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Chapter 1
Introduction
Matroids were introduced by Whitney in 1935 [54] to generalize to an ab-
stract setting the concept of independence originated in linear algebra. One
of the strongest features of matroid theory is its rich geometric theory, but
the classical representation theory of matroids is not entirely successful: it is
well known that not all matroids admit a field representation [38]. Attempts
have been made to replace fields by more general structures such as partial
fields [48] or quasi fields [17], but they still failed to cover all matroids.
The main goal of this monograph is to propose a new representation
theory in a generalized context going beyond matroids, where the latter
become representable in all cases, and still rich enough to allow geometric,
topological and combinatorial applications.
Throughout the text, we shall give evidence of the geometric potential of
these new ideas. They extend in many aspects the known geometric theory
for matroids, but they also raise new perspectives in the matroid world. In
particular, we believe that our results and techniques may be of interest in
connection with several of the famous conjectures and constructions for ma-
troids. See Chapter 9 on open questions for details, particularly Questions
9.1.4 and 9.1.5. We note also that our theory extends to finite posets, see
Sections 3.2 and 9.5.
Matroids are of course particular cases of (abstract) simplicial complexes
(also known as hereditary collections) H = (V,H). In the topological (re-
spectively combinatorial) terminology,
• elements of H are called simplexes (respectively independent);
• maximal elements of H, with respect to inclusion, are called facets
(respectively bases);
1
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• the dimension of a facet X is |X| − 1 (the rank of a basis X is |X|).
We adopt the topological terminology in this text.
Matroids are defined through the axiom known as the exchange property
(EP), and a weaker condition we consider is the point replacement property
(PR) (see page 38). However, (PR) appears to be too weak to induce a rich
geometric or representation theory, so we are in fact proposing an alterna-
tive third axiom which will be fully explained in this text and informally
explained below in this Introduction,
(BR) H is boolean representable over the superboolean semiring SB,
an axiom strictly stronger than (PR) (Proposition 5.1.2 and Example 5.2.12)
but strictly weaker than (EP) (Theorem 5.2.10 and Example 5.2.11(iii)).
Thus all matroids satisfy (BR) and so results on (BR) apply to matroids.
See page 8 for further discussion of the axioms.
Therefore the reader may have two viewpoints on these new ideas:
• to consider them as a source of new concepts, techniques and problems
for matroid theory;
• to consider the new class of boolean representable simplicial complexes
as a brave new world to explore (we believe many of the theorems in
matroid theory will extend to boolean representable simplicial com-
plexes).
We have tried to suit both perspectives.
In 2006 [24] (see also [30]), Zur Izhakian had the seminal idea of consid-
ering independence for columns of a boolean matrix, arising in the context of
(super)tropical semirings (tropical geometry). In 2008, due to the prevalence
of boolean matrices throughout mathematics, the first author saw massive
applications of this idea to various areas, more specifically combinatorial
geometry and topology, combinatorics and algebra. Many of the results go
through for infinite posets, lattices and boolean matrices, but we limit our
exposition here to the finite case due to length considerations.
The foundations of the theory were formulated and developed by Izhakian
and the first author in [27, 28, 29]. Subsequently, the theory was matured
and developed by the present authors in this monograph and the paper [41],
devoted to applications to graph theory.
The well-known boolean semiring B can be built as the quotient of the
semiring (N,+, ·) (for the standard operations) by the congruence which
3identifies all n ≥ 1. The superboolean semiring SB is the quotient of the
semiring (N,+, ·) by the congruence which identifies all n ≥ 2, having there-
fore 3 elements: 0, 1 and “at least 2”. So the world has successively witnessed
the plain 1 + 1 = 2, Galois’s 1 + 1 = 0, Boole’s 1 + 1 = 1 and now finally
1 + 1 = at least 2!
We call G = {0, 2} the ghost ideal of SB. According to the concept of
independence for supertropical semirings adopted by Izhakian and Rowen
[24, 30, 32], n vectors C1, . . . , Cn ∈ SBm are independent if
λ1C1 + . . .+ λnCn ∈ Gm implies λ1 = . . . = λn = 0 (1.1)
for all λ1, . . . , λn ∈ {0, 1}. As we show in Proposition 2.2.5, this is equivalent
to saying that the corresponding m×n matrix has a square n×n submatrix
M congruent to some lower unitriangular matrix, i.e. by independently
permuting rows/columns of M , one can get a matrix of the form
1 0 0 . . . 0
? 1 0 . . . 0
? ? 1 . . . 0
...
...
...
. . .
...
? ? ? . . . 1
 (1.2)
Moreover, M satisfies the above property if and only if M has permanent
1, where permanent denotes the positive version of the determinant (and
therefore suitable for operations on semirings, and in particular for the SB
semiring).
Then the rank of a matrix, i.e. the maximum number of independent
columns, turns out to be the maximum size of a square submatrix with
permanent 1. Notice the similarity to the classical situation in matroid
theory, where the matrix has coefficients in a field F and permanent 1 is
replaced by determinant 6= 0. Note also that in the field case the number
of rows can always be chosen to be the rank of the matroid, but not in the
boolean case (see Proposition 5.7.12 for an example).
We note that the notion of rank of a matrix we adopt is one of a number
in the literature. For alternative notons, the reader is referred to [14].
Following Izhakian and Rhodes [27], we can define the class BR of boolean
representable simplicial complexes as the set of all simplicial complexes H =
(V,H) for which there exists, for some n ≥ 1, an n× |V | boolean matrix M
such that, for every X ⊆ V , we have X ∈ H if and only if the columns of M
corresponding to the elements of X are independent as defined in (1.1). This
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is equivalent to saying that M admits, for some R ⊆ {1, . . . , n}, a square
submatrix M [R,X] congruent to (1.2), i.e. with permanent 1.
As a matter of fact, Izhakian and Rhodes proved in [27] that every sim-
plicial complex H = (V,H) admits a representation over SB (the entries may
be 0, 1 or 2). This is of course too general a class to allow the development
of an interesting geometric theory in matroid style, but the restriction to
boolean matrices proved to be a much more interesting bet.
The relationship between boolean matrices and finite lattices is one of
the cornerstones of this monograph, which we explain now.
Let M = (aij) be an m× n boolean matrix. Write C = {1, . . . , n}. For
i = 1, . . . ,m, let
Zi = {j ∈ C | aij = 0}
be the set of positions of the 0’s in the ith row (why we take the 0’s instead
of the usual 1’s will be explained below). We define
FlM = {∩i∈DZi | D ⊆ C}.
Since FlM is closed under intersection, it is a ∧-semilattice, and becomes
then a (finite) lattice with the determined join (see 3.4), termed the lattice of
flats of M . This terminology is inspired by the lattice of flats of a matroid,
which happens to be an important particular case of FlM as we shall se
later on.
For j ∈ C, define
Yj = ∩{Zi | aij = 0},
which may be viewed as the closure of {j}. If we assume that M has no
zero columns, it turns out (Proposition 3.4.1) that FlM is ∨-generated by
the subset
Y(M) = {Y1, . . . , Yn}.
Conversely, if L is a finite lattice ∨-generated by A (so that we can
assume that the bottom element B is not in A), we define the boolean
representation of (L,A) to be the matrix M(L,A) = (mxa) defined by
mxa =
{
0 if x ≥ a
1 otherwise
for all x ∈ L and a ∈ A. The reasons for this placement of 0 and 1 are
explained below.
We show in Section 3.5 that under mild assumptions the operators
M 7→ (FlM,Y(M)) and (L,A) 7→ M(L,A) are mutually inverse, therefore
5we may view boolean matrices and finite ∨-generated lattices as alterna-
tive perspectives of the same object. We now wish to see what boolean
independent X columns of M(L,A) correpond to in (L,A), and conversely.
Let L be a finite lattice ∨-generated by A. We define c-independence
in (L,A) in terms of independence for the corresponding vector columns of
M(L,A). In Proposition 3.6.2, we show that X ⊆ A is c-independent as a
subset of L if and only if X admits an enumeration x1, . . . , xk such that
(x1 ∨ . . . ∨ xk) > (x2 ∨ . . . ∨ xk) > . . . > (xk−1 ∨ xk) > xk. (1.3)
Notice that, for any lattice L, we may set A = L \ {B} and use (1.3) to
get a notion of independence for L. This idea has been used for geometric
lattices, and we extend it here to arbitrary finite lattices.
Furthermore, using the closure operator ClL on (2
A,⊆) induced by L, we
show also that c-independence (and therefore (1.3)) are also equivalent to X
being a transversal of the successive differences for some chain of FlM(L,A).
See below (3.10) and Proposition 3.6.2 for details.
We prove also (Proposition 3.6.4) that the rank of M(L,A) equals the
height of the lattice L.
Now the relationship between boolean matrices and finite lattices opens
new perspectives on boolean representability. Note that independence and
rank can be understood omiting any reference to SB and can be considered
as purely combinatorial properties of boolean matrices and finite lattices.
The concept of flat, defined for an arbitrary simplicial complex, plays a
major role in boolean representation theory. In matroid theory, there are
plenty of equivalent definitions, but they are not necessarily equivalent for
an arbitrary complex. We choose the generalization of the definition which
uses the independent sets in the matroid setting: given a simplicial complex
H = (V,H) and X ⊆ V , we say that X is a flat if
∀I ∈ H ∩ 2X ∀p ∈ V \X I ∪ {p} ∈ H.
It is immediate that the intersection of flats is still a flat. Hence the flats of
H constitute a lattice under the determined join, denoted by Fl H.
Let M be a boolean matrix representation of a simplicial complex H =
(V,H) (so M has column space V ). We often assume that all columns are
nonzero and distinct so that H is simple (all sets of two or less elements are
independent). In each row of M , the positions of the zeroes define a flat of
H, so by closing under all intersections FlM constitutes a ∧-subsemilattice
of Fl H.
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Now the (Fl H)× V boolean representation Mat H = (mXp) defined by
mXp =
{
0 if p ∈ X
1 otherwise
is the canonical (“biggest”) boolean representation of H (if H is boolean
representable) in some precise sense (see Theorem 5.2.5). Note that the roles
of 0 and 1 are reversed with respect to the standard representation practice.
Due to the notation 0c = 1, 1c = 0, we have adopted the terminology
c-independence and c-rank in this sense to avoid any possible confusion.
But Mat H is far from being the most economical representation, and
smaller matrices M lead to smaller lattices FlM representing H, even in the
matroid case. Thus we establish the concepts of lattice representation and
lattice of all boolean representations of a (boolean representable) simplicial
complex, which includes all matroids. This provides a representation theory
comprised of all boolean repesentations of H. The role played by lattices in
the whole theory explains why we need to develop a theory of boolean rep-
resentations of ∨-generated lattices prior to engaging on the representation
of simplicial complexes. In fact this theory can be extended to arbitrary
(finite) posets, with the help of the Dedekind-MacNeille completion.
Each lattice representation (L, V ) of H = (V,H) induces a closure oper-
ator ClL on 2
V , and using the representation theory developed for lattices,
we get the following (see Theorem 5.4.2): for every X ⊆ V , we have X ∈ H
if and only if X admits an enumeration x1, . . . , xk such that
ClL(x1, . . . , xk) ⊃ ClL(x2, . . . , xk) ⊃ . . . ⊃ ClL(xk) ⊃ ClL(∅).
This equivalence is of course valid when we take L = Fl H. Then ClL(X) =
X denotes the smallest flat containing X for every X ⊆ V .
The advantage of lattice representations over matrix representations for
a given complex H is that they can be quasi-ordered using the concept of
∨-map, which in our context replaces the strong/weak maps from matroid
theory. Adding an extra element to become the bottom and identifying
isomorphic ∨-generated lattices, the lattice representations of H become a
lattice of their own, denoted by LR0 H (Theorem 5.5.5). The top element
is the canonical representation by the lattice of flats Fl H.
Understanding the structure of this lattice is important, identifying in
particular the atoms (which are the minimal lattice representations) and
the sji (strictly join irreducible) elements. The join operator is “stacking
matrices”, see Corollary 5.5.8, and every boolean representation is the stack
7of some sji representations. Together with computing the minimum degree
(number of rows) of a matrix representation (mindeg), these constitute most
challenging problems for a (boolean representable) simplicial complex, new
even in the matroid case. In Section 5.7, we perform these computations for
some interesting particular cases which include the tetrahedron matroid T3,
the Fano matroid F7 and the uniform matroids U3,n for n ≥ 5. The next task
is to perform these calculations in more sophisticated matroid examples, see
Section 9.1 and Question 9.1.3.
In more general terms, progress has been achieved in the case of paving
simplicial complexes, namely in the case of low dimensions. A simplicial
complex H = (V,H) of dimension d is called paving if H contains every
d-subset of V .
We focus our attention on the class BPav(2) of boolean representable
paving simplicial complexes of dimension 2. Indeed, we develop geometric
tools for computing the flats in BPav(2), giving insight into the boolean
representation theory. We propose two approaches:
The first approach involves the concept of partial euclidean geometry
(PEG), an (abstract) system of points and lines where each line has at least
two points and intersects any other line in at most one point. Given a
matrix representation M of H = (V,H) ∈ BPav(2), we can build a PEG
GeoM = (V,LM ) as follows: for each nonzero row having at least 2 zeroes,
we take the correponding flat of M to be a line. Using the concept of
potential line (a set with at least two points whose addition to a PEG results
in a PEG, see page 100) we can compute both H and Fl H from GeoM
(Lemma 6.3.3 and Theorem 6.3.4). We note that this approach may be
generalized to paving simplicial complexes of higher dimensions, considering
also geometries of arbitrary dimension. A hint of this is given in Subsection
5.7.4, devoted to Steiner systems. See also the open questions in Section
9.3.
The second approach is graph-theoretic and relies on the definition of
a graph ΓM to pursue similar objectives (Theorem 6.3.6 and Proposition
6.3.7). Concepts such as anticliques and superanticliques play a key role in
this approach.
The particular case of the canonical representation M = Mat H is of
utmost importance: we go deeply into the study of the graph of flats ΓFl H
= ΓMat H = (V,E) defined by
p −− q is an edge in E if and only if pq ⊂ V
for all p, q ∈ V distinct (where pq is the smallest flat containing pq).
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The graph of flats plays a major role in the topological applications of the
theory (homotopy type of the simplicial complex H). We can also compute
mindeg H if ΓFl H is disconnected (Theorem 6.5.1).
One of the main topological applications of our theory is the determina-
tion of the homotopy type making use of the concept of shellability for non
pure complexes, introduced by Bjo¨rner and Wachs [5, 6]. They prove that
the existence of a shelling for a simplicial complex H (an enumeration of
the facets of H satisfying favorable conditions) implies that the geometric
realization || H || of H is homotopically equivalent to a wedge of spheres,
and the Betti numbers are easy to compute.
Using the graph of flats ΓFl H, we succeed on identifying the shellable
complexesH ∈ BPav(2): they are precisely those complexes such that ΓFl H
contains at most two connected components or contains exactly one nontriv-
ial connected component (Theorem 7.2.8). These are also the sequentially
Cohen-Macaulay complexes of BPav(2) (Corollary 7.2.9). We also prove that
every finite graph is isomorphic to the graph of flats of some H ∈ Pav(2),
except in the case of a disjoint union Kr unionsqKs unionsqK1 of complete graphs with
r, s > 1 (Theorem 7.3.1).
The class BR of boolean representable simplicial complexes is not closed
under the most common operators, except for restriction and isomorphism,
see Chapter 8. Those who seek closure under contraction and dual must
restrict to matroids and use the representation theory for a fixed matroid.
As it turns out, if all the contractions of a simplicial complex satisfy (PR), it
must be a matroid (Proposition 8.3.6). Moreover, every simplicial complex is
the contraction of a boolean representable simplicial complex (Proposition
8.3.7). Thus the concepts of minor and minor-closed subclass, so impor-
tant in the contexts of graphs (Robertson-Seymour Theorem [15, Chapter
12]) and matroids (see [20]), cannot be directly applied in our generalized
context. However, we can get away with restriction and isomorphism only,
introducing the concept of prevariety of simplicial complexes: a class of
simplicial complexes closed under restriction and isomorphism.
A prevariety is finitely based if it can be defined through a finite set Σ of
forbidden restrictions (basis). Bounding the dimension of the complexes in
the prevariety is important to get finitely based, so if V is a prevariety, we
denote by Vd the prevariety formed by the complexes in V with dimension
≤ d. We can prove that Vd is finitely based for the most natural prevarieties
of simplicial complexes.
The maximum number of vertices of a complex in Σ is the size of the basis
Σ and the size of a prevariety V, denoted by sizV, is the minimum size of such
9a basis. Among other results, we show that sizPBd = (d+1)(d+2) for every
d ≥ 2, where PB denotes the prevariety of boolean representable paving
simplicial complexes (Theorem 8.5.2(ii)). We also show that sizBRd ≤
(d+ 1)2d2d + d+ 1 (Theorem 8.5.4(iii)).
Part of the material contained in this monograph (and other things as
well) can be found under a slightly different perspective in our arXiv preprint
[42]. We have sought to extend to this new boolean setting many of the
results found in Stanley’s monograph [50].
We should remark that boolean representable simplicial complexes are
just one of the natural ways of generalizing matroids. Another natural
generalization, built over a different property, leads to the concept of gree-
doid (see the survey by Bjo¨rner and Ziegler [8]). In the case of boolean
representable simplicial complexes, we have the means to characterize in-
dependence through chains in a lattice (which may be assumed to be the
lattice of flats), similarly to matroids; in the case of greedoids, the exchange
property of matroids is kept but hereditarity is not required (so a greedoid
is a simplicial complex if and only if it is a matroid). It turns out that
in both cases matroids can be viewed as the commutative case, and one of
the topics of our near future research is to establish all the relationships (of
algebraic, combinatorial, geometric and syntactic nature) between boolean
representable simplicial complexes, matroids, greedoids and the important
subclass of interval greedoids.
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Chapter 2
Boolean and superboolean
matrices
We introduce in this chapter the superboolean semiring SB and the core
of the theory of (boolean) matrices over SB, with special emphasis on the
concepts of independence of vectors and rank. These matrices are used
to represent various kinds of algebraic and combinatorial objects, namely
posets and simplicial complexes, especially matroids.
2.1 The boolean and the superboolean semirings
A commutative semiring is an algebra (S,+, ·, 0, 1) of type (2, 2, 0, 0) satis-
fying the following properties:
(CS1) (S,+, 0) and (S, ·, 1) are commutative monoids;
(CS2) a·(b+ c) = (a·b) + (a·c) for all a, b, c ∈ S;
(CS3) a·0 = 0 for every a ∈ S.
To avoid trivial cases, we assume that 1 6= 0. If the operations are implicit,
we denote this semiring simply by S.
If we only require commutativity for the monoid (S,+, 0) and use both
left-right versions of (CS2) and (CS3), we have the general concept of semir-
ing.
Clearly, commutative semirings constitute a variety of algebras of type
(2, 2, 0, 0), and so universal algebra provides the concepts of congruence,
11
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homomorphism and subsemiring. In particular, an equivalence relation σ
on S is said to be a congruence if
(aσb ∧ a′σb′) ⇒ ((a+ a′)σ(b+ b′) ∧ (a · a′)σ(b · b′)).
In this case, we get induced operations on S/σ = {aσ | a ∈ S} through
aσ + bσ = (a+ b)σ, aσ · bσ = (a · b)σ.
If σ is not the universal relation, then 1σ 6= 0σ and so (S/σ,+, ·, 0σ, 1σ) is
also a commutative semiring, the quotient of S by σ.
The natural numbers N = {0, 1, 2, . . .} under the usual addition and
multiplication provide a most important example of a commutative semiring.
For every m ∈ N, we define a relation σm on N through
aσmb if a = b or a, b ≥ m.
Then σm is a congruence on N and
nσm =
{ {n} if n < m
{m,m+ 1, . . .} otherwise
Hence {0, . . . ,m} is a cross-section for N/σm.
We can define the boolean semiring as the quotient
B = N/σ1.
As usual, we view the elements of B as the elements of the cross-section
{0, 1}. Addition and multiplication are then described respectively by
+ 0 1
0 0 1
1 1 1
· 0 1
0 0 0
1 0 1
Similarly, we can define the superboolean semiring as the quotient
SB = N/σ2.
We can view the elements of SB as the elements of the cross-section {0, 1, 2}.
Addition and multiplication are then described respectively by
+ 0 1 2
0 0 1 2
1 1 2 2
2 2 2 2
· 0 1 2
0 0 0 0
1 0 1 2
2 0 2 2
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Since 1 + 1 takes different values in both semirings, it follows that B is not
a subsemiring of SB. However, B is a homomorphic image of SB (through
the canonical mapping nσ2 7→ nσ1).
For an alternative perspective of SB as a supertropical semiring, the
reader is referred to Section A.1 of the Appendix.
2.2 Superboolean matrices
Given a semiring S, we denote by Mm×n(S) the set of all m × n matri-
ces with entries in S. We write also Mn(S) = Mn×n(S). Addition and
multiplication are defined as usual.
Given M = (aij) ∈ Mm×n(S) and nonempty I ⊆ {1, . . . ,m}, J ⊆
{1, . . . , n}, we denote by M [I, J ] the submatrix of M with entries aij (i ∈
I, j ∈ J). For all i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}, we write also
M [i, j] = M [{1, . . . ,m} \ {i}, {1, . . . , n} \ {j}].
Finally, we denote by M [i, ] the ith row vector of M , and by M [ , j] the
jth column vector of M .
The results we present in this section are valid for more general semirings
(any supertropical semifield, actually, see [24, 30] and Section A.1 in the
Appendix), but we shall discuss only the concrete case of SB.
Let Sn denote the symmetric group on {1, . . . , n}. The permanent of a
square matrix M = (mij) ∈Mn(SB) (a positive version of the determinant)
is defined by
PerM =
∑
pi∈Sn
n∏
i=1
mi,ipi.
Note that this formula coincides with the formula for the determinant of a
square matrix over the two-element field Z2 (but interpreting the operations
in SB). The classical results on determinants involving only a rearrangement
of the permutations extend naturally to SB. Therefore we can state the two
following propositions without proof:
Proposition 2.2.1 Let M = (mij) ∈Mn(SB) and let p ∈ {1, . . . , n}. Then
perM =
n∑
j=1
mpj(perM [p, j]) =
n∑
i=1
mip(perM [i, p]).
Proposition 2.2.2 The permanent of a square superboolean matrix remains
unchanged by:
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(i) permuting two columns;
(ii) permuting two rows;
(iii) transposition.
Next we present definitions of independence and rank appropriate to the
context of superboolean matrices, introduced by Izhakian in [24] (see also
[27, 30]). For alternative notions in the context of semirings, see [14]. We
need to introduce the ghost ideal
G = {0, 2} ⊆ SB
(see Section A.1 for more details on ghost ideals).
Let SBn denote the set of all vectors V = (v1, . . . , vn) with entries in SB.
Addition and the scalar product SB × SBn → SBn are defined the obvious
way.
We say that the vectors V (1), . . . , V (m) ∈ SBn are independent if
λ1V
(1) + . . .+ λmV
(m) ∈ Gn implies λ1, . . . , λm = 0
for all λ1, . . . , λm ∈ {0, 1}. Otherwise, they are said to be dependent. The
contrapositive yields that V (1), . . . , V (m) are dependent if and only if there
exists some nonempty I ⊆ {1, . . . ,m} such that ∑i∈I V (i) ∈ Gn.
The next lemma discusses independence when we extend the vectors by
one further component:
Lemma 2.2.3 Let X = {V (1), . . . , V (m)} ⊆ SBn and Y = {W (1), . . . ,W (m)}
⊆ SBn+1 be such that V (i) = (v(i)1 , . . . , v(i)n ) and W (i) = (a(i), v(i)1 , . . . , v(i)n )
for i ∈ {1, . . . ,m}. Then:
(i) if X is independent, so is Y ;
(ii) if a(1), . . . , a(m) ∈ G, then X is independent if and only if Y is inde-
pendent.
Proof. (i) Assume that X is independent. Let λ1, . . . , λm ∈ {0, 1} be such
that λ1W
(1) + . . .+λmW
(m) ∈ Gn+1. Then λ1V (1) + . . .+λmV (m) ∈ Gn and
so λ1 = . . . = λm = 0 since X is independent. Thus Y is independent.
(ii) The direct implication follows from (i). Assume now that Y is inde-
pendent. Let λ1, . . . , λm ∈ {0, 1} be such that λ1V (1) + . . .+ λmV (m) ∈ Gn.
Since a(1), . . . , a(m) ∈ G, we get λ1W (1) + . . . + λmW (m) ∈ Gn+1 and so
λ1 = . . . = λm = 0 since Y is independent. Thus X is independent. 
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We start now to address independence in the context of a matrix. Two
matrices M and M ′ are said to be congruent and we write M ∼= M ′ if we
can transform one into the other by permuting rows and permuting columns
independently. A row of a superboolean matrix is called a marker if it has
one entry 1 and all the remaining entries are 0.
Lemma 2.2.4 [27, Cor. 3.4] Let M ∈ Mm×n(SB) be such that the column
vectors M [ , j] (j ∈ {1, . . . , n}) are independent. Then M has a marker.
Proof. Let M = (aij). By independence, we must have
n∑
j=1
M [ , j] /∈ Gn.
Hence ai1 + . . . + ain = 1 for some i ∈ {1, . . . ,m} and so the ith row of M
is a marker. 
The following result discusses independence for the row/column vectors
of a square superboolean matrix. The equivalence of the three first condi-
tions is due to Izhakian [24] (see also [30]), the remaining equivalence to
Izhakian and Rhodes [27]. Recall that a square matrix of the form
1 0 0 . . . 0
? 1 0 . . . 0
? ? 1 . . . 0
...
...
...
. . .
...
? ? ? . . . 1

is called lower unitriangular.
Proposition 2.2.5 [24, Th. 2.10], [27, Lemma 3.2] The following condi-
tions are equivalent for every M ∈Mn(SB):
(i) the column vectors M [ , j] (j ∈ {1, . . . , n}) are independent;
(ii) the row vectors M [i, ] (i ∈ {1, . . . , n}) are independent;
(iii) PerM = 1;
(iv) M is congruent to some lower unitriangular matrix.
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Proof. (i)⇒ (iv). We use induction on n. Since the implication holds triv-
ially for n = 1, we assume that n > 1 and the implication holds for n − 1.
Assuming (i), it follows from Lemma 2.2.4 that M has a marker. By permut-
ing the rows ofM if needed, we may assume that the first row is a marker. By
permuting columns if needed, we may assume that M [1, ] = (1, 0, . . . , 0).
Let N = M [1, 1]. Then the column vectors N [ , j] (j ∈ {1, . . . , n− 1})
are the column vectors M [ , j] (j ∈ {2, . . . , n}) with the first coordinate
removed. Since this first coordinate is always 0, it follows from Lemma
2.2.3(ii) that the column vectors of N are independent. By the induction
hypothesis, N is congruent to some lower unitriangular matrix N ′, i.e. we
can apply some sequence of row/column permutations to N to get N ′. Now
if we apply the same sequence of row/column permutations to the matrix M
the first row of M remains unchanged, hence we obtain a lower unitriangular
matrix as required.
(iv)⇒ (iii). If M = (mij) is lower unitriangular, then the unique pi ∈ Sn
such that
∏n
i=1mi,ipi is nonzero is the identity permutation. Hence PerM =∏n
i=1mi,i = 1. Finally, we apply Proposition 2.2.2.
(iii) ⇒ (i). We use induction on n. Since the implication holds trivially
for n = 1, we assume that n > 1 and the implication holds for n− 1. Note
that, by Proposition 2.2.2, permuting rows or columns does not change the
permanent. Clearly, the same happens with respect to the dependence of
the column vectors.
Suppose first that M has no marker. Since M cannot have a row consist-
ing only of zeroes in view of PerM = 1, we have at least two nonzero entries
in each row of M . Since PerM = 1, we may also assume, (independently)
permuting rows and columns if necessary, that M has no zero entries on the
main diagonal.
We build a directed graph Γ = (V,E) with vertex set V = {1, . . . , n} and
edges i−→j whenever mij 6= 0. By our assumption on the main diagonal, we
have a loop at each vertex i. Moreover, each vertex i must have outdegree
at least two, each of the nonzero entries mij in the ith row producing an
edge i−→j. It follows that Γ must have a cycle
i0−→i1−→ . . .−→ik = i0
of length k ≥ 2 and so Sn contains two different permutations pi, namely
the identity and (i0 i1 . . . ik−1), such that mi,ipi 6= 0 for every i ∈ {1, . . . , n}.
Hence PerM = 2, a contradiction.
Hence we may assume that M = (mij) has a marker. Permuting rows
and columns if necessary, we may indeed assume that M [1, ] = (1, 0, . . . , 0).
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Let N = M [1, 1]. Then Proposition 2.2.1 yields PerN = PerM = 1. By the
induction hypothesis, the column vectors of N are independent. Suppose
that
λ1M [ , 1] + . . . λnM [ , n] ∈ Gn
for some λ1, . . . , λn ∈ {0, 1}. Since M [1, ] is a marker, we get λ1 = 0. Since
the column vectors of N are independent, we get λ2 = . . . = λn = 0 as well.
Thus the column vectors of M are independent.
(ii) ⇔ (iii). Let M t denote the transpose matrix of M . By Proposition
2.2.2(iii), we have
PerM = 1 ⇔ PerM t = 1.
On the other hand, (ii) is equivalent to the column vectors M t[ , j] (j ∈
{1, . . . , n}) being independent. Now we use the equivalence (i) ⇔ (iii). 
A square matrix satisfying the above (equivalent) conditions is said to
be nonsingular.
We consider now independence for any arbitrary nonempty subset of
column vectors. Given (equipotent) nonempty I, J ⊆ {1, . . . , n}, we say
that I is a witness for J in M if M [I, J ] is nonsingular.
Proposition 2.2.6 [24, Th. 3.11] The following conditions are equivalent
for all M ∈Mm×n(SB) and J ⊆ {1, . . . , n} nonempty:
(i) the column vectors M [ , j] (j ∈ J) are independent;
(ii) J has a witness in M .
Proof. (i) ⇒ (ii). We use induction on |J |. Since the implication holds
trivially for |J | = 1, we assume that |J | > 1 and the implication holds for
smaller sets.
Applying Lemma 2.2.4 to the matrix M ′ = M [{1, . . . ,m}, J ], it follows
that M ′ has a marker. In view of Proposition 2.2.2, (independently) per-
muting rows and columns does not compromise the existence of a witness,
hence we may assume that M ′[1, ] = (1, 0, . . . , 0) and j1 is the element of
J corresponding to the first column of M ′. Let N = M ′[1, 1]. Then the col-
umn vectors N [ , j] (j ∈ {1, . . . , |J | − 1}) are the column vectors M ′[ , j]
(j ∈ {2, . . . , |J |}) with the first coordinate removed. Since this first coordi-
nate is always 0, it follows from Lemma 2.2.3(ii) that the column vectors of
N are independent. By the induction hypothesis, J \ {j1} has some witness
I in N . Write P = N [I, J \ {j1}]. Then M [I ∪ {1}, J ] is of the form(
1 0
· · · P
)
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and so PerM [I ∪ {1}, J ] = PerP = 1. Hence I ∪ {1} is a witness for J in
M .
(ii) ⇒ (i). Assume that I is a witness for J in M . Let N = M [I, J ]. By
Proposition 2.2.5, the column vectors N [ , j] (j ∈ {1, . . . , |J |}) are indepen-
dent. Thus the vectors M [ , j] (j ∈ J) are independent by Lemma 2.2.3(i).

We can deduce a corollary on boolean matrices which will become useful
in future chapters:
Corollary 2.2.7 Let M ∈ Mm×n(B) and let M ′ ∈ M(m+1)×n(B) be ob-
tained by adding as an extra row the sum (in B) of two rows of M . Then
the following conditions are equivalent for every J ⊆ {1, . . . , n}:
(i) the column vectors M [ , j] (j ∈ J) are independent;
(ii) the column vectors M ′[ , j] (j ∈ J) are independent.
Proof. (i) ⇒ (ii). By Lemma 2.2.3(i).
(ii) ⇒ (i). By Proposition 2.2.6, J has a witness I in M ′. It is easy to
see that if a marker u is the sum of some vectors in Bk, then one of them
is equal to u. Therefore, if the sum row occurs in M ′[I, J ], we can always
replace it by one of the summand rows and get a nonsingular matrix of the
form M [K,J ]. 
We are now ready to introduce the notion of rank of a superboolean
matrix:
Proposition 2.2.8 [24, Th. 3.11] The following numbers coincide for a
given M ∈Mm×n(SB):
(i) the maximum number of independent column vectors in M ;
(ii) the maximum number of independent row vectors in M ;
(iii) the maximum size of a subset J ⊆ {1, . . . , n} having a witness in M ;
(iv) the maximum size of a nonsingular submatrix of M .
Proof. Let Mι1, . . . ,Mι4 denote the integers defined by each of the condi-
tions (i) – (iv) for M , respectively. The equality Mι3 = Mι4 follows from
the definition of witness, and Mι1 = Mι3 follows from Proposition 2.2.6.
Finally, Mι2 = M
tι1 = M
tι4. Since M
tι4 = Mι4 in view of Proposition
2.2.2(iii), we get Mι2 = Mι4. 
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The rank of a superboolean matrix M , denoted by rkM , is then the
number given by any of the equivalent conditions of Proposition 2.2.8.
If M is a boolean matrix, we can still define rkM as its rank when viewed
as a superboolean matrix. We note also that this notion of rank for boolean
matrices does not coincide with the definition used by Berstel, Perrin and
Reutenauer in [2, Section VI.3].
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Chapter 3
Posets and lattices
We study in this chapter boolean representations of posets, paying special
attention to the case of lattices. Indeed, by considering ∨-generated lattices,
we succeed in establishing a correspondence between boolean matrices and
lattices which will be a cornerstone of the theory of boolean representations
of simplicial complexes.
3.1 Basic notions
For the various aspects of lattice theory, the reader is referred to [21, 22, 43].
All the posets in this book are finite, and we abbreviate (P,≤) to P if
the partial order is implicit.
Let P be a poset and let a, b ∈ P . We say that a covers b if a > b
and there is no c ∈ P satisfying a > c > b. We may describe P by means
of its Hasse diagram HasseP : this is a directed graph having vertex set P
and edges a−→b whenever b covers a. If P is simple enough, it is common
to draw HasseP as an undirected graph, when the orientation of the edge
a−→b is expressed by the fact that a is placed at a lower level than b in the
picture.
For instance, if we order {1, . . . , 10} by (integer) division, we obtain the
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Hasse diagram
8
9 6 4 10
3 2 5 7
1
The height of P , denoted by htP , is the maximum length of a chain in
P, i.e. the maximum number of edges in an (upward) path in HasseP . For
instance, the poset of the preceding example has height 3.
Given a poset P , we say that X ⊆ P is a down set if
a ≤ b ∈ X ⇒ a ∈ X
holds for all a, b ∈ P . Dually, X is an up set if
a ≥ b ∈ X ⇒ a ∈ X
holds for all a, b ∈ P . The principal down set and up set generated by a ∈ P
are defined by
a↓= {x ∈ P | x ≤ a},
a↑= {x ∈ P | x ≥ a}.
A finite poset L is a lattice if there exist, for all a, b ∈ L, a join and a
meet defined by
(a ∨L b) = min{x ∈ L | x ≥ a, b},
(a ∧L b) = max{x ∈ L | x ≤ a, b}.
We drop the subscripts L whenever possible.
Since our lattices are finite, it follows that a lattice L has a minimum
element B and a maximum element T . We refer to B as the bottom element
and to T as the top element of L. We shall assume that T 6= B in every
lattice. A lattice is trivial if B and T are its unique elements.
Note also that finite lattices are always complete in the sense that
∨LS = min{x ∈ L | x ≥ s for every s ∈ S},
∧LS = max{x ∈ L | x ≤ s for every s ∈ S},
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are defined for every S ⊆ L. In particular, ∨∅ = B and ∧∅ = T . Another
consequence of completeness is that the conditions
there exists a ∨ b for all a, b ∈ L (3.1)
and
there exists a ∧ b for all a, b ∈ L (3.2)
are equivalent. Indeed, if (3.1) holds, then we have
(a ∧ b) = ∨{x ∈ L | x ≤ a, b}. (3.3)
We say that the meet (3.3) is determined by the join. Similarly, (3.2) implies
(3.1), and
(a ∨ b) = ∧{x ∈ L | x ≥ a, b}. (3.4)
gives the determined join.
Given S ⊆ L, we say that S is a sublattice of L if
(SL1) (a ∨L b) ∈ S for all a, b ∈ S;
(SL2) (a ∧L b) ∈ S for all a, b ∈ S;
(SL3) B ∈ S;
(SL4) T ∈ S.
Note that the first two conditions express the fact that S under the induced
partial order is a lattice in its own right, with (a ∨S b) = (a ∨L b) and
(a ∧S b) = (a ∧L b) for all a, b ∈ S.
If we only require conditions (SL1) and (SL3), we say that S is a ∨-
subsemilattice of L. Since L is finite, this is equivalent to saying that ∨LX ∈
S for every X ⊆ S.
If we only require conditions (SL2) and (SL4), we say that S is a ∧-
subsemilattice of L. Since L is finite, this is equivalent to saying that ∧LX ∈
S for every X ⊆ S.
If we require conditions (SL2), (SL3) and (SL4), we say that S is a
full ∧-subsemilattice of L, and dually for (SL1), (SL3), (SL4) and a full
∨-subsemilattice.
We denote the set of all ∨-subsemilattices (respectively ∧-subsemilattices,
full ∧-subsemilattices) of L by Sub∨L (respectively Sub∧L, FSub∧L).
Let A be a finite set and consider 2A ordered by inclusion. Then 2A
becomes a lattice with
(X ∨ Y ) = X ∪ Y, (X ∧ Y ) = X ∩ Y,
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T = A and B = ∅. Given Z ⊆ 2A, it is easy to see that
Ẑ = {∩X | X ⊆ Z}
is the smallest ∧-subsemilattice of 2A containing Z, i.e. the ∧-subsemilattice
of 2A generated by Z. Considering the determined join
(X ∨ Y ) = ∩{Z ∈ Z | X ∪ Y ⊆ Z},
(Ẑ,⊆) becomes indeed a lattice. However, Ẑ is not in general a sublattice
of 2A since the determined join X ∨Ẑ Y needs not to coincide with X ∪ Y ,
and the bottom element ∩Z needs not to be the emptyset.
We introduce also the notion of Rees quotient of a lattice, borrowed from
semigroup theory (see [11]). Given a lattice L and a proper down set I ⊂ L,
the Rees quotient L/I is the quotient of L by the equivalence relation ∼I
defined on L by
x ∼I y if x = y or x, y ∈ I.
The elements of L/I are the equivalence class I and the singular equivalence
classes {x} (x ∈ L \ I), which we identify with x.
Proposition 3.1.1 Let L be a lattice and let I be a proper down set of L.
Then L/I has a natural lattice structure.
Proof. The partial ordering of L translates to L/I in the obvious way,
with I as the bottom element. Clearly, L/I inherits a natural ∧-semilattice
structure, and then becomes a lattice with the determined join. 
Note that the canonical projection L → L/I is a homomorphism of ∧-
semilattices, but not necessarily a lattice homomorphism.
Many important features and results of lattice theory can be unified
under the concept of closure operator, which will play a major role in this
monograph. Indeed, closure operators on the lattice (2V ,⊆) will constitute
an alternative to boolean matrices, as we shall see in Section 5.4.
Given a lattice L, we say that ξ : L → L is a closure operator if the
following axioms hold for all a, b ∈ L:
(C1) a ≤ aξ;
(C2) a ≤ b ⇒ aξ ≤ bξ;
(C3) aξ = (aξ)ξ.
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A subset X ⊆ L is closed (with respect to ξ) if Xξ = X.
As we show in Section A.2 of the Appendix, closure operators are in
some precise sense equivalent to other important lattice-theoretic concepts
such as ∧-subsemilattices or ∨-congruences.
We also introduce the following definitions, which we use throughout the
monograph:
Let L,L′ be finite lattices. Following the terminology of [43], we say that
a mapping ϕ : L→ L′ is a:
• ∨-morphism if (a ∨ b)ϕ = (aϕ ∨ bϕ) for all a, b ∈ L;
• ∧-morphism if (a ∧ b)ϕ = (aϕ ∧ bϕ) for all a, b ∈ L;
• ∨-map if (∨X)ϕ = ∨(Xϕ) for every X ⊆ L;
• ∧-map if (∧X)ϕ = ∧(Xϕ) for every X ⊆ L.
It is easy to see, separating the cases of X being nonempty and empty,
that ϕ is a ∨-map if and only if ϕ is a ∨-morphism and Bϕ = B. Similarly,
ϕ is a ∧-map if and only if ϕ is a ∧-morphism and Tϕ = T .
An equivalence relation σ on a lattice L is said to be a
• ∨-congruence if aσb implies (a ∨ c)σ(b ∨ c) for all a, b, c ∈ L;
• ∧-congruence if aσb implies (a ∧ c)σ(b ∧ c) for all a, b, c ∈ L.
Given a mapping ϕ : X → Y , the kernel of ϕ is the equivalence relation
on X defined by
Kerϕ = {(a, b) ∈ X ×X | aϕ = bϕ}.
Next we import to the context of finite lattices a concept originated in
semigroup theory with the purpose of decomposing ∨-maps. Such results
will be applied later, namely in Section 5.5.
Let L be a finite lattice. An element a ∈ L is said to be strictly meet
irreducible (smi) if, for every X ⊆ L, a = ∧X implies a ∈ X. This is
equivalent to saying that a is covered by exactly one element of L. Similarly,
a is strictly join irreducible (sji) if, for every X ⊆ L, a = ∨X implies a ∈ X.
This is equivalent to saying that a covers exactly one element of L. We
denote by smi(L) (respectively sji(L)) the set of all smi (respectively sji)
elements of L.
An atom of a lattice is an element covering the bottom element B.
Clearly, every atom is necessarily sji. We denote by at(L) the set of all
atoms of L. Dually, a coatom is covered by the top element T , and is neces-
sarily smi.
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3.2 Representation of posets
We introduce now the boolean representation of posets as defined by Izhakian
and Rhodes in [29].
Given a poset P , let M(P ) = (mpq) denote the boolean (P × P )-matrix
defined by
mpq =
{
0 if p ≥ q
1 otherwise
(3.5)
Notice that this is not the standard boolean representation of posets, where
mpq = 1 if and only if p ≤ q. In our definition, the pth row is the character-
istic vector of the complement of the down set generated by p.
Furthermore, we shall view the boolean matrix M(P ) as a particular case
of a superboolean matrix for the purpose of independence and rank. Since
our concepts differ from the standard ones, we shall call them c-independence
and c-rank to avoid any possible confusion. The letter c refers to the boolean
operator 0c = 1, 1c = 0, since the roles of 0 and 1 in our representation are
reversed with respect to the standard case (if we transpose the matrix).
In practice, we must of course agree on some fixed enumeration of the
elements of P to make the correspondence with rows and columns. In most of
our examples, this enumeration corresponds to the usual ordering of natural
numbers.
More generally, if P ′, P ′′ ⊆ P , we denote by M(P ′, P ′′) the P ′ × P ′′
submatrix of M(P ).
In the next example, P is described by means of its Hasse diagram, and
we consider the standard enumeration:
HasseP : 3 4 5
1 2
(3.6)
M(P ) =

0 1 1 1 1
1 0 1 1 1
0 0 0 1 1
0 0 1 0 1
1 1 1 1 0

Let P be a poset and writeM = M(P ). We say that p1, . . . , pk ∈ P are c-
independent if the column vectors M [ , pi] (i ∈ {1, . . . , k}) are independent
(over SB). The c-rank of P , denoted by c-rkP , is the maximum cardinality
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of a subset of c-independent elements. By Proposition 2.2.8, this is precisely
the maximum size of a nonsingular submatrix of M(P ).
Applying Proposition 2.2.5, it is easy to check that the c-rank of the
poset of (3.6) is 4. Indeed, the 4 × 4 submatrix M [5, 5] is nonsingular, but
M itself is not since it has no marker.
3.3 ∨-generating subsets of lattices
We say that a (finite) lattice L is ∨-generated by A ⊆ L if L = {∨X | X ⊆
A}. Note that we may always assume that B /∈ A since B = ∨∅ anyway.
Similarly, L is ∧-generated by A if L = {∧X | X ⊆ A}.
It is immediate that sji(L) (respectively smi(L)) constitutes the (unique)
minimum ∨-generating set (respectively ∧-generating set) of L.
We denote by FLg the class of all ordered pairs (L,A), where L is a
(finite) lattice ∨-generated by A ⊆ L \ {B}. We say that (L,A), (L′, A′) ∈
FLg are isomorphic and we write (L,A) ∼= (L′, A′) if there exists a lattice
isomorphism L→ L′ inducing a bijection A→ A′.
The following lemma is simple but important:
Lemma 3.3.1 Let (L,A) ∈ FLg and let x, y ∈ L Then:
(i) x = ∨(x↓ ∩A);
(ii) x ≤ y if and only if x↓ ∩A ⊆ y↓ ∩A.
Proof. (i) Since x ≥ a for every a ∈ x↓ ∩A, then x ≥ ∨(x↓ ∩A). On the
other hand, since L is ∨-generated by A, we have x = ∨X for some X ⊆ A.
Hence X ⊆ x↓ ∩A and so x = ∨X ≤ ∨(x↓ ∩A).
(ii) The direct implication is obvious, and the converse follows from (i).

Lemma 3.3.1 unveils already one of the advantages procured by ∨-gene-
rating subsets: the possibility of reducing the number of columns in boolean
representations. Some other advantages will become evident later on.
Let (L,A) ∈ FLg and let M(L) be the boolean representation defined
in Section 3.2. We define the boolean representation of (L,A) to be the
|L| × |A| submatrix M(L,A) = (mxa) of M(L).
Hence
mxa =
{
0 if x ≥ a
1 otherwise
for all x ∈ L and a ∈ A.
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3.4 The lattice of flats of a matrix
Adapting results from Izhakian and Rhodes [28], we associate in this section
a lattice with a given boolean matrix.
Let M = (aij) be an m×n boolean matrix and let C = {1, . . . , n} denote
the set of columns of M . For i ∈ {1, . . . ,m}, write
Zi = {j ∈ {1, . . . , n} | aij = 0} ∈ 2C (3.7)
and define
Z(M) = {Z1, . . . , Zm} ⊆ 2C .
The lattice of flats of M is then the lattice FlM = Ẑ(M) defined in Section
3.1, having as elements the intersections of subsets of Z(M). This termi-
nology is inspired by the applications to simplicial complexes and matroids
(see Chapter 5): if M is a boolean matrix representing a matroid H, then
the flats of M are flats of H in the usual sense (Lemma 5.2.1). But the
converse needs not to be true, since FlH is far from being the unique lattice
representing H.
Now assume that M has no zero columns. This is equivalent to saying
that ∅ ∈ FlM . For j ∈ {1, . . . , n}, define
Yj = ∩{Zi | aij = 0}
and let
Y(M) = {Y1, . . . , Yn} ⊆ FlM.
Note that Yj = ∩{Zi | j ∈ Zi} and so j ∈ Yj for every j.
Proposition 3.4.1 Let M = (aij) be an m×n boolean matrix without zero
columns. Then (FlM,Y(M)) ∈ FLg.
Proof. First note that Yj can never be the bottom element ∅ since j ∈ Yj .
Hence it suffices to show that
Zi1 ∩ . . . ∩ Zik = ∨{Yj | j ∈ Zi1 ∩ . . . ∩ Zik} (3.8)
holds for all i1, . . . , ik ∈ {1, . . . ,m}.
Indeed, take j ∈ Zi1 ∩ . . . ∩ Zik . On the one hand, we have ai1j = . . . =
aikj = 0 and so Yj ⊆ Zi1 ∩ . . . ∩ Zik . Thus ∨{Yj | j ∈ Zi1 ∩ . . . ∩ Zik} ⊆
Zi1 ∩ . . . ∩ Zik .
On the other hand, since j ∈ Yj for every j, we get
Zi1 ∩ . . . ∩ Zik ⊆ ∪{Yj | j ∈ Zi1 ∩ . . . ∩ Zik}
⊆ ∨{Yj | j ∈ Zi1 ∩ . . . ∩ Zik}
and so (3.8) holds as required. 
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Hence M 7→ (FlM,Y(M)) defines an operator from the set of boolean
matrices without zero columns into FLg.
3.5 Matrices versus lattices
In this section, we relate the operators defined between lattices and boolean
matrices in Sections 3.3 and 3.4. We begin with the following remarks and
we use all the notation from the preceding two sections:
Lemma 3.5.1 Let (L,A) ∈ FLg and let M = M(L,A) = (mxa). Then, for
all x, y ∈ L:
(i) Zx = x↓ ∩A;
(ii) x = ∨Zx;
(iii) x ≤ y if and only if Zx ⊆ Zy.
Proof. (i) We have
Zx = {a ∈ A | mxa = 0} = {a ∈ A | a ≤ x} = x↓ ∩A.
(ii) and (iii) follow from part (i) and Lemma 3.3.1. 
Next we show how we can recover (L,A) ∈ FLg from the lattice of flats
of its matrix representation.
Proposition 3.5.2 Let (L,A) ∈ FLg and let M = M(L,A). Then:
(i) Y(M) = {Za | a ∈ A};
(ii) (FlM,Y(M)) ∼= (L,A).
Proof. (i) Write M = (mxa). For every a ∈ A, we have
Ya = ∩{Zx | mxa = 0} = ∩{Zx | a ≤ x} = Za
by Lemma 3.5.1(iii).
(ii) Let ϕ : L→ FlM be defined by xϕ = Zx. By Lemma 3.5.1(iii), ϕ is
a poset embedding. On the other hand, a ≤ (x∧ y) if and only if a ≤ x and
a ≤ y, hence Zx ∩ Zy = Zx∧y for all x, y ∈ L. This immediately generalizes
to
Zx1 ∩ . . . ∩ Zxk = Zx1∧...∧xk (3.9)
for all x1, . . . , xk ∈ L. Since A = ZT , it follows that ϕ is surjective. Thus ϕ
is an isomorphism of posets and therefore of lattices. 
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We shall refer to FlM(L,A) as the lattice of flats of (L,A) ∈ FLg and
we write Fl(L,A) = FlM(L,A). As we shall see later, Fl(L,A) can be in
particular cases the lattice of flats of a matroid.
Corollary 3.5.3 Let (L,A) ∈ FLg. Then
Fl(L,A) = {Zx | x ∈ L} = {x↓ ∩A | x ∈ L}.
Proof. The first equality follows from (3.9) and A = ZT , the second from
Lemma 3.5.1(i). 
In an effort to characterize the boolean matrices arising as representa-
tions of some (L,A) ∈ FLg, we now consider five properties for a boolean
matrix M .
(M1) the rows of M are all distinct;
(M2) the columns of M are all distinct;
(M3) M contains a row with all entries equal to 0;
(M4) M contains a row with all entries equal to 1;
(M5) the set of row vectors of M is closed under addition in B|A|.
Let M denote the set of all boolean matrices satisfying properties (M1) –
(M5).
Given a boolean matrix M without zero columns, we write
Mµ = M(FlM,Y(M)).
In general, Mµ needs not to be congruent to M , as it will become apparent
after Proposition 3.5.5. But we obtain better results for matrices in M:
Proposition 3.5.4 Let M ∈M. Then Mµ ∼= M .
Proof. Assume that M = (aij) is an m × n matrix in M. By definition,
the elements of FlM are of the form ∩W for W ⊆ {Z1, . . . , Zm}. Since M
satisfies (M5), {Z1, . . . , Zm} is closed under intersection. In view of (M3),
we have also ∩∅ ∈ {Z1, . . . , Zm}, hence FlM = {Z1, . . . , Zm}. By (M1),
these elements are all distinct. Note that, by (M4), M has no zero columns
and so (FlM,Y(M)) ∈ FLg by Proposition 3.4.1.
Therefore Mµ = (a′ZiYj ) is also a boolean matrix with m rows. To
complete the proof, it suffices to show that a′ZiYj = aij for all i ∈ {1, . . . ,m}
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and j ∈ {1, . . . , n}. In view of (M2), Mµ is then an m×n matrix inM and
we shall be done.
Indeed, a′ZiYj = 0 if and only if Yj ⊆ Zi. Since j ∈ Yj , this implies
j ∈ Zi. Conversely, j ∈ Zi implies Yj ⊆ Zi and so
a′ZiYj = 0⇔ Yj ⊆ Zi ⇔ j ∈ Zi ⇔ aij = 0.
Therefore a′ZiYj = aij and so M
µ ∼= M . 
We can now prove the following:
Proposition 3.5.5 The following conditions are equivalent for a boolean
matrix M :
(i) M = M(L,A) for some (L,A) ∈ FLg;
(ii) M ∈M.
Proof. (i) ⇒ (ii). Write M = (mxa). Property (M1) follows from Lemma
3.5.1(iii).
Let a, b ∈ A be distinct. We may assume that a 6≤ b. Then mba = 1 6=
0 = mbb. Hence the columns corresponding to a and b are different and
(M2) holds.
Property (M3) follows from M [T, ] being the zero vector. Since B /∈ A,
we get M [B, ] = (1, . . . , 1) and so (M4) holds.
To prove (M5), let x, y ∈ L. It suffices to show that mx∧y,a = mx,a+my,a
holds in B for every a ∈ A. This follows from the equivalence
mx∧y,a = 0 ⇔ a ≤ (x ∧ y)⇔ (a ≤ x and a ≤ y)
⇔ (mx,a = 0 and my,a = 0)⇔ mx,a +my,a = 0.
Therefore M ∈M.
(ii) ⇒ (i). By Propositions 3.4.1 and 3.5.4. 
Now it is easy to establish a correspondence between the set FLg/∼= of
isomorphism classes of FLg and the set M/∼= of congruence classes of M:
Corollary 3.5.6 The mappings
M → FLg and FLg → M
M 7→ (FlM,Y(M)) (L,A) 7→ M(L,A)
induce mutually inverse bijections between M/∼= and FLg/∼=.
Proof. It follows easily from the definitions that the above operators induce
mappings betweenM/∼= and FLg/∼=. These mappings are mutually inverse
by Propositions 3.5.2(ii) and 3.5.4. 
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Example 3.5.7 Let M be the matrix1 0 1 0 11 0 0 1 1
1 1 0 0 0

Omitting brackets and commas, and identifying the elements Y1, . . . , Y5 of
Y(M), the lattice of flats FlM can be represented through its Hasse diagram:
12345 = Y1
23 24 345 = Y5
2 = Y2 3 = Y3 4 = Y4
∅
Finally, Mµ is the matrix
1 0 1 0 1
1 0 0 1 1
1 1 0 0 0
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
0 0 0 0 0
1 1 1 1 1

The above example illustrates a simple remark: if all the columns of M
are distinct and nonzero, if all its rows are distinct, then Mµ can be obtained
from M by adding a zero row and any new rows obtained as sums of rows
of M in B|E|.
3.6 c-independence and c-rank
Let L be a lattice and M = M(L). As defined in Section 3.2, the elements
x1, . . . , xk ∈ L are c-independent if the the column vectors M [ , x1], . . . ,
M [ , xk] are independent (over SB). Note that, if (L,A) ∈ FLg and x1, . . . ,
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xk ∈ A, this is equivalent to saying that the column vectors M ′[ , x1], . . .,
M ′[ , xk] of M ′ = M(L,A) are independent (over SB).
We can use the lattice of flats Fl(L,A) to define an operator on the
lattice (2A,⊆): given X ⊆ A, let
ClLX = ∩{Z ∈ Fl(L,A) | X ⊆ Z}.
Lemma 3.6.1 Let (L,A) ∈ FLg. Then ClL is a closure operator on
(2A,⊆).
Proof. By construction, Fl(L,A) is a ∩-subsemilattice of (2A,⊆), and
ClL = (Fl(L,A))Φ
′
is a closure operator by Proposition A.2.4 in the Appendix. 
Recall the notation Zi introduced in (3.7) for a boolean matrix M . If
M = M(L,A), we claim that
ClLX = Z∨LX = A ∩ (∨LX)↓ (3.10)
holds for every X ⊆ A.
Indeed, we have X ⊆ Z∨LX ∈ Fl(L,A), and the equivalence
X ⊆ Zy ⇔ ∀x ∈ X x ≤ y ⇔ ∨LX ≤ y ⇔ Z∨LX ⊆ Zy
follows from Lemma 3.5.1, hence ClLX = Z∨LX . Lemma 3.5.1 also yields
Z∨LX = A ∩ (∨LX)↓ , hence (3.10) holds.
The successive differences of a chain Y0 ⊃ . . . ⊃ Yk in 2A are the subsets
Y0 \ Y1, . . . , Yk−1 \ Yk. If Y0 = A and Yk = ∅, they constitute an (ordered)
partition of A. We say that X = {x1, . . . , xk} ⊆ A is a transversal of the
successive differences for the above chain if each Yi−1 \ Yi contains exactly
one element of X. A subset of a transversal is a partial transversal .
By adapting the proofs of [28, Lemmas 3.4 and 3.5], we can prove the
following:
Proposition 3.6.2 Let (L,A) ∈ FLg and X ⊆ A. Then the following
conditions are equivalent:
(i) X is c-independent as a subset of L;
(ii) X admits an enumeration x1, . . . , xk such that
(x1 ∨ . . . ∨ xk) > (x2 ∨ . . . ∨ xk) > . . . > (xk−1 ∨ xk) > xk; (3.11)
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(iii) X admits an enumeration x1, . . . , xk such that
ClL(x1, . . . , xk) ⊃ ClL(x2, . . . , xk) ⊃ . . . ⊃ ClL(xk);
(iv) X admits an enumeration x1, . . . , xk such that
xi /∈ ClL(xi+1, . . . , xk) (i = 1, . . . , k − 1);
(v) X is a transversal of the successive differences for some chain of
Fl(L,A);
(vi) X is a partial transversal of the partition of successive differences for
some maximal chain of Fl(L,A).
Proof. (i) ⇒ (ii). If X is c-independent, then X admits an enumeration
x1, . . . , xk such that M(L) admits a lower unitriangular submatrix M
′, with
the columns labelled by x1, . . . , xk and the rows labelled, say, by y1, . . . , yk.
Let i ∈ {1, . . . , k − 1}. We have xi 6≤ yi and xi+1, . . . , xk ≤ yi since M ′ is
lower unitriangular. Hence (xi+1 ∨ . . . ∨ xk) ≤ yi but (xi ∨ . . . ∨ xk) 6≤ yi in
view of xi 6≤ yi. Thus (xi ∨ . . . ∨ xk) > (xi+1 ∨ . . . ∨ xk) and (3.11) holds.
(ii) ⇒ (iii). By Lemma 3.5.1(iii) and (3.10).
(iii) ⇒ (iv). If xi ∈ ClL(xi+1, . . . , xk), then ClL(xi, . . . , xk) =
ClL(xi+1, . . . , xk).
(iv)⇒ (ii). Clearly, (xi∨ . . .∨xk) ≥ (xi+1∨ . . .∨xk), and equality would
imply ClL(xi, . . . , xk) = ClL(xi+1, . . . , xk) by (3.10).
(ii) ⇒ (i). If (3.11) holds, we build a lower unitriangular submatrix of
M(L) by taking rows labelled by y1, . . . , yk ∈ L, where yi = (xi+1∨ . . .∨xk)
(i = 1, . . . , k).
(v) ⇒ (iv). We may assume that there exists a chain
Y0 ⊃ . . . ⊃ Yk
in Fl(L,A) and an enumeration x1, . . . , xk of the elements of X such that
xi ∈ Yi−1 \ Yi for i = 1, . . . , k. Since ClL(xi+1, . . . , xk) ⊆ Yi, it follows that
xi /∈ ClL(xi+1, . . . , xk) for i = 1, . . . , k − 1.
(iii) ⇒ (v). It is easy to see that X is a transversal of the successive
differences for the chain
ClL(x1, . . . , xk) ⊃ ClL(x2, . . . , xk) ⊃ . . . ⊃ ClL(xk−1, xk) ⊃ ClL(xk) ⊃ ∅
in Fl(L,A).
(v) ⇔ (vi). Immediate. 
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It is easy to characterize c-independence for small numbers of elements:
Corollary 3.6.3 Let (L,A) ∈ FLg and let X ⊆ A with |X| ≤ 2. Then X
is c-independent as a subset of L.
Proof. The case |X| ≤ 1 is immediate in view of B /∈ A, hence we may
assume that X = {x1, x2} and x1 6≤ x2. Then (x1 ∨ x2) > x2 and so X is
c-independent by Proposition 3.6.2. 
We end this section by discussing the c-rank. The second equality is due
to Izhakian and Rhodes [28, Theorem 3.6].
Proposition 3.6.4 Let (L,A) ∈ FLg. Then rkM(L,A) = c-rkL = htL.
Proof. Since M(L,A) is a submatrix of M(L), we have rkM(L,A) ≤
c-rkL.
Suppose that htL = k. Then there is a chain y0 > y1 > . . . > yk in L.
Since A ∨-generates L, for each i ∈ {1, . . . , k} there exists some ai ∈ A such
that ai ≤ yi−1 but ai 6≤ yi. It follows that
(ai+1 ∨ . . . ∨ ak) ≤ yi 6≥ (ai ∨ . . . ∨ ak)
and so
(a1 ∨ . . . ∨ ak) > (a2 ∨ . . . ∨ ak) > . . . > (ak−1 ∨ xk) > ak.
By Proposition 3.6.2, {a1, . . . , ak} is c-independent and so rkM(L,A) ≥
htL.
Now c-rkL = rkM(L) = rkM(L,L \ {B}) because the omitted column
corresponding to B contains only zeros and is therefore irrelevant to the
computation of the c-rank. By Proposition 3.6.2, every c-independent subset
X of L\{B} with k elements produces a chain in L with length k−1, which
can be extended to a chain of length k by adjoining the bottom element B.
Hence c-rkL ≤ htL ≤ rkM(L,A) ≤ c-rkL and we are done. 
In Section A.4 of the Appendix, we use the results in this section to
produce results on c-independence and c-rank for posets (Propositions A.4.3
and A.4.3) using the concept of lattice completion.
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Chapter 4
Simplicial complexes
Simplicial complexes can be approached in the most abstract way, as combi-
natorial objects, and under this perspective they are often called hereditary
collections. Matroids constitute a very important particular case.
They can be also approached under a geometric perspective (say, as
objects in some euclidean space), and this leads to the concept of geometric
simplicial complex.
The two definitions turn out to be equivalent in some sense. In this
monograph, we shall favor the combinatorial perspective on most occasions,
but we shall also use the geometric perspective for some results. We note
that all our simplicial complexes are assumed to be finite.
In this chapter, we focus on the combinatorial perspective and discuss
the fundamental concept of flat, which generalizes the well-known concept
of matroid theory and is bound to play a major role in the upcoming theory
of boolean representations.
The geometric perspective is discussed in some detail in Section A.5 of
the Appendix.
4.1 The combinatorial perspective
Let V be a finite nonempty set and let H ⊆ 2V . We say that H = (V,H) is
an (abstract) simplicial complex (or hereditary collection) if H is nonempty
and closed under taking subsets. Two simplicial complexes H = (V,H) and
H′= (V ′, H ′) are isomorphic if there exists some bijection ϕ : V → V ′ such
that
X ∈ H ⇔ Xϕ ∈ H ′
holds for every X ⊆ V . We write then H∼=H′.
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A nonempty element I ∈ H is called a simplex or a face. Its dimension
is dim I = |I| − 1. A maximal face of H (under inclusion) is called a facet.
We denote by fct H the set of all facets of H.
We use the convention dim ∅ = −1. Then the dimension of H is defined
by
dim H = max{dimX | X ∈ H}.
For every k ≥ 0, we write
Pk(V ) = {X ⊆ V
∣∣ |X| = k} and P≤k(V ) = {X ⊆ V ∣∣ |X| ≤ k}.
We may on occasions identify P1(V ) with V . We shall refer to their elements
as points. We adopt also on occasions the terminology n-set (respectively
n-subset) to refer to a set (respectively subset) with n elements. To simplify
notation, we shall often represent an n-set {x1, x2, . . . , xn} as x1x2 . . . xn.
A simplicial complex H = (V,H) is:
• pure if all its facets have the same dimension;
• trim if P1(V ) ⊆ H;
• simple if P2(V ) ⊆ H;
• paving if Pd(V ) ⊆ H for d = dim H;
• uniform if H = P≤d+1(V ).
A simplicial complex H = (V,H) satisfies the point replacement property
if:
(PR) for all I, {p} ∈ H\{∅}, there exists some i ∈ I such that (I\{i})∪{p} ∈
H.
4.1.1 Matroids
A simplicial complex H = (V,H) satisfies the exchange property if:
(EP) For all I, J ∈ H with |I| = |J | + 1, there exists some i ∈ I \ J such
that J ∪ {i} ∈ H.
A simplicial complex satisfying the exchange property is called a matroid.
Note that every matroid is necessarily pure. Moreover, (EP) implies the
more general condition
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(EP’) For all I, J ∈ H with |I| > |J |, there exists some i ∈ I \ J such that
J ∪ {i} ∈ H.
Indeed, it suffices to apply (EP) to J and I ′ for some I ′ ⊆ I such that
|I ′| = |J |+ 1.
There are many other equivalent definitions of matroid. For details, the
reader is referred to [38, 39, 53]. The concept of circuit is very important. A
subset C ⊆ V is said to be a circuit of H = (V,H) if C /∈ H but all proper
subsets of C are in H.
4.1.2 Graphs
We can view (finite undirected) graphs as trim simplicial complexes of di-
mension ≤ 1. If H = (V,H) is such a complex, we view V (identified often
with P1(V )) as the set of vertices and E = P2(V ) ∩H as the set of edges.
However, we shall use the classical representation (V,E) to denote a graph.
Note that this definition excludes the existence of loops or multiple edges,
so we are meaning graphs in the strictest sense of the word.
Graphs will be present throughout the whole monograph, and we collect
here some of the concepts and terminology to be needed in future sections.
We assume some familiarity with the most basic concepts such as subgraph,
isomorphism, path, cycle and degree.
Let Γ = (V,E) be a (finite undirected) graph. The girth of G, denoted
by gth Γ, is the length of the shortest cycle in Γ (assumed to be ∞ if Γ is
acyclic). Note that gth Γ ≥ 3 since there are no loops nor multiple edges. A
graph of girth > 3 is said to be triangle-free.
The graph Γ is connected if all distinct v, w ∈ V can be connected through
some path of the form
v = v0 −− v1 −− . . . −− vn = w,
where vi−1vi ∈ E for every i ∈ {1, . . . , n}. Such a path is said to have length
n.
We shall use the expression connected component of Γ to denote both a
maximal connected subgraph of Γ and its set of vertices. We say that a con-
nected component is nontrivial if it has more than one vertex (equivalently,
if it has an edge).
If Γ is a connected graph, we can define a metric d on V by taking d(v, w)
to be the length of the shortest path connecting v and w. The diameter of
Γ is defined as
diam Γ = max{d(v, w) | v, w ∈ V }.
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If Γ is not connected, we define diam Γ =∞.
We say that X ⊆ V is a
• clique if pq ∈ E for all distinct p, q ∈ X;
• anticlique if pq /∈ E for all distinct p, q ∈ X.
Anticliques are more usually called independent sets, but we want to avoid
overloading the word “independent”. An (anti)clique with n elements is said
to be an n-(anti)clique. A 1-(anti)clique is said to be trivial.
Given a vertex v ∈ V , the neighborhood of v is defined as the set nbh(v)
of all vertices adjacent to v in Γ. The closed neighborhood of v is defined as
nbh(v) = nbh(v) ∪ {v}.
We denote by maxdeg Γ the maximum degree reached by a vertex in Γ,
i.e. maxdeg Γ = max{|nbh(v)| ∣∣ v ∈ V }.
The complement Γc = (V,Ec) of Γ is the graph defined by Ec = P2(V ) \
E.
We introduce next the concepts of superclique and superanticlique for a
graph Γ = (V,E). We say that a nontrivial clique C ⊆ V is a superclique if
nbh(a) ∩ nbh(b) = C
holds for all a, b ∈ C distinct. In particular, every superclique is a maximal
clique. Dually, a a nontrivial anticlique A ⊆ V is a superanticlique if
nbh(a) ∪ nbh(b) = V \A
holds for all a, b ∈ A distinct. In particular, every superanticlique is a
maximal anticlique.
Proposition 4.1.1 Let Γ = (V,E) be a graph and let X ⊆ V . Then the
following conditions are equivalent:
(i) X is a superanticlique of Γ;
(ii) X is a superclique of Γc.
Proof. Indeed, it is immediate that cliques on Γ correspond to anticliques
in Γc and vice-versa. For the rest, we compute the complements. Clearly,
nbhΓ(p) = V \ nbhΓc(p), and nbhΓc(p) ∩ nbhΓc(q) = X if and only if
nbhΓ(p) ∪ nbhΓ(q) = V \X. 
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Given graphs Γ and Γ′, we denote by Γ unionsq Γ′ their disjoint union.
Given n ≥ 1, we denote by Kn the complete graph on n vertices, i.e.
we take |V | = n and E = P2(V ). Given m,n ≥ 1, we denote by Km,n
the complete bipartite graph on m + n vertices, i.e. we consider a partition
V = V1 ∪ V2 such that |V1| = m, |V2| = n and
E = {v1v2 | v1 ∈ V1, v2 ∈ V2}.
4.2 Flats
Let H = (V,H) be a simplicial complex. We say that X ⊆ V is a flat if
∀I ∈ H ∩ 2X ∀p ∈ V \X I ∪ {p} ∈ H.
The set of all flats of H is denoted by Fl H.
An alternative characterization is provided through the notion of circuit:
Proposition 4.2.1 Let H = (V,H) be a simplicial complex and let X ⊆ V .
Then the following conditions are equivalent:
(i) X is a flat;
(ii) if p ∈ C ⊆ X ∪ {p} for some circuit C, then p ∈ X.
Proof. (i)⇒ (ii). Suppose that there exist a circuit C and p ∈ C ⊆ X∪{p}
such that p /∈ X. Then C = I ∪ {p} for some I ⊆ X. It follows that
I ∈ H ∩ 2X and p ∈ V \X, however I ∪ {p} /∈ H. Therefore X is not a flat.
(ii)⇒ (i). Suppose that X is not a flat. Then there exist I ∈ H∩2X and
p ∈ V \X such that I ∪ {p} /∈ H. Let I0 ⊆ I be minimal for the property
I0 ∪ {p} /∈ H. Since I0 ∈ H due to I0 ⊆ I ∈ H, it follows that I0 ∪ {p} is
a circuit by minimality of I0. Thus condition (ii) fails for C = I0 ∪ {p} and
we are done. 
Note that condition (ii) is one of the standard characterization of flats
for matroids.
The following result summarizes some straightforward properties of Fl H.
Proposition 4.2.2 Let H = (V,H) be a simplicial complex.
(i) V ∈ Fl H.
(ii) If Y ⊆ FlH, then ∩Y ∈ FlH.
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(iii) If P≤k(V ) ⊆ H for k ≥ 1, then P≤k−1(V ) ⊆ FlH.
(iv) If H is simple, then the points of V are flats.
Proof. (i) Trivial.
(ii) In view of part (i), it suffices to show that X1, X2 ∈ Fl H implies
X1 ∩X2 ∈ Fl H.
Let I ∈ H ∩2X1∩X2 and p ∈ V \ (X1∩X2). We may assume that p /∈ X1.
Since I ∈ H ∩ 2X1 and X1 is a flat, it follows that I ∪ {p} ∈ H. Thus
X1 ∩X2 ∈ Fl H.
(iii) Immediate from the definition.
(iv) By part (iii). 
By part (ii) of the preceding proposition, Fl H is a ∩-subsemilattice of
(2V ,⊆), and so we may define a closure operator on 2V by
ClX = ∩{Z ∈ Fl H | X ⊆ Z}
(i.e. Cl = (Fl H)Φ′, see Proposition A.2.4 in the Appendix). We shall
also use the notation X = ClX. Note that X ⊆ V is closed if and only if
ClX = X if and only if X is a flat. We shall also refer to flats as closed
subsets.
We can also make the following remark:
Proposition 4.2.3 Let H = (V,H) be a simplicial complex and let X ⊆ V
be a facet. Then ClX = V .
Proof. Suppose that p ∈ V \ClX. Since X ∈ H ∩ 2ClX and ClX is a flat,
we get X ∪ {p} ∈ H, contradicting X being a facet. Thus ClX = V . 
We can obtain Fl H as closures of faces.
Proposition 4.2.4 Let H = (V,H) be a simplicial complex. Then Fl H =
{ClX | X ∈ H}.
Proof. Let F ∈ Fl H and let I ∈ H ∩ 2F be maximal. By maximality of I,
we have I ∪ {p} /∈ H for every p ∈ F \ I. Thus every flat containing I must
contain F and so F = Cl I. By Proposition 4.2.3, we get I /∈ fct H and the
direct inclusion. The opposite inclusion is trivial. 
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The matroid case allows for a more constructive computation of the
closure. Given a simplicial complex H = (V,H) and let X ⊆ V , we define
Xδ = X ∪ {p ∈ V \X | I ∪ {p} /∈ H for some I ∈ H ∩ 2X}.
In the matroid case, δ defines the closure. In the general case, we have to
iterate.
Proposition 4.2.5 Let H = (V,H) be a simplicial complex and let X ⊆ V .
Then:
(i) ClX = ∪n≥0Xδn;
(ii) if H is a matroid, then ClX = Xδ.
Proof. (i) It is easy to see that
Xδ ⊆ ClX (4.1)
holds for every X ⊆ V :
Let p ∈ Xδ \X. Then I ∪ {p} /∈ H for some I ∈ H ∩ 2X ⊆ H ∩ 2ClX .
If p /∈ ClX, this contradicts ClX being closed, hence p ∈ ClX and so
Xδ ⊆ ClX.
We show that Xδn ⊆ ClX holds for every n ≥ 0 by induction. The case
n = 0 being trivial, assume that Xδk ⊆ ClX. Then Xδk+1 ⊆ Cl(Xδk) by
(4.1) and so Xδk+1 ⊆ ClX since Xδk ⊆ ClX. Therefore ∪n≥0Xδn ⊆ ClX.
It remains to be proved that Y = ∪n≥0Xδn is closed. Let p ∈ V \ Y
and let I ∈ H ∩ 2Y . Since X ⊆ Xδ ⊆ Xδ2 ⊆ . . . and I is finite, we have
I ∈ H ∩ 2Xδm for some m ≥ 1.
Suppose that I ∪ {p} /∈ H. Since p ∈ V \ Xδm, then p ∈ Xδm+1,
contradicting p ∈ V \ Y . Thus I ∪ {p} ∈ H and so Y is closed. Therefore
ClX = Y .
(ii) For every Z ⊆ V , let H(Z) denote the set of all faces of H contained
in Z with maximum possible dimension. We start by proving that
Xδ = X ∪ {p ∈ V \X | J ∪ {p} /∈ H for every J ∈ H(X)}. (4.2)
Indeed, let p ∈ Xδ \X. Then I ∪ {p} /∈ H for some I ∈ H ∩ 2X . Since we
may replace I by any I ′ ∈ H ∩ 2X containing I, We may assume that I is
maximal with respect to I ∈ H ∩ 2X and I ∪ {p} /∈ H.
Take J ∈ H(X) and suppose that J ∪ {p} ∈ H. Since |J ∪ {p}| > |I|
and I ∪ {p} /∈ H, it follows from (EP’) that I ∪ {j} ∈ H for some j ∈ J \ I.
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Hence I ∪ {j} ∈ H ∩ 2X and I ∪ {j, p} /∈ H, contradicting the maximality
of I. Thus J ∪ {p} /∈ H and so
Xδ ⊆ X ∪ {p ∈ V \X | J ∪ {p} /∈ H for every J ∈ H(X)}.
The opposite inclusion being trivial, it follows that (4.2) holds.
Since X ⊆ Xδ ⊆ ClX by part (i), it suffices to show that Xδ is closed.
Let K ∈ H∩2Xδ and p ∈ V \Xδ. We must show that K∪{p} ∈ H. Suppose
not. Since we may replace K by any K ′ ∈ H ∩ 2Xδ containing K, we may
assume that K is maximal with respect to the properties K ∈ H ∩ 2Xδ
and K ∪ {p} /∈ H. Suppose that K /∈ H(Xδ). Take K ′ ∈ H(Xδ). Since
|K ′| > |K|, by (EP’) there exists some k′ ∈ K ′ \K such that K ∪ {k′} ∈ H.
Hence K∪{k′} ∈ H∩2Xδ and K∪{k′, p} /∈ H, contradicting the maximality
of K. Thus K ∈ H(Xδ).
On the other hand, by (4.2), p /∈ Xδ implies that p /∈ X and J ∪{p} ∈ H
for some J ∈ H(X). Suppose that |K| > |J |. By (EP’), we have J∪{k} ∈ H
for some k ∈ K \ J . Since J ∈ H(X), we get k /∈ X and so k ∈ Xδ \ X.
Thus (4.2) yields J ∪ {k} /∈ H, a contradiction. Thus |K| ≤ |J | and so
|K| < |J ∪ {p}|. Since K ∪ {p} /∈ H, by (EP’) we get K ∪ {j} ∈ H for some
j ∈ J \K, contradicting K ∈ H(Y ). Therefore K ∪ {p} ∈ H and so Xδ is
closed as required. 
The next example shows that Proposition 4.2.5(ii) cannot be generalized
to arbitrary simplicial complexes (even if they are boolean representable, cf.
Example 5.2.11(iii)):
Example 4.2.6 Let H = (V,H) with V = {1, . . . , 4} and H = P≤2(V ) ∪
{123, 124}. Then ClX = Xδ fails for X = 13.
Indeed, in this case we get Xδ = 134 which is not closed since 34 ∈
H ∩ 2Xδ but 234 /∈ H.
Chapter 5
Boolean representations
In this chapter we begin the main subject of this monograph, boolean rep-
resentations of simplicial complexes. In view of the correspondences estab-
lished in Sections 3.4 and 3.5, lattices play a major role.
5.1 Superboolean and boolean representations
Given M ∈ Mm×n(SB), the subsets of independent column vectors of M ,
as defined in Subsection 2.2, include the empty subset and are closed under
taking subsets, and constitute therefore an example of a simplicial complex.
Given a simplicial complex H = (V,H), a superboolean representation
of H is a superboolean matrix M with column space V such that a subset
X ⊆ V of column vectors of M is independent (over SB) if and only if
X ∈ H. The following theorem by Izhakian and Rhodes shows that the
above example is indeed very important:
Theorem 5.1.1 [27, Theorem 4.6] Every simplicial complex admits a su-
perboolean representation.
Proof. Let H = (V,H) and assume that V = {1, . . . ,m}, with the usual
ordering. Let H ′ = H \ {∅}. We define an H ′ × V superboolean matrix
M = (mXp) by
mXp =

1 if p = minX
0 if p ∈ X \ {minX}
2 if p /∈ X
We claim that M is a superboolean representation of H.
Let X ⊆ V . We may assume that X 6= ∅. We write X = x1 . . . xn with
x1 < . . . < xn.
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Assume first that X ∈ H. Write Xi = xi . . . xn for every i ∈ {1, . . . , n}.
Then X1, . . . , Xn ∈ H ′ and it follows from the definition that M [X1, . . . , Xn;
X] is a lower unitriangular submatrix of M . Hence X has a witness in M
and so the column vectors M [ , xi] (i ∈ {1, . . . , n}) are independent by
Proposition 2.2.6.
Conversely, assume that the column vectors M [ , xi] (i ∈ {1, . . . , n})
are independent. By Proposition 2.2.6, there exists some Y ⊆ H ′ such that
M [Y,X] is nonsingular. It follows that M [Y,X] is congruent to a lower
unitriangular matrix and has therefore a marker. If the row M [X ′, X] is a
marker, then X ⊆ X ′ ∈ H ′ and so X ∈ H as required. 
Thus superboolean representations cover the full range of simplicial com-
plexes. However, we can get more interesting properties by restricting the
type of matrices which we are willing to admit.
Given a simplicial complex H = (V,H), a boolean representation of H
is a boolean matrix M with column space V such that a subset X ⊆ V of
column vectors of M is independent (over SB) if and only if X ∈ H. Note
that independence is considered in the superboolean semiring SB, not in the
boolean semiring B!
Similarly to the case of posets, we say that X ⊆ V is c-independent (with
respect to some fixed matrix M with column space V ) if the column vectors
M [ , x] (x ∈ V ) are independent. Therefore a boolean representation of H
is a boolean matrix with column space V for which X is c-independent if
and only if X ∈ H.
Obviously, we can always assume that the rows in such a matrix are
distinct: the representation is then said to be reduced. Note also that by
permuting rows in a reduced representation of H we get an alternative re-
duced representation of H. The number of rows in a boolean representation
M of H is said to be its degree and is denoted by degM . We denote by
mindeg H the minimum degree of a boolean representation of H.
A simplicial complex is boolean representable if it admits a boolean rep-
resentation.
The following result, due to Izhakian and Rhodes, implies that not all
simplicial complexes are boolean representable:
Proposition 5.1.2 [27, Theorem 5.3] Every boolean representable simpli-
cial complex satisfies (PR).
Proof. Let H = (V,H) be a simplicial complex with a boolean represen-
tation M . Let I, {p} ∈ H \ {∅}. By Proposition 2.2.6, there exists some
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nonsingular submatrixM [J, I]. Permuting rows and columns if necessary, we
may assume that M [J, I] is lower unitriangular. Let M [j1, . . . , jn; i1, . . . , in]
be the reordered matrix.
Since {p} ∈ H, the column vector M [ , p] is independent. By Lemma
2.2.4, it must be nonzero. We consider now two cases.
Assume first that M [J, p] is not nonzero. Let
r = min{k ∈ {1, . . . , n} | mjkp = 1}.
We claim that (I\{ir})∪{p} ∈ H. Indeed, it suffices to show that the matrix
obtained by replacing the ir column in M [J, I] by the p column is still lower
unitriangular. This is equivalent to saying that mj1p = . . . = mjr−1p = 0
and mjrp = 1, and all these equalities follow from the definition of r.
We may therefore assume thatM [J, p] contains only zeroes. SinceM [ , p]
is nonzero, there exists some entry mqp = 1. It is immediate that the
matrix M [j1, . . . , jn−1, q; i1, . . . , in−1, p] is still lower unitriangular. Thus
(I \ {in}) ∪ {p} ∈ H and H satisfies (PR). 
We shall see in Example 5.2.12 that not every simplicial complex satis-
fying (PR) is boolean representable.
Using Proposition 5.1.2, we produce a first example of a non boolean
representable simplicial complex:
Example 5.1.3 Let H = (V,H) with V = {1, . . . , 4} and H = P≤2(V ) ∪
{123}. Then H is not boolean representable.
Indeed, H fails (PR) for 123, {4} ∈ H.
In the above example, H is a paving simplicial complex of dimension
2. For every d ≥ 2, we denote by Pav(d) the class of all paving simplicial
complexes of dimension d.
Boolean representable paving simplicial complexes play a major part in
this monograph. We denote by BPav(d) the class of all boolean representable
paving simplicial complexes of dimension d.
5.2 The canonical boolean representation
We show in this section that, whenever a simplicial complex is boolean
representable, the lattice of flats provides a canonical representation.
Given an R × V boolean matrix M = (mrx) and r ∈ R, we recall the
notation Zr = {x ∈ V | mrx = 0} introduced in Section 3.4.
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Lemma 5.2.1 Let H = (V,H) be a simplicial complex and let M be an
R × V boolean matrix. If M is a boolean representation of H, then Zr ∈
FlH for every r ∈ R.
Proof. Let r ∈ R. Let I ∈ H ∩ 2Zr and p ∈ V \ Zr. Since M = (mrx) is a
boolean representation of H, then I is c-independent and so by Proposition
2.2.6, there exists some lower unitriangular submatrix M [J, I], for a suitable
ordering of I and J . Since I ⊆ Zr, the row vector M [r, I] contains only zeros.
On the other hand, since p /∈ Zr, we have mrp = 1 and so M [{r}∪J, {p}∪I]
is also lower unitriangular and therefore nonsingular. Thus I ∪ {p} is c-
independent. Since M is a boolean representation of H, it follows that
I ∪ {p} ∈ H and so Zr ∈ Fl H. 
Let H = (V,H) be a simplicial complex. In view of Proposition 4.2.2(ii),
we may view (Fl H,⊆) as a lattice with (X∧Y ) = X∩Y and the determined
join
(X ∨ Y ) = ∩{Z ∈ Fl H | X ∪ Y ⊆ Z} = Cl(X ∪ Y ).
Let
V ι = {x ∈ V | {x} ∈ H}.
The top element of Fl H is V by Proposition 4.2.2(i). We compute now its
bottom element.
Proposition 5.2.2 Let H = (V,H) be a simplicial complex. Then:
(i) ∩(Fl H) = V \ V ι;
(ii) if H is trim, then ∩(Fl H) = ∅.
Proof. (i) Write X = V \ V ι. Let I ∈ H ∩ 2X and p ∈ V \ X. It follows
that I = ∅ and p ∈ V ι, hence I ∪ {p} ∈ H and X is closed.
Now let Y ∈ Fl H be arbitrary. Suppose that p ∈ X\Y . Since ∅ ∈ H∩2Y ,
we must have ∅ ∪ {p} ∈ H, contradicting p /∈ V ι. Hence X ⊆ Y and so
X = ∩(Fl H).
(ii) If H is trim, then V ι = V . 
For every simplicial complex H = (V,H), we define a (Fl H)×V boolean
matrix Mat H = (mXp) by
mXp =
{
0 if p ∈ X
1 otherwise
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If H is simple, we may identify x ∈ V with {x} and V with P1(V ), and
then it follows from Proposition 4.2.2(iv) that V ⊆ Fl H. Moreover, we
may write (Fl H, V ) ∈ FLg. Indeed, for every X ∈ Fl H, we have X =
∨{{x} | x ∈ X}. Thus, if H is simple, Mat H coincides with the matrix
M(Fl H, V ) defined in Section 3.3 as the boolean representation of a ∨-
generated lattice. We shall see in Theorem 5.2.5 that Mat H consitutes
somehow the canonical unique biggest boolean representation for H (when
H is boolean representable). However, there exist many smaller boolean
representations, even in the matroid case.
Lemma 5.2.3 Let H = (V,H) be a simplicial complex and let X ⊆ V be
c-independent with respect to MatH. Then X ∈ H.
Proof. We use induction on |X|. The case |X| = 0 being trivial, we assume
that |X| = m > 0 and the claim holds for |X| = m− 1.
By Proposition 2.2.6, X has a witness Y in M = M(Fl H, V ). We may
assume that X = {x1, . . . , xm}, Y = {Y1, . . . , Ym} and M [Y,X] is lower uni-
triangular, with the rows (respectively the columns) ordered by Y1, . . . , Ym
(respectively x1, . . . , xm). The first row yields x1 /∈ Y1 and x2, . . . , xm ∈ Y1.
Now, since X ′ = {x2, . . . , xm} is c-independent, it follows from the in-
duction hypothesis that X ′ ∈ H. Together with X ′ ⊆ Y1 ∈ Fl H and
x1 /∈ Y1, this yields X = X ′ ∪ {x1} ∈ H as required. 
Given matrices M1 and M2 with the same number of columns, we define
M1⊕bM2 to be the matrix obtained by concatenating the matrices M1 and
M2 by (
M1
M2
)
and removing repeated rows (leaving only the first occurrence from top to
bottom, say). We refer to this matrix as M1 stacked over M2.
The following proposition gives a first glimpse of how we may operate
within the (finite) set of reduced boolean representations of H:
Proposition 5.2.4 Let H = (V,H) be a simplicial complex.
(i) If M1 and M2 are reduced boolean representations of H, so is M1⊕bM2.
(ii) If M is a reduced boolean representation of H and we add/erase a row
which is the sum of other rows in B|V |, we get a matrix M ′ which is
also a reduced boolean representation of H.
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Proof. (i) Since M1 and M2 have both column space V , the matrix M =
M1 ⊕bM2 is well defined and has no repeated rows by definition. Let R be
the row space of M and let X ⊆ V . We show that
X is c-independent with respect to M ⇔ X ∈ H (5.1)
by induction on |X|. The case |X| = 0 being trivial, assume that |X| > 0
and (5.1) holds for smaller values of |X|.
Suppose that X is c-independent with respect to M . By permuting rows
of M1 ⊕bM2 if necessary, and using the appropriate ordering of V , we may
assume that there exists some P ⊆ R such that M [P,X] is lower unitriangu-
lar. Let p1 (respectively x1) denote the first element of P (respectively X)
for these orderings, so M [P \{p1}, X \{x1}] is the submatrix of M [P,X] ob-
tained by deleting the first row and the first column. Since reduced boolean
representations are closed under permuting rows, we may assume without
loss of generality that the row M [p1, V ] came from the matrix M1. On the
other hand, since X \ {x1} is c-independent with respect to M , it follows
from the induction hypothesis that X \ {x1} ∈ H and so (since M1 is a
boolean representation of H) X \ {x1} is c-independent with respect to M1.
Hence M1 has a singular submatrix of the form M1[P
′, X \ {x1}]. Now
M1[P
′ ∪ {p1}, X] is still a nonsingular matrix because the unique nonzero
entry in the row M1[p1, X] is M1[p1, x1]. Hence X is c-independent with
respect to M1 and so X ∈ H.
Conversely, if X ∈ H, then X is c-independent with respect to M1 and
so X is c-independent with respect to M by Lemma 2.2.3(i). Thus (5.1)
holds and so M is a reduced boolean representation of H as claimed.
(ii) By Corollary 2.2.7. 
Proposition 5.2.4(i) immediately implies that if H admits a reduced
boolean representation, then there exists a unique maximal one (up to per-
muting rows). The main theorem of this section provides a more concrete
characterization.
Theorem 5.2.5 Let H = (V,H) be a simplicial complex. Then the follow-
ing conditions are equivalent:
(i) H has a boolean representation;
(ii) MatH is a reduced boolean representation of H.
Moreover, in this case any other reduced boolean representation of H is con-
gruent to a submatrix of MatH.
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Proof. (i) ⇒ (ii). Write M = Mat H. Suppose that H has a boolean
representation N = (nrx). Then we may assume that the R × V matrix N
is reduced. By Lemma 5.2.1, we have Zr ∈ Fl H for every r ∈ R. For every
x ∈ V , we have
nrx = 0⇔ x ∈ Zr ⇔ {x} ⊆ Zr ⇔M [Zr, x] = 0,
hence N is (up to permutation of rows) a submatrix of M .
We claim that M is also a boolean representation of H. Indeed, let
X ⊆ V . If X ∈ H, then X is c-independent with respect to N since N is a
boolean representation of H, hence X is c-independent with respect to M by
Lemma 2.2.3(i). The converse implication follows from Lemma 5.2.3, hence
M is a boolean representation of H. Finally, it follows from its definition
that M is reduced.
(ii) ⇒ (i). Trivial. 
In the next theorem, we explore the potential of Mat H to characterize
the faces of a simplicial complex:
Theorem 5.2.6 Let H = (V,H) be a boolean representable simplicial com-
plex and let X ⊆ V . Then the following conditions are equivalent:
(i) X ∈ H;
(ii) X is a transversal of the successive differences for some chain of Fl H;
(iii) X is a partial transversal of the successive differences for some maxi-
mal chain of Fl H;
(iv) X admits an enumeration x1, . . . , xk such that
Cl(x1, . . . , xk) ⊃ Cl(x2, . . . , xk) ⊃ . . . ⊃ Cl(xk) ⊃ Cl(∅);
(v) X admits an enumeration x1, . . . , xk such that
xi /∈ Cl(xi+1, . . . , xk) for i = 1, . . . , k.
Proof. (i) ⇒ (ii). Assume X ∈ H. By Theorem 5.2.5, X is c-independent
with respect to M = Mat H. By Proposition 2.2.6, we may assume that
M has a lower unitriangular submatrix M [Y,X]. Let Y = {Z1, . . . , Zk}
and X = {x1, . . . , xk} be the corresponding enumerations of Y and X. For
i ∈ {1, . . . , k}, let Z ′i = Z1 ∩ . . . ∩ Zi. By Proposition 4.2.2(ii), we have
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Z ′i ∈ Fl H. Moreover, xi ∈ Z ′i−1 \ Z ′i for i > 1 and x1 ∈ V \ Z ′1, hence X is
a transversal of the successive differences for the chain
V ⊃ Z ′1 ⊃ Z ′2 ⊃ . . . ⊃ Z ′k−1 ⊃ Z ′k
of Fl H.
(ii) ⇒ (i). Assume that X is a transversal of successive differences for
the chain
Z0 ⊃ Z1 ⊃ Z2 ⊃ . . . ⊃ Zk
of Fl H. Then X admits an enumeration x1, . . . , xk such that xi ∈ Zi−1 \Zi
for every i ∈ {1, . . . , k}. It follows easily that M [Z1, . . . , Zk;x1, . . . , xk]
is lower unitriangular, hence X is c-independent with respect to M and
therefore X ∈ H by Lemma 5.2.3.
(ii) ⇔ (iv). Assume that X is a transversal for the successive differ-
ences of the chain F0 ⊃ . . . ⊃ Fk in Fl H. Take xi ∈ X ∩ (Fi−1 \ Fi) for
i ∈ {1, . . . , k}. Then Cl(xi+1, . . . , xk) ⊆ Fi for every i ∈ {1, . . . , k} yields
Cl(xi, . . . , xk) ⊃ Cl(xi+1, . . . , xk).
(v) ⇔ (iv) ⇒ (ii) ⇔ (iii). Straightforward. 
We can now prove another characterization of boolean representability:
Corollary 5.2.7 Let H = (V,H) be a simplicial complex. Then the follow-
ing conditions are equivalent:
(i) H is boolean representable;
(ii) every X ∈ H admits an enumeration x1, . . . , xk satisfying
Cl(x1, . . . , xk) ⊃ Cl(x2, . . . , xk) ⊃ . . . ⊃ Cl(xk) ⊃ Cl(∅); (5.2)
(iii) for every nonempty X ∈ H, there exists some x ∈ X such that x /∈
Cl(X \ {x}).
Proof. (i) ⇒ (iii). By Proposition 5.2.6.
(iii) ⇒ (ii). By induction on |X|.
(ii)⇒ (i). LetX ∈ H. In view of (5.2), we can use the flats Cl (xi, . . . , xk)
as a witness for X, hence X is c-independent with respect to Mat H. Lemma
5.2.3 yields the reciprocal implication and so Mat H provides a boolean rep-
resentation of H. 
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Other immediate consequences of Theorem 5.2.6 are the following:
Corollary 5.2.8 Let H be a boolean representable simplicial complex of di-
mension d. Then ht Fl H = d+ 1.
Corollary 5.2.9 A boolean representable simplicial complex is fully deter-
mined by its flats.
The important subcase of boolean representations of matroids was stud-
ied in [27, 28] and the following fundamental result was proved for simple
matroids by Izhakian and Rhodes [28, Theorem 4.1]. The general case can
now be easily deduced from Corollary 5.2.7:
Theorem 5.2.10 Let H be a matroid. Then Mat H is a boolean represen-
tation of H.
Proof. Let X ∈ H, say X = {x1, . . . , xk}. We claim that (5.2) holds. Sup-
pose that Cl (xi, . . . , xk) = Cl (xi+1, . . . , xk) for some i ∈ {1, . . . , k}. Then
xi ∈ Cl (xi+1, . . . , xk) and it follows from Proposition 4.2.5 that there exists
some I ⊆ {xi+1, . . . , xk} such that I ∈ H and I ∪ {xi} /∈ H. However,
I ∪ {xi} ⊆ X ∈ H, a contradiction. Thus (5.2) holds and so H is boolean
representable by Corollary 5.2.7. Therefore Mat H is a boolean representa-
tion of H by Theorem 5.2.5. 
We consider next as examples the tetrahedron complexes. For n ∈
{0, . . . , 4}, we denote by Tn = (V,H) a simple simplicial complex of di-
mension ≤ 2 having precisely n faces of dimension 2 and satisfying |V | = 4.
We can think of Tn as a complete graph on 4 points (the skeleton of a
tetrahedron) with n triangles adjoined.
Example 5.2.11 (i) T0, T3 and T4 are matroids and therefore boolean
representable.
(ii) T1 does not satisfy (PR) and so is not boolean representable.
(iii) T2 is not a matroid but it is boolean representable.
Indeed, it is easy to check that Tn is a matroid for n ∈ {0, 3, 4}, hence Tn
is boolean representable by Theorem 5.2.10. The case T1 has already been
discussed in Example 5.1.3.
For T2, assume that V = {1, . . . , 4} and 123 and 124 are the 2 faces of
dimension 2. Since T2 fails (EP) for I = 123 and J = 34, then T2 is not
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a matroid. However, since FlT2 = P≤1(V ) ∪ {12, V }, it follows easily from
Corollary 5.2.7 that T2 is boolean representable.
In fact, in this case the lattice of flats can be depicted as
V
12
1 2 3 4
∅
and so there exist maximal chains ∅ ⊂ 1 ⊂ 12 ⊂ V and ∅ ⊂ 4 ⊂ V of different
length. Hence FlT2 does not satisfy the Jordan-Dedekind condition and so
is not semimodular by [22, Theorem 374]. We recall that a lattice L is said
to be semimodular if there is no sublattice of the form
a


b

c

d

e
with d covering e.
On the other hand, L is atomistic if every element is a join of atoms
(B being the join of the empty set). It is said to be geometric if it is both
semimodular and atomistic. It is well known that a finite lattice is geometric
if and only if it is isomorphic to the lattice of flats of some (finite) matroid
[38, Theorem 1.7.5].
Hence the above example shows that properties such as semimodularity
or the Jordan-Dedekind condition, which hold in the lattice of flats of a
matroid, may fail in the lattice of flats of a boolean representable simplicial
complex, even though it is simple and paving.
We end this section by providing an example of a non boolean repre-
sentable simplicial complex satisfying (PR):
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Example 5.2.12 Let V = {1, 2, 3, 4, 5} and
H = P≤2(V ) ∪ {123, 124, 135, 145}.
Then H = (V,H) satisfies (PR) but it is not boolean representable.
Indeed, it is straightforward to check (PR) for H.
On the other hand, since 125 /∈ H, we get 5 ∈ 12 and so 12 contains the
facet 25, yielding 12 = V by Proposition 4.2.3.
Similarly, we get 4 ∈ 13 and we get 4 ∈ 23 and so 13 = 23 = V since 34
is a facet.
Hence condition (iii) in Corollary 5.2.7 fails for X = 123, and so H is
not boolean representable.
5.3 Low dimensions
It is very easy to characterize boolean representability for simplicial com-
plexes of dimension ≤ 1:
Recall the notation V ι = V ∩ H from Section 5.2. Given a simplicial
complex H = (V,H) of dimension ≥ 0, we define a graph
ΓH = (V ι, P2(V ι) \H).
Proposition 5.3.1 The following conditions are equivalent for a simplicial
complex H of dimension ≤ 1:
(i) H is boolean representable;
(ii) the connected components of ΓH are cliques.
Proof. (i) ⇒ (ii). Assume that Γ H contains a connected component C
which is not a clique. Then there exist distinct edges a −− b −− c in C such
that a is not adjacent to c i.e. ac ∈ H. Since a ∈ H and ab /∈ H, we get
b ∈ a. Since b ∈ H and bc /∈ H, we get c ∈ a. Similarly, a ∈ c and so it
follows from Corollary 5.2.7 that H is not boolean representable.
(ii) ⇒ (i). Assume that the connected components of ΓH are cliques.
Given a ∈ V ι, let Ca denote the vertices in the connected component of a.
We claim that, for every x ∈ V ,
x =
{
V \ V ι if x /∈ V ι
(V \ V ι) ∪ Cx otherwise
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Indeed, it follows from Proposition 5.2.2 that ∅ = V \ V ι, hence also x =
V \ V ι when x ∈ V \ V ι. Assume now that x ∈ V ι. Since xy /∈ H for every
y ∈ Cx \{x}, we get (V \V ι)∪Cx ⊆ x. Suppose that p ∈ V \ ((V \V ι)∪Cx)
and I ⊆ (V \ V ι) ∪ Cx is such that I ∈ H. We may assume that I 6= ∅
and since Cx is a clique in ΓH it follows easily that I = y for some y ∈ Cx.
Hence p belongs to some other connected component of ΓH and so xy ∈ H.
Hence (V \ V ι) ∪ Cx is closed and so x = (V \ V ι) ∪ Cx.
Now, if ab ∈ H, then a and b belong to different connected components
and so b /∈ a. Since c /∈ ∅ for every c ∈ V ι, it follows from Corollary 5.2.7
that H is boolean representable. 
Corollary 5.3.2 Every simplicial complex of dimension ≤ 0 is boolean rep-
resentable.
Proof. If dim H = −1, then (V,H) is represented by a zero row matrix.
If dim H = 0, then ΓH is a complete graph and H is boolean repre-
sentable by Proposition 5.3.1. 
5.4 Lattice representations
The correspondences established in Sections 3.4 and 3.5 between boolean
matrices and ∨-generated lattices lead us naturally to the idea of lattice
representations of a simplicial complex H = (V,H).
We say that (L, V ) ∈ FLg is a lattice representation of H if the matrix
M(L, V ) is a boolean representation of H. Our main goal in this section
is to relate the closure operator Cl defined in Section 4.2 with the closure
operator induced by a representation. Given a lattice representation (L, V )
of H, we denote by ClL the corresponding closure operator on 2V as defined
in Section 3.6.
Lemma 5.4.1 Let H = (V,H) be a simplicial complex and let (L, V ) be a
lattice representation of H. Let X ⊆ V . Then:
(i) ClX ⊆ ClLX;
(ii) ClX = ClLX if L = FlH.
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Proof. (i) We have ClX = ∩{Z ∈ Fl H | X ⊆ Z} and in view of (3.10)
and Lemma 5.2.1 also
ClLX = Z∨LX ∈ Fl H .
Since X ⊆ ClLX, we get ClX ⊆ ClLX.
(ii) If L = Fl H, then ClLX = Z∨LX = ZClX = ClX. 
Now, a straightforward adaptation of the proof of Theorem 5.2.6 yields:
Theorem 5.4.2 Let H = (V,H) be a simplicial complex and let (L, V ) be a
lattice representation of H. Let X ⊆ V . Then the following conditions are
equivalent:
(i) X ∈ H;
(ii) X is a transversal of the successive differences for some chain of
Fl(L, V );
(iii) X is a partial transversal of the successive differences for some maxi-
mal chain of Fl(L, V );
(iv) X admits an enumeration x1, . . . , xk such that
ClL(x1, . . . , xk) ⊃ ClL(x2, . . . , xk) ⊃ . . . ⊃ ClL(xk) ⊃ ClL(∅);
(v) X admits an enumeration x1, . . . , xk such that
xi /∈ ClL(xi+1, . . . , xk) for i = 1, . . . , k.
The next result shows how to associate a lattice representation to a
matrix representation in the simple case.
Proposition 5.4.3 Let H = (V,H) be a simple simplicial complex and let
M be a boolean representation of H. Then:
(i) we may view V as a ∨-generating set for FlM ;
(ii) (FlM,V ) is a lattice representation of H.
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Proof. (i) Write M = (mip). Since H is simple, all the columns of M are
distinct and nonzero. By Proposition 3.4.1, we have (FlM,Y(M)) ∈ FLg,
where Y(M) = {Yp | p ∈ V } and Yp = ∩{Zi | mip = 0}.
Assume that p, q ∈ V are distinct. Then mjp 6= mjq for some j. As-
suming without loss of generality mjp = 0, it follows that j ∈ Yp \ Yq
and so Yp 6= Yq. Therefore we can identify V with the ∨-generating set
Y(M) ⊆ FlM .
(ii) Let M ′ = M(FlM,V ). Then M ′ can be obtained from M by succes-
sively inserting a row of zeroes (corresponding to the fact that V ∈ FlM)
and sums of rows of M in B|V | (corresponding to intersections of the Zi).
Since we may assume M to be reduced, the claim follows now from Propo-
sition 5.2.4(ii). 
5.5 The lattice of lattice representations
We show in this section that we can organize the lattice representations of
a simple simplicial complex into a lattice of their own.
We define a quasi-order on FLg by (L,A) ≥ (L′, A) if there exists some
∨-map ϕ : L → L′ such that ϕ|A = 1A. Note that such a ϕ is necessarily
onto: if x′ ∈ L′, we may write x′ = (a1∨L′ . . .∨L′ ak) for some a1, . . . , ak ∈ A,
hence
x′ = (a1 ∨L′ . . . ∨L′ ak) = (a1ϕ ∨L′ . . . ∨L′ akϕ)
= (a1 ∨L . . . ∨L ak)ϕ ∈ Lϕ.
Recalling Corollary 3.5.3, we prove next the following alternative character-
ization of the above quasi-order:
Proposition 5.5.1 Let (L,A), (L′, A) ∈ FLg. Then the following condi-
tions are equivalent:
(i) (L′, A) ≤ (L,A);
(ii) Fl(L′, A) ⊆ Fl(L,A).
Proof. (i) ⇒ (ii). There exists some (onto) ∨-map ϕ : L → L′ such that
ϕ|A = 1A. We claim that
Zx′ = Z∨(x′ϕ−1) (5.3)
holds for every x′ ∈ L′. Let a ∈ Zx′ . Then a ≤ x′. Write x = ∨(x′ϕ−1).
Since ϕ is a ∨-map, we have xϕ = x′. Moreover, (x∨L a)ϕ = (xϕ∨L′ aϕ) =
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(x′ ∨L′ a) = x′, hence (x ∨L a) ∈ x′ϕ−1 and so (x ∨L a) ≤ max(x′ϕ−1) = x.
Thus a ≤ x and so Zx′ ⊆ Zx = Z∨(x′ϕ−1).
Conversely, assume that a ∈ Zx. Then a ≤ ∨(x′ϕ−1) and so a = aϕ ≤ x′.
Hence Zx ⊆ Zx′ and so (5.3) holds. Therefore Fl(L′, A) ⊆ Fl(L,A).
(ii) ⇒ (i). We define a map ϕ : L→ L′ as follows. For every x ∈ L, let
xϕ = ∨L′Zx.
For every a ∈ A, we have aϕ = ∨L′{b ∈ A | b ≤L a}. Since a ≤L a, we
get a ≤L′ aϕ. Write Za = {b ∈ A | b ≤L a} and Z ′a = {b ∈ A | b ≤L′ a}.
We have Z ′a = Zx for some x ∈ L since Fl(L′, A) ⊆ Fl(L,A). It follows that
a ∈ Zx and so Za ⊆ Zx = Z ′a. By Lemma 3.5.1(ii), we get aϕ = ∨L′Za ≤L′
∨L′Z ′a = a and so aϕ = a.
In view of Lemma 3.5.1(iii), ϕ is order-preserving. Hence, given x1, x2 ∈
L, we have xiϕ ≤ (x1 ∨ x2)ϕ for i = 1, 2 and so
(x1ϕ ∨ x2ϕ) ≤ (x1 ∨ x2)ϕ. (5.4)
Since Fl(L′, A) ⊆ Fl(L,A), we have Zx1ϕ∨x2ϕ = Zy for some y ∈ L. We
claim that
(x1 ∨ x2) ≤ y. (5.5)
Let a ∈ Zxi . Since ϕ is order-preserving, we get
a = aϕ ≤ xiϕ ≤ (x1ϕ ∨ x2ϕ),
hence Zxi ⊆ Zx1ϕ∨x2ϕ = Zy and so xi ≤ y by Lemma 3.5.1(iii). Thus (5.5)
holds.
Now by Lemma 3.5.1 and (5.5) we get
(x1 ∨ x2)ϕ = ∨L′Zx1∨x2 ≤ ∨L′Zy = ∨L′Zx1ϕ∨x2ϕ = (x1ϕ ∨ x2ϕ).
Together with (5.4), this implies that ϕ is a ∨-morphism. Since Bϕ = B, ϕ
is actually a ∨-map and so (L′, A) ≤ (L,A). 
Recall that, if A′ = {Za | a ∈ A}, it follows from Proposition 3.5.2 that
(Fl(L,A), A′) ∼= (L,A) holds for every (L,A) ∈ FLg. We identify A′ with A
to simplify notation.
Let H = (V,H) be a simple simplicial complex. We denote by LR H the
class of all lattice representations of H. We restrict to LR H the quasi-order
previously defined on FLg. Note that (Fl H, V ) ∈ LR H by Proposition
5.4.3.
If (L, V ) ∈ LR H and M = M(L, V ), then by Lemma 5.2.1 we have
Zx ∈ Fl H for every x ∈ L. Thus Proposition 5.5.1 yields (Fl H, V ) ≥ (L, V ).
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If we consider the set of full ∧-subsemilattices FSub∧Fl H ordered by
inclusion, we have a poset closed under intersection, hence a ∧-semilattice
and therefore a lattice with the determined join
(F1 ∨ F2) = ∩{F ∈ FSub∧Fl H | F1 ∪ F2 ⊆ F}.
It is easy to check that
θ : (LR H,≤) → (FSub∧Fl H,≤)
(L, V ) 7→ Fl(L, V )
is a well-defined map. Indeed, let (L, V ) ∈ LR H. Then Fl(L, V ) ⊆ Fl H
by Lemma 5.2.1, and it is closed under intersection by (3.9). Note that
(L, V ) ∈ FLg implies V ⊆ L \ {B}. Since ∅ = ZB and V = ZT , it follows
that Fl(L, V ) ∈ FSub∧Fl H and so θ is a well-defined map.
Our next goal is to build an isomorphism from θ. A first obstacle is the
fact that θ is not onto: not every F ∈ FSub∧Fl H is rich enough to represent
H.
Before characterizing the image of θ, it is convenient to characterize
which lattices provide boolean representations.
Proposition 5.5.2 Let H = (V,H) be a boolean representable simple sim-
plicial complex and let (Fl H, V ) ≥ (L, V ) ∈ FLg. Then the following
conditions are equivalent:
(i) (L, V ) ∈ LRH;
(ii) every X ∈ H admits an enumeration x1, . . . , xk satisfying
ClL(x1, . . . , xk) ⊃ ClL(x2, . . . , xk) ⊃ . . . ⊃ ClL(xk) ⊃ ClL(∅).
Proof. (i) ⇒ (ii). By Proposition 5.4.2.
(ii) ⇒ (i). Let X ⊆ V . We must show that X ∈ H if and only if X is
c-independent with respect to M(L, V ).
Assume that X ∈ H. Since ClLY = V ∩ (∨LY ) ↓= Z∨LY for every
Y ⊆ V by (3.10), it follows from (ii) that the rows ClL(xi, . . . , xk) act as a
witness for X in M(L, V ) and so X is c-independent.
Conversely, assume that X is c-independent. By Proposition 5.5.1, we
have Fl(L, V ) ⊆ Fl H and so M(L, V ) is a submatrix of M(Fl H, V ). Hence
X is c-independent with respect to M(Fl(V,H), V ) by Lemma 2.2.3(i) and
so X ∈ H by Lemma 5.2.3. 
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To characterize the image of θ, we associate a closure operator on 2V to
every F ∈ FSub∧Fl H by
ClFX = ∩{Z ∈ F | X ⊆ Z}.
(i.e. ClF = FΦ
′, see Proposition A.2.4 in the Appendix). Note also that F
is a ∧-semilattice and therefore a lattice with the determined join.
Corollary 5.5.3 Let H = (V,H) be a boolean representable simple simpli-
cial complex and let F ∈ FSub∧Fl H. Then the following conditions are
equivalent:
(i) F ∈ Im θ;
(ii) every X ∈ H admits an enumeration x1, . . . , xk satisfying
ClF (x1, . . . , xk) ⊃ ClF (x2, . . . , xk) ⊃ . . . ⊃ ClF (xk) ⊃ ClF (∅).
Proof. (i) ⇒ (ii). Assume that F = Fl(L, V ) for some (L, V ) ∈ LR H.
Then ClF = ClL and (ii) follows from Proposition 5.5.2.
(ii) ⇒ (i). As noted before, since F is a ∩-subsemilattice of Fl H, it
constitutes a lattice of its own with intersection as meet and the determined
join
(X ∨ Y ) = ClF (X ∪ Y ) (X,Y ∈ F ).
Identifying V with {ClF {x} | x ∈ V } (note that the closures are distinct in
view of (ii) and H being simple), we can take L = F to define (L, V ) ∈ FLg.
Now, in view of Proposition 3.5.2(ii), ClF coincides with the closure ClL,
and so (L, V ) ∈ LR H by Proposition 5.5.2. Therefore F ∈ Im θ. 
Next, we claim that
FSub∧Fl H \Im θ is a down set of FSub∧Fl H . (5.6)
Indeed, every F ∈ FSub∧Fl H, being a ∩-subsemilattice of Fl H, con-
stitutes a lattice of its own right with the determined join. In view of
Proposition 2.2.6, the condition F ∈ Im θ reduces to whether the matrix
M(F, V ) produces enough witnesses to recognize all the faces of H. There-
fore, if F ′ ⊇ F , every witness arising from M(F, V ) can also be obtained
from M(F ′, V ) and so (5.6) holds.
Let Lat H denote the Rees quotient (see Section 3.1) of FSub∧Fl H by
the above down set. Then Lat H= Im θ∪{B} has a natural lattice structure
(see Proposition 3.1.1).
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On the other hand, adding a (new) bottom element B to LR H, we get
a quasi-ordered set LR0 H = LR H ∪{B} and we can extend θ to an onto
map θ0 : LR0 H→ Lat H by setting Bθ0 = B.
Proposition 5.5.4 Let H be a simple simplicial complex and let R,S ∈
LR0 H. Then
R ≤ S if and only if Rθ0 ≤ Sθ0.
Proof. If R,S 6= B, the claim follows from Proposition 5.5.1. The remain-
ing cases are trivial 
Let ρ0 be the equivalence in LR0 H defined by ρ0 = (≤ ∩ ≥). Clearly,
two lattice representations (L, V ), (L′, V ) are ρ0-equivalent if and only if
there exists some lattice isomorphism ϕ : L→ L′ which is the identity on V .
Then the quotient LR0 H /ρ0 becomes a poset and by Proposition 5.5.4 the
induced mapping θ0 : LR0 H /ρ0 → Lat H is a poset isomorphism. Since we
have already remarked that Lat H is a lattice (with the determined join),
we have proved the following theorem:
Theorem 5.5.5 Let H be a boolean representable simple simplicial complex.
Then θ0 : LR0 H /ρ0 → Lat H is a lattice isomorphism.
The atoms of LR0 H determine the minimal lattice representations of
H, and the sji elements of LR0 H determine the sji lattice representations.
Clearly, meet is given by intersection in Lat H, collapsing into the bottom
B if it does not correspond anymore to a representation of H. But how is
the determined join characterized in this lattice?
Proposition 5.5.6 Let H = (V,H) be a boolean representable simple sim-
plicial complex. Let F, F ′ ∈ LatH. Then:
(i) (F ∨ F ′) = F ∪ F ′ ∪ {Z ∩ Z ′ | Z ∈ F, Z ′ ∈ F ′};
(ii) if (L, V )θ = F , (L′, V )θ = F ′ and (L′′, V )θ = (F ∨F ′), then M(L′′, V )
is the closure of M(L, V )⊕bM(L′, V ) under row sum in B|V |.
Proof. (i) Clearly, the right hand side is the (full) ∩-subsemilattice of Fl H
generated by F ∪ F ′.
(ii) Recall the isomorphism from Proposition 3.5.2(ii). The rows rZ of
M(L, V ) (respectively M(L′, V ), M(L′′, V )) are determined then by the flats
Z in F (respectively F ′, F ∨ F ′). It is immediate that rZ∩Z′ = rZ + rZ′
in B|V |, hence M(L′′, V ) must be, up to permutation of rows, the stacking
of M(L, V ) and M(L′, V ), to which we add (if needed) rows which are the
sum in B|V | of rows in M(L′, V ) and M(L′′, V ). 
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Next we introduce the notion of boolean sum in LR H. Given (L, V ),
(L′, V ) ∈ LR H, let (L, V ) ⊕b (L′, V ) denote the ∨-subsemilattice of the
direct product L× L′ ∨-generated by the diagonal
∆V = {(p, p) | p ∈ V } ⊆ L× L′.
Taking the determined meet, and identifying ∆V with V as usual, it follows
that (L, V )⊕b(L′, V ) ∈ FLg. In fact, since the projection (L, V )⊕b(L′, V )→
(L, V ) is a ∨-map which is the identity on V , it follows easily that (L, V )⊕b
(L′, V ) ∈ LR H. But we can prove more:
Proposition 5.5.7 Let H = (V,H) be a simple simplicial complex and let
(L, V ), (L′, V ) ∈ LRH. Then:
(i) (L, V )ρ ∨ (L′, V )ρ = ((L, V )⊕b (L′, V ))ρ holds in LR0 H /ρ;
(ii) M((L, V )ρ∨(L′, V )ρ) is the closure of the stacking matrix M(L, V )⊕b
M(L′, V ) under row sum in B|V |.
Proof. (i) By the preceding comment, we have (L, V ) ≤ (L, V ) ⊕b (L′, V )
and also (L′, V ) ≤ (L, V )⊕b (L′, V ), hence
(L, V )ρ ∨ (L′, V )ρ ≤ ((L, V )⊕b (L′, V ))ρ.
Now let (L′′, V ) ∈ LR H and suppose that (L, V ), (L′, V ) ≤ (L′′, V ). We
must show that also (L, V )⊕b (L′, V ) ≤ (L′′, V ).
Indeed, there exist ∨-maps ϕ : L′′ → L and ϕ′ : L′′ → L′ which fix V .
Let ϕ′′ : L′′ → L×L′ be defined by xϕ′′ = (xϕ, xϕ′). It is easy to check that
ϕ′′ is a ∨-map which fixes the elements of V . Since V ∨-generates L′′, it
follows that Imϕ′′ ⊆ (L, V )⊕b (L′, V ) and we may view ϕ′′ as a ∨-map from
L′′ to (L, V )⊕b (L′, V ). Hence (L, V )⊕b (L′, V ) ≤ (L′′, V ) and (i) holds.
(ii) By Proposition 5.5.6(ii). 
Since every element of a lattice is a join of sji elements, we can now state
the following straightforward consequence:
Corollary 5.5.8 Let H = (V,H) be a boolean representable simple simpli-
cial complex. Then:
(i) every lattice representation of H can be decomposed as a boolean sum
(equivalently, stacking matrices and closing under row sum) of sji rep-
resentations;
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(ii) this decomposition is not unique in general, but becomes so if we choose
a maximal decomposition by taking all the sji representations below.
Examples shall be provided in Section 5.7.
Remark 5.5.9 Given a simple simplicial complex H = (V,H) and (L, V ),
(L′, V ) ∈ LRH, it is reasonable to identify (L, V ) and (L′, V ) if some bijec-
tion of V induces an isomorphism L→ L′, and list only up to this identifi-
cation in examples. However, for purposes of boolean sum decompositions,
the bijection on V must be the identity.
Thus we shall devote particular attention to minimal/sji boolean repre-
sentations of H. How do these concepts relate to the flats in FSub∧Fl H
and to the matrices representing them? We start by a general remark.
Proposition 5.5.10 Let (L,A) ∈ FLg and let M = M(L,A) = (mxa).
Then:
smi(Fl(L,A)) = {Zx | x ∈ smi(L)}.
Proof. Indeed, since meet in Fl(L,A) is intersection, the smi elements are
precisely those which cannot be expressed as intersections of flats. In view
of Proposition 3.5.2 (and particularly (3.9)), these are precisely the flats of
the form Zx for x ∈ smi(L). 
If we transport these notions into M(L, V ), then smi(Fl(L, V )) corre-
sponds to the submatrix M̂(L, V ) determined by the nonzero rows which
are not sums of other rows in B|V |. By Proposition 5.2.4(ii), M̂(L, V ) is still
a boolean representation of H. We have just proved that:
Corollary 5.5.11 Let H = (V,H) be a simple simplicial complex and let
(L, V ) ∈ LRH. Then M̂(L, V ) = M(smi(Fl(L, V )), V ) is a boolean repre-
sentation of H.
Note that, if we consider B ordered by 0 < 1 and the product partial
order in B|V |, then the rows in M̂(L, V ) are precisely the sji rows of M(L, V )
for this partial order.
Since every onto ∨-morphism of lattices is necessarily a ∨-map, we shall
follow [43, Section 5.2] and call an onto ∨-map a ∨-surmorphism. We say
that a ∨-surmorphism ϕ : L → L′ is a maximal proper ∨-surmorphism
(MPS) of lattices if Kerϕ is a minimal nontrivial ∨-congruence on L. This
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amounts to saying that ϕ cannot be factorized as the composition of two
proper ∨-surmorphisms.
Finally, for (distinct) a, b ∈ L, we denote by ρa,b the equivalence relation
on L defined by
xρa,b =
{ {a, b} if x = a or x = b
{x} otherwise
Proposition 5.5.12 Let H = (V,H) be a simple simplicial complex and let
(L, V ), (L′, V ) ∈ LRH. Then the following conditions are equivalent:
(i) (L, V )ρ covers (L′, V )ρ in LR0 H;
(ii) there exists an MPS ϕ : L→ L′ fixing the elements of V ;
(iii) Fl(L′, V ) = Fl(L, V ) \ {Zb} for some b ∈ smi(L) \ {B}.
Proof. (i) ⇒ (ii). If (L, V )ρ covers (L′, V )ρ in LR0 H, then the (onto)
∨-map ϕ : L → L′ cannot be factorized as the composition of two proper
(onto) ∨-maps, and so ϕ is an MPS.
(ii) ⇒ (iii). By Proposition A.3.1, Kerϕ = ρa,b for some a, b ∈ L such
that a covers b and b is smi. Therefore we may assume that L′ = L/ρa,b.
Since (L, V ) ≥ (L′, V ), we have Fl(L′, V ) ⊆ Fl(L, V ) by Proposition 5.5.1.
Clearly, Za∨b = Za and so (5.3) yields Fl(L′, V ) = Fl(L, V ) \ {Zb}.
Finally, suppose that b = B. Since V ∨-generates L, we get a ∈ V
and so a = B in L′, contradicting (L′, V ) ∈ LR H ⊆ FLg (which implies
V ⊆ L′ \ {B}). Therefore b 6= B and (iii) holds.
(iii) ⇒ (i). By Proposition 5.5.1, there is a ∨-map ϕ : L→ L′ fixing the
elements of V . It follows easily from (5.3) that Kerϕ has one class with two
elements and all the others are singular, hence |L′| = |L| − 1 and so (L, V )ρ
covers (L′, V )ρ in LR0 H. 
This will help us to characterize the minimal lattice representations of
H in terms of their flats:
Proposition 5.5.13 Let H = (V,H) be a simple simplicial complex and let
(L, V ) ∈ LRH. Then the following conditions are equivalent:
(i) (L, V ) is minimal;
(ii) for every MPS ϕ : L→ L′ fixing the elements of V , (L′, V ) /∈ LRH;
(iii) for every b ∈ smi(L) \ {B}, the matrix obtained by removing the row b
from M(L, V ) is not a matrix boolean representation of H;
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(iv) for every b ∈ smi(L) \ {B}, Fl(L, V ) \ {Zb} /∈ Im θ.
Proof. (i) ⇔ (ii) ⇔ (iv). By Proposition 5.5.12.
(i) ⇒ (iii). Let b ∈ smi(L) \ {B} and let a be the unique element of L
covering b. By Proposition 5.5.12, L′ = L/ρa,b is a lattice and M(L′, V ) is
precisely the matrix obtained by removing the bth row from M(L, V ). If
M(L′, V ) is a boolean representation of H, then (L, V )ρ covers (L′, V )ρ in
LR0 H and so (L, V ) is not minimal.
(iii) ⇒ (iv). Suppose that Fl(L, V ) \ {Zb} ∈ Im θ for some b ∈ smi(L) \
{B}. Then Fl(L, V ) \ {Zb} = Fl(L′, V ) for some (L′, V ) ∈ LR H. It is
straightforward to check that M(L′, V ) is the matrix obtained by removing
the bth row from M(L, V ). Thus (iii) fails. 
We get a similar result for the sji lattice representations:
Proposition 5.5.14 Let H = (V,H) be a simple simplicial complex and let
(L, V ) ∈ LRH. Then the following conditions are equivalent:
(i) (L, V ) is sji;
(ii) up to isomorphism, there is at most one MPS ϕ : L → L′ fixing the
elements of V and such that (L′, V ) ∈ LRH;
(iii) there exists at most one b ∈ smi(L) \ {B} such that the matrix ob-
tained by removing the bth row from M(L, V ) is still a matrix boolean
representation of H;
(iv) there exists at most one b ∈ smi(L) \ {B} such that Fl(L, V ) \ {Zb} ∈
Im θ.
Proof. Clearly, (L, V ) is sji if and only if (L, V )ρ covers exactly one element
in LR0 H. Now we apply Proposition 5.5.12, proceeding analogously to the
proof of Proposition 5.5.13. 
5.6 Minimum degree
Given a boolean representable simplicial complex H, the computation of
mindeg H constitutes naturally a major issue. An interesting question is
whether mindeg H is achieved on minimal (sji) lattice representations.
We start by considering the following minimality concept. We call a
reduced boolean representation M of H rowmin if any matrix obtained by
removing a row of M is no longer a boolean representation of H.
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Proposition 5.6.1 Let H = (V,H) be a simple simplicial complex and let
(L, V ) ∈ LRH be minimal. Then M̂(L, V ) is rowmin.
Proof. By Proposition 5.5.13, we cannot remove from M̂(L, V ) a row cor-
responding to some b ∈ smi(L)\{B}. Suppose now that B is smi. Then B is
covered in L by a unique element a, necessarily in V since L is ∨-generated
by V and so the unique 1 in the ath column of M̂(L, V ) occurs at the Bth
row. Since the ath column is independent due to H being simple, it follows
that the Bth row cannot be removed either. 
However, we shall see in Subsection 5.7.1 that the converse is far from
true: there may exist boolean representations of minimum degree which do
not arise from minimal lattice representations.
To help us to approximate mindeg H, we introduce the following notation
for a lattice L:
L˜ = L \ ({B, T} ∪ at(L)),
Lα = |smi(L)|, Lβ = |L˜|.
Lemma 5.6.2 Let (L, V ), (L′, V ′) ∈ FLg and let ϕ : L → L′ be a ∨-
surmorphism. Then Lβ ≥ L′β.
Proof. Let x′ ∈ L˜′. Since ϕ is onto, we have x′ = xϕ for some x ∈ L. We
may assume x to be maximal. Since ϕ is onto, it follows that x 6= B, T .
Suppose that x ∈ at(L). Since x′ /∈ at(L′), we have x′ > y′ > B for some
y′ ∈ L′. Write y′ = yϕ. Then
(x ∨ y)ϕ = (xϕ ∨ yϕ) = (x′ ∨ y′) = x′
and so y ≤ x by maximality of x. Since x ∈ at(L), we get y = x or y = B,
contradicting x′ > y′ > B. Hence x ∈ L˜. Since x′ 7→ x defines an injective
mapping from L˜′ to L˜, we get Lβ ≥ L′β. 
Given a boolean representable simplicial complex H = (V,H), we define
Hα = min{Lα | (L, V ) ∈ LR H is minimal},
Hβ = min{Lβ | (L, V ) ∈ LR H is minimal}.
Proposition 5.6.3 Let H be a boolean representable simplicial complex.
Then:
(i) mindegH ≤ Hα;
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(ii) if H is simple of dimension ≤ 2, then mindegH ≥ Hβ.
Proof. (i) Let H = (V,H). Assume that H α = Lα for some minimal
(L, V ) ∈ LR H. Let M = M(L, V ). Clearly, we may remove from the
matrix the row of zeroes corresponding to T . On the other hand, the row
of x ∧ y is the sum of the rows of x and y in B|V |, so successive appli-
cation of Proposition 5.2.4(ii) implies that M [smi(L), V ] is still a boolean
representation of H. Hence mindeg H ≤ |smi(L)| = Lα = Hα.
(ii) Assume that mindeg H = q and is realized by some {1, . . . , q} × V
boolean matrix representation M = (mip) of H. By Proposition 4.2.2(ii)
and Lemma 5.2.1,the lattice L = FlM is contained in Fl H. We claim that
|L˜| ≤ q.
Indeed, let x ∈ L˜. For i ∈ {1, . . . , q}, we have Zi = {p ∈ V | mip = 0}.
Since x 6= T , we have x = Zi1 ∩ . . . ∩ Zin for some (distinct) i1, . . . , in ∈
{1, . . . , q}. Since x /∈ {B} ∪ at(L), there exists some y ∈ L such that
x > y > B. Hence
T > Zi1 ≥ x > y > B (5.7)
is a chain in FlM , hence also in Fl H. Since ht Fl H ≤ 3 by Corollary 5.2.8,
(5.7) yields x = Zi1 and so each x ∈ L˜ determines a row of M . It follows
that |L˜| ≤ q as claimed.
Now by Proposition 5.4.3 we may view (L, V ) as a lattice representation
of H, which does not need to be minimal. However, we can always find a
minimal one, say (L′, V ), such that (L, V ) ≥ (L′, V ). In particular, there
exists a ∨-surmorphism ϕ : L→ L′ and it follows from Lemma 5.6.2 that
Hβ ≤ L′β ≤ Lβ = |L˜| ≤ q = mindeg H .

Immediately, we obtain:
Corollary 5.6.4 Let H be a boolean representable simple simplicial complex
of dimension ≤ 2.
(i) If Hα = Hβ, then mindegH = Hα = Hβ.
(ii) If degM = Hβ for some boolean representation M of H, then mindegH
= Hβ.
An example of application of this Corollary is given in Proposition 5.7.12.
Next, we make some remarks on the connections with dimension, paying
special attention to the case of uniform matroids.
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Lemma 5.6.5 Let H = (V,H) be a boolean representable simple simplicial
complex of dimension d. Then
max{d+ 1, log2 |V |} ≤ mindeg H ≤ |H \ fct H | ≤
d∑
i=0
(|V |
i
)
.
Proof. Let r = mindeg H and let M be a boolean representation of mini-
mum degree of H. Clearly, since dim H = d, we need at least d+ 1 rows in
M in order to have d+ 1 independent columns. Hence r ≥ d+ 1.
On the other hand, we have 2r possible column vectors. Since H is
simple, all the column vectors of M must be distinct, hence |V | ≤ 2r and so
r ≥ log2 |V |.
Now, since a row of zeroes has no place in M , we have FlM ⊆ Fl H \{V }
and Propositions 4.2.3 and 4.2.4 yield r ≤ |H \ fct H |. Finally, since every
face of dimension d of H is necessarily a facet, we get |H \ fct H | ≤∑d
i=0
(|V |
i
)
. 
Given m,n ∈ N with m ≤ n, Um,n = (V,H) denotes the uniform sim-
plicial complex (a matroid, actually) such that |V | = n and H = P≤m(V ).
We shall assume that V = {1, . . . , n}. It follows from Propositions 4.2.2(iii)
and 4.2.3 that
FlUm,n = P≤m−1(V ) ∪ {V }.
In order to illustrate the ideas of this section, we perform some calculations
on the minimum degree of uniform matroids.
Theorem 5.6.6 Let 1 ≤ m < n. Then
1
m
(
n
m− 1
)
≤ mindegUm,n ≤
(
n− 1
m− 1
)
.
Proof. Suppose that P = (pij) ∈ Mr×n(B) is a boolean representation of
Um,n of degree r = mindegUm,n. By Lemma 2.2.4, for every X ∈ Pm(V ) ⊂
H there exists some Y ∈ FlM∩Pm−1(V ) such that Y ⊂ X. Now |Pm(V )| =(
n
m
)
and each Y ∈ Pm−1(V ) is contained in n− (m− 1) elements of Pm(V ).
It follows that
r ≥ 1n−(m−1)
(
n
m
)
= 1n−(m−1)
(
n
m−1
)n−(m−1)
m
= 1m
(
n
m−1
)
.
For the second inequality, let F = Pm−1({1, . . . , n− 1}). Write M =
Mat H and N = M [F, V ]. Since |F | = (n−1m−1), it suffices to show that N is
a boolean representation of Um,n.
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Let X ⊆ V be c-independent with respect to N . Since each row of N
has precisely m− 1 zeroes, it follows from Lemma 2.2.4 that X ∈ P≤m(V ).
Conversely, we must show that every X ∈ P≤m(V ) is c-independent with
respect to N . We may assume without loss of generality that |X| = m and
write X = x1 . . . xm with x2, . . . , xm 6= n. For i = 2, . . . ,m, let yi = x1 if
x1 6= n; if x1 = n, choose yi ∈ V \X.
Write X1 = x2 . . . xm. For i = 2, . . . ,m, let Xi = (X \ {x1, xi}) ∪ {yi}.
It is immediate that Xi ∈ F for every i ∈ {1, . . . ,m}. Moreover, after
permuting rows and columns according to the given enumerations, we have
N [X1, . . . , Xm;x1, . . . , xm] =

1 0 0 . . . 0
? 1 0 . . . 0
? 0 1 . . . 0
...
...
...
. . .
...
? 0 0 . . . 1

Thus is c-independent with respect to N . The converse implication follows
from N being a submatrix of Mat H and Theorem 5.2.5. 
We can now get a result on the asymptotics of mindegUm,n. Given
k ∈ N, the complexity class Θ(nk) consists of all functions ϕ : N → N such
that
∃K,K ′ > 0 ∃n0 ∈ N ∀n ≥ n0 Knk ≤ nϕ ≤ K ′nk.
Corollary 5.6.7 Let m ≥ 1 be fixed and consider mindegUm,n as a function
of n for n > m. Then mindegUm,n ∈ Θ(nm−1).
Proof. By Theorem 5.6.6, we have
mindegUm,n ≥ 1m
(
n
m−1
)
= n!m!(n−(m−1))!
= n(n−1)...(n−(m−2))m! .
For large enough n, we have nn−(m−2) ≤ 2
1
m−1 and so
mindegUm,n ≥
(
n
2
1
m−1
)m−1 1
m!
=
nm−1
2m!
.
Theorem 5.6.6 yields also
mindegUm,n ≤
(
n− 1
m− 1
)
=
n(n− 1) . . . (n− (m− 1))
(m− 1)! ≤
nm−1
(m− 1)! .
Therefore mindegUm,n ∈ Θ(nm−1). 
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5.7 Examples
We present now some examples where we succeed in identifying all the min-
imal and sji lattice representations, as well as computing mindeg.
5.7.1 The tetrahedron complexes T3 and T2
Write T3 = (V,H) for V = {1, . . . , 4} and H = P≤3(V ) \ {123}.
It is routine to compute FlT3 = P≤1(V )∪ {14, 24, 34, 123, 1234}. Which
F ∈ FSub∧FlT3 correspond to lattice representations (i.e. F ∈ Im θ)? We
have the following lemma.
Lemma 5.7.1 The following conditions are equivalent for F ∈ FSub∧FlT3:
(i) F ∈ im θ;
(ii) one of the following conditions is satisfied:
123 ∈ F and |{1, 2, 3} ∩ F | ≥ 2, (5.8)
|{14, 24, 34} ∩ F | ≥ 2. (5.9)
Proof. (i)⇒ (ii). Assume that F ∈ Im θ and |{14, 24, 34}∩F | ≤ 1. Without
loss of generality, we may assume that 24, 34 /∈ F . Since 234 ∈ H, it follows
from Corollary 5.5.3 that there exists an enumeration x, y, z of 234 such that
ClF (xyz) ⊃ ClF (yz) ⊃ ClF (z).
The only possibility for ClF (yz) in F is now 123. Hence ClF (z) ∈ {2, 3}. By
symmetry, we may assume that 2 ∈ F . On the other hand, since 13 ∈ H,
there exists an enumeration a, b of 13 such that
ClF (ab) ⊃ ClF (b) = 123.
The only possibilities for ClF (b) in F are now 1 or 3, hence (5.8) holds.
(ii) ⇒ (i). In view of Corollary 5.5.3, it is easy to see that any of the
conditions implies F ∈ Im θ (note that 4 ∈ F in the case (5.9) since it is the
intersection of two 2-sets). 
We consider now the minimal case.
Proposition 5.7.2 The following conditions are equivalent for F ∈
FSub∧FlT3:
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(i) F = (L, V )θ for some minimal (L, V ) ∈ LRT3;
(ii) F = {V, 123, i, j, ∅} or F = {V, i4, j4, 4, ∅} for some distinct i, j ∈
{1, 2, 3}.
Proof. By Proposition 5.5.13, (i) holds if and only if removal of some Z ∈
smi(F ) \ {∅} takes us outside Im θ. It follows easily from Lemma 5.7.1 that
this corresponds to condition (ii). 
The F in Proposition 5.7.2 lead to the lattices
V V
123 i4 j4
i j 4
∅ ∅
Note that, if we wish to identify the ∨-generating set V in these lattices, we
only have to look for ClF p for each p ∈ V . For instance, in the first lattice,
the top element corresponds to the generator 4, and (permuting the first
three columns if necessary) we get the matrix representation
0 0 0 0
0 0 0 1
0 1 1 1
1 0 1 1
1 1 1 1

Following Remark 5.5.9, we can count the number of minimal lattice
representations,
• up to identity in the ∨-generating set V : 3 + 3 = 6;
• up to some bijection of V inducing a lattice isomorphism: 1 + 1 = 2.
We remark also that the second lattice, being non atomistic, is not geo-
metric, hence matroids can be represented by non geometric lattices!
We identify next the sji representations.
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Proposition 5.7.3 The following conditions are equivalent for F ∈
FSub∧FlT3:
(i) F = (L, V )θ for some non-minimal sji (L, V ) ∈ LRT3;
(ii) F is
{V, 123, i, j, 4, ∅} or {V, 123, i4, i, j, ∅} or {V, i4, j4, k, 4, ∅} (5.10)
for some i, j, k ∈ {1, 2, 3} with i 6= j.
Proof. (i) ⇒ (ii). It follows from Proposition 5.5.14 that (L, V ) ∈ LRT3 is
sji if and only if there is at most one Z ∈ smi(F ) \ {∅} whose removal keeps
us inside Im θ. Assume that F corresponds to an sji non minimal lattice
representation. Suppose first that F satisfies (5.8). If none of the 2-sets k4
is in F , then F must contain precisely three singletons to avoid the minimal
case, and one of them must be 4 to avoid having a mutiple choice in the
occasion of removing one of them. This gives us the first case in (5.10).
Hence we may assume that i4 ∈ F and so also i = 123 ∩ i4. If j4 ∈ F
for another j ∈ 123, then also j ∈ F and we would have the option of
removing either i4 or j4. Hence F contains V, 123, i4, i, ∅, and possibly any
other singletons from {1, 2, 3}. In fact, it must contain at least one in view
of (5.8) but obviously not both. Thus F is of the second form in (5.10) in
this case.
Finally, assume that F satisfies (5.9) but not (5.8). Assume that i4, j4 ∈
F for some distinct i, j,∈ {1, 2, 3}. Then 123 /∈ F , otherwise i, j ∈ F
and we can remove either i4 or j4. Clearly, a third pair k4 is forbidden,
otherwise we could remove any one of the three pairs. Thus F contains
V, i4, j4, 4 = i4 ∩ j4, ∅ and possibly any other singletons. In fact, it must
contain at least one to avoid the minimal case but obviously not two, since
any of them could then be removed. Thus F is of the third form in (5.10)
and we are done.
(ii) ⇒ (i). It is immediate that the cases in (5.10) lead to (L, V ) non-
minimal sji, the only possible removals being respectively 4, i4 and k. 
In the third case of (5.10), we must separate the subcases k = i and
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k /∈ {i, j}. Thus the sji non minimal cases lead to the lattices
V V
123 123 i4
i j 4 j i
∅ ∅
V V
i4 j4 i4 j4 k
i 4 4
∅ ∅
Note that the first lattice is atomistic but fails to be semimodular, but
represents a matroid.
Following Remark 5.5.9 as in the minimal case, the number of sji lat-
tice representations in both counts (which includes the minimal ones) is
respectively 6 + 3 + 6 + 6 + 3 = 24 and 1 + 1 + 1 + 1 + 1 = 5.
It is easy to see that
FlT3 = {V, 123, 34, 2, 3, ∅} ∪ {V, 14, 24, 1, 4, ∅}
provides a decomposition of the top lattice representation FlT3 as the join of
two sji’s. In matrix form, and in view of Proposition 5.5.7, this corresponds
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to decomposing the matrix
M(FlT3, V ) =

0 0 0 0
0 0 0 1
0 1 1 0
1 0 1 0
1 1 0 0
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
1 1 1 1

as the stacking of the matrices
0 0 0 0
0 0 0 1
1 1 0 0
1 0 1 1
1 1 0 1
1 1 1 1


0 0 0 0
0 1 1 0
1 0 1 0
0 1 1 1
1 1 1 0
1 1 1 1

Note that the maximal decomposition of FlT3 as a join of sji’s would include
24 factors!
We can compute also mindegT3:
Proposition 5.7.4 mindeg T3 = 3.
Proof. Take the minimal representation defined by F = {V, 14, 24, 4, ∅}.
By Corollary 5.5.11, we can discard the row of M(F, V ) corresponding to
4 = 14 ∩ 24 as well as the useless row of zeroes corresponding to V to get
the matrix
M̂(F, V ) =
0 1 1 01 0 1 0
1 1 1 1
 ∈ LRT3.
We cannot do better than this since H contains 3-sets. Therefore
mindegT3 = 3. 
The next example shows that the converse of Proposition 5.6.1 does not
hold.
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Example 5.7.5
M =
1 0 1 10 1 1 0
0 0 0 1

is a boolean representation of T3 of minimum degree (therefore rowmin) but
M 6= M̂(L, V ) for any minimal (L, V ) ∈ LRT3.
Indeed, by Proposition 5.7.3, F = {V, 123, 14, 1, 2, ∅} defines an sji rep-
resentation. Since M = M̂(F, V ), then M is a boolean representation of T3
by Corollary 5.5.11. It has minimum degree by Proposition 5.7.4. However,
a straightforward check of the minimal cases described in Proposition 5.7.2
shows that M does not arise from any of them.
Now write T2 = (V,H
′) for H ′ = P≤2(V ) ∪ {123, 124}. It is routine to
compute FlT2 = P≤1(V ) ∪ {12, 1234}. We have the following lemma.
Lemma 5.7.6 The following conditions are equivalent for F ∈ FSub∧FlT2:
(i) F ∈ im θ;
(ii) 12, i, j ∈ F for some i ∈ 12 and j ∈ 34.
Proof. (i)⇒ (ii). Since 123 ∈ H ′, it follows from Corollary 5.5.3 that there
exists an enumeration x, y, z of 123 such that
ClF (xyz) ⊃ ClF (yz) ⊃ ClF (z).
The only possibility for ClF (yz) in F is now 12 and so ClF (z) ∈ {1, 2}.
Analogously, 34 ∈ H ′ implies 3 ∈ F or 4 ∈ F .
(ii) ⇒ (i). Easy to check in view of Corollary 5.5.3. 
We consider now the minimal case.
Proposition 5.7.7 The following conditions are equivalent for F ∈
FSub∧FlT2:
(i) F = (L, V )θ for some minimal (L, V ) ∈ LRT2;
(ii) F = {V, 123, i, j, ∅} for some i ∈ 12 and j ∈ 34.
Proof. By Proposition 5.5.13, (i) holds if and only if removal of some Z ∈
smi(F ) \ {∅} takes us outside Im θ. Now we apply Lemma 5.7.6. 
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The F in Proposition 5.7.7 lead to the lattices
V
12
i j
∅
Following Remark 5.5.9, we can count the number of minimal lattice
representations,
• up to identity in the ∨-generating set V : 4;
• up to some bijection of V inducing a lattice isomorphism: 1.
These are all the sji representations. Indeed, by Proposition 5.5.14,
(L, V ) ∈ LRT3 is sji if and only if there is at most one Z ∈ smi(F ) \ {∅}
whose removal keeps us inside Im θ. If 1, 2 ∈ F or 3, 4 ∈ F , this choice is
not unique and our claim follows.
Finally, we compute mindegT2:
Proposition 5.7.8 mindeg T2 = 3.
Proof. One can check directly that0 0 1 10 1 1 1
1 1 0 1

is a boolean matrix representation of T2 We cannot do better than this since
H ′ contains 3-sets. Therefore mindegT2 = 3. 
5.7.2 The Fano matroid
Let F7 = (V,H) be the Fano matroid defined by V = {1, . . . , 7} and H =
P≤3(V ) \ {125, 137, 146, 236, 247, 345, 567}. We note that L = P≤3(V ) \H
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is precisely the set of lines in the Fano plane (the projective plane of order
2 over the two element field):
1
2
3 4 5
6
7
The Fano plane is an example of a partial Euclidean geometry (PEG).
PEGs are studied in generality in Section 6.3.
Given p ∈ V , write
Lp = {L ∈ L | p ∈ L} and L′p = {L ∈ L | p /∈ L}.
We list a few of the properties of F7:
(F1) Any two distinct lines intersect at a single point.
(F2) Every point belongs to exactly three lines.
(F3) Any two points belong to some line.
(F4) If K consists of 5 lines, then K ⊃ L′p for some p ∈ V .
(F5) If p, q ∈ V are distinct, then |L′p ∩ L′q| = 2.
Indeed, (F1) – (F3) are immediate. Then we note that (F4) follows from
(F1) since the two lines not in K must intersect at some point p, hence
L′p ⊂ K. Finally, it follows from (F1) and (F3) that |Lp ∩ Lq| = 1, and in
view of (F2) we get
|L \ (L′p ∩ L′q)| = |Lp ∪ Lq| = |Lp|+ |Lq| − |Lp ∩ Lq| = 3 + 3− 1 = 5,
thus |L′p ∩ L′q| = 7− 5 = 2 and (F5) holds.
It is easy to check that
FlF7 = P≤1(V ) ∪ L ∪ {V }.
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Indeed, the lines are obviously closed, the 2-subsets are not, and every 4-
subset of V contains some facet and has therefore closure V by Proposition
4.2.3.
Lemma 5.7.9 The following conditions are equivalent for F ∈ FSub∧FlF7:
(i) F ∈ im θ;
(ii) L′p ⊆ F for some p ∈ V .
Proof. (i) ⇒ (ii). Assume that F ∈ Im θ. If |F ∩ L| ≥ 5, we are done by
(F4), hence we may assume that |F ∩ L| ≤ 4.
Given X1, X2, X3 ∈ L distinct, we claim that there exists some X4 ∈
L \ {X1, X2, X3} such that L′p 6⊆ {X1, X2, X3, X4} for every p ∈ V : indeed,
there is at most one p ∈ V such that X1, X2, X3 ∈ L′p by (F5), so it suffices
to choose any X4 ∈ Lp. Since Im θ is an up set of FSub∧Fl H by (5.6), we
may restrict ourselves to the case when |F ∩ L| = 4 and L′p 6⊆ F for every
p ∈ V .
Then F ∩ Lp 6= ∅ for every p ∈ V . Since |F ∩ L| = 4 implies
∑7
i=1 |F ∩
Li| = 12, there exist distinct p, q ∈ V such that |F ∩Lp| = |F ∩Lq| = 1. Let
L (respectively L′) be the unique line in F ∩ Lp (respectively F ∩ Lq). By
(F5), we have L 6= L′, and |L ∪ L′| = 5 by (F1). By (F1), there is a unique
r ∈ V such that pqr ∈ L. Take s ∈ V \ (L ∪ L′ ∪ {r}). By (F1), we have
pqs ∈ H. It is easy to check that ClF (pq) = ClF (pr) = ClF (qr) = V , hence
by Corollary 5.5.3 we reach a contradiction. Therefore (ii) holds.
(ii)⇒ (i). Let X = xyz ∈ H. By (F3), we may write x′yz, xy′z, xyz′ ∈ L
for some x′, y′, z′ ∈ V . We claim that
{x′yz, xy′z, xyz′} ∩ L′p 6= ∅. (5.11)
Indeed, if x = p, then x′yz ∈ L′p and the cases y = p or z = p are similar.
Finally, if x, y, z 6= p, then x′ = y′ = z′ = p would contradict (F5). Therefore
(5.11) holds.
We may assume that x′yz ∈ L′p ⊆ F and so ClF (yz) = x′yz. On the
other hand, in view of (F1), y belongs to precisely one line in Lp, hence
y belongs to at least two lines in F and so y ∈ F since F is closed under
intersection. Thus
ClF (∅) = ∅ ⊂ ClF (y) = y ⊂ x′yz = ClF (yz) ⊂ V = ClF (xyz)
and so F ∈ Im θ by Corollary 5.5.3. 
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Proposition 5.7.10 The following conditions are equivalent for F ∈
FSub∧FlF7:
(i) F = (L, V )θ for some minimal (L, V ) ∈ LRF7;
(ii) F = L′p ∪ {V } ∪ P1(V \ {p}) for some p ∈ V .
Proof. (i) ⇒ (ii). Similar to the proof of Proposition 5.7.2, the lattice
(L, V ) is a minimal lattice representation if and only if removal of any Z ∈
smi(F )\{∅} takes us outside Im θ. By Lemma 5.7.9, we must have F∩L = L′p
for some p ∈ V . Similar to the proof of Lemma 5.7.9, we get q ∈ F for every
q ∈ V \ {p}. Since ∅, V ∈ F necessarily and p ∈ F would be removable, (ii)
holds.
(ii) ⇒ (i). If (ii) holds, then we can remove no line (by Lemma 5.7.9)
and we can remove no point either since all the points in F occur as inter-
sections of lines in F , and a ∧-subsemilattice of FlF7 must be closed under
intersection. 
Writing F ∩ L = {P,Q,R, S} and denoting by XY the intersection of
X,Y ∈ F ∩ L, we see that the minimal boolean representations are, up to
isomorphism, given by the lattice
V
P Q R S
PQ PR PS QR QS RS
∅
Up to congruence, the matrix representation M̂(F, V ) (where we may remove
all the rows of M(F, V ) corresponding to non smi elements of F ) is then of
the form 
0 0 1 1 0 1 1
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 1 0 0 0 1 1
 (5.12)
Following Remark 5.5.9 as in Subsection 5.7.1, the number of minimal
lattice representations in both counts is respectively 7 and 1.
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Proposition 5.7.11 The following conditions are equivalent for F ∈
FSub∧FlF7:
(i) F = (L, V )θ for some non-minimal sji (L, V ) ∈ LRF7;
(ii) F satisfies one of the following conditions:
F = L′p ∪ {V } ∪ P1(V ) for some p ∈ V ; (5.13)
|F ∩ L| = 5 and |F ∩ P1(V )| = 6. (5.14)
Proof. The non-minimal sji cases are naturally divided into two categories:
those which admit a (unique) removal of a 3-set, and those which admit a
(unique) removal of a 1-set.
By Lemma 5.7.9, in the first category we must have |F ∩ L| = 5. By
(F5), this implies F ∩L = L′p ∪ {X} for some X ∈ Lp. As remarked before,
this implies P1(V \{p}) ⊆ F , but the point p might be removable. Thus the
first category corresponds precisely to the condition (5.14).
In view of Lemma 5.7.9, in the second category we must have F = L′p
for some p ∈ V , and by Proposition 5.7.10 it must correspond precisely to
the condition (5.13). 
The lattice corresponding to (5.13) must be of the form
V
P Q R S
p PQ PR PS QR QS RS
∅
Up to congruence, the matrix representation M̂(F, V ) is then of the form
0 0 1 1 0 1 1
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 1 0 0 0 1 1
1 1 1 1 1 1 0

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In the case (5.14), write L′p = {P,Q,R, S} and F ∩ L = L′p ∪ {Z}, with
Z = pab. Since every x ∈ V \ {p} is intersection of lines in L′p, and in view
of (F1), we may assume that a = P ∩ S and b = Q ∩R. We get the lattice
V
Z P Q R S
PQ PR PS QR QS RS
∅
Up to congruence, the matrix representation M̂(F, V ) is then of the form
0 0 1 1 0 1 1
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 1 0 0 0 1 1
1 1 1 1 0 0 0

Following Remark 5.5.9 as in the minimal case, the number of sji lattice
representations in both counts is respectively 7+7+21 = 35 and 1+1+1 = 3.
It is easy to see that
FlF7 = {V, 125, 146, 236, 345, 567, 1, 2, 3, 4, 5, 6, ∅}
∪ {V, 137, 146, 236, 247, 567, 1, 2, 3, 4, 6, 7, ∅}
provides a decomposition of the top lattice representation FlF7 as the join of
two sji’s. In matrix form, and in view of Proposition 5.5.7, this corresponds
to decomposing the matrix
M̂(FlF7, V ) =

0 0 1 1 0 1 1
0 1 0 1 1 1 0
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 0 1 0 1 1 0
1 1 0 0 0 1 1
1 1 1 1 0 0 0

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as 
0 0 1 1 0 1 1
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 1 0 0 0 1 1
1 1 1 1 0 0 0
⊕b

0 1 0 1 1 1 0
0 1 1 0 1 0 1
1 0 0 1 1 0 1
1 0 1 0 1 1 0
1 1 1 1 0 0 0

where we depict only the rows corresponding to the smi elements of the
lattices (minus the top).
Note that the maximal decomposition of FlF7 as join of sji’s would
include 35 factors.
Proposition 5.7.12 mindegF7 = 4.
Proof. It follows from our complete description of the minimal lattice rep-
resentations that F7α = 4 = F7β. Thus mindegF7 = 4 by Corollary 5.6.4.

Further information on the Fano plane and boolean representations, un-
der a different perspective, can be found in [41].
5.7.3 The uniform matroid U3,n
We shall analyse in this subsection the uniform matroids of the form U3,n
with n ≥ 5. For the simpler cases n = 3, 4, we can adapt the discussion of
T3 in Subsection 5.7.1.
Given F ∈ FSub∧FlU3,n, we define a graph Fγ = (V,E) with pq ∈ E
whenever p, q are distinct and pq /∈ F . This graph is actually the complement
of the graph of flats of U3,n (see Section 6.4). We prove that:
Lemma 5.7.13 Let n ≥ 5. Then the following conditions are equivalent for
F ∈ FSub∧FlU3,n:
(i) F ∈ im θ;
(ii) gthFγ > 3 and |V \ F | ≤ 1.
Proof. (i) ⇒ (ii). Suppose that gthFγ = 3. Then there exist distinct
p, q, r ∈ V such that pq, pr, qr /∈ F . Hence ClF (xy) = V for all distinct
x, y ∈ {p, q, r}. Since pqr ∈ H, this contradicts F ∈ Im θ in view of Corollary
5.5.3. Thus gthFγ > 3.
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Suppose next that x, y ∈ V \ F are distinct. Let a, b, c ∈ V \ {x, y} be
distinct. By Corollary 5.5.3, xya admits an enumeration x1, x2, x3 satisfying
ClF (x1x2x3) ⊃ ClF (x2x3) ⊃ ClF (x3). (5.15)
Since F ⊆ P≤2(V ) ∪ {V }, we get x3, x2x3 ∈ F and so x3 = a and iaa ∈ F
for some ia ∈ {x, y}. Similarly, ibb, icc ∈ F for some ib, ic ∈ {x, y}. Since
|{ia, ib, ic}| ≤ 2, we may assume that ia = ib = x, hence x = iaa ∩ ibb ∈ F ,
a contradiction. Therefore |V \ F | ≤ 1.
(ii) ⇒ (i). Let x, y, z ∈ V be distinct. By Corollary 5.5.3, it suffices
to show that xyz admits an enumeration x1, x2, x3 satisfying (5.15). Since
gthFγ > 3, we have {xy, xz, yz} ∩ F 6= ∅. We may assume that xy ∈ F .
Since |V \ F | ≤ 1, we have either x ∈ F or y ∈ F . In any case, (5.15) is
satisfied by some enumeration of x, y, z and we are done. 
We discuss next the minimal and sji cases.
Proposition 5.7.14 The following conditions are equivalent for F ∈
FSub∧FlU3,n:
(i) F = (L, V )θ for some minimal (L, V ) ∈ LRU3,n;
(ii) gthFγ > 3, diamFγ = 2 and
maxdegFγ ≥ |V | − 2⇒ |V \ F | = 1. (5.16)
Proof. (i) ⇒ (ii). By Proposition 5.5.13, the minimal cases are once more
characterized by the following property: removal of some X ∈ smi(F ) \ {∅}
must make condition (ii) in Lemma 5.7.13 fail. It is easy to see that smi(F )\
{∅} contains precisely the 2-sets and the points which are not intersections
of 2-sets in F , i.e. vertices of degree ≥ |V | − 2 in Fγ.
By Lemma 5.7.13, we have gthFγ > 3 and |V \ F | ≤ 1. Suppose
that maxdegFγ ≥ |V | − 2. Then there exists some p ∈ V such that p
occurs at most in one 2-set in F . Thus p ∈ smi(F ). If V ⊆ F , it follows
from Proposition 5.5.10 that condition (iv) of Proposition 5.5.13 fails if we
remove p from F (since condition (ii) in Lemma 5.7.13 is still satisfied).
Hence |V \ F | = 1.
Finally, since |V | > 2 and gthFγ > 3, we have diamFγ ≥ 2. Suppose
that x, y ∈ V lie at distance > 2 in Fγ. Then we could add an edge
x −− y and still satisfy condition (ii) in Lemma 5.7.13. Since adding an
edge corresponds to removal of the smi xy from F , this contradicts (L, V )
being minimal.
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(ii) ⇒ (i). Since diamFγ = 2, it is clear that we cannot add any extra
edge and keep gthFγ > 3, hence removal of 2-sets from F will takes us out
of Im θ by Lemma 5.7.13. On the other hand, also in view of Lemma 5.7.13,
we can only remove a point from F if V ⊆ F , and by (5.16) this can only
happen if maxdegFγ < |V | − 2. However, as remarked before, this implies
that no point is in smi(F ). Therefore (L, V ) is minimal as claimed. 
Proposition 5.7.15 The following conditions are equivalent for F ∈
FSub∧FlU3,n:
(i) F = (L, V )θ for some sji (L, V ) ∈ LRU3,n;
(ii) gthFγ > 3 and one of the following cases holds:
there exists a unique uv ∈ P2(V ) such that d(u, v) > 2
in Fγ and (5.16) holds;
(5.17)
diamFγ = 2 and ( Fγ ∼= K2,n ⇒ |V \ F | = 1 ). (5.18)
Proof. (i)⇒ (ii). Lemma 5.7.13 yields gthFγ > 3, which implies diamFγ ≥
2.
Suppose first that diamFγ = 2. As remarked in the proof of Proposition
5.7.14, we cannot remove a 2-set from F , and smi points correspond to
vertices of degree ≥ |V | − 2 in Fγ. Therefore there is at most one such
vertex in Fγ. Since K2,n has two, then (5.18) must hold.
Finally, assume that diamFγ > 2. Then there exist u, v ∈ V at distance
3 in Fγ, and adding an edge u −− v does not spoil condition (ii) of Lemma
5.7.13. Since (L, V ) is sji, then the 2-set uv is unique. Similarly to the proof
of Proposition 5.7.14, (5.16) must hold to prevent removal of an smi point.
Therefore (5.17) holds.
(ii)⇒ (i). If (5.17) holds, then the unique edge that can be added to the
graph and keep its girth above 3 is u −− v. On the other hand, since (5.16)
holds, the possibility of removal of an smi point is excluded. Thus (L, V ) is
sji in this case.
Assume now that (5.18) holds. We cannot remove a 2-set from F in view
of Lemma 5.7.13, since adding an edge to a graph of diameter 2 implies girth
3, forbidden in view of Lemma 5.7.13. On the other hand, having an option
on removing an smi point would imply the existence of two points of degree
≥ |V | − 2, which in view of gthFγ > 3 implies Fγ ∼= K2,n. But in view of
(5.18) and previous comments, only one of these points can be present on
F . Thus (L, V ) is sji also in this case. 
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It is now a simple exercise, for instance, to check that the minimal repre-
sentations of U3,6 correspond (up to permutation of vertices) to the graphs
1 2 3 1 2
4 5 6 3 4 5 6
1 1
2 3 4 5 6 2 3 4 5
6
and to F1, F2, F3 ∈ FSub∧Fl H given respectively by
F1 = {V, 12, 13, 23, 45, 46, 56, 1, 2, 3, 4, 5, 6, ∅};
F2 = {V, 12, 34, 35, 36, 45, 46, 56, 1, 3, 4, 5, 6, ∅};
F3 = {V, 23, 24, 25, 26, 34, 35, 36, 45, 46, 56, 2, 3, 4, 5, 6, ∅};
F4 = {V, 13, 14, 16, 24, 25, 35, 36, 46, 1, 2, 3, 4, 5, 6, ∅}.
The corresponding lattices are now
V
12 13 23 45 46 56
1 2 3 4 5 6
∅
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V
12 34 35 36 45 46 56
2 3 4 5 6
∅
V
23 24 25 26 34 35 36 45 46 56
2 3 4 5 6
∅
V
13 14 16 24 25 35 36 46
1 2 3 4 5 6
∅
The non-minimal sji representations of U3,6 can be easily computed. In
fact, it is easy to see that if (5.17) holds, then by adding an edge u −− v to
the graph Fγ we get a graph of diameter 2 and still girth > 3. The converse
is not true, but a brief analysis of all the possible removals of one edge from
a minimal case graph to reach (5.17) gives us all such sji representations.
Those of type (5.18) are obtained by adding the seventh point to the
minimal representation given by K1,5 (the other types already have the
seven points or are excluded by the implication in (5.18).
Therefore the graphs corresponding to the sji representations of type
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(5.17) are
1 2 3 1 2
4 5 6 3 4 5 6
obtained by removing an edge from K3,3 and K2,4, respectively. Adding the
(essentially unique) case (5.18) representation, we obtain types
F5 = {V, 12, 13, 23, 34, 45, 46, 56, 1, 2, 3, 4, 5, 6, ∅};
F6 = {V, 12, 23, 34, 35, 36, 45, 46, 56, 2, 3, 4, 5, 6, ∅};
F7 = {V, 23, 24, 25, 26, 34, 35, 36, 45, 46, 56, 1, 2, 3, 4, 5, 6, ∅}.
The corresponding lattices are
V
12 13 23 34 45 46 56
1 2 3 4 5 6
∅
V
12 23 34 35 36 45 46 56
2 3 4 5 6
∅
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V
1 23 24 25 26 34 35 36 45 46 56
2 3 4 5 6
∅
It is easy to count 20+30+6+180 = 236 minimal lattice representations
for U3,6 only (but they reduce to 1 + 1 + 1 + 1 = 4 in the alternative
counting of Remark 5.5.9)! The sji’s (including the minimal cases) amount
to 236 + 90 + 120 + 6 = 452 and 4 + 1 + 1 + 1 = 7 in both countings.
Note that the lattices in the examples in which V ⊆ F , after removal
of the top and bottom elements, are essentially the Levi graphs [12] of the
graphs Fγ. The Levi graph of Fγ can be obtained by introducing a new
vertex at the midpoint of every edge (breaking thus the original edge into
two), and the connection to the lattice is established by considering that
each of the new vertices lies above its two adjacent neighbors.
Note also that famous graphs of girth > 3 and diameter 2 such as the
Petersen graph [15, Section 6.6] turn out to encode minimal respresentations
via the function γ (in U3,10, since the Petersen graph has 10 vertices).
Finally, we compute mindegU3,n:
Proposition 5.7.16 For n ≥ 3,
mindegU3,n =

n(n−2)
4 if n ≥ 6 and even
(n−1)2
4 if n ≥ 6 and odd
5 if n = 5
3 if n = 3 or 4
Proof. Assume first that n = 2m with m ≥ 3. We assume that M is an
R×V boolean representation of U3,2m with minimum degree. By Proposition
5.2.4(ii), we can add all the boolean sums of rows in M and still have a
boolean representation of U3,2m, and we can even add a row of zeroes (we are
in fact building the matrix Mµ ∈M from Section 3.4). Now by Proposition
3.5.4 we have Mµ = M(L, V ) for some (L, V ) ∈ LRU3,2m, and so F =
(L, V )θ satisfies gthFγ > 3 by Lemma 5.7.13. By Tura´n’s Theorem [15,
Theorem 7.1.1], the maximum number of edges in a triangle-free graph with
2m vertices is reached by the complete bipartite graph Km,m which has m
2
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edges. Therefore Fγ has at most m2 edges. Since 2V has
(
2m
2
)
= m(2m−1)
2-sets, it follows that F has at least m(2m−1)−m2 = m(m−1) 2-sets. Since
the 2-sets represent necessarily smi elements of Mµ, it follows that M =
M̂(L, V ) has at least m(m− 1) elements and so mindegU3,2m ≥ m(m− 1).
Equality is now realized through Fγ = Km,m. Note that in this case no
vertex has degree ≥ |V | − 2, hence all the points are intersections of 2-sets
in F and so the smi rows of the matrix are precisely the k(k−1) rows defined
by the complement graph of Km,m. Therefore mindegU3,2m = m(m− 1).
Assume now that n = 2m + 1 with m ≥ 3. The argument is similar to
the proof of the preceding case, so we just discuss the differences. Again
by Tura´n’s Theorem [15, Theorem 7.1.1], the maximum number of edges
in a triangle-free graph with 2m + 1 vertices is reached by the complete
bipartite graph Km,m+1 which has (m + 1)m edges. Therefore Fγ has at
most (m + 1)m edges. Since 2V has
(
2m+1
2
)
= (2m + 1)m 2-sets, it follows
that F has at least (2m+ 1)m− (m+ 1)m = m2 2-sets. Note that, since we
have m ≥ 3 no vertex has degree ≥ |V | − 2 in Km,m+1.
Assume now that n = 5. The preceding argument shows that F has at
least 4 2-sets but this time in K2,3 there is a vertex of degree 3, implying the
presence of an smi point in F . Therefore the above arguments yield only
4 ≤ mindegU3,5 ≤ 5. Suppose that there exists some M = (mij) ∈M4×5(B)
representing U3,5. Note that in view of Lemma 5.2.1 we may assume that
no row of M has more than two zeroes. Let F = FlM ∩ P2(V ). In view
of Corollary 5.5.3, every X ∈ P3(V ) must contain some Y ∈ F . Now it is
straightforward to check that any graph with 5 vertices and at most 4 edges
admits a 3-anticlique except (up to renaming of vertices)
1
2 3 4 5
Therefore the unique possibility is to have (up to congruence) a matrix of
the form 
0 0 1 1 1
0 1 0 1 1
1 0 0 1 1
1 1 1 0 0

But then 45 is not c-independent and we reach a contradiction. Therefore
mindegU3,5 = 5.
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For the cases n = 3 and n = 4, it is immediate that the matrices
1 0 00 1 0
0 0 1
 and
0 0 1 11 0 0 1
1 1 0 0

constitute representations of minimum degree. 
5.7.4 Steiner systems
A Steiner system with parameters t < r < n is an ordered pair (V,B),
where |V | = n and B ⊆ Pr(V ) (the set of blocks) is such that each t-subset
of V is contained in exactly one block. It follows that |B ∩ B′| < t for all
distinct B,B′ ∈ B. For details on Steiner systems, the reader is referred to
[1, Chapter 8].
We denote by S(t, r, n) the class of all Steiner systems with parameters
t < r < n. Two Steiner systems (V,B) and (V ′,B′) are said to be congruent
if there exists a bijection ϕ : V → V ′ inducing a bijection on the blocks. If
there exists a unique element of S(t, r, n) up to congruence, it is common to
use S(t, r, n) to denote it.
If (V,B) ∈ S(t, r, n) and p ∈ V , let B(p) = {X ⊆ V \ {p} | X ∪ {p} ∈ B}.
It is easy to see that (V \ {p},B(p)) ∈ S(t − 1, r − 1, n − 1). It is called a
derived system of (V,B).
A Steiner system in S(2, 3, n) (respectively S(3, 4, n)) is called a Steiner
triple system (respectively Steiner quadruple system) and the notation
S(2, 3, n) = STS(n), S(3, 4, n) = SQS(n)
is standard. It is known that SQS(n) 6= ∅ if and only if n ≡ 2 mod 6 or
n ≡ 4 mod 6. It is known that SQS(8) and SQS(10) are unique, while
SQS(14) has 4 congruence classes and SQS(16) has 1,054,163. We present
next a construction of SQS(8). We will use this description in Theorem
5.7.18(iii) to show that the minimum degree of the paving matroid defined
below corresponding to SQS(8) is 6.
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Consider the cube C depicted by
8 7
5 6
4 3
1 2
Write V = {1, . . . , 8} and let F denote the set of all 4-subsets of V which
correspond to faces of C. We define
B = {X ∈ P4(V )
∣∣ |X ∩ Y | is even for every Y ∈ F}.
It is easy to see that B contains 14 elements:
• the 6 faces 1234, 1458, 1256, 2367, 3478, 5678;
• the 6 diagonal planes 1278, 1357, 1467, 2358, 2468, 3456;
• the 2 twisted planes 1368, 2457.
Then (V,B) = SQS(8).
It is easy to check that B is closed under complement. Moreover,
|B ∩B′| is even for all B,B′ ∈ B. (5.19)
Indeed, if |B ∩B′| is odd, we may assume that |B ∩B′| = 3 by replacing B
by its complement if necessary. Then a 3-subset of V would be contained in
two distinct blocks, a contradiction.
We note also that the Fano plane of Subsection 5.7.2 (which is STS(7) =
S(2, 3, 7)) is a derived system of SQS(8) = S(3, 4, 8).
Now every (V,B) ∈ S(r − 1, r, n) induces a paving matroid (V,H(B)) ∈
BPav(r − 1) (boolean representable in view of Theorem 5.2.10) defined by
H(B) = P≤r(V ) \ B.
Its lattice of flats is easy to compute:
Lemma 5.7.17 Let (V,B) ∈ S(r − 1, r, n). Then:
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(i) Fl(V,H(B)) = P≤r−2(V ) ∪ B ∪ {V };
(ii) smi(Fl(V,H(B))) = B.
Proof. (i) We have P≤r−2(V ) ∪ {V } ⊆ Fl(V,H(B)) by Proposition 4.2.2.
Let B ∈ B and suppose that X ∈ H(B) ∩ 2B and p ∈ V \ B. We may
assume that |X| = r−1. Since B is the unique block containing X, we have
X ∪ {p} /∈ B and so X ∪ {p} ∈ H(B). Thus B ∈ Fl(V,H(B)).
Next consider X ∈ Pr−1(V ). Since X ∪ {p} ∈ B for some (unique)
p ∈ V \ X, it follows that X /∈ Fl(V,H(B)). Finally, assume that X ⊂ V
is such that |X| ≥ r and X /∈ B. If every r-subset of X is in B, then
|X| > r and some (r − 1)-subset of X must be contained in two distinct
blocks, a contradiction. Hence X must contain a facet and so ClX = V by
Proposition 4.2.3. Therefore X /∈ Fl(V,H(B)).
(ii) It suffices to show that every (r−2)-subset X of V is an intersection
of blocks. Indeed, for every p ∈ V \X, there exists some p′ ∈ V such that
X ∪ {p, p′} ∈ B. Suppose that q ∈ ∩p∈V \X{p, p′}. Since |V \ X| ≥ 3, it
follows that there exist two distinct B,B′ ∈ B such that B ∩B′ = X ∪ {q},
a contradiction. Thus X = ∩p∈E\X(X ∪ {p, p′}) as required. 
Theorem 5.7.18 Let (V,B) ∈ S(r − 1, r, n). Then:
(i) M(B, V ) is a boolean representation of (V,H(B)) ∈ BPav(r − 1);
(ii) mindeg (V,H(B)) ≤ |B|;
(iii) if r = 4 and n = 8, then mindeg (V,H(B)) = 6.
Proof. (i) By Theorems 5.2.5 and 5.2.10, M(Fl(V,H(B))) is a boolean rep-
resentation of (V,H(B)). By Corollary 5.5.11, we only need to keep the
rows corresponding to smi elements. Now the claim follows from Lemma
5.7.17(ii).
(ii) Immediate from (i).
(iii) Let F denote the set of all 4-subsets of V which correspond to faces
of the cube C. We show that M = M(F, V ) is a boolean representation
of (V,H(B)). Since F ⊆ Fl(V,H(B)), in view of (i) and Lemma 2.2.3(i) it
suffices to show that every 4-subset in H(B) is c-independent with respect
to M .
Let X ∈ H(B) with |X| = 4 (note that, being a matroid, (V,H(B))
is pure). By definition of B, there exists some Y1 ∈ F such that |X ∩ Y1|
is odd. Exchanging Y1 by its complement if needed, we may assume that
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|X∩Y1| = 3. Using the symmetries of the cube, we may assume without loss
of generality that Y1 = 5678 and X = x567. Let Y2 = 2367, Y3 = 3478 and
Y4 = 1234. Then M [Y1, Y2, Y3, Y4;x, 5, 6, 7] is a lower unitriangular subma-
trix of M and so X is c-independent. Thus M is a boolean representation
of (V,H(B)) and so mindeg(V,H(B)) ≤ 6.
Now suppose that M is a (reduced) boolean representation of (V,H(B))
with degree < 6. By Theorem 5.2.5, we have M = M(F,E) for some
F ⊆ Fl(V,H(B)). Let X ∈ B \ F . Using the symetries of the cube, we may
assume that X = 1234. Let Y = 1238 ∈ P4(V ) \ B ⊆ H(B).
Since Y is then c-independent with respect to M , then Y has a witness
in M by Proposition 2.2.6. Hence there exists some Z ∈ F such that |Y ∩
Z| = 3. Thus Z ∈ B by Lemma 5.7.17(i), a contradiction since the only
face of the cube sharing 3 elements with Y is the absent X. Therefore
mindeg(V,H(B)) = 6. 
We are interested in generalizing Theorem 5.7.18(iii) (see Question
9.1.3(iv)).
Chapter 6
Paving simplicial complexes
We devote this chapter to the particular case of paving simplicial complexes,
with special emphasis on the case of dimension 2. We shall develop tools
such as the graph of flats, which will lead us in Chapter 7 to results involving
the geometric realization of the complex.
6.1 Basic facts
In this chapter, we consider only simple paving simplicial complexes.
We start by establishing an alternative characterization of paving sim-
plicial complexes using the lattice of flats:
Lemma 6.1.1 Let H = (V,H) be a simplicial complex of dimension d.
Then the following conditions are equivalent:
(i) H is paving;
(ii) P≤d−1(V ) ⊆ FlH.
Proof. (i) ⇒ (ii). By Proposition 4.2.2(iii).
(ii) ⇒ (i). We show that P≤k(V ) ⊆ H for k = 0, . . . , d by induction.
The case k = 0 being trivial, assume that k ∈ {1, . . . , d}, X ∈ P≤k(V ) and
P≤k−1(V ) ⊆ H. Take x ∈ X. Then X \ {x} ∈ P≤k−1(V ) ⊆ H ∩ Fl H and
so X ∈ H. Thus P≤k(V ) ⊆ H. By induction, we get P≤d(V ) ⊆ H and so H
is paving. 
Next we simplify the characterization of boolean representable paving
simplicial complexes:
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Proposition 6.1.2 Let H = (V,H) ∈ Pav(d). Then the following condi-
tions are equivalent:
(i) H is boolean representable;
(ii) ∀X ∈ H ∩ Pd+1(V ) ∃x ∈ X : x /∈ Cl(X \ {x});
(iii) ∀X ∈ H ∩ Pd+1(V ) ∃x ∈ X : Cl(X \ {x}) 6= V .
Proof. (i) ⇒ (ii). By Theorem 5.2.6.
(ii) ⇒ (iii). Immediate.
(iii) ⇒ (i). By Corollary 5.2.7, it suffices to show that every X ∈ H
admits an enumeration x1, . . . , xk such that
Cl(x1, . . . , xk) ⊃ Cl(x2, . . . , xk) ⊃ . . . ⊃ Cl(xk) ⊃ Cl(∅). (6.1)
By condition (ii) in Lemma 6.1.1, this condition is satisfied if |X| ≤ d. Thus
we may assume that |X| = d+1. By condition (iii), there exists some x1 ∈ X
such that Cl(X \{x}) 6= V . By Proposition 4.2.3, we have ClX = V . Hence
ClX ⊃ Cl(X \ {x1}). Now (6.1) follows easily from Lemma 6.1.1. 
Since every matroid is pure, it is only natural to wonder which good
properties pure paving simplicial complexes might possibly have. We close
this section with a few counterexamples:
Example 6.1.3 Not every pure H = (V,H) ∈ Pav(2) is boolean repre-
sentable and the smallest counterexample occurs for |V | = 5.
Indeed, it follows easily from Example 5.2.11 that every pure H ∈
BPav(2) is boolean representable when |V | ≤ 4. Now let V = {1, . . . , 5}
and H = P≤2(V ) ∪ {123, 124, 125, 345}. It is immediate that H is paving
and pure. Take 345 ∈ H. It is easy to check that 1, 2 ∈ 34, 35, 45 and
so 34 = 35 = 45 = V . In view of Proposition 6.1.2, H is not boolean
representable.
Example 6.1.4 Not every pure H = (V,H) ∈ BPav(2) is a matroid and
the smallest counterexample occurs for |V | = 5.
It follows easily from Example 5.2.11 that every pure H ∈ BPav(2) is
a matroid when |V | ≤ 4. Now let V = {1, . . . , 5} and H = P≤3(V ) \
{134, 135}. It is immediate that H is paving and pure. It is easy to check
that 12, 23, 45 ∈ Fl H. Since every facet must contain one of these flats, H
is boolean representable by Proposition 6.1.2. Finally, (EP) fails for I = 145
and J = 13 and so H is not a matroid.
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6.2 Graphic boolean simplicial complexes
A simplicial complex H = (V,H) is said to be graphic boolean if it can be
represented by a boolean matrix M such that:
• M contains all possible rows with one zero;
• each row of M has at most two zeroes.
It follows from Lemma 6.1.1 that H = U2,|V | or H ∈ BPav(2).
We can then of course representH by a graph where the edges correspond
to the flats of the matrix having precisely two elements. This construction
will be generalized in Section 6.3 under the notation ΓM .
Proposition 6.2.1 Let H = (V,H) ∈ Pav(2). Then the following condi-
tions are equivalent:
(i) H is graphic boolean;
(ii) if X ∈ H ∩ P3(V ), then X \ {x} ∈ Fl H for some x ∈ X;
(iii) there exist no abc ∈ H and x, y, z ∈ V such that abx, ayc, zbc /∈ H.
Proof. (i) ⇒ (ii). Let H be represented by a boolean matrix M satisfying
the conditions in the definition of graphic boolean. Suppose that X ∈ H.
Then, permuting rows and columns if necessary, we may assume that M has
a 3× 3 submatrix of the form
1 0 0
? 1 0
? ? 1
a b c
It follows that there is a row in M having zeroes precisely at columns b and
c, and this implies that zbc is c-independent for every z ∈ V \ {b, c}. Hence
zbc ∈ H for every z ∈ V \ {b, c} and so X \ {a} ∈ Fl H.
(ii) ⇒ (iii). Suppose that exist some abc ∈ H and x, y, z ∈ V such that
abx, ayc, zbc /∈ H. Then ab, ac, bc /∈ Fl H.
(iii) ⇒ (i). Let M = Mat H and F = {X ∈ Fl H ∣∣ |X| ≤ 2}. We claim
that M [F, V ] is a boolean representation of H.
If X ⊆ V is c-independent with respect to M [F, V ], it is so with respect
to M by Lemma 2.2.3(i) and so X ∈ H by Lemma 5.2.3.
Conversely, assume that abc ∈ H. By (iii), we may assume that abx ∈ H
for every x ∈ V \ {a, b} and so ab ∈ Fl H. Hence ab ∈ F and since
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P≤1(V ) ⊆ F by Lemma 6.1.1, it follows that abc is c-independent with
respect to M [F, V ]. The equivalence is of course immediate for smaller
subsets, hence M [F, V ] is a boolean representation of H and so H is graphic
boolean. 
We provide next a series of examples and counterxamples involving
graphic boolean simplicial complexes:
Example 6.2.2 Not every H = (V,H) ∈ BPav(2) is graphic boolean and
the smallest counterexample occurs for |V | = 5.
It is a simple exercise to show that H ∈ BPav(2) is graphic boolean if
|V | ≤ 4 (see Example 5.2.11). Let V = {1, . . . , 5} and
H = P≤3(V ) \ {123, 145, 245, 345}.
Then Fl H = P≤1(V ) ∪ {123, V }. For every X ∈ P3(V ) ∩ H, we have
|X ∩ 123| = 2, say X ∩ 123 = ij. Writing X = ijk, we get
V = ClX ⊃ 123 = Cl(ij) ⊃ i = Cl(i) ⊃ ∅ = Cl(∅).
The cases X ∈ H \ P3(V ) being immediate, it follows from Corollary 5.2.7
that H is boolean representable. It is not graphic boolean since it fails
Proposition 6.2.1(ii).
Example 6.2.3 Not every graphic boolean simplicial complex H = (V,H)
is a matroid and the smallest counterexample occurs for |V | = 4.
The case |V | ≤ 3 is trivial. For |V | = 4, we consider Example 5.2.11(iii),
where it is shown that T2 is not a matroid and FlT2 = P≤1(V ) ∪ {12, V }.
Therefore T2 is graphic boolean by Proposition 6.2.1.
Example 6.2.4 Not every matroid H = (V,H) ∈ Pav(2) is graphic boolean
and the smallest counterexample occurs for |V | = 6.
The case |V | ≤ 4 is easy to check in view of Example 5.2.11. Assume
next that H is a paving matroid of dimension 2 with V = {1, . . . , 5}.
Suppose that 123 ∈ Fl H. Then 124, 125, 134, 135, 234, 235 ∈ H. Since
124, 134, 234, 45 ∈ H, it follows easily from (EP) that at least two of the 3-
sets 145, 245, 345 belong to H. Hence P≤3(V )\H has at most two elements.
Since the elements abx, ayc, zbc in the statement of Proposition 6.2.1 must
be all distinct, it follows that H is graphic boolean.
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Hence we may assume that Fl H contains no 3-set. Suppose that 1234 ∈
Fl H. Then ab5 ∈ H for all distinct a, b ∈ {1, . . . , 4} and so a5 ∈ Fl H
for every a ∈ {1, . . . , 4}. By Proposition 4.2.3, H contains no other 3-set,
hence the flats a5 suffice to build a representation of H and so H is graphic
boolean.
Therefore we may assume that Fl H contains neither 3-sets nor 4-sets.
Thus H is graphic boolean if |V | = 5.
Finally, let V = {1, . . . , 6} and H = P≤3(E) \ {124, 135, 236}. Since
123 ∈ H, it follows from Proposition 6.2.1 that H is not graphic boolean.
However, H ∈ Pav(2) and any two distinct elements of P≤3(V ) \ H share
precisely one element, so it follows easily that H is a matroid.
6.3 Computing the flats in dimension 2
We develop in this section techniques to compute the lattice of flats of a
given H ∈ BPav(2) from a given boolean representation.
We introduce the definition of partial euclidean geometry (abbreviated
to PEG). This concept has been extensively studied in a number of contexts
in incidence geometry, incidence structures and set intersection problems.
For example, see [10, 13, 37, 46, 47]. For the purposes of this book, it is
convenient for us to call these structures PEGs.
Given a finite nonempty set V and a nonempty subset L of 2V , we say
that (V,L) is a PEG if the following axioms are satisfied:
(G1) if L,L′ ∈ L are distinct, then |L ∩ L′| ≤ 1;
(G2) |L| ≥ 2 for every L ∈ L.
The elements of V are called points and the elements of L are called lines.
Let H = (V,H) ∈ BPav(2) be represented by an R × V boolean matrix
M = (mrp). By Lemma 5.2.1, Zr = {p ∈ V | mrp = 0} belongs to Fl H for
every r ∈ R. We say that Zr is a line of M if 2 ≤ |Zr| < |V |. We denote by
LM the set of lines of M and write
GeoM = (V,LM ).
Proposition 6.3.1 Let M be a matrix representation of H ∈ BPav(2).
Then GeoM is a PEG.
Proof. Since M has a submatrix congruent to1 0 0? 1 0
? ? 1

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then LM is nonempty. Now it suffices to prove axiom (G1). Suppose that
|L∩L′| > 1 for some distinct L,L′ ∈ LM . We may assume that L 6⊆ L′. Let
p ∈ L ∩ L′. By Proposition 4.2.2,
∅ ⊂ {p} ⊂ L ∩ L′ ⊂ L ⊂ V
is a chain in Fl H. Since ht Fl H = 3 by Corollary 5.2.8, we reach a
contradiction. Therefore (G1) holds and GeoM is a PEG. 
Assume now that L ⊆ 2V is nonempty (not satisfying necessarily axioms
(G1) or (G2)). We say that X ⊆ V is a potential line with respect to L
if |X ∩ L| ≤ 1 for every L ∈ L \ {X}. We denote by Po(L) the set of
all potential lines with respect to L, and by Pom(L) the set of maximal
elements of Po(L) (with respect to inclusion).
Let H = (V,H) be a simplicial complex. The rank function rH : 2V → N
is defined by
XrH = max{|I|
∣∣ I ∈ 2X ∩H}.
The maximum value of rH is the rank of H and equals dim H +1. We collect
more detailed information on rank functions in Section A.6 of the Appendix.
We prove now the following lemma:
Lemma 6.3.2 Let M be a boolean representation of H = (V,H) ∈ BPav(2).
Then:
(i) LM ⊆ Pom(LM );
(ii) Po(Pom(LM )) ⊆ Pom(LM ) ∪ P≤1(V );
(iii) if X ⊂ Y ∈ Po(LM ) \ LM , then X ∈ Po(LM );
(iv) XrH ≤ 2 for every X ∈ Po(LM ).
Proof. (i) We have LM ⊆ Po(LM ) by Proposition 6.3.1. Suppose that
L ⊂ X with L ∈ LM and X ∈ Po(LM ). Then |X ∩ L| = |L| > 1. Since
X 6= L, this contradicts X ∈ Po(LM ). Thus LM ⊆ Pom(LM ).
(ii) It follows from part (i) that Po(Pom(LM )) ⊆ Po(LM ). Suppose
therefore that X ∈ Po(Pom(LM )), |X| > 1 and X ⊂ Y for some Y ∈
Po(LM ). Then we may assume that Y ∈ Pom(LM ). Since |X ∩Y | = |X| >
1, this contradicts X ∈ Po(Pom(LM )). Thus X ∈ Pom(LM ).
(iii) Supose that |X ∩L| > 1 for some L ∈ LM \ {X}. Then |Y ∩L| > 1
and Y /∈ LM yields L 6= Y . Thus Y /∈ Po(LM ), a contradiction.
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(iv) Suppose that I ∈ H ∩ 2X with |I| = 3, say I = abc. After possible
reordering of rows and columns, M has a submatrix of the form
r1 1 0 0
r2 ? 1 0
r3 ? ? 1
a b c
(6.2)
It follows that b, c ∈ X ∩ Zr1 , contradicting X ∈ Po(LM ). 
In the following lemma, we show how to recover H from LM and
Pom(LM ):
Lemma 6.3.3 Let M be a boolean representation of H = (V,H) ∈ BPav(2).
Then
H = P≤2(V ) ∪ (
⋃
L∈LM
{X ∈ P3(V )
∣∣ |X ∩ L| = 2})
= P≤3(V ) \
⋃
Y ∈Pom(LM )
P3(Y ).
Proof. Let X ∈ H \ P≤2(V ). Then |X| = 3. Since X is c-independent
with respect to M , there exists some submatrix of M of the form (6.2) with
X = abc. Then Zr1 ∈ LM satisfies |X ∩ Zr1 | = 2 and so H ⊆ P≤2(V ) ∪
(∪L∈LM {X ∈ P3(V )
∣∣ |X ∩ L| = 2}).
Next, assume that X ∈ P3(V ) satisfies |X ∩ L| = 2 for some L ∈ LM .
Suppose that X ⊆ Y for some Y ∈ Pom(LM ). Then |Y ∩ L| ≥ 2, and Y ∈
Po(LM ) yields Y = L. Thus |X| = |X ∩ Y | = 2, a contradiction. Therefore
P≤2(V ) ∪ (
⋃
L∈LM
{X ∈ P3(V )
∣∣ |X ∩ L| = 2}) ⊆ P≤3(V ) \ ⋃
Y ∈Pom(LM )
P3(Y ).
Finally, assume that X ∈ P≤3(V ) \ H. Then |X| = 3, hence we must
show that X ⊆ Y for some Y ∈ Pom(LM ).
Suppose that |X ∩ L| > 2 for some L ∈ LM . Then X ⊆ L ∈ Pom(LM )
by Lemma 6.3.2(i) and we are done. On the other hand, if |X ∩ L| = 2 for
some L ∈ LM , say X ∩ L = bc, we use the fact that the b and c columns
in M must be different (otherwise bc ∈ H is not c-independent) to build
a submatrix of M of the form (6.2), contradicting X /∈ H. Hence we may
assume that |X ∩ L| ≤ 1 for every L ∈ LM , i.e. X ∈ Po(LM ). Taking
Y ∈ Pom(LM ) containing X, we reach our goal. 
Now we use the operators P and Pom to describe Fl H from LM :
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Theorem 6.3.4 Let M be a boolean representation of H = (V,H) ∈
BPav(2). Then
Fl H = P≤1(V ) ∪ {V } ∪ Po(Pom(LM )).
Proof. Let X ∈ Fl H. We may assume that 1 < |X| < |V |. Suppose that
X /∈ Po(LM ). Then |X ∩L| > 1 for some L ∈ LM \ {X}. Since LM ⊆ Fl H
by Lemma 5.2.1, this contradicts Proposition 6.3.1 (applied to the matrix
Mat H). Hence X ∈ Po(LM ).
Suppose that |X ∩ Y | > 1 for some Y ∈ Pom(LM ) \ {X}. Then X ∈
Po(LM ) yields Y 6⊂ X. Take a, b ∈ X ∩ Y distinct and p ∈ Y \ X. Since
ab ∈ H and X is closed, we have abp ∈ H and so Y rH > 2, contradicting
Lemma 6.3.2(iv). Therefore X ∈ Po(Pom(LM )).
Regarding the opposite inclusion, we have P≤1(V ) ∪ {V } ⊆ Fl H by
Proposition 4.2.2. Let X ∈ Po(Pom(LM )) and assume that I ∈ H ∩2X and
p ∈ V \X. We must show that I ∪ {p} ∈ H.
Since P≤2(V ) ⊂ H, and in view of Lemma 6.3.2, we may assume that
|I| = 2, say I = ab. Suppose that abp ⊆ Y for some Y ∈ Pom(LM ).
Since p /∈ X, we have X 6= Y . However, |X ∩ Y | ≥ 2, contradicting X ∈
Po(Pom(LM )).
Thus no element of Po(LM ) contains abp. In particular, abp /∈ Po(LM )
implies that there exists some L ∈ LM \{abp} ⊆ Fl H such that |L∩abp| > 1.
Since LM ⊆ Po(LM ) by Lemma 6.3.2(i), we cannot have abp ⊆ L, hence
|L∩ abp| = 2. Hence, taking x ∈ L∩ abp, it follows that abp is a transversal
of the successive differences for the chain ∅ ⊂ {x} ⊂ L ⊂ V in Fl H, and so
abp ∈ H by Theorem 5.2.6. Therefore X ∈ Fl H. 
Example 6.3.5 Let V = {1, . . . , 7} and H = (V,H) be represented by
M =
0 0 1 1 0 1 10 1 0 1 1 1 0
1 1 1 1 0 0 0

We compute Fl H.
Note that M has no zero columns (hence every point is c-independent)
and all columns are different (hence all 2-sets are c-independent). Since 123
is also c-independent, we have H ∈ BPav(2). We generalize this example in
Question 9.2.5.
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If we represent GeoM as lines in the real plane,
1
2
3 4 5
6
7
it is easy to see that Pom(LM ) = LM ∪ {146, 247, 345, 2346}. Since 2346
shares at least two points with each element of {146, 247, 345, 2346}, it fol-
lows that Po(Pom(LM )) = LM and so Fl H = P≤1(V ) ∪ {V } ∪ LM by
Theorem 6.3.4. Since dim H = 2, any representation must have degree ≥ 3,
hence mindeg H = 3. Note also that by Lemma 6.3.3 H contains all 3-sets
except those contained in some element of Pom(LM ). Thus
H = P≤3(V ) \ {125, 137, 146, 234, 236, 246, 247, 345, 346, 567}.
Given an R× V matrix M , we define a (finite undirected) graph ΓM =
(V,E), where E contains all edges of the form p −− q such that p 6= q and
pq ⊆ Zr for some r ∈ R. When M is a boolean representation of H, ΓM
can be of assistance on the computation of Fl H from LM .
Theorem 6.3.6 Let M be a boolean representation of H = (V,H) ∈ BPav(2).
Then:
Fl H = P≤1(V ) ∪ {V } ∪ LM ∪ {superanticliques of ΓM}.
Proof. By Lemma 5.2.1 and Theorem 6.3.4, we have P≤1(V )∪{V }∪LM ⊆
Fl H. Assume now that X is a superanticlique of ΓM . Let I ∈ H ∩ 2X and
p ∈ V \X. We must show that I ∪ {p} ∈ H.
Suppose that |I| = 3. By the first equality in Lemma 6.3.3, we have
|I ∩ L| = 2 for some L ∈ LM , contradicting X being an anticlique of ΓM .
Hence |I| ≤ 2, and we may indeed assume that |I| = 2, say I = xy. Since
X is a superanticlique of ΓM , we have p ∈ nbh(x) ∪ nbh(y), hence we may
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assume that p ∈ nbh(x). It follows that px ⊆ L for some L ∈ LM . Since
y /∈ nbh(x), we have y /∈ L and so xyp ∈ H by the first equality in Lemma
6.3.3. Therefore X ∈ Fl H.
Conversely, let X ∈ Fl H. We may assume that 1 < |X| < |V |. Suppose
first that there exists an edge x −− y in ΓM for some x, y ∈ X. Then
xy ⊆ L for some L ∈ LM ⊆ Fl H. Since |X ∩ L| > 1, it follows from
Proposition 6.3.1 (applied to the matrix Mat H) that X = L ∈ LM . Hence
we may assume that X is an anticlique. Let x, y ∈ X be distinct and let
p ∈ V \X. Since xy ∈ H and X is closed, we have xyp ∈ H. By the first
equality in Lemma 6.3.3, xyp is not an anticlique. Since x /∈ nbh(y), we get
p ∈ nbh(x)∪nbh(y) and so V \X ⊆ nbh(x)∪nbh(y). The opposite inclusion
holds trivially in the anticlique X, hence X is a superanticlique. 
We remark that, being easier for our eyes to detect cliques than an-
ticliques, it is often useful in practice to work within (ΓM)c to exchange
superanticliques by supercliques.
Next we combine Lemma 6.3.3 with Theorem 6.3.6 to obtain a new
description of H in terms of M :
Proposition 6.3.7 Let M be a boolean representation of H = (V,H) ∈
BPav(2). Then
H = P≤3(V ) \ ({3-anticliques of ΓM} ∪
⋃
L∈LM
P3(L)).
Proof. Let X ∈ P3(V ). By the second equality in Lemma 6.3.3, it suffices
to show that X ⊆ Y for some Y ∈ Pom(LM ) if and only if X ∈ ∪L∈LMP3(L)
or X is an anticlique of ΓM .
Assume first that X ⊆ Y for some Y ∈ Pom(LM ) and X is not an
anticlique of ΓM . The latter implies |X ∩ L| ≥ 2 for some L ∈ LM and so
also |Y ∩ L| ≥ 2. Hence Y = L and so X ∈ P3(L).
For the opposite inclusion, in view of Lemma 6.3.2(i), we may assume
that X is an anticlique of ΓM . Then X ∈ Po(LM ) and so is contained in
some Y ∈ Pom(LM ). 
Example 6.3.8 Let V = {1, . . . , 5} and H = (V,H) be represented by
M =
0 1 0 1 01 0 0 0 1
0 0 1 1 1

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Then M has minimum degree among the representations of H and FlH =
P≤1(V ) ∪ {V } ∪ LM ∪ {14, 25, 45}.
Note that all the columns are nonzero and different, and it follows easily
that H ∈ BPav(2). We cannot represent dimension 2 with two rows, hence
M is a representation of minimum degree.
Now (ΓM)c is the graph
1
2 3 4
5
Clearly, the supercliques of (ΓM)c are 14, 25 and 45. By Theorem 6.3.6, we
get Fl H = P≤1(V ) ∪ {V } ∪ LM ∪ {14, 25, 45}.
By Proposition 6.3.7, we get also H = P≤3(V ) \ {135, 234}.
6.4 The graph of flats in dimension 2
We explore in this section the concept of graph of flats. Recalling the
definition of ΓM in Section 6.3, we define ΓFl H = ΓMat H for every
H = (V,H) ∈ Pav(2). Thus we may write ΓFl H = (V,E), where p −− q is
an edge in E if and only if p 6= q and pq ⊂ V .
In Chapter 7, the graph of flats will play a major role in the computation
of the homotopy type of a simplicial complex in BPav(2), namely through
the number and nature of its connected components.
We can characterize simple matroids through the graph of flats:
Proposition 6.4.1 Let H ∈ Pav(2). Then the following conditions are
equivalent:
(i) H is a matroid;
(ii) ΓFl H is complete.
Proof. (i) ⇒ (ii). Write H = (V,H). Let x, y ∈ V be distinct. Since every
matroid is pure, there exists some z ∈ V \ xy such that xyz ∈ H. It follows
from Proposition 4.2.5(ii) that z /∈ xy, hence there exists an edge x −− y in
ΓFl H. Therefore ΓFl H is complete.
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(ii) ⇒ (i). Suppose that (EP) fails for I, J ∈ H. Since P2(V ) ⊆ H, then
|I| = 3. Since J ∪{i} /∈ H for every i ∈ I \J , we must have I ⊆ J . Hence J
contains a facet and so J = V by Proposition 4.2.3. Since |J | = 2, it follows
that ΓFl H is not complete. 
Given a graph Γ = (V,E), we define two simplicial complexes H1 (Γ) =
(V,H1(Γ)) and H0 (Γ) = (V,H0(Γ)) by
H1(Γ) = {X ∈ P≤3(V ) | X is not a 3-anticlique of Γ},
H0(Γ) = {X ∈ P≤3(V ) | X is neither a 3-clique nor a 3-anticlique of Γ}.
Clearly, H0(Γ) ⊆ H1(Γ). We shall see that H1(Γ) and H0(Γ) are max-
imum and minimum in some precise sense. Note also that different graphs
may yield the same complex, even if they have at least 3 vertices, even if
they are connected:
Example 6.4.2 We may have H1 (Γ) = H0 (Γ) = H1 (Γ′) = H0 (Γ′) for
nonisomorphic graphs Γ and Γ′.
Indeed, let Γ and Γ′ be depicted by
• • • •
• • • •
Then H1 (Γ) = H0 (Γ) = H1 (Γ′) = H0 (Γ′) = P≤3(V ) since there are neither
3-cliques nor 3-anticliques in either graph.
Lemma 6.4.3 Let H = (V,H) ∈ Pav(2) and let Γ = ΓFlH. Then H0(Γ) ⊆
H.
Proof. Write Γ = (V,E). Let X ∈ H0(Γ). Since H is simple, we may
assume that X = abc with ab ∈ E and ac /∈ E. Hence ab ⊂ V = ac and so
c /∈ ab. Since ab ∈ H, we get X ∈ H. 
The following lemma is essentially a restatement of Proposition 6.1.2:
Lemma 6.4.4 Let H = (V,H) ∈ Pav(2) and let Γ = ΓFlH. Then the
following conditions are equivalent:
(i) H ∈ BPav(2);
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(ii) H ⊆ H1(Γ).
Proof. (i) ⇒ (ii). Suppose that H 6⊆ H1(Γ). Then there exists some pqr ∈
H which is an anticlique. It follows that pq = pr = qr = V , contradicting
Proposition 6.1.2 since H is boolean representable. Therefore H ⊆ H1(Γ).
(ii) ⇒ (i). Let pqr ∈ H. Then pqr ∈ H1(Γ) and so we may assume
that pq ⊂ V . If r ∈ pq, then pq contains a facet of H and so pq = V
by Proposition 4.2.3, a contradiction. Hence r /∈ pq and so H is boolean
representable by Proposition 6.1.2. 
We now compute the flats for H1 (Γ) and H0 (Γ):
Proposition 6.4.5 Let Γ = (V,E) be a graph. Then:
(i) Fl H1 (Γ) = P≤1(V ) ∪ {V } ∪ E ∪ {superanticliques of Γ};
(ii) Fl H0 (Γ) = P≤1(V )∪{V }∪{supercliques of Γ}∪{superanticliques of Γ}.
Proof. (i) We have P≤1(V ) ∪ {V } ⊆ Fl H1 (Γ) by Proposition 4.2.2. If
pq ∈ E, then pqr ∈ H1(Γ) for every r ∈ V \ pq and so pq ∈ Fl H1 (Γ). Now
assume that S is a superanticlique of Γ and let I ∈ H1(Γ) ∩ 2S , p ∈ V \ S.
The case |I| = 3 is impossible and |I| ≤ 1 yields I ∪ {p} ∈ H1(Γ) trivially.
Hence we may assume that |I| = 2, say I = ab. But then p ∈ nbh(a)∪nbh(b)
and so I ∪ {p} ∈ H1(Γ). Therefore S ∈ Fl H1 (Γ).
Conversely, let X ∈ Fl H1 (Γ) and assume that X /∈ P≤1(V ) ∪ {V }.
Assume first that X is not an anticlique. Let p, q ∈ X be such that pq ∈ E.
Since pq ∈ Fl H1 (Γ), we have a chain
∅ ⊂ p ⊂ pq ⊆ X ⊂ V.
If pq ⊂ X, it follows that M = Mat H1 (Γ) possesses a 4× 4 lower unitrian-
gular matrix and so there exists a c-independent 4-set with respect to M .
Hence dim H1 (Γ) > 3 by Lemma 5.2.3, a contradiction. Thus X = pq ∈ E.
Finally, assume that X is an anticlique. Let a, b ∈ X be distinct and
let p ∈ V \ X. Then abp ∈ H1(Γ) yields p ∈ nbh(a) ∪ nbh(b). Hence
V \ X ⊆ nbh(a) ∪ nbh(b) and the opposite inclusion follows from X being
an anticlique. Thus X is a superanticlique.
(ii) We adapt the proof of part (i). If X ∈ P≤1(V ) ∪ {V } or X is a
superanticlique, we get X ∈ Fl H0 (Γ) by the same arguments. Assume
now that S is a superclique and let I ∈ H0(Γ) ∩ 2S , p ∈ V \ S. The case
|I| = 3 is impossible and |I| ≤ 1 yields I ∪ {p} ∈ H0(Γ) trivially. Hence we
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may assume that |I| = 2, say I = ab. But then p /∈ nbh(a) ∩ nbh(b) and so
I ∪ {p} ∈ H0(Γ). Therefore S ∈ Fl H0 (Γ).
The opposite inclusion is a straightforward adaptation of the analogous
proof in (i). 
Corollary 6.4.6 Let Γ = (V,E) be a graph. Then:
(i) H1 (Γ) is boolean representable;
(ii) H0 (Γ) need not be boolean representable.
Proof. (i) Let pqr ∈ H1(Γ). Then we may assume that pq ∈ E. Since pq is
closed by Proposition 6.4.5, it follows from Proposition 6.1.2 that H1 (Γ) is
boolean representable.
(ii) Let Γ be the graph described by
1 2
3 4 5 6 7
8 9
Then 345 ∈ H0(Γ). Suppose that H0 (Γ) is boolean representable. By
Proposition 6.1.2, we may assume without loss of generality that 5 /∈ 34
or 4 /∈ 35. The only maximal cliques containing 34 are 134 and 348, and
it is easy to check that none of them is a superclique. Hence 34 = V by
Proposition 6.4.5(ii). Similarly, the only maximal anticliques containing 35
are 356 and 357, and none of them is a superanticlique. Hence 35 = V by
Proposition 6.4.5(ii). Thus we reach a contradiction and therefore H0 (Γ) is
not boolean representable. 
We shall give next abstract characterizations of ΓFl H for H ∈ Pav(2)
and H ∈ BPav(2).
Theorem 6.4.7 Let Γ = (V,E) be a graph. Then Γ ∼= ΓFl(V,H) for some
(V,H) ∈ Pav(2) if and only if the following conditions are satisfied:
(i) |V | ≥ 3;
(ii) every 2-anticlique of Γ is contained in some 3-anticlique;
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(iii) for every 3-anticlique X of Γ, there exists some 3-anticlique Y such
that |X ∩ Y | = 2.
Proof. Assume that Γ = ΓFl(V,H) for some (V,H) ∈ Pav(2). Clearly,
|V | ≥ 3. Suppose that pq is an anticlique of Γ. Then pq is not closed and so
pqr /∈ H for some r ∈ V \ pq. By Lemma 6.4.3, we get pqr /∈ H0(Γ), hence
pqr is an anticlique of Γ and (ii) holds.
Assume now that pqr is an anticlique of Γ. Suppose first that pqr ∈ H.
Since pq is not closed, we have pqs /∈ H for some s ∈ V \ pq. Hence s 6= r.
By Lemma 6.4.3, we get pqs /∈ H0(Γ), hence pqs is an anticlique of Γ such
that |pqr ∩ pqs| = 2.
Thus we may assume that pqr /∈ H, hence |V | > 3. Suppose pqr is closed.
Since pqr is an anticlique, this implies V = pqr, a contradiction. Hence pqr
is not closed, and so we have xys /∈ H for some xy ⊂ pqr and s ∈ V \pqr. By
Lemma 6.4.3, xys is an anticlique of Γ such that |pqr ∩ xys| = 2. Therefore
(iii) holds.
Conversely, assume that conditions (i)–(iii) hold. Let S denote the set of
all the 2-anticliques of Γ which belong to two different maximal anticliques.
Assume that X1, . . . , Xm are all the maximal anticliques of Γ having more
than 3 elements and containing no element of S as a subset. For i = 1, . . . ,m,
choose Yi ∈ P3(Xi) and define
H = H1(Γ) ∪ {Y1, . . . , Ym}.
Suppose that E = ∅. It follows from (iii) that |V | > 3. But then V is the
unique maximal anticlique and has more than 3 elements, hence Y1 ∈ H and
so dim (V,H) = 2. The case E 6= ∅ is immediate, hence (V,H) ∈ Pav(2) in
all cases.
Assume that pq ∈ E. Since H1(Γ) ⊆ H, it follows from Proposition
6.4.5(i) that pq ∈ Fl(V,H) and so p −− q is an edge of ΓFl(V,H).
Finally, assume that pq /∈ E. We need to show that pq = V . Suppose
first that pq ∈ S. Then there exist two different maximal anticliques X and
Y of Γ such that pq ⊆ X ∩ Y . Let x ∈ X \ pq and suppose that pqx ∈ H.
Since X is an anticlique, we have pqx /∈ H1(Γ). Hence pqx = Yi ⊆ Xi for
some i ∈ {1, . . . ,m}, contradicting pq ∈ S. Hence pqx /∈ H and so X ⊆ pq.
Similarly, Y ⊆ pq. Now, since Y 6= X and X is a maximal anticlique, there
exist some x ∈ X and y ∈ Y such that xy ∈ E. Hence pq ∩H1(Γ) contains
a 3-set and so pq = V by Proposition 4.2.3. This settles the case pq ∈ S.
Therefore we may assume that pq /∈ S. Let X be the unique maximal
anticlique of Γ containing pq. By (ii), we have |X| ≥ 3. By (iii), and since
pq /∈ S, we have |X| ≥ 4. Suppose that pqx /∈ H for every x ∈ X \ pq.
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Then X ⊆ pq and we may assume that X = Xi for some i ∈ {1, . . . ,m},
otherwise we use the case pq ∈ S applied to some p′q′ ∈ P2(X) ∩ S to get
V = p′q′ ⊆ pq. But then Yi ⊆ pq and so pq = V by Proposition 4.2.3.
Thus we may assume that there exists some pqr ∈ H ∩ 2X . Since X is
an anticlique, we must have pqr = Yj ⊆ Xj for some j ∈ {1, . . . ,m}. By
uniqueness of X, we get X = Xj . Let s ∈ X \pqr. We cannot have pqs = Yk
for some k because pq /∈ S. Since X is an anticlique, it follows that pqs /∈ H
and so s ∈ pq. If qs ∈ S, we may use the case pq ∈ S applied to qs, hence
we may assume that X is the unique maximal anticlique of Γ containing qs.
Suppose that qrs ∈ H. Since qrs /∈ H1(Γ), we must have qrs = Yk ⊆ Xk
for some k ∈ {1, . . . ,m}. Since Xk is a maximal anticlique of Γ containing
qs, we get Xj = X = Xk and so qrs = Yk = Yj = pqr, a contradiction.
It follows that qrs /∈ H and so r ∈ qs ⊆ pq. Then pqr ⊆ pq and so
pq = V by Proposition 4.2.3 as required. 
In particular, it follows that the square
1 2
3 4
is not of the form ΓFl(V,H) for some (V,H) ∈ Pav(2).
As we remarked before, going to the complement graph may make things
easier, so we state the following corollary:
Corollary 6.4.8 Let Γ = (V,E) be a graph. Then Γ ∼= ΓFl(V,H) for some
(V,H) ∈ Pav(2) if and only if the following conditions are satisfied:
(i) |V | ≥ 3;
(ii) every edge of Γc is contained in some triangle;
(iii) every triangle of Γc shares exactly an edge with some other triangle.
We consider now the boolean representable case:
Theorem 6.4.9 Let Γ = (V,E) be a graph. Then Γ ∼= ΓFl(V,H) for some
(V,H) ∈ BPav(2) if and only if the following conditions are satisfied:
(i) |V | ≥ 3;
(ii) E 6= ∅;
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(iii) Γ has no superanticliques.
Proof. Assume that Γ = ΓFl(V,H) for some (V,H) ∈ BPav(2). Then there
exists some 3-set X ∈ H and so (i) holds. On the other hand, (ii) follows
from Lemma 6.4.4.
Now assume thatX is a nontrivial anticlique of Γ. Note thatX ⊂ V since
E 6= ∅. However, since |X| ≥ 2, we have X = V by definition of ΓFl(V,H).
It follows that X is not closed and so there exist some I ∈ H ∩ 2X and
r ∈ V \ X such that I ∪ {r} /∈ H. Now, since (V,H) is simple, we must
have |I| ≥ 2. Since I is an anticlique, |I| = 3 contradicts Lemma 6.4.4,
hence |I| = 2, say I = pq. Since pqr /∈ H, we have q ∈ pr and so pq ⊆ pr.
Since q /∈ nbh(p), we have pq = V , hence pr = V . Similarly, qr = V and
so pqr is a 3-anticlique of Γ. Thus r /∈ nbh(p) ∪ nbh(q) and so X is not a
superanticlique of Γ.
Conversely, assume that conditions (i), (ii) and (iii) do hold. By Corol-
lary 6.4.6, (V,H1(Γ)) ∈ BPav(2). By Proposition 6.4.5, and in view of (iii),
we have
Fl H1 (Γ) = P≤1(V ) ∪ {V } ∪ E
and so ΓFl(V,H1(Γ)) = Γ. 
Corollary 6.4.10 Let Γ = (V,E) be a graph.
(i) If Γ ∼= ΓFl(V,H) for some (V,H) ∈ BPav(2), then H1(Γ) is the great-
est possible H with this property with respect to inclusion.
(ii) If Γ is triangle-free and Γ ∼= ΓFl(V,H) for some (V,H) ∈ BPav(2),
then H = H1(Γ) and (V,H) is graphic boolean.
Proof. (i) By the proof of Theorem 6.4.9, together with Lemma 6.4.4.
(ii) By part (i), we have H ⊆ H1(Γ). Since Γ is triangle-free, pq = pq
for every edge p −− q of Γ, and so H1(Γ) ⊆ H. Moreover, every F ∈
Fl(V,H) \ {V } has at most two elements (to avoid triangles in Γ), thus
(V,H) is graphic boolean. 
The following example shows that the conditions of Theorems 6.4.7 and
6.4.9 are not equivalent, even if the graph has edges:
Example 6.4.11 We have K1,4 ∼= ΓFl(V,H) for some (V,H) ∈ Pav(2) but
not for (V,H) ∈ BPav(2).
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Next let Cnm denote the class of all graphs having precisely n connected
components and m nontrivial connected components.
In the disconnected case, we can get more precise characterizations than
Theorem 6.4.9:
Proposition 6.4.12 Let Γ = (V,E) be a disconnected graph. Then Γ ∼=
ΓFl(V,H) for some (V,H) ∈ BPav(2) if and only if Γ is not of the following
types:
(i) Γ ∈ Cn0 for some n;
(ii) Γ ∈ C21 with nontrivial connected component C, and Cc has a complete
connected component;
(iii) Γ ∈ C22 with connected components C1, C2, and Cc1, Cc2 both contain
isolated points.
Proof. Assume that Γ = ΓFl(V,H) for some (V,H) ∈ BPav(2). Then
|E| 6= ∅ by Theorem 6.4.9 and so Γ is not type (i).
Suppose that Γ is type (ii). Let X be a complete connected component
of Cc and write V \ C = {z}. Then X ∪ {z} is a nontrivial anticlique of Γ.
Suppose that a, b ∈ X ∪{z}. Then a ∈ C or b ∈ C and so nbh(a)∪nbh(b) =
V \ (X ∪ {z}). Hence X ∪ {z} is a superanticlique, contradicting Theorem
6.4.9. Thus Γ is not type (ii).
Suppose now that Γ is type (iii). Let zi be an isolated point of C
c
i for
i = 1, 2. Then z1z2 is a superanticlique of Γ, contradicting Theorem 6.4.9,
hence Γ is not type (iii) either.
Conversely, assume that Γ is neither type (i) nor type (ii) nor type (iii).
We must show that the three conditions of Theorem 6.4.9 are satisfied. This
is clear for the first two, so we suppose X to be a superanticlique of Γ.
Suppose first that Γ has at least three connected components. Since
Γ is not type (i), has a nontrivial connected component C. Since X is a
maximal anticlique, we can choose distinct x, y ∈ X \ C and z ∈ C \ X.
Then z /∈ nbh(x) ∪ nbh(y), contradicting X being a superanticlique.
Suppose next that Γ ∈ C22 with connected components C1, C2. Since X
is a maximal anticlique, it must intersect both C1 and C2. If |X| = 2, then
the two elements of X must be isolated points of Cc1 and C
c
2, respectively.
Since Γ is not type (iii), it follows that |X| > 2. Hence we may assume that
there exist two distinct elements x, y ∈ X ∩ C1 and take z ∈ C2 \ X. It
follows that z /∈ nbh(x) ∪ nbh(y), contradicting X being a superanticlique.
Therefore we may assume that Γ ∈ C21 with nontrivial connected compo-
nent C and V \C = {z}. Since Γ is not type (ii), X∩C cannot be a connected
6.5. COMPUTING mindegH IN DIMENSION 2 113
component of Cc (because it is a clique). Hence there exists an edge x −− y
in Cc with x ∈ X and y ∈ C \ X. It follows that y /∈ nbh(x) ∪ nbh(z),
contradicting X being a superanticlique.
Therefore Γ has no superanticliques and so Γ ∼= ΓFl(V,H) for some
(V,H) ∈ BPav(2) by Theorem 6.4.9. 
6.5 Computing mindegH in dimension 2
In this section, we compute mindeg H for every H ∈ BPav(2) with ΓFl H
disconnected.
Assuming H = (V,H) fixed, write M = Mat H. Let V1 denote the set
of points which belong to some single line L ∈ LM (any line). Let also V0
denote the set of points which belong to no line L ∈ LM . Note that V0
consists of the isolated points in ΓFl H, and
V1 ⊆ smi(Fl H).
We define
Q0 =

0 if V0 = ∅
1 if ΓFl H ∼= Km,1 unionsqK1
|V0| − 1 otherwise
Write also
L′M = {X ∈ LM | X ∩ V1 = ∅}.
Theorem 6.5.1 Let H = (V,H) ∈ BPav(2) with ΓFlH disconnected. Let
M = Mat H. Then
mindeg H = |L′M |+ |V1|+Q0.
Proof. Assume that N is a boolean matrix representation of H of minimum
degree. By Theorem 5.2.5, we may assume thatN is a submatrix ofM . Thus
LN ⊆ LM and so ΓN is a subgraph of ΓFl H with the same vertex set V ,
hence disconnected. Suppose that L ∈ LM \LN . Take x, y ∈ L distinct. By
Theorem 6.3.6 applied to N , we have nbhΓM (x)∪ nbhΓM (y) = V \L and so
L intersects all the connected components of ΓN . Since ΓN is a subgraph of
ΓFl H, it follows that ΓFl H is connected, a contradiction. Hence LM = LN .
Since N contains no row of zeroes and FlN ⊆ Fl H, it follows that
FlN = LM ∪ F for some F ⊆ P≤1(V ). How small can F be? We start this
discussion by decomposing V into a disjoint union
V = V0 ∪ V1 ∪ V2.
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Clearly, every p ∈ V2 must belong to at least two lines L,L′, and so p = L∩L′
by Proposition 6.3.1. By minimality of N and Proposition 5.2.4(ii), we have
p /∈ FlN .
Let L ∈ LM \L′M and suppose that p, q ∈ L∩V1 are distinct. Since pq ∈
H is c-independent with respect to N , and lines can’t help to distinguish
the two points, it follows that either p or q must belong to FlN . Hence
FlN must contain at least |L∩V1| − 1 flats of the form p (p ∈ L∩V1). This
implies the existence of |V1| − (|LM | − |L′M |) points of V1 in F .
Next suppose that p, q ∈ V0 are distinct. Similar to the preceding case,
either p or q must belong to FlN . Hence FlN must contain at least |V0|−1
flats of the form p (p ∈ V0).
Finally, suppose that ΓFl H ∼= Km,1unionsqK1. Let p be the vertex of degree m
(note that m > 1 necessarily, otherwise H = P≤3(V ) and ΓFl H is complete,
a contradiction). Since p ∈ H is c-independent with respect to N , and p
belongs to every line, we must have ∅ or q in FlN for some q 6= p. In any
case, we may assume that F contains Q0 flats of the form p (p ∈ V0).
Write
K = |LM |+ |V1| − (|LM | − |L′M |) +Q0 = |L′M |+ |V1|+Q0.
All the above remarks combined show that
mindeg H = |FlN | ≥ K
in all possible cases.
To prove the opposite inequality, we build a boolean representation N ′
of H with K rows. Indeed, let FlN ′ contain:
(a) every L ∈ LM ;
(b) for every L ∈ LM such that |L ∩ V1| > 1, all subsets of the form p
(p ∈ L ∩ V1) but one;
(c) all subsets of the form p (p ∈ V0) but one;
(d) ∅, if ΓFl H ∼= Km,1 unionsqK1.
It is easy to check that FlN ′ ⊆ Fl H and |FlN ′| = K. It remains to show
that every X ∈ H is c-independent with respect to N ′. We assume that the
rows are indexed by the corresponding flats.
Assume first that X = p. We must show that p /∈ F for some F ∈ FlN ′.
In view of (a) and (c), we may assume that p ∈ L for every L ∈ LM and
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|V0| ≤ 1. Since ΓFl H is disconnected, we must have indeed |V0| = 1.
Suppose that |L′| > 2 for some L′ ∈ LM . Since p ∈ L for every L ∈ LM and
by Proposition 6.3.1, it follows that L \ {p} ⊆ V1 and so the claim follows
from (b). Thus we may assume that |L| = 2 for every L ∈ LM . Therefore
ΓFl H ∼= Km,1 unionsqK1 and so p /∈ ∅ ∈ FlN ′. This completes the case |X| = 1.
Assume next that |X| = 2, say X = pq. Suppose that there exists some
L ∈ LM such that p /∈ L and q ∈ L. Since there exists some F ∈ FlN ′ such
that q /∈ F , the submatrix N [L,F ; p, q] is of the form
L 1 0
F ? 1
p q
and so pq is c-independent. Hence we may assume that p and q belong
to the same lines. By Proposition 6.3.1, it follows that either p, q ∈ V0 or
p, q ∈ L ∩ V1 for some L ∈ LM . Using (c) or (b), respectively, and the case
|X| = 1 as above, we complete the case |X| = 2.
Finally, the case |X| = 3 is proved using Lemma 6.3.3 (to get a row of
the form 100) and the case |X| = 2 (to complete the construction of the
lower unitriangular submatrix). Therefore every X ∈ H is c-independent
with respect to N ′ and so mindeg H = K. 
Example 6.5.2 Let V = {1, . . . , 6}. We compute mindeg H for the simpli-
cial complex H = (V,H) represented by the matrix
M =

0 0 0 1 1 1
1 1 1 0 0 1
0 1 1 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1
1 1 1 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0

It is easy to check that H ∈ BPav(2) and that the maximal potential
lines are given by
Pom(LM ) = LM ∪ {ab6 | a ∈ {1, 2, 3}, b ∈ {4, 5}}.
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Hence Po(Pom(LM )) = LM and by Theorem 6.3.4 we get Fl H = FlM ∪
{V, ∅}. Hence ΓFl H is the graph
1
2 3 4 5 6
and is therefore disconnected. We may therefore apply Theorem 6.5.1:
We have V0 = {6}, hence Q0 = 0. Moreover, V1 = {1, . . . , 5} since the
two lines are disjoint, and so L′M = ∅. Thus Theorem 6.5.1 yields
mindeg H = |L′M |+ |V1|+Q0 = 0 + 5 + 0 = 5.
It follows easily from the proof of Theorem 6.5.1 that
0 0 0 1 1 1
1 1 1 0 0 1
0 1 1 1 1 1
1 0 1 1 1 1
1 1 1 0 1 1

is a boolean representation of H with minimum degree.
Chapter 7
Shellability and homotopy
type
In this section, we relate shellability of a simplicial complex H ∈ BPav(2)
with certain properties of its graph of flats. We then use shellability to
determine the homotopy type of the geometric realization || H || (see Section
A.5 in the Appendix) and compute its Betti numbers. We use the so-called
nonpure version of shellability, introduced by Bjo¨rner and Wachs in [5, 6].
7.1 Basic notions
A simplicial complex H = (V,H) is shellable if we can order its facets as
B1, . . . , Bt so that, for k = 2, . . . , t and if I(Bk) = (∪k−1i=1 2Bi) ∩ 2Bk , then
(Bk, I(Bk)) is pure of dimension |Bk| − 2 (7.1)
whenever |Bk| ≥ 2. Such an ordering is called a shelling. We say that Bk
(k > 1) is a homology facet in this shelling if 2Bk \ {Bk} ⊆ ∪k−1i=1 2Bi .
Let X1, . . . , Xn be mutually disjoint compact connected topological
spaces. A wedge of X1, . . . , Xn, generically denoted by ∨ni=1Xi, is a topolog-
ical space obtained by selecting a base point for each Xi and then identify-
ing all the base points with each other. If each of the Xi has a transitive
homeomorphism group (i.e., given any two points x, y ∈ Xi there is a home-
omorphism taling x into y), then ∨ni=1Xi is unique up to homeomorphism.
This is the case of spheres: a sphere of dimension d is a topological space
homeomorphic to the euclidean sphere
{X ∈ Rd+1 ∣∣ |X| = 1},
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where |X| denotes the euclidean norm of X.
Given topological spaces X and Y , a homotopy between continuous map-
pings φ, ψ : X → Y is a family of continuous mappings θt : X → Y
(t ∈ [0, 1]) such that θ0 = ϕ, θ1 = ψ and, for every x ∈ X, the mapping
[0, 1] → Y
t 7→ xθt
is continuous for the usual topology of [0, 1].
We say that two topological spaces have the same homotopy type if there
exist continuous mappings α : X → Y and β : Y → X such that:
• there exists a homotopy between αβ and 1X ;
• there exists a homotopy between βα and 1Y .
The homotopy type of a geometric simplicial complex (see Section A.5
in the Appendix) turns out to be undecidable in general, as we note in
the end of this chapter, so the following theorem from Bjo¨rner and Wachs
illustrates the geometric importance of shellability. We omit defining some
of the concepts appearing in it, and we omit the proof as well:
Theorem 7.1.1 [5] Let H be a shellable trim simplicial complex of dimen-
sion d. Then:
(i) || H || has the homotopy type of a wedge W (H) of spheres of dimen-
sions from 1 to d;
(ii) for i = 1, . . . , d, the number wi(H) of i-spheres in the construction of
W (H) is the same as the following two numbers:
– the number of homology facets of dimension i in a shelling of H,
– the i-th Betti number (i.e the rank of the ith homology group) of
|| H ||.
For more details on shellability, the reader is referred to [52].
Our aim is to discuss shellability within Pav(2). We start with the low
dimension cases which are easy to establish. The proof is left to the reader.
Proposition 7.1.2 Let H be a simplicial complex of dimension ≤ 1. Then
the following conditions are equivalent:
(i) H is shellable;
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(ii) there exists at most one nontrivial connected component of (ΓH)c.
As preliminary work to the dimension 2 case, it is useful to establish
when a simplicial complex with 3 vertices is pure of dimension 1. The proof
is left to the reader.
Lemma 7.1.3 Let H = (V,H) be a simplicial complex of dimension 1 with
|V | = 3. Then H is pure if and only if one of the following conditions holds:
(i) H contains exactly one 2-set but the third element of V is not in H;
(ii) H contains at least two 2-sets.
We may refer to simplicial complexes satisfying (i) (respectively (ii)) as
type 1 (respectively type 2).
The following result, due to Bjo¨rner and Wachs [5, 6], shows that we
may always rearrange the facets in a shelling with respect to dimension:
Lemma 7.1.4 [5] Let H be a shellable simplicial complex. Then H admits
a shelling where the dimension of the facets is not increasing.
Proof. Let B1, . . . , Bt be a shelling ofH. Suppose that m = |Bi| < |Bi+1| =
n. We may assume that m ≥ 2. We write (Bj , I(Bj)) with respect to the
original shelling and (Bj , I
′(Bj)) with respect to the sequence obtained by
swapping Bi and Bi+1.
Let X be a facet of (Bi+1, I
′(Bi+1)). Then X ∈ I(Bi+1). Since the
complex (Bi+1, I(Bi+1)) is pure of dimension n−2, we have X ⊆ Y for some
Y ∈ I(Bi+1) of dimension n − 2. Since Bi 6⊆ Bi+1 and Bi has dimension
≤ n − 2, we get Y ∈ I ′(Bi+1) and so (Bi+1, I ′(Bi+1)) is pure of dimension
n− 2.
Now let X be a facet of (Bi, I
′(Bi)). Suppose that X 6⊆ Bi+1. Then
X ∈ I(Bi) and so X ⊆ Y for some Y ∈ I(Bi) ⊆ I ′(Bi) of dimension m− 2.
Hence we may assume that X ⊂ Bi+1. Since (Bi+1, I(Bi+1)) is pure of
dimension n− 2, we have X ⊆ Y for some Y ∈ I(Bi+1). Since |Y | ≥ m and
Bi 6⊆ Bi+1, it follows that Y ∈ ∪i−1j=12Bj and so X ∈ I(Bi). Since (Bi, I(Bi))
is pure of dimension m − 2, we get X ⊆ Z for some Z ∈ I(Bi) ⊆ I ′(Bi) of
dimension m − 2. Therefore (Bi, I ′(Bi)) is pure of dimension m − 2. Since
(Bj , I
′(Bj)) = (Bj , I(Bj)) for the remaining j, we still have a shelling after
performing the swap. Performing all such swaps successively, we end up
with a shelling of the desired type. 
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We end this section with a very useful result, due to Bjo¨rner and Wachs
[5], involving the notion of contraction. Given a simplicial complex H =
(V,H) and Q ∈ H \ {V }, we define the contraction of H by Q to be the
simplicial complex (V \Q,H/Q), where
H/Q = {X ⊆ V \Q | X ∪Q ∈ H}.
When the simplicial complex H is implicit, this contraction is also known
as the link of Q and denoted by lk(Q). See Section 8.3 for more details on
contractions.
Proposition 7.1.5 The class of shellable simplicial complexes is closed un-
der contraction.
Proof. Let H = (V,H) be a shellable simplicial complex with shelling
B1, . . . , Bt and let A ∈ H \ {V }. Given X ⊆ V \ A, we have X ∈ H/A
if and only if X ∪ A ∈ H. Let P = {i ∈ {1, . . . , t} | A ⊆ Bi} and let
i1, . . . , im be the standard enumeration of the elements of P . It is straight-
forward to check that Bi1 \A, . . . , Bim \A constitutes an enumeration of the
facets of lk(A). We prove that it is actually a shelling.
Let k ∈ {2, . . . ,m}. Then
I(Bik \A) = (∪k−1j=12Bij \A) ∩ 2Bik\A
(with respect to the enumeration in lk(A)). Suppose that X,Y are facets of
I(Bik \A). Then X∪A ∈ I(Bik) (with respect to the enumeration in H) and
it is easy to check that it is indeed a facet of I(Bik): if X∪A ⊂ X ′ ∈ I(Bik),
then X ⊂ X ′ \ A ∈ I(Bik \ A), a contradiction. Similarly, also Y ∪ A is a
facet of I(Bik). Since (BIk , I(Bik)) is pure, we get |X ∪ A| = |Y ∪ A| and
so also |X| = |Y |. Thus (Bik \ A, I(Bik \ A)) is pure. If |Bik \ A| ≥ 2, it is
easy to see that (Bik \A, I(Bik \A)) has dimension |Bik \A| − 2, therefore
lk(A) is shellable. 
7.2 Shellability within BPav(2)
We present in this section the main result of the whole chapter: the charac-
terization of the shellable complexes within BPav(2) by means of the graph
of flats ΓFl H defined in the beginning of Section 6.4. We prove a sequence
of lemmas which, combined together, give the main theorem.
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Let V be a finite set which we assume totally ordered. Let V + denote
the set of all finite nonempty words (sequences) on V . Given two words
x = x1 . . . xm and y = y1 . . . yn (xi, yj ∈ V ), we write x < y if one of the
following conditions is satisfied:
• there exists some k ≤ m,n such that xi = yi for 1 ≤ i < k and xk < yk;
• m < n and xi = yi for 1 ≤ i ≤ m.
This is a total order known as the alphabetic order on V ∗.
Given a simplicial complex H = (V,H) and a total order on V , we define
the alphabetic order on fct H as follows. Given B ∈ fct H, let ord(B) denote
the word of V + obtained by enumerating the elements of B in increasing
order. Given B,B′ ∈ fct H, we write
B < B′ if ord(B) < ord(B′)
for the alphabetic order on V +.
Lemma 7.2.1 Let H ∈ BPav(2) with at most one nontrivial connected com-
ponent in ΓFl H. Then H is shellable.
Proof. Write H = (V,H). Note that, in view of Theorem 6.4.9, Γ = ΓFl H
has precisely one nontrivial connected component C. Consider Geo Mat H
= {F ∈ Fl H | 2 ≤ |F | < |V |} and write
Geo Mat H = {F1, . . . , Fm}.
Each Fi defines a clique in Γ, and these cliques cover C completely. Since C
is connected, we may assume that F1, . . . , Fm is an enumeration such that
Fi ∩ (F1 ∪ . . . ∪ Fi−1) 6= ∅
for i = 2, . . . ,m. By Proposition 6.3.1, there exists a unique element
vi ∈ Fi ∩ (F1 ∪ . . . ∪ Fi−1)
for i = 2, . . . ,m. We write also
F ′i = Fi \ (F1 ∪ . . . ∪ Fi−1)
for i = 1, . . . ,m.
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Now, if F ′i 6= ∅, we fix a total order on F ′i having vi as minimum (if
i > 1). We fix also an arbitrary total order on V \ C. We glue these total
orders together according to the scheme
F ′1 < F
′
2 < . . . < F
′
m < V \ C
to get a total order on V .
We consider now an enumeration B1, B2, . . . , Bn of the facets of H with
respect to the alphabetic ordering. We claim that this enumeration is a
shelling of H.
Let k ∈ {2, . . . , n}. Assume first that |Bk| = 2, say Bk = xy. Suppose
that x ∈ C. If y is not adjacent to x, take z ∈ V adjacent to x. Then y /∈ xz
and Lemma 6.4.3 yields xyz ∈ H, contradicting Bk ∈ fct H. Hence we may
assume that x −− y is an edge of Γ. Taking z ∈ V \ xy, once again Lemma
6.4.3 yields xyz ∈ H, contradicting Bk ∈ fct H.
Therefore we must have Bk ∩C = ∅. Let a −− b be an edge in C. Then
abx, aby ∈ fct H in view of Lemma 6.4.3. Since abx, aby < Bk, it follows
that (Bk, I(Bk)) is pure of dimension 0.
Hence we may assume that |Bk| = 3. Write ord(Bk) = xyz. By Lemma
6.4.4, we have |Bk ∩ C| ≥ 2. Hence x ∈ F ′i for some i ∈ {1, . . . ,m}.
Assume first that y ∈ F ′i . Then z /∈ Fi in view of Proposition 4.2.3.
Suppose that i > 1. Since vi ∈ Fi, it follows from Lemma 6.4.3 that
v0xz, v0yz ∈ H. Since v0 < x < y, we get v0xz, v0yz < Bk and so
(Bk, I(Bk)) is pure of dimension 1 by Lemma 7.1.3.
Hence we may assume that i = 1. Let p < q denote the first two elements
of V . If x 6= 1, by adapting the preceding argument we get pxz, pyz ∈ H,
pxz, pyz < Bk and so (Bk, I(Bk)) is pure of dimension 1.
Thus we may assume that x = p. If y 6= q, we repeat the same argument
using pqy, pqz. Therefore we may assume that y = q. But then the only
elements which can precede Bk in the ordering of fct H are of the form pqr
with q < r < z and so (Bk, I(Bk)) is pure of dimension 1 also in this case.
Thus we may assume that y /∈ F ′i . Then y ∈ F ′j for some j > i. Then z ∈
Fj by Lemma 6.4.4. Let x
′ ∈ Fi\{x}. It is easy to check that xx′y, xx′z ∈ H,
xx′y, xx′z < Bk and so (Bk, I(Bk)) is pure of dimension 1 in this final case.
Therefore B1, B2, . . . , Bn is a shelling of H. 
The following example shows that the ordering of V cannot be arbitrary,
even if ΓFl H is connected. This is in contrast with the case of matroids,
where the shelling can be defined through any ordering of the vertices [4]
(see also [52]).
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Example 7.2.2 Let Γ be the graph described by
1 −− 5 −− 3 −− 4 −− 6 −− 7 −− 2
where the vertices are ordered by the usual integer ordering. Then the al-
phabetic order on the facets of H1 (Γ) does not produce a shelling.
First, we check that Γ has no superanticliques and so Γ ∼= ΓFl H1 (Γ)
by Theorem 6.4.9 and Corollary 6.4.10. Then we note that the alphabetic
order on the facets starts with
125 < 127 < 134 < . . .
and so (134, I(134)) is not pure of dimension 1.
The following example shows that Lemma 7.2.1 may fail if H is not
boolean representable:
Example 7.2.3 Let H = (V,H) be defined by V = {1, . . . , 5} and H =
P≤2(V ) ∪ {123, 124, 125, 345}. Then:
(i) H∈ Pav(2);
(ii) H is not boolean representable;
(iii) ΓFlH ∈ C41 ;
(iv) H is not shellable.
It is straightforward to check that
Fl H = P≤1(V ) ∪ {12, V }.
Since 345 /∈ H1(Γ), it follows from Lemma 6.4.4 that H is not boolean
representable. Moreover, ΓFl H is the graph
1 2 3 4 5
and is therefore in C41 .
Clearly, lk(5) = ({1, . . . , 4}, H ′) for H ′ = P≤1(1234) ∪ {12, 34}, hence
lk(5) is not shellable by Proposition 7.1.2. By Proposition 7.1.5, H is not
shellable either.
Lemma 7.2.4 Let H ∈ Pav(2) with ΓFlH ∈ Cmm and m ≥ 1. Then H is
pure.
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Proof. Write H = (V,H) and Γ = ΓFl H = (V,E). Suppose that pq is
a facet of H. If pq /∈ E, we can take x ∈ nbh(p) since Γ has no trivial
connected components. Then pqx ∈ H0(Γ) ⊆ H by Lemma 6.4.3. On the
other hand, if pq ∈ E, we can take y in some other connected component
and we also get pqy ∈ H0(Γ) ⊆ H. Therefore H is pure. 
Lemma 7.2.5 Let H ∈ Pav(2) with ΓFlH ∈ C22 . Then H is shellable.
Proof. Write H = (V,H) and Γ = ΓFl H = (V,E). We consider first the
particular case of H being boolean representable.
Let V = A ∪ B be the partition defined by the connected components.
Write A = {a1, . . . , am} and assume that, for every i ∈ {2, . . . ,m}, we have
aiaiα ∈ E for some iα < i. Such an enumeration exists because A is the set of
vertices of a connected component. Similarly, we may write B = {b1, . . . , bn}
and assume that, for every j ∈ {2, . . . , n}, we have bjbjβ ∈ E for some
jβ < j. By Lemma 6.4.3, aiajbk ∈ H whenever aiaj ∈ E. Similarly,
aibjbk ∈ H whenever bjbk ∈ E.
Suppose now that aiajak ∈ H. By Lemma 6.4.4, at least two of these
three vertices must be connected by some edge. Since they belong to the
same connected component, and permuting i, j, k if necessary, there exists
some path in Γ of the form
ai −− aj −− y1 −− . . . −− y` −− ak. (7.2)
We denote by H ′` the set of all aiajak such that there is a path of the form
(7.2) in Γ and ` is minimal. Similarly, we define H ′′` considering the facets
bibjbk.
Consider the sequence of facets of (E,H)
a2a2αb1, . . . , amamαb1, a2a2αb2, . . . , amamαb2,
. . . , a2a2αbn, . . . , amamαbn,
followed by successive enumerations of:
• the remaining facets of the form aiajbk,
• the facets of the form aibjbk,
• the facets of H ′0, H ′1, . . .,
• the facets of H ′′0 , H ′′1 , . . ..
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In view of Lemma 7.2.4, it is easy to see that this is an enumeration of all
the facets of H. We claim it is indeed a shelling. In most of the instances,
this involves straightforward checking that can be essentially omitted, hence
we just focus on the hardest cases: the H ′` (the H
′′
` cases are similar).
Suppose that aiajak ∈ H ′0. We may assume that we have a path
ai −− aj −− ak,
hence aiajb1 and ajakb1 appeared before and we may use Lemma 7.1.3.
Suppose now that aiajak ∈ H ′` with ` > 0, and assume that (7.1) holds
for all facets in H ′`−1. We may assume that there is a path in Γ of the form
(7.2) with ` minimal.
Suppose that ajy`ak /∈ H. Since y`ak is closed, it follows that aj ∈ y`ak,
hence ajak ⊆ y`ak ⊂ V (since y`ak ∈ E) and so there is an edge aj −− ak,
contradicting ` > 0. Thus ajy`ak ∈ H.
Suppose now that aiajy` /∈ H. Since aiaj is closed, it follows that y` ∈
aiaj , hence ajy` ⊆ aiaj ⊂ V and so there is an edge aj −− y`. By minimality
of `, it follows that ` = 1. Moreover, ak /∈ aiaj (otherwise aiaj ⊂ V would
contain a facet, contradicting Proposition 4.2.3), hence we get ak /∈ ajy` and
so ajy`ak ∈ H. Similarly, aiy` ⊆ aiaj yields ak /∈ aiy` and so aiy`ak ∈ H.
Now note that ajy`ak ∈ H ′0, and in fact also aiy`ak ∈ H ′0 since aiy` ⊆ aiaj ⊂
V . Hence aiak, ajak ∈ I(aiajak) and so (7.1) holds for aiajak by Lemma
7.1.3 in this case.
Thus we may assume that aiajy` ∈ H. It follows that ajy`ak, aiajy` ∈
H ′`−1, hence aiaj , ajak ∈ I(aiajak) and so (7.1) holds for aiajak too in this
case.
This completes the discussion of the crucial H ′` cases and the proof of
the boolean representable case.
We consider now the general case. Let J = H ∩H1(Γ). Then (V, J) ∈
Pav(2). Write ΓFl(V, J) = Γ′ = (V,E′). We claim that Fl H ⊆ Fl(V, J).
Indeed, let X ∈ Fl H. We may assume that X ⊂ V . Let I ∈ J ∩ 2X
and p ∈ V \ X. Since P≤2(V ) ⊆ J , we may assume that |I| ≥ 2. On the
other hand, |I| = 3 implies that X contains a facet of H and so X = V
by Proposition 4.2.3, a contradiction. Thus |I| = 2. Since J ⊆ H and
X ∈ Fl H, we get I ∪ {p} ∈ H. Now I ⊆ X ∈ Fl H \{V } implies that
I is a clique in Γ, hence I ∪ {p} ∈ H1(Γ) and so I ∪ {p} ∈ J . Therefore
Fl H ⊆ Fl(V, J).
It follows that E ⊆ E′ and so J ⊆ H1(Γ) ⊆ H1(Γ′). By Lemma 6.4.4,
(V, J) ∈ BPav(2). Since we have already proved the boolean representable
case, we may assume B1, . . . , Bt to be a shelling of (V, J). Clearly, every
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facet of dimension 2 of (V, J) is still a facet of H. We enumerate the facets
of H starting with B1, . . . , Bt followed by the remaining facets B′1, . . . , B′m
in an arbitrary way. We claim this is a shelling of H.
Indeed, by Lemma 7.2.4 we may write B′i = pqr. Since B
′
i /∈ J , it is an
anticlique of Γ. Let x ∈ nbh(p) and ynbh(q). Then pxr, yqr ∈ H0(Γ) and so
pxr, yqr ∈ H by Lemma 6.4.3. Since H0(Γ) ⊆ H1(Γ), we get pxr, yqr ∈ J
and so pr, qr ∈ I(B′i). Therefore (7.1) holds for B′i and we have indeed a
shelling. 
The next example shows that, in general, we cannot assume that the
shelling is defined by an alphabetic ordering, evidence of further deviation
from the matroid case [4].
Example 7.2.6 Let Γ be the graph described by
1 2 7 8
6 3 12 8
5 4 11 10
Then no shelling of H1 (Γ) can be defined through an alphabetic ordering of
the facets.
First, we check that Γ has no superanticliques and so Γ ∼= ΓFl H1 (Γ)
by Theorem 6.4.9 and Corollary 6.4.10. Fix an ordering of the vertices.
We may assume without loss of generality that 1 is the minimum element.
Let X = {7, 8, . . . , 12}. All facets of H have three elements. Note that if
B ∈ fct H contains precisely two elements of X, then these two vertices
must be adjacent in Γ by definition of H1 (Γ).
We may assume that minX = 7 and min{8, . . . , 12} ∈ {8, 9, 10} for our
ordering. We split the discussion into these three cases.
Suppose first that min{8, . . . , 12} = 8. If {9, 10, 11, 12} are ordered as
a < b < c < d, then the first facets contained in X to appear in the
alphabetic order are
. . . < 78a < . . . < 78b < . . . < 78c < . . . < 78d < . . .
Let B = {7, 8, 10}. Now I(B) contains 78 (since 178 is a facet and 178 <
78a) but does not contain {7, 10} because these two vertices are not adjacent
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and so could not have appeared as part of a facet containing an element of
{1, . . . , 6}. Similarly, {8, 10} /∈ I(B). However, 10 ∈ I(B) since the facet
{1, 10, 11} must have appeared before. Thus (B, I(B)) is not pure.
Suppose next that min{8, . . . , 12} = 9. Then the first facet contained
in X to appear in the alphabetic order is of the form 79x for some x ∈
{8, 10, 12} (since two of the vertices must be adjacent). It is easy to check
that (B, I(B)) is not pure if x 6= 8, hence we may assume that the first
facets contained in X to appear in the alphabetic order are:
• 798,
• {7, 9, 10} and {7, 9, 12} (in any order),
• {7, 8, 10}, {7, 8, 11} and {7, 8, 12} (in any order).
Let B = {7, 8, 12}. As in the preceding case, it is easy to check that
(B, I(B)) is not pure.
Finally, suppose that min{8, . . . , 12} = 10. Then the first facet contained
in X to appear in the alphabetic order is of the form B = {7, 10, x} and
it follows easily that (B, I(B)) is not pure. Therefore the alphabetic order
never produces a shelling in this example.
Lemma 7.2.7 Let H ∈ BPav(2) with ΓFlH ∈ Cvu, u ≥ 2, v ≥ 3. Then H is
not shellable.
Proof. Write ΓFl H= Γ = (V,E). Let V = V1 ∪ . . . ∪ Vm be the decompo-
sition of V in its connected components.
Assume first that Γ has at least one trivial connected component. As-
sume that V1, . . . , Vt are the nontrivial ones and write Vm = {v}. In view of
Proposition 7.1.5, it suffices to show that lk(v) is not shellable.
Let p, q ∈ V \{v} be distinct. By Lemma 6.4.4, pqv ∈ H implies pq ∈ E.
Conversely, if pq ∈ E, then v /∈ pq ⊂ V and so pqv ∈ H. Thus pq is a facet
of lk(v) if and only if pq ∈ E. Since Γ has at least two trivial connected
components, it follows that (Γlk(v))c has more than one nontrivial connected
component. Thus lk(v) is not shellable by Proposition 7.1.2 and so is H.
Assume now that Γ has no trivial connected components. We consider
first the particular case in which each connected component of Γ is complete
and H = H1(Γ). Note that, by Corollary 6.4.10 and Proposition 6.4.12, we
have indeeed (V,H1(Γ)) ∈ BPav(2) for such a graph Γ. Moreover, all the
facets have dimension 2 by Lemma 7.2.4.
Suppose that B1, . . . , Bt is a shelling ofH. Let Bi1 , Bi2 , . . . , Bin−2 denote
the type 1 facets (recall the terminology introduced after Lemma 7.1.3).
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Clearly, 3 symbols have their first appearance in Bi1 = B1, and then they
appear one at the time in Bi2 , . . . , Bin−2 (cf. Lemma 7.1.3). We build
an enumeration of the facets through blocks Q1, . . . ,Qn−2 satisfying the
following properties:
• Q1 contains only the facet B1;
• for j = 2, . . . , n − 2, Qj starts with Bij and continues with all the
facets in H \ (Q1 ∪ . . . ∪ Qj−1 ∪ {Bij}) which are type 2 with respect
to the facets in Q1 ∪ . . .∪Qj−1 and those which already precede them
in Qj .
To prove that this is a shelling, we show that
{B1, B2, B3, . . . , Bij+1−1} ⊆ Q1 ∪ . . . ∪Qj for j = 1, . . . , n− 2, (7.3)
where we make in−1 = t + 1. This holds trivially for j = 1 since i2 =
2. Assume that j > 1 and (7.3) holds for j − 1. We have Bij ∈ Qj by
construction. On the other hand, Bij+1, . . . , Bij+1−1 are type 2 in B1, . . . , Bt.
Using the induction hypothesis, and proceeding step by step, it follows that
all these facets must belong to Qj (unless they already appeared before in
some Qi (i < j)). Therefore (7.3) holds.
Now we claim that the facets Bij are type 1 in the new sequence: if j > 1,
one of the symbols of Bij makes its first appearance, and the other two (say
p, q) are such that pq ⊆ Bk for some k < ij (since B1, . . . , Bt is a shelling),
and then we apply (7.3) to get pq ⊆ C for some C ∈ Q1 ∪ . . . ∪ Qj−1. Of
course, all the others facets are type 2 by construction in the new sequence,
hence our new enumeration is indeed a shelling.
For j = 1, . . . , n − 2, let Ωj = (Wj , Ej) be the graph with vertex set
Wj = B1 ∪ . . . ∪ Bij and edges p −− q whenever pq ⊆ B for some B ∈
Q1 ∪ . . . ∪Qj . We say that a vertex p ∈ Vi has color i. We claim that
if pq, qr ∈ Ej and pqr ∈ H, then pr ∈ Ej . (7.4)
Indeed, if pq, qr ∈ Ej , then pqx, qry ∈ Q1∪ . . .∪Qj for some x, y ∈ V . Since
pqr ∈ H, it follows that pqr ∈ Q1 ∪ . . . ∪Qj and so pr ∈ Ej .
On the other hand, if we try to construct Ωj from Ωj−1, we have to
adjoin a new vertex corresponding to the letter p making its first appearance
in Bij = pqr, and two new edges p −− q and p −− r. The efect on the graph
of adjoining a facet B = xyz ∈ Qj \ {Bij} (if any), is that of adjoining an
edge y −− z in the presence of two edges x −− y and x −− z involving at
most two colors. Of course, xyz ∈ H if and only if x, y, z have at most two
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colors, since H = H1(Γ) and we assume all the connected components of Γ
to be complete.
In view of (7.4), we define a graph Ωj having as vertices the monochro-
matic connected components of Ωj (i.e. maximal sets of vertices of the
same color which induce a connected subgraph of Ωj), and having an edge
X −− Y between two distinct vertices X and Y if Ωj has an edge x −− y
with x ∈ X and y ∈ Y . By (7.4), this is equivalent to saying that Ωj has an
edge x −− y for all x ∈ X and y ∈ Y . Note also that if X −− Y is an edge
of Ωj , then X and Y have different colors.
Next we prove that:
Ωj is a tree for j = 1, . . . , n− 2. (7.5)
This is obvious for j = 1, hence assume that j > 1 and Ωj−1 is a tree. If
we construct Ωj from Ωj−1, we have to adjoin a new vertex corresponding
to the letter p making its first appearance in Bij = pqr, and two new edges
p −− q and p −− r. Furthermore, by (7.4) and the comments following it,
Ωj is obtained by successively adjoining new edges x −− z whenever x −− y
and x −− z are already edges with xyz ∈ H.
Assume that p ∈ Vd, q ∈ Vd′ and r ∈ Vd′′ . Let D (respectively D′, D′′)
denote the monochromatic connected component of p (respectively q, r) in
Ωj−1.
If d = d′, then the new edges of Ωj connect p to every vertex in D and
in every monochromatic connected component adjacent to D in Ωj−1, hence
Ωj = Ωj−1 and is therefore a tree. Hence, by symmetry, we may assume
that d 6= d′, d′′. Since pqr ∈ H = H1(Γ), it follows that d′ = d′′ and so
D′ = D′′ (since there exists an edge q −− r in Ωj−1 due to pqr being type
1). Now, if there exists in Ωj−1 a monochromatic connected component F
of color d adjacent to D′, it is easy to see that the new edges of Ωj connect
p to every vertex in F and in every monochromatic connected component
adjacent to F in Ωj−1, so we get once again Ωj = Ωj−1. Hence we may
assume that in Ωj−1 there exists no monochromatic connected component
of color d adjacent to D′. It follows that the new edges of Ωj connect p to
every vertex in D′. Hence p is going to constitute a new monochromatic
connected component of its own in Ωj and so Ωj can be obtained from Ωj−1
by adjoining the new vertex {p} and the new edge {p} −− D′. Therefore Ωj
is a tree and so (7.5) holds for every j by induction.
In particular, Ωn−2 is a tree. However, since P≤2(V ) ⊆ H and H is pure,
every 2-subset of V eventually occurs as a subset of some Bi in the sequence,
hence Ωn−2 is the complete graph with vertex set V , and so Ωn−2 should be
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the complete graph with vertex set {V1, . . . , Vm}, which is not a tree since
m > 2. We reached thus a contradiction, so we can deduce that H is not
shellable for the particular case of H considered.
Finally, we consider the general case. Let Γ′ be the graph obtained
from Γ by adding all possible edges to each connected component and let
H ′ = H1(Γ′). Since H is boolean representable, we have H ⊆ H1(Γ) ⊆ H ′
by Lemma 6.4.4. Suppose that B1, . . . , Bt is a shelling of H. Since all the
facets of H have dimension 2 by Lemma 7.2.4, it follows that B1, . . . , Bt
are facets of (V,H ′) and every X ∈ P≤2(V ) occurs as a subset of some Bi.
Therefore, if we extend the sequence B1, . . . , Bt by adjoining the remaining
facets of (V,H ′), we obtain a shelling of (V,H ′), a contradiction in view of
our discussion of the particular case. Therefore H is not shellable. 
We can now obtain:
Theorem 7.2.8 Let H ∈ BPav(2). Then the following conditions are equiv-
alent:
(i) H is shellable;
(ii) ΓFlH contains at most two connected components or contains exactly
one nontrivial connected component.
Proof. Write ΓFl H ∈ Cvu. Then u ≥ 1 by Theorem 6.4.9. Now we combine
Lemmas 7.2.1, 7.2.5 and 7.2.7. 
We can use Theorem 7.2.8 to produce a characterization of the complexes
in BPav(2) wich are sequentially Cohen-Macaulay. For details, we shall refer
the reader to [7, 18, 51].
Let H = (V,H) be a trim simplicial complex of dimension d. For m =
0, . . . , d, we define the complex purem(H) = (Vm, Hm), where
Vm = ∪(H ∩ Pm+1(V )), Hm = ∪X∈H∩Pm+1(V )2X .
It is easy to check that purem(H) is a trim pure complex of dimension m.
In view of [18, Theorem 3.3], we say that H is sequentially Cohen-
Macaulay if
H˜k(purem(lk(X))) = 0
for all X ∈ H and k < m ≤ d, where H˜k denotes the kth reduced homology
group.
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Since we are only considering dimension 2 here, we only need to deal
with low dimensions. We proceed next do define H˜k for k ≥ 1 since it is
enough to use H˜1 in our proof.
Let J = (V, J) be a simplicial complex. Fix a total ordering of V and
let k ≥ 1. Let Ck(J ) denote all the formal sums of the form
∑
i∈I niXi with
ni ∈ Z and Xi ∈ J ∩ Pk+1(V ) (distinct). Given X ∈ J ∩ Pk+1(V ), write
X = x0x1 . . . xk with x0 < . . . < xk. We define
X∂k =
k∑
i=0
(−1)i(X \ {xi}) ∈ Ck−1(J )
and extend this by linearity to a homomorphism ∂k : Ck(J ) → Ck−1(J ).
Then the kth reduced homology group of J (which coincides with the kth
homology group since k ≥ 1) is defined as the quotient
H˜k(J ) = Ker ∂k/Im ∂k+1.
We can now characterize the sequentially Cohen-Macaulay complexes in
BPav(2).
Corollary 7.2.9 Let H ∈ BPav(2). Then the following conditions are
equivalent:
(i) H is sequentially Cohen-Macaulay;
(ii) H is shellable;
(iii) ΓFlH contains at most two connected components or contains exactly
one nontrivial connected component.
Proof. It is known [7, 51] that every shellable simplicial complex is sequen-
tially Cohen-Macaulay. In view of Theorem 7.2.8, it remains to be shown
that H is not sequentially Cohen-Macaulay whenever Γ = ΓFl H ∈ Cnm with
m ≥ 2 and n ≥ 3.
Let H = (V,H) be such a complex. Let A1, A2 and A3 denote three
distinct connected components of H with A1, A2 nontrivial. Fix vertices
ai ∈ Ai for i = 1, 2, 3. We may assume without loss of generality that
a1 < a2 < a3. Let X = ∅ and J = pure2(lk(X)) = pure2(H). Let ai −−
bi be an edge of Γ for i = 1, 2. Then a1b1a2, a1b1a3, a2b2a3 ∈ H and so
a1a2, a1a3, a2a3 are faces of J .
Let u = a1a2 − a1a3 + a2a3 ∈ C2(J ). Since
u∂1 = (a1a2 − a1a3 + a2a3)∂1 = (a2 − a1)− (a3 − a1) + (a3 − a2) = 0,
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we have u ∈ Ker ∂1. Note that u corresponds to the boundary of the triangle
a1a2a3.
Let Y contain all 2-subsets of V intersecting two distinct connected com-
ponents of Γ. Given w =
∑
i∈I niXi ∈ C2(J ), let wζ denote the sum of the
ni such that Xi ∈ Y .
Since H is boolean representable, it follows from Lemma 6.4.4 that every
face pqr in H (and therefore in J ) has at least two vertices in the same
connected component, hence (pqr)∂2ζ is even. It follows that (Im ∂2)ζ ⊆ 2Z.
Since uζ = 1, then Im ∂2 ⊂ Ker ∂1 and so H˜1(J ) 6= 0. Therefore H is not
sequentially Cohen-Macaulay as required.
In other words, a1a2a3 is not a face, hence u is a cycle which is not a
boundary, yielding the desired nontrivial homology. 
7.3 Shellability within Pav(2)
It is not likely to obtain a generalization of Theorem 7.2.8 to Pav(2) because
a simplicial complex is not boolean representable precisely when its flats are
not rich enough to represent it!
However, we can discuss, for a given graph in Cmt (t ≥ 2,m ≥ 3) the
possibility of making it the graph of flats of some shellable H ∈ Pav(2). It
can be done in most cases:
Theorem 7.3.1 Let Γ = (V,E) ∈ Cmt with t ≥ 2,m ≥ 3. Then the follow-
ing conditions are equivalent:
(i) Γ ∼= ΓFl(V,H) for some shellable (V,H) ∈ Pav(2);
(ii) Γ is not of the form Kr unionsqKs unionsqK1 for some r, s > 1.
Proof. (i) ⇒ (ii). Assume that Γ = ΓFl(V,H) for some (V,H) ∈ Pav(2).
Suppose that Γ ∼= KrunionsqKsunionsqK1 for some r, s > 1, corresponding to connected
components V1, V2, V3, respectively. Suppose that X ∈ H intersects all three
connected components. Write X = x1x2x3 with xi ∈ Vi.
Let y ∈ V \ {x1, x2}. Then either y = x3 or y ∈ nbh(x1) ∪ nbh(x2).
Note that, in the latter case we must have yx1x2 ∈ H by Lemma 6.4.3.
Thus yx1x2 ∈ H in any case and so x1x2 ∈ Fl(V,H). It follows that x1 is
adjacent to x2, a contradiction.
Therefore no element of H intersects all three connected components,
hence H ⊆ H1(Γ) and so (V,H) is boolean representable by Lemma 6.4.4.
Thus (V,H) is not shellable by Lemma 7.2.7.
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(ii) ⇒ (i). Let V = V1 ∪ . . . ∪ Vm be the decomposition of V in its
connected components, where V1, . . . , Vt are the nontrivial ones. For each
i ∈ {1, . . . ,m}, fix ai ∈ Vi. For each i ∈ {1, . . . , t}, fix also bi ∈ Vi \ {ai}.
We may assume that:
(AS1) if there exist non complete components, the first component is among
them;
(AS2) if the ith component is not complete, then ai and bi are not adjacent.
We define
H = H1(Γ) ∪ {a1aiaj | 1 < i < j ≤ t}
∪ {a1aiaj | 1 < i ≤ t < j < m}
∪ {b1biam | 1 < i ≤ t < m}.
Clearly, (V,H) ∈ Pav(2). Note also that, given 3 distinct connected com-
ponents, there is at most one face of H intersecting them all. We claim
that
Fl(V,H) = P≤1(V ) ∪ E ∪ {V }. (7.6)
Since H1(Γ) ⊆ H, it is easy to see that P≤1(V ) ∪ E ∪ {V } ⊆ Fl(V,H).
To prove the direct inclusion, we start by the following remarks:
if |X| ≥ 3 and X is not an anticlique, then X = V . (7.7)
Indeed, if this happens then X contains some facet Y ∈ H1(Γ) ⊆ H and so
X = V by Proposition 4.2.3.
We show next that
if X intersects 3 connected components, then X = V . (7.8)
We may assume that |X| = 3. Suppose first that X = pqr intersects two
nontrivial connected components, say p ∈ Vi and q ∈ Vj . Take p′ ∈ nbh(p)
and q′ ∈ nbh(q). It is impossible to have pq′r, p′qr ∈ H simultaneously,
hence p′ ∈ X or q′ ∈ X. In any case, we may apply (7.7) to get X = V .
Thus we may assume that q and r are isolated points. Then xqr /∈ H for
every x ∈ V1 and so V1 ⊆ X and so X = V by (7.7). Therefore (7.8) holds.
Finally, we claim that
pq = V whenever p, q are two non adjacent vertices. (7.9)
Assume first that p, q ∈ Vi. Then V \ Vi ⊆ pq since pqx /∈ H for every
x ∈ V \ Vi. Thus pq = V by (7.8).
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Thus we may assume that p ∈ Vi and q ∈ Vj with i 6= j. Suppose first
that there exists some k ∈ {1, . . . , t}\{i, j}. Then pqr /∈ H for some r ∈ Vk,
hence r ∈ pq and so pq = V by (7.8). Thus we may assume that i = 1, j = 2
and t = 2. If m ≥ 4, then either pqa3 /∈ H or pqam /∈ H, hence we get a3
or am into pq and so pq = V by (7.8). If m = 3, then we may assume that
p = b1 (otherwise pqa3 /∈ H and we use (7.8) as before). It follows from (ii)
and (AS1), (AS2) that a1 /∈ nbh(p). Hence a1pq /∈ H and so a1 ∈ pq. Now
a1qa3 /∈ H yields a3 ∈ V and so (7.9) follows from (7.8).
It follows that (7.6) holds and so ΓFl(V,H) = Γ. All we need now is to
prove shellability. Let B denote the set of facets of dimension 2 of (V,H).
For i ∈ {1, . . . , t}, let Bi = B ∩ 2Vi . For 1 ≤ i < j ≤ m, let
Bij = (B ∩ 2Vi∪Vj ) \ (Bi ∪ Bj).
It is easy to check that
B = B1 ∪ (∪ti=2(B1i ∪ Bi)) ∪ (∪1<i<j≤t({a1aiaj} ∪ Bij))
∪ (∪t<k<mB1k ∪ (∪ti=2({a1aiak} ∪ Bik)))
∪ B1m ∪ (∪ti=2({b1biam} ∪ Bim)),
where the two last lines are omitted if t = m.
We claim that we can use this decomposition, followed by arbitrary
enumeration of the facets of dimension 1, to produce a shelling. For in-
stance, for B1 we write V1 = c11c12 . . . cin1 with c11 = a1, c12 ∈ nbh(a1), and
c1j ∈ nbh(c1j′) for some j′ < i. Then we enumerate successively:
• facets of the form c11c12c1j , for j = 3, . . . , n1;
• for each i = 3, . . . , n1: all the remaining facets of the form c1ic1i′c1j ;
• all the remaining facets in B1.
We adapt this same technique to deal with each one of the segments Bi and
Bij . It is easy to check directly that the other facets also satisfy (7.1), hence
we have a shelling as claimed. 
7.4 Betti numbers
We compute next the Betti numbers for the particular case of shellable
H ∈ Pav(2). We define
Sing H = {p ∈ V | pqr /∈ H for all q, r ∈ V distinct}.
Denote by fctiH the set of all facets of dimension i in H.
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Theorem 7.4.1 Let H = (V,H) ∈ Pav(2) be shellable. Then:
(i) w1(H) = |fct1H | − |Sing H |;
(ii) w2(H) = |fct H | − |Sing H |+ |V |(3−|V |)2 − 1.
Proof. We adapt the construction of the graph sequence in the proof of
Lemma 7.2.7. Let m = |fct2H | and t = |fct1H |. Let B1, . . . , Bm+t be a
shelling of H. By Lemma 7.1.4, we may assume that |Bi| = 3 for i ≤ m and
|Bi| = 2 if m < i ≤ m+ t.
For i = 1, . . . ,m, let Ωi = (Vi, Ei) be the graph with vertex set Vi =
B1∪ . . .∪Bi and edges p −− q whenever pq ⊆ B for some B ∈ B1∪ . . .∪Bi.
Let hi denote the number of homology facets among B1, . . . , Bi. We claim
that
hi = i− |Ei|+ |Vi| − 1 (7.10)
for i = 1, . . . ,m. Indeed, since dim H = 2, we have m ≥ 1 and 1 − |E1| +
|V1| − 1 = 1− 3 + 3− 1 = 0 = h1. Hence (7.10) holds for i = 1.
Assume now that i ∈ {2, . . . ,m} and (7.10) holds for i− 1. We consider
three cases:
Case 1: Bi 6⊆ Vi−1.
Then |Vi| = |Vi−1|+ 1 and |Ei| = |Ei−1|+ 2. Hence
hi = hi−1 = i− 1− |Ei−1|+ |Vi−1| − 1
= i− 1− |Ei|+ 2 + |Vi| − 1− 1 = i− |Ei|+ |Vi| − 1.
Case 2: Bi ⊆ Vi−1 and Bi is not a homology facet.
Then |Vi| = |Vi−1| and |Ei| = |Ei−1|+ 1. Hence
hi = hi−1 = i− 1− |Ei−1|+ |Vi−1| − 1
= i− 1− |Ei|+ 1 + |Vi| − 1 = i− |Ei|+ |Vi| − 1.
Case 3: Bi ⊆ Vi−1 and Bi is a homology facet.
Then |Vi| = |Vi−1| and |Ei| = |Ei−1|. Hence
hi = hi−1 + 1 = i− 1− |Ei−1|+ |Vi−1| − 1 + 1
= i− 1− |Ei|+ |Vi| = i− |Ei|+ |Vi| − 1.
Thus (7.10) holds for i in all three cases. By induction, it follows that (7.10)
holds for m and so by Theorem 7.1.1
w2(H) = hm = m− |Em|+ |Vm| − 1. (7.11)
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Now Vm consists of all the points that appear in some pqr ∈ H, hence
|Vm| = |V |− |Sing H |. On the other hand, since H is simple, for all distinct
p, q ∈ V , either pq ∈ Em or pq ∈ fct1H. Hence |Em| =
(|V |
2
)− |fct1H | and
so (7.11) yields
w2(H) = m− |Em|+ |Vm| − 1 = m−
(|V |
2
)
+ t+ |V | − |Sing H | − 1
= |fct H | − |Sing H |+ |V |(3−|V |)2 − 1
and (ii) holds.
Finally, since there exist |Sing H | points which do not appear in the
facets of dimension 2, they will make their first appearance in the facets of
dimension 1. This ensures that at least |Sing H | facets of dimension 1 are
not homology facets. It is immediate that all the other facets of dimension 1
must be homology facets, since all their points have already appeared before.
Thus w1(H) = |fct1H | − |Sing H | by Theorem 7.1.1. 
Before discussing the boolean representable case, we prove the following
lemma:
Lemma 7.4.2 Let H = (V,H) ∈ BPav(2). Then fct1H = P2(V ′) for
V ′ = {p ∈ V | nbh(p) = ∅ in ΓFl H}.
Proof. Write Γ = ΓFl H. Let ab ∈ fct1 H. Suppose that nbh(a) 6= ∅. If
b ∈ nbh(a), then ab ⊂ V and abx ∈ H for any x ∈ V \ ab. contradicting
ab ∈ fct1H. On the other hand, if b /∈ nbh(a), we take c ∈ nbh(a) to get
abc ∈ H0(Γ) ⊆ H by Lemma 6.4.3, a contradiction too. Thus nbh(a) = ∅ =
nbh(b) and so fct1H ⊆ P2(V ′).
Conversely, let ab ∈ P2(V ′). Suppose that abc ∈ H for some c ∈ V \ ab.
By Lemma 6.4.4, we have abc ∈ H1(Γ), contradicting ab ⊆ V ′. Thus ab ∈
fct1H as required. 
Theorem 7.4.3 Let H = (V,H) ∈ BPav(2) be shellable with ΓFl H ∈ Cnk .
Then:
(i) w1(H) = |fct1H | =
(
n−k
2
)
;
(ii) w2(H) = |fct H |+ |V |(3−|V |)2 − 1.
Proof. In view of Theorem 7.4.1 and Lemma 7.4.2, it suffices to show that
Sing H = ∅. Let p ∈ V . By Theorem 6.4.9, there exists some q ∈ V \ {p}
with nbh(q) 6= ∅ in ΓFl H. By Lemma 7.4.2, pq is not a facet of H and so
p /∈ Sing H. 
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In view of Theorem 7.1.1, the combination of Theorems 7.2.8 and 7.4.3
allows an efficient determination of the homotopy type of || H || when H ∈
BPav(2) is shellable. In particular, we obtain the following corollary.
Corollary 7.4.4 Let H ∈ BPav(2) be such that ΓFlH contains at most two
connected components or contains exactly one nontrivial connected compo-
nent. Then H has the homotopy type of a wedge of spheres of computable
number and dimension.
This is in contrast with the situation for arbitrary simplicial complexes
of dimension 2, where the homotopy type is undecidable, in view of the
following argument. By [45, Theorem 7.45], every finitely presented group G
occurs as the fundamental group of a simplicial complex H (G) of dimension
2. Now H (G) is simply connected (i.e has the homotopy type of a point)
if and only if G is trivial. Since it is undecidable whether or not a finitely
presented group is trivial [36, Theorem IV.4.1], it is undecidable whether or
not H (G) is simply connected.
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Chapter 8
Operations on simplicial
complexes
We consider in this chapter various natural operations on simplicial com-
plexes and study how they relate to boolean representability. The particular
case of restrictions will lead us to introduce prevarieties of simplicial com-
plexes and finite basis problems.
8.1 Boolean operations
Boolean representability behaves badly with respect to intersection and
union, even in the paving case, as we show next.
Given simplicial complexes H = (V,H) and H′= (V,H ′), we define
H ∩ H′= (V,H ∩H ′) and H ∪ H′= (V,H ∪H ′).
First, we recall a well-known fact.
Proposition 8.1.1 Every simplicial complex H = (V,H) is the intersection
of matroids on V .
Proof. For every circuit X of H, let MX = (V,HX), where HX consists of
all subsets of V not containing X. We claim that MX is a matroid.
Clearly, HX is closed under taking subsets, so let I, J ∈ HX be such
that |I| = |J | + 1. We may assume that J 6⊆ I. If |J ∩X| < |X| − 1, then
J∪{p} ∈ HX for every p ∈ V , hence we may assume that |J∩X| = |X|−1, so
X \J = {x} for some x ∈ X. Since J 6⊆ I, there exists some i ∈ I \(J∪{x}).
Then J ∪ {i} ∈ HX and so MX is a matroid.
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To complete the proof, it suffices to show that
H =
⋂
X∈C
HX , (8.1)
where C denotes the set of all circuits of H. The direct inclusion is obvious.
For the opposite, let Y ∈ 2V \ H. Then Y contains some X ∈ C, hence
Y /∈ HX and (8.1) holds as required. 
In view of Theorem 5.2.10, we immediately get:
Corollary 8.1.2 Every simplicial complex is the intersection of boolean rep-
resentable simplicial complexes.
Thus, like matroids, boolean representable simplicial complexes are not
closed under intersection.
The next counterexample shows that paving does not help:
Example 8.1.3 Let V = {1, . . . , 4}, H = P≤2(V ) ∪ {123, 124} and H ′ =
P≤2(V )∪{123, 134}. Then (V,H), (V,H ′) ∈ BPav(2) but (V,H ∩H ′) is not
boolean representable.
Indeed, both (V,H) and (V,H ′) are T2 and therefore boolean repre-
sentable (see Example 5.2.11). Since H ∩ H ′ = P≤2(V ) ∪ {123}, then
(V,H ∩H ′) is T1 and therefore not boolean representable (also by Example
5.2.11).
Union does not behave any better.
Example 8.1.4 Let V = {1, . . . , 6}, J1 = P≤3(V ) \ {123, 125, 135, 235, 146,
246, 346, 456} and J2 = P≤2(V )∪{123, 124, 125, 126}. Then (V, J1), (V, J2) ∈
BPav(2), but (V, J1 ∪ J2) is not boolean representable.
Indeed, it is easy to check that 1235 ∈ Fl(V, J1). Since |xyz ∩ 1235| = 2
for every xyz ∈ J1, it follows from Proposition 6.1.2 that (V, J1) is boolean
representable. Similarly, since 12 ∈ Fl(V, J2), it follows that (V, J2) is
boolean representable.
Now J1 ∪ J2 = P≤3(V ) \ {135, 235, 146, 246, 346, 456} and it is straight-
forward to check that in this simplicial complex 13 = 14 = 34 = V . By
Proposition 6.1.2, (V, J1 ∪ J2) is not boolean representable.
However, closure under union can be satisfied in some circumstances.
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Proposition 8.1.5 Let (V,H1), (V,H2) ∈ BPav(2) be such that
X ∈ Fl(V,Hi) \ {V } ⇒ |X| ≤ 3 (8.2)
holds for i = 1, 2. Then (V,H1 ∪H2) ∈ BPav(2).
Proof. Let Cl1,Cl2 and Cl denote respectively the closure operators of
(V,H1), (V,H2) and (V,H1 ∪H2).
Let abc ∈ H1 ∪ H2. We may assume that abc ∈ H1. Since (V,H1) is
boolean representable, we may assume by Proposition 6.1.2 that c /∈ Cl1(ab).
If Cl1(ab) = ab, then abx ∈ H1 for every x ∈ V \ ab, hence c /∈ ab = Cl(ab).
Hence we may assume that ab ⊂ Cl1(ab). By (8.2), we may write Cl1(ab) =
abd for some d ∈ V \ abc.
If abd ∈ H2, then abx ∈ H1∪H2 for every x ∈ V \ab and so Cl(ab) = ab.
If abd /∈ H2, then it is easy to check that Cl(ab) = abd. Thus, we get
c /∈ Cl(ab) in any case and so (V,H1 ∪ H2) is boolean representable by
Proposition 6.1.2. 
8.2 Truncation
Given a simplicial complex H = (V,H) and k ≥ 0, the k-truncation of
H is the simplicial complex Hk = (V,Hk) defined by Hk = H ∩ P≤k(V ).
In line with the negative results from Section 8.1, we show that boolean
representability is not preserved under truncation. However, we succeed in
characterizing those simplicial complexes which are truncations of boolean
representable simplicial complexes.
The next example shows that boolean representability is not preserved
under truncation, even in the simple case.
Example 8.2.1 Let V = {1, . . . , 6},
H = (P≤3(V ) \ {135, 235, 146, 246, 346, 456}) ∪ {1234, 1236, 1245, 1256}
and H = (V,H). Then H is boolean representable, but H3 is not.
Indeed, it is easy to check that P≤1(V )∪{12, 1235} ⊆ Fl H. By Corollary
5.2.7, to show that H is boolean representable it suffices to show that every
X ∈ H admits an enumeration x1, . . . , xk satisfying (5.2). We may of course
assume that |X| > 2. Hence X cannot contain both 4 and 6. Since 1235 is
closed, it can be used to exclude 4 or 6, if one of them belongs to X. Hence
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we may assume that X ⊆ 1235. Since we only need to care about X being
a 3-set, we are reduced to the cases X ∈ {123, 125}. Now 1 ⊂ 12 ⊂ 1235
yields the desired chain of flats, and so H is boolean representable.
On the other hand, H3 is the simplicial complex (V, J1 ∪ J2) of Example
8.1.4, already proved not to be boolean representable.
Recall the notation fct H introduced in Section 4.1. In the following
result, we characterize the flats of a truncation.
Proposition 8.2.2 Let H = (V,H) be a simplicial complex and let k ≥ 0.
Then
Fl Hk = {X ∈ Fl H | fct Hk ∩ 2X = ∅} ∪ {V }.
Proof. Let X ∈ Fl Hk \{V }. By Proposition 4.2.3, X cannot contain a
facet of Hk. Let I ∈ H ∩ 2X and p ∈ V \ X. Since I /∈ fct Hk, we have
|I| < k and so I ∈ Hk. Now X ∈ Fl Hk yields I ∪ {p} ∈ Hk ⊆ H. Therefore
X ∈ Fl H and the direct inclusion holds.
Conversely, assume that X ∈ Fl H and X does not contain a facet of
Hk. Let I ∈ Hk ∩ 2X and p ∈ V \X. Since Hk ⊆ H and X ∈ Fl H, we get
I ∪ {p} ∈ H. But I is not a facet of Hk, hence |I| < k and so I ∪ {p} ∈ Hk.
Thus X ∈ Fl Hk as required. 
Given a simplicial complex H = (V,H) of dimension d, we define
T (H) = {T ⊆ V | ∀X ∈ Hd ∩ 2T ∀p ∈ V \ T X ∪ {p} ∈ H}.
The following lemma is clear from the definition.
Lemma 8.2.3 Let H = (V,H) be a simplicial complex. Then:
(i) T (H) is closed under intersection;
(ii) FlH ⊆ T (H).
Given X ⊆ V , we write X ∈ HT if X is a transversal of the successive
differences for some chain of T (H), that is, if there exists an enumeration
x1, . . . , xk of X and T0, . . . , Tk ∈ T (H) such that T0 ⊃ T1 ⊃ . . . ⊃ Tk and
xi ∈ Ti−1 \ Ti for i = 1, . . . , k. Clearly, (V,HT ) is a simplicial complex.
Lemma 8.2.4 Let H = (V,H) be a simplicial complex of dimension d.
Then:
(i) (HT )d+1 ⊆ H;
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(ii) T (H) ⊆ Fl(V,HT );
(iii) (V,HT ) is boolean representable.
Proof. (i) We prove that
(HT )k ⊆ H (8.3)
for k = 0, . . . , d+ 1 by induction on k.
The case k = 0 being trivial, assume that k ∈ {1, . . . , d+ 1} and (8.3)
holds for k − 1. Let X ∈ (HT )k. We may assume that |X| = k. Then
there exists an enumeration x1, . . . , xk of X and T0, . . . , Tk ∈ T (H) such that
T0 ⊃ T1 ⊃ . . . ⊃ Tk and xi ∈ Ti−1\Ti for i = 1, . . . , k. Let X ′ = {x2, . . . , xk}.
Since X ′ ∈ (HT )k−1, it follows from the induction hypothesis that X ′ ∈ H.
Now |X ′| ≤ d, X ′ ⊆ T1 and x1 ∈ V \ T1, hence it follows from T1 ∈ T (H)
that X = X ′ ∪ {x1} ∈ H. Thus (8.3) holds for k = 0, . . . , d+ 1.
(ii) Let X ∈ T (H). Let I ∈ HT ∩ 2X and p ∈ V \ X. Since I ∈ HT ,
there exists an enumeration x1, . . . , xk of I and T0, . . . , Tk ∈ T (H) such that
T0 ⊃ T1 ⊃ . . . ⊃ Tk and xi ∈ Ti−1 \ Ti for i = 1, . . . , k. Now by Lemma
8.2.3(i)
T0 ∩X ⊃ T1 ∩X ⊃ . . . ⊃ Tk ∩X
is also a chain in T (H) satisfying xi ∈ (Ti−1 ∩X) \ (Ti ∩X) for i = 1, . . . , k.
Since V ⊃ T0 ∩ X is also a chain in T (H) and p ∈ V \ (T0 ∩ X), we get
I ∪ {p} ∈ HT and so X ∈ Fl(V,HT ).
(iii) Let X ∈ HT . Then X is a transversal of the partition of successive
differences for some chain of T (H). By (ii), this is also a chain in Fl(V,HT ).
Now it follows easily from Corollary 5.2.7 that (V,HT ) is boolean repre-
sentable. 
Now we can prove the main result of this section:
Theorem 8.2.5 Let H = (V,H) be a simplicial complex of dimension d.
Then the following conditions are equivalent:
(i) H = Jd+1 for some boolean representable simplicial complex (V, J);
(ii) H = (HT )d+1.
Furthermore, in this case we have Fl(V,HT ) = T (H).
Proof. (i) ⇒ (ii). We start by showing that
Fl(V, J) ⊆ T (H). (8.4)
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Let F ∈ Fl(V, J). Suppose that X ∈ Hd ∩ 2F and p ∈ V \ F . Since H ⊆ J ,
it follows from F ∈ Fl(V, J) that X ∪ {p} ∈ J . But now |X| ≤ d implies
X ∪ {p} ∈ Jd+1 = H and so F ∈ T (H). Therefore (8.4) holds.
Now let X ∈ H. Since H ⊆ J , it follows from Theorem 5.2.6 that there
exists an enumeration x1, . . . , xk of X and F0, . . . , Fk ∈ Fl(V, J) such that
F0 ⊃ F1 ⊃ . . . ⊃ Fk and xi ∈ Fi−1 \ Fi for i = 1, . . . , k. By (8.4), we have
F0, . . . , Fk ∈ T (H) and so X ∈ HT . Since dim H = d, then X ∈ (HT )d+1
and so H ⊆ (HT )d+1. Therefore H = (HT )d+1 by Lemma 8.2.4.
(ii) ⇒ (i). This follows from Lemma 8.2.4(iii).
It remains to be proved that Fl(V,HT ) = T (H).
Let X ∈ Fl(V,HT ). Let I ∈ Hd ∩ 2X and p ∈ V \ X. Then I ∈ HT
by (ii) and so X ∈ Fl(V,HT ) yields I ∪ {p} ∈ HT . Since |I| ≤ d, we get
I ∪ {p} ∈ (HT )d+1 = H and so X ∈ T (H). The opposite inclusion follows
from Lemma 8.2.4(ii). 
Example 8.2.6 The tetrahedron complex T1 cannot be obtained as the trun-
cation of a boolean representable simplicial complex.
Indeed, any boolean representable simplicial complex satisfies (PR) by
Proposition 5.1.2, and it is easy to see that (PR) is preserved by truncation.
However, T1 does not satisfy (PR), as shown in Example 5.1.3.
Example 8.2.7 Let V = {1, . . . , 6} and H = P≤3(V ) \ {135, 235, 146, 246,
346, 456}. Then (V,H) is not boolean representable, but (V,HT ) is and
H = HT3 .
Indeed, we have just remarked in Example 8.2.1 that (V,H) is not
boolean representable. It is easy to check that P≤1(V ) ∪ {12, 1235, V } ⊆
T (H). Considering the chains
V ⊃ 1235 ⊃ i ⊃ ∅, V ⊃ 12 ⊃ j ⊃ ∅, V ⊃ k ⊃ ∅
in T (H) for i ∈ {1, 2, 3, 5}, j ∈ {1, 2} and k ∈ {4, 6}, it is easy to see that
H ⊆ HT . In view of Lemma 8.2.4(i), it follows that H = HT3 . Note that
(V,HT ) is boolean representable by Lemma 8.2.4(iii).
8.3 Restrictions and contractions
In the theory of matroids, restrictions and contractions are combined to build
the concept of minor. As we shall see next, these two operators behave quite
differently with respect to boolean representability.
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Let H = (V,H) be a simplicial complex and V ′ ⊆ V be nonempty. The
restriction of H to V ′ is the simplicial complex (V ′, H ∩ 2V ′).
The following result follows easily from the definitions:
Proposition 8.3.1 The following classes of simplicial complexes are closed
under restriction:
(i) boolean representable simplicial complexes;
(ii) paving simplicial complexes;
(iii) graphic boolean simplicial complexes;
(iv) simplicial complexes satisfying (PR);
(v) matroids.
Proof. (i) If M is an R × V boolean representation of H = (V,H), then
M [R, V ′] is a boolean representation of the restriction of H to V ′.
(ii) – (v). Straightforward. 
However, the next example shows that the restriction of a pure simplicial
complex H needs not to be pure, even if H ∈ BPav(2):
Example 8.3.2 Let V = {1, . . . , 5}, H = P≤3(V ) \ {134, 234} and H =
(V,H). Then H ∈ BPav(2) and is pure, but the restriction of H to V ′ =
{1, . . . , 4} is not pure.
Indeed, it is immediate thatH ∈ Pav(2) and is pure. Since 12, 15, . . . , 45 ∈
Fl H, and every 3-set in H must contain one of these, H is boolean repre-
sentable by Corollary 5.2.7.
However, the restriction H′ = (V ′, P≤3(V ′)\{134, 234}) is not pure since
34 is a facet of H′.
The next result relates flats and closures in a simplicial complex and its
restriction:
Proposition 8.3.3 Let H′ = (V ′, H ′) be a restriction of a simplicial com-
plex H = (V,H). Then:
(i) if X ∈ Fl H, then X ∩ V ′ ∈ Fl H′;
(ii) ClH′X ⊆ ClHX for every X ⊆ V ′.
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Proof. (i) Let I ∈ H ′ ∩ 2X∩V ′ and p ∈ V ′ \ (X ∩ V ′), then I ∈ H ∩ 2X and
p ∈ V \X, hence I ∪ {p} ∈ H since X ∈ Fl H. Thus I ∪ {p} ∈ H ′ and so
X ∩ V ′ ∈ Fl H′.
(ii) Let X ⊆ V ′. By (i), we have (ClHX) ∩ V ′ ∈ Fl H′. Since X ⊆
(ClHX) ∩ V ′, we get ClH′X ⊆ (ClHX) ∩ V ′. 
We turn now our attention to contraction. The following remarks are
easy and well known. We include a short proof for completeness.
Proposition 8.3.4 The following classes of simplicial complexes are closed
under contraction:
(i) paving simplicial complexes;
(ii) matroids.
Proof. (i) Let H = (V,H) be paving and let Q ∈ H \ {V }. Assume that
X ∈ H/Q and Y ⊆ V \ Q satisfies |Y | = |X| − 1. Then X ∪ Q ∈ H and
|Y ∪Q| = |X ∪Q| − 1. Since H is paving, it follows that X ∪Q ∈ H and so
Y ∈ H/Q. Therefore lk(Q) is paving.
(ii) Let H = (V,H) be a matroid and let Q ∈ H \ {V }. Assume that
I, J ∈ H/Q satisfy |J | = |I| − 1. Then I ∪ Q, J ∪ Q ∈ H and |I ∪ Q| =
|J ∪Q| − 1. Since H is a matroid, it follows that J ∪Q ∪ {i} ∈ H for some
i ∈ (I ∪Q)\ (J ∪Q) = I \J . Thus J ∪{i} ∈ H/Q and so lk(Q) is a matroid.

The remaining classes of simplicial complexes featuring Proposition 8.3.1
behave differently:
Example 8.3.5 The following classes of simplicial complexes are not closed
under contraction:
(i) boolean representable simplicial complexes;
(ii) graphic boolean simplicial complexes;
(iii) simplicial complexes satisfying (PR).
Indeed, consider the tetrahedron complex T2 = (V,H) defined by V =
{1, . . . , 4} and H = P≤2(V ) ∪ {123, 124}. We saw in Example 5.2.11 that
T2 is boolean representable, in fact the computation of the flats there shows
that T2 is graphic boolean. Now lk(4) = ({1, 2, 3}, {∅, 1, 2, 3, 12}) fails (PR)
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for 12 and 3. In view of Proposition 5.1.2, T2 serves as a counterexample
for all the three classes above.
The following result, proved by Izhakian and Rhodes, shows that con-
tractions and (PR) together can characterize matroids:
Proposition 8.3.6 [27, Proposition 2.26(iii)] Let H be a simplicial complex.
If all contractions of H satisfy (PR), then H is a matroid.
Proof. Suppose that H = (V,H) is not a matroid. Then there exist I, J ∈
H such that |I| = |J |+ 1 and J ∪{i} /∈ H for every i ∈ I \J . Let X = I ∩J
and assume that |X| is maximal for all possible choices of I, J .
Let lk(X) = (V \ X,H ′). Write I ′ = I \ X, J ′ = J \ X ∈ H ′. Since
J ′ = ∅ implies J ⊂ I, which is impossible, we can take j′0 ∈ J ′.
Suppose that lk(X) satisfies (PR). Then there exists some i′0 ∈ I ′ such
that I ′′ = (I ′ \ {i′0}) ∪ {j′0} ∈ H ′. Hence I ′′ ∪X ∈ H. Clearly, J ∪ {i} /∈ H
for every i ∈ (I ′′ ∪X) \ J ⊆ I \ J . Since (I ′′ ∪X) ∩ J = X ∪ {j′0} ⊃ X, this
contradicts the maximality of |X|. Thus lk(X) fails (PR) and we are done.

We can also prove the following proposition:
Proposition 8.3.7 Every simplicial complex is a contraction of some boolean
representable simplicial complex.
Proof. Let H = (V,H) be a simplicial complex and take a new symbol
z /∈ V . Let H′= (V ′, H ′) be the simplicial complex defined by V ′ = V ∪ {z}
and
H ′ = {I ∪ {x} | I ∈ H, x ∈ V ′} ∪H.
It is easy to see that H ⊆ Fl H′. Let X ∈ H ′ be nonempty. Then there
exists some x ∈ X such that X \{x} ∈ H. Since x /∈ X \{x}, which is closed
in H′, it follows from Corollary 5.2.7 that H′ is boolean representable.
It is easy to see that H is a contraction of H′ by verifying that H = lk(z).

Unlike the matroid case, negative results appear also when we consider
the notion of dual. Given a simplicial complex H = (V,H), we define the
dual simplicial complex H∗= (V,H∗) through the equivalence
X ∈ fct H∗⇔ V \X ∈ fct H (X ⊆ V ).
It is well known that the dual of a matroid is a matroid [53, Section 5.2].
The next example shows that this property fails for boolean representable
simplicial complexes:
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Example 8.3.8 The tetrahedron complex T2 is boolean representable but its
dual is not.
Indeed, T2 = (1234, P≤2(1234) ∪ {123, 124}) is boolean representable
by Example 5.2.11(iii). We have fctT2 = {123, 124, 34}, hence fctT ∗2 =
{4, 3, 12} and so
T ∗2 = (1234, P≤1(1234) ∪ {12}). (8.5)
Since T ∗2 fails (PR) for 12 and 3, it follows from Proposition 5.1.2 that T ∗2
is not boolean representable.
In the boolean representable setting, unlike in the matroid case, contrac-
tion is not the dual operation of restriction.
Example 8.3.9 Let V = {1, . . . , 4} and T2 = (V, P≤2(V ) ∪ {123, 124}).
Then the restriction of T ∗2 to V \ 13 is not the dual of the contraction of T2
by 13.
Indeed, by (8.5), the restriction of T ∗2 to V \ 13 = 24 is (24, {∅, 2, 4}).
On the other hand, the contraction of T2 by 13 is (24, {∅, 2}) and has dual
(24, {∅, 4}).
In matroid theory, a minor of H is any matroid obtained from H by a
sequence of restrictions and contractions. A consequence of Example 8.3.5 is
that the theory of forbidden minors for matroids (see [53, Chapter 7]) cannot
be generalized to the boolean representable case. In the next section, we
show that we can somehow get away with restriction only.
8.4 Prevarieties of simplicial complexes
Since prevarieties of simplicial complexes are not known in the literature,
we dare to define them: classes of simplicial complexes closed under isomor-
phism and restriction. Hence all the classes in Proposition 8.3.1 constitute
prevarieties of simplicial complexes.
Let Σ denote a set of simplicial complexes. We denote by FR(Σ) the
class of all simplicial complexes having no restriction isomorphic to some
element of Σ, so FR stands for forbidden restriction.
Given a simplicial complex H and k ∈ N, let Resk(H) denote the set of
all restrictions of H with at most k vertices. We denote by Res′(H) the set
of all proper restrictions of H.
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Let SC denote the prevariety of all simplicial complexes. Given a preva-
riety V ⊂ SC of simplicial complexes, write
V˜ = {H ∈ SC \ V | Res′(H) ⊆ V}.
Lemma 8.4.1 (i) For every set Σ of simplicial complexes, FR(Σ) is a
prevariety of simplicial complexes.
(ii) For every prevariety V of simplicial complexes, V = FR(V˜).
Proof. (i) Clearly, FR(Σ) is closed under isomorphism. Let (V,H) ∈ FR(Σ)
and let V ′ ⊆ V , H ′ = H ∩ 2V ′ . Suppose that (V ′, H ′) has a restriction
(V ′′, H ′′) isomorphic to some element of Σ. Then (V ′′, H ′′) is itself a restric-
tion of (V,H), contradicting (V,H) ∈ FR(Σ). Thus FR(Σ) is closed under
restriction and constitutes therefore a prevariety.
(ii) The inclusion V ⊆ FR(V˜) is immediate. Conversely, if H ∈ SC \ V,
then H must have some restriction in V˜, hence H /∈ FR(V˜). 
If V = FR(Σ), we say that Σ is a basis of V. We say that V is finitely
based if it admits a finite basis. The size of a nonempty basis is
sup{|V | ∣∣ (V,H) ∈ Σ}.
By convention, the size of the empty basis is 0 (note that FR(∅) is the class
of all simplicial complexes). We say that V has size k ∈ N∪{∞} (and write
sizV = k) if V admits a basis of size k, but not smaller. Since we do not
need to keep isomorphic simplicial complexes in a basis, V is finitely based
if and only if sizV <∞.
The following example shows that prevarieties need not be finitely based,
even if their elements have bounded dimension. In Subsection 4.1.2, we iden-
tified (finite undirected) graphs with trim simplicial complexes of dimension
≤ 1.
Example 8.4.2 Let A denote the class of all finite undirected acyclic graphs.
Then A is a non finitely based prevariety of simplicial complexes.
Indeed, since a subgraph of an acyclic graph is necessarily acyclic, then
A is a prevariety of simplicial complexes. Suppose that A = FR(Σ) for some
finite set Σ of simplicial complexes. Let k be the size of Σ and let H be a
graph consisting of a single cycle of length k+1. Since H /∈ A, then H must
have some retriction H′ isomorphic to some element of Σ. But then H′ has
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at most k vertices and so H′∈ A, contradicting A = FR(Σ). Therefore A is
not finitely based.
We complete this section by proving two results that will help us to
compute sizes in Section 8.5:
Lemma 8.4.3 Let Σ,Σ′ be classes of simplicial complexes and let V,V ′ be
prevarieties of simplicial complexes. Then:
(i) FR(Σ) ∩ FR(Σ′) = FR(Σ ∪ Σ′);
(ii) siz(V ∩ V ′) ≤ max{sizV, sizV ′};
(iii) if V,V ′ are finitely based, so is V ∩ V ′.
Proof. (i) is straightforward, (ii) follows from (i) and (iii) from (ii). 
Theorem 8.4.4 Let V ⊂ SC be a prevariety of simplicial complexes. Then
sizV = sup{|V | ∣∣ (V,H) ∈ V˜}.
Proof. By Lemma 8.4.1(ii), V˜ is a basis of V, hence
sizV ≤ sup{|V | ∣∣ (V,H) ∈ V˜}.
Suppose that V = FR(Σ) with siz Σ = sizV. Let H = (V,H) ∈ V˜. Then
H /∈ FR(Σ) and so H has some restriction isomorphic to some complex in Σ.
Since Res′(H) ⊆ V, it follows that H itself is isomorphic to some complex
in Σ and so
|V | ≤ sup{|V ′| ∣∣ (V ′, H ′) ∈ Σ} = siz Σ = sizV.
Therefore
sup{|V | ∣∣ (V,H) ∈ V˜} ≤ sizV
and we are done. 
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8.5 Finitely based prevarieties
We introduce now some notation for prevarieties of simplicial complexes:
• PV: paving simplicial complexes;
• PR: simplicial complexes satisfying (PR);
• BR: boolean representable simplicial complexes;
• GB: graphic boolean simplicial complexes;
• MT : matroids;
• PM =MT ∩ PV;
• PB = PV ∩ BR.
Given a prevariety V of simplicial complexes and d ∈ N, we define also the
prevariety
Vd = {H ∈ V | dim H ≤ d}.
In general, we need to consider dimension restrictions to obtain finitely based
prevarieties. But Example 8.4.2 shows that dimension restrictions do not
imply finitely based.
Theorem 8.5.1 Let d ≥ 1. Then
(i) sizPVd = 2d+ 1;
(ii) sizPRd = d+ 2;
(iii) sizMT d = sizPMd = d+ 2;
(iv) sizGB = 6.
Proof. (i) Let H = (V,H) ∈ P˜Vd. If dim H > d, then Ud+2,d+2 /∈ PVd is
a restriction of H and so |V | = d+ 2 by minimality. Hence we may assume
that dim H = r ≤ d. It follows that there exist I ∈ H ∩ Pr+1(V ) and
J ∈ Pr(V ) \ H. Thus (I ∪ J,H ∩ 2I∪J) /∈ PVd and by minimality we get
I ∪ J = V . Thus |V | ≤ |I|+ |J | = 2r + 1 ≤ 2d+ 1 and so sizPVd ≤ 2d+ 1
by Theorem 8.4.4.
Equality comes from presenting some (V,H) ∈ P˜Vd with |V | = 2d + 1.
We take V = {0, . . . , 2d} and
H = (P≤d(V ) \ {{d+ 1, d+ 2, . . . , 2d}}) ∪ {01 . . . d}.
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Then (V,H) /∈ PVd. Let V ′ ⊆ V with |V ′| = 2d and write H ′ = H ∩ 2V ′ .
If 01 . . . d ⊆ V ′, then
H ′ = P≤d(V ′) ∪ {01 . . . d}.
If 01 . . . d 6⊆ V ′, then
H ′ = P≤d(V ′) \ {(d+ 1)(d+ 2) . . . (2d)}
and so in any case we get (V ′, H ′) ∈ PVd. Therefore (V,H) ∈ P˜Vd as
desired.
(ii) Let H = (V,H) ∈ P˜Rd. If dim H > d, then Ud+2,d+2 /∈ PRd is a
restriction of H and so |V | = d + 2 by minimality. Hence we may assume
that dim H = r ≤ d. Since H /∈ PRd, there exist I, {p} ∈ H such that
(I \ {i}) ∪ {p} /∈ H for every i ∈ I. It follows that the restriction induced
by I ∪ {p} is not in PR either, hence sizPRd ≤ d+ 2.
Equality follows from noting that Ud+2,d+2 ∈ P˜Rd.
(iii) Let H = (V,H) ∈ M˜T d. If dim H > d, then Ud+2,d+2 /∈ MT d is a
restriction of H and so |V | = d + 2 by minimality. Hence we may assume
that dim H = r ≤ d.
Let I, J ∈ H fail (EP). By minimality of |V |, every proper restriction
of H is a matroid, whence I ∪ J = V . Let a ∈ J \ I and let (V ′, H ′) be
the restriction of (V,H) determined by V ′ = V \ {a}. Applying (EP’) twice
in succession to I, J ′ = J \ {a} ∈ H ′, it follows that there exist distinct
i, i′ ∈ I \ J such that I ′ = J ′ ∪ {i, i′} ∈ H ′. Now (EP) fails also for I ′ and
J , and by minimality of |V | we must have I ′ ∪ J = V . Since |I ′ \ J | = 2, we
get |V | = |J |+ 2 = r + 2 ≤ d+ 2. Therefore sizMT d ≤ d+ 2 by Theorem
8.4.4.
Equality now follows from Ud+2,d+2 ∈ M˜T d. With the same proof, we
get also the equality sizPMd = d+ 2.
(iv) In view of Proposition 6.2.1 and Theorem 8.4.4, we have sizGB ≤ 6.
Now let V = {1, . . . , 6} and H = P≤3(V ) \ {124, 135, 236}. Note that H
is obtained by excluding from P≤3(V ) the lines of the PEG
1
4 5
2 6 3
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By Proposition 6.2.1, (V,H) is not graphic boolean. Let V ′ ⊆ V with
|V ′| = 5 and write H ′ = H ∩ 2V ′ .
Then P≤3(V ′)\H ′ has at most two elements. Since the elements abx, ayc
and zbc in the statement of Proposition 6.2.1 must be all distinct, it follows
that (V ′, H ′) ∈ GB. Hence (V,H) ∈ G˜B and so sizGB = 6 by Theorem
8.4.4. 
Boolean representability is a tougher challenge. We start with the paving
case before facing the harder general case.
Theorem 8.5.2 (i) sizPB1 = 3.
(ii) For every d ≥ 2, sizPBd = (d+ 1)(d+ 2).
Proof. (i) Let H = (V,H) ∈ P˜B1. If dim H > 1, we get |V | = 3 as in
the proof of Theorem 8.5.1(i). On the other hand, Corollary 5.3.2 excludes
dim H ≤ 0, hence we may assume that dim H = 1. If H is not paving,
we may proceed as in the proof of Theorem 8.5.1(i) to get |V | = 3, hence
we assume that H/∈ BR. By Proposition 5.3.1, there exist a, b, c ∈ V such
that ab, bc /∈ H but ac ∈ H. It follows also from Proposition 5.3.1 that the
restriction of H induced by V ′ = abc is not in BR either. Thus V = V ′ and
so sizPB1 = 3.
(ii) Let H = (V,H) ∈ P˜Bd. If dim H > d, we get |V | = d + 2 ≤
(d + 1)(d + 2) as in the proof of Theorem 8.5.1(i). On the other hand, if
H is not paving we get |V | ≤ 2d + 1 ≤ (d + 1)(d + 2) by Theorem 8.5.1(i).
Hence we may assume that H ∈ PVd and so H /∈ BR. Since the function
(d + 1)(d + 2) is increasing for d ≥ 2, we may assume that dim H = d. By
Proposition 6.1.2, there exists some A ∈ H∩Pd+1(V ) such that A \ {a} = V
for every a ∈ A. Assume that A = a0 . . . ad and write Ai = A \ {ai}. For
each i = 0, . . . , d, let Si ⊆ V be maximal for the properties
• Ai ⊆ Si;
• Pd+1(Si) ∩H = ∅.
Note that Ai would satisfy both conditions above, hence there exists some
maximal Si satisfying them. We claim that, for i = 1, . . . ,m,
∃xi0 ∈ V \ Si ∃xi1, . . . , xi,2d ∈ Si :
(xi0xi1 . . . xid ∈ H and xi0xi,d+1 . . . xi,2d /∈ H). (8.6)
Indeed, since dim H = d we have Si ⊂ V = Ai. Hence Si is not closed.
Since H ∩Pd+1(Si) = ∅ and P≤d(V ) ⊆ H, it follows that there exist distinct
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xi,d+1, . . . , xi,2d ∈ Si and xi0 ∈ V \ Si such that xi0xi,d+1 . . . xi,2d /∈ H.
On the other hand, since xi0 /∈ Si, it follows from maximality of Si that
xi0xi1 . . . xid ∈ H for some distinct xi1, . . . , xid ∈ Si. Thus (8.6) holds.
Note that, in view of our notational conventions, we are assuming xi1, . . .,
xid to be distinct and xi,d+1, . . . , xi,2d to be distinct as well, but these two
sets may intersect each other. Therefore, we may assume that
xi1 . . . xid = Ai or xi,d+1 . . . xi,2d = Ai. (8.7)
Let (V ′, H ′) be the restriction of H induced by the subset
V ′ = {xij | i = 0, . . . , d; j = 0, . . . , 2d}.
In view of (8.7), we have A ∈ H ′. Let Cl′X denote the closure of X ⊆ V ′
in (V ′, H ′) and let i ∈ {0, . . . , d}. Given s ∈ Si \Ai, we have Ai ∪ {s} /∈ H ′
by definition of Si, hence Ai ∈ H ′ yields Si ⊆ Cl′Ai. Now xi,d+1 . . . xi,2d ∈
H ′ ∩ 2Si and xi0xi,d+1 . . . xi,2d /∈ H ′ together yield xi0 ∈ Cl′Ai and so Cl′Ai
contains the (d + 1)-set xi0xi1 . . . xi,d ∈ H ′. By Proposition 4.2.3, we get
Cl′Ai = V ′ for i = 1, . . . ,m. By Proposition 6.1.2, (V ′, H ′) is not boolean
representable. By minimality of |V |, we get V ′ = V .
Now (8.7) implies that each ak occurs d times among the xij . Hence
|V | = |V ′| ≤ (d + 1)(2d + 1) − (d + 1)(d − 1) = (d + 1)(d + 2) and so
sizPBd ≤ (d+ 1)(d+ 2) by Theorem 8.4.4.
To prove equality, we build some (V,H) ∈ P˜Bd with |V | = (d+1)(d+2).
Let A = {a0, . . . , ad} and Bi = {bi0, . . . , bid} for i = 0, . . . , d. Write also
Ai = A \ {ai} and
Ci = Pd+1(Ai ∪ (Bi \ {bi0})) ∪ {Bi}.
We define
V = A ∪
d⋃
i=0
Bi, H = P≤d+1(V ) \
d⋃
i=0
Ci.
Clearly, |V | = (d + 1)(d + 2)). We show that (V,H) is not boolean repre-
sentable.
We have A ∈ H. Let i ∈ {0, . . . , d}. Since H∩Pd+1(Ai∪(Bi\{bi0})) = ∅,
it is easy to see that Bi\{bi0} ⊆ Ai and so Bi\{bi0} ∈ H∩2Ai together with
Bi /∈ H yields also bi0 ∈ Ai. Thus Ai ∪ {bi0} ∈ H ∩ 2Ai and so Ai = V by
Proposition 4.2.3. By Proposition 6.1.2, (V,H) is not boolean representable
and so (V,H) /∈ PBd.
Consider now v ∈ V and let (V ′, H ′) be the restriction of (V,H) induced
by V ′ = V \ {v}. Clearly, (V ′, H ′) ∈ PVd, so all we need is to prove that
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(V ′, H ′) ∈ BR. Let Cl′X denote the closure of X ⊆ V ′ in (V ′, H ′). By
Proposition 6.1.2, it suffices to show that, for every X ∈ H ′ ∩ Pd+1(V ′),
there exists some x ∈ X such that x /∈ Cl′(X \ {x}). We consider three
cases.
Assume first that X ∈ Pd+1(Ai ∪ Bi). Then bi0 ∈ X and aj ∈ X for
some j 6= i. Taking x ∈ X \ {bi0, aj}, it follows easily that X \ {x} is closed
in (V ′, H ′) and so x /∈ Cl′(X \ {x}).
Assume next that X contains simultaneously elements bij and y /∈ Ai ∪
Bi. Taking x ∈ X \ {bij , y}, it is easy to check that X \ {x} is closed in
(V ′, H ′) and so x /∈ Cl′(X \ {x}).
Therefore we may assume that X = A. It follows that v ∈ Bi for some
i. Let x = ai. We claim that x /∈ Cl′(X \ {x}) = Cl′Ai. Once again, we
get Bi \ {bi0, v} ⊆ Cl′Ai. Since Bi 6⊆ V ′, it is straightforward to check that
Ai ∪ (Bi \ {bi0, v}) is closed in (V ′, H ′), hence x /∈ Cl′(X \ {x}) in all three
cases and we are done. 
If we drop the paving restriction, things get more complicated, but we
still have a finitely based prevariety. We need the following lemma:
Lemma 8.5.3 Let H = (V,H) be a simplicial complex of dimension d ≥ 1
and let X ⊆ V , a ∈ X. Then there exists a restriction (V ′, H ′) of H such
that |V ′| ≤ (d+ 1)d2d + 1 and a belongs to the closure of X ∩V ′ in (V ′, H ′).
Proof. Given Y ⊆ Z ⊆ E, let ClZY denote the closure of Y in the re-
striction (Z,H ∩ 2Z). We define a finite sequence X0, X1, . . . , Xn of disjoint
subsets of V as follows. Let X0 = X. Assume that X0, X1, . . . , Xk−1 are
defined. If Xk−1 = ∅ or X ′k−1 = X0 ∪ . . . ∪Xk−1 contains a facet of H, the
sequence stops at Xk−1. Otherwise, let
Xk = {b ∈ V \X ′k−1 | Y ∪ {b} /∈ H for some Y ∈ H ∩ 2X
′
k−1}.
We prove that n ≤ 2d.
We may assume that X 6= ∅. Suppose first that {x} /∈ H for every
x ∈ X. Then X1 = {x ∈ V \X | {x} /∈ H}. If X1 6= ∅, then X2 = ∅, yielding
n ≤ 2 ≤ 2d. Hence we may assume that there exists some a0 ∈ X ∩H.
Suppose that n > 2d. Let ai ∈ X2i for i = 1, . . . , d and write Ai =
a0a1 . . . ai ∈ X ′2i. Since A0 ∈ H, we can define k to be the maximum value
of Ai such that Ai ∈ H. Suppose that i < d. Then Ai+1 = Ai ∪ {ai+1} /∈ H
and so ai+1 ∈ X2i+1, contradicting ai+1 ∈ X2(i+1). It follows that Ad ∈ H
and so X ′2d contains a facet, contradicting n > 2d. Thus n ≤ 2d.
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Next we show that, for all i ≤ n and p ∈ Xi,
p ∈ ClVp(X ∩ Vp) for some Vp ⊆ V such that |Vp| ≤ di. (8.8)
We use induction on i. If i = 0, we take Vp = {p} and the claim holds.
Assume now that i > 0 and the claim holds for smaller values of i. Since
p ∈ Xi, there exists some Y ∈ H ∩ 2X′i−1 such that Y ∪ {p} /∈ H. Since
|Y | ≤ d (otherwise Y would be a facet and Xi would not be defined), and
using the induction hypothesis, we find for each y ∈ Y some Vy ⊆ V such
that y ∈ ClVy(X ∩ Vy) and |Vy| ≤ di−1. Writing Vp = ∪y∈Y Vy, we claim
that p ∈ ClVp(X ∩ Vp). Indeed, it follows from Proposition 8.3.3(ii) that
Y ⊆ ClVp(X ∩Vp). Since Y ∈ H and Y ∪{p} /∈ H, we get p ∈ ClVp(X ∩Vp).
Since |Vp| ≤
∑
y∈Y |Vy| ≤ d · di−1 = di, then (8.8) holds.
We consider now two cases. Suppose first that a ∈ X ′n. Since n ≤ 2d,
we may apply (8.8) directly to prove the claim of the lemma. Hence we may
assume that a /∈ X ′n. Note that the sequence (Xi)i terminates due to one
of two reasons. Either Xn = ∅ or X ′n contains a facet of H. Suppose that
Xn = ∅. It follows easily that X ′n is closed, contradicting a ∈ X in view
of a /∈ X ′n. Thus X ′n must contain a facet Y of H. Since |Y | ≤ d + 1, we
can apply (8.8) to each of the elements of Y and take V ′ = {a} ∪ (∪y∈Y Vy)
as in the proof of (8.8). Therefore a ∈ V ′ = ClV ′(X ∩ V ′) and |V ′| ≤
(d+ 1)dn + 1 ≤ (d+ 1)d2d + 1 as required. 
Theorem 8.5.4 (i) sizBR1 = 3.
(ii) sizBR2 = 12.
(iii) For every d ≥ 3, sizBRd ≤ (d+ 1)2d2d + d+ 1.
Proof. (i) This follows immediately from the proof of Theorem 8.5.2(i).
(ii) Let H = (V,H) ∈ B˜R2. Similarly to the proof of Theorem 8.5.1(i),
we may assume that dim H = 2 and so H /∈ BR. By Corollary 5.2.7, there
exists some nonempty A ∈ H such that a ∈ A \ {a} for every a ∈ A.
If |A| = 3, then we adapt the proof of Theorem 8.5.2(ii), defining the
subsets Si exactly the same way. We claim that, for i = 1, 2, 3,
∃xi0 ∈ V \ Si ∃xi1, . . . , xi,4 ∈ Si :
(xi0xi1xi2 ∈ H and xi0xi3xi4 /∈ H). (8.9)
Indeed, since ai /∈ Si we have Si ⊂ Ai. Hence Si is not closed. Hence
there exists some Yi ⊆ H∩2Si and some xi0 ∈ V \Si such that Yi∪{xi0} /∈ H.
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Since P3(Si)∩H = ∅, we have |Yi| ≤ 2. Completing the elements of Yi with
others if necessary, it follows that there exist distinct xi3, xi4 ∈ Si such
that xi0xi3xi4 /∈ H. On the other hand, since xi0 /∈ Si, it follows from the
maximality of Si that xi0xi1xi2 ∈ H for some distinct xi1, xi2 ∈ Si. Thus
(8.9) holds.
Now we mimic the proof of Theorem 8.5.2(ii) to get |V | ≤ 12 in this
case.
It remains to be considered the case |A| = 2, say A = ab. Suppose
that all the connected components of the graph Γ H are cliques. Let Ca
denote the vertices in the connected component of a. Similarly to the proof
of Proposition 5.3.1, we have
a = (V \H) ∪ Ca,
hence b /∈ a, a contradiction. Hence there exist distinct edges x −− y −− z
in ΓH such that x is not adjacent to z, i.e. xz ∈ H. Taking V ′ = {x, y, z},
it follows from Proposition 5.3.1 that the restriction induced by V ′ is not
boolean representable and so |V | = 3 by minimality.
From both cases we deduce sizBR2 ≤ 12. For equality, we may of course
use the same simplicial complex as in the proof of Theorem 8.5.2(ii).
(iii) Let H = (V,H) be a simplicial complex not in BRd. Without loss
of generality, we may assume that dim H = d: if dim H > d, then H has a
restriction Ud+2,d+2, and the case dim H < d is a consequence of the case
dim H = d since our bound increases with d.
By Corollary 5.2.7, there exists some A ∈ H such that a ∈ A \ {a} for
every a ∈ A. By Lemma 8.5.3, for every a ∈ A there exists a restriction
(Va, Ha) of H such that |Va| ≤ (d + 1)d2d + 1 and a belongs to the closure
of (A \ {a}) ∩ Va in (Va, Ha). Now we take V ′ = ∪a∈AVa. By Proposition
8.3.3(ii), a belongs to the closure of A \ {a} in (V ′, H ∩ 2V ′). Since
|V ′| ≤ (d+ 1)|Va| ≤ (d+ 1)2d2d + d+ 1,
we get sizBRd ≤ (d+ 1)2d2d + d+ 1. 
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Chapter 9
Open questions
As a general objective we would like to raise the results in this monograph
from dimension 2 to dimension 3 and further.
Below we will list more specific questions on the representation/combina-
torial/geometric/topological theories of BR and on the theory of finite posets.
Many of these questions remain new and important when restricted to
matroids.
9.1 Representation theory of BR and matroids
Question 9.1.1 Given H ∈ BR, is mindegH always achieved by an sji (a
minimal) lattice representation of H?
Question 9.1.2 Is there additional structure on the set of boolean repre-
sentations of a given H ∈ BR beyond the structure with join “stacking of
boolean matrices” detailed in this monograph? For example, is there a tensor
product of semilattices structure?
Question 9.1.3 Calculate the minimal/sji representations and mindeg for
the following matroids:
(i) all projective planes (we did the Fano plane in Subsection 5.7.2);
(ii) Dowling geometries of arbitrary rank for every finite group (see [16]);
(iii) the uniform matroids Um,n for 3 ≤ m < n (we did U3,n in Subsection
5.7.3);
(iv) (V,H(B)) for a Steiner system (V,B) ∈ S(r − 1, r, n) (see Theorem
5.7.18(iii) for r = 4 and n = 8);
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(v) every example of matroid with at most 12 points at the back of [38].
Question 9.1.4 Using [27, Theorem 5.4] and [20], apply the boolean rep-
resentation theory of matroids to get conditions on when a matroid has a
matrix representation over a given finite field F .
Following the proof of [27, Theorem 5.4], we note that a boolean repre-
sentation of a matroid H = (V,H) can be constructed from a field represen-
tation of H by stacking matrices. We describe briefly this procedure.
Let d = dim H and n = |V |. Assume that M = (aij) is an m×n matrix
over a field F representing H, so that H is precisely the set of all subsets of
independent column vectors of M (over F). Since d = dim H, the matrix M
has rank d+1. By performing standard row operations on M such as adding
to a row a multiple of another row, we may replace M by a matrix having
precisely d+1 nonzero rows, and producing the same subsets of independent
column vectors. Hence we may assume that m = d+ 1.
Let M ′ = (bij) be an m′ × n boolean matrix satisfying the following
condition: (c1, . . . , cn) is a nonzero row vector of M
′ if and only if there
exists a linear combination of row vectors of M having zero entries at the
same positions than (c1, . . . , cn). Let X ⊆ {1, . . . , n}. We claim that
{M [ , j] | j ∈ X} is independent over F if and only if
{M ′[ , j] | j ∈ X} is independent. (9.1)
Assume that {M [ , j] | j ∈ X} is independent over F. Then there exists
some subset Y of |X| rows such that M [Y,X] has nonzero determinant. By
adding to a row a multiple of another row, we may transform M [Y,X] into
a matrix N congruent to a lower triangular matrix. Each row of N is a
(nonzero) linear combination of rows in M [Y,X]. Computing these same
linear combinations for the full matrix M provides a set Y ′ of rows in M ′
such that M ′[Y ′, X] is congruent to a lower unitriangular matrix. Thus
{M ′[ , j] | j ∈ X} is independent.
Conversely, assume that {M ′[ , j] | j ∈ X} is independent. Then there
exists a subset Y of |X| rows of M ′ such that M ′[Y ′, X] is congruent to a
lower unitriangular matrix. Each row M ′[i, ] (i ∈ Y ′) arises from a linear
combination Ci of row vectors of M . Let M
′′ be the matrix over F obtained
by adding to M the row vectors Ci (i ∈ Y ′). Since M ′′[Y ′, X] has clearly
nonzero determinant, then {M ′′[ , j] | j ∈ X} is independent over F. Since
adding linear combinations or rows does not alter independence of column
vectors, it follows that {M [ , j] | j ∈ X} is independent over F and so (9.1)
holds.
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Thus M ′ is a boolean matrix representation of H. Now, being a matroid,
H is pure, so we only need to put enough rows into M ′ to make the facets of
H independent. If H has ` facets, it follows easily from the above algorithm
that we need at most m` rows in M ′. Therefore
mindeg H ≤ (dim H +1)|fct H |.
Since not every matroid is field representable, we know that there is no
general method for reverting this process. But can it be done for particular
subclasses of matroids? We intend to develop these connections in the future.
Question 9.1.5 Look at [9, 35, 40] and apply the boolean representation
theory of matroids to the theory of Coxeter matroids and Bruhat orders.
9.2 Combinatorial theory of BR and matroids
Question 9.2.1 Provide better or sharp bounds for sizBRd (see Theorem
8.5.4(iii)).
Question 9.2.2 Extend the analysis of mindeg for BPav(2) (Theorem 6.5.1):
(i) to the case where ΓFl H is connected;
(ii) to BPav(3) and higher dimensions.
Question 9.2.3 Discover the structure of all simplicial complexes of di-
mension d which are not in BR but have all proper restrictions in BR.
Question 9.2.4 Is there some generalization of the greedy algorithm char-
acterization of matroids which applies to BR?
Question 9.2.5 We say that a simplicial complex H is a boolean module of
type B(n) if it admits an n × (2n − 1) boolean matrix representation where
all columns are distinct and nonzero.
(i) Calculate the independent sets of H.
(ii) Calculate the flats of H.
(iii) Relate to known combinatorial objects in the literature.
For n = 3 the independent sets are all the sets with at most two elements
plus 25 3-sets, see Example 6.3.5 for the list of the dependent 3-sets.
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9.3 Geometric theory of BR and matroids
Question 9.3.1 Extend the geometric analysis of BPav(2) in Sections 6.3
and 6.4 to BPav(3) and higher dimensions, especially Lemma 6.3.3 and
Theorem 6.3.4, for geometrically computing independent sets and flats, re-
spectively.
Question 9.3.2 Generalize ΓM to BPav(3) and then generalize the results
of Sections 6.3 and 6.4 which use ΓM .
9.4 Topological theory of BR and matroids
Question 9.4.1 Let H = (V,H) ∈ BPav(2) with at most one nontrivial
connected component in ΓFl H. Which total orders on V produce a shelling
of H through the alphabetic order?
Question 9.4.2 Extend the shellability results for BPav(2) to BPav(3) and
beyond, defining the appropriate connectivity conditions which generalize the
conditions using ΓFl H in Chapter 7.
Question 9.4.3 Do the concepts of shellable and sequentially Cohen-Macaulay
coincide for all (paving) boolean representable simplicial complexes? If not,
do they coincide for some nice subclass?
Question 9.4.4 Have boolean representable simplicial complexes shown up
in the topological literature before? If so, where?
One of our current lines of research indicates that boolean representabil-
ity can provide important information on the homotopy groups of the com-
plex, at least on the fundamental group. We recall that any finitely presented
group can occur as the fundamental group of some simplicial complex of di-
mension 2.
9.5 Applications of the theory to finite posets
Question 9.5.1 Sections 3.2 and A.4 develop the theory of boolean repre-
sentations of finite posets through the Dedekind-MacNeille completion. De-
velop this theory of c-independence for finite posets along the lines of this
monograph. Solve Question 9.1.5 in the poset setting.
Appendix A
We collect in this appendix complementary material of two types:
• classical results which contribute to making this monograph self-con-
tained;
• related subjects which may be of interest for future research.
A.1 Supertropical semirings
As an alternative to the perspective presented in Section 2.1, we can view
SB under the viewpoint of tropical algebra, as we show next.
Let S be a commutative semiring and let I ⊆ S. We say that I is an
ideal of S if
I + I ⊆ I and I · S ⊆ I.
Let GS = {a + a | a ∈ S}. It is immediate that GS is an ideal of S. Let
ν : S → GS be the canonical map defined by aν = a+ a.
Supertropical (commutative) semirings admit the following axiomatic
definition. We say that a commutative semiring S is supertropical if, for all
a, b ∈ S:
(ST1) GS ⊂ S;
(ST2) (aν)ν = aν ;
(ST3) a+ b = aν if aν = bν ;
(ST4) a+ b ∈ {a, b} if aν 6= bν .
In this case, we say that GS is the ghost ideal of S and aν is the ghost of
a. The ghost ideal replaces favorably 0 in many instances, namely in the
key definition of independence of vectors. In fact, the ghost ideal provides a
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supertropical semiring with an algebraic and geometric theory much deeper
than in the general case of arbitrary (commutative) semirings (see [31]).
The next result collects some properties that shed some light on the
structure of supertropical semirings.
Proposition A.1.1 [31, Section 3] Let S be a supertropical semiring. Then:
(i) a+ a+ a = a+ a for every a ∈ S.
(ii) (GS ,+) is a submonoid of (S,+).
(iii) GS is totally ordered by
a ≤ b if a+ b = b.
(iv) for all a, b ∈ S,
a+ b =

a if aν > bν
b if aν < bν
aν if aν = bν
Proof. (i) By (ST2), we have (aν)ν = aν , hence a + aν = aν by (ST3). i.e
a+ a+ a = a+ a.
(ii) By (ST3) and (ST4), GS is closed under addition. Since 0 = 0ν ,
(GS ,+) is a submonoid of (S,+).
(iii) If a ≤ b ≤ c in GS , then a+ c = a+ (b+ c) = (a+ b) + c = b+ c = c,
hence a ≤ c and so ≤ is transitive. By (ST3) and (ST4), a+b ∈ {a, b} for all
a, b ∈ GS . Since + is commutative, it follows easily that ≤ is a total order
on G.
(iv) Let a, b ∈ S. In view of (ST3), we may assume that aν < bν . Then
aν + bν = bν . On the other hand, (ST4) yields a+ b ∈ {a, b}. Suppose that
a+ b = a. Then
bν = aν + bν = a+ a+ b+ b = a+ b+ a+ b = a+ a = aν ,
a contradiction. Thus a+ b = b and (iv) holds. 
The next result shows that SB can be characterized as the smallest su-
pertropical semiring.
Proposition A.1.2 [27, Appendix B] SB is a supertropical semiring and
embeds in every supertropical semiring.
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Proof. It is immediate that SB satisfies (ST1) – (ST4), hence SB is a
semitropical semiring. Let (S,+, ·, 0, 1) be an arbitrary supertropical semir-
ing. We claim that the mapping ϕ : SB→ S defined by
0 7→ 0, 1 7→ 1, 2 7→ 1ν
is injective. Indeed, if 1 = 1ν , then a = a · 1 = a · 1ν for every a ∈ S,
contradicting (ST1). On the other hand 0 = 1ν implies 0 = 1 by Proposition
A.1.1(i), thus ϕ is injective.
Let a, b ∈ SB. It remains to be proved that
(a+ b)ϕ = aϕ+ bϕ and (a · b)ϕ = aϕ · bϕ.
Indeed, Proposition A.1.1(i) implies that 1 + 1ν = 1ν holds in S. On the
other hand, (ST2) yields 1ν + 1ν = (1ν)ν = 1ν and
1ν · 1ν = (1 + 1) · 1ν = (1 · 1ν) + (1 · 1ν) = 1ν + 1ν = 1ν .
These three equalities imply that (1 + 2)ϕ = 1ϕ + 2ϕ, (2 + 2)ϕ = 2ϕ + 2ϕ
and (2 · 2)ϕ = 2ϕ · 2ϕ, respectively. The remaining cases being immediate,
ϕ is a semiring embedding as claimed. 
Note that GSB = G, in the notation introduced in Section 2.2.
A general theory of matrices over supertropical semifields has been de-
veloped by Izhakian and Rowen (see [24, 25, 30, 31, 32, 33, 34]) and SB is
just a particular case. In particular, the results in Section 2.2 hold in this
more general setting.
Tropical algebra has become an important area of research since the
tropical context allowed the development of a consistent and rich theory of
tropical linear algebra and tropical algebraic geometry (see e.g. [19, 49]).
Interesting refinements have been considered recently, allowing further
generalization of important concepts from the classical theory. We refer the
reader to the survey article [26] by Izhakian, Knebusch and Rowen.
A.2 Closure operators and semilattice structure
We establish in this section the various equivalent alternatives to the concept
of closure operators for lattices.
The following properties can be easily deduced from the axioms.
Lemma A.2.1 Let ξ : L → L be a closure operator on a lattice L and let
a, b ∈ L. Then:
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(i) (a ∨ b)ξ = (aξ ∨ bξ)ξ;
(ii) (aξ ∧ bξ) = (aξ ∧ bξ)ξ;
(iii) max{x ∈ L | xξ = aξ} = aξ.
Proof. (i) Recall the axioms (C1) – (C3) from page 24. By (C1), we have
a ≤ aξ and b ≤ bξ, hence (a ∨ b) ≤ (aξ ∨ bξ). Thus (a ∨ b)ξ ≤ (aξ ∨ bξ)ξ by
(C2).
On the other hand, a ≤ (a ∨ b) yields aξ ≤ (a ∨ b)ξ by (C2). Similarly,
bξ ≤ (a∨b)ξ, whence (aξ∨bξ) ≤ (a∨b)ξ and so (aξ∨bξ)ξ ≤ (a∨b)ξ2 = (a∨b)ξ
by (C2) and (C3).
(ii) We have (aξ∧bξ) ≤ (aξ∧bξ)ξ by (C1). On the other hand, (aξ∧bξ) ≤
aξ yields (aξ ∧ bξ)ξ ≤ aξ2 = aξ by (C2) and (C3). Similarly, (aξ ∧ bξ)ξ ≤ bξ
and therefore (aξ ∧ bξ)ξ ≤ (aξ ∧ bξ).
(iii) We have aξ ∈ {x ∈ L | xξ = aξ} by (C3). On the other hand, if
xξ = aξ, then x ≤ xξ = aξ by (C1) and the claim follows. 
The set of all closure operators on L will be denoted by COL. We define
a partial order on COL by
ξ ≤ ξ′ if aξ ≤ aξ′ for every a ∈ L.
This partial order admits several equivalent formulations, as we show next.
Lemma A.2.2 Let L be a lattice and let ξ, ξ′ ∈ COL. Then the following
conditions are equivalent:
(i) ξ ≤ ξ′;
(ii) ξξ′ = ξ′;
(iii) ξ′ξ = ξ′;
(iv) Lξ ⊇ Lξ′;
(v) Ker ξ ⊆ Ker ξ′.
Proof. (i) ⇒ (ii). Let a ∈ L. By (C1), we have a ≤ aξ, hence aξ′ ≤ aξξ′
by (C2). On the other hand, aξ ≤ aξ′ yields aξξ′ ≤ aξ′ξ′ = aξ′ by (C2) and
(C3). Thus ξξ′ = ξ′.
(ii) ⇒ (iii). Let a ∈ L. By (ii) and (C3), we have aξ′ξξ′ = aξ′ξ′ = aξ′,
hence aξ′ξ ≤ aξ′ by Lemma A.2.1(iii). Now aξ′ξ ≥ aξ′ follows from (C1).
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(iii) ⇒ (i). Let a ∈ L. By (C1) and (C2), we have aξ ≤ aξ′ξ. Now (iii)
yields aξ ≤ aξ′.
(iii) ⇒ (iv). We get Lξ′ = Lξ′ξ ⊆ Lξ.
(iv) ⇒ (iii). Let a ∈ L. Then aξ′ = bξ for some b ∈ L. Hence aξ′ξ =
bξξ = bξ = aξ′ by (C3).
(ii) ⇒ (v). Let a, b ∈ L be such that aξ = bξ. Then aξ′ = aξξ′ = bξξ′ =
bξ′ and so Ker ξ ⊆ Ker ξ′.
(v) ⇒ (ii). Let a ∈ L. Since (a, aξ) ∈ Ker ξ by (C3), we get (a, aξ) ∈
Ker ξ′ and so aξ′ = aξξ′. 
Lemma A.2.3 Let L be a lattice. Then (COL,≤) is a lattice and
a(ξ ∧ ξ′) = (aξ ∧ aξ′) (A.1)
for all a ∈ L and ξ, ξ′ ∈ COL.
Proof. Given ξ, ξ′ ∈ COL, let η : L→ L be defined by
aη = (aξ ∧ aξ′)
for every a ∈ L. We claim that η ∈ COL. Indeed, it is immediate that η
satisfies (C1) and (C2). It remains to be proved that aη2 ≤ aη.
Since aη ≤ aξ, we have aηξ ≤ aξ2 = aξ by (C2) and (C3). Similarly,
aηξ′ ≤ aξ′ and so
aη2 = (aηξ ∧ aηξ′) ≤ (aξ ∧ aξ′) = aη.
Thus η ∈ COL.
It is immediate that η ≤ ξ, ξ′. Let ξ′′ ∈ COL be such that ξ′′ ≤ ξ, ξ′.
Then, for every a ∈ L, we have aξ′′ ≤ (aξ ∧ aξ′) = aη and so η = (ξ ∧ ξ′).
Thus (A.1) holds and (COL,≤) is a lattice (with the determined join). 
We show next how the semilattice structures of L determined by meet
and join relate to closure operators.
We start by considering ∧-subsemilattices. We assume that Sub∧L is
partially ordered by reverse inclusion (⊇). Since Sub∧L is closed under
intersection, we have
(S ∨ S′) = S ∩ S′ (A.2)
for all S, S′ ∈ Sub∧L and so Sub∧L constitutes a lattice (with the determined
meet).
The next proposition describes the connection between closure operators
and ∧-subsemilattices (see [22, Subsection I.3.12]).
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Proposition A.2.4 Let L be a lattice. Then the mappings
COL
Φ --
Sub∧L
Φ′
ll
defined by ξΦ = Lξ and a(SΦ′) = ∧(S ∩ a↑ ) (a ∈ L) are mutually inverse
lattice isomorphisms.
Proof. If ξ ∈ COL, then Tξ = T by (C1). In view of Lemma A.2.1(ii), we
get Lξ ∈ Sub∧L and so Φ is well defined.
Let S ∈ Sub∧L and write ξS = SΦ′. It is immediate that ξS satisfies
axioms (C1) and (C2). To prove (C3), it suffices to show that S ∩ a ↑=
S ∩ aξS ↑ , i.e. to prove the equivalence
s ≥ a⇔ s ≥ aξS (A.3)
for all a ∈ L and s ∈ S. Indeed, if s ≥ a, then s ∈ S ∩ a↑ and so s ≥ aξS ,
and the converse implication follows from (C1). Thus ξS satisfies (C3) and
so Φ′ is well defined.
We show next that LξS = S. The direct inclusion follows from S ∈
Sub∧L. For the opposite inclusion, it suffices to note that sξS = s for every
s ∈ S, and this claim follows from (C1) and taking a = s in (A.3). Therefore
Φ′Φ is the identity mapping on Sub∧L.
This implies that Φ is surjective, and injectivity follows from the equiv-
alence (i) ⇔ (iv) in Lemma A.2.2. Therefore Φ and Φ′ are mutually inverse
bijections. By the same equivalence, they are poset isomorphisms, hence
lattice isomorphisms. 
The set of all ∨-congruences (respectively ∧-congruences) on L will be
denoted by Con∨L (respectively Con∧L).
We can assume that Con∨L is partially ordered by inclusion. Since
Con∨L is closed under intersection, we have
(σ ∧ σ′) = σ ∩ σ′ (A.4)
for all σ, σ′ ∈ Con∨L and so Con∨L constitutes a lattice (with the deter-
mined join).
The following proposition establishes ∨-congruences as kernels of ∨-
maps.
Proposition A.2.5 Let σ be an equivalence relation on a lattice L. Then
the following conditions are equivalent:
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(i) σ ∈ Con∨L;
(ii) σ = Kerϕ for some ∨-map of lattices ϕ : L→ L′.
Proof. (i)⇒ (ii). Without loss of generality, we may assume that Tσ 6= Bσ.
Let L′ = L/σ and define a relation ≤ on L′ by
aσ ≤ bσ if (a ∨ b)σb.
If aσa′ and bσb′, then (a ∨ b)σ(a ∨ b′)σ(a′ ∨ b′) since σ ∈ Con∨L, hence the
relation is well defined.
Assume that aσ ≤ bσ ≤ cσ. Then (a∨ b)σb yields (a∨ b∨ c)σ(b∨ c) and
(b ∨ c)σc yields (a ∨ b ∨ c)σ(a ∨ c). Hence
(a ∨ c)σ(a ∨ b ∨ c)σ(b ∨ c)σc
and so aσ ≤ cσ. Since ≤ is clearly reflexive and anti-symmetric, it is a
partial order on L′.
Next we prove that the join aσ ∨ bσ exists for all a, b ∈ L. Indeed, we
have aσ, bσ ≤ (a ∨ b)σ. Suppose that aσ, bσ ≤ cσ for some c ∈ L. Then
(a ∨ c)σc and (b ∨ c)σc yield (a ∨ b ∨ c)σ(b ∨ c)σc and so (a ∨ b)σ ≤ cσ. It
follows that
(aσ ∨ bσ) = (a ∨ b)σ
and so L′ is a lattice (with the determined meet).
It is immediate that the canonical projection
ϕ : L → L′
a 7→ aσ
is a ∨-map with kernel σ.
(ii) ⇒ (i). Let a, b, c ∈ L. If aϕ = bϕ, then (a ∨ c)ϕ = (aϕ ∨ cϕ) =
(bϕ ∨ cϕ) = (b ∨ c)ϕ and so σ is a ∨-congruence. 
We end this section by associating closure operators and ∨-congruences,
making explicit a construction suggested in [43, Theorem 6.3.7].
Proposition A.2.6 Let L be a lattice. Then the mappings
COL
Ψ --
Con∨L
Ψ′
ll
defined by ξΨ = Ker ξ and a(σΨ′) = maxL aσ (a ∈ L) are mutually inverse
lattice isomorphisms.
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Proof. Let ξ ∈ COL and let a, b, c ∈ L be such that aξ = bξ. By Lemma
A.2.1(i), we have
(a ∨ c)ξ = (aξ ∨ cξ)ξ = (bξ ∨ cξ)ξ = (b ∨ c)ξ,
hence Ker ξ ∈ Con∨L and so Ψ is well defined.
Now let σ ∈ Con∨L and write ξσ = σΨ′. Note that aξσ is well defined
since every class of a ∨-congruence must have a maximum element, namely
the join of its elements in L. Now axioms (C1) and (C3) follow immediately
from a, aξσ ∈ aσ.
Assume that a ≤ b in L. Then b = (a ∨ b), hence (aξσ)σa yields (aξσ ∨
b)σ(a ∨ b) = b. It follows that aξσ ≤ (aξσ ∨ b) ≤ bξσ, thus (C2) holds and
Ψ′ is well defined.
Let ξ ∈ COL and let a ∈ L. Then
a(ξΨΨ′) = maxL a(ξΨ) = maxL a(Ker ξ) = maxL{x ∈ L | xξ = aξ}
= aξ
by Lemma A.2.1(iii), hence ξΨΨ′ = ξ.
Now let σ ∈ Con∨L and a, b ∈ L. Then
a(σΨ′Ψ)b⇔ a(σΨ′) = b(σΨ′)⇔ maxL aσ = maxL bσ ⇔ aσb,
hence σΨ′Ψ = σ. Therefore Ψ and Ψ′ are mutually inverse bijections. By
the equivalence (i) ⇔ (v) in Lemma A.2.2, they are poset isomorphisms,
hence lattice isomorphisms. 
In view of Proposition A.2.5, Proposition A.2.6 establishes also a corre-
spondence between kernels of ∨-maps and closure operators.
A.3 Decomposition of ∨-maps
We show in this section how ∨-maps can be decomposed using the concepts
of MPS (introduced in Section 3.1) and MPI. We recall also the notation
ρa,b set at the end of Section 3.1.
Proposition A.3.1 Let ϕ : L→ L′ be a ∨-surmorphism of lattices. Then:
(i) If ϕ is not one-to-one, then ϕ factorizes as a composition of MPSs.
(ii) If a covers b and b is smi, then ρa,b is a minimal nontrivial ∨-congruence
on L.
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(iii) ϕ is an MPS if and only if Kerϕ = ρa,b for some a, b ∈ L such that a
covers b and b is smi.
Proof. (i) Since L is finite, there exists a minimal nontrivial ∨-congruence
ρ1 ⊆ Kerϕ and we can factor ϕ as a composition L → L/ρ1 → L′ (cf.
the proof of Proposition A.2.5 in the Appendix). Now we apply the same
argument to L/ρ1 → L′ and successively.
(ii) Let x ∈ L. We must prove that (x∨ a, x∨ b) ∈ ρa,b. Since b is smi, a
is the unique element of L covering b. Hence either (x∨b) = b or (x∨b) ≥ a.
In the first case, we get x ≤ b and so (x ∨ a) = a; in the latter case, we
get (x ∨ b) = (x ∨ (x ∨ b)) ≥ (x ∨ a) ≥ (x ∨ b) and so (x ∨ b) = (x ∨ a).
Hence (x ∨ a, x ∨ b) ∈ ρa,b and so ρa,b is a (nontrivial) ∨-congruence on L.
Minimality is obvious.
(iii) Assume that ϕ is an MPS and let a ∈ L be maximal among the
elements of L which belong to a nonsingular Kerϕ class. Then there exists
some x ∈ L\{a} such that xϕ = aϕ. It follows that (x∨a)ϕ = (xϕ∨aϕ) = aϕ
and so by maximality of a we get (x∨a) = a and so x < a. Then there exists
some b ≥ x such that a covers b. Since every ∨-map is order-preserving, we
get aϕ = xϕ ≤ bϕ ≤ aϕ and so aϕ = bϕ.
Suppose that b is not smi. Then b is covered by some other element c 6= a,
hence b = (a ∧ c) and a, c < (a ∨ c). It follows that (a ∨ c)ϕ = (aϕ ∨ cϕ) =
(bϕ ∨ cϕ) = cϕ. Since c 6= (a ∨ c) and a < (a ∨ c), this contradicts the
maximality of a. Thus b is smi. Since ρa,b ⊆ Kerϕ, it follows from (ii) that
Kerϕ = ρa,b.
The converse implication is immediate. 
We prove next the dual of Proposition A.3.1 for injective ∨-maps. We
say that a ∨-map ϕ : L→ L′ is a maximal proper injective ∨-map (MPI) of
lattices if ϕ is injective and Lϕ is a maximal proper ∨-subsemilattice of L′.
This amounts to saying that ϕ cannot be factorized as the composition of
two proper injective ∨-maps.
Proposition A.3.2 Let ϕ : L→ L′ be an injective ∨-map of lattices. Then:
(i) If ϕ is not onto, then ϕ factorizes as a composition of MPIs.
(ii) If a ∈ sji(L′), then the inclusion ι : L′ \{a} → L′ is an MPI of lattices.
(iii) ϕ is an MPI if and only if Lϕ = L′ \ {a} for some a ∈ sji(L′).
Proof. (i) Immediate since L′ is finite and each proper injective ∨-map
increases the number of elements.
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(ii) Let x, y ∈ L′ \ {a}. Since a is sji, the join of x and y in L′ is also the
join of x and y in L′ \ {a}. Hence L′ \ {a} is a ∨-semilattice and therefore a
lattice with the determined meet. Since (xι ∨ yι) = (x ∨ y) = (x ∨ y)ι, then
ι is a ∨-map. Since |L′ \ Im ι| = 1, it must be an MPI.
(iii) Assume that ϕ is an MPI. Let a be a minimal element of L′ \ Lϕ.
We claim that a is an sji in L′. Otherwise, by minimality of a, we would
have a = (xϕ∨ yϕ) for some x, y ∈ L. Since ϕ is a ∨-map, this would imply
a = (x ∨ y)ϕ, contradicting a ∈ L′ \ Lϕ.
Thus a is an sji in L′ and we can factor ϕ : L → L′ as the composition
of ϕ : L→ L′ \ {a} with the inclusion ι : L′ \ {a} → L′. Since ϕ is an MPI,
then ϕ : L→ L′ \ {a} must be onto as required.
The converse implication is immediate. 
Theorem A.3.3 Let ϕ : L→ L′ be a ∨-map of lattices. Then ϕ factorizes
as a composition of MPSs followed by a composition of MPIs.
Proof. In view of Propositions A.3.1 and A.3.2, it suffices to note that ϕ
can always be factorized as ϕ = ϕ1ϕ2 with ϕ1 a ∨-surmorphism and ϕ2 an
injective ∨-map. This can be easily achieved taking ϕ1 : L → Lϕ defined
like ϕ, and ϕ2 : Lϕ→ L′ to be the inclusion. 
A.4 Lattice completions of a poset
We discuss in this section two lattice completions of a poset that have in
some sense dual properties, and how they relate to boolean representability.
Let P be a poset. For every X ⊆ P , we write
Xd = ∩p∈X p↓ .
In particular, ∅d = P . Note that Xd is a down set. Moreover, for all
p, p′ ∈ P , we have
p ≤ p′ ⇔ p↓⊆ p′ ↓ , p < p′ ⇔ p↓⊂ p′ ↓ . (A.5)
The sets Xd (X ⊆ P ) are said to be the flats of P , and we write
FlP = {Xd | X ⊆ P}.
Note that, if we write P ′ = {p ↓ | p ∈ P} ⊆ 2P , then FlP = P̂ ′ and so
(FlP,⊆) constitutes a lattice under intersection and the determined join,
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called the lattice of flats of P . Recalling the matrix M(P ) defined by (3.5)
and the notation Zi from Section 3.4, it follows easily that
FlP → FlM(P )
Xd 7→ ∩p∈XZp
is an isomorphism of lattices, since Zp = p↓ for every p ∈ P .
As an example, if P is the poset of (3.6), then the Hasse diagram of FlP
is
12345
123 124
12
1 2 5
∅
(A.6)
A trivial case arises if our poset is already a lattice.
Proposition A.4.1 Let L be a lattice. Then
ϕ : L → FlL
a 7→ a↓
is a lattice isomorphism.
Proof. Since ∅d = T ↓ and (a↓ ) ∩ (b↓ ) = (a ∧ b)↓ for all a, b ∈ L, we have
FlL = {a↓ | a ∈ L} and so ϕ is onto. In view of (A.5), ϕ is injective and an
order isomorphism, therefore a lattice isomorphism. 
We say that a mapping ϕ : P → P ′ of posets is an order extension if
ϕ : P → Imϕ is an order isomorphism. This is equivalent to saying that
p ≤ q ⇔ pϕ ≤ qϕ
holds for all p, q ∈ P . We call a lattice L a lattice extension of P if there
exists some order extension P → L. In particular, it follows from (A.5)
that p 7→ p ↓ defines an order extension of P into FlP , hence FlP is a
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lattice extension of P . In some precise sense, it is indeed the “smallest”
lattice extension of P , as we show next. Note that FlP is also known in the
literature as the Dedekind-MacNeille completion of P (see [3, Section 2.5],
[35] and [40, Section 6]).
Proposition A.4.2 Let ϕ : P → L be an order extension of a poset P into
a lattice L. Then:
(i) ϕ induces an order extension Φ : FlP → L;
(ii) if Pϕ ∨-generates L, then Φ can be assumed to be a ∧-morphism.
Proof. (i) Clearly,
Xd ∩ Yd = (X ∪ Y )d (A.7)
holds for all X,Y ⊆ P . From the particular case Xd = Yd, it follows that
∀Z ∈ FlP ∃Z ′ ⊆ P (Z = Z ′d ∧ ∀X ⊆ P (Z = Xd ⇒ X ⊆ Z ′)). (A.8)
Indeed, it suffices to take Z ′ as the union of all the X ⊆ P satisfying Z = Xd.
We define Φ : FlP → L by ZΦ = ∧(Z ′ϕ). For all X,Y ∈ FlP , in view of
(A.7) and (A.8), we have
X ⊆ Y ⇔ X ′d ⊆ Y ′d ⇔ X ′d = X ′d ∩ Y ′d ⇔ X ′d = (X ′ ∪ Y ′)d
⇔ X ′ = X ′ ∪ Y ′ ⇔ X ′ ⊇ Y ′ ⇔ X ′ϕ ⊇ Y ′ϕ.
Hence X ⊆ Y implies XΦ = ∧(X ′ϕ) ≤ ∧(Y ′ϕ) = Y Φ. Conversely, assume
that XΦ ≤ Y Φ. Let x ∈ X = X ′d. Then x ≤ p for every p ∈ X ′, hence
xϕ ≤ pϕ and so xϕ ≤ ∧(X ′ϕ) = XΦ ≤ Y Φ = ∧(Y ′ϕ). Thus xϕ ≤ qϕ for
every q ∈ Y ′ and so x ≤ q, yielding x ∈ Y ′d = Y . Therefore X ⊆ Y and so
Φ : FlP → L is an order extension.
(ii) Let X,Y ∈ FlP . Since Pϕ ∨-generates L, by Lemma 3.3.1(ii) it
suffices to show that
pϕ ≤ (XΦ ∧ Y Φ) ⇔ pϕ ≤ (X ∩ Y )Φ (A.9)
holds for every p ∈ P . Now
(XΦ ∧ Y Φ) = (∧(X ′ϕ)) ∧ (∧(Y ′ϕ)) = ∧((X ′ϕ) ∪ (Y ′ϕ))
= ∧((X ′ ∪ Y ′)ϕ).
Since ϕ : FlP → L is an order extension, it follows that pϕ ≤ (XΦ ∧ Y Φ)
if and only if pϕ ≤ qϕ for every q ∈ X ′ ∪ Y ′ if and only if p ≤ q for every
q ∈ X ′ ∪ Y ′. Thus
pϕ ≤ (XΦ ∧ Y Φ)⇔ p ∈ (X ′ ∪ Y ′)d. (A.10)
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On the other hand, (X ∩ Y )Φ = ∧((X ∩ Y )′ϕ) and we get
pϕ ≤ (X ∩ Y )Φ⇔ p ∈ (X ∩ Y )′d. (A.11)
Since (A.7) yields (X ′ ∪ Y ′)d = X ′d ∩ Y ′d = X ∩ Y = (X ∩ Y )′d, then (A.10)
and (A.11) together yield (A.9) and we are done. 
The next examples show that the restrictions in Proposition A.4.2(ii)
cannot be omitted. Consider the poset P and its respective lattice of flats
described by their Hasse diagrams,
1234
1 2 3 14 24 34
4 4
P FlP
(A.12)
and the following lattices:
T T
a 1 2 3
1 2 3 b
4 4
L L′
Let ϕ : P → L be the inclusion mapping, which is an order extension.
Then Pϕ ∨-generates L, but the unique order extension Φ : FlP → L is not
a ∨-morphism.
Similarly, let ϕ′ : P → L′ be the inclusion mapping, which is also an order
extension. It is easy to see that the unique order extension Φ′ : FlP → L′
is not a ∧-morphism, but of course Pϕ′ does not ∨-generates L′.
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We intend to take advantage of Proposition 3.6.2 as follows. Given a
poset P , we can view FlP as ∨-generated by P (by identifying p ∈ P with
p↓ ). Indeed, since flats are down sets, the equalities
X = ∪{x↓ | x ∈ X} = ∨{x↓ | x ∈ X}
hold for every X ∈ FlP and our claim holds. However, this does not imply
that (FlP, P ) ∈ FLg since the bottom element of FlP may be of the form
p↓ for some p ∈ P , and this happens precisely if P has a minimum. To avoid
this situation, we introduce the lattice Fl0P obtained from FlP by adding
∅ as bottom element (if needed). Now we certainly have (Fl0P, P ) ∈ FLg.
Note also that, since Fl0P is a ∩-subsemilattice of (2P ,⊆), it induces a
closure operator on 2P defined by ClF0 = (Fl0P )Φ by Proposition A.2.4, i.e.
ClF0X = ∩{Z ∈ Fl0P | X ⊆ Z}
for every X ⊆ P .
Proposition A.4.3 Let P be a poset and X ⊆ P . Then the following
conditions are equivalent:
(i) X is c-independent as a subset of P ;
(ii) X is c-independent as a subset of FlP ;
(iii) X admits an enumeration x1, . . . , xk such that
(x1 ↓ ∨ . . . ∨ xk ↓ ) ⊃ . . . ⊃ (xk−1 ↓ ∨xk ↓ ) ⊃ xk ↓
holds in FlP ;
(iv) X admits an enumeration x1, . . . , xk such that
ClF0(x1, . . . , xk) ⊃ ClF0(x2, . . . , xk) ⊃ . . . ⊃ ClF0(xk);
(v) X admits an enumeration x1, . . . , xk such that
xi /∈ ClF0(xi+1, . . . , xk) (i = 1, . . . , k − 1);
(vi) X is a transversal of the successive differences for some chain of Fl0P ;
(vii) X is a partial transversal of the successive differences for some maxi-
mal chain of Fl0P .
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Proof. (i) ⇒ (ii). Write M = M(P ) and M ′ = M(FlP ). It follows from
Proposition 2.2.6 that X is c-independent as a subset of P if and only if there
exists some Y ⊆ P such that M [Y,X] is nonsingular. Let X ′ = {x↓ | x ∈ X}
and Y ′ = {y ↓ | y ∈ Y }. It follows from (A.5) that the matrices M ′[Y ′, X ′]
and M [Y,X] are essentially the same and so X (which is identified with X ′
in FlP ) is c-independent as a subset of FlP .
(ii) ⇒ (i). We may assume that there exists some Z ′ ⊆ FlP such that
M ′[Z ′, X ′] is nonsingular. Reordering the elements if necessary, we may
assume that M ′[Z ′, X ′] is lower unitriangular. Let the rows (respectively
the columns) of M ′[Z ′, X ′] be ordered by (Z1)d, . . . , (Zk)d (respectively x1 ↓
, . . . , xk ↓ ) with Zi ⊆ P and xi ∈ P . Then
(Zi)d 6⊇ xi ↓ and (Zi)d ⊇ xj ↓ if j > i. (A.13)
Since (Zi)d = ∩z∈Zi z ↓ , it follows that, for i = 1, . . . , n, there exists some
zi ∈ Zi such that zi ↓ 6⊇ xi ↓ . Moreover, zi ↓⊇ (Zi)d ⊇ xj ↓ whenever j > i,
hence we may replace (Zi)d by zi ↓ in (A.13). Hence the matrix M [Z,X] is
lower unitriangular and therefore nonsingular for Z = {z1, . . . , zk}. Thus X
is c-independent as a subset of P .
The remaining equivalences from the theorem follow from Proposition
3.6.2 after the following preliminary remarks.
First, we note that the sets p ↓ are nonempty for all p ∈ P , hence it is
indifferent to have FlP or Fl0P in (ii) and (iii).
Second, we claim that
Fl(Fl0P, P ) = Fl0P. (A.14)
Indeed, given X ⊆ P , it follows from the definition that X ∈ Fl(Fl0P, P ) if
and only if X = {p ∈ P | p↓⊆ Y } for some Y ∈ Fl0P . Since {p ∈ P | p↓⊆
Y } = Y due to Y being a down set, (A.14) holds.
Third and last, if ClLX = ∩{Y ∈ Fl(Fl0P, P ) | X ⊆ Y }, it follows from
(A.14) that ClLX = ClF0X.
Now we may safely apply Proposition 3.6.2. 
We can also characterize the c-rank.
Proposition A.4.4 Let P be a poset. Then c-rkP = ht Fl0P .
Proof. We have c-rkP = rkM(FlP, P ) by Proposition A.4.3. If Fl0P 6=
FlP , then P has a minimum and so M(Fl0P, P ) is obtained from M(FlP, P )
by adding an extra row of 1’s to a matrix which has already one such row.
This operation leaves the rank unchanged, hence c-rkP = rkM(Fl0P, P ) in
any case. Since rkM(Fl0P, P ) = ht Fl0P by Proposition 3.6.4, we get the
desired equality. 
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For instance, back to our example in (3.6) and (A.6), it follows easily
from Hasse FlP that 5321 is c-independent, by considering the chain
12345 ⊃ 123 ⊃ 12 ⊃ 1 ⊃ ∅,
which admits 5321 as a transversal for the successive differences. Thus 5321
realizes c-rkP = ht Fl0P = 4.
We associate now another lattice to the poset P . Let DownP be consti-
tuted by all the down sets of P , ordered under inclusion.
Lemma A.4.5 Let P be a poset and let X ⊆ P . Then the following condi-
tions are equivalent:
(i) X ∈ DownP ;
(ii) X = p1 ↓ ∪ . . . ∪ pn ↓ for some p1, . . . , pn ∈ P ;
(iii) X = (Y1)d ∪ . . . ∪ (Yn)d for some Y1, . . . , Yn ⊆ P .
Proof. (i) ⇒ (ii). If X ∈ DownP , then X = ∪p∈X p↓ .
(ii) ⇒ (iii) and (iii) ⇒ (i). Immediate. 
Lemma A.4.6 Let P be a poset. Then:
(i) DownP is a sublattice of (2P ,⊆);
(ii) Fl0P ⊆ DownP ;
(iii) DownP is ∨-generated by P (identifying p with p↓ );
(iv) P is a c-independent subset of DownP .
Proof. (i) Since DownP is clearly closed under union and intersection, and
contains both P and ∅.
(ii) Immediate.
(iii) By Lemma A.4.5(ii).
(iv) By Proposition 3.6.2, it suffices to show that P admits an enumer-
ation p1, . . . , pk such that
(p1 ↓ ∪ . . . ∪ pk ↓ ) ⊃ (p2 ↓ ∪ . . . ∪ pk ↓ ) ⊃ . . . ⊃ (pk−1 ↓ ∪pk ↓ ) ⊃ pk ↓ .
This can be easily achieved by taking p1 maximal in P and pi maximal in
P \ {p1, . . . , pi−1} for i = 2, . . . , |P |. 
A.4. LATTICE COMPLETIONS OF A POSET 179
The following result shows that DownP satisfies in some sense a dual
property with respect to FlP in Proposition A.4.2.
Proposition A.4.7 Let ϕ : P → L be an order extension of a poset P
into a lattice L ∨-generated by Pϕ. Then there exists an injective ∧-map
ψ : L→ DownP .
Proof. We define a mapping ψ : L→ DownP by
xψ = {p ∈ P | pϕ ≤ x}.
Since ϕ is an order extension, ψ is well defined. Note that Tψ = P and so
the top element is preserved.
Let x, x′ ∈ L. Then
(x ∧ x′)ψ = {p ∈ P | pϕ ≤ (x ∧ x′)}
= {p ∈ P | pϕ ≤ x} ∩ {p ∈ P | pϕ ≤ x′}
= (xψ) ∩ (x′ψ),
hence ψ is a ∧-morphism and therefore a ∧-map.
Since L is ∨-generated by Pϕ, it follows from Lemma 3.3.1(ii) that ψ is
injective. 
The next examples show that the restrictions in Proposition A.4.7 cannot
be removed. Consider the poset P from (A.12). We compute DownP and
define the following lattice L′′:
1234 T
124 134 234 a
14 24 34 1 2 3
4 b
∅ 4
DownP L′′
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Consider the unique order extension ϕ : P → FlP (see (A.12)). It is im-
mediate that Pϕ ∨-generates FlP , but there is no lattice monomorphism
ψ : FlP → DownP .
On the other hand, let ϕ : P → L′′ be the inclusion mapping, which
is an order extension. Then Pϕ generates L′′ as a lattice, but it is not a
∨-generating set. In this case, it is easy to see that there is not even an
order extension ψ : L′′ → DownP .
A.5 Geometric simplicial complexes
We present now a brief description of the geometric perspective of simplicial
complexes, viewed as subspaces of some euclidean space Rn.
A family of points X0, X1, . . . , Xk ∈ Rn is said to be affinely independent
if the k vectors X1−X0, . . . , Xk−X0 are linearly independent. The following
lemma provides a useful alternative characterization, implying in particular
that the definition does not depend on the choice of X0.
Lemma A.5.1 Let X0, X1, . . . , Xk ∈ Rn. Then the following conditions
are equivalent:
(i) X0, X1, . . . , Xk are affinely independent;
(ii) for all λi ∈ R,
(
k∑
i=0
λiXi =
−→
0 and
k∑
i=0
λi = 0) implies λ0 = . . . = λk = 0.
Proof. (i) ⇒ (ii). Assume that ∑ki=0 λiXi = −→0 and ∑ki=0 λi = 0. Then
k∑
i=1
λi(Xi −X0) = −(
k∑
i=1
λi)X0 +
k∑
i=1
λiXi =
k∑
i=0
λiXi =
−→
0
and we get λ1 = . . . = λk = 0 since X1 − X0, . . . , Xk − X0 are linearly
independent. Hence also λ0 = −
∑k
i=1 λi = 0.
(ii) ⇒ (i). Suppose that X1 −X0, . . . , Xk −X0 are linearly dependent.
Then there exist λi ∈ R, not all zero, such that
∑k
i=1 λi(Xi − X0) =
−→
0 .
Write λ0 = −
∑k
i=1 λi. Then
∑k
i=0 λi = 0. Moreover,
k∑
i=0
λiXi = −(
k∑
i=1
λi)X0 +
k∑
i=1
λiXi =
k∑
i=1
λi(Xi −X0) = −→0 .
Since the λi are not all zero, condition (ii) fails. 
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Another equivalent formulation of affine independence is the inexistence
of an affine subspace of dimension < k in Rn containing {X0, X1, . . . , Xk}.
A subspace S ⊆ Rn is said to be convex if, for all X,Y ∈ S, the segment
[X,Y ] = {λX + (1− λ)Y | 0 ≤ λ ≤ 1}
is contained in S. The convex hull 〈V 〉C of a subset V ⊆ Rn is the smallest
convex subset of Rn containing S.
If V ⊂ Rn is a finite nonempty affinely independent set, we call its convex
hull S = 〈V 〉C a geometric simplex in Rn. If V = {X0, X1, . . . , Xk}, a more
constructive description of S is given by
S = {λ0X0 + . . .+ λkXk | λ0, . . . , λk ≥ 0; λ0 + . . .+ λk = 1}.
The numbers λ0, . . . , λk are said to be the barycentric coordinates of X =
λ0X0 + . . .+λkXk. It follows easily from Lemma A.5.1 that the barycentric
coordinates are unique.
The next result shows that V is actually uniquely determined by S.
Proposition A.5.2 Let S be a geometric simplex in Rn. Then there exists
a unique finite nonempty affinely independent V ⊂ Rn such that S = 〈V 〉C .
Proof. Write ]Y, Z[ = [Y, Z] \ {Y, Z} and let
S′ =
⋃
Y,Z∈S
]Y,Z[.
Assume that S = 〈V 〉C for some finite nonempty affinely independent V ⊂
Rn. We claim that
V = S \ S′. (A.15)
Assume that V = {X0, X1, . . . , Xk} where all the elements are distinct.
Suppose that X0 ∈ S′. Then X0 ∈ ]Y,Z[ for some Y = λ0X0 + . . .+ λkXk,
Z = λ′0X0 + . . . + λ′kXk with λi, λ
′
i ≥ 0 and
∑k
i=0 λi =
∑k
i=0 λ
′
i = 1. We
may write X0 = µY + (1− µ)Z for some µ ∈ ]0, 1[. Hence
X0 =
k∑
i=0
(µλi + (1− µ)λ′i)Xi.
Since
k∑
i=0
(µλi + (1− µ)λ′i) = (µ
k∑
i=0
λi) + (1− µ)
k∑
i=0
λ′i = µ+ 1− µ = 1,
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it follows from Lemma A.5.1 that µλ0+(1−µ)λ′0 = 1 and µλi+(1−µ)λ′i = 0
for i ∈ {1, . . . , k}. Since µ, 1− µ > 0, we get λi = λ′i = 0 for i ∈ {1, . . . , k}.
Since
∑k
i=0 λi =
∑k
i=0 λ
′
i = 1, we get λ0 = λ
′
0 = 1 and so Y = X0 = Z, a
contradiction. Hence X0 /∈ S′. By symmetry, also Xi /∈ S′ for i > 0 and so
V ⊆ S \ S′.
Conversely, let X ∈ S \ S′. Then we may write X = λ0X0 + . . .+ λkXk
with λi ≥ 0 and
∑k
i=0 λi = 1. Suppose that 0 < λ0 < 1 and let
Y =
k∑
i=1
λi
1− λ0Xi.
Then
∑k
i=1
λi
1−λ0 =
1−λ0
1−λ0 = 1 and so Y ∈ 〈V 〉C = S. Now X = λ0X0 +
(1 − λ0)Y ∈ [X0, Y ]. In view of Lemma A.5.1, we get X 6= X0, Y , hence
X ∈ ]X0, Y [, a contradiction. Thus λ0 ∈ {0, 1} and by symmetry we get
λi ∈ {0, 1} for every i. Therefore X ∈ V and so (A.15) holds. It follows
that V is uniquely determined by S. 
The elements of V are said to be the vertices of S = 〈V 〉C and the
dimension of S is dimS = |V | − 1. A face of S is the convex hull of a finite
nonempty proper subset of V .
Geometric simplices of dimensions 0,1,2 and 3 are respectively points,
segments, triangles and tetrahedra. Beyond these, we get higher dimensional
polytopes.
A geometric simplicial complex K in Rn is a finite nonempty collection
of geometric simplices in Rn such that:
(GS1) every face of a simplex in K is in K;
(GS2) the intersection of any two simplices in K is either empty or a face of
both of them.
We show next how the two perspectives, combinatorial and geometric,
relate to each other.
Proposition A.5.3 Let K= {S1, . . . , Sm} be a geometric simplicial complex
in Rn with Si = 〈Vi〉C . Let V = ∪mi=1Vi and H = {V1, . . . , Vm, ∅}. Then
HK = (V,H) is an (abstract) simplicial complex.
Proof. The claim follows from (GS1) and ∅ ∈ H. 
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Before reversing this correspondence, we note that, for a given geometric
simplicial complex K = {S1, . . . , Sm} in Rn, the union ∪ K = S1 ∪ . . . ∪ Sm
is a subspace of Rn. It has a natural topology as a subspace of Rn under
the usual topology. We say that ∪ K is the underlying topological space of
K.
Proposition A.5.4 Let H = (V,H) be an (abstract) simplicial complex
with H 6= {∅}. Then:
(i) there exists some geometric simplicial complex K such that HK∼=H;
(ii) ∪ K is unique up to homeomorphism.
Proof. (i) Write V = {a1, . . . , am} and H \ {∅} = {I1, . . . , Ik}. For every
i ∈ {1, . . . ,m}, let Xi ∈ Rm have the ith coordinate equal to 1 and all
the others equal to 0. Write V ′ = {X1, . . . , Xm} and define a bijection
ϕ : V → V ′ by aiϕ = Xi. For j ∈ {1, . . . , k}, let Sj = 〈Ijϕ〉C and define
K = {S1, . . . , Sk}.
It follows from Lemma A.5.1 that V ′ is affinely independent. In partic-
ular, each Si is a simplex in Rm.
It is imeediate that K satisfies (GS1). To prove (GS2), it suffices to show
that
Si ∩ Sj = 〈(Ii ∩ Ij)ϕ〉C (A.16)
holds for all i, j ∈ {1, . . . , k}.
Let X = (λ1, . . . , λm) ∈ Si ∩ Sj . Since X ∈ Si, it follows that λr = 0 if
ar /∈ Ii. Moreover,
∑m
p=1 λp = 1. Similarly, since X ∈ Sj , we have λr = 0 if
ar /∈ Ij . Thus λr = 0 if ar /∈ Ii ∩ Ij and it follows that X ∈ 〈(Ii ∩ Ij)ϕ〉C .
The opposite inclusion being trivial, (A.16) holds.
Thus K satisfies (GS2) and is therefore a geometric simplicial complex.
Write HK = (V ′, H ′) and let A ⊆ V . In view of Proposition A.5.2, we have
Aϕ ∈ H ′ if and only if 〈Aϕ〉C ∈ K . (A.17)
Since V ′ is affinely independent (even linearly independent), 〈Aϕ〉C univo-
cally determines Aϕ and therefore A. Thus
〈Aϕ〉C ∈ K if and only if A ∈ H.
Together with (A.17), this yields
Aϕ ∈ H ′ if and only if A ∈ H,
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hence HK∼=H.
(ii) We sketch the proof. Assume now that HK∼=HK′ for some geometric
simplicial complexes K and K′. It is immediate that K and K′ must have
the same number of simplexes, say K= {S1, . . . , Sk} and K′= {S′1, . . . , S′k},
and there exists some correspondence Sj 7→ S′j preserving dimension, faces
and intersections. If we denote by V = {X1, . . . , Xm} (respectively V ′ =
{X ′1, . . . , X ′m}) the vertex set of K (respectively K′), we get a bijection
ϕ : V → V ′
Xi 7→ X ′i
which induces the correspondence Sj 7→ S′j .
Using the barycentric coordinates, we can now define a mapping Φ :
∪ K→ ∪ K′ by
(
m∑
i=0
λiXi)Φ =
m∑
i=0
λiX
′
i.
Since the barycentric coordinates are unique and the structures of K and K′
match, Φ is a bijection. It remains to be seen that it is continuous.
It is immediate that Φ|Sj : Sj → S′j is a homeomorphism for every
j ∈ {1, . . . , k}. Let X ∈ ∪ K and let ε > 0. Since every simplex in Rn is
compact, there exists some open ball Bδ0(X) in Rn which intersects only
those simplexes containing X, say Sj1 , . . . , Sjp . Now, since each Φ|Sj : Sj →
S′j is a homeomorphism, there exist δ1, . . . , δp > 0 such that
∀Y ∈ Sjq ( |Y −X| < δq ⇒ |Y Φ−XΦ| < ε )
holds for q ∈ {1, . . . , p}. Taking δ = min{δ0, . . . , δp}, we obtain
∀Y ∈ ∪ K ( |Y −X| < δ ⇒ |Y Φ−XΦ| < ε ).
Therefore Φ is continuous. By symmetry, it is a homeomorphism. 
Given an (abstract) simplicial complex H = (V,H) with H 6= {∅}, a
geometric simplicial complex K satisfying HK∼=H is generically called the
geometric realization of H and denoted (up to homeomorphism of the un-
derlying topological space) by || H ||.
A.6 Rank functions
Recalling the definition of the rank function rH in Section 6.3, we present
now a more abstract viewpoint of rank functions.
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Given a function ϕ : 2V → N, consider the following axioms for all
X,Y ⊆ V :
(A1) X ⊆ Y ⇒ Xϕ ≤ Y ϕ;
(A2) ∃I ⊆ X : |I| = Iϕ = Xϕ;
(A3) (Xϕ = |X| ∧ Y ⊆ X) ⇒ Y ϕ = |Y |.
It is easy to see that the three axioms are independent.
Proposition A.6.1 Given a function ϕ : 2V → N, the following conditions
are equivalent:
(i) ϕ = rH for some simplicial complex H = (V,H);
(ii) ϕ satisfies axioms (A1)–(A3).
Proof. (i) ⇒ (ii). It follows immediately from the equivalence
XrH = |X| ⇔ X ∈ H.
(ii) ⇒ (i). Let H = {I ⊆ V : Iϕ = |I|}. By (A3), H is closed under
taking subsets. Taking X = ∅ in (A2), we get ∅ϕ = 0, hence ∅ ∈ H and so
H = (V,H) is a simplicial complex. Now, for every X ∈ V , we have
XrH = max{|I|
∣∣ I ∈ 2X ∩H} = max{|I| ∣∣ I ⊆ X, Iϕ = |I|}.
By (A2), we get XrH ≥ Xϕ, and XrH ≤ Xϕ follows from (A1). Hence
ϕ = rH as required. 
We collect next some elementary properties of rank functions.
Proposition A.6.2 Let H = (V,H) be a simplicial complex and let X,Y ⊆
V . Then:
(i) XrH ≤ |X|;
(ii) XrH + Y rH ≥ (X ∪ Y )rH ;
(iii) XrH +Y rH ≥ (X ∪Y )rH +(X ∩Y )rH if some maximal I ∈ H ∩2X∩Y
can be extended to some maximal J ∈ H ∩ 2X∪Y ;
(iv) XrH + Y rH ≥ (X ∪ Y )rH + (X ∩ Y )rH if H is a matroid.
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Proof. (i) By (A2).
(ii) Assume that (X∪Y )rH = |I| with I ∈ H∩2X∪Y . Then I∩X, I∩Y ∈
H and so
(X ∪ Y )rH = |I| ≤ |I ∩X|+ |I ∩ Y | ≤ XrH + Y rH .
(iii) We may assume that (X∪Y )rH = |J | and (X∩Y )rH = |J ∩X∩Y |.
It follows that
(X ∪ Y )rH + (X ∩ Y )rH = |J |+ |J ∩X ∩ Y | = |J ∩X|+ |J ∩ Y |
≤ XrH + Y rH .
(iv) This is well known, but we can include a short deduction from (iii)
for completeness.
Let A ⊆ B ⊆ V , and assume that I ∈ H∩2A is maximal. Let J ∈ H∩2B
be maximal and contain I. It follows from (EP’) that |J | = BrH . Now we
apply part (iii) to A = X ∩ Y and B = X ∪ Y . 
In the next result, we apply the rank function to flats.
Proposition A.6.3 Let H = (V,H) be a simplicial complex of rank r.
(i) If X,Y ∈ FlH and XrH = Y rH , then
X ⊆ Y if and only if X = Y.
(ii) V is the unique flat of rank r.
Proof. (i) Assume thatX ⊆ Y and let I ∈ H∩2X satisfy |I| = XrH = Y rH .
If p ∈ Y \ X, then X closed yields I ∪ {p} ∈ H and Y rH > |I| = XrH , a
contradiction. Therefore X = Y and (i) holds.
(ii) By part (i). 
It follows that the flats of rank r − 1 are maximal in Fl H \{V }. Such
flats are called hyperplanes.
The following result relates the rank function with the closure operator
Cl induced by a simplicial complex.
Proposition A.6.4 Let H = (V,H) be a boolean representable simplicial
complex and let X ⊆ V . Then XrH is the maximum k such that
Cl(x1, . . . , xk) ⊃ Cl(x2, . . . , xk) ⊃ . . . ⊃ Cl(xk) ⊃ Cl(∅)
holds for some x1, . . . , xk ∈ X.
Proof. It follows from Theorem 5.2.6 and the definition of rH . 
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