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Corrosion is one of greatest concerns in a variety structures, from cable-stayed
and suspension bridges to prestressed and post-tensioned concrete members. The
common theme in these structures is corrosion of the load-bearing steel strands.
These members carry significantly larger stresses compared to steel reinforcing bars,
and corrosion can therefore be particularly catastrophic. Aiming towards real-time
diagnosis and prognosis, this thesis investigates active and passive acoustic methods
for nondestructive corrosion monitoring in steel strands and prestressed concrete,
while incorporating advanced data processing techniques. The main goal is to take
advantage of complex acoustic data in new ways, allowing the extraction of richer
and more robust corrosion information for longterm monitoring.
Guided waves and acoustic emission constitute the active and passive acoustic
methods considered, with each designed to target a unique aspect of the corrosion
process. Guided waves are used to actively interrogate the stress redistribution within
a corroding strand, which may point to loss of load-carrying capacity. On the other
v
hand, acoustic emission is used to passively monitor corrosion and its various mecha-
nisms (e.g., concrete cracking and steel pitting). Several data processing techniques
are adapted and proposed to realize these aims, including time-frequency transforms,
modal modulation, data fusion, topological data analysis, and hidden Markov mod-
eling. In addition, acoustoelasticity theory is advanced in order to predict the effect
of stress on guided wave propagation in strands. Particular emphasis is placed on
higher-order guided wave modes, which possess several advantageous characteristics
for corrosion-induced stress monitoring.
To validate the abovementioned acoustic methods, accelerated corrosion ex-
periments were conducted on loaded strands and small-scale prestressed concrete
specimens. The experiments were designed to evaluate the performance of guided
waves in monitoring corrosion-induced stress redistribution, as well as acoustic emis-
sion in monitoring the evolution of corrosion mechanisms. The results showed that
higher-order guided wave modes were able to reveal the underlying trend in stress
redistribution, as well as critical moments like wire fracture. In addition, the topol-
ogy of acoustic emission data was shown to indicate mechanisms appearing at the
onset of corrosion. Combining this information with traditional frequency analyses
through hidden Markov modeling then allowed for a realtime automated diagnosis
of the corrosion process.
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1 Corrosion in Structures
Corrosion has been identified as the single greatest problem facing infrastructure in
the United States [3]. Corrosion-related costs in infrastructure, in particular, make
up about 16% of the total corrosion costs across the country [1], as illustrated in
Fig. 1.1. This damage mechanism remains a consistent threat, with its total cost
constituting roughly 3% gross domestic product over the last several decades [1, 2],
also shown in Fig. 1.1. Aside from the large direct costs of infrastructure corrosion,
indirect costs (e.g., traffic congestion due to repairs) have been estimated at an order
of magnitude larger [3].
The implications of corrosion may be immediately seen in the many examples
of deteriorating infrastructure worldwide: the Ynys-y-Gwas bridge in the United
Kingdom collapsed without warning in 1985 due to unseen corrosion in its prestressing
strands [4]; similar unforeseen collapses occurred in the Italian Saint Stefano bridge
in 1999 and soon after in a pedestrian bridge at Lowe’s Motor Speedway in 2000 [5].
These examples particularly highlight the susceptibility and implications of corrosion
in the primary load-bearing steel strands and cables.
With the widespread implications of corrosion, however, also comes significant
room for improvement. At the forefront, this includes economic and human losses
associated with failures in corrosion-susceptible infrastructure. Along with reducing
the need for rebuilding efforts after such failures also comes reduced pollution and
1
Fig. 1.1 Corrosion costs in the United States, in terms of total amount and distribution across various
divisions. (Data obtained from [1, 2].)
increased resource conservation [3]. The construction process for reinforced and pre-
stressed concrete structures in particular is highly consumptive [6]. Lastly, the ability
to monitor corrosion in its early stages and over time may also constitute a step to-
ward quantifying the resilience of structures within the wider contexts of cities and
communities.
1.1 Steel strands
Under marine-like conditions, the electrochemical process of corrosion in steel (i.e.,
the consuming of its primary constituent, Iron), may be described as follows [7]:
Fe→ Fe2+ + 2e−
O2 + 2H2O + 4e
− → 4OH−
Fe2+ + 2OH− → Fe(OH)2
Fe(OH)2 + O2 → γ-FeOOH + H2O
(1.1)
where γ-FeOOH is ferric oxide. Corrosion in a load-bearing steel strand can lead to
stress redistribution and increases, as visualized in Fig. 1.2. Such stress increases are
caused by the loss of material along a segment of strand, where the load carried is
distributed over a smaller cross-section. Before corrosion reaches catastrophic levels
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Fig. 1.2 Illustration of corrosion in a strand under some axial load L. Cross-sections at pristine
and corroded locations along the strand shown, with the area of stress increase over the reduced
cross-section highlighted.
and consumes material throughout an entire bundle of strands, it first targets the
peripheral wires in a given strand. Due to their positioning, these outer wires then
tend to shield the core wire from corrosion. This shielding behavior is visualized in
Fig. 1.2 and may be seen in a variety of studies [8–10]. Aside from the situation
of uniform corrosion, this behavior has also been built in to models of pit-depth
distribution in strands [11], with the pitting taking place in the peripheral wires.
From these considerations, stress changes within a strand are intimately linked to
corrosion.
1.2 Prestressed concrete
When a strand is embedded in concrete, the progression of corrosion is somewhat
more complicated. Corrosion in prestressed concrete is often due to the penetration
of chlorides (such as from deicing salts or marine exposure) from the outer concrete
surface. In this scenario, the electrochemical process building off of Eq. (1.1) may be
described as [7]
Fe(OH)2 + H
+ + Cl− → FeCl2 + H2O (1.2)
A widely accepted model of chloride-induced corrosion in concrete is that of
Tuutti [12, 13]. Although this model was originally designed for reinforced concrete
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Fig. 1.3 Illustration of chloride-induced corrosion in prestressed concrete cross-section. (a) No cor-
rosion before chlorides reach strand. (b) Depassivation when chlorides penetrate to strand. (c)
Corrosion products have expanded into porous interface, reaching critical pressure for crack initia-
tion. (d) End of service life when crack reaches surface.
(as opposed to prestressed concrete), the corrosion process within the two types may
be treated in similar manners [14]. The model divides the service life of corroding
concrete into two stages: (1) initiation; and (2) propagation. The initiation stage
constitutes the time required for chlorides to penetrate to the strand, at which time
corrosion onsets and the propagation stage begins. The propagation stage is associ-
ated with the accumulation of corrosion products and the resulting corrosion-induced
cracking of concrete. The end of the propagation stage is based on the definition of
service life, which is usually taken as the point when surface cracking emerges in the
concrete [15, 16].
Schematics of four major points in the corrosion process are shown in Fig. 1.3.
The first shows an arbitrary point during the initiation stage in Fig. 1.3(a), where
chlorides are penetrating through the concrete cover but have not yet reached the
strand. There is therefore no corrosion taking place during this stage. The end of the
initiation stage is shown in Fig. 1.3(b), where chlorides have reached the strand. At
this point, the chlorides begin to break down the passive layer surrounding the strand
[17], thus depassivating it and increasing the corrosion susceptibility. Compared to
reinforcing bars, the stronger passive layer surrounding strands (due to their smoother
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surface) makes the chloride breakdown more difficult and results in localized (pitting)
corrosion at various locations on the strand surface [18]. Pitting corrosion has there-
fore been one of the corrosion mechanisms most strongly associated with structural
collapse [18]. Between corrosion onset and concrete crack initiation, corrosion prod-
ucts accumulate in the thin (≈ 10 µm thick) porous interface between the strand
and the concrete [19, 20]. This accumulation produces pressure within the interface,
since the corrosion products occupy a larger volume than the consumed steel. Once
the porous interface is saturated with corrosion products, pressure due to corrosion
buildup can increase beyond the capacity of the concrete cover. The point at which
a critical pressure is reached may be seen in Fig. 1.3(c), resulting in crack initia-
tion toward the nearest free surface (i.e., through the cover). With further corrosion
buildup, the crack may propagate until it reaches the surface, marking the end of ser-
vice life, as shown in Fig. 1.3(d). For a 5 cm (2 in.) cover, for example, such surface
cracking can be caused by as little as 4-6% mass loss in the strand [21]. In addition,
the surface cracking can raise the corrosion rate due to the freer penetration of aggres-
sive agents [15]. This makes the corrosion susceptibility of strands in cover-cracked
concrete significantly greater than otherwise. Lastly, the cover-cracking point is also
structurally important in terms of diminishing steel-concrete bond strength [13].
2 Methods of Corrosion Inspection
2.1 Established methods
The financial, safety, and resource implications of unidentified corrosion have moti-
vated a number of inspection methods for detecting this particular damage mecha-
nism. The most traditional and prevalent is perhaps visual inspection, through the
use of experienced inspectors. However, this method is only able to detect corrosion
when its effects are apparent from the exterior of a structure. Naturally, this limits
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its ability to identify corrosion before it becomes severe. Other inspection methods
may be distinguished based on their application to reinforced/prestressed concrete or
strands alone.
For strands, the penetration method is a relatively simple approach to gather-
ing information about load-carrying capacity [22, 23]. Here, an inspector attempts
to pry apart individual wires of a strand to evaluate potential stress losses or bro-
ken wires. However, the method only gathers qualitative information and is usually
semi-destructive in gaining access to a region of the strand. One example of a more
recent and sophisticated approach for concrete is the half-cell potential method [24],
in which electrochemical measurements are taken and converted to corrosion prob-
abilities. However, this method relies on physical access to the embedded strand,
which may also involve semi-destructive aspects.
2.2 Structural health monitoring
Currently, if any of the above inspection methods are implemented, they are done so
on a periodic time-based schedule. Under this framework, it is oftentimes the case
that inspections are performed only to reveal a “no corrosion” or “healthy” condition.
Resources are therefore often wasted in inspecting healthy structures.
This reality has motivated the transition from a time-based to a condition-based
paradigm. The goal is to allow maintenance to be performed only when necessary,
as dictated by the condition of the structure. Structural health monitoring (SHM)
is one of the primary means to achieve this paradigm. Through networks of sensors
performing nondestructive evaluation, SHM aims for continuous automated monitor-
ing of structural condition, including such mechanisms as corrosion. Acoustic-based
methods are some of the most promising in this area due to the rich corrosion-sensitive
characteristics of wave propagation in structures and the versatility of their imple-
mentation.
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Fig. 1.4 Illustration of a guided wave propagating along the axis of a rod (side view).
3 Acoustic Methods for Corrosion Monitoring
Acoustic-based SHM methods come in two forms: active and passive. The active
form is considered here in terms of guided wave (GWs), while the passive form is
considered in terms of acoustic emission (AE), with each described below. Both
the generation and reception of acoustic waves may be achieved through contact
piezoelectric transducers. These allow conversion of (mechanical) acoustic waves to
electrical signals, which may then be digitized for storage and analysis.
3.1 Guided waves
An acoustic wave is termed a GW when its propagation is guided by the bounded
geometry of a structure. An example is shown in Fig. 1.4 for a GW propagating
along a rod. The wave is bounded in the lateral directions and therefore only prop-
agates along the axis of the rod. This behavior differentiates such waves from those
propagating in a boundless medium, termed bulk waves. Due to the fact that they
are guided by the medium (or structure), GWs are highly sensitive to the structural
geometry and any changes that occur within it.
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The initial attraction of GWs for SHM came from their potential for damage
monitoring through geometric sensitivities. This includes damage mechanisms such
as corrosion-induced material loss [10] and debonding [25]. However, with the valuable
structural information potentially gained by monitoring the stress state in strands,
researchers looked into the use of GWs to probe this information as well.
3.1.1 Guided-wave-based stress monitoring
The first study revealing the stress-dependent nature of GWs in strands was perhaps
that of Kwun, et al. [26] in 1998. They experimentally discovered missing frequency
content (termed the notch frequency), which was due to applied stress in the strand. In
particular, a linear relation was empirically found between the notch frequency in the
fundamental low-frequency GW mode and the logarithm of stress. The fact that this
relationship is monotonic provided a strong motivation for its use in stress monitoring,
since a given notch frequency could be uniquely associated with a given stress level.
Interestingly, an explanation for the cause of the notch frequency eluded researchers
for roughly 20 years. Later, in 2016 Treyssède [27] used numerical simulations to
deduce that a stress-dependent interwire contact area explained the notch frequency.
The interwire contact area increases with increasing tensile stress; this causes the
strand to gradually behave more and more like a single cohesive rod, as opposed to
a bundle of wires interacting with each other. Recently, Liu [28] derived a stress
monitoring technique based on the notch frequency. Their technique was validated
in three types of pristine multiwire strands.
In parallel with notch-frequency investigations were studies on the stress de-
pendence of GW velocity (termed acoustoelasticity). These similarly focused on the
fundamental GW mode. Some studies were empirical, and discovered linear relations
for certain regions of high stress (> 50% ultimate tensile strength, or UTS) [29, 30].
Interestingly, strongly nonlinear and non-monotonic stress dependence was observed
for lower stress levels (< 35% UTS). Other researchers proposed approximate theo-
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retical analyses for the effect of stress [31–33]. Assuming that a GW generated in
a strand wire propagates as in a rod, the theories consisted of a modified version of
the Pochhammer-Chree equation [34, 35] governing GWs in an unstressed rod. The
slope of the stress dependence was shown to be similar to the theoretical slope at
high stress levels (> 50% UTS) [33].
Aside from frequency- and acoustoelastic-based approaches, there have been a
number of other related works on the fundamental mode. Collectively, these may be
classified into energy-based approaches. For example, studies have been made on the
stress-dependent transmission of energy within [36] and between [37] strand wires.
Others concerned the stress-dependent generation of higher harmonics [38, 39].
3.1.2 Summary of approaches
The above review suggests that three types of approaches exist for acoustic-based
stress monitoring in strands: (1) acoustoelastic-based; (2) frequency-based; and (3)
energy-based.
Arguments may be made for the advantage of acoustoelasticity over frequency-
and energy-based approaches. First, the notch frequency is known to be susceptible
to geometric effects such as corrosion-induced surface roughness [40]. The presence
of two phenomena both linked to the notch frequency may make quantification of
a single one (such as stress) challenging. Second, since energy-based methods use
absolute measurements of energy, factors like transducer bond weakening or trans-
ducer replacement can contaminate the results. This is in addition to confounding
attenuation effects, such as from evolving surface roughness under corrosion.
It should be noted that acoustoelasticity is not immune to confounding effects.
For instance, the fundamental mode which has been targeted in the literature is sen-
sitive to geometrical corrosion effects, such as cross-section reduction. In addition, its
velocity exhibits a non-monotonic stress-dependence, yielding ambiguity when trans-
lating stress to velocity. However, acoustoelasticity may perhaps be the most flexible
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approach toward circumventing these issues. For instance, since acoustoelasticity is
not restricted to a particular GW mode, it may be possible to identify specific modes
which limit or remove these confounding effects. This thesis is therefore interested in
whether the confounding effects of corrosion on acoustoelasticity can be minimized
(and possibly made sufficiently small) through an appropriate simplification of the
generated GWs.
3.2 Acoustic emission
Acoustic emission is the idea of gathering information about damage evolution by
continuously “listening” to the sudden releases of energy due to such damage. Acous-
tic energy can be generated from a variety of sources, including pitting [41], crack
propagation [42], friction between crack faces [43], and plastic deformation [44], to
name a few. The continuous aspect of AE allows for large amounts of data to be
collected, from which a wealth of information may be strategically extracted.
Two main approaches to analyzing AE may be adopted. The first, termed
feature-based AE, is to extract a number of features from AE waveforms, and then
disregard the waveforms themselves. This can be thought of as a simple form of
dimension reduction on the AE data, where each digital waveform has a compressed
representation in terms of a handful of features. Subsequent analysis of AE is then
carried out on the features, which has the advantage of lessening the computational
expense. The second approach is to directly analyze the AE waveforms themselves,
termed waveform-based AE. This approach only recently became feasible, with the
advent of sufficient computational power. However, it can still prove infeasible in
the event of large amounts of AE being rapidly generated. This thesis focuses on
the feature-based approach, since the lower computational burden is more amenable
to real-time analysis. In addition, it has an established history in the analysis of
corrosion-induced AE in concrete.







Fig. 1.5 Illustration of acoustic emission process for corrosion monitoring in prestressed concrete.
sion monitoring in prestressed concrete. The more complex nature of corrosion in the
coupled strand-concrete system of prestressed concrete lends itself to the complexity
of information that is potentially able to be gained through AE. In addition, strands
embedded in prestressed concrete may be difficult to access directly for GW genera-
tion. Instead, AE has the potential to remotely monitor corrosion from the exterior
concrete surface. A schematic of AE monitoring applied to a prestressed concrete
element may be seen in Fig. 1.5.
3.2.1 Corrosion-induced acoustic emission in prestressed concrete
A wide range of AE studies have been performed toward evaluating corrosion in
prestressed and reinforced concrete. These have largely used feature-based AE, with
most considering features related to AE activity and frequency content. Here, AE
activity may denote the amount of energy or number of waveforms generated, for
instance, while frequency content may denote the peak frequency in a waveform.
In early work on the subject, numerous researchers found that the onset of
corrosion produces an initial spike in AE activity [17, 45–49]. This was confirmed
by Austin, et al. [17] by breaking open specimens before and after the first activity
spike. For those specimens opened before such time, visual inspections found that
the steel surface remained pristine. However, early-stage corrosion pits were found
in the specimens which had been opened after the initial activity spike. This feature
was also found to indicate concrete cracking due to corrosion buildup, which results
in additional activity spikes [42, 50]. Dunn, et al. [42] posited that such spikes occur
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in succession, due to the cyclic nature of corrosion buildup, pressure increase, and
crack propagation. Other researchers have found the overall trends in AE activity to
be correlated with the extent of corrosion [51–53].
On the other hand, from work on prestressing strands [41, 54] and reinforced
concrete [55], it has also been demonstrated that different corrosion mechanisms pro-
duce AE with different frequency content. The peak frequency feature in particular
has been shown to distinguish a number of corrosion mechanisms, including corrosion
onset and steel pitting. Di Benedetti, et al. [55] showed that corrosion onset produces
frequency content near 35-90 kHz. They suggested that content outside this range
may be due to saltwater infiltration into the concrete pores. Li, et al. [54] suggested
that pitting in the strand produces frequency content near 120-160 kHz. This was
in accordance with earlier work by Ramadan, et al. [41], who observed pitting phe-
nomena near 140 kHz. On the whole, these works illustrate that studying frequency
content in addition to AE activity can provide enhanced corrosion information.
3.2.2 Summary of approaches
From a diagnostic and prognostic perspective, the points of corrosion onset and
corrosion-induced concrete cracking are two of the most important to determine.
Corrosion onset marks the start of both time-to-cracking and pit-depth distribution
models, while concrete cracking is recognized as a service-life limit state due to de-
creased steel-concrete bond strength and increased ingress of corroding agents. AE
activity and frequency content are widely used in laboratory testing to determine
these points. However, it is possible to foresee issues in transitioning to field applica-
tions. Although valuable in laboratory settings, the real-world reliability of activity
features is questionable due to contamination from extraneous sources of acoustic ac-
tivity. It would therefore be useful to glean additional corrosion indicators from the
wealth of collected AE data. Fortunately, such large collections of data bring about
the possibility of gathering new types of information about corrosion. This includes
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the shape (i.e., topology) of an AE datacloud itself.
During the last two decades, topological data analysis (TDA) has emerged as a
quantitative computational method for studying the topology of dataclouds [56]. It is
a form of data science based on algebraic topology, and has seen a broad range of note-
worthy applications, including time series analysis [57], classification of breast cancer
subtypes [58], aviation data analytics [59], and natural image statistics [56]. Through
TDA, it has been demonstrated that meaningful information can be embedded in
a datacloud’s topology. However, to the best of the author’s knowledge, no prior
studies have been carried out on applying TDA within AE, let alone within a SHM
framework. This thesis is therefore interested in whether topological characteristics
of AE data are linked to corrosion in prestressed concrete structures.
4 Overview
4.1 Research statement
Corrosion monitoring methods based on acoustic wave propagation possess unique
advantages due to their high sensitivities and versatility between active and passive
modalities. Such high sensitivities, however, also pose a challenge. Accounting for
extraneous sensitivities is one of the forefront missions within the broad field of SHM
[60]. Ignoring certain factors, for instance, can lead to false positives in damage
detection and biased metrics of structural health.
With the wealth information embedded in acoustic waveforms, there is a need
of either simplifying the waveforms collected, or developing tools to effectively sift
through the data. This thesis investigates each of these two approaches within specific
case studies of corrosion. The overall form of the research statement for this thesis is
then the following:
Harnessing complexities in acoustic data can enhance corrosion monitoring.
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This form can be divided into two alternate approaches: on the one hand, simplifying
complexities in acoustic data to target desired corrosion information; on the other
hand, understanding complexities to gather new insights for monitoring corrosion.
The two approaches form the basis of the research investigated in this thesis. The
first is applied to GWs and the second to AE, stated as follows:
1. Simplifying GW generation for active acoustic monitoring can address complex
data by targeting specific corrosion phenomena.
2. Understanding the topology of complex AE data in passive acoustic monitoring
can reveal underlying corrosion information.
In both cases, there is a need to appropriately handle the complex information once
it is broken down. For this reason, several data processing techniques are proposed
and adapted to effectively automate the monitoring process.
4.2 Research objective
First, the simplifying approach is taken for active GW-based corrosion monitoring of
strands. Specifically, the monitoring of corrosion-induced stress redistribution is in-
vestigated. This approach is a natural fit for active methods since wave generation and
reception are under control, thus allowing them to be tailored toward a certain cause.
For this purpose, acoustoelasticity is advanced within the context of beneficial GW
modes which can target stress while minimizing confounding geometric effects. Vari-
ous methods of data processing are incorporated to enhance the results for longterm
monitoring scenarios. This includes the wavelet transform, modal modulation, and
data fusion. An accelerated corrosion test is then designed to experimentally validate
the use of GWs for continuous stress monitoring in a corroding strand.
Second, in an application to prestressed concrete, tools are adapted to extract
and understand meaningful corrosion information from passively monitored AE data.
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With the lack of control over wave generation in passive methods, the related com-
plexities arising in the data need to be intelligently sifted through. The use of TDA
is a main focus, under the proposition that corrosion information is embedded in the
topology of AE data. An additional level of data processing based on hidden Markov
modeling is then used to probabilistically combine traditional and topological indi-
cators for automated corrosion diagnostics. Accordingly, two accelerated corrosion
tests are carried out on prestressed concrete specimens to first understand the data
and then evaluate and generalize that understanding.
The work presented in this thesis was mainly established through the author’s
following published studies [61–67]:
• B. Dubuc, A. Ebrahimkhanlou, and S. Salamone, “Higher order longitudinal
guided wave modes in axially stressed seven-wire strands,” Ultrasonics, vol. 84,
pp. 382-391, 2018.∗
• B. Dubuc, A. Ebrahimkhanlou, and S. Salamone, “Stress measurement in seven-
wire strands using higher order guided ultrasonic wave modes,” Transp. Res.
Rec., vol. 2672, no. 41, pp. 123-131, 2018.†
• B. Dubuc, A. Ebrahimkhanlou, and S. Salamone, “A spectral method for com-
puting guided waves in stressed plates and rods,” Health Monitoring of Struc-
tural and Biological Systems, vol. 10600, p. 106001Z, SPIE, 2018.‡
• B. Dubuc, A. Ebrahimkhanlou, and S. Salamone, “Corrosion monitoring of
prestressed concrete structures by using topological analysis of acoustic emission
data,” Smart Mater. Struct., vol. 28, no. 5, p. 055001, 2019.§
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characterization of corrosion-induced stress change in prestressing strands using
modulated higher-order guided ultrasonic waves,” Health Monitoring of Struc-
tural and Biological Systems, vol. 10972, p. 109721D, SPIE, 2019.‡
• B. Dubuc, A. Ebrahimkhanlou, and S. Salamone, “Stress monitoring of pre-
stressing strands in corrosive environments using modulated higher-order guided
ultrasonic waves,” Struct. Health Monit., vol. 19, no. 1, pp. 202-214, 2020.†
• B. Dubuc, A. Ebrahimkhanlou, K. Sitaropoulos, and S. Salamone, “Topological-
based acoustic emission data analysis for passive corrosion monitoring in pre-
stressed concrete structures,” Health Monitoring of Structural and Biological
Systems, vol. 11381, p. 113811T, SPIE, 2020.‡
The author of this dissertation was the lead author of the above papers, devising the




This chapter∗ lays the foundation of the elastodynamics and acoustoelastic theory
used throughout this thesis. The theory is based on Green and Zerna [68] and Suhubi
[69], from which the author’s own advancements are then made. It is first formulated
in terms of an arbitrary curvilinear coordinate system for wave motion superposed
on a finite predeformation in an isotropic hyperelastic body. Special cases are then
detailed for cartesian and cylindrical coordinates, which allow applications to bulk
waves in unbounded bodies and guided waves (GWs) in rods.
Consider a body which is initially undeformed, referred to as the body A . Due
to some static finite predeformation, the body is transformed to the predeformed
body B. Small-amplitude wave motion is then superposed on the predeformed body,
yielding the deformed body C . The terms undeformed, predeformed, and deformed
are used to describe quantities related to these three bodies, respectively. Let the
position vectors for a material point in the undeformed, predeformed, and deformed
bodies be denoted r, R, and R + εR′. The point is mapped from the undeformed to
the predeformed body according to the displacement u, so that R = r + u. Similarly,
the point is then mapped from the predeformed to the deformed body according to
a small displacement εu′, so that R + εR′ = R + εu′. The smallness is imposed by
retaining only linear terms in the small quantity ε. These deformations are illustrated
in Fig. 2.1.













Fig. 2.1 Deformation sequence of a body from A : undeformed, to B: predeformed, to C : deformed.
Position vectors and displacements of an arbitrary point indicated. Origin indicated by cartesian
basis vectors.
5 Predeformation
This section analyzes the predeformation stage introduced above, where the body
A is transformed to B. It considers the strain and stress associated with a finite
predeformation and their connection through a constitutive relation. In addition, the
equation of motion is outlined, along with the special case of a static predeformation.
5.1 Strain
Strain is a measure of geometrical change due to the deformation of a body. Following
the convention of [68], strain describes this change by comparing the squared length
of small (differential) line segments within the body before and after deformation.
In order to analyze such line segments, let a differential segment dr be located at
the position r in the undeformed body A . The differential segment may be expressed
in terms of cartesian coordinates xi as





where ii are the cartesian basis vectors, and the summation convention over repeated
indices is implied from here onward. To add necessary generality, the segment may
also be expressed in terms of curvilinear coordinates θi and a set of curvilinear basis
vectors gi (to be determined) as
dr = dθigi (2.2)
Analyzing the differential segment using the chain rule, it may be found that the








Unlike the cartesian basis vectors, the curvilinear basis vectors may not have unit
length, may not be dimensionless, and may vary in space.
For notational simplicity, derivatives with respect to the components θi will from
here onward be expressed using indicial notation. In particular, a comma before a




It should be noted that this only applies to differentiation with respect to θi. For
differentiation with respect to other variables, the full form is explicitly written (e.g.,
∂ · /∂xi). In this way, the curvilinear basis vectors may be written more simply as
gi = r,i.
For curvilinear components, it is important to distinguish between contravari-
ant components θi and covariant components θi. Here, a superscript indicates a
contravariant component, while a subscript indicates a covariant component. To il-
lustrate the difference, the differential segment dr may be expressed in either of two













Fig. 2.2 Representation of an arbitrary vector v in terms of covariant gi and contravariant g
i basis
vectors.
or (2) using covariant components and contravariant basis vectors, i.e., dr = dθig
i.
Naturally, the same may be done with cartesian coordinates, dr = dxiii = dxii
i,
although for this special case there is no difference between the two.
Since covariant and contravariant components are intimately linked, it is useful
to consider both for the curvilinear case. In particular, the contravariant basis vectors
gi are defined to be orthogonal the covariant basis vectors gi in the following manner:
gi · gj = δ
j
i (2.5)
where “·” denotes the dot product, and δji = δij = δij is the Kronecker delta. From





The representation of a vector in terms of covariant and contravariant basis vectors is
illustrated in Fig. 2.2. Here, the orthogonality between the two sets of basis vectors
may also be seen.
The squared length of the differential segment dr may now be written in terms
of the curvilinear components as
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dr · dr = gijdθidθj (2.7)
where gij is the covariant metric tensor for the curvilinear coordinates, defined by






Using the definitions of the basis vectors, an additional metric tensor may also be
formed. In particular, the contravariant metric tensor gij is






satisfying the property that gikgkj = δ
i
j. The contravariant metric tensor may be used
to express the squared length in terms of covariant components as dr · dr = gijdθidθj
When the undeformed body A is deformed into the predeformed body B, the
differential line segment dr located at r is transformed to the segment dR, located
at R. Following the same process that was carried out for the undeformed body,
the differential segment in the predeformed body may be expressed in terms of the
curvilinear components θi as
dR = dθiGi (2.10)
where Gi are the covariant basis vectors for the deformed body, defined as
Gi = R,i (2.11)
Comparing Eqs. (2.2) and (2.10), it may be seen that the components dθi of the
differential segment do not change, although its position, length, and orientation
may. Instead of these changes being captured through the components, they are
captured through the basis vectors gi and Gi.
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Similar to the undeformed body, contravariant basis vectors for the predeformed





In terms of the curvilinear components, the squared length of the deformed line
segment is then
dR · dR = Gijdθidθj (2.13)
which may also be written in terms of a contravariant metric tensor as Gijdθidθj. Co-
variant and contravariant metric tensors for the deformed body may then be defined,
respectively, as











Analogous to the undeformed body, it may be seen that these satisfy GikGkj = δ
i
j.
The strain tensor eij may now be introduced to describe the squared length
change due to the predeformation as [68]
dR · dR− dr · dr = 2eijdθidθj (2.15)
where the covariant strain tensor eij is perhaps the most natural to use [70], and is




(Gij − gij) (2.16)
Furthermore, since this is the form used predominantly in this thesis, it will also be
referred to simply as the strain tensor. Aside from the above expression in terms of
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metric tensors, the strain tensor may also be written in terms of displacement. As
seen in Fig. 2.1 the displacement vector for the predeformation is defined as
u = R− r (2.17)
Incorporating the above and following the definition of the metric tensors, the strain




(gi · u,j + gj · u,i + u,i · u,j) (2.18)
To simplify the above, the displacement may be referenced to the undeformed
body using either contravariant or covariant components as u = uigi or uig
i. More-
over, the derivative of the displacement (or any other vector) may similarly be ex-
pressed in one of two ways,
u,i = uj|igj = uk|igk (2.19)
where ·|i denotes covariant differentiation with respect to the undeformed body. Co-
variant differentiation accounts for the spatial variation of the curvilinear basis vec-
tors. This is realized through the use of the Christoffel symbols γkij. For the unde-
formed body, in particular, the covariant derivative of the covariant components of a
vector is
uj|i = uj,i − γkjiuk (2.20)
while the covariant derivative of the contravariant components of a vector is










gkl(gil,j + gjl,i − gij,l) (2.22)
Appendix A.1. may be referenced for more information on Christoffel symbols. These
multiple ways of expressing the derivative may be inserted strategically into Eq. (2.18)
in order to exploit the relation gi · gj = δ
j





(ui|j + uj|i + uk|iuk|j) (2.25)
In an analogous way, the displacement may also be expressed in terms of the basis
vectors for the predeformed body using either contravariant or covariant components,
u = U iGi or UiG
i. Additionally, the relation gi = Gi − u,i may be used to obtain




(Ui||j + Uj||i − Uk||iUk||j) (2.28)
† To illustrate this strain tensor, let the curvilinear coordinates θi be the cartesian coordinates
xi = xi for the undeformed body. The Christoffel symbols then vanish and the strain tensor

















In this case, the strain tensor then describes the squared length change as
dR · dR− dr · dr = 2eijdxidxj (2.24)
‡ To illustrate this strain tensor, let the curvilinear coordinates θi be the cartesian coordinates
Xi = Xi for the predeformed body. The strain tensor then becomes the Eulerian strain tensor
















In this case, the strain tensor then describes the squared length change as
dR · dR− dr · dr = 2eijdXidXj (2.27)
The strain tensor therefore naturally becomes either the Lagrangian or the Eulerian strain ten-
sor, depending on whether the curvilinear coordinates are referenced to either the undeformed
or the deformed body.
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where ·||i denotes covariant differentiation with respect to the predeformed body. This
is analogous to covariant differentiation for the undeformed body, where Christoffel
symbols Γkij associated with the predeformed body are used instead,
Uj||i = Uj,i − ΓkjiUk





The Christoffel symbols for the predeformed body may be expressed in terms of the




Gkl(Gil,j +Gjl,i −Gij,l) (2.30)
5.1.1 Strain invariants
The covariant strain tensor is not the only one that will be of use in this thesis. For
instance, the mixed strain tensor eij is useful for constructing strain invariants. The
term mixed implies that the tensor has a mix of covariant and contravariant indices.





(gikGkj − δij) (2.31)
Although either one of the metric tensors gij or Gij may be used for the purpose
of raising indices on the strain tensor, the metric tensor for the undeformed body
is chosen here following convention [68]. Appendix A.2. may be referenced for more
information about raising indices on tensors. It is convenient to construct strain
invariants from the mixed strain tensor eij, since the components of this strain tensor
are dimensionless in any coordinate system (unlike the covariant strain tensor). In
particular, invariants may be constructed from the characteristic equation of the
mixed strain tensor,
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det{eij + Λδij} = Λ3 + IΛ2 + IIΛ + III (2.32)










It may be seen that these invariants are purely terms of first-, second-, and third-order
in strain, respectively.
Aside from those defined above, there are other useful invariants that may be
derived from the mixed strain tensor. In particular, the definition of the mixed strain
tensor may be rearranged to express a new tensor gikGkj, whose components are linear
combinations of the mixed strain components. Additional strain invariants I1, I2, I3
may then be derived from the characteristic equation for gikGkj,








I3 = det{gikGkj} = G/g
(2.35)
Here, g and G are the determinants of the metric tensors gij and Gij, respectively.
It may be seen that these strain invariants include terms up to first-, second-, and
third-order in strain, respectively. Also, it may be noted that the third invariant I3
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is closely related to the volume change due to predeformation (i.e., the dilatation δ)
as follows [68, p.149]:
√
I3 = 1 + δ (2.36)
In order to compare the two sets of strain invariants, those expressed in Eq. (2.35)
may be equivalently written in terms of the mixed strain tensor as
I1 = 3 + 2e
i
i









I3 = det{δij + 2eij}
(2.37)
It may then be seen that the above strain invariants are related to I, II, III as
I1 = 3 + 2I I2 = 3 + 4I + 4II I3 = 1 + 2I + 4II + 8III (2.38)
while the inverse relations of the above may be found as
I = 1
2
(I1 − 3) II = 14(I2 − 2I1 + 3) III =
1
8
(I3 − I2 + I1 − 1) (2.39)
5.2 Stress and the equation of motion
Stress describes the force acting over a given surface in a body. To describe the stress
localized at a given point on a surface, define the stress vector t as the differential
force vector dF acting over a differential surface dS . Voluntarily working with a




















Fig. 2.3 Differential tetrahedron of volume V and surface dS ∪ dS1 ∪ dS2 ∪ dS3. Exploded view
shows unit normal vectors to individual surfaces.






where % is the density of the predeformed body.
The classical approach to further investigating stress is to consider the above
equation of motion applied to a tetrahedral differential element with surface S =
dS ∪ dS1 ∪ dS2 ∪ dS3 [68], as shown in Fig. 2.3. The areas over each surface may be





where n is the unit normal for the surface dS, and ni are the unit normals for the
surfaces dSi. Since the surface vectors are expressed above in terms of dimensionless
unit normals, the components dS and dSi have units of area. From the orthogonality







(i 6= j 6= k 6= i) (2.43)
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where || · ||2 denotes the `2-norm. This justifies the notation of contravariant surface
normals ni and covariant surface components dSi. However, the subscript on dSi
only has the meaning of an index, and not a covariant component. By representing













Expressing the unit normal in terms of covariant components as n = niG
i allows
these components to be found from the above as
ni
√
GiidS = dSi (2.46)
At this point, let the stress vector over the surface dS be denoted t, with ti





tidSi = %üdV (2.47)
where the negative sign is due to the negative orientation of the unit normals ni, as
shown in Fig. 2.3. Since the differential volume on the righthand side is of a higher
order of smallness for the differential surfaces on the lefthand side, the righthand side
of the above may be taken as zero. A relation may then be formed between the stress








The terms ni in the above may be treated as covariant components with respect to
contravariant vectors
√
Giiti. These contravariant vectors may then be expressed in




where τ ij is defined as the contravariant stress tensor. However, since this is the
predominantly used form here, it will often be simply referred to as the stress tensor.
With this definition, the stress vector is related to the stress tensor as
t = niτ
ijGj (2.50)
The differential force dF acting over the differential surface dS can be expressed in
terms of the stress tensor as
dF = dAiτ
ijGj (2.51)
where dAi = dSi/
√
Gii is the area of the i-th surface referenced to the curvilinear
basis vector Gi. Therefore, the force components acting over the surface dS are
dF j = dAiτ
ij (2.52)
The stress tensor may then be interpreted as follows: The component τ ij relates to
the force on the i-th surface acting in the j-th direction.§ However, it should be noted
§ Mixed and covariant stress tensors may also be constructed by expressing the differential force






It may then be seen from the above that the mixed and covariant stress tensors are related
to the contravariant form by lowering the indices using the metric tensor for the predeformed
body,






that the surfaces and directions are referenced to the predeformed body.
Having considered the stress tensor, the equation of motion may now be inves-
tigated more thoroughly. To directly compare the two integrals in Eq. (2.41), the
surface integral may be transformed to a volume integral using the divergence theo-
rem.¶ However, this requires that the integrand of the surface integral be in the form
of a dot product with the unit normal vector of the surface. It is therefore convenient









Equation (2.56) may then be substituted for t and the divergence theorem applied.
Requiring the resulting integral to vanish identically requires the integrand itself to




Substituting Eq. (2.58) into the above and expressing the acceleration in terms of
The need to use Gij (as opposed to gij) to lower the indices reflects the fact that the stress
tensor is referenced to the predeformed body.











‖ This vector also has a relation to the stress acting over a surface. For instance, consider a
differential surface with normal vector ni = Gi/
√
Gii and area dSi =
√
GGiidθjdθk for i, j, k
not equal. Then the use of Ti provides one manner of expressing the force over this surface, in
terms of its differential length components dθj ,dθk,
tidSi = ti
√
GGiidθjdθk = Tidθjdθk (i 6= j 6= k 6= i) (2.57)
31
contravariant components as ü = Ü iGi yields






τ ijGj = %Ü
jGj (2.60)
Lastly, incorporating relations for the Christoffel symbols (see Appendix A.1.) reduces
the above to




ik = %Ü j (2.61)
The lefthand side above may be compactly expressed by using the definition for the
covariant derivative. Specifically, the covariant derivative of an arbitrary second-order
tensor aij (referenced to the predeformed body) is [70]





The equation of motion may then be written as
τ ij||i = %Ü j (2.63)
For the case of a static predeformation, this reduces to
τ ij||i = 0 (2.64)
5.3 Constitutive relation
Stress may be related to strain by considering the energy stored from deformation.
The stress tensor τ ij may then be related to the strain tensor eij through the strain















For an isotropic body, it is convenient to express the strain energy function in terms
of strain invariants (as shown above), rather than the strain tensor itself. Here,
U is taken as a function of the invariants I1, I2, I3 following convention [68]. The












where a new tensor Bij (termed the strain derivative tensor here) has been defined
as
Bij = I1g
ij − gikgjlGkl (2.67)
Incorporating the derivatives of these strain invariants, the stress tensor can be written
as follows:
τ ij = Φgij + ΨBij + ΠGij (2.68)

















Since the exact form of the strain energy function has not yet been specified, the
above constitutive relation applies to any isotropic elastic material.
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6 Wave Motion
This section analyzes the stage of small superposed motion, mapping the predeformed
body B to the deformed body C . It considers the strain and stress associated with the
superposed motion, along with the corresponding equation of motion and boundary
conditions. A small superposed displacement εu′ is considered here, which maps a
point R in the predeformed body to the point R + εu′ in the deformed body. This
is visualized in Fig. 2.1. Since the superposed displacement is assumed to be small,
only linear terms in ε are considered in the following analysis.
6.1 Strain
For an arbitrary predeformation, the strain tensor was defined in Sec. 5.1 as eij =
1
2
(Gij − gij). To consider the strain tensor for the combined deformation of small-
amplitude wave motion superposed on a predeformation (i.e., for the deformed body),
let the strain tensor for this body be eij +εe
′
ij. With only linear terms in ε considered,
this represents a small perturbation added to the predeformation strain tensor. The
strain tensor e′ij then corresponds to the incremental strain associated with the wave
motion alone. In this thesis, a prime is used to denote an incremental quantity. With
the covariant metric tensor for the deformed body similarly denoted as Gij + εG
′
ij,








ij − gij) (2.70)









Following Eq. (2.34), strain invariants I1 + εI
′
1, I2 + εI
′
2, I3 + εI
′
3 may then be
defined from the following characteristic equation:
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det{gik(Gkj + εG′kj) + Λδij} = Λ3 + Λ2(I1 + εI ′1) + Λ(I2 + εI ′2) + (I3 + εI ′3) (2.72)




3 are then, to first order in ε,
I ′1 = g
ijG′ij
I ′2 = I1I
′
1 − gikgjlGijG′kl
I ′3 = I3G
ijG′ij
(2.73)
For the combined deformation, the strain derivative tensor becomes Bij +εB′ij. Using
the definition of Bij in Eq. (2.67), the incremental tensor then follows as (to first
order in ε)
B′ij = I ′1g
ij − gikgjlG′kl (2.74)
It may be seen that what is needed to obtain the incremental quantities outlined
above is the incremental metric tensor G′ij. Following the convention established in
Sec. 5.1, the covariant basis vectors Gi + εG
′




i = R,i + εu
′
,i (2.75)
It may be seen that they only deviate from the basis vectors for the predeformed body




The incremental displacement appearing above may voluntarily be expressed in terms
of either contravariant or covariant components U ′i, U ′i referenced to the predeformed
body,
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Making use of the above allows the incremental basis vectors to be conveniently
expressed in terms of those for the predeformed body as
G′i = U
′j||iGj = U ′k||iGk (2.78)
As in Sec. 5.1, ·||i denotes covariant differentiation with respect to the coordinates
θi in the predeformed body B, as opposed to the deformed body C . Following Eq.
(2.14), the covariant metric tensor for the deformed body is
Gij + εG
′
ij = (Gi + εG
′
i) · (Gj + εG′j) (2.79)
Retaining only linear terms in ε from the above and making use of Eq. (2.78) yields
an expression for the incremental covariant metric tensor,
G′ij = U
′
i ||j + U ′j||i (2.80)
The incremental contravariant metric tensor G′ij may be found by considering two







kj + εG′kj) = δji
(2.81)
Combining the above two relations, the contravariant metric tensor G′ij may be solved
for as
G′ij = −GikGjlG′kl (2.82)
36
Lastly, let the determinant of the metric tensor Gij + εG
′
ij be denoted G+ εG
′. The
incremental determinant G′ may then be found to first order as
G′ = GGijG′ij (2.83)
6.2 Stress and the equation of motion
Let the stress tensor associated with the combined deformation be a small pertur-
bation about the predeformation stress tensor as τ ij + ετ ′ij. Similarly, let the stress
coefficients in Eq. (2.68) for this deformation be Φ + εΦ′,Ψ + εΨ′,Π + εΠ′. The stress
tensor may then be expressed as
τ ij + ετ ′ij = (Φ + εΦ′)gij + (Ψ + εΨ′)(Bij + εB′ij) + (Π + εΠ′)(Gij + εG′ij) (2.84)
After expanding the above to first order in ε, the incremental stress tensor τ ′ij may
be found as
τ ′ij = Φ′gij + ΨB′ij + Ψ′Bij + ΠG′ij + Π′Gij (2.85)


































































For the combined deformation, the alternative stress vector from Eq. (2.58)
becomes
Ti + εT′i =
√
G+ εG′(τ ij + ετ ′ij)(Gj + εG
′
j) (2.88)




where Eqs. (2.80) and (2.83) have been applied, and a new stress tensor has been
introduced:
σ′ij = τ ′ij + τ ikU ′j||k + τ ijU ′k||k (2.90)
Unlike τ ′ij, it may be seen that this tensor is not symmetric. When applying boundary
conditions, it will be useful to define the stress vector (referenced to the predeformed
body) as t + εt′. Making use of Eq. (2.56), this vector may be written
t + εt′ =
ni√
G
(Ti + εT′i) (2.91)
Therefore, to first order, the incremental stress vector t′ is
t′ = niσ
′ijGj (2.92)
Here, when the stress vector t′ is prescribed on a surface in the predeformed body,
boundary conditions governing σ′ij on that surface may be then formed.
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Lastly, the equation of motion for the combined deformation becomes





ik + ετ ′ik) + (Γkik + εΓ
′k
ik)(τ
ij + ετ ′ij) = (%+ ε%′)(Ü j + εÜ ′j)
(2.93)






lj,i −G′ij,l) + 12G
′kl(Gli,j +Glj,i −Gij,l) (2.94)
Expanding Eq. (2.93) and enforcing a static predeformation, the equation of motion
for the incremental deformation may be found as
τ ′ij||i + Γ′jikτ
ik + Γ′kikτ
ij = %Ü ′j (2.95)
7 Second-Order Elasticity and Linearization
Experimental studies have established that linear elasticity is not sufficient for de-
scribing the effect of stress on wave propagation (i.e., the acoustoelastic effect) in
relatively stiff materials (such as steel) [71]. Instead, second-order elasticity is re-
quired. This section therefore adapts the acoustoelastic theory from the previous
sections to a second-order elasticity framework. Following acoustoelastic convention
[72], the results are also linearized in strain.
Under linear (first-order) elasticity, stress is a function of first-order terms in
strain, with the strain energy function containing second-order terms. Therefore,
under second-order elasticity, the strain energy function is expanded up to third-order
terms in strain. This expansion is carried out here following Murnaghan’s approach
[73] as∗∗
∗∗ It should be noted that this is not the only possible third-order expansion of a strain energy
function. Other notable formulations have been presented by Rivlin [74], Thurston and Brug-




(λ+ 2µ)I2 − 2µII + 1
3
(l + 2m)I3 − 2mIII + nIII (2.96)
where λ and µ are the Lamé elastic constants, and l, m, and n are the Murnaghan
elastic constants. This formulation is convenient, since the terms I2 and II are purely
second-order quantities in strain, while I3, III, and III are purely third-order quan-
tities in strain. For this reason, the Lamé and Murnaghan constants are also referred
to as second- and third-order elastic constants, respectively.
It should be noted that Murnaghan has defined the constants l,m, n in two
alternative manners: Lagrangian [73] and Eulerian [81]. The acoustoelastic analysis
presented here allows for either a Lagrangian or Eulerian framework for the curvilinear
coordinates (and therefore the strain tensor eij, see pp. 24-24). However, the strain
invariants I, II, III remain unchanged between the two frameworks, since they are
constructed from a mixed strain tensor defined as eij = g
ikekj. With the metric tensor
for the undeformed body gij used in this construction, these strain invariants should
be treated as Lagrangian strain invariants. Therefore, the Murnaghan constants used
here correspond to the Lagrangian form defined in [73].
In the previous section, the constitutive terms are defined via derivatives of
the strain energy function. These derivatives may be evaluated to first-order in strain

































Relations between the Murnaghan third-order constants and those defined by these authors
may be found in [79, 80].
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with all other ∂2U /∂Ii∂Ij = 0. Here, the strain invariants have been expressed to
first-order as
I = δ (2.98)
where II = III = 0. The strain invariants I1, I2, I3 may similarly be expressed to
first-order solely using the dilatation as
I1 = 3 + 2δ
I2 = 3 + 4δ
I3 = 1 + 2δ
(2.99)
With the dilatation representing the volume change during a deformation, the density
of the predeformed body may be reduced to the following linear relation:
% = (1− δ)ρ (2.100)
In addition, the predeformation stress coefficients may also be expressed to first-order
using the dilatation as
Φ = 1
4












This leads to the predeformation stress tensor becoming, to first-order in strain,
τ ij = λδgij + 2µeij (2.102)





It may be seen that Eq. (2.102) is the same expression found in linear elasticity, since
there the stress is also expressed to first-order in strain. Therefore, the addition of
higher-order terms in the strain energy function does not impact the linear stress-
strain relation for small predeformations.
The constitutive relation in Eq. (2.102) becomes the most simple in terms of
mixed stress and strain tensors, τ ij = Gjkτ
ik and eij = gjke
ik, since the particular
geometry of the space is nullified. Multiplying this equation by Gij = gij + 2eij and
neglecting higher-order terms yields





This equation may be inverted to express the strain in terms of stress using the










According to this operation, the Young’s modulus and Poisson ratio are related to








The metric tensors may also be used to raise and lower indices in order to express









In this way, the covariant strain tensor may be obtained when the contravariant stress
tensor is specified.
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To obtain the incremental stress tensor, the stress coefficients Φ′,Ψ′,Π′ from Eq.
(2.86) must be obtained. To this aim, the coefficients Σ1, . . . ,Σ6 appearing in this
equation may be found to first-order as
Σ1 = Υ =
1
2
(λ+ 2µ+ 4m)− 1
2
(λ+ 2µ− 2l)δ
Σ6 = Σ = −12m(1− δ)
(2.108)
with all other Σi = 0. The coefficients Φ
′,Ψ′,Π′ may then be found as















The above analysis demonstrates the necessity of the second-order elasticity
framework. Specifically, it may be seen that third-order elastic constants are coupled
to the linearized results. This is in addition to the coupling of second-order con-
stants. Since third-order constants are often considerably larger in magnitude than
their second-order counterparts [83, p. 274], omitting the former from the linearized
solution would introduce significant error.
7.1 Static analysis of strands
The first of two applications in this thesis regards stress monitoring in seven-wire steel
strands. As such, the stress state within a strand under a typical loading condition
is considered. In addition, stress monitoring within the elastic regime is targeted, so
that a first-order analysis in strain may be presented.
The typical state of loading considered is a strand under tensile force between
two anchorage points, so that the strand ends are restricted from rotating. Due to
such loading and rotation restrictions, a variety of forces develop in the peripheral
wires. These include axial, bending, and twisting forces. However, the core wire only
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Fig. 2.4 Global force condition in the core wire of a strand under an axial load L.
experiences an axial force F [84], as shown in Fig. 2.4. For some axial force L in the





where Acore and Aper are the cross-sectional areas of the core and peripheral wires,
respectively, and the lay angle of the peripheral wires is assumed to be small.
Aside from the global conditions, it should be noted that highly localized radial
stresses exist at the contact points between the core and peripheral wires [84]. These
stresses are caused by interwire contact forces and are visualized in Fig. 2.5. They
may be considered radial by assuming that frictional forces between wires can be
neglected [84]. Such interwire stresses can be seen in a number of numerical studies
[38, 85, 86]. Using Hertzian contact theory, Bartoli [85] found that these stresses are
localized within an area spanning roughly 3`arc in length, with `arc the half-length of
the contact arc (shown in Fig. 2.5). The contact arc length is proportional to the
square root of the interwire contact force, which at 70% UTS yields `arc = 73 µm in
a typical 5.2-mm-diameter core wire [85]. Therefore, at this large level of load, the
contact stresses are localized in an area roughly 3`arc = 0.2 mm in length, equal to
roughly 4% of the core wire diameter.
The existence of contact forces complicates the stress state within the core wire.
However, along with the fact that the contact stresses may be neglected when con-
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Fig. 2.5 Illustration of interwire contact forces in the core wire of an axially loaded strand. Shaded
areas indicate localized stress regions due to contact forces.
sidering the global deformation of the core wire [84], it is possible that they may
also be neglected when focusing on a special class of wave motion in the core wire.
From work on the effect of nonuniform stress profiles on wave motion [87], motion
localized near the core of a wire will be minimally affected by stresses localized near
the surface. Concerning such motion, the stress state in a core wire is therefore taken






To investigate wave motion in the core wire of a strand, it will prove useful to first
consider the simpler case of bulk wave motion in an unbounded body. A bulk wave
is perhaps the simplest solution to the equation of motion, and provides a reference
point for the analysis of GWs. In this section, the bodies A ,B,C are therefore
taken as extending to infinity, in the sense that reflections from the edges of a finite
body are not considered. Plane bulk waves (i.e., those with straight-crested, or pla-
nar, wavefronts) are considered, which may be described using cartesian coordinates.
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Therefore, an adaptation of the general theory from Secs. 5 and 6 to cartesian coor-
dinates is presented first. This is then followed by the analysis of bulk wave motion
under some uniaxial stress τ .
8.1 Cartesian coordinate adaptation
For simplicity, let the curvilinear coordinates θi be the cartesian coordinates X1 =
X,X2 = Y,X3 = Z of the predeformed body,
θ1 = X θ2 = Y θ3 = Z (2.112)
Since the covariant and contravariant cartesian components are identical for the prede-
formed body, the covariant curvilinear coordinates are equivalent to the contravariant
components. A number of simplifications to the equations throughout Secs. 5 and
6 then result. In particular, the metric tensors for the predeformed body reduce to
Kronecker deltas,
Gij = G
ij = δij (2.113)
Furthermore, the Christoffel symbols for the predeformed body vanish,
Γkij = 0 (2.114)
Therefore, there is no distinction between covariant differentiation and partial differ-
entiation for this body (i.e., ·||i = ·,i).
Consider a predeformation under a uniform uniaxial stress τ along the Z coor-
dinate. The predeformation stress tensor is then
τ 33 = τ (2.115)
with all other τ ij = 0. To first-order, the strain tensor from Eq. (2.107) is then
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expressed in terms of an axial strain e = τ/E as
e11 = e22 = −νe
e33 = e
(2.116)
with all other eij = 0. With the principal axes of predeformation oriented along
the cartesian axes, define the principal stretches along the X, Y, Z coordinates as
λx, λy, λz. The cartesian coordinates x
1 = x, x2 = y, x3 = z in the undeformed body











From Eqs. (2.8) and (2.9), the metric tensors for the undeformed body may then be




















From Eq. (2.16), the strain tensor may then be related to the stretches (to first order)
as
λx = 1 + e11 = ξ
λy = 1 + e22 = ξ
λz = 1 + e33 = η
(2.119)
where the X and Y coordinate stretches take on the same value based on the equiva-
lent strain components e11 = e22. The terms ξ and η defined above may be interpreted
as the stretches in directions perpendicular and parallel to the uniaxial stress, respec-
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tively. Substituting the above stretches into Eq. (2.118), it may be seen that (to first
order) there is no difference between the covariant, contravariant, and mixed strain
tensors. The dilatation from Eq. (2.98) is then
δ = (1− 2ν)e (2.120)








To first order, these invariants may also be found from the dilatation using Eq. (2.99).
Lastly, the strain derivative tensor from Eq. (2.67) is
B11 = B22 = (ξ2 + η2)ξ2
B33 = 2ξ2η2
(2.122)
with all other Bij = 0.
8.2 Bulk wave motion
To satisfy the incremental equation of motion (see Eq. (2.95)), consider a harmonic
bulk wave propagating along the direction of the applied stress (i.e., the Z coordinate
in the predeformed body). This is the bulk wave analog of a GW propagating along
a stressed core wire of a strand. With the spatial and time periodicity of the wave
described by a wavenumber K and angular frequency ω, the displacement components
may be expressed as
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U ′1 = u = U exp[i(KZ − ωt)]
U ′2 = v = V exp[i(KZ − ωt)]
U ′3 = w = W exp[i(KZ − ωt)]
(2.123)
where U, V,W are the amplitude components of the wave. Since the predeformation
is uniform, the amplitude components are constant and do not vary in space. Fur-
thermore, since the wave displacements are referenced to cartesian coordinates, there
is no difference between the covariant and contravariant components, U ′i = U
′i. From
Eqs. (2.80) and (2.82), the incremental metric tensors are














with all other G′ij = 0 and G
′ij = 0. Consequently, the incremental strain invariants
are
I ′1 = 2η
2∂w
∂Z








The incremental strain derivative tensor is then
B′11 = B′22 = 2ξ2η2
∂w
∂Z
B′13 = B′31 = −ξ2η2 ∂u
∂Z















with all other Γ′kij = 0. The stress coefficients Σ and Υ may be found to first-order
from the dilatation using Eq. (2.108). The incremental coefficients Φ′,Ψ′,Π′ then
follow from Eq. (2.109) as








For the bulk wave motion considered here, the incremental stress tensor from Eq.
(2.85) reduces to
τ ′11 = τ ′22 = α1
∂w
∂Z
τ ′33 = α2
∂w
∂Z
τ ′13 = τ ′31 = α3
∂u
∂Z




with all other τ ′ij = 0, and the coefficients α1, α2, α3 defined as
α1 = 2ξ
2η2Υ + 2(3ξ2 + η2)ξ2η2Σ− 2α3
α2 = 2η


























Substituting the considered displacements yields the following:
(α3 + τ)U = %C
2U
(α3 + τ)V = %C
2V
(α2 + 2τ)W = %C
2W
(2.132)
where the wave velocity referenced to the predeformed body is defined as C = ω/K.
To first-order, the two solutions Cs, Cl for the above velocity may be expressed in
terms of the predeformation strain as
%C2s = α3 + τ = µ+ [(1− 2ν)λ+ 3µ+ (1− 2ν)m+ 12νn]e
%C2l = α2 + 2τ = λ+ 2µ+ [4λ+ 4(2 + ν)µ+ 2(1− 2ν)l + 4m]e
(2.133)
which correspond to two types of bulk waves. The first corresponds to shear motion,
which is polarized in either one of the perpendicular directions X and Y , respectively.
The second corresponds to longitudinal motion polarized along the direction of prop-
agation Z. Interestingly, it may be seen that the longitudinal wave does not depend
on the third Murnaghan constant n, while the shear wave does not depend on the
first Murnaghan constant l. The two forms of wave motion are visualized in Fig. 2.6.
To describe the bulk waves in terms of the undeformed body, the predeformed
density % may be expressed in terms of the undeformed density ρ using Eq. (2.100).






Fig. 2.6 Longitudinal and shear bulk wave motion in a cubic section of the predeformed body.
Velocities for each illustrated.
u = U exp[i(kz − ωt)]
v = V exp[i(kz − ωt)]
w = W exp[i(kz − ωt)]
(2.134)
where the wavenumber referenced to the undeformed body is defined as k = ηK.
Furthermore, the velocity referenced to this body may be obtained as c = ω/k. The
bulk velocities referenced to the undeformed body may then be found by retaining
only first-order strain terms,
ρc2s = µ+ [(1− 2ν)λ+ 2(1− ν)µ+ (1− 2ν)m+ 12νn]e
ρc2l = λ+ 2µ+ [(3− 2ν)λ+ 6µ+ 2(1− 2ν)l + 4m]e
(2.135)
Lastly, it may be seen that for the special case of zero stress the above velocities
for the longitudinal and shear motions reduce to the classical longitudinal and shear
wave velocities, defined respectively as
ρc2s0 = µ
ρc2l0 = λ+ 2µ
(2.136)
where the subscript 0 indicates the reference value at zero stress. Since the acous-
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toelastic effect is relatively small, it is useful to consider the change in velocity with
respect to a reference state. Using the above reference velocities for the case of zero
stress, the change in velocity for longitudinal and shear waves may be expressed in
the linear form
∆cs = cs − cs0 = κs∆τ
∆cl = cl − cl0 = κl∆τ
(2.137)
where ∆τ is the stress change from the reference state, and the coefficients κl and κs
are known as acoustoelastic constants, defined respectively as
κs =











This section builds upon the previous, considering GW motion in an axially stressed
rod. Here, the rod is taken to idealize the core wire of a seven-wire strand. Since the
rod is naturally described in cylindrical coordinates, the general formulation in Secs.
5 and 6 is first adapted to this case. Afterward, the study of GWs is performed using
the cylindrical coordinate description. Although various families of GW modes exist
in a rod (including longitudinal, torsional, and flexural) [35], this thesis only focuses
on the more practical longitudinal modes.
The problem of longitudinal GW motion in an axially stressed rod was perhaps
first considered by Suhubi [69], where an arbitrary hyperelastic rod was considered.
This section expands upon Suhubi’s work within the second-order elasticity framework










Fig. 2.7 Rod idealization of core wire in an axially stressed strand. Undeformed A and predeformed
B bodies shown, with radii of a and A, respectively. Cylindrical coordinates associated with each
body are overlain. (Note: rods extend to infinity.)
In addition, the modeshapes are derived and studied in detail, and the behavior of
higher-order modes is investigated.
9.1 Cylindrical coordinate adaptation
To describe GWs in a predeformed rod, let the curvilinear coordinates be taken as
the cylindrical coordinates R,Θ, Z of the predeformed body,
θ1 = R θ2 = Θ θ3 = Z (2.139)
As shown in Fig. 2.7, the predeformed body B is taken as a rod with radius A, whose
length extends to infinity. Unlike in Sec. 8, there is now a distinction between the
covariant θi and contravariant θ
i components. With the curvilinear coordinates being
cylindrical, they are related to the cartesian coordinates of the predeformed body as
X1 = θ1 cos(θ2)
X2 = θ1 sin(θ2)
X3 = θ3
(2.140)











with all other Gij = 0 and G
ij = 0. In addition, the Christoffel symbols for this body
are




with all other Γkij = 0.
Consider a predeformation under a uniform stress τ along the Z coordinate, as
illustrated in Fig. 2.7. This represents the axial stress in the core wire of an axially
loaded strand. The predeformation stress tensor τ ij is then the same as in Eq. (2.115).





with all other eij = 0. With the principal axes of predeformation oriented along the
radial and axial coordinates, define the principal stretches along these coordinates
as λr and λz, respectively. Further, the predeformation is axisymmetric, so that the







Here, the angular stretch is unity (i.e., λθ = 1), and is for simplicity not shown above.


































with all other gij = 0 and g
ij = 0. Subsequently, the stretches may be found to first
order as
λr = 1 + e11 = ξ
λz = 1 + e33 = η
(2.147)
The terms ξ and η represent the stretches in directions perpendicular and parallel to







with all other eij = 0. These are the same mixed strain tensor components found in the
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previous section, since the mixed tensor removes the effects of the curved cylindrical
space. In terms of the axial strain, the dilatation δ then reduces to same value as in
Sec. 8. In addition, the strain invariants I1, I2, I3 and stress coefficients Φ,Ψ,Π take
on the same values as in Sec. 8. However, the strain derivative tensor becomes
B11 = (ξ2 + η2)ξ2
R2B22 = (ξ2 + η2)ξ2
B33 = 2ξ2η2
(2.149)
with all other Bij = 0.
9.2 Longitudinal wave motion
This thesis focuses on the longitudinal family of GW motion, in which there is no
angular displacement (i.e., U ′2 = U ′2 = 0). Therefore, let the nonzero contravariant
displacement components associated with the wave motion be
U ′1 = u U ′3 = w (2.150)
From the metric tensors, it may be seen that there is no difference between the covari-
ant and contravariant components for radial and axial displacement, and therefore
U ′i = U
′i. Based on this type of motion, the incremental metric tensors are
G′11 = −G′11 = 2
∂u
∂R
G′22 = −R4G′22 = 2Ru












with all other G′ij and G
′ij equal to zero. Additionally, the incremental strain deriva-
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with all other B′ij = 0. The incremental strain invariants are then



















































with all other Γ′kij = 0. Consequently, the incremental stress tensor may be found as
τ ′11 = α4
∂u
∂R







R2τ ′22 = α4
u
R



























with all other τ ′ij = 0. The coefficients α1, α2, α3 are the same as those defined in
Sec. 8, while the new coefficient α4 is defined as
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α4 = 2ξ
4Υ + 4ξ4(ξ2 + η2)Σ (2.156)
Combining the relations for the stress components and the Christoffel symbols yields













+ (α3 + τ)
∂2u
∂Z2





























At this point, the assumption of harmonic longitudinal GWs in an infinite rod is
applied. Practically, the rod is infinite in the sense that reflection from the ends of a
finite-length rod are not modeled. Displacement components for the harmonic GWs
may be expressed in terms of unknown modeshapes U,W in the radial direction as
[69]
u = U(R) exp[i(KZ − ωt)]
w = W (R) exp[i(KZ − ωt)]
(2.158)
where emphasis is placed on the fact that the modeshapes are only functions of the
radial coordinate. From the above forms, the displacement equations of motion are


































+ χ22W = 0
(2.159)



















Based on the form of the ordinary differential equations, modeshape solutions are




where Ξ is a scaling factor, and Γ is a wavenumber-like term in the R coordinate.















2 − β1β2) + 12
√






2 − β1β2)− 12
√
(β1β2 − χ21 − χ22)2 − 4χ21χ22
(2.164)
The general modeshape solutions may then be expressed in terms of two arbitrary
scaling factors B1, B2,
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U = B1J1(Γ1R) +B2J1(Γ2R)
W = Ξ1B1J0(Γ1R) + Ξ2B2J0(Γ2R)
(2.165)
9.2.1 Boundary conditions
The boundary conditions for the rod are stress-free surfaces. That is, the incremental
stress vector t′ must vanish at the rod surface, located at R = AG1 in the predeformed








The surface of the rod has unit normal n = G1, and therefore ni = δi1. It may be
seen that for the considered type of motion σ′1i = τ ′1i. These conditions then yield




















Substituting the modeshape forms from Eq. (2.165) into the above yields a system








where the matrix components M11,M12,M21,M22 are defined as
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M21 = (iK − Γ1Ξ1)J1(Γ1A)
M22 = (iK − Γ2Ξ2)J1(Γ2A)
(2.169)
For nontrivial coefficients B1, B2, the determinant of the matrix must vanish. Enforc-
ing this condition yields the dispersion equation for longitudinal GWs in an axially
stressed rod,
(iK − Γ2Ξ2)(α4Γ1 + iKα1Ξ1)J0(Γ1A)J1(Γ2A)




(ξ4Ψ + Π)(Γ1Ξ1 − Γ2Ξ2)J1(Γ1A)J1(Γ2A) = 0
(2.170)
It may be seen that the above form is similar to the Pochhammer-Chree disper-
sion equation for longitudinal GWs in an undeformed rod [88]. This equation may
be satisfied by certain pairs of angular frequency ω and wavenumber K. However,
solving such a dispersion equation for (ω,K) pairs requires implementing an algo-
rithm such as the root-finding approach [89]. Alternatively, a numerical approach
based on spectral methods was presented by the author in [63].†† This achieves fast
and accurate solutions, with spectral methods possessing the fastest convergence rate
among numerical methods [90].
Having solved for solutions in frequency-wavenumber space, the phase and group









†† There is a typo in the appendix of this conference proceeding. The term β2 appearing the
equations for γ3, γ4, and η2 should be replaced with β3.
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Unlike the bulk waves studied in Sec. 8, the velocity of GWs is frequency dependent,
necessitating the distinction between phase and group velocity. The phase velocity
describes speed of a wavefront, while the group velocity describes the speed of the
energy carried by a wave [91].
In addition to the phase and group velocities, the modeshape coefficients B1, B2
may also be found from the (ω,K) solutions. However, since these coefficients are
components of an eigenvector, they can only be found up to an arbitrary scale factor.
Therefore, in order to avoid possible issues of dividing by zero, the first coefficient B1
is voluntarily taken as
B1 = β1Γ1Γ2(iKβ1 − χ21 − Γ22)J1(Γ2A) (2.172)
For the second coefficient, this construction yields
B2 = −β1Γ1Γ2(iKβ1 − χ21 − Γ21)J1(Γ1A) (2.173)
These coefficients lead to the following modeshapes:
U = β1Γ1Γ2(iKβ1 − χ21 − Γ22)J1(Γ2A)J1(Γ1R)
− β1Γ1Γ2(iKβ1 − χ21 − Γ21)J1(Γ1A)J1(Γ2R)
W = Γ2(χ
2
1 − Γ21)(iKβ1 − χ21 − Γ22)J1(Γ2A)J0(Γ1R)
− Γ1(χ21 − Γ22)(iKβ1 − χ21 − Γ21)J1(Γ1A)J0(Γ2R)
(2.174)
For convenience, the GWs may also be described in terms of the undeformed
body. To this end, a change of coordinates in the radial and axial directions may be
introduced using R = ξr and Z = ηz. Defining the wavenumber referenced to the
undeformed body as
k = ηK (2.175)
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the incremental displacements may then be written as
u = U(r) exp[i(kz − ωt)]
w = W (r) exp[i(kz − ωt)]
(2.176)
where the dependence on the undeformed radial coordinate is emphasized, and the
modeshapes are now
U(r) = β1Γ1Γ2(iKβ1 − χ21 − Γ22)J1(γ2a)J1(γ1r)
− β1Γ1Γ2(iKβ1 − χ21 − Γ21)J1(γ1a)J1(γ2r)
W (r) = Γ2(χ
2
1 − Γ21)(iKβ1 − χ21 − Γ22)J1(γ2a)J0(γ1r)
− Γ1(χ21 − Γ22)(iKβ1 − χ21 − Γ21)J1(γ1a)J0(γ2r)
(2.177)
with γ1 = ξΓ1 and γ2 = ξΓ2, and a = A/ξ denoting the undeformed radius of the
rod. The phase and group velocity referenced to the undeformed body may also be








To first-order, these are related to the velocities referenced to the predeformed body
as Cp = ηcp and Cg = ηcg, respectively.
9.3 Longitudinal guided wave modes
Figure 2.8 shows the angular frequency and wavenumber solutions to the longitudinal
mode dispersion equation. In particular, solutions are shown for the special case of
zero axial stress (τ = 0) in a steel rod (representative of the core wire of a strand).
The particular steel alloy is taken as Hecla 17, since it has a similar Carbon content
to the alloy used in strands, as well as the fact that its second- and third-order elastic
















Fig. 2.8 Frequency-wavenumber dispersion curves for longitudinal guided wave modes L(0,m) in an
unstressed steel rod with radius a, with mode numbers m indicated.
65








solutions are plotted against a normalized frequency and wavenumber. The solutions
may then apply to a Hecla 17 steel rod of arbitrary radius. The normalization is
performed here along the lines of [93], as k̄ = ka/ζ and ω̄ = ωa/ζcs0, where ζ =
3.832 . . . is the first nonzero root of J1(·). This normalized frequency is related to the
commonly-used frequency-diameter (fd) as fd = ζcs0ω̄/π.
It may be seen from Fig. 2.8 that the solutions exist as a series of modes, with
the angular frequency and wavenumber solutions of an individual mode represented
by one of the curves shown in the figure. For this reason, the solutions are referred
to as dispersion curves. Following convention [94], the longitudinal GW modes are
indicated by their mode number m as L(0,m). The zero here indicates that these
modes are axisymmetric, with a circumferential order of zero. For simplicity, the
figure under consideration shows dispersion curves for all modes up to L(0,14). The
fundamental mode L(0,1) is the only mode which exists for all frequencies. Each of
the higher-order modes L(0,1), L(0,2), . . . have a cutoff frequency, which is defined
as the frequency at which their wavenumber tends to zero. Due to the adopted
normalization, the normalized cutoff frequency for the L(0,1) mode is unity.
Aside from the wavenumber, it also useful to visualize GW modes in terms of
phase and group velocity. Along these lines, Fig. 2.9 shows the normalized phase and
group velocity dispersion curves for an unstressed steel rod. Here, the velocities are
normalized against the bulk longitudinal velocity as c̄p = cp/cl0 and c̄g = cg/cl0. For
low frequencies, it may be seen that the fundamental mode becomes non-dispersive,













Fig. 2.9 Phase and group velocity dispersion curves for longitudinal guided wave modes in an unde-
formed steel rod with radius a.
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ρc2b0 = E (2.179)
The fundamental mode also becomes non-dispersive for large frequencies. In this
limit the motion concentrates toward the surface, and the phase and group velocity





Higher-order modes, on the other hand, become highly dispersive toward their low-
frequency limits. This causes their phase velocity to tend to infinity, while their
group velocity tends to zero. On the contrary, for large frequencies they become
non-dispersive, with their phase and group velocity tending to the bulk shear veloc-
ity. Interestingly, there is an intermediate frequency at which sufficiently high order
modes (roughly L(0,8) and above) become relatively non-dispersive. Inspecting Fig.
2.9(a), it may be seen that this occurs when the phase velocity approaches the bulk
longitudinal velocity, yielding a non-dispersive plateauing behavior. This behavior is
the same as that which was observed by Mindlin [95] and Tolstoy and Usdin [96].
For this reason, such frequencies are termed plateau frequencies [62]. It may also
be seen from Fig. 2.9(b) that the group velocity of a higher-order mode reaches its
maximum at the plateau frequency. As the mode number increases, the phase and
group velocity at the plateau frequency tend to the bulk longitudinal velocity. The
asymptote is approached faster for the phase velocity, where less than 1% deviation is
reached by L(0,9); the group velocity asymptote only achieves less than 5% deviation
by L(0,14). Aside from the beneficial properties of low dispersion and maximal group
velocity, it has also been found that the higher-order modes reach their respective
attenuation minima at their plateau frequency [97]. This applies when attenuation
sources include material damping and energy leakage, such as when a rod is sur-
rounded by another medium (e.g., peripheral strand wires or concrete). In this case,
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Table 2.2 Plateau frequencies for various higher-order modes in terms of frequency-diameter fd










the higher-order modes minimize energy leakage at the plateau frequencies due to the
core-seeking nature of their modeshapes. For reference, the plateau frequencies for
various higher-order modes are listed in Table. 2.2.
Fig. 2.10 shows the modeshapes of various longitudinal modes, including L(0,1),
L(0,7), and L(0,13) at ω̄ = 0.177, 5.73, and 11.6 (0.70, 4.33, and 8.80 MHz-mm),
respectively. These correspond to the low-frequency region of the fundamental mode
and the plateau frequencies of L(0,7) and L(0,13). Here, the modeshapes are visual-
ized in terms of the displacement field across the rod axis and diameter, as well as the
kinetic energy density across the diameter. The time-averaged kinetic energy density
modeshape K may be obtained from the displacement modeshapes as [98]
K = 1
4
ρω2(UU∗ +WW ∗) (2.181)
where a superscript ∗ denotes the complex conjugate. The displacement field allows
the motion of each mode to be visualized, while the kinetic energy density provides a
representation of the energy distribution. Indeed, neglecting attenuation, the kinetic
energy density is related to the total energy E according to E = 2K [82].
It may be seen that the modeshape for the fundamental mode L(0,1) is rela-
tively global compared to those for the higher-order modes. The fundamental mode
will therefore interact with the peripheral wires of a strand and complicate wave mo-
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L(0,1) L(0,7) L(0,13)
Fig. 2.10 Displacement field and kinetic energy density (KED) modeshapes for selected longitudinal
modes in an unstressed steel rod with radius a. Displacement field shown over cross-section and one
wavelength for each mode. Results shown for L(0,1), L(0,7), and L(0,13) at ω̄ = 0.177, 5.73, and
11.6, respectively.
tion [27]. Regarding the interwire contact stresses described in Sec. 7.1, it is plausible
that the more global nature of the fundamental mode also causes these to have a sub-
stantial effect on wave propagation [87]. This may partially explain the complicated
nonmonotonic stress dependence of this mode, as discussed in the introduction. The
higher-order modes L(0,8), L(0,9), . . . , however, remain localized near the rod core at
their plateau frequencies. These modes therefore have the potential to remain isolated
within the core wire of a strand and achieve the idealization of a rod waveguide. In
addition, the concentration of wave energy away from the localized contact stresses
suggests that nonlinear stress dependence may be suppressed (demonstrated by the
author in [61, 62]).
9.3.1 Stress dependence
Since the effect of stress of wave propagation is a relatively small effect, it is con-
venient to visualize it in terms of the velocity change with respect to an unstressed
state. Accordingly, Fig. 2.11 shows the normalized phase and group velocity change
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for longitudinal GW modes in a steel rod under an axial stress change ∆τ . The nor-
malization is taken against the bulk longitudinal velocity change as ∆c̄p = ∆cp/∆cl
and ∆c̄g = ∆cg/∆cl. Since all velocity changes are linear with respect to stress
change, the phase and group velocity change may be written in terms of acoustoe-
lastic constants as ∆cp = κp∆τ and ∆cg = κg∆τ , as was done for the bulk waves in
Sec. 8.2. Therefore, the normalized phase and group velocity changes may also be
interpreted as normalized acoustoelastic constants, κp/κl and κg/κl, respectively.
It may be seen that the phase velocity change in Fig. 2.11(a) largely resembles
the phase velocity itself. In particular, the areas of relatively low dispersion in Fig.
2.9(a) equate to areas of relatively stable velocity change across frequency in Fig.
2.11(a). This is true at the plateau frequencies of higher-order modes, which are
indicated in the figure. Here, the phase velocity change is stable across mode and
frequency, as it asymptotes at the phase velocity change for a bulk longitudinal wave.
It may also be seen in Fig. 2.11(b) that the group velocity change asymptotes toward
the same value at the plateau frequency. When compared to phase velocity, however,
this velocity change is less stable within a small neighborhood around the plateau
frequency. These results suggest that measuring phase velocity change at the plateau
frequency may be a reliable method for determining stress change. Since the velocities
considered here are referenced to the undeformed body, the velocity changes account
for the elongation effects of the axial stress, in addition to the nonlinear material
effects described by the second-order elasticity framework.
With stress change related to phase velocity change, a relation may be formed
between stress change and the phase time change ∆t in a GW mode. Assuming
the phase velocity change is small compared to the reference value cp0, it may be
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Fig. 2.11 Normalized phase and group velocity changes, ∆c̄p and ∆c̄g, for longitudinal guided wave










Various techniques in the broad area of data processing are described in this chapter.∗
Those applied to guided waves (GWs) in strands include the wavelet transform, modal
modulation, and data fusion. Those applied to acoustic emission (AE) in concrete
include the sections on AE feature extraction, topological data analysis (TDA), and
hidden Markov models (HMMs).
10 Wavelet Transform
The energy content of GW modes may be visualized through the wavelet transform.
It is a time-frequency transform, whose peaks correspond to the arrival times of the
energy from various modes in a signal. These arrival times are therefore associated
with the group velocities of the modes.
The wavelet transform W{·} is computed through the convolution of a signal s
and a mother wavelet ψ as [100]










where s̃ denotes the wavelet transform of a signal s, p and q are scale and shift
parameters, and a superscript ∗ denotes complex conjugate. The Gabor mother
∗ This chapter is derived in part from the author’s work in [62, 64–67].
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wavelet is adopted here, since it achieves the greatest time-frequency resolution [100].















The center frequency parameter $ is related to the scale parameter as p = $/ω. For
simplicity, $ may be set to 2π, in order for 1/p to reduce to the frequency [101]. The
selection of the ς parameter involves a trade-off between time and frequency resolu-
tion, with higher and lower values increasing the resolution in time and frequency,
respectively. However, it is important to choose ς2  1 in order to ensure that the
mother wavelet is nearly analytic [100]. Using the Gabor mother wavelet, the wavelet













where τ is a dummy variable.
The time-frequency resolution may be further studied by considering the energy
spread of the mother wavelet. The spread may be characterized in t-ω space for the














where u is a dummy variable, and ψ̂ = F{ψ} is the Fourier transform of the mother
wavelet, with the Fourier transform of some signal s defined as




Since the mother wavelet is centered in time, the time integrand for σt does not
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require a mean substraction. This is in contrast to the mean subtraction using the
center frequency $ in the frequency integrand. From these definitions, higher values
of σt or σω, respectively, correspond to larger energy spread in time or frequency.












It may be seen that the time and frequency resolutions are only a function of one
of the wavelet parameters, namely ς. The parameter ς may therefore be selected by
specifying either the desired time or frequency resolution at a given angular frequency
ω. Lastly, it may be seen that σtσω =
1
2
. This is greatest resolution achievable [100],
and supports the use of the Gabor mother wavelet.
Aside from visualizing guided wave arrivals, the wavelet transform may also be
used as a narrowband filter. The signal filtered at a given center frequency fc = ωc/2π
may be obtained from the real part of the wavelet transform at that frequency,
sc(t) = <{s̃(t, ωc)} (3.7)
where <{·} denotes the real part.
11 Modal Modulation
A practical difficulty of implementing higher-order modes for stress monitoring is that
the measurement of phase velocity is sensitive to artificial phase shifts. Such shifts
may be due to sensor reattachment or replacement, for instance. In order to eliminate
such sensitivity, a technique called modal modulation is proposed. The main idea is
to form a modulated wave through the superposition of two higher-order modes, thus



















Fig. 3.1 Superposition of two harmonic higher-order modes L(0,m) and L(0,m+ 1) to form a mod-
ulated wave. Phase velocities c(m), c(m+1) overlain, along with modulation velocity c〈m〉. Cases
overlain for no phase shift (solid) and phase shift (dashed), showing no influence from phase shift
on modulation.
Let the displacements u(m) and u(m+1) of two consecutive higher-order modes
recorded by a sensor at an axial position z be
u(m) = exp[i(k(m)z − ω(m)t+ φ)]
u(m+1) = exp[i(k(m+1)z − ω(m+1)t+ φ)]
(3.8)
where ω(m) and k(m) are the angular frequency and wavenumber of the m-th longi-
tudinal GW mode at its plateau frequency, and φ is the artificial phase shift to be
eliminated. Without loss of generality, the above displacements may be taken as ei-
ther the radial or axial components. However, for simplicity, it is assumed that each
component has been normalized to a unit amplitude. If the phase shift varies while
stress is also changing (e.g., due to sensor replacement during the course of monitor-
ing), error will be introduced into the time change measurement. However, this error
may be eliminated by superposing the two modes in the manner which follows.
First, denote the angular frequency and wavenumber differences between two
adjacent modes as ω〈m〉 = ω(m+1) − ω(m) and k〈m〉 = k(m+1) − k(m). Here, the index
m within angled brackets 〈·〉 corresponds to the m-th mode pair m-(m + 1). The
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superposition of the two modes in Eq. (3.8) then yields

























which is composed of a modulation (cosine) and a phase (exponential) term. As
opposed to the phase term, it may be seen that the modulation is not influenced by
the phase shift φ. The modulation term may be extracted by obtaining the envelope
of the above as ∣∣∣∣ cos(k〈m〉2 z − ω〈m〉2 t
)∣∣∣∣ = 12E{u(m) + u(m+1)} (3.10)
where E{·} computes the envelope of a wave according to
E{·} = | ·+iH{·}| (3.11)








where τ is a dummy variable. Figure 3.1 illustrates the extraction of the modulation
term from the superposition of two harmonic waves, demonstrating the insensitivity
to phase shift.
Since higher-order modes asymptote to the bulk longitudinal velocity at the


















m − c〈m〉m0 due to stress then approximates the bulk velocity change,
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∆c〈m〉m ≈ κl∆τ (3.14)
For L(0,8) and above, the approximations in Eqs. (3.13) and (3.14) are accurate to
within 1% error [66]. Therefore, the stress change may be estimated by measuring
∆c
〈m〉
m , while using the same acoustoelastic constant κl as is used for the phase velocity.
This involves applying Eq. (2.183), where ∆t is measured from the modulation wave
of a higher-order mode pair.
12 Data Fusion
The fact that multiple estimations of stress change may be obtained from multiple
mode pairs presents the opportunity for combining their information and obtaining
more robust estimations. To accomplish this, a data fusion approach is used here
to combine the redundant information from various mode pairs into a single stress
change estimate. Since the data is commensurate, the fused data may be formed as
a weighted combination of the original data. This is an intermediate level of data
fusion, known as feature-level fusion [102].
Denote the estimate of stress change from the m-th mode pair by ∆τ 〈m〉. Consid-
ering the fusion of P pairs, the fused data ∆τ is expressed as a weighted combination





where L(0,m) is the lowest-order mode considered, and w〈m〉 ∈ [0, 1] is the weight
of the m-th pair. The collection of weights satisfies
∑m+P−1
p=m w
〈p〉 = 1, and a two
step process is carried out to assign them: (1) assign an initial weight based on the
amplitude of the pair; (2) detect outlier pairs and set their weight to zero. Step
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1 is based on the assumption that mode pairs with higher amplitude have greater
reliability for feature extraction (i.e., stress change estimation). On the other hand,
Step 2 involves outlier analysis, where the weight is set to zero for pairs that are
classified as outliers.
Outlier classification is performed on the deviation statistic z〈m〉 for a given mode
pair, defined as [60]
z〈m〉 =
∆τ 〈m〉 − µ〈m〉
σ〈m〉
(3.16)
where µ〈m〉 and σ〈m〉 are the mean and standard deviation of the dataset (specific to
the m-th mode pair). These statistics are computed using an exclusive formulation,
where data for the m-th pair is excluded (i.e., µ〈m〉 and σ〈m〉 are found from the data
∆τ 〈p〉 for p 6= m). This ensures that the statistics are not influenced by including data
for the pair under consideration. A pair is then classified as an outlier if its deviation
statistic is larger than two standard deviations,
|z〈m〉| ≤ 2σ〈m〉 (non-outlier)
|z〈m〉| > 2σ〈m〉 (outlier)
(3.17)
Combining Steps 1 and 2 yields the weight assignment for a given mode pair in terms









where A〈m〉 = A(m) + A(m+1) is defined as the sum of the two constituent mode




One of the primary purposes of data fusion is to decrease uncertainty in the esti-
mated values [102]. This thesis considers estimating stress change over the course of
corrosion, with estimates being made at a series of corrosion levels. Therefore, the
stress change estimate over the course of corrosion is treated as a normally distributed
stochastic process (specifically, a gaussian process). As such, its uncertainty may be
quantified using gaussian process regression (GPR) [103]. GPR is a non-parametric
regression method which captures the trend and uncertainty in the data by providing
a regression (mean) function along with a standard deviation function. The mean
function µgpr(c) denotes the stress change at an arbitrary corrosion level c, which has
a corresponding uncertainty defined by the standard deviation function σgpr(c).




∆τ1 ∆τ2 · · ·
]T
(3.19)
where a superscript T denotes transpose. The mean µgpr and standard deviation σgpr
for the GPR may be computed from the data as follows:
µgpr = κ
TQ−1τ
σgpr = Q− κTQ−1κ
(3.20)
where Q is a covariance matrix, Q is the covariance at corrosion level c, and κ is a
kernel vector measured between the corrosion levels c1, c2, . . . and c. To accommodate
noisy measurements, the covariance matrix is defined in terms of a kernel matrix K
and a noise hyperparameter hn as
Q = K + h2nI (3.21)
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The elements K11, K12, . . . of the kernel matrix are defined from a kernel function κ,
which is based on two hyperparameters hf and hl,




l (ci − cj)2] (3.22)
The covariance at corrosion level c is then
Q = κ(c, c) + h2n (3.23)
and the elements of the kernel vector κ = [κ1 κ2 · · · ]T are κi = κ(ci, c).
GPR relies on numerically tuning the hyper-parameters hf , hl, hn in order to
maximize the probability of observing the data τ [103]. The numerical solution is
performed here using in-house code based on the simulated annealing optimization
algorithm [104].
13 Acoustic Emission Features
To allow for real-time monitoring, AE signals are typically converted to a feature-
space representation as they are recorded. This facilitates reduced storage load on a
data acquisition (DAQ) system and fast analysis of the signals (otherwise known as
hits). Some of the commonly-used AE features are defined below.
Four main AE features are considered in this thesis: (1) AE activity; (2) peak
frequency; (3) risetime/amplitude; and (4) average frequency. AE activity and peak
frequency are two of the most widely used features for corrosion monitoring. On the
other hand, risetime/amplitude and average frequency are widely used in crack mon-
itoring, under the collective term RA/AF analysis [105, 106]. Detailed descriptions
of these features are collected below.








Fig. 3.2 Visualization of features derived from the (a) time history and (b) frequency spectrum of
an acoustic emission waveform.
recorded. In this thesis, AE energy and the number of hits are used as two
metrics for quantifying activity. In this case, the energy feature is a measure of
the area under the envelope of an AE signal, as visualized in Fig. 3.2(a).
• Peak frequency. The peak frequency feature, denoted PF , is defined as the
frequency with the maximum amplitude in a signal, as seen in Fig. 3.2(b). In
other words, it may be expressed for an arbitrary signal s as
PF = arg max
f
{ŝ(f)} (3.24)
This feature is usually expressed in kHz.
• Risetime/amplitude. The ratio of risetime and amplitude features is referred
to as the risetime/amplitude (RA) feature. Here, the risetime RT is the length
of time between the first threshold crossing and the peak amplitude point in a
signal, while the amplitude AM = max{|s|} is the peak amplitude. These may





which is often expressed in units of ms/V. In addition, the amplitude is often
expressed in decibels, as opposed to linear voltage units. The decibel units are
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found with respect to a reference voltage of 1 µV as [107]






where Adaq is the amplification of the DAQ system (expressed in dB).
• Average frequency. The average frequency feature, denoted AF , is defined as
the ratio of two other AE features: counts and duration. Counts (CO) is defined
as the number of times the signal crossed the threshold, while duration (DU) is
the length of time that the signal remains above the threshold (see Fig. 3.2(a)).





often measured in kHz.
14 Topological Data Analysis
The main idea motivating TDA is that a collection of data points (i.e., a datacloud)
has shape, and its shape has meaning [56]. The concept of data having shape (i.e.,
topology) is illustrated in Fig. 3.3(a) for a 2D datacloud with the topology of an an-
nulus. Indeed, in this example the datacloud consists of 25 points randomly sampled
from the annulus outlined in Fig. 3.3(a). It should be noted that a datacloud itself
does not directly disclose its topology, since topology is associated with continuous
objects (e.g., the outlined annulus). What is therefore required is a sophisticated
method of analyzing the datacloud in order to extract its underlying topology.
TDA is designed to meet this purpose by transforming the datacloud into a
topological object, from which topological characteristics may be measured. The
topological object is constructed by first “viewing” the datacloud at a given scale
and then measuring the connectivity between data points at that scale. In TDA, this
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Fig. 3.3 Example of topological data analysis for (a) randomly sampled datacloud from a 2D annulus
(one component, one hole) with landmarks indicated by squares. (b)-(d) Witness complexes con-
structed from landmarks, corresponding to three values of ε (0.02, 0.20, 0.40). Barcodes for number
of (e) components and (f) holes, revealing one component and one hole (the true topology of the
annulus).
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Fig. 3.4 Illustrations of 0-, . . . , 3-simplices constructed from arbitrary data points z0, . . . , z3. Nota-
tions for each simplex using angled brackets 〈·〉 shown underneath.
object comprises a collection of simplices, termed a simplicial complex. Here, an n-D
simplex (otherwise known as an n-simplex) is defined as the convex hull of n+ 1 data
points [108]. For instance, a 0-simplex is a point, a 1-simplex is a line, a 2-simplex is
a triangle, and a 3-simplex is a tetrahedron, with the data points forming the vertices
of the simplex in each case. These examples are visualized in Fig. 3.4. Different
forms of simplicial complexes may be adopted, such as the Čech and Rips complexes
[109]. However, these particular complexes may become computationally expensive
for large dataclouds. In such cases, the witness complex serves as a computationally
efficient alternative [110].
The witness complex achieves computational efficiency by being constructed on
only a small subset of data points, known as landmarks. Given a selection of land-
marks from a datacloud, a given p-simplex of the witness complex is defined as follows:
let the position vectors for a subset of the landmarks be denoted l0, . . . , lp, and an
arbitrary (witness) point in the datacloud be z. Further, denote the distance from
the (p + 1)-th nearest landmark to z as dp(z). For a given scale ε, the p-simplex
constructed from l0, . . . , lp (denoted 〈l0 · · · lp〉) belongs to the witness complex W if
there exists a witness point z satisfying
||li − z||2 ≤ dp(z) + ε for i = 0, . . . , p (3.28)
as well as if each of the (p − 1)-simplices 〈l0 · · · l̆i · · · lp〉, i = 0, . . . , p belong to W
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[111], with a breve ·̆ indicating that the data point is absent from the simplex. For
the special case of p = 0, the 0-simplices are the landmarks themselves. Examples
of the witness complex applied to the datacloud in Fig. 3.3(a) may be seen in Fig.
3.3(b)-(d), corresponding to three values of ε. For illustration, ten landmarks are
selected from the datacloud and are indicated by squares.
It has been suggested that the landmarks be selected using the maxmin algorithm
[110]. This is opposed to a random selection, which may only retain large-density
clusters within the original datacloud. The maxmin algorithm operates as follows
[110]: Select the first landmark l0 at random from the collection of data points Z .
Select each subsequent landmark li as that data point which is furthest from the
current collection of landmarks {l0, . . . , li−1}. Here, furthest is used in the sense that
the new landmark is the data point which maximizes the distance to the closest
existing landmark. More specifically, select the landmark li according to
li = arg max
z
{
min{||l0− z||2, . . . , ||li−1− z||2}
}
for z ∈ Z \ {l0, . . . , li−1} (3.29)
where the notation X \Y denotes all those elements in X which are not in Y . The
above process is repeated until the desired number of landmarks is reached. However,
it should be noted that the number of landmarks is a user-specified parameter, and
there is no definitive optimal value for a given datacloud. In this thesis, an approach
for determining this number is proposed based on converging topology of the witness
complex.
The witness complexes shown in Fig. 3.3(b)-(d) each provide a topological de-
scription of the datacloud at a particular scale ε. However, since there is no single
best value of ε, a holistic representation of the datacloud’s topology may be obtained
by studying the witness complex’s topology from small to large scale [112]. Thus,
“true” topological characteristics are identified as those that exist over a wide range
of scale. Conversely, those which only appear over a brief range of scale may be

















Fig. 3.5 Determining the number of holes (first Betti number) in a simplicial complex using its
associated chain complexes C0,C1,C2. Certain mappings of the boundary operators ∂1, ∂2 are shown
as dashed arrows. Only one of the cycles in C1 has a hole, since the other is “filled in” in C2.
ical characteristics are the Betti numbers, denoted β0, . . . , βn−1, where βi represents
the number of i-D holes in the complex. As special cases, β0 and β1 are also termed,
respectively, the number of connected components (termed components here) and the
number of loops (termed holes here) [56]. For instance, the 2D annulus considered in
Fig. 3.3(a) has one component and one hole, as indicated.
Determining the Betti numbers of a simplicial complex (e.g., a witness complex
W) involves breaking it up into a series of simpler complexes [108], as visualized in Fig.
3.5. These are termed chain complexes, denoted C0, . . . ,Cn. These are constructed so
that Ci contains only the i-simplices in W. The chain complexes then have boundary
operators ∂0, . . . , ∂n, which map elements in one complex to those in the next lowest
dimension. This mapping operates as follows: for a given i-simplex 〈z0 · · · zi〉 in Ci,
the boundary operator ∂i yields a linear combination of (i−1)-simplices in Ci−1 [108],
∂i〈z0 · · · zi〉 =
i∑
j=0
(−1)j〈z0 · · · z̆j · · · zi〉 (3.30)
Examples are shown in Fig. 3.5 of the boundary operator mapping between
chain complexes. It may be seen that the simplicial complex W in this figure has one
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hole, which may be determined by studying the boundary operators. For instance,
the 2-simplex 〈z0z1z2〉 is mapped using ∂2 to the element 〈z1z2〉 − 〈z0z2〉 + 〈z0z1〉
(see Eq. (3.30)). In other words, this element is in the image of ∂2, and is termed
a boundary [108]. It may be seen from Fig. 3.5 that this element appears to have
a hole, along with the element 〈z2z3〉 − 〈z1z3〉 + 〈z1z2〉, both of which are mapped
to 0 using ∂1. These elements are thus in the kernel of ∂1, and are therefore termed
cycles [108]. The holes in C1 are then those cycles which are not also boundaries
(i.e., those cycles which are not “filled in” in C2 [113]). Therefore, only the cycle
〈z2z3〉−〈z1z3〉+〈z1z2〉 has a hole, and there is then one hole in the original simplicial
complex. This procedure generalizes to an arbitrary dimension: the i-D holes in
Ci are those cycles which are not also boundaries from Ci+1. The Betti number βi,
counting the number of independent i-D holes, is then [112]
βi = rank{ker{∂i}} − rank{img{∂i+1}} (3.31)
where rank{·}, ker{·}, and img{·} denote the rank, kernel, and image, respectively.
The evolution of the Betti numbers over a range of ε provides a holistic topo-
logical representation of a datacloud. This representation is commonly visualized in
the form of a barcode [56, 109], as shown in Fig. 3.3(e) and (f) for components and
holes, respectively. Here, the barcode represents each component (or hole) as a line
extending over the range of ε for which it exists. This example illustrates that those
which are truly characteristic of the datacloud have longer lines (i.e., exist longer)
than those which may be noise. For this example, the Betti number computation is
performed using the opensource Matlab software javaPlex [111]. Here, one compo-
nent and two holes are identified in the barcodes. However, the barcode for one of
the holes is significantly shorter than the other (roughly one-quarter of the length),
suggesting that it may be noise. The observation of one dominant component and one
dominant hole captures the true topology of the annulus from which the datacloud
was sampled. Analyzing the barcodes therefore allows the topology of a datacloud to
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be measured.
15 Hidden Markov Modeling
Hidden Markov modeling is a probabilistic approach to determining an underlying
process through indirect observations. Of interest in this thesis is the situation of
observing AE features and inferring an underlying corrosion process.
In a HMM, the adjective “hidden Markov” implies that the underlying process
is Markovian, but that it is also not directly observable. Instead, information about
the process can only be gained indirectly through related observations. A Markovian
process is one which transitions between a set of states 1, . . . , N at discrete time
steps, for instance t = 1, . . . , T . Secondly, it is one in which the transition to the
next state only depends on the current state. In other words, its memory only goes
back one unit in time. Within an HMM, a state-dependent observation is then made
at each time step. Often the observations are discrete, in the sense that only one of
M possible outcomes may be observed. An example of a 3-state HMM with M = 2
possible observations is visualized in Fig. 3.6.
At this point, consider a generic N -state HMM with M possible observations.
Further, denote a state sequence as S1, . . . , ST and an observation sequence as
O1, . . . , OT , spanning time steps t = 1, . . . , T . From these definitions, a HMM is then
parameterized by three quantities: (1) an initial state distribution π = [π1 · · · πN ]
describing the probability of the starting state, where πi = P{S1 = i} and P{·}
denotes the probability; (2) a transition probability matrix AN×N describing the
probability of transitioning from one state to another, where the matrix elements are
Aij = P{St+1 = j|St = i}; and (3) an observation probability matrix BN×M describ-
ing the probability of observations within each state, where Bij = P{Ot = j|St = i}

















Fig. 3.6 Example hidden Markov model with N = 3 states and M = 2 observations. Nonzero
transition and observation probabilities indicated by solid and dashed lines, respectively.
15.1 Model training
The technique for training a HMM is an iterative procedure known as the Baum-
Welch algorithm. It takes an initial estimate for the parameters π0,A0,B0 and trains
them to a point which better explains the training data. Here, a superscript 0 is used
to denote an initial estimate. Since there are many possible local maxima in training
[114], it is important to provide a good initial estimate for the parameters. Methods
for generating estimates are described below.
If it is known which state a process starts in, then the initial state probabilities
may be initialized accordingly. For instance, if it is known that the process starts in
state j, then π0i = δij. Otherwise, without any knowledge it is reasonable to assume
a uniform initial distribution across the states, π0 = [1/N · · · 1/N ].
A relation between the transition probabilities and the expected duration in each
state can be leveraged to initialize the transition probability matrix. A geometric
distribution describes the probabilistic nature of the duration Ti in state i. The
expected duration is then related to the self-transition probability Aii as E{Ti} =
1/(1−Aii), where E{·} denotes the expected value. Therefore, if the expected duration






For the special case of a left-right model with no state-skipping (i.e., where Aij = 0




for i < N (3.33)
Lastly, the observation probabilities can be estimated by assuming independent
identically distributed observations [115]. The estimations are then made from the








With the parameters estimated, efficient training of an HMM involves con-
structing forward and backward probabilities αt(i) = P{O1 · · ·Ot|St = i} and
βt(i) = P{Ot+1 · · ·OT |St = i}, respectively. These may be initialized as [114]
α1(i) = πiBiO1
βT (i) = 1
(3.35)










From these can be formed the probability of being in state i at time t, and the































where a superscript index is used to denote the training iteration. The training is
then terminated at some number of iterations K, setting the trained parameters as
π = πK , A = AK , and B = BK . It should be noted (and may be seen from the
above) that any parameters that are initially set to zero will remain so throughout
the entirety of the training procedure.
15.2 State sequence decoding
From a trained HMM, the Viterbi algorithm may be used to decode the most likely
state sequence S1 · · ·ST which gave rise to a recorded observation sequence O1 · · ·OT
[114]. This involves maximizing the joint probability of the state and observation
sequences P{S1 · · ·ST , O1 · · ·OT}. The algorithm achieves this by recursively com-
puting the highest probability of a partial state sequence (ending in state i at time t)
while keeping track of the states which maximize the probability at each time step.














The optimal state sequence S1 · · ·ST may then be decoded by backtracking through
the maximizing arguments in the above. In particular, defining an argument tracker
ψt(j) as
ψt(j) = arg max
i
{pt(i)Aij} (3.41)
the state sequence may be found in reverse order as





In this thesis, the Baum-Welch and Viterbi algorithms are implemented in R using
the HMM package [116].
15.3 Time discretization
One of the main obstacles in adapting a HMM for AE monitoring is transitioning to
the required uniform-interval discrete time. This is because an AE DAQ continuously
monitors for hits triggering the system. These hits are therefore recorded at nonuni-
form intervals in time, whereas a HMM requires observation data to be recorded at
uniform intervals.
A natural approach to making this transition is binning the AE hits according
to a uniform subdivision of the continuous time axis. This is visualized in Fig. 3.7
for an arbitrary bin width b. The discretized time axis then ranges from t = 1, . . . , T ,
with units of b. An aggregate observation at each time step is then recorded from the
collection of hits within the corresponding bin.
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Stress Monitoring in Corroding Strands
This chapter∗ presents a validation of higher-order modes for characterizing corrosion-
induced stress change in steel strands. It is used to demonstrate the research state-
ment that simplifying complexities in guided wave (GW) data enhances corrosion
monitoring. Further, the value in this area of the wavelet transform, modal modula-
tion, and data fusion are shown.
16 Experiment
16.1 Test specimen
A loading frame was constructed to house an accelerated corrosion test for a pre-
stressed seven-wire strand, as shown in Fig. 4.1. The frame consisted of a steel bed,
an arm, and two threaded rods. Tension was applied through the frame by turning
the two rods with a torque wrench, which then moved the arm and deformed the
strand (connected to the arm through anchors). The bed and arm were built from
square sections (AISC HSS4×4× 1
4
), composed of A500 Grade B steel. The threaded
rods were composed of corrosion-resistant 316 stainless steel. In addition, to protect
the frame from the corrosive environment, a two layer coating was applied to the bed
and the arm. This consisted of a rust preventative primer and a corrosion-resistant
top coat.





















Fig. 4.1 (a) Experimental setup and data acquisition system for guided wave and strain monitoring of
prestressed strand under accelerated corrosion. Corrosion applied by impressing current in saltwater
tank using power supply. (b) Schematic of loading frame, indicating relevant dimensions. Eventual
peripheral wire fracture point near the tank edge shown.
Table 4.1 Relevant dimensions for various elements of the loading frame and strand.
Dimension Metric Imperial
`uc 0.72 m 28.3 in.
`c 0.38 m 15.0 in.
`arm 0.41 m 16.0 in.
`bed 1.32 m 52.0 in.
`rod 0.49 m 19.2 in.












The prestressing strand was composed of Grade 270 steel (1860 MPa ultimate
tensile strength, or UTS), with a nominal diameter of 15.2 mm (0.6 in.), and a lay
angle of 7.9◦. The strand complied with ASTM A416 [117], which dictates a yield
strength of at least 90% UTS (1670 MPa). To obtain precise dimension measure-
ments, a second strand from the same spool was disassembled, allowing the core and
peripheral wire diameters to be measured at 5.22 and 5.08 mm, respectively. Within
the anchors, the strand was composed of uncorroded and corroding segments. The
strand lengths within these segments are denoted `uc and `c, respectively. The length
of the strand within the anchors (i.e., under stress) was then `uc +`c. The dimensions
of the frame and strand are depicted in Fig. 4.1(b) and collected in Table 4.1.
To record the strand deformation, six strain gages (Micro Measurements C2A-
06-250LW-350) were installed on the peripheral wires in the uncorroded segment, as
shown in Fig. 4.1(a). The six strain readings were then used to obtain the average
axial strain e in the peripheral wires. It may be noted that, for a 7.9◦ lay angle,
the peripheral and core wire strains only differ by roughly 2% [30]. Therefore, the
strain e was taken to describe the axial strain in the strand cross-section as a whole.
The strand was initially loaded up to τ0 = 480 MPa (69.7 ksi), or roughly 25% UTS,
yielding an initial (reference) strain value of e0 = 2.28× 10−3.
16.2 Accelerated corrosion testing
Accelerated corrosion was carried out with the impressed current technique [118], as
shown in Fig. 4.1(a). In particular, a galvanic cell was constructed in a saltwater
tank, through which DC current was applied. The cell was formed by submerging a
segment (i.e., corroding segment) of the strand along with a copper mesh in a 5%
NaCl saltwater solution within the tank. Current was applied and recorded with a
DC power supply (Keysight E3633A) and ranged from 1.5-3.0 A.
The current was applied in cycles, ranging from 2-5 hours in duration. A total
of 29 corrosion cycles were carried out over a period of 115 days, resulting in 94 total
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hours of accelerated corrosion. After each cycle, the tank was drained and the strand
was allowed to dry for 24 hours with no applied current. Corrosion products were
allowed to build up on the surface of the strand, in order to closely simulate naturally
accumulating corrosion. Due to the strong sensitivity of corrosion rate to temperature
[119], the temperature of the specimen was controlled at 23 ± 1 ◦C (74 ± 2 ◦F).
The accelerated corrosion was terminated when a fracture occurred simultaneously
in three adjacent peripheral wires. The fracture point is indicated in Fig. 4.1(b),
located roughly 2 cm (0.8 in.) from one end of the tank.
16.3 Guided wave sensing
Higher-order modes were generated and received by piezoelectric transducers (Olym-
pus V129-RM) installed on either end of the strand, as shown in Fig. 4.1(a). The
transducers were 5 mm (0.2 in.) in diameter, and selected to be nearly identical to
the core wire diameter (5.22 mm). The modes were generated in the core wire by in-
stalling the transducers (using hot glue) over its cross-section. The transducers were
excited by a wideband squarewave pulse using a squarewave pulser-receiver (Olym-
pus 5077PR). The excitation was tuned to 7.5 MHz, which was used to target modes
L(0,8)-L(0,14) from 5-10 MHz (25-50 MHz-mm). High and low pass analog filters at
1 MHz and 10 MHz, respectively, were used to further suppress frequencies outside
the target range. The modes were recorded on an oscilloscope (LeCroy HDO6104),
while sampling at 250 MHz and averaging 500 times.
An initial collection of higher-order mode signals was performed before corrosion
(i.e., at cycle 0). Subsequently, signals were recorded after each corrosion cycle,
following the 24 hour drying period. The modes were recorded after this period in
order to remove the effect of water immersion on wave propagation. To investigate
the performance of the proposed modal modulation technique, the transducers were











Fig. 4.2 Post-corrosion inspection of unloaded strand: (a) unwinding of peripheral wires, (b) frac-
tured wires, and (c) interwire buildup of corrosion products near fracture point. Core wire diameter
(5.20 mm) found to be nearly the same as before corrosion (5.22 mm).
17 Corrosion Progression and Benchmark Assessment
17.1 Visual inspection
The corrosion process in the strand was observed visually after each corrosion cycle.
It was found that corrosion products gradually built up on the surface of the strand as
the test progressed and continued until the simultaneous three-wire fracture occurred
at cycle 29. The strand was then unloaded and removed from the loading frame for
further visual inspection, as shown in Fig. 4.2. Due to unloading, the fractured wires
further unwound within the corroding segment, as shown in Fig. 4.2(a). However, it
should be noted that the peripheral wires did not unwind in the uncorroded segment,
as seen in Fig. 4.2(c). Furthermore, near the edges of the corroding segment, corrosion
products built up between the fractured wires and the core wire, which increased
interwire friction. It was found that the core wire had a minor amount of corrosion
products on its surface. This appears to have been predominantly suffered when the
fractured wires unwound and directly exposed the core wire to saltwater. The core
wire diameter was measured at 30 locations within the corroding segment, yielding
an average value of 5.20 mm and a standard deviation of 0.09 mm. This is nearly the
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same as its uncorroded value (5.22 mm). In contrast, the peripheral wires suffered
diameter losses of roughly 23 mm. This demonstrates that the large majority of mass
loss took place in the peripheral wires, which is in agreement with [8–10].
17.2 Mass loss measurement
Faraday’s law was used to convert the impressed current icor in each corrosion cycle
to cumulative strand mass loss Mloss. With the strand composed primarily of Iron,







where MFe = 55.8 g/mol is the molar mass of Iron, ZFe = 2 is the ionic charge of Iron
(i.e., the number of valence electrons), Ffar = 96, 500 A·s/mol is Faraday’s constant,
and tcor(j) is the duration of the j-th cycle. The percentage mass loss in the corroding
segment may be calculated as Mloss/Mc, with Mc the original mass of the corroding
segment. It may be noted that the mass loss nearly reached 50% by the completion
of the experiment.
17.3 Benchmark stress measurement
Linear-elastic structural analysis was carried out in order to obtain a ground-truth
measurement of stress in the strand. The aim was to convert the strain in the un-
corroded segment to stress in the corroding segment. This was required since strain
gages could not be installed in the corroding segment. To this end, the structural sys-
tem formed by the strand (i.e., uncorroded and corroding segments) and the loading
frame was studied. This analysis may be found in Appendix B.
Figure 4.3 shows the resulting measured stress in the strand over the corrosion
process. The stress is shown here for the uncorroded and corroding segments of the




Fig. 4.3 Benchmark measured stresses in the uncorroded and corroding segments of the strand, τuc
and τc, respectively.
and ultimate tensile strength are overlain as dashed lines. It may be seen that the
stresses in the two segments began at the same value. Subsequently, a stress increase
formed in the corroding segment, while the stress gradually relaxed in the uncorroded
segment. The stress in the corroding segment closely approached the yield point in
cycle 29, but did not exceed it. The fact that there was a peripheral wire fracture in
the corroding segment at subyield stress may be due to corrosion-induced hydrogen
embrittlement [120].
17.4 Guided wave mode processing
The generation and reception of higher-order modes was confirmed by applying the
wavelet transform. This was carried out for the signals obtained at each corrosion
cycle, denoted s0, . . . , s29, so that the wavelet transforms from Eq. (3.1) are denoted
s̃0, . . . , s̃29. The Gabor mother wavelet parameter ς was set to 80 in order to resolve
the plateau frequencies of higher-order modes from 5-10 MHz (while satisfying ς  1).
To compare the experimental waves to theory, it is also useful to express the
wavelet transforms in terms of the group velocity as s̃0(cg, ω), . . . , s̃29(cg, ω). This









Wavelet Transform Scalogram [dB]
Fig. 4.4 Wavelet transform scalogram (-40 to 0 dB) in group velocity-frequency space at four corrosion
cycles, |s̃0|2, |s̃10|2, |s̃20|2, |s̃29|2. Dispersion curves for longitudinal modes in 5.22-mm-diameter steel
rod overlain. Higher-order modes L(0,m), m = 8, . . . , 14 generated in frequency range 5-10 MHz are
indicated. Due to increasing attenuation, only the plateau frequencies of higher-order modes remain
by cycle 29.
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obtain a group velocity axis. Figure 4.4 shows the scalogram |s̃c|2 of the wavelet
transform at four corrosion cycles c = 0, 10, 20, and 29, as plotted against frequency
and group velocity. Seven higher-order modes were generated within the targeted
frequency range (5-10 MHz), as highlighted in the figure. These modes were L(0,8)-
L(0,14), whose plateau frequencies are 5.05, 5.80, 6.50, 7.25, 8.00, 8.80, and 9.50
MHz, respectively. For comparison with theory, the group velocity dispersion curves
for longitudinal modes are overlain in the figure. As corrosion increased, the only
regions of the dispersion spectra that were not significantly attenuated were near the
plateau frequencies. This may be seen from Fig. 4.4(b)-(d), where only the plateau
frequencies remain by cycle 29 (i.e., at fracture).
With the reception of higher-order modes confirmed, signals for each mode at
their respective plateau frequencies were obtained by using the wavelet transform as
a narrowband filter. Specifically, the signal for the m-th mode at the c-th corrosion
cycle was obtained following Eq. (3.7) as
s(m)c (t) = <s̃c(t, ω(m)) (4.2)
18 Higher-Order Mode Analysis
18.1 Modal modulation
The modal modulation technique described in Sec. 11 was carried out experimentally
as follows: first, consecutive higher-order modes L(0,m) and L(0,m+1) were grouped




c at each corrosion cycle were then
normalized to give each a unit maximum amplitude. Afterward, the signals for each
were superposed. The modulation wave was then obtained through the envelope of
the superposition, using Eq. (3.10). The entire modulation process is visualized in
Fig. 4.5.
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Fig. 4.5 Extraction of modulation waves used for stress measurement. Consecutive higher-order
modes L(0,m) and L(0,m+ 1) extracted in pairs and superposed to form modulations.
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Once the modulation waves were obtained, their time change over the range
of corrosion cycles was measured. This was performed by tracking a peak in the
modulations follows: first, the peak in the cycle 0 modulation wave was obtained,
which served as the reference value. The change in this peak was then tracked in the
modulation waves for subsequent cycles, from which the time change was measured.
Here, the acoustoelasticity framework was adopted, with the “undeformed” body
taken as the stressed strand at cycle 0. The time change at a given cycle was then
converted to a stress change estimate using Eq. (2.183) to yield




It should be noted that the strand began under a stress of τ0 = 480 MPa in cycle 0,
and therefore the use of cl0 as the reference velocity in the above may appear strange.
However, since the true velocity at this stress level only differs from cl0 = 5923 m/s
by the relatively small amount κlτ0 = 46.6 m/s (or less than 1%), using the velocity
cl0 is appropriate under the linearized framework discussed in Sec. 7.
With the propagation path containing both uncorroded and corroding segments,
the linearity of the acoustoelastic effect implies that the stress change in Eq. (4.3)
estimates the average stress change along the strand. In order to compare this to the
measured stress values, the average stress change ∆τ over the course of corrosion was








Figure 4.6 shows the stress change estimates using Eq. (4.3) for six higher-order
mode pairs 8-9,9-10,. . . ,13-14, with the benchmark measured change from Eq. (4.4)
overlain. It may be seen that the estimation of stress change using higher-order modes
shows good agreement with the measured values. The initial slow rate in stress change
up to cycle 20 may be seen in the estimates, as well as the subsequent increasing rate
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Fig. 4.6 Stress change estimated using velocity change for six higher-order mode pairs, shown in
(a)-(f), respectively. Velocity change measured at plateau frequency for each mode. Shaded area
overlain as 95% confidence interval from gaussian process regression. Stress change measured based
on strain gages overlain.
107
Fig. 4.7 Stress change estimated using data fusion of six higher-order mode pairs, ranging from
L(0,8) to L(0,14). Shaded area overlain as 95% confidence interval from gaussian process regression.
Stress change measured based on strain gages is overlain.
beyond this cycle. Importantly, the large stress increase caused by peripheral wire
fracture in cycle 29 is revealed in each of the mode pairs. In particular, the largest
cycle-to-cycle change in the estimated data is from cycle 28-29, where the fracture
occurred. To quantify uncertainty in the estimates, gaussian process regression (GPR)
was computed from Eq. (3.20) and overlain in Fig. 4.6. Some variation in the
uncertainty may be seen between different mode pairs, with the standard deviation
of the GPR ranging from 27-41 MPa.
18.2 Data fusion
The previous subsection demonstrated that multiple higher-order mode pairs yield
(beneficially) redundant estimations of stress change. Therefore, the data fusion
approach outlined in Sec. 12 was adopted in order to combine the data shown in Fig.
4.6 into a single stress change estimate. In particular, data fusion was performed
by applying Eq. (3.15) at each corrosion cycle. The amplitudes input to the weight
assignment in Eq. (3.18) were obtained from the wavelet transform at each cycle, as
shown in dB in Fig. 4.4.
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To provide a benchmark assessment of stress change, data fusion results are first
shown in Fig. 4.7 for traditional phase-based stress measurement. Modal modulation
is therefore not applied in this case. Within the data fusion framework, P = 7
modes were incorporated, from L(0,8) to L(0,14). It may be seen that the results
were not largely different from a random estimation, due to the artificial phase shifts
introduced at each cycle through sensor reattachment. Indeed, the GPR indicates
that the results are zero-mean noise across the corrosion process. The incoherent
results demonstrate that there is no value in using phase measurements under such
longterm monitoring conditions.
Building upon this benchmark, Fig. 4.8 shows the estimated stress change found
by incorporating modal modulation within the data fusion framework. Specifically,
the modulation-based estimates from Fig. 4.6 were used, with P = 6 mode pairs
contributing to the fusion estimate in Eq. (3.15). It may be seen that the initial
period up to 17% mass loss (cycle 1-15), which had a slow rate of stress change, was
accurately captured by the data fusion estimate. Although there was considerable
mass loss, the estimates were able to capture that the strand had not yet significantly
lost load-carrying capacity. These estimates were achieved even with significant sur-
face roughness and corrosion products building up on the surface of the strand. It
demonstrates the advantage of using higher-order modes in the core wire, which di-
minishes the influence of surface effects. This may be contrasted to the fundamental
mode, which is more sensitive to geometrical effects like surface roughness. Although
there was a slight divergence from the measured stress change after cycle 20, the
major spike caused by peripheral wire fracture at cycle 29 was well identified. It may
be seen from the overlain GPR that the uncertainty of the estimated stress change
was lower for the fused data than for any of the original mode pairs (see Fig. 4.6).
Specifically, the standard deviation of the fused data was 25 MPa (defined as the
average standard deviation of the GPR). In contrast, the standard deviation for the
original data ranged from 27-41 MPa. Greater confidence was therefore found when
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Fig. 4.8 Stress change estimated using data fusion of six higher-order mode pairs, ranging from
L(0,8) to L(0,14). Shaded area overlain as 95% confidence interval from gaussian process regression.
Stress change measured based on strain gages is overlain.
using data fusion to estimate the stress change, as opposed to using a single mode
pair.
19 Summary
This application has demonstrated the ability of higher-order modes to estimate
corrosion-induced stress change in a strand up to the point of fracture. This was
made possible through a data fusion approach and a proposed modal modulation
technique. The framework relied on exploiting various advantageous properties of
higher-order modes (e.g., stable velocity, low surface roughness sensitivity). The
suitability of higher-order modes for data fusion is a further advantage of their use,
which has not been noted in the literature.
The estimated stress change closely followed the measured values during the
first half of the corrosion process (up to roughly 17% mass loss). The major stress
increase caused by fracture was also captured well. Even though the approach was
110
validated on corrosion-induced stress change, it is conceivable that stress change due
to non-damage sources may also be monitored (e.g., traffic loading). Moreover, the
value of the modal modulation technique for real-world settings was demonstrated,
with the transducers being reattached after each corrosion cycle.
It should be noted that only stress changes can be monitored using the presented
approach. Monitoring absolute stress would require a reference value (e.g., the initial
stress before corrosion). Furthermore, this approach is only able to monitor the
average stress change along a given length of strand and therefore is not able to map
the stress change distribution along such a length. Finally, temperature effects were
not studied, but these will likely need to be compensated for in real applications.
Fortunately, substantial research has already been established on temperature effects
and compensation for GWs [29, 121].
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CHAPTER 5
Corrosion Monitoring in Prestressed Concrete
This chapter∗ presents the validation of corrosion monitoring via acoustic emission
(AE). It is used to demonstrate the research statement that understanding complex-
ities in AE data enhances corrosion monitoring. The data processing involved from
Chapter 3 includes computing AE features, topological data analysis (TDA), and
hidden Markov models (HMMs).
20 Experiment
20.1 Test specimens
Two prestressed concrete specimens were considered for corrosion testing. The first
served as a control specimen, from which hypotheses were generated about the pro-
posed AE-based corrosion monitoring. The second specimen served as a means of
evaluating and generalizing these hypotheses.
The prestressed specimens were cast as rectangular blocks with nominal dimen-
sions of 51 × 25 × 23 cm (20 × 10 × 9 in.) and mix proportions according to Table
5.1. An example of one of the specimens may be seen in Fig. 5.1. A single seven-wire
strand (same specifications as in Chapter 4) was cast lengthwise through each block
at a 4.5 cm (1.8 in.) cover and prestressed to 89 kN (20 kip). The strand extended
roughly 18 cm (7 in.) outside the concrete on either side.
























Fig. 5.1 (a) Experimental setup and data acquisition system for accelerated corrosion testing of a
prestressed concrete specimen. Acoustic emission sensors are highlighted, with those hidden from
view indicated. (b) Schematic of instrumented specimen, as viewed from above, with rightward and
leftward ends indicated.
Table 5.1 Mix proportions for prestressed concrete specimens.
Material Description Metric Imperial
Water – 117 kg/m3 252 lb/yd3
Cement Type III 418 kg/m3 705 lb/yd3
Fine aggregate SSD river sand 835 kg/m3 1407 lb/yd3
Coarse aggregate SSD river gravel 1043 kg/m3 1758 lb/yd3
Chemical admixture Superplasticizer 2298 ml/m3 8.46 fl oz/cwt
Retarder 766 ml/m3 2.82 fl oz/cwt
113
11 Months 18 Months 24 Months 31 Months
Fig. 5.2 Progression of surface microcracking over time in the weathered specimen. Cracks high-
lighted in black.
After casting, each specimen was cured indoors for 28 days. The control speci-
men then remained indoors and was tested soon afterwards. The weathered specimen,
however, was subsequently placed outdoors for a total of 31 months (≈ 2.5 years).
After 16 months outdoors, it was subjected to accelerated weathering. This con-
sisted of 14 months of being sprayed with water for five minutes, four times per day.
The accelerated weathering was applied in order to generate distributed surface mi-
crocracking, which is a common form of weathering seen in the field by the Texas
Department of Transportation. The progression of microcracking in the weathered
specimen may be seen in Fig. 5.2.
20.2 Accelerated corrosion testing
Accelerated corrosion was carried out in each specimen using the impressed current
technique [118], which may be seen in Fig. 5.1. Accordingly, chlorides were penetrated
into the concrete by ponding a 5% NaCl saltwater solution in a tank mounted on
the upper concrete surface. This tank position was adopted to simulate the natural
downward seepage of water and chlorides in the field. A galvanic cell was then formed
between the strand and a copper mesh submerged in the tank. A constant potential of
20 V was applied to the galvanic cell using a DC power supply. The resulting current
ranged from 20-70 mA (80-290 µA/cm2) and was recorded via a shunt resistor and
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a National Instruments compact data acquisition (DAQ) system. The current was
applied in cycles (i.e., corrosion cycles), ranging from 4-8 hours at a time, with a
gap of 1-4 days between consecutive cycles. This pattern was repeated for 118 and
104 cycles (206 and 150 days) in the control and weathered specimens, respectively,
until a surface cracking limit state in the concrete was reached. To limit the effect
of temperature on corrosion, the laboratory environment was held relatively constant
throughout the test at 22-25 ◦C (72-77 ◦F).
20.3 Acoustic emission sensing
AE was continuously recorded during each corrosion cycle using a Mistras Micro-
Express DAQ system, as shown in Fig. 5.1. To this aim, six Physical Acoustics
Corporation (PAC) R6α sensors were bonded to the concrete surface using hot glue.
The sensors were 1.9 cm (0.75 in.) in diameter, with a peak response near 60 kHz.
The sensors were bonded to three sides of the concrete surface, with two sensors per
side. This arrangement was chosen in order to provide adequate sensor coverage for
the tested specimen. The individual sensor locations were nominally the same (within
1 cm) between the two specimens.
AE waveforms recorded during accelerated corrosion testing were preamplified
by 40 dB using 2/4/6 preamplifiers (PAC). A fixed threshold of 50 dB was used for
triggering the DAQ, which was determined prior to testing by measuring the ambient
noise level and adding roughly 10 dB. High- and lowpass analog filters at 1 kHz and
1 MHz, respectively, were applied during data collection. In addition, the hit lockout
time was set to 2.5 ms, the hit definition time to 600 µs, the peak definition time to
300 µs, and the maximum duration to 1 ms. Lastly, the recorded signals were sampled
at 5 MHz. The digitized AE waveforms (i.e., hits) were then converted to feature-
based representations according to Sec. 13. Each hit was therefore represented in









Fig. 5.3 Post-corrosion visual and destructive inspection. (a) Surface crack extending along the
length of specimen, as viewed from above. (Note: two halves of cut-open specimen joined into one
image.) (b) Right side of cut-open cross-section, highlighting three cracks propagating radially from
strand. Cracks highlighted in black.
21 Corrosion Progression and Benchmark Assessment
A benchmark assessment of corrosion was first carried out for the control specimen.
This included visual and destructive inspection, mass loss measurement, and tradi-
tional AE analysis, as described below.
21.1 Visual inspection
The control specimen did not show any visual signs of corrosion until the later stages
of testing. The first concrete cover crack was found toward the right end of the
specimen at cycle 108, as indicated in Fig. 5.3(a). This surface crack ran parallel to
the strand, and extended from the rightward end of the saltwater tank to the nearby
exiting point of the strand. It is possible that this crack opened earlier than cycle
108, along the surface underneath the saltwater tank, but was not noticed due to lack
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of visibility through the tank. At cycle 115, an analogous crack was found mirrored
on the opposite side of the specimen. All crack widths were in the barely visible
range of roughly 0.05-0.1 mm, as defined in [15, 16]. The test was terminated a few
cycles later at cycle 118, since the observed crack widths corresponded to the surface
cracking limit state [12, 15]. After the test was completed, the two cracks on either
end of the specimen were found to be connected through the area under the tank, as
shown in Fig. 5.3(a). There was thus a continuous cover crack extending along the
length of the specimen by the termination of the test.
To better understand the interior crack pattern, a destructive inspection was
carried out after the completion of the test. The control specimen was cut in half
perpendicular to the strand; the rightward surface of the cross-section may be seen
in Fig. 5.3(b). Here, it may be seen that corrosion products primarily built up
on the upper surface of the strand, which was in direct contact with downward-
seeping saltwater. The accumulation of corrosion on the upper surface caused a
buildup of pressure, resulting in the three radial cracks seen in Fig. 5.3(b). The
crack propagating upward through the concrete cover (i.e., Crack 1) was the only one
visible from the outer surface. The other two cracks propagated radially at about
±75◦ angles with respect to Crack 1, but did not reach the surface.
21.2 Mass loss measurement
Faraday’s law was used to convert impressed current to mass loss, in a similar to
manner to that used in Chapter 4. However, the fact that mass loss did not begin until
the moment of depassivation was accounted for through the following modification:
Mloss(c) =






icor(i)tcor(i) for c ≥ cd
(5.1)
Here, cd is the cycle at which the strand was depassivated (determined in Sec. 21.3).
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Fig. 5.4 Acoustic emission activity recorded in the control specimen, in terms of cumulative energy
and number of hits. Corrosion onset (depassivation) may be seen at cycle 15 where the first activity
spike occurred.
experiment, when the cover cracking was fully engaged. This level of mass loss at the
point of cover cracking agrees well with reported data [21].
21.3 Traditional acoustic emission analysis
21.3.1 Activity analysis
The cumulative AE activity generated during the corrosion process for the control
specimen may be seen in Fig. 5.4. Corrosion onset is indicated by the distinct first
spike in AE activity [17], beginning at cycle cd = 15. The corresponding onset of
corrosion is indicated at this point in Fig. 5.4. Minor AE activity spikes appeared
around cycles 70 and 90, which may be seen in terms of both energy and hits. The
minor spikes near cycles 70 and 90 may respectively be related to initiation and
propagation of Crack 1 [42]. The next major spike in AE activity occurred at cycle
103. From the time at which it occurred, this spike may be related to near-surface
propagation of Crack 1, which was found at the surface 5 cycles later. The subsequent
increase in the AE activity rate may then be related to gradual propagation of the










Fig. 5.5 Peak frequency datacloud for acoustic emission hits in the control specimen. Several fre-
quency bands observed (indicated by brackets), suggesting the presence of various source mecha-
nisms.
activity spike began at cycle 116 and continued through cycle 117. Since this spike
occurred after Crack 1 extended through the entire length of concrete cover, it may
be related to propagation of one (or both) of the angled subsurface cracks (i.e., Crack
2 or 3).
21.3.2 Peak frequency analysis
To further distinguish the various AE activity spikes, the peak frequency for each hit
recorded over the entire corrosion process is shown in Fig. 5.5. A number of distinct
frequency bands may be seen in the datacloud, indicating that various mechanisms
occurred during corrosion. Four main frequency bands may be observed in the con-
crete, appearing in the ranges 10-30, 30-110, 130-190, and 220-280 kHz (indicated in
Fig. 5.5). It may be seen that these bands did not all emerge at the same point in
the corrosion process. For instance, the 10-30 kHz band showed some activity near
the start of the test, but did not emerge strongly until around cycle 70. This was
at the point when the first minor spike in AE activity was observed. The 30-110
kHz band appeared immediately, and remained present during the entire corrosion
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process. The 130-190 kHz band appeared slightly later around cycle 20, soon after
corrosion onset. Lastly, the 220-280 kHz band did not emerge strongly until around
cycle 70, again near the first minor spike. Interestingly, there was some degree of
fusion within the 30-110 kHz band, causing the opening and closing of holes within
this band as corrosion progressed. As indicated in Fig. 5.5, two dominant holes may
be seen in cycles 1-20 and 40-60 (roughly), which are investigated in the next section.
The emergence of frequency content between 40-90 kHz (thus closing holes in
the 30-110 kHz band) appeared to be linked to mechanisms during corrosion onset.
Such frequency content was also found by Di Benedetti, et al. [55] near the corrosion
onset point. Although the precise source is unknown, one possibility may be passive
layer breakdown and/or expansion of corrosion products into the porous interface.
The appearance of the 130-190 kHz band near cycle 20 (i.e., shortly after corrosion
onset) suggests that these were associated with corrosion mechanisms occurring prior
to crack initiation. Considering data reported on similar frequency content in the
literature [41, 54], a likely candidate is pitting in the strand. In combination with
the minor spike near cycle 70, the strong emergence of the 220-280 kHz band near
the same cycle points to these being associated with concrete cracking. Along with
the observed spike patterns in AE activity, the fact that these bands remained from
cycle 70 onward suggests that crack propagation took place rapidly near cycles 70,
90, 103, 116, and 117, and gradually during the intermediate cycles. From these
considerations of AE activity and frequency content, the deduced start of cracking at
cycle 70 is indicated in Figs. 5.4 and 5.5.
21.3.3 RA/AF analysis
To more thoroughly confirm whether the 220-280 kHz band was associated with con-
crete cracking (i.e., crack opening, or tensile cracking), risetime/amplitude-average
frequency (RA/AF) analysis was carried out. It is suggested [122] that such anal-




Fig. 5.6 Moving average RA/AF dataclouds for the 220-280 kHz band and entire dataset. Boundary
between tensile and shear cracking overlain, classifying the 220-280 kHz band as a crack opening
mechanism.
points themselves. A moving average group of 50 data points was therefore taken.
The dataset was then split into groups of 50 data points each, from which average
risetime/amplitude (RA) and average frequency (AF) values were computed.
Figure 5.6 shows the resulting RA/AF distribution for the 220-280 kHz band.
For reference, the distribution for the moving average grouping applied to the entire
dataset is also shown. Finally, overlain in the figure is the line defining RA/AF =
1/100, equivalent to log(AF ) = log(RA)+2 in the logarithmic scale shown in the figure.
This is a reasonable estimate of the demarcation between tensile and shear cracking
[105, 106]. It may be seen that the large majority of the 220-280 kHz datacloud falls
on the side of tensile cracking. Therefore, this result supports the conclusion formed
from the peak frequency analysis that this band is associated with a crack opening
mechanism in the concrete.
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Fig. 5.7 Topological data analysis of the 30-110 kHz frequency band in the control specimen. (a)
Datacloud with dominant holes highlighted, with data points from remaining bands overlain in light
gray. (b),(c) Barcodes, indicating one component and two dominant holes.
22 Topological Data Analysis
In the previous section, AE activity trends, peak frequency bands, and RA/AF analy-
sis were used to identify corrosion onset and concrete cracking in the control specimen.
However, it appeared that missing frequency content, which formed holes in the 30-
110 kHz band, may also be related to corrosion mechanisms. TDA was therefore used
to quantitatively extract the holes from this band, allowing further conclusions to be
drawn about their significance.
The extraction of holes in this frequency band using TDA is shown in Fig. 5.7.
For reference, the data points in the considered frequency band are shown in black
in Fig. 5.7(a), with those from all other frequency regions shown in light gray. To
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ensure that the coordinates of the data points had compatible units for use in TDA,
the corrosion cycle and peak frequency axes were normalized (i.e., mapped) from their
original ranges of [0, 118] and [0, 300], respectively, to [0, 1]. It was found that 200
landmarks for the witness complex provided a good description of the datacloud, as
seen in Fig. 5.7(a). Further investigation of the optimal number of landmarks for this
datacloud may be found below. From the given number of landmarks, the barcodes
for components and holes may be seen in Fig. 5.7(b) and (c). One component
was obtained in Fig. 5.7(b), representing the observable topology of the single band
under consideration. The presence of two dominant holes may be seen in Fig. 5.7(c),
corresponding to the two holes indicated in Fig. 5.7(a). It may be seen in Fig. 5.7(c)
that various lesser dominant holes were also detected, revealing the relatively small
scattered holes seen in the datacloud. However, these are treated as noise since their
barcodes were significantly shorter than those for the two dominant holes.
In order to verify that 200 landmarks accurately captured the topology of the
datacloud, the sensitivity of the barcodes with respect to the number of landmarks
was investigated. Accordingly, Fig. 5.8(b) shows the barcodes for holes obtained from
three different numbers of landmarks, including 50, 100, and 200. For visualization,
Fig. 5.8(a) shows the landmarks for each case overlain on the datacloud. Using
only 50 landmarks provided a poor encapsulation of the datacloud, and the resulting
barcode shows that only one of the two holes was identified. Using 100 landmarks
yielded improved results, where the existence of two dominant holes began to emerge.
By 200 landmarks, the barcode converged to indicate the two dominant holes. This
process therefore confirms that 200 landmarks provided an accurate result for Fig.
5.7. Although 200 landmarks may only apply to the present experiment, it is also
demonstrated that the appropriate number of landmarks for any given experiment
may be found by studying the convergence of barcodes. Moreover, even though the
topological accuracy will only increase with an increasing number of landmarks, a



























Fig. 5.8 Comparison of barcodes obtained from various numbers of landmarks. (a) Landmark se-
lection overlain on the datacloud for 50 (top), 100 (middle), and 200 (bottom) landmarks. (b)
Corresponding barcodes for 50, 100, and 200 landmarks. Converging topology of two dominant
holes observed by 200 landmarks.
desktop PC, the computation times for the three cases shown in Fig. 5.8 were 2.4,
10.7, and 45.1 seconds, respectively.
These results demonstrate the ability of TDA to quantify holes in the AE dat-
acloud for the 30-110 kHz frequency band. However, this specific framework is only
able to determine the presence of holes, and not their locations within the datacloud
(e.g., the corrosion cycles in which they are present). Moreover, the results are only
useful for offline analysis (after the entire corrosion process is completed), and is
therefore not ideal for real-time monitoring. To overcome these limitations, an online
cycle-by-cycle framework is proposed below.
22.1 Cycle-by-cycle TDA framework
The cycle-by-cycle framework is visualized in Fig. 5.9 for two corrosion cycles, with
and without a hole, respectively. The framework involves taking a slice of the data-
cloud at each cycle and determining hole presence based on the number of components
in the slice. First, for simplicity, the peak frequency datacloud for a given cycle is
normalized, such that the range [30, 110] kHz is mapped to [−1, 1]. The presence of
a hole at a given cycle is then governed by whether or not there are at least two sig-
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Fig. 5.9 Illustration of cycle-by-cycle TDA framework for hole measurement at two cycles based
on the number of components. (a) Datacloud for 30-110 kHz frequency band highlighted. (b),(c)
Selection of landmarks for cycles 30 and 50. (d),(e) Barcodes for number of components at cycles
30 and 50. Cycle 30 does not have a hole since it has only one significant component. Cycle 50 has
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Fig. 5.10 Topological data analysis results for hole measurement at each cycle in the control specimen.
(a) Identified holes color coded in datacloud. (b) Binary hole presence with respect to corrosion cycle.
nificantly distanced components (i.e., if the components exist over a sufficient scale).
For illustration, a hole is said to be present if they exist up to a scale of ε? = 0.5
in normalized frequency (i.e., 20 kHz in original frequency). The dependence of the
results for various values of ε? is studied afterward. Determination of hole presence
using this approach may be seen in Fig. 5.9(d) and (e). Since the witness complex
is only applied to a 1D slice of the original 2D datacloud, the number of landmarks
is set to 15. This is determined from the following dimensionality-based reasoning:
if 200 landmarks are required to cover a 2D space, then
√
200 ≈ 15 are required to
cover a 1D slice of that space. The selection of landmarks from slices of the datacloud
may be seen in Fig. 5.9(b) and (c).
Results of the cycle-by-cycle TDA hole measurement may be seen in Fig. 5.10.
Here, the datacloud is color coded based on the hole presence at given cycles. As in
Fig. 5.7(a), those data points which are outside the 30-110 kHz band are colored in
light gray. The two main holes from cycles 1-20 and 40-60 are identified, as well as
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Fig. 5.11 Results of cycle-by-cycle framework for various values of ε?. Only the dominant holes near
cycles 1-20 and 40-60 consistently appear across a range of ε? values.
lesser-dominant holes around cycle 70-80. However, since the minor hole around cycle
70-80 is less definitive, it is unclear if it is meaningful or simply noise. Considering Fig.
5.10, it may be seen that the closure of the first hole was correlated with corrosion
onset. The presence of a hole before this point may point to a lack of variety in
source mechanisms. Once corrosion begins, however, new mechanisms may take place
involving the strand (such as passive film breakdown or corrosion product expansion),
producing frequency content between 40-90 kHz and closing the hole. From roughly
cycle 20-40, immediately after corrosion onset, the hole remained strongly closed. This
correlates with corrosion products building up around the strand from the model in
Fig. 1.3. Along with the AE activity analysis, the second hole near cycle 40-60 may
be an indication of the corrosion rate slowing due to the buildup of corrosion products
(as discussed in [7]), again resulting in less variety of source mechanisms. However,
the closing of this hole near cycle 60 appears to serve as an early indication of crack
initiation.
To study the influence of ε? on the cycle-by-cycle framework, analogous results
for a variety of ε? values were computed, as shown in Fig. 5.11. Here, results for four
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Fig. 5.12 Corrosion-induced propagation of surface microcracking in the weathered specimen. Crack
highlighted in black.
values are shown, within the wide range of [0.25,1]. For a small value of ε? = 0.25, it
may be seen that the definition of a hole is not sufficiently strict. On the contrary,
as the value reaches 1, the definition of a hole becomes overly strict. By studying a
wide range of values, it may be seen that the two dominant holes are the only ones
present throughout the entire range. The consistency of these holes identifies them
as dominant, while demonstrating that a wide range of ε? may be studied in order to
identify true holes within this framework. Although various values are satisfactory
for hole determination, selecting ε? = 0.75 provides the greatest agreement with the
least noise.
Lastly, to illustrate the computation time of the cycle-by-cycle framework, the
cycle with the largest AE activity rate (i.e., highest number of hits/time) was selected.
This was cycle 116, which contained 134,078 hits over a time period of 7 hours. In
this case, the required computation time was 0.4 seconds on a PC, demonstrating
that there would be no issue performing TDA in real-time on this data.
22.2 Weathering effects
Having established the traditional and TDA-based analysis approaches for the control
specimen, this subsection considers their evaluation on the weathered specimen. Of
interest are the generalizability of the approach and the effects of weathering on
corrosion in particular.
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To first establish benchmark points for corrosion onset and concrete crack initia-
tion, visual inspection and traditional AE analysis were jointly considered, as in Sec.
21. As with the control specimen, no visual signs of corrosion were observed until a
relatively late stage in testing. The first sign was observed at cycle 65 when saltwater
began seeping from a surface crack running from the tank edge. This occurred on
the rightward side of the specimen, and the crack extended the entire length of the
rightward half by cycle 78, as shown in Fig. 5.12. An analogous crack opening was
also observed on the leftward edge of the tank at cycle 65. This crack completely
extended through the leftward half by cycle 97. There was thus a full cover crack in
the concrete by cycle 97, and data collection was stopped soon after at cycle 104.
AE activity analysis was used to first identify corrosion onset, as seen in Fig.
5.13(a) in its cumulative form. The first spike in activity began at cycle 8 (i.e.,
cd = 8). This agreed well with the peak frequency distribution shown in Fig. 5.13(b),
where the pitting corrosion activity (130-190 kHz) emerged near the same point. The
next significant spike in AE activity occurred near cycle 60, suggesting the initiation
of concrete cracking. Indeed, this point corresponded with the first visual signs ap-
pearing at the concrete surface, where preexisting microcracks running parallel to the
strand began to open slightly. In addition, the spike near cycle 60 also coincided with
the emergence of 220-280 kHz frequency content (proposed to be related to concrete
cracking).
As seen from Fig. 5.13, the onset of corrosion began slightly earlier (by seven
cycles) in the weathered specimen. It is likely that this is due to the specimen having
already spent 2.5 years outdoors, gradually accumulating aggressive agents within the
concrete. The slightly earlier initiation of concrete cracking (by ten cycles) is then
consistent with the earlier corrosion onset. However, it is interesting what effect the
surface microcracking has on corrosion. These preexisting cracks appeared to allow
corrosion-induced crack initiation at the outer surface, in addition to the expected
location at the strand-concrete interface. This resulted in significantly earlier surface
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Fig. 5.13 (a) Acoustic emission activity recorded in the weathered specimen, in terms of cumulative
energy and number of hits. (b) Peak frequency datacloud for acoustic emission hits in the weathered
specimen.
crack propagation.
With the benchmark study completed, Fig. 5.14 shows the results of the cycle-by-
cyle TDA framework applied to the AE data obtained from the weathered specimen.
The points of corrosion onset and crack initiation are overlain here. It may be seen
that the same 30-110 kHz band (found in the control specimen) was present in the
peak frequency datacloud. This band is highlighted with darker colors in Fig. 5.14,
where the black and dark gray coloring distinguishes cycles with and without holes,
respectively. The framework is applied with ε? = 0.75, which was determined as the
optimal value from the control specimen in Sec. 22.1.
It may be seen from Fig. 5.14 that both the size of the hole (in the peak frequency
dimension) and the correlation with corrosion onset remain present in the weathered
specimen. It is interesting, however, that there is no second hole preceding crack
initiation, as was the case for the control specimen. The early warning provided by
the hole in the control specimen therefore does not appear to generalize to weathered
and microcracked specimens. Nevertheless, these results suggest that TDA possesses
a high reliability in corrosion onset determination, and may be advantageous when
combined with traditional AE analysis.
130
Fig. 5.14 Cycle-by-cycle topological data analysis for the weathered specimen. (a) Identified holes
color coded in datacloud. (b) Binary hole presence with respect to corrosion cycle.
23 Hidden Markov Modeling
Aside from AE activity, the 130-190 kHz band and the hole in the 30-110 kHz band
have been shown to indicate corrosion onset in this thesis. In addition, the 220-280
kHz band was shown to indicate concrete cracking. The fact that this collection of
features alone can indicate corrosion mechanisms motivates pursuing their use for
automated corrosion diagnostics without the need to rely on AE activity (which may
be prone to contamination). The hidden Markov modeling outlined in Sec. 15 was
therefore adapted to this purpose. In particular, data from the control specimen was
used to train a HMM, with the weathered specimen then used to test the HMM in
probabilistically synthesizing the traditional and topological AE features.
23.1 Model selection
23.1.1 States
Before the parameters of the HMM were trained, physical insight was leveraged to
impose constraints on the model. This helped simplify and reduce the amount of pa-





































Fig. 5.15 Hidden Markov model definition for states and observations. Solid and dashed lines indicate
nonzero probability. Binary coding scheme for each of the eight observations is detailed.
corresponding to no corrosion, corrosion, and corrosion-induced concrete cracking.
The first physical assumption incorporated into the model was that corrosion
only progresses, it does not regress. Therefore, a left-right model was adopted, where
backward state transitions were not allowed: Aij = 0 for i < j. The ordering of states
was therefore taken as: (1) no corrosion; (2) corrosion; and (3) corrosion-induced
cracking.
A second assumption was that corrosion mechanisms cannot be skipped. For
instance, the corrosion-induced cracking comprising State 3 cannot be reached unless
the corrosion in State 2 has been reached. This constraint was incorporated as follows:
Aij = 0 for j > i+ 1. Combined with the previous assumptions, the state transition









The traditional and topological AE features were then incorporated into observations
for the 3-state HMM. For simplicity, the AE features were discretized into a binary
coding scheme. At each time step, there are three possible binary outcomes: (1) in
the 130-190 kHz band there are either no hits or at least one hit; (2) in the 220-
280 kHz band there are either no hits or at least one hit; and (3) there is either a
hole in the 30-100 kHz band or there is not. Combining the three binary outcomes
leads to one of eight possible observations at each time step. This binary scheme was
assumed to be appropriate for characterizing activity in the frequency bands, since
it is posited that what is important is not the amount of hits in each band but the
sustained presence of hits over time. To support arbitrary corrosion rates icor, the bin
width for the time steps was voluntarily taken as the normalized value b = 25× 10−3
µA·cm−2·yr. This value was adopted to provide a reasonable time-step resolution
(e.g., the training specimen spanned roughly 500 units). For reference, with natural
corrosion rates on the order of 1 µA/cm2 [11, 18, 123], this would yield roughly one
time step every nine days. The resulting HMM is visualized in Fig. 5.15 showing
state and observation definitions.
23.2 Model training
With b taken as above, the control specimen yielded T = 513 time steps for the
training sequence. The training state sequence was measured from the corrosion
onset and crack initiation points determined in Sec. 21. In addition, the training
observation sequence was measured from the binned AE data for that specimen.
23.2.1 Parameter estimation
It was first assumed that there is no knowledge about which state the corrosion







Since there was only one corrosion sequence (i.e., specimen) available for training,
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the above distribution was not trained. The trained value for the initial distribution











To estimate the transition probability matrix, the mean duration of each state
was first estimated. With only one training sequence, the mean duration was taken as
the sample duration for each state. However, since no transitions are allowed from the
final state, the corresponding sample duration was taken as infinity. The transition
probability matrix was then estimated according to Eqs. (3.32) and (3.33). After







Lastly, the observation probabilities were estimated according to Eq. (3.34).
These were also then trained using 100 iterations. However, special care was taken to
avoid zero-valued probabilities for observations which were simply not recorded in the
training sequence. Specifically, trained observations with zero probability were first
set to a small value of 1×10−3. Each row of the trained observation probability matrix
was then normalized to a unit sum to ensure they were valid probability measures.
The trained probability matrix was then
B =

0.398 0.048 0.001 0.001 0.437 0.095 0.019 0.001
0.290 0.317 0.010 0.034 0.237 0.093 0.009 0.010






Fig. 5.16 Comparison of true and predicted corrosion state sequence using hidden Markov modeling.
23.3 Model testing for corrosion diagnostics
AE data recorded from the weathered specimen was used for testing the trained HMM.
This data was binned into a uniform-interval time axis, from which an observation
sequence and a true state sequence were generated. The bin width was taken as the
same value used for training in the previous subsection (i.e., 25× 10−3 µA·cm−2·yr)
and yielded a testing sequence of length T = 477. The Viterbi algorithm described
in Sec. 15.2 was then used to decode the observation sequence into a predicted state
sequence. A comparison of the true and predicted state sequences may be seen in
Fig. 5.16.
Figure 5.16 shows excellent agreement for the corrosion onset point in the true
and predicted state sequences. Although there is some disagreement in the exact
point of crack initiation between the two sequences, the general point of concrete
cracking is also predicted well by the HMM. The fact that better agreement was
found for corrosion onset may be due to the fact that two AE features were indicative
of corrosion onset, while only one was indicative of cracking. It may also be noted
that the HMM correctly identified the starting state as “no corrosion,” even though
it was designed without such information. This demonstrates the value of the HMM
under real-world scenarios where this information may be unknown.
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24 Summary
This chapter demonstrated an automated diagnostic approach with potential for real-
time corrosion monitoring in prestressed concrete. The probabilistic approach relied
on various information gained from traditional and topological analyses of AE data.
Specifically, a HMM was used to combine this information, with it being trained
on a control specimen and evaluated on a weathered specimen with typical in-field
conditions.
The topology of the main frequency band (spanning 30-110 kHz) correlated
reliably with corrosion onset. It was suggested that this feature may be related to
corrosion product expansion around the embedded prestressing strand. Moreover,
it was shown that topological computation could be performed significantly faster
than the continuous recording of AE data, thus validating the potential for real-
time monitoring. Two other frequency bands were also associated with corrosion.
Frequencies in the 130-190 kHz range correlated with corrosion onset, which is in
accordance with suggestions in the literature that such content is related to pitting
in the strand [18, 41]. Additionally, the 220-280 kHz was linked to concrete cracking
and confirmed through RA/AF analysis.
Through these features, the HMM approach was shown to indicate corrosion
onset and corrosion-induced crack initiation before external visual signs of corrosion
were evident. The fact that the model does not rely on AE activity information
strengthens its transitional potential from laboratory to field applications. In ad-
dition, a normalized current-time was used to accommodate future transitions from




25 Overview and Contributions
This thesis demonstrated how harnessing complexities in acoustic data can enhance
longterm autonomous corrosion monitoring in structures. This was shown in two
manners through understanding and simplifying such complexities in steel strands
and prestressed concrete.
First, tailoring the generation of guided waves (GWs) in strands was shown to
isolate the desired corrosion-induced stress evolution from confounding geometric ef-
fects. This was due to the core-seeking nature of targeted higher-order GW modes,
which limited their interaction with effects like surface roughness and material loss
occurring mainly in the peripheral strand wires. Acoustoelasticity was advanced to
properly describe the stress dependence of these modes, and various data process-
ing techniques were adapted toward enabling reliable longterm stress measurement
(including wavelet transforms, modal modulation, and data fusion). Modal modula-
tion and data fusion, in particular, demonstrated how the multiplicity of higher-order
modes may be leveraged toward improved measurements.
On the other hand, studying the topology of acoustic emission (AE) data in
prestressed concrete furthered the understanding of complex corrosion-related infor-
mation embedded in such data. A real-time adaptation of topological data analysis
(TDA) was proposed for continuous monitoring, with the witness complex incorpo-
rated to achieve fast topological quantification on the large amount of recorded AE
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data. The additional information unearthed in the data allowed new corrosion in-
dicators to be gained. Specifically, the closure of a hole in the data coincided with
corrosion onset, while high-frequency content in the 220-280 kHz range was linked to
corrosion-induced concrete cracking. Lastly, the usefulness of hidden Markov mod-
eling in combining insight from these complexities was demonstrated in automated
corrosion diagnostics. In conjunction with degradation models [11, 20], these di-
agnostics have valuable applications in forecasting damage to prestressed concrete
structures.
26 Recommendations
In the context of GWs, this thesis primarily focused on understanding the beneficial
modes for stress monitoring, and how those benefits can be exploited. However, to
achieve a wide range of practical applications, alternative sensing techniques should be
investigated. These may allow higher-order modes to be transmitted through strands
in a more flexible manner, as well as help tackle the issue of attenuation. Secondly,
it may be noted that the tested specimen fractured at subyield stress (possibly due
to hydrogen embrittlement [120]). It is therefore important to investigate how this
approach may be modified to accommodate plastic strain. Even in the experiment
presented here, it is possible that local areas near the strand surface became plastic
due to nonuniformly distributed residual stress [124]. Some researchers have recently
studied the effect of nonuniform stress on GWs [125, 126]. From these considerations,
future work should also study GWs under plastic strain, while perhaps considering a
nonuniform strain distribution.
The AE approach to prestressed concrete will significantly benefit from experi-
mentation in large-scale specimens. In addition to the impact of realistic geometries
[49], this may help evaluate the effect of multiple strands and reinforcing bars on the
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automated diagnostic approach. Finally, it should be noted that TDA is an emerg-
ing computational tool, with new developments continually underway. For instance,
strategies are being investigated for accommodating noisy data points [127], which





This subsection details various aspects of Christoffel symbols, summarized from [68].
For brevity, these are presented for the symbols Γkij of the predeformed body B.
Analogous relations hold for the symbols of an arbitrary body by replacing the metric
tensors Gij, G
ij and determinant G with those for the body under consideration.





















For orthogonal curvilinear coordinates (e.g., cartesian or cylindrical coordinates), the
symbols reduce to










For cartesian coordinates, the Christoffel symbols vanish, Γkij = 0. This reflects the
fact that space described by Cartesian coordinates has no curvature.
A.2. Raising and lowering indices
It was seen that a vector u may be expressed in terms of either covariant or contravari-
ant components. If the components are referenced to the undeformed body, then the
vector may be written as either u = uig
i or uigi. The covariant and contravariant





It may then be seen that when the components of a vector are referenced to the
undeformed body, the indices may be raised or lowered by multiplying by the met-
ric tensors for that body. Similarly, the vector components may be referenced to
the deformed body as either u = UiG
i or U iGi. The covariant and contravariant
components Ui and U
i are therefore related by
Ui = GijU
j
U i = GijUj
(A.5)
where the metric tensors Gij and G
ij may be used to raise or lower indices when
referenced to the deformed body. In a similar manner, the indices on an arbitrary






Analogous equations may be written for a second-order tensor referenced to the de-
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formed body using instead the metric tensors Gij, G
ij.
B Structural Analysis
Linear-elastic structural analysis was carried out to convert the strain in the uncor-
roded segment to stress in the corroding segment in Sec. 17.3. To this end, the
structural system formed by the strand and the loading frame is studied. In particu-
lar, since the axial stress in the strand is desired, the stiffness of the frame along the
strand’s axis is considered.
For axial deformation, the corroding and uncorroded segments of the strand may









The stiffness of the corroding segment varies over the corrosion process due to cross-
section loss (i.e., change in Ac). However, since the uncorroded segment does not
experience any cross-section loss, the stiffness kuc was fixed and may be computed at
41.9 kN/mm.
As shown in Fig. B.1, the stiffness kfr of the frame may be split into three parts:
arm karm, rod krod, and bed kbed. The arm may be modeled as a simply-supported














































Fig. B.1 Components of frame undergoing deformation due to force F , illustrating their respective
stiffnesses: (a) bed, (b) rod, and (c) arm.
where Arod is the cross-sectional area of each rod, and `rod is the rod length. The
bed stiffness may be derived by considering the displacement induced at the strand
and rod connection points by a unit force F , as shown in Fig. B.1(c). Furthermore,
the symmetry of the frame and loading may be exploited as shown in the figure.









bed. Based on Euler beam theory (while

















Fig. B.2 Representation of loading frame and strand segments (uncorroded and corroding) as springs
kf , kuc, kc. Stages of experiment: (a) strand loaded in tension, (b) displacement of system linked,
(c) accelerated corrosion applied, decreasing stiffness in corroding segment, with strain measured in
uncorroded segment.





































The frame stiffness may then be found in terms of its component stiffnesses (2krod,
karm, and kbed, placed in series) as
kfr =
2krodkarmkbed
2krodkarm + 2krodkbed + karmkbed
(B.7)
This may be evaluated as kfr = 66.5 kN/mm. The fact that the frame and strand stiff-
nesses are comparable confirms that the deformation of the frame must be considered
in the analysis.
The structural system (i.e., frame and strand) is then equivalent to three springs
kc, kuc, kfr, arranged as shown in Fig. B.2. Before accelerated corrosion is applied, the
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strand is loaded until the strain gages in the uncorroded segment reach euc0, as shown
in Fig. B.2(a). The system is then held in this position by locking the threaded rods,
which is equivalent to linking the displacements of the frame and strand, as shown in
Fig. B.2(b). Finally, as shown in Fig. B.2(c), the strain in the uncorroded segment
is monitored while accelerated corrosion is applied, which causes a reduction in the
corroding segment stiffness.
As corrosion progressed, the strain in the uncorroded segment changed to euc =
euc0 + ∆euc. The displacement change ∆uuc in this segment may then be obtained as
∆uuc = `uc∆euc (B.8)
Since the stiffness kuc of the uncorroded segment is fixed, the force change ∆F may
be obtained as
∆F = kuc∆uuc (B.9)
From the arrangement of the frame and strand, the force change in the frame is −∆F .






From the linked displacement conditions, the displacement change ∆uc in the corrod-
ing segment is
∆uc = ∆ufr −∆uuc (B.11)
Combining the above equations, the strain in the corroding segment may then be











Considering linear elasticity, the uncorroded and corroding segment stress changes,
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