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1. Introduction
Consider the second-order Hamiltonian systems
u¨(t) = ∇ F (t,u(t))+ f (t), (HS)
where t ∈ R, u ∈Rn and F : R×Rn → R and f :R →Rn .
Homoclinic orbits of dynamical systems are important in applications for a number of reasons. They may be “organ-
ising centres” for the dynamics in their neighbourhood. From their existence one may, under certain conditions, infer the
existence of chaos nearby or the bifurcation behaviour of periodic orbits. In the past two decades many authors stud-
ied homoclinic orbits for Hamiltonian systems via critical point theory. Here we only mention [1–15]. In particular, the
second-order systems were considered in [1,3,6–9,12–15]. In recent paper [9], Izydorek and Janczewska proved the follow-
ing theorem.
Theorem 1.1. (See [9].) Assume that F and f satisfy the following conditions:
(A1) F ∈ C1(R×Rn,R) is T -periodic with respect to t, T > 0;
(A2) There is a constant b > 0 such that for all (t, x) ∈R×Rn,
F (t, x) F (t,0) + b|x|2;
(A3)
∫ T
0 F (t,0)dt = 0;
(A4) f = 0 is a continuous and bounded function such that ∫
R
| f (t)|2 dt < ∞.
Then the system (HS) possesses a homoclinic solution u0 ∈ W 1,2(R,Rn) such that u˙0(t) → 0 as t → ±∞.
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Following [9], we say that a solution u(t) of (HS) is homoclinic (to 0) if u(t) → 0 as t → ±∞.
The main idea of the proof of Theorem 1.1 comes from a paper [12] of Rabinowitz. In paper [9], Izydorek and Janczewska
obtained a homoclinic solution of (HS) as a limit in C1loc-topology of a certain sequence of 2kT -periodic solutions. We
remark that the conditions (A2) and (A3) play a key role in their proof. However, the condition (A3) is too restrictive to
many potentials of (HS) that might be considered in the discussed problem. In fact, the condition (A3) is unnecessary, we
only need to replace F (t, x) by F˜ (t, x) = F (t, x) − T−1 ∫ T0 F (s,0)ds, since ∇ F (t, x) = ∇ F˜ (t, x). Our goal in this paper is to
remove the unnecessary conditions (A3) and to use the following more general conditions instead of (A2) and (A4).
(B2) There are constants b > 0 and μ > 1 such that for all (t, x) ∈ [0, T ] ×Rn
F (t, x) F (t,0) + b|x|μ;
(B4) f = 0 is a continuous and bounded function such that ∫
R
| f (t)|μ/(μ−1) dt < ∞.
Here is our main result.
Theorem 1.2. Assume that F and f satisfy (A1), (B2) and (B4). Then the system (HS) possesses a homoclinic solution u0 ∈
W 1,2(R,Rn) such that u˙0(t) → 0 as t → ±∞.
For each k ∈ N, let Ek = W 1,22kT (R,Rn) denote the Hilbert space of 2kT -periodic functions on R with values in Rn under
the norm
‖u‖Ek :=
[ kT∫
−kT
(∣∣u˙(t)∣∣2 + ∣∣u(t)∣∣2)dt
]1/2
.
In order to receive a homoclinic solution of (HS), we consider a sequence of systems of differential equations:
u¨(t) = ∇ F (t,u(t))+ fk(t), (HSk)
where fk : R → Rn is a 2kT -periodic extension of restriction of f to the interval [−kT ,kT ), k ∈ N. Similarly to paper [9],
we will prove the existence of one homoclinic solution of (HS) as the limit of the 2kT -periodic solutions of (HSk). However,
some technical details are different from [9].
2. Proof of the theorem
For each k ∈ N, let L22kT (R,Rn) denote the Hilbert space of 2kT -periodic functions on R with values in Rn under the
norm
‖u‖L22kT :=
( kT∫
−kT
∣∣u(t)∣∣2 dt
)1/2
.
And let L∞2kT (R,R
n) be a space of 2kT -periodic essentially bounded measurable functions from R into Rn under the norm
‖u‖L∞2kT := ess sup
{∣∣u(t)∣∣: t ∈ [−kT ,kT ]}.
Let Ik : Ek → R be deﬁned by
Ik(u) =
kT∫
−kT
[
1
2
∣∣u˙(t)∣∣2 + F (t,u(t))+ ( fk(t),u(t))
]
dt. (2.1)
Then Ik ∈ C1(Ek,R) is weakly lower semi-continuous and one can easily check that
I ′k(u)v =
kT∫
−kT
[(
u˙(t), v˙(t)
)+ (∇ F (t,u(t)), v(t))+ ( fk(t), v(t))]dt. (2.2)
Furthermore, the critical points of Ik are classical 2kT -periodic solution of (HSk).
We have divided the proof of Theorem 1.2 into a sequence lemmas.
Lemma 2.1. Let a,b ∈ [0,+∞) and p > 1. If a > 1 or b > 1, then
a2 + bp  1
4
(a + b)min{2,p}. (2.3)
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Case 1. p  2. In this case, min{2, p} = 2. Note that a > 1 or b > 1. It follows that b2  a2 + 2bp , and so
1
4
(a + b)2  a
2 + b2
2
= a2 + b
2 − a2
2
 a2 + bp .
Case 2. p < 2. In this case, min{2, p} = p. Note that a > 1 or b > 1. It follows that ap  2a2 + bp , and so
1
4
(a + b)p  a
p + bp
23−p
 a
p + bp
2
= a
p − bp
2
+ bp  a2 + bp .
Both Cases 1 and 2 imply that (2.3) holds. The proof is complete. 
Lemma 2.2. Assume that F and f satisfy (A1), (B2) and (B4). Then for every k ∈ N, the system (HSk) possesses a 2kT -periodic solution
uk ∈ Ek such that
1
2
kT∫
−kT
∣∣u˙k(t)∣∣2 dt + b
kT∫
−kT
∣∣uk(t)∣∣μ dt  M
( kT∫
−kT
∣∣uk(t)∣∣μ dt
)1/μ
, (2.4)
where
M =
(∫
R
∣∣ f (t)∣∣μ/(μ−1) dt)(μ−1)/μ.
Proof. Set C0 =
∫ T
0 F (t,0)dt . By (B2) and Hölder inequality, we have
Ik(u) =
kT∫
−kT
[
1
2
∣∣u˙(t)∣∣2 + F (t,u(t))+ ( fk(t),u(t))
]
dt

kT∫
−kT
[
1
2
∣∣u˙(t)∣∣2 + F (t,0) + b∣∣u(t)∣∣μ + ( fk(t),u(t))
]
dt
= 1
2
kT∫
−kT
∣∣u˙(t)∣∣2 dt + b
kT∫
−kT
∣∣u(t)∣∣μ dt +
kT∫
−kT
(
fk(t),u(t)
)
dt + 2kC0
 1
2
kT∫
−kT
∣∣u˙(t)∣∣2 dt + b
kT∫
−kT
∣∣u(t)∣∣μ dt −
( kT∫
−kT
∣∣ fk(t)∣∣μ/(μ−1) dt
)(μ−1)/μ( kT∫
−kT
∣∣u(t)∣∣μ dt
)1/μ
+ 2kC0
 1
2
kT∫
−kT
∣∣u˙(t)∣∣2 dt + b
kT∫
−kT
∣∣u(t)∣∣μ dt − M
( kT∫
−kT
∣∣u(t)∣∣μ dt
)1/μ
+ 2kC0. (2.5)
Observe that
b
2
xμ − Mx−b
2
(μ − 1)
(
2M
bμ
)μ/(μ−1)
:= −D, for any x ∈ [0,+∞).
It follows from (2.5) that
Ik(u)
1
2
kT∫
−kT
∣∣u˙(t)∣∣2 dt + b
2
kT∫
−kT
∣∣u(t)∣∣μ dt − D + 2kC0. (2.6)
Set
u¯ = 1
2kT
kT∫
u(t)dt and u˜(t) = u(t) − u¯.−kT
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‖u˜‖L∞2kT 
√
kT
6
( kT∫
−kT
∣∣u˙(t)∣∣2 dt
)1/2
. (2.7)
In view of (2.7), it is easy to verify, for each k ∈ N, that the following conditions are equivalent:
(i) ‖u‖Ek → ∞;
(ii) |u¯|2 + ∫ kT−kT |u˙(t)|2 dt → ∞;
(iii)
∫ kT
−kT |u˙(t)|2 dt + b2
∫ kT
−kT |u(t)|μ dt → ∞.
Hence, from (2.6), we obtain
Ik(u) → +∞ as ‖u‖Ek → ∞.
Now by Theorem 1.1 and Corollary 1.1 in [10], we conclude that for every k ∈ N there exists uk ∈ Ek such that
Ik(uk) = inf
u∈Ek
Ik(u). (2.8)
Since
Ik(0) =
kT∫
−kT
F (t,0)dt = 2kC0,
we have Ik(uk) 2kC0. It follows from (2.5) that
1
2
kT∫
−kT
∣∣u˙k(t)∣∣2 dt + b
kT∫
−kT
∣∣uk(t)∣∣μ dt  M
( kT∫
−kT
∣∣uk(t)∣∣μ dt
)1/μ
.
This shows that (2.4) holds. The proof is complete. 
Lemma 2.3. Let a > 0, p > 1 and u ∈ W 1,2(R,Rn). Then for every t ∈ R, the following inequality holds:
∣∣u(t)∣∣ (2a)−1/p
( t+a∫
t−a
∣∣u(s)∣∣p ds
)1/p
+
√
a
2
( t+a∫
t−a
∣∣u˙(s)∣∣2 ds
)1/2
. (2.9)
Proof. Fix t ∈ R. For every τ ∈ R,
∣∣u(t)∣∣ ∣∣u(τ )∣∣+
∣∣∣∣∣
t∫
τ
u˙(s)ds
∣∣∣∣∣. (2.10)
Integrating (2.10) over [t − a, t + a] and using the Hölder inequality, we obtain
2a
∣∣u(t)∣∣
t+a∫
t−a
∣∣u(τ )∣∣dτ +
t+a∫
t−a
∣∣∣∣∣
t∫
τ
u˙(s)ds
∣∣∣∣∣dτ

t+a∫
t−a
∣∣u(τ )∣∣dτ +
t∫
t−a
t∫
t−a
∣∣u˙(s)∣∣dsdτ +
t+a∫
t
t+a∫
t
∣∣u˙(s)∣∣dsdτ
 (2a)(p−1)/p
( t+a∫
t−a
∣∣u(s)∣∣p ds
)1/p
+ a
t+a∫
t−a
∣∣u˙(s)∣∣ds
 (2a)(p−1)/p
( t+a∫
t−a
∣∣u(s)∣∣p ds
)1/p
+ a√2a
( t+a∫
t−a
∣∣u˙(s)∣∣2 ds
)1/2
,
that implies that (2.9) holds. The proof is complete. 
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‖u‖L∞[−kT ,kT ]  (2T )−1/μ
( (k+1)T∫
−(k+1)T
∣∣u(s)∣∣μ ds
)1/μ
+
√
T
2
( (k+1)T∫
−(k+1)T
∣∣u˙(s)∣∣2 ds
)1/2
. (2.11)
Proof. Let a = T and μ = p in (2.9). Then we have for t ∈ [−kT ,kT ]
∣∣u(t)∣∣ (2T )−1/μ
( t+T∫
t−T
∣∣u(s)∣∣μ ds
)1/μ
+
√
T
2
( t+T∫
t−T
∣∣u˙(s)∣∣2 ds
)1/2
 (2T )−1/μ
( (k+1)T∫
−(k+1)T
∣∣u(s)∣∣μ ds
)1/μ
+
√
T
2
( (k+1)T∫
−(k+1)T
∣∣u˙(s)∣∣2 ds
)1/2
.
It follows that (2.11) holds. The proof is complete. 
Let ηk : Ek → [0,+∞) be given by
ηk(u) =
( kT∫
−kT
∣∣u˙(s)∣∣2 ds
)1/2
+
( kT∫
−kT
∣∣u(s)∣∣μ ds
)1/μ
. (2.12)
Lemma 2.4. Let uk ∈ Ek be the solution of system (HSk) which satisﬁes (2.4) for k ∈ N. Then there exists a positive constant C inde-
pendent of k such that
‖uk‖L∞[−kT ,kT ]  C, k ∈ N. (2.13)
Proof. Set γ = min{2,μ} and b1 = min{1/2,b}. If( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2
 1 and
( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
 1,
then
ηk(uk) =
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2
+
( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
 2. (2.14)
If ( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2
> 1 or
( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
> 1,
then by Lemma 2.1, (2.4) and (2.12), we have
[
ηk(uk)
]γ =
[( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2
+
( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ]γ
 4
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds +
kT∫
−kT
∣∣uk(s)∣∣μ ds
)
 4b−11
(
1
2
kT∫
−kT
∣∣u˙k(s)∣∣2 ds + b
kT∫
−kT
∣∣uk(s)∣∣μ ds
)
 4b−11 M
( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
 4b−1Mηk(uk),1
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ηk(uk)
(
4b−11 M
)1/(γ−1)
. (2.15)
Combining (2.14) with (2.15), we obtain
ηk(uk) 2+
(
4b−11 M
)1/(γ−1)
, k ∈ N. (2.16)
By Corollary 2.1, (2.16) and using the 2kT -periodicity of uk , we have
‖uk‖L∞[−kT ,kT ]  (2T )−1/μ
( (k+1)T∫
−(k+1)T
∣∣uk(s)∣∣μ ds
)1/μ
+
√
T
2
( (k+1)T∫
−(k+1)T
∣∣u˙k(s)∣∣2 ds
)1/2
= (2T )−1/μ
( kT∫
−kT
∣∣uk(s)∣∣μ ds +
(k+1)T∫
kT
∣∣uk(s)∣∣μ ds +
−kT∫
−(k+1)T
∣∣uk(s)∣∣μ ds
)1/μ
+
√
T
2
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds +
(k+1)T∫
kT
∣∣u˙k(s)∣∣2 ds +
−kT∫
−(k+1)T
∣∣u˙k(s)∣∣2 ds
)1/2
 (2T )−1/μ
( kT∫
−kT
∣∣uk(s)∣∣μ ds +
3kT∫
kT
∣∣uk(s)∣∣μ ds +
−kT∫
−3kT
∣∣uk(s)∣∣μ ds
)1/μ
+
√
T
2
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds +
3kT∫
kT
∣∣u˙k(s)∣∣2 ds +
−kT∫
−3kT
∣∣u˙k(s)∣∣2 ds
)1/2

(
3
2T
)1/μ( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
+
√
3T
2
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2

[(
3
2T
)1/μ
+
√
3T
2
][( kT∫
−kT
∣∣uk(s)∣∣μ ds
)1/μ
+
( kT∫
−kT
∣∣u˙k(s)∣∣2 ds
)1/2]
=
[(
3
2T
)1/μ
+
√
3T
2
]
ηk(uk)

[(
3
2T
)1/μ
+
√
3T
2
][
2+ (4b−11 M)1/(γ−1)]
:= C .
That shows that (2.13) holds. The proof is complete. 
Lemma 2.5. Let uk ∈ Ek be the solution of system (HSk) which satisﬁes (2.4) for k ∈ N. Then there exists a subsequence {uk j } of {uk}
convergent to a certain u0 ∈ C1(R,Rn) in C1loc(R,Rn).
Proof. By Lemma 2.4, we know that {uk}k∈N is a uniformly bounded sequence. We will show that {u˙k}k∈N and {u¨k}k∈N are
also uniformly bounded sequences. Since uk(t) is a 2kT -periodic solution of (HSk), for every t ∈ [−kT ,kT ),
u¨k(t) = ∇ F
(
t,uk(t)
)+ fk(t). (2.17)
From (2.13), (2.17), (A1) and (B4), we have∣∣u¨k(t)∣∣ ∣∣∇ F (t,uk(t))∣∣+ ∣∣ fk(t)∣∣ sup
(t,x)∈[0,T ]×[−C,C]
∣∣∇ F (t, x)∣∣+ sup
t∈R
∣∣ f (t)∣∣ := M1, t ∈ [−kT ,kT ),
it follows that
‖u¨k‖L∞[−kT ,kT ]  M1, k ∈ N. (2.18)
For i = −k,−k + 1, . . . ,k − 1, by the continuity of u˙k(t), we can choose tki ∈ [iT , (i + 1)T ] such that
u˙k(tki) = 1T
(i+1)T∫
u˙k(s)ds = T−1
[
uk
(
(i + 1)T )− uk(iT )],iT
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∣∣u˙k(t)∣∣=
∣∣∣∣∣
t∫
tki
u¨k(s)ds + u˙k(tki)
∣∣∣∣∣

(i+1)T∫
iT
∣∣u¨k(s)∣∣ds + ∣∣u˙k(tki)∣∣
 M1T + T−1
∣∣uk((i + 1)T )− uk(iT )∣∣
 M1T + 2CT−1 ≡ M2.
Consequently,
‖u˙k‖L∞[−kT ,kT ]  M2, k ∈ N. (2.19)
For each k ∈ N, set C1k = C1([−kT ,kT ],Rn) and deﬁne the norm as follows:
‖u‖C1k := maxt∈[−kT ,kT ]
[∣∣u˙(t)∣∣+ ∣∣u(t)∣∣], u ∈ C1k .
Now, we will show that {uk}k∈N possesses a convergent subsequence {uk j } in C1loc(R,Rn).
First, let {uk} be restricted to [−T , T ]. It is clear that {uk} and {u˙k} are uniformly bounded and equicontinuous, by
Arzela–Ascoli theorem, there exist a subsequence {u1k } of {uk}k∈N\{1} and u1 ∈ C([−T , T ],Rn) and v1 ∈ C([−T , T ],Rn) such
that ∥∥u1k − u1∥∥C([−T ,T ],Rn) → 0, ∥∥u˙1k − v1∥∥C([−T ,T ],Rn) → 0, as k → ∞. (2.20)
Note that for t ∈ [−T , T ]
u1k (t) = u1k (−T ) +
t∫
−T
u˙1k (s)ds, k ∈ N.
Let k → ∞ in the above and use (2.20), we can obtain
u1(t) = u1(−T ) +
t∫
−T
v1(s)ds, for t ∈ [−T , T ].
This shows that v1(t) = u˙1(t) for t ∈ [−T , T ] and u1 ∈ C11 . Moreover, it follows from (2.20) that∥∥u1k − u1∥∥C11 → 0, as k → ∞.
Second, let {u1k } be restricted to [−2T ,2T ]. It is clear that {u1k } and {u˙1k } are uniformly bounded and equicontinuous.
Similar to the above inference, by Arzela–Ascoli theorem, there exist a subsequence {u2k } of {u1k } satisfying u2 /∈ {u2k } and
u2 ∈ C12 such that∥∥u2k − u2∥∥C12 → 0, as k → ∞.
Repeat this procedure for all k ∈ N. In general, there exist {u jk} ⊂ {u j−1k }, u j /∈ {u jk} and u j ∈ C1j such that∥∥u jk − u j∥∥C1j → 0, as k → ∞, j = 1,2, . . . . (2.21)
Moreover, we have∥∥u j+1 − u j∥∥C1j 
∥∥u j+1k − u j+1∥∥C1j +
∥∥u jk − u j∥∥C1j +
∥∥u j+1k − u jk∥∥C1j → 0, as k → ∞,
which leads to
u j+1(t) = u j(t), for t ∈ [− jT , jT ], j = 1,2, . . . . (2.22)
Let
u0(t) = u j(t), for t ∈ [− jT , jT ], j = 1,2, . . . . (2.23)
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For any j ∈ N, since {uii}∞i= j is a subsequence of {u jk}k∈N , it follows from (2.21) and (2.23) that∥∥uii − u0∥∥C1j =
∥∥uii − u j∥∥C1j → 0, as i → ∞, j = 1,2, . . . .
That is
uk j → u0, as j → ∞ in C1loc
(
R,Rn
)
. (2.24)
The proof is complete. 
Lemma 2.6. Let u0 ∈ C1(R,Rn) be determined by Lemma 2.5. Then u0 is a solution of (HS) such that u0(t) → 0 and u˙0(t) → 0 as
t → ±∞.
Proof. First, we will show that u0(t) satisﬁes (HS). By Lemmas 2.2 and 2.5, we have (2.24) and
u¨k j (t) = ∇ F
(
t,uk j (t)
)+ fk j (t), for t ∈ [−k j T ,k j T ), j ∈ N. (2.25)
Take a,b ∈ R such that a < b. There exists j0 ∈ N such that for all j > j0
u¨k j (t) = ∇ F
(
t,uk j (t)
)+ f (t), for t ∈ [a,b]. (2.26)
Integrating (2.26) from a to t ∈ [a,b], we have
u˙k j (t) − u˙k j (a) =
t∫
a
[∇ F (s,uk j (s))+ f (s)]ds, for t ∈ [a,b]. (2.27)
Since (2.24) shows that uk j → u0 uniformly on [a,b] and u˙k j → u˙0 uniformly on [a,b] as j → ∞. Let j → ∞ in (2.27), we
get
u˙0(t) − u˙0(a) =
t∫
a
[∇ F (s,u0(s))+ f (s)]ds, for t ∈ [a,b]. (2.28)
Since a and b are arbitrary, (2.28) shows that u0(t) is a solution of (HS).
In the next step we will prove that u0(t) → 0 as t → ±∞. From (2.4), (2.12) and (2.16), we obtain
1
2
kT∫
−kT
∣∣u˙k(t)∣∣2 dt + b
kT∫
−kT
∣∣uk(t)∣∣μ dt  M[2+ (4b−11 M)1/(γ−1)]≡ M3, k ∈ N. (2.29)
For every l ∈ N, there exists j1 ∈ N such that for j > j1
1
2
lT∫
−lT
∣∣u˙k j (t)∣∣2 dt + b
lT∫
−lT
∣∣uk j (t)∣∣μ dt  M3.
From this and (2.24), it follows that for each l ∈ N,
1
2
lT∫
−lT
∣∣u˙0(t)∣∣2 dt + b
lT∫
−lT
∣∣u0(t)∣∣μ dt  M3.
Letting l → ∞, we obtain
∞∫
−∞
[
1
2
∣∣u˙0(t)∣∣2 + b∣∣u0(t)∣∣μ
]
dt  M3. (2.30)
Hence ∫
|t|r
[
1
2
∣∣u˙0(t)∣∣2 + b∣∣u0(t)∣∣μ
]
dt → 0, as r → ∞. (2.31)
By (2.9), we have
∣∣u0(t)∣∣ 2−1/μ
( t+1∫
t−1
∣∣u0(s)∣∣μ ds
)1/μ
+
√
2
2
( t+1∫
t−1
∣∣u˙0(s)∣∣2 ds
)1/2
. (2.32)
Combing (2.31) with (2.32), we get u0(t) → 0 as t → ±∞.
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u˙0(t) → 0, as t → ±∞. (2.33)
From (2.13) and (2.24), we have∣∣u0(t)∣∣ C, for t ∈ R.
From this, (HS), (A1) and (B4)∣∣u¨0(t)∣∣ ∣∣∇ F (t,u0(t))∣∣+ ∣∣ f (t)∣∣ sup
(t,x)∈[0,T ]×[−C,C]
∣∣∇ F (t, x)∣∣+ sup
t∈R
∣∣ f (t)∣∣= M1, for t ∈ R.
If (2.33) does not hold, then there exist ε0 ∈ (0,1/2) and a sequence {tk} such that
|t1| < |t2| < |t3| < · · · , |tk| + 1 < |tk+1|, k = 1,2, . . . ,
and ∣∣u˙0(tk)∣∣ 2ε0, k = 1,2, . . . .
From this we have for t ∈ [tk, tk + ε0/(1+ M1)]
∣∣u˙0(t)∣∣=
∣∣∣∣∣u˙0(tk) +
t∫
tk
u¨0(s)ds
∣∣∣∣∣ ∣∣u˙0(tk)∣∣−
t∫
tk
∣∣u¨0(s)∣∣ds ε0.
It follows that
∞∫
−∞
∣∣u˙0(t)∣∣2 dt  ∞∑
k=1
tk+ε0/(1+M1)∫
tk
∣∣u˙0(t)∣∣2 dt = ∞,
which contradicts to (2.30) and so (2.33) holds. The proof is completed. 
3. Conclusions
In this paper, we study the existence of homoclinic orbits of the second-order Hamiltonian systems with a coercive
potential. We obtain rather general conditions for the existence of homoclinic orbits, which extend and improve some
earlier publications.
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