Abstract
Introduction
Recommender systems try to provide people with recommendations of items they will appreciate, based on their past preferences, history of purchase, and demographic information [5, 11, 13] . Three steps usually are common to the functioning of recommender systems: (1) gather valuable information on the users and on the items, (2) determine patterns from the historical data (using content-based, collaborative, or hybrid approaches as well as memory-based or model-based algorithms, see [1] ), and (3) suggest items to people.
Evaluating recommender systems and their algorithms is however difficult for two main reasons [4] . Firstly, different algorithms may be better or worse on different datasets (differing in the number of users or items, the ratings density, the ratings scale, and other properties of the datasets). Secondly, the goals for which an evaluation is performed may differ. Much early evaluation work focused specifically on the "accuracy" of recommendation algorithms. The accuracy evaluates either the correspondence between the ranking provided by the user and the ranking provided by the recommender system or the difference between the rating values provided by the user and by the recommender system. Good recommendation (in terms of accuracy) has, however, to be coupled with other considerations. This work (1) suggests measures ("robustness" and "novelty" which are both newly introduced in this paper) aiming at evaluating other aspects than accuracy of recommendation algorithms and (2) compares six recommendation algorithms on four performance measures (accuracy, computing time, robustness, and novelty). Notice that the investigated scoring algorithms do not suffer from any coverage problem when applied on the case study (this property is due to the particular structure of the real dataset used in this work) leading to the fact that no coverage measure is introduced in this paper.
Section 2 introduces the related work while Section 3 provides details about the dataset which is used in this work. Section 4 introduces various performance measures suggested to evaluate recommender systems. Section 5 describes the real dataset on which the performance measures have been applied as well as the experimental methodology. Section 6 describes the various scoring algorithms, extracted from previous work [2, 3] , that are compared. Section 7 shows the results of the experiments while Section 8 is the conclusion.
Related work
Herlocker et al [4] suggest to use, besides accuracy, the suitability of the recommendations to users. Suitability includes, in Herlocker's work, coverage, which measures the percentage of a dataset that a recommender systems is able to provide recommendation for; confidence metrics that can help users make more effective decisions; the learning rate, which measures how quickly an algorithm can produce good recommendations; and novelty/serendipity, which measure whether a recommendation is a novel/original possibility for a user.
Other work has suggested that there are properties different from accuracy that have a larger effect on user satisfaction and thus recommender performance. Much work has been devoted to measures such as the degree to which the recommendations cover the entire set of items [8] , the degree to which recommendations made are nonobvious [6] , and the ability of recommenders to explain their recommendations to users [14] .
On the other hand, publicly accessible recommender systems present a security problem [7] . Unfair users, who cannot be readily distinguished from ordinary users, may inject biased profiles in an attempt to force a system to adapt in a manner advantageous to them. Such attacks may lead to a degradation of user trust in the objectivity and accuracy of the system. The vulnerabilities of recommender systems to attacks have led to a number of recent studies focusing on the notion of "trust" in recommendation from different perspectives (see [7] ). One such perspective (used in the present work) is mainly concerned with the notion of trust from a global perspective, that is, the trust users can place in the accuracy of recommendations produced by the system. From this point of view, the vulnerabilities of recommender systems are studied in terms of the robustness of such systems facing malicious attacks. In [10] , O'Mahony et al define the robustness of a particular algorithm as a "measure of the ability of the algorithm to make good predictions in the presence of noisy data" and show that surprisingly modest attacks (drawing attack profiles directly from the rating database) are sufficient to manipulate the behavior of the most commonly used recommendation algorithms.
Datasets
This section describes the datasets that are used to evaluate the performance (see Section 4) of the scoring algorithms (see Section 6) . Results (see Section 7) on a real dataset are provided for accuracy, novelty, and computing time while results on artificial datasets are provided for robustness.
A real dataset. The MovieLens (ML) dataset is a real movie database from the web-based recommender system MovieLens [9] . Many users have already visited MovieLens to rate and to ask for movie recommendations. We used a sample of this database as proposed in [12] . Enough users (i.e., 943 users) were randomly selected to obtain 100, 000 ratings (considering only users that had rated 20 or more movies on a total of 1682 movies). Artificial datasets. Each artifical dataset contains 5 movie categories, 500 movies (each movie is related to a single movie category by a belongs-to relationship and each movie category contains exactly 100 movies), and 250 users, each of them related to a single movie category (i.e., 50 users per movie category). Each artificial dataset is thus represented as a 755 × 755 adjacency matrix. The main differences between these artificial datasets and the real MovieLens dataset is that, in the case of the artificial datasets: (1) each item has been approximately rated the same number of times, when summing up on all the users (i.e., a priori probabilities of watching a movie are all very close to each other in the artificial datasets), and (2) each user has approximately rated the same number of items.
These artificial datasets differ from each other by two parameters, namely the sparsity of the matrix and the noise contained in the matrix:
The sparsity of the matrix corresponds to the percentage of the user-item submatrix filled in with 0's. A sparsity value of 90% means that, in average, each user has watched 10% of the movies. Five values of sparsity (i.e., 90%, 94%, 96%, 98%, and 99%), corresponding to values of sparsity found in real datasets, are investigated.
The noise is defined by the proportion of watched movies belonging to all the categories except the movie category attached to the user. A noise of 0% means that each user has only watched movies belonging to his/her preferred moviecategory while a noise of 80% (20% of the movies a user has watched belong to each of the 4 non-preferred movie categories, the last 20% belonging to the preferred movie category) means that a user has watched movies belonging to all the movie categories with equal probability, summing to 0.80. Eight values of noise (i.e., 10%, 20%,..., 80%) are investigated.
Performance evaluation
This section introduces the performance measures used to evaluate recommender systems, with regards to the various aspects of the quality of such systems, as described in the introduction. Accuracy measure. To evaluate the accuracy of the scoring algorithms described in this work (see Section 6), we compare their performance on the ML dataset by applying a recall score (see [4] for a review of the metrics mostly used in the recommender-system field and [2] for a precise description of the recall score). Robustness measure. As shown in [10] , there are two aspects in robustness: accuracy (does the system recommend, after an external intentional or non-intentional attempt to alter recommendations, items that are actually appreciated) and stability (does the system recommend different items after an external intentional or non-intentional attempt to alter recommendations). Notice that, even if stability and accuracy are distinct, they are not independent [10] .
This section suggests a measure (RAS) aiming at quantifying the accuracy side of the robustness of the scoring algorithms (due to a lack of place, stability results are not shown in this paper). Robustness experiments were performed on artificially generated datasets (as detailed in Section 3).
Thus, the robustness accuracy score (RAS) aims at measuring the ability of an algorithm to make good predictions in the presence of noisy data. This score therefore compares the results provided by the scoring algorithm and the results obtained by an ideal scoring algorithm. Indeed, for a particular value of sparsity (90%, 94%, 96%, 98%, or 99%), we report the ratio (as it is frequently done with ROC curves to generate a summary statistics) of the area under the recallscore curve (remember that a recall score is computed for each value of noise -i.e., 10%, 20%,..., 80%) and the area under a recall score of 0.5. These 5 ratio (i.e., one for each value of sparsity) are then averaged in order to obain the socalled RAS. This measure should be as high as possible for good robustness performance. Computing-time measure. Computing time should be divided into two parts. The first part (the training phase) computes the time needed by a particular scoring algorithms to provide recommendations for the first time (called computing time) while the second part (the run-time phase) computes the time needed to compute new recommendations or to update old recommendations, when adding new users, new items, or new links between them (called learning-rate measure). This work does not make any distinction between the training phase and the run-time phase. We simply report, for each scoring algorithm, the computing time needed (by the Matlab software) to provide its recommendations (see [2] or [3] for implementation details) on the ML dataset. Novelty measure. The novelty/serendipity is not selfevident to measure and implies many other factors, such as human specificity. This section introduces a measure aiming at quantifying the "novel" or "original" character of the provided ranking.
For a particular scoring algorithm, this novelty score is the average (on all users) of the median frequency of recommended items (and, of course, not rated by the user) which appear among the top k of the ranked list, for some given k. Thus, a high novelty score indicates that the scoring algorithm tend to position "best-sellers" among the top k of the ranked list. Therefore, this measure should be as low as possible for good novelty performance (indicating that the scoring algorithm is able to recommend items that are not "best-sellers"). We report, in Section 7, the novelty score for the top 10 (novelty 10) and the top 20 (novelty 20) items, computed on the ML dataset.
Experimental methodology
The experiments are divided into two parts (see [2] or [3] for a detailed description of the experimental methodology and of the direct and indirect ways to provide recommendations, which have been followed to the letter in this work). In a few words, the first experimental part is used to tune the parameters of all the scoring algorithms while the second one aims to further assess the scoring algorithms by crossvalidation. In both experimental parts, the dataset is divided into a training set and a test set. Based on the training set, each scoring algorithm (see [2] for more details) provides, for each user, a set of proximity measures (see Section 6) indicating preferences about the items. From that information and for each user, we extract a ranked list of all the items that the user has not yet rated, according to the training set. In that list, the items closest to the user, in terms of the proximity measure, are considered the most relevant:
• The first 10 or 20 items of this list are used to compute (1) the recall 10 and the recall 20 scores by comparison with the test set, (2) the novelty 10 and novelty 20 scores by analyzing their rating frequency;
• The whole list is used to compute the robustness scores (RAS computed on arificial datasets). Notice that the results shown in this work do not take into account the numerical value of the ratings provided by the users but only the fact that a user has or has not watched a movie.
Scoring algortihms
Six scoring algorithms already introduced in previous work [2, 3] are applied in this work. The first three algorithms (i.e., Basic, the Binary coefficient, and the Cosine coefficient) are classical memory-based scoring algorithms (see [2] for more details) while the last three algorithms (i.e., the regularized Laplacian kernel (K RL ), the commute time kernel (K CT ), and the Markov diffusion kernel (K MD )) are kernels on a graph (see [3] for more details on kernels).
These algorithms have been selected from the various algorithms described in [2, 3] for their very good performance in terms of accuracy. Tables 1-4 shows the results obtained for the various scoring algorithms. Notice that a paired t-test has been used to determine if there is a significant difference between the scores (p < 10 −2 ); the best results are in bold. Table 2 : Robustness scores (RAS) obtained by performing a 10-fold cross-validation on artificially generated datasets. RAS should be as low as possible for good robustness performance.
Results and discussion
Accuracy. Table 1 shows, for each scoring algorithm, the best recall scores. For both recall measures, we observe that the best results are provided by K CT . Notice also that the best recalls of all the scoring algorithms are always obtained by using the user-based indirect method. For a deeper analysis of accuracy scores, refer to [2] and [3] .
Robustness. Table 2 contains the robustness scores obtained by all the scoring algorithms when applying the three methods (i.e., direct (dir), user-based indirect (user), or item-based indirect (item) methods). The best RAS overall is displayed in bold.
We observe, from Table 2 , that classical scoring algorithms (i.e., Basic (27.88), Bin (28.01), and Cos (27.93)) are the most sensible to the noise introduced in the datasets, whatever the degree of sparsity. The most stable (when varying the noise and the sparsity degrees) results are obtained by the three kernel scoring algorithms. K CT and K RL provide the best results (RAS of 29.05 and 29.03 respectively), followed by K MD (28.75).
All the provided robustness results (RAS) show that the kernel-based scoring algorithms provide significatively more robust results than the best classical scoring algorithms such as Bin or Cos. Further work on robustness analysis will include the computation of such scores but, this time, on real datasets (e.g., the ML dataset) in which noise will progressively be introduced, in order to observe the evolution of the accuracy results as well as the evolution of the rankings provided by the various scoring algorithms.
Computing times. Table 3 provides the mean time (i.e., the time averaged on the 10 folds of the cross-validation), in seconds (using the Matlab cputime function), needed by each scoring algorithm to compute, from the original dataset, the proximity measures needed to recommend items to users. We observe that the slowest scoring algorithm is K MD while the fastest ones (if we do not consider Basic which provides nearly immediate results) are K CT and K RL .
Novelty. Table 4 shows the novelty scores (obtained by applying, for each scoring algorithm, the best configuration in the 10-fold cross-validation process). When using the direct method to rank the movies for each user, the best novelty scores are obtained by K CT (for both novelty scores). Notice that the results obtained by Basic in the di- Another interesting observation appears by analyzing together accuracy and novelty results. Indeed, remember that accuracy results show that the best recall 10 and 20 are obtained by applying the user-based indirect method. This section shows that the user-based indirect method is also the method providing the highest novelty scores for all these scoring algorithms (except, logically, Basic) whatever novelty measure used (novelty 10 or 20).
Combining performance measures. Table 5 shows a summary of all the performance measures (accuracy, computing-time, novelty, and robustness measures) computed for each scoring algorithm. For each criterion (i.e., each performance measure), we have decided to rank the performance obtained by the 6 scoring algorithms by applying the user-based indirect method, i.e., the method providing the best accuracy results for all the scoring algorithms. The scoring algorithm providing the best result is ranked in 1 st position while the scoring algorithm providing the worst result is ranked in 6 th position, according to the criterion. The row "Average position" computes, for each scoring algorithm, its average position, when giving the same weight for all the criteria (i.e., the rows). The row "Final ranking", translates the average-position row in terms of ranking (a Condorcet score), providing a ranking of the scoring algorithms, when all the criteria are equally weighted (further work could include a way of providing different weights to all the criteria, depending on users' preferences).
We observe that, when applying this way to combine all the performance measures in order to get a single score, the best scoring algorithm is K RL , closely followed by K CT , and K MD . 
Conclusion
In this work, we investigated six collaborative recommendation algorithms. Experiments on artificial datasets (for robustness) and on the real-world MovieLens dataset (for accuracy, novelty, and computing time) have been performed, showing that kernel-based scoring algorithms perform well in comparison with standard scoring algorithms (nearest-neighbors methods such as Bin or Cos).
In conclusion, this work suggests that recommendersystem performance evaluation should, beside accuracy measures, also rely on measures including novelty or robustness aspects.
