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The VW transformation–A Simple Alternative to the Wilson GF Method
George D. J. Phillies
Department of Physics, WPI, Worcester MA 01609
An alternative, the VW transformation, is proposed to replace the Wilson GF method for cal-
culating molecular vibration frequencies and normal modes. The method yields precisely the same
eigenmodes and and eigenfrequencies that are found with the GF method. The transformation
proceeds entirely in the mass-normalized Cartesian coordinates of the individual atoms, with no
transformations to internal coordinates. The VW transformation thus offers an enormous computa-
tional simplification over the GF method, namely the mathematical apparatus needed to transform
to internal coordinates is eliminated. All need for new researchers to understand the complex matrix
transformations underlying the GF method is thus also removed. The VW transformation is not
a projection method; the internal vibrations remain dispersed over all 3N atomic coordinates. In
the VW method, the 3N × 3N force constant matrix V is replaced with a new 3N × 3N matrix W.
The replacement is physically transparent. The matrix W has the same internal normal modes and
vibration frequencies that V does. However, unlike V, W is not singular, so the normal modes and
normal mode frequencies can be obtained using conventional matrix techniques.
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I. INTRODUCTION
It has long been known that one may, to good approxi-
mation, calculate the vibrational spectrum of a molecule
by means of classical mechanics. In this calculation, the
molecule is treated as a set of coupled harmonic oscil-
lators, the atoms being the oscillating masses and the
chemical bonds servings as springs. Couplings are pri-
marily provided by the covalent bonds linking the atoms
together. Displacing atoms from their equilibrium po-
sitions changes bond lengths and angles, thereby creat-
ing harmonic restoring forces. The orthodox eigenvalue-
eigenvector description of coupled harmonic oscillators
then yields molecular vibration frequencies and vibra-
tional modes.
For an N -atom molecule, there are 3N atomic coor-
dinates and therefore 3N potential normal modes. A
mathematical complication arises in the search for these
modes. A molecule in a gas or liquid is free to trans-
late or rotate without changing the relative positions of
its atoms. Translating or rotating an isolated molecule
therefore does not create a restoring force that would
oppose the translation or rotation. The matrix inver-
sion approach to finding the eigenvalues and eigenvec-
tors that describe the molecular vibrations immediately
encounters a fatal difficulty. The relevant matrix is sin-
gular. Some of its eigenvalues are zero. The conventional
solution process is inapplicable.
A half-century ago, Wilson overcame this difficulty by
introducing the GF method[1]. In his approach, the in-
ternal vibrations of a molecule are projected from the
original 3N -dimension space into a 3N − 6-dimensional
subspace. Excluded from the subspace are six dimen-
sions corresponding the whole-molecule translations and
rotations, these being the dimensions that create the sin-
gular matrix challenge. The (3N − 6)× (3N − 6) matrix
corresponding to the projected subspace is non-singular
and can be solved for the eigenvalues and eigenvectors
corresponding to the molecule’s internal vibrations. His-
torically, the Wilson GF method offered an additional
practical advantage. With the limited computational fa-
cilities of a half-century ago, the labor difference in in-
verting a 3N − 6 rather than a 3N dimensional matrix
was non-trivial.
This note proposes an alternative to the Wilson GF
method. The method yields precisely the same eigen-
modes and and eigenfrequencies that are found with the
GF method. The new method retains real-space nor-
malized Cartesian atomic coordinates at all steps in the
calculation. The corresponding price – one must invert a
3N × 3N rather than a (3N − 6)× (3N − 6) dimensional
matrix – has due to computational advances over the past
half-century largely ceased to be of significance. Section
II of this paper treats notational preliminaries. Section
III presents the actual method. A Discussion appears as
Section IV.
II. NOTATIONAL PRELIMINARIES
This section presents the needed notation. The
molecule has N atoms (1, 2, 3, . . . , N) and total mass
M . Atom i has mass Mi and position Ri. The molecu-
lar center-of-mass location is Rcm =
∑
iMiRi/M . The
atomic coordinates with respect to the molecular center
of mass are
si = Ri −Rcm (1)
The molecular moment-of-inertia tensor is
M =
N∑
i=1
Misi ⊗ si (2)
with ⊗ denoting the vector outer product. The three
eigenvectors of M are are the molecule’s principal axes
2Ωj for j = 1, 2, 3; the unit vectors corresponding to the
Ωj are the Ωˆj .
Displacements of the atoms from their equilibrium po-
sitions are represented by N vectors Xi ≡ (Xi, Yi, Zi).
More compressed expressions are sometimes obtained by
writing the displacements as a single 3N -dimensional vec-
tor x ≡ xj , where j ∈ (1, 3N). In particular, the poten-
tial energy U may be Taylor-series expanded around the
equilibrium positions of the atoms as
U(X) = U (0) +
3N∑
j=1
∂U (0)
∂xj
xj +
1
2
3N∑
j,k=1
∂2U (0)
∂xj∂xk
xjxk + . . . .
(3)
Here the superscript ”0” refers to the evaluation of the
potential energy, and its derivatives, at the equilibrium
atomic positions. At these positions, the first derivative
terms all vanish. The matrix of second derivatives is the
force constant matrix, which is usefully denoted
Ujk =
∂2U (0)
∂xj∂xk
. (4)
The force Fj corresponding to atomic coordinate j is
−∂U(X)/∂xj. To lowest non-zero order in the displace-
ments, Newton’s second law can be written in terms of
displacement coordinates as
mj
∂2xj
∂t2
= −
3N∑
k=1
Ujkxk. (5)
Here mj is the mass corresponding to coordinate j so
that, e.g., m1 = m2 = m3 ≡M1.
To transform eq. 5 to an eigenvalue-eigenvector equa-
tion, one introduces new mass-normalized coordinates
yj =
√
mjxj , with y = (y1, y2, . . . y3N ), and a new sym-
metric matrix V whose components are
Vjk =
Ujk
(mjmk)1/2
. (6)
Rewriting eq. 5 in terms of the new coordinates,
∂2yj
∂t2
= −
3N∑
k=1
Vjkyk. (7)
Included in the solutions to equation 7 are 3N − 6
normal modes corresponding to the internal vibrations.
The corresponding 3N − 6 normal mode frequencies are
denoted ωn, the eigenvalues being the −ω2n. The nth
normal mode vector as represented in y coordinates is
e(n); its 3N components are the e
(n)
j . The e
(n) are taken
to be normalized, so that
3N∑
j=1
(e
(n)
j )
2 = 1. (8)
Taking the displacements in eq. 7 to correspond to a nor-
mal mode e(n), one has
− ω2ne(n)j = −
3N∑
k=1
Vjke
(n)
k . (9)
The difficulty with extracting the e(n) from V is that
the matrix V is singular. In addition to the 3N − 6 nor-
mal modes corresponding to internal vibrations, V has
six eigenvectors (three translations, three rotations) f (n),
whose eigenvalues are zero. The components of the f (n)
in y coordinates are the f
(n)
k , for which
0 = −
3N∑
k=1
Vjkf
(n)
k . (10)
Because the 3N e(n) and f (n) are all orthogonal to each
other, the change of coordinates used in the Wilson GF
method can separate the e(n) and f (n) into two non-
communicating subspaces.
III. THE REAL-SPACE SOLUTION METHOD
Having considered the needed notation, the real-space
solution method is now presented. The procedure is to
replace the 3N × 3N matrix V with a new 3N × 3N
matrix W matrix which (i) still has the e(n) as 3N − 6
of its eigenvectors, (ii) which has the same ωn as the
respective eigenvalues of the e(n), but (iii) which is not
singular. Because W is not singular, it can be solved
with standard matrix methods to determine the e(n) and
the ωn. The replacement is possible because we know the
f (n) in advance.
The starting point of the real space solution method is
that a real symmetric matrix can be written in terms of
its eigenvalues and eigenvectors. In particular, because
the f (n) all have eigenvalue zero, the potential energy
matrix V is correctly expressed
V = −
3N−6∑
n=1
ω2ne
(n) ⊗ e(n). (11)
Direct calculation invoking the orthogonality of the e(n)
confirms V · e(n) = −ω2ne(n), as required. The individual
matrices e(n)⊗ e(n) serve as filters, selecting out from an
arbitrary set of displacements the extent to which each of
the 3N modes and rigid-body displacements is present.
We do not yet know either the e(n) or the ωn. However,
we do know what the six f (n) are, namely on purely phys-
ical grounds the f (n) are the rigid-body translations and
rotations of the molecule. The f (n) are used to construct
from V a new matrix W
W = V +
6∑
n=1
anf
(n) ⊗ f (n). (12)
3which replaces V , namely
∂2yj
∂t2
= −
3N∑
k=1
Wjkyk. (13)
The an are six arbitrary unequal non-zero constants to
be supplied by the user. The an are the six eigenvalues
ofW corresponding to the six eigenvectors f (n). Because
the e(n) and the f (n) are all orthogonal to each other,
the e(n) are seen by explicit calculation to be eigenvec-
tors of W . By explicit construction and eqs. 11 and 12,
the eigenvalues of W corresponding to the e(n) are the
correct ω2n, unperturbed by the difference between V and
W . Finally, by direct constructionW is a symmetric ma-
trix with 3N non-zero eigenvalues, so W is non-singular,
allowing solution of eq. 13 by standard methods.
The implicit V · f (n) = 0 is the physical requirement
that the internal forces of a body cannot change the
body’s linear or angular momentum. The an are ratio-
nally chosen to support the numerical stability of the
matrix inversion that now leads to the ωn and the e
(n)
without encountering any singularities, namely none of
the an should be equal to any of the ω
2
n, and none of the
an should be too far outside the range of values spanned
by the ω2n.
To use the method, actual values are needed for the
six f (n). The three translations are displacements on any
three perpendicular axes, e.g., for the x-translation as
represented in Y coordinates, up to a normalization that
has no effect on the method,
f (1) = (
√
M1, 0, 0,
√
M2, 0, 0, . . . ,
√
MN , 0, 0), (14)
and similarly for f (2) and f (3). There is of course no phys-
ical requirement that the three translation eigenvectors
be aligned with the three Cartesian coordinate axes; any
three orthogonal axes are equally acceptable. Eigenvec-
tors parallel to the Cartesian axes are simply the easiest
to generate. The rotation eigenvectors are constructed
from the N vectors si and the three Ωˆj as
f (3+j) = Ωˆj × (
√
M1s1,
√
M2s2, . . . ,
√
MNsN), (15)
the object in parentheses on the rhs being the 3N -vector
formed by concatenating the N three-vectors
√
Mjsj .
IV. DISCUSSION
The objective here was to demonstrate an alternative
to the Wilson GF method for calculating molecular vi-
bration frequencies. The alternative is shown in the pre-
vious section. One begins with V , the mass-normalized
matrix of the second derivatives of the potential energy
surface. The molecular vibrational modes and their fre-
quencies are eigenvectors and eigenvalues of V , but these
eigenvectors and eigenvalues are inaccessible because V
is singular: Six of its eigenvalues are zero. Because the
eigenvectors corresponding to the six vanishing eigenval-
ues are known and trivially calculated explicitly, a simple
alternative to the Wilson GF method arises. The matrix
V and the six singular eigenvectors f (n) are used to gen-
erate a new matrixW that: (i) has the same eigenvectors
as V , (ii) yields the same molecular vibration frequencies
as V , but (iii) is non-singular, so it can be solved directly.
The mathematical method seen here is more generally
useful, namely it can be applied to any similar problem in
which one wants to calculate the eigenvectors and eigen-
values of a symmetric matrix, the matrix is singular, but
the eigenvectors having eigenvalue zero are known explic-
itly.
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