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1. INTRODUCTION 
The theory of normal forms originally developed by Poincari in his 
thesis is a very powerful1 tool in understanding the local dynamical 
behavior of systems near a singularity. This is extensively shown for 
instance in the books of Arnold [ 1 ] and Guckenheimer and Holmes [lo]. 
Very recently a simple global characterization of such normal forms was 
given by Elphick et al. [S], for vector fields near a singularity, in terms of 
an equivariance under a one parameter group generated by the adjoint of 
the linearized operator restricted to the critical subspace. In what follows 
we derive a natural generalization of this global characterization for vector 
fields near a closed orbit. 
It is known that normal form theory runs well near a closed orbit of an 
autonomous vector field. A first way to make it is to consider the Poincare 
map. In most of the cases this is sufficient (see [ 1, Chap. 51 and see [ 14) 
for a global characterization), but by this method we miss one dimension: 
the phase coordinate along the closed orbit. A second way consists of keep- 
ing the continuous time, and then, curiously, there seems to exist no 
systematic study of such normal forms, even though in principle there 
is no theoretical difficulty (see [l, Chap. 5, Sect. 26.G]). 
A first motivation in keeping this phase is to directly obtain all infor- 
mation on the time law of the movement on the trajectories traced on the 
Poincare section. 
A second motivation is to prepare Future, since such a phase may cause 
irregular dynamics once coupled with a spatial phase in an envelope 
equation dealing with so-called “large scale effects.” In fact there is an 
extensive use by physicists of normal forms for so-called “extended 
systems,” i.e., systems with a translational invariance in space. These 
systems lead to envelope equations (see Newell-Whitehead and Segel [ 171 
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and Coullet et al. [6]) which are partial differential equations instead of 
O.D.E. on the center manifold. 
The presentation we make here for vector fields in finite dimensions near 
a closed orbit is in fact suitable for two types of generalizations: 
(i) for evolution problems such as the ones which occur in fluid 
mechanics satisfying Navier-Stokes equations in a bounded or periodic 
domain; 
(ii) for extended systems (such as in [6]) even though at present no 
mathematical justification of the envelope equations exists yet. 
In this paper we start with some results of Floquet-type (part of them 
are in [ 111); they are self contained here and are useful for deriving the 
three theorems which are the main results of this work. The distinction 
between different cases rests upon the size of the Jordan block of the 
monodromy operator belonging to the tangent to the closed orbit, 
associated with the Floquet multiplier 1. 
Our global charaterization separates the time law for the phase along the 
closed curve and the transverse dynamics in terms of this phase. This is 
expressed by a natural-extension of the characterization obtained in the 
autonomous case, again in a constructive way. We give several examples 
to show how simply normal forms can be derived. Finally we show how 
to handle these results in the presence of parameters and of additional 
symmetries in the system. 
2. PRELIMINARIES-FLOQUET TYPE RESULTS 
We consider in R” the following differential equation, 
dZ 
x=9(Z), (1) 
such that u0 is a T-periodic solution, 
&3(t) = 9 L-&l(t)1 (the dot means time differentiation), (2) 
and where 9 is Ck, k large enough, in a neighborhood of the closed orbit 
f = {uo(t); t E R}. We now suppose that r is neutrally stable, i.e., we 
assume that this is not a hyperbolic situation. More precisely, let us define 
the linear operator Y(t) in R” by 
-Wt) = D,F CwAt)l, L~‘EC~-~[LR/TZ, P’(W)], (3) 
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and let us define the fundamental matrix S(t, s), 
; qt, s) = Y(f) qt, s) 
S(s, s) = Id, SE Ck[W; U(W)], 
(4) 
where we denote by S(t) = S(t, 0). In what follows we make precise 
assumptions on the spectrum of the monodromy operator S(T): it is the 
union of a part G,, on the unit circle, and a part R strictly inside the unit 
disk. To the part rrO is associated a m + 1 dimensional subspace, invariant 
under S(T), which contains the tangent at u,(O) to the orbit ZY 
More precisely we have the following: 
LEMMA 1. c,(O) is an eigenuector of S( T) belonging to the eigenvalue 1. 
Proof. If we differentiate with respect to t the identity (2), we obtain 
which shows that 
4dt) = s(f) &(O), 
hence the result follows immediately thanks to the T-periodicity of c,,(t), 
The part o0 of the spectrum of S(T) plays a key role in all that follows. 
Moreover in important evolution problems, like in hydrodynamics, where 
IF!” has to be replaced by some infinite dimensional Hilbert space, we can 
define S(T) and, as here, g,, is a finite union of discrete eigenvalues of finite 
multiplicities, while (r- may be infinite with an accumulation point at 0 
(see [ 16, Chap. V.43). This is a first motivation in deriving a sort of 
Floquet theory restricted to the part go of the spectrum of S(T). A second 
motivation is that we explicitly give the way to obtain operators occurring 
in Floquet theory. 
Let us consider a Jordan block of S(T) of size K 
i 0 A ;o’..’ I 1 0 . . ... 0 0 1 (6) 
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This means that there are v independent vectors of C”: (CO. . . . . i,. , 1 
spanning a subspace Ei. invariant under S(T), and such that 
[S(T)-A];,= ;- " 
1. 
j= I, . . . . r- 1, 
j= 0. (7) 
Now we have the following 
LEMMA 2. To each Jordan block of the monodromy operator S(T) 
corresponds v independent T-periodic C k-vector-functions ij( t) such that 
C 
c,- I(t)? j= 1, . . . . v - 1, 
0, j= 0, 
(8) 
u)here o satisfies eoT = i. 
Remark. In intinite dimensional spaces we should add the condition 
1 #O. 
Proof: First, let us consider the Co(t) solution of the system 
Then it is clear that (d/dt)[e”‘iO(t)] = Y(t)[e”‘{o(t)], hence e”‘io(t) = 
S(t)[,, and finally the T-periodicity of lo(t) comes from the identities: 
&( T) = S( T) &, = A&. 
Now consider the ii(t) solution of the system 
[ --$+w-CJ ij(t)=ii-,(t), 1 j2 1, 
rj(O)=cr,jrj+cri,-*ij-I+ " .  +ajl<lt 
where ii-,(t), . . . . co(t) are supposed to be known T-periodic vector 
functions, and where we look for the coefficients aJ/, ah _ , , . . . . a,, such that 
ii(t) is T-periodic. We obtain immediately by the Duhamel formula 
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and, since we want a T-periodic solution, we have 
Finally, using this identity with (10) and (9) we obtain 
oL,/(.j-, + ..’ T[!?l-;i,-2(0)+ . . . +(-l)j+l 
and this gives all the ajk by recurrence. For instance we have 
a..= 1’~’ 
JJ uj*-L 
j-l 
=YAJ-‘Tj,.... 
Let us now complete the previous constructive lemma, by the following: 
LEMMA 3. With the same assumption as in Lemma 2, there exists a 
T-periodic family of Ck-projection P(t) on the subspaces E(t) spanned bJ 
{co(t), . . . . i,,-,(t)}. More precisely we haoe 
[-:+9(t)] P(t)=P(t)-Y(t), P(O)=R (11) 
where P is the projection, on the subspace {co, . . . . c,,-, }, which commutes 
with S(T). 
Proof Let us consider the Cauchy problem (11) for P. Since it is linear, 
this defines P(t) for t E R. 
We first observe easily that we have the identity 
P(t) at, s) = stt, s) P(s), (12) 
since both sides are solutions of the same differential equation, with the 
same initial data at t = s. 
Now P’(t) satisfies 
-$ P2(t) = Y(t) PZ(t)- P2(t) Y(t), P2(0) = P2 = F, 
hence, by the uniqueness of the solution, P(t) is a projection 
P’(t)= P(t). 
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We now consider one of the vectors <,( f ) defined in Lemma 2. We have 
L 
d 
-~+6p(f)-(r 1-H 1 [P(f),j(f) =P(t) --$+Y(+o i,(t) 
P(f) ;,- I(r), j= 1, . . . . \’ - 1, = 
0, j=O. 
Since P(0) c,(O) = pii = ii(O), we observe that the uniqueness leads to 
p( z, ij( f 1 = tIj( r )T 
and P(t) is the identity on E(r). Since P(0) = is is a projection on a 
v-dimensional subspace, and since ij( t) are T-periodic and linearly indepen- 
dent, this shows that E(t) is v-dimensional and is precisely the image of 
0th 
Finally, by (12) and the commutativity of P(0) and S(T) we obtain 
P(T)S(T)=S(T)P(O)=P(O)S(T), 
and since S(T) is invertible P(0) = P(T); hence P is T-periodic. 
Remark. This last property is weakened in infinite dimensional spaces, 
since S(T) might not be invertible. In fact P(r) is T-periodic, once it is 
reduced to an invariant subspace of S(T), where the restricted operator is 
invertible. In all that follows, we do not use the T-periodicity of P. 
We now need a special Floquet operator, defined in the following: 
LEMMA 4. With the same assumption as in Lemma 2, we define a 
T-periodic family of Ck-linear invertible operators from C” to E( t ): 
vx= (x0, . ..) xvp l)E C”, QtrjX= C -xjij(r). 
/=o 
These operators Q(t) satisfy 
(13) 
where 
is constant. 
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Proof: This results immediately from (8). 
In what follows, we consider real solutions, so we wish to find a matrix L 
representing a real operator. For instance, when we introduce a Jordan 
block such as the one in Lemma 2, which leads to the results described in 
Lemmas 2, 3,4, we shall also introduce the complex conjugate Jordan 
block and choose the determination 5 of l/T Log 1, and complex conjugate 
eigenvectors G(f). This is always possible when ;1 is complex. If 1 is real 
positive, we choose (T real and c,(t) real. If A < 0 this becomes impossible, 
since the Floquet exponents D are ix/T+ Zlni/T, f E E. It is also useless to 
introduce the complex conjugate since it corresponds to the same eigen- 
directions for S(T). The standard way to deal with this difficulty is to 
double the period, since if 1 is an eigenvalue of S(T), then A’ is an eigen- 
value of S(2T). We have the following result: 
LEMMA 5. For a Jordan block (of size v) of S( T) belonging to a negative 
eigenvalue A, there exists v Ck-vector functions c,(t) such that 
(j(t + T) = -[j(t), 
[ 
-;+6P(t)-B i.- I((), 1 L i,(t)= oJ j= 1, . . . . v - 1, j= 0, (14) 
where d = (l/T) Log 111 E R, and {i,,(O), . . . . [,,- ,(O)} spans the v-dimensional 
subspace invariant under S(T), belonging to our Jordan block. The T-periodic 
projection P(t) is now real and defined like in Lemma 3, by Eqs. ( 1 I ). The 
linear operator Q(t), defined in Lemma 4, now satisfies Q(t + T) = -Q(t) 
and the linear constant operator L defined in ( 13) acts from R” and 
corresponds to the choice of 6, 
ProoJ: We consider the same construction for ii(t) as in Lemma 2, but 
with 2T-periodic functions. In fact, defining again [, by (7), we obtain for 
id0 
e”‘idO = S(Oi,, 
and since ebT = 111 = --I, this leads to iO( T) = --co, hence 
&,(t+ T)= -i,,(t). 
Now assuming that the right hand side of (9) satisfies 
[,el(t+ T)= -c/-,(t), 
we first observe that Eq. (IO), associated with the condition 
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which defines i,(O) like in Lemma 2. Now the property 
ij(f + T)= -C,(t) 
follows from the uniqueness of the solution of (9). The remaining part of 
Lemma 5 is now obvious. 
3. SIMPLE CASE 
In this section we make the following assumptions: 
A. 1. The Jordan block belonging to the eigenvector u,(O) for S(T) is one 
dimensional. 
A.2. Some eigenvalues of S(T) have modulus 1, other eigenvalues have 
moduli < 1. 
A.3. - 1 is not an eigenvalue of S( T). 
In fact, 1 may be a multiple eigenvalue with other Jordan blocks besides 
the one considered in A.l. The last assumption A.3 is just to simplify the 
analysis, for the moment. 
Let us denote by E,(t), E,(t), and K(t) respectively the subspaces 
spanned by (i) z&(r), (ii) the m vector-functions ii(t) built in Lemma 2 for 
all Jordan blocks belonging to eigenvalues of modulus 1 for S(T), except 
the one dimensional block considered at (i) and, (iii) the complementary 
subspace built in Lemma 3, belonging to eigenvalues of moduli less than 1 
for S(T). Let us denote by P&r), P,(t), P-(t) respectively the projections 
on E,(t), $(t), EP (I) defined in Lemma 3 and denote by Q,(t) the 
Floquet operator which corresponds to E,,(t), defined as in Lemma 4. The 
corresponding constant linear operator in R” is noted Le. In fact L,, will be 
written in general in a complex basis, to have it in Jordan form. 
The main result of this paragraph is as follows: 
THEOREM 1. If we assume that A.l, A.2, A.3 hold, then a center manifold 
for ( 1) in the neighborhood of I- may be represented as 
Z= MT) + Qo(r)X+ WC X), (15) 
where Q,,(r): W” I-+ E,(z) is the T-periodic Floquet operator defined above 
and @ is T-periodic in 5, and at least quadratic in X. r plays the role of a 
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phase-coordinate along r. A normal form for the vector field on the center 
man$old may be found such that (1) becomes 
z=l+n(r,X) in 58, 
g= Lox+ N(T, X) in W, 
(16) 
where n and N are T-periodic in 5, are polynomials at least quadratic in X, 
and satis’r for any T E [w, XE [w”‘: 
d 
z 
n[r, eCLa”X] =O, (17) 
where L,* is the adjoint of Lo in [Wm. 
Remark 1. This characterization generalizes the known result for 
singular vector fields near an equilibrium [8], in a very natural way. If we 
suppress T into N we recover this previous case. 
Remark 2. We have to understand (16) up to a certain order in X, which 
depends on the regularity of 9 in (1). Nevertheless, even though 9 is C”, 
we have to stop at some arbitrarily fixed finite order to write (16). 
EXAMPLE 1. Let us consider the case where S(t) restricted to the 
invariant subspace J&O $ takes the following form in a suitable basis: 
We choose Lo as 
and E,, is two dimensional. In the basis where L, is diagonal, there coor- 
dinates of X are written (z, 2) and N= (m, 5~). Since n and N depend 
T-periodically on T we may write 
n(T, .) = C np ezinprir, 
PEL 
N(T, .) = c N, e2inprfF. 
DE.z 
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Now e LZrx = (prz, ~ ~ ItroT ; -), and (17) leads to resonant terms in ;‘?‘ such 
that 
o(r-.s+27cl/T=O for n,, 
w(r-s- 1)+27cl/T=O for m[. 
(19) 
Let us consider the case when oT/27c = p/q; then the normal form reads 
z= 1 +p(lz12,~~e2i~~~:T;zye~2i~~r:T) (real), 
dz 
(20) 
dT = iwz + zQo [lz12, f/ e-2iWr:T] + -4~ 1 ,~;~PTQ, [ lz12, 2~ e2inpr.‘T], 
The z part of (20) is well known in the Poincari map [16, 143, and we 
might observe that if we define J’ = z e pi’ur, we obtain an autonomous 
system (up to an arbitrary order) which is equivariant under the rotations 
of angle 2x/q: z H ze2ini4 (see [ 1, Chap. 5, sect. 26; 15, Chap. XI]). 
Proof of Theorem 1. By the implicit function theorem in the 
neighborhood of r we have for any Z in such a neighborhood 
Z= ~~(5) + Q,,(T)X+ Y, (21) 
where T E R, YE E-(T), Qo(s)X~ &(T). Now a center manifold for ( 1) con- 
tains f and could be expressed with (21) and Y as a function T-periodic in 
T, at least quadratic in X. In fact we allow @ in (15) to have components in 
E,(T) and &,(t). This means that we incorporate an eventual nonlinear 
change of coordinates on T and X in (21) in such a way that the differential 
equation (1) written on the center manifold is in its normal form. 
As usual, the method consists of using (15) and (16) into (1) and iden- 
tifying powers of X. We have in fact 
[l +n(T, x)1 &(T) + &(T)x+g (5, x) 
+ [Qo(T) + Dx@(T, x)l[hd-+ N(T, x)1 
= F[+,(T) + QJT)X+ @(T, X)]. (22) 
Identification of order 0 in X gives (2). Now at the order 1 we obtain 
eo(5)+Qo(t)Lo=~(t)Qo(~) (23) 
which is just the basic property satisfied by Qo(s) and L,. 
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Let us denote by n&r, X), @Jr, X), N,(r, X) the terms of degree p in X 
in the Taylor expansions of n, @, N in the neighborhood of 0 and denote 
by FP(r, Y) the term of degree p in Y in the expansion of S[u,,(r ) + Y] 
near r. Now the identification at order p in (22) leads to 
= y(r) @‘&T, x) + gp(T, x), (24) 
where BP only depends on np., N,,, QP., with p’< p - 1. We have for 
instance 
%(T, x) = 4 CT, Q,,(TP-I. 
In (24) we look for QP such that np and N, can be found in the simplest 
way possible. Let us project (24) on E&T), $(r), E-(r) and use the 
following decomposition of aP : 
where G$” E R, @p” E R”‘, CD; E E ~ (r). We use extensively the identity (11) 
for P,(r), P,(t), P-(T) and the property (13) for QO(s) associated with the 
constant operator L,, and Qoo(s) associated with L, = 0. We finally obtain 
the following system: 
n,(q X)+gQ,M(r, X)+D,@p(q X).L,X 
= Q,‘(T) P,(r) ?n(c W, (26) 
N,(z, X) + & @;(T, X) - L,@;(r, A-) + D,@;(r, x) . Lox 
= Q,‘(T) P,(r) ~,JT J3, (27) 
~~;(r,x)-~(l)~p(7,x)+Dy~p(T'x).Lox 
= P-(T) gp(T, x). (28) 
Let us first show that (28) is easily solvable with respect to @p. For this 
we recall the identity 
& S(s, 5) = -S(s, T) U(r), (29) 
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and we replace X by eLO’X in (28), while we multiply by S(s, ~5). Then after 
one integration we obtain 
' @,(T, x)= S(T, s) P-(s) Bp[s, eLocs-“X] ds. (30) 
,% 
The integral on the right hand side of (30) converges since 
S(r, S) P_(s) -, 0 exponentially when T -s -+ + XJ, while eLo(SPr’ behaves 
polynomially. Moreover T-periodicity in r is due to the T-periodicity of 
P-(s) +‘h, .) = Bp(s, .) - [P,(s) + PI&)] qs, .) 
and to the identity 
S(T+z-,S+T)=S(T,S). 
Remark. The formula (30) may be easily justified in the infinite dimen- 
sional case (notice that P, and PO0 are T-periodic). 
Now, we recover, with Eq. (27) the homological equation of Arnold [ 1, 
Chap. 5, sect. 261 and the study of Elphick et al. [7] for periodically forced 
autonomous singular systems. By a Fourier analysis of (26) and (27), we 
obtain for any I in Z and X in R” 
Equation (31) is in fact a linear equation in the vector space of scalar 
homogeneous polynomials of degree p in XE R”, while Eq. (32) is a linear 
equation in the space of m-dimensional vector valued homogeneous 
polynomials of degree p in X. Let us choose the following scalar product in 
the first space [8], 
(PI Q> = P(d,) QV-)lx=m 
while in the second space we consider 
f <@jl yjui>= f @jtaX) yj(x)lX=13, 
j=l j= I 
where Qj and Yj are the m components of @ and Y. 
It is shown in [8] how to compute the adjoints of the linear operators 
defined on the left hand side of (31) and (32). We then use the Fredholm 
alternative, and it is clear that nP, and N,, can be respectively chosen equal 
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to the orthogonal projection of W$’ and W$ on the kernels of the 
corresponding adjoint operators. Hence we have 
-$L,,(X)+D,n,,(X)~L$Y=O, (33) 
-F N,,(X) -L,*&(X) + D,N,,(X) . Lo*X= 0, (34) 
for any I and X. Multiplying now (33) and (34) by e2in’ri’ and summing up 
for all I and p, we obtain for any X 
g (z, X)-D&r, X) . L,*X= 0, (35) 
$(T, X) + L,*N(q X) - Dxiv(r, X) * L,*X=O, (36) 
which is equivalent to (17). 
4. NONSIMPLE CASE 
In this Section we make the following assumptions: 
B.l. The Jordan block belonging to the eigenvector C,(O) for S(T) is more 
than one dimensional. 
B.2. Some eigenvalues of S(T) have modulus 1, other eigenvalues have 
mod& < 1. 
B.3. - 1 is not an eigenvalue of S( T). 
Remark. It is well known [15] that generically when two closed orbits 
collapse into one closed orbit before disappearing (for a one parameter 
family of vector fields), then at criticality the Floquet multiplier 1 is double 
non-semi-simple. This shows that B.l really happens very often. 
Let us denote by E,(t), E-(t) respectively the subspaces spanned by (i) 
the m + 1 vector functions i,(t) built in Lemma 2 for all Jordan blocks 
belonging to eigenvalues of modulus 1 for S(T) and (ii) the complementary 
subspace built in Lemma 3, belonging to eigenvalues of moduli less than 1 
for S(T). Let us denote by P,(t), P-(t) respectively the projections on 
E,,(t), E- (t j defined in Lemma 3 and denote by &(t) the Floquet operator 
associated with the constant operator L, which corresponds to E,(t), as 
defined in Lemma 4. If we choose the first vector of the basis of E,(t) to be 
z&(t), L, takes the following form in P’(Rm+ ‘), 
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0 1 0 “. 0 
L,= is . i) L i 3 
0 
(37) 
where z,, E 6p( RF). Moreover we can write 
&At) = &oo {WI(~)}, 
and for any XE ET”, cy E IR, we define linear operators &(t) by 
Qdf)(~ --U = ~4,(t) + &,W, (38) 
where !I?,(~)XE &,(t). Now, the property (13) for Q,,(r) leads to 
[-~+I(r)]Bo(l)=a,cr)i~+~~(r)n,, (39) 
where ZZ, X= x1 (first component of X in IV”). 
We can now state the main result of this paragraph: 
THEOREM 2. rf we assume that B.l, B.2, B.3 hold, then a center manifold 
for (1) in rhe neighborhood of r may be represented as 
z= &3(T) + Q&)X+ @(G m, (40) 
where @ is T-periodic in T, and at leasr quadraric in X. T plays the role of a 
phase coordinate along IT A normal form for the vector field on rhe center 
manifold may be found such rhar (1) becomes 
dr 
z= 1 +x, +n(r, X) in R, 
dX 
(41) 
x = t,x+ N(r, X) in R”, 
where n and N are T-periodic in T, are polynomials at least quadraric in X, 
and satisfy for any T E R, XE UP, 
d 
z 
n[7, ee4’X] = 0, 
d 
dTe4rN[T, epL~rX] =O, 
where l,* is the adjoinr of 1, in KY”. 
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Remark. The only difference with (16) is the presence of x, in the phase 
equation (41), . We then observe that &, plays a role equivalent to the one 
played by L, in the simple case. 
EXAMPLE 2. Let us consider the case where S(T) restricted to the 
invariant subspace E, takes the following form in a suitable basis: 
i ‘1 0 1 0 1 i . (43 1 
0 0 1 
Then E, = (8 A) and X= (x,, x2) is two dimensional. Now, instead of using 
(42) we may use the equivalent partial differential equations (35), (36) with 
t,* instead of L$. A Fourier analysis of these equations leads for any p in 
Z to the system. 
T.,(X) - D&X). Lo*X= 0, 
~N,(X)+Z:N,(X)--D,N,(X).Z,*X=O. 
(44) 
The second equation in (44) means that we are looking for an eigenvec- 
tor N, of the homological operator belonging to the eigenvalue -2inl/T. 
Since the only eigenvalue of I?,* is zero, it is known [ 1 ] that the only eigen- 
value of the homological operator is 0 too. Moreover the first equation in 
(44) is the same as the equation for the first component of N,. Finally, this 
shows that for I# 0 we have n,= 0 and N,= 0, hence n and N are 
autonomous, and we recover the case studied in [S]. After a change of 
variable on x, this gives the following normal form which is the classical 
Takens-Bogdanov normal form for the X components, 
dr 
x= 1 +xI+%(x,)~ 
dx, 
x=x2, (45) 
where q,,, (pr, (p2 are polynomials, at least of degree 2 for cpO and (p2, and at 
least of degree 1 for cp,. 
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Proqf qj’ Theorem 2. We proceed as for Theorem 1. Replacing (40), (41) 
into (1) we obtain 
Cl+.Y,+n(T,X)] ti,(r,+a,cr,X+~(*,X) 
1 
+ @cd4 + D,@(G mcLJ+ NT, WI 
=S[u()(r) + Qo(7)X+ @(T, X)]. (46) 
Identification at order 1 in A’ leads to 
43(T)n, + &(d + &W,= Y(r) &cd 
which is exactly (39). Now, at any order p, the identification gives 
n,(5 X) &l(r) +% (5, X) + Q,(r) N&r, xj + D,@,(r, xj . z,x 
= y(r) @p(T, x) + g&L x), (47) 
where BP only depends on np., N,,, ~0~. with p’ < p - 1. For instance we 
have 
Let us decompose Dp by using (38), 
@p(G x)= @r(? xj . &I(T) +&&, @‘;(T, x) + @,(C xj, (48) 
where @FE [w, @p” E [w”, @p E Ep (T). The same decomposition holds for 
%y T, x). 
Property (39) allows one to write 
hence we recover exactly the system (27), (28) with t,, e,(r), instead of 
L,, &(r), and instead of (26) we have 
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We observe that we first have to determine @i before computing @r in the 
same way as before. Hence Theorem 2 is proved by the same arguments as 
Theorem 1. 
5. CASE WHEN - 1 Is A FL~QUET MULTIPLIER 
In this section we make the following assumptions: 
(i ) C. 1. - 1 is an eigenoalue of S( T). 
(ii) Assumption A.2 (=B.2) holds. 
Let us denote by E,(t) and E-(t) respectively the T-periodic subspaces 
spanned by (i) the m + 1 vector functions i,(t) given in Lemmas 2 and 5 
for all Jordan blocks belonging to eigenvalues of modulus 1 for S(T) 
( - 1 included) and (ii) the complementary subspace given in Lemma 3, 
belonging to eigenvalues of moduli less than 1 for S(T). Let us denote by 
PO(t), P_(t) respectively the T-periodic projections on E,,(t), E-(t) defined 
in Lemma 3. 
Now, since we want in L,, real Jordan blocks corresponding to the 
eigenvalue - 1 for S(T), we need Lemma 5 and we built a 2T-periodic 
f&(t) associated with E,. We have in fact in E,(t) 
where X= (X0, X,), X,,E Rmo, x, E Iw”‘, m, + m, = m, and Q,r(t)X, belongs 
to the space spanned by the eigenfunctions cj(t) given in Lemma 5. Hence, 
we have 
i.e., Q,,, is T-periodic while Q,, is 2T-periodic, and this allows one to define 
a symmetry S in R”, 
x= (X,, X,)H sx= (AT,, -X,), 
such that 
Q,(r + T)X= &(t)Sx. (51) 
Here we use, for more generality, notations of Section 4. In the frame of 
Section 3 (i.e., if A.1 holds instead of B.l), we should write QO(t) instead of 
cow 
We can now establish: 
505.‘76;1-5 
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THEOREM 3. If we assume that C.1 holds instead of A.3 or B.3, then the 
results of Theorems I or 2 hold btith the following modtfication: @, n. and N 
are 2T-periodic in 5 such that shifting T by* T is equicalent to acting S on 
XE W” for @ and n, and 
N(r + T, SX) = SN(z, X) in [w”‘. (52) 
Remark. We decompose @ as in (25) or (48), then 
Q,(T + T) @‘(r + T, x) = 00(T) @'(T, Sx) 
leads to 
@'(T + T, Sx) = s@'(T, x) 
thanks to (51). 
EXAMPLE 3. Let us consider the case where S(T) restricted to the 
invariant subspace E, takes the following form in a suitable basis: 
(53) 
Then 
and X= X, , SX= - X. Finally n and N satisfy the same property as in 
Example 2, in addition to the symmetry property of Theorem 3. This leads 
to the following normal form (autonomous): 
$ = 1 + cpo(x:k 
(54) 
dx, dx, 
7-q=% ~=wA4)+x,cpz(x:), 
where cpo, cp,, cpz are polynomials in their argument, at least of degree 1. It 
has to be noticed for the interpretation of the solutions that we have in fact 
with (here) Do(r + T)= -o,(r), @(t + T, -X)= @(r, X). For instance a 
nontrivial stationary solution in x,, with x2 =O, leads to a periodic 
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solution for (1) with period T’= 2T/l + C&X:), up to high order terms 
(not written in the normal form). 
Proof of Theorem 3. We can make the same analysis as in the proofs 
of Theorems 1 or 2, depending on the assumption A.1 or B.l, but in a 
2T-periodic frame. We still write (21) or (40), 
z= 4)(T) + &(t)X+ @(t, X), (55) 
where u,, is T-periodic, but & and Qi are now 2T-periodic in r. We may 
observe that this does not cause much trouble since when u is a Floquet 
exponent associated with a T-periodic vector function, 0 is also a Floquet 
exponent associated with a 2T-periodic vector function. In fact, if ear is an 
eigenvalue of S(T), then e”“‘) IS an eigenvalue of S(2T) = [S(T)]*. The 
only interest here in doing so is to consider u = 0 as a Floquet exponent for 
the case when - 1 is an eigenvalue of S(T). Now we have normal forms 
such as (16), (17) or (41), (42), but with 2T-periodic in T functions n 
and N. 
Let us now observe that 
Bz( T + T, SX) = S2( 5, X) 
due to (5 1) and (in the case of Assumption B. 1) to the fact that S com- 
mutes with E,, and that ZT,SX= Z7, X since the first component of X 
belongs to X,, and not to X, (see (50)). 
Let us assume that 
$,( T + 5, SX) = &‘Jr, X), 
then, due to (51) and to the T-periodicity of ti,, we have 
WF( T + T, SX) = L@;( t, X), sg;( T + T, SX) = w;( 5, X). (56) 
Moreover we easily obtain, after formula (30), 
@j- (T + T, SX) = @,J (5, X). (57) 
NOW, due to (56) we observe that e’“‘@,O(,SX), e’“‘n,,(SX) satisfy the 
same equation (31) as @F(X), n,,(X), and that e’“‘S@$( SX), e’z’,SNP,(,SX) 
satisfy the same equation (32) as @j,(X), N,,(X). The aim is now to prove 
that we can choose @F, Qii, such that 
e’“‘@~( SX) = @F(X), e”‘n,,( SX) = n,!(X), 
eif’S@$( SX) = @z!(X), ein’SNp,( SX) = NJ X). 
(58) 
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Once this is proved we have immediately 
@,(s + T. SX) = Qp( r, x’), n,( t + T, Sx) = np( T, x), 
(59) 
N,(s + T, SX) = SNJT, X), 
and it is now clear that the recurrence assumption propagates at order 
p + 1, and that Theorem 3 is then proved. 
To prove the second line of (58) let us introduce a symmetry SO, such 
that for any m-dimensional vector valued homogeneous polynomial Y of 
degree p in X we have 
(So, Y)(x) = P’SY( SX). (60) 
It is clear that &?$ is invariant under SO, and that SO, commutes with the 
homological operator defined in (32) and with its adjoint defined in (34). It 
results that the image of the homological operator and the kernel of its 
adjoint are invariant under So,. As a consequence the orthogonal projec- 
tion NP, of &%?j, on the kernel of the adjoint is then inoariunt under St. Now 
we can choose @i,= SO,@,O, and (58), is proved. For (58), the proof is the 
same with another symmetry SF defined in an obvious way. 
6. APPLICATIONS AND ADDITIONAL PROPERTIES 
6. I. Perturbation by Parameters 
Let us consider a system like ( 1) but depending on a parameter .D E Rk, 
g = F(p, a, (61) 
where we assume that for ,U = 0 there is a periodic solution TV u,(t) the 
orbit of which% denoted by K We assume that 9 is as regular as we wish 
in the neighborhood of (0, I-) in Rk x R”. 
Then we may follow the same arguments as those developed in Elphick 
et al. [8] and prove Theorems 1, 2, 3 with the only difference being that ,U 
enters into @, n, N and that @, n, N may have terms depending only on p 
in their expansions in (p, X), as well as terms linear in X with degree at 
least one in p. 
For the identification process in [p ‘4’ Cp’] (degree q in ,u, degree p in , 
X) we follow the strategy explicited in Fig. 1. 
Let us give the normal forms corresponding to the three examples 
presented above, now with parameters. 
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5* 
I\ 4*-. 
l\l\ 
‘iYi7.i~ 
KiOii~ 
JTIKKKi\ -.-----a.----.-+.-.-.- 
1 2 3 4 5 p 
FIG. I. For computing aqP, nqP, N, it is necessary to compute aq2., n4.,+, N4.P. with 
p’+q’<p+q-1. q’<qand p’+q’=p+q, q’<q--1. 
EXAMPLE 1 (See ( 18)). We start with Eq. (20), where polynomials P, 
Q,, Q, now depend on p E Rk, and with the only restriction being that 
there are no terms of degree 1 in z, Z without ,u into P (and Q, if q = 1 ), 
and so terms of degree 0 in z, i - without p into Q, (and Q, if q = 2). 
In what follows we redefine some components of p (equal at the first 
order to some linear combination of the k components of p). After making 
the change of coordinates 
z = errur, (62) 
we then obtain, for the principal part of the unfolded field 
g= 1 +v~+cr ,1’,z+j?);y+~~q+ . . . ER, 
$,)‘+ay (‘l*+b’Y-‘+ ... EC, 
(63) 
where we specify v1 E @, \lz E II3 components of p, and where a, p, a, b 
depend on p. Let us assume that we have a generic case, i.e., for p =0, 
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tl # 0, a # 0, b # 0 if q 3 2, h # 0 if q > 3. The relevant “small” parameters 
are Y,E@ and \I~E[W for q33; we add ~E[W for q=2, and /~EC if q= 1. 
In fact r2 and /l do not play any role into the qualitative behavior of 
trajectories, since they correspond to a change of time scale. 
When q > 3 the main parameter is 11, E @ where the imaginary part of 11, 
is the detuning parameter. This system was extensively studied by V. Arnold 
in [ 1, Chap. 6, Sect. 351. For q 3 5 this leads to the well-known Arnold 
tongues, which can be computed easily by looking for steady solutions in j 
of (63). These steady solutions give in fact subharmonic periodic solutions, 
which exist inside a resonant tongue, for the system (61). 
When q = 2 or 1, the situation is much more complicated, because now h 
is close to 0 and plays the role of another component of the parameter p. 
Then we refer to the work of J. M. Gambaudo [9] which contains the 
analysis of such vector fields. 
EXAMPLE 2 (See (43)). We start with Eq. (45), where cpO, (p,, cpz now 
depend on p E Rk and where there are no terms of degree 1 in .Y, without p 
into cpO and cpz, and no terms of degree 0 in X, without p into cp,. The 
unfolding of (45) in generic cases is well known [ 19, 21 and the study of 
the system in (-xi, x*) is also classical [ 1, lo]. The principal part of our 
system may be written as 
(64) 
where we suppressed a term in p;x, in dx,/dT, by a small change of coor- 
dinates, using the generic assumption a 1~ = o # 0. 
EXAMPLE 3 (See (53)). Starting with Eq. (54) with cpO, (p,, cpz now 
depending on p with no term of degree 0 in X: without p, we obtain for the 
principal part of the unfolded system 
dr 
-$= 1 +\,,+clx:, 
d.x , 
x=x2, (65) 
dx, 
--vlxl+v,xz+ax~+bx,x~. dr- 
CHARACTERIZATION OF NORMAL FORMS 69 
We may notice that the system in (x,, x1)) was extensively studied by 
J. Carr [3]. 
6.2. Case of Additional Symmetries in the System 
6.2.1. Case of a symmetry not broken by uO(t). Let us assume that the 
system (1) satisfies for any Z 
9(VZ) = US(Z), (66) 
where G?? is a linear operator in R” which represents some symmetry 
invariance of the system. Let us moreover assume that 
q%(t) = ull(t), (67) 
i.e., uO( t) does not break this invariance. An easy consequence of (66), (67) 
is that the linear operators, defined in Section 2, Y(t), S(t, s), S(T), P(t) 
commute with ??. For P(t) this results from the uniqueness of the solution 
of (11). 
Let us now define VO(r) E U( UP) as follows. Let us denote by Q,(r) as 
well the linear operator occurring in Theorem 2, as the linear operator 
Qo(r ) occurring in Theorem 1. Now we define $$,(r) for any XE KY” by 
e&) %b(~M-= e!o(W in E,(t). (68) 
Then, by differentiating with respect to t, we obtain 
+&-ye, (where t, E LO in the frame of Theorem 1 ), 
(69) 
Z7,G&=l7, (in the frame of Theorem 2). 
Hence we have 
go(~) = etorCfTo(0) e-%', 
and by definition G$, is T-periodic. 
Now it is easy to check that (66), (67) and (68), (69) lead to 
in the frame of Theorem 1 as well as in the frame of Theorem 2. 
Now assuming that the following identity holds, 
(70) 
(71) 
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it is not hard to show that we can find QP. np. IV, such that if G&(T) is an 
isometry of R”‘, then 
Qp( 5, &( T)X) = %a,( 5, x), 
n,(T, %(T m = np(T, Jo, (72) 
Np(T,~o(T)~)=~o(T) Np(T, x). 
In fact for @;(t, X) the property results from (30) and from the identity 
%'s(T, S) P_(S) gp [S, eEo’s-r’X] 
= S(T, s) P-(s) stp [s, %$(s) eG”-‘)X] 
=s(T, S) P-(S) d&,[.S, etO's-"~o(T) x]. 
Now, due to (69) we observe that @$[T, W,,(s)X], n,[s, %,-Jr)X] satisfy 
the same equation (26) as @F(T, X), n&T, X) ((49) if assumption B.l 
holds). In the same way if ~&O(T) is invertible we can easily see that 
V&‘(7) d$[r, ?$(t)X], W&'(T) N,[T, %$(7)X] satisfy the same equation 
(27) as @;(T, n 4(7, w. 
Let us define for any Y(7, X) T-periodic in 7, homogeneous polynomial 
of degree p in A’, taking values in R”: 
(%;, Y)(T, x)=%,‘(T) y[7, go(T)x]. (73) 
It is clear that A$ is invariant under Ug, by hypothesis, and that %;‘8, com- 
mutes with the homological operator defined by (27): 
Y’--+dY, where 
(dy)(T, x)=37, X)43(7, X)+D,‘Y(T, X)&X. (74) 
Now, if go(r) is unitary, then WE, commutes also with the adjoint &* of d 
defined by 
(d*y)(T,x)= -~(i,X)--t,t’Y(r,X)+D,Y(r, X).t,*X. (75) 
To check (75) is easy using the fact that gk,*(r) = U;'(7) satisfies 
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In fact, if we introduce a scalar product taking account of T-periodicity in r 
by defining 
then it is a standard analysis to state that in a Hilbert space such that 
L2(U’) or any Sobolev space H”(T’) on T, the linear operator d is 
unbounded, densely defined, with a closed range. Hence the Fredholm 
alternative applies, with the adjoint defined by (75). Finally, the orthogonal 
projection N,, of 2: on the kernel of d* is then invariant under %i,, and 
we may use the same arguments, with a new operator VF*, to prove the 
corresponding result for nr. In summing up all these results, we prove (72) 
and it is clear that the recurrence assumption (71) propagates at order 
p + 1. Finally we prove the following: 
THEOREM 4. if the vector field is equivariant under a linear invertible 
operator W, and tf u,, is pointwise invariant under 59, and if we enter into the 
assumptions of Theorems 1 or 2, then if %,Jt) defined by (68) is unitary on 
W” we have in addition to the previous properties given in Theorem 1 or 2 
n(r, %o(t)W = n(r, 9, (76) 
VT, %Ar)-U = ‘K(T) N(r, X). 
rf the assumptions of Theorem 3 hold, then ?$,(t) is 2T-periodic and (76) 
holds again. 
Remark 1. In fact (76) is valid globally, i.e., not only on any finite 
expansion; this general result on equivariance under ‘$, is the same as that 
in [lS]. 
Remark 2. For using (76) it is essential to know how the linear 
operator ‘?Z acts on the vector-functions i,(t) defined in Section 2, which 
span E,(t). This gives the structure of %$(t) in W”. It has to be noticed that 
if {ij(t);j= 1, . . . . m} is a basis for E,(t), then {Wtj(t); j= 1, . . . . m} is also a 
basis for &o(t), due to (9), and W respects the Jordan block structure of 
S(T), eventually in exchanging blocks belonging to a same eigenvalue. 
EXAMPLE 4. Let us consider the case where S(T) restricted to E, takes 
the following form in a suitable basis {z&,(O), cl }: (A y). Let us assume that 
9 commutes with a symmetry S, 
S’=Id, S#Id, 
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and assume that Su,( I) = u,~( t). Then we have 
hence S<,(t) = f i,(t), where i,(t) is defined in Section 2. Finally here 
q)(r)X= +x in R. 
In the case when SC,= -<,, we obtain the following unfolded normal 
form: 
f= 1 +vz+a.u’+ . . . . 
d.u 
cjt=\~,.Y+u.x3+ .‘., 
which leads to a pitchfork bifurcation of closed curves when vi crosses 0. 
Each bifurcated closed curve is mapped into the symmetric one by the 
acting S. 
In the case when SC, = [, , (76) gives nothing more on the normal form, 
and we recover a saddle-node bifurcation of pointwise symmetric closed 
curves. 
EXAMPLE 5. Let us consider again Example 1 when 9 commutes with 
a representation R, of the symmetry group SO(2). By definition, for any 
CPI? cP*ER 
R ‘PI +‘p: = R,, &, R, = R,, = Id. 
Let us denote by {z&,(O), [, , [, } the basis where the matrix (18) is written. 
Then, due to the commutation property, we have 
R,[, = eiivil for some 1~ Z, 
hence, due to (9), 
R,<,(t) = ei’q[,(t). 
Now, we note X= (z, Z), and it is clear that 
G$(s, cp)X= (ei’wz, e-+F) 
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is independent of T. The normal form (20) which satisfies (76) is now 
simpler, 
dr 
z= 1 +wl*), 
and we see that the analysis of the unfolded vector field just leads to a 
simple Hopf bifurcation of an invariant T* torus with no resonance rongue 
such as for (63). 
6.2.2. Case of symmetry broken by u,(t)-Rotating Hlaves. Let us just 
consider below the case when 9 commutes with a representation of S0(2), 
denoted here by R, as in Example 5, and such that 
Rvdf) = u,(t + v/w), i.e., uO( t) = R,,u,(O). (77) 
If this is the case one usually says that we have a “rotating wave,” and the 
form (15) or (40) may be much improved. In fact for any Z in the 
neighborhood of r we have, by the implicit function theorem, a unique 
couple (T, 2) such that 
Z = R,,, [do) + 21, 
where ~IZ&@E- (set T=O in the definitions of E,(T), E-(T), and 
T E W/7’Z). If we denote by L the generator of R,, then replacing (78) into 
(1) leads to 
[ 
^ 
2 oL[uO(0)+i]+~ =F[u,(Oj+i], 1 (79) 
where wLu,(O) = F[uJO)]. Projecting (79) on Lu,(O) and on E,,@ E_ we 
obtain an autonomous system 
$=1+g(i), 
^ 
z= F(2), 
030) 
and we reduce it to the normal form analysis of an autonomous vector field 
F near a singularity 2 = 0, in a space one dimension less than the original 
one. The case of a Hopf bifurcation from (80) is studied in [ 121 where the 
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remnent symmetry of u,(O) is used to determine the structure of bifurcating 
solutions. 
More precisely, we notice that the linear operator coccurring in (SO), is 
D,9 [u,JO)] - wL, restricted to the (n - I ) dimensional subspace com- 
plementary to Lu,(O) and we can find a center manifold and a normal form 
of the vector field as 
(+x, if B.l holds), (81) 
g= z,x+ N(X), 
where eL;‘N( e - zbr ?I) = N(X) and n(ep4’ x) = n(X) may be computed as in 
Sections 3 and 4, but without r dependancy. Moreover we can observe that 
there is an integer p such that R,,:,uJt) = u,(t), hence a remnent sym- 
metry is added in R” where a suitable representation of R2R,p acts on X, 
such that (n, N) is equivariant under this representation. 
6.2.3. Case of a group orbit of periodic solutions-Standing waves. 
Another very common case is an 0(2)-symmetry invariant system where 
time periodic solutions are either “traveling waves” or “standing waves.” 
The first case fits into the frame treated in Section 6.2.2. The second case 
enters in the general frame of the occurrence of a group orbit of periodic 
solutions. This sitution was already studied by Chossat and Golubitsky 
[S] using a suitable Poincarl map. An analogous problem for a group 
orbit of fixed points for a vector field was also considered in [ 131. 
Let us denote by R, as in Section 6.2.2 the SO(Z) representation and by 
S the symmetry such that 
SR,=R..wS. (82) 
If the vector field 9 commutes with S and R, for any 50 E R, the system is 
O(2) invariant. A one parameter orbit of “standing waves” may be defined 
as 
R+u,(t), *ER (83) 
where u0 is T = 2a/o-periodic in t  and 
Su,( t )  = ug( t ) .  (84) 
Moreover, there is PE N* such that 
Rzrr~puoU) = 4th R,;,u,( t + x/o) = uO( t). (85) 
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The idea is now to factorize R, like R,, in Section 6.2.2: we may look for 
a center manifold written as 
Z= R, Cuo(~) + i!ob)X+ @CT. WI. (86) 
Now making the same analysis as in Section 3, 4, or 5, depending on 
assumptions, we find a normal form of the vector field, in a (n - 1) dimen- 
sional space, like (16) or (41) with an additional phase equation, 
2 = no(T, -0 
where n, satisfies the same property (17) or (42) as n. Moreover we have 
the remnent symmetry due to the representations of S and Rniponlo (where 
os is the shift by s of the time variable) on X in IW’ as defined by (68). 
Remark. In [4], the bifurcations occurring from “ribbons,” which are 
standing waves with respect to the O(2) action, may be treated as above. In 
fact it is simler since Q(T) is also a rotating wave due to the SO(2) action 
(azimuthal variable), so amplitude equations become autonomous in such 
a case. 
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