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El  problema de ruteo de vehículos ha sido estudiado ya hace bastante 
tiempo; sin embargo, no se le ha dado la importancia que merece, a pesar de 
que es una de las dificultades más importantes de la logística, especialmente 
en el área de transportes. El presente estudio es un trabajo aplicativo de un 
problema de este tipo, el cual se busca resolver mediante la aplicación de 
modelos heurísticos y un modelo computacional para ampliar la gama de 
posibilidades de resolución. La situación actual en donde ocurre el problema 
ya mencionado es una empresa dedicada a la venta de productos de 
consumo masivo, la cual cuenta con 42 puntos de venta alrededor de la 
ciudad de Lima Metropolitana. En primer lugar realizamos el mapeo de 
dichos puntos para luego resolver el problema con diversas metodologías y 
aplicaciones computacionales. Una vez concluidas  todas las propuestas se 
llega a tomar una decisión acerca de cuál sería el mejor modelo a seguir 
para la resolución de este VRP (Vehicule Routing Problem) a partir de las 
distancias recorridas por el transporte hacia cada uno de los puntos de la 
red. En un futuro lo que se busca es elaborar un Traveling Management 
System que se ajuste a todas las necesidades de empresas con este tipo de 
problemas, con lo que de esta manera podrían reducir costos operativos y 
optimizar la cadena de abastecimiento. 
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CAPÍTULO 1. MARCO TEÓRICO 
 
1.1. Programación Lineal 
En los últimos años se ha ido buscando la simplicidad de las cosas o 
simplemente la solución a problemas que parecen ser muy complicados, es 
por ello que dentro de la investigación de operaciones nos encontramos con 
una solución a muchos problemas tanto de la vida cotidiana como problemas 
que poseen un alto nivel de complejidad.  
 
Podríamos decir que la programación lineal (PL) se ha convertido en una 
herramienta para resolver problemas de optimización; sin embargo, para 
aclarar este concepto se conoce a la programación lineal según Arreola 
(2003) como… “una técnica matemática que se utiliza para la solución de 
diferentes tipos de problemas, tanto teóricos como prácticos, en diversas 
áreas del conocimiento. El éxito en su aplicación a problemas reales, 
sofisticados y complejos es avalado por una gran cantidad de instituciones 
de bienes y servicios en muchos países”.   
 
La programación lineal consiste básicamente en la construcción, solución y 
análisis del modelo lineal de un problema dado. Se entiendo por modelo 
lineal al cual está integrado sólo por funciones lineales. 
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1.1.1. Simbología 
 
Para la formulación de problemas de programación lineal (PL) se 
procede de la siguiente manera, según Winston (2006), consta de tres 
partes: 
 
1. La función objetivo o también llamada la función lineal la cual está 
compuesta por las variables de decisión (por ejemplo: X1, X2,…, Xn). 
Esta función se puede maximizar o minimizar. 
2. Un conjunto de restricciones, conformadas por una igualdad lineal o 
desigualdad lineal, que limita los valores que podrían asumir las 
variables de decisión. 
3. Las restricciones de signo o también conocido como el rango de 
existencia, que consiste en restringir todas las variables Xj que sean 
mayores o iguales a cero. 
 
Matemáticamente tenemos la siguiente formulación: 
 
Variables de Decisión: 
                   
 
Función Objetivo: 
Maximizar o Minimizar                        
 
Restricciones: 
                                   
                                 
  …… 
                                 
 
Rango de existencia 
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ijx
En esta formulación propuesta observamos que dado un conjunto de “m” 
desigualdades lineales o ecuaciones lineales, con “n” variables, se 
requiere hallar valores no negativo de éstas variables que satisfagan las 
restricciones y maximicen o minimicen la función objetivo, cumpliendo 
además con el rango de existencia. 
 
1.1.2. Modelo de Asignación 
 
 
Dentro de la programación lineal encontramos muchos casos especiales 
para cada tipo problema que se nos pueda presentar, y una de ellos es el 
problema de asignación el cual analizaremos a continuación, debido a que 
es el que utilizaremos más adelante para formular los modelos tanto 
heurísticos como metaheurísticos. 
 
Para el presente caso de estudio trataremos el problema de asignación como 
un modelo de distribución que específicamente trata de asignar un número 
de orígenes (individuo, vehículos, etc.) a un mismo número de destinos 
(clientes, tareas, etc.) para que de esta manera se optimice el coste o 
tiempo, es por ello que la función objetivo sería de minimización. 
 
A continuación analizaremos la formulación de un problema de asignación 
presentada por Ríos (1996): 
 
Variables de decisión: 
1  si el individuo   se asigna a la tarea   
 
        0   en otro caso. 
  
 
 Función Objetivo: 
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 Restricciones: 
      
 
   
                                            
                                                
 
   
 
 
 Rango de existencia: 
                            
 
La formulación descrita arriba se entiende como un caso dado en el que   
individuos que hay que asignar a   tareas, siendo    , el costo de asignar al 
individuo   la tarea  , se trata de determinar una asignación de tal manera 
que costo total sea mínimo. 
 
1.2. Problemas de Ruteo de Vehículos (VRP) 
 
 
En general un problema de ruteo de vehículos consiste, en que dado un conjunto 
de clientes y depósitos o almacenes distribuidos geográficamente se encuentran 
dispersos, para lo cual se requiere una flota de vehículos con los que se llegará a 
estos clientes desde los depósitos tomando en cuenta las rutas que minimicen 
los costos de partir de un depósito y llegar al mismo habiendo visitados a los 
clientes. 
 
Aunque el problema de ruteo de vehículos pueda tener muchas variaciones, 
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1.1.1. El Problema del Agente Viajero (TSP) 
 
El problema del Agente Viajero es uno de los problemas mejor estudiados en 
la optimización combinatoria en la clase de complejidad NP - Hard (o NP -
”Complejo”) y además ha sido intensamente utilizado como un banco de 
pruebas para experimentar nuevas ideas algorítmicas. 
También conocido como TSP por sus siglas en inglés (Travelling Salesman 
Problem) tiene sus inicios en los años 1930 en el estudio de la Universidad 
de Princeton llamado “48 States Problem” presentado por Hassler Whitney1, 
quien planteaba encontrar la ruta (tour) más corta para el agente viajero 
comenzando desde una ciudad (estado) dada, visitando cada una de las 
ciudades (estados) de un grupo específico. Luego regresando al punto 
original de partida.  
 
A partir del estudio realizado por Hassler podemos definir hoy en día al TSP 
como la visita de un solo vehículo a todos los clientes en una sola ruta y a un 
costo mínimo, y de esta manera encontrar una aplicabilidad a nuestro 
contexto actual. Entonces el problema puede formularse como: 
 
        
 
 s.a. 




   
 
 
                                  
1
    Matemático Estadounidense (1907 – 1989), quien en base a sus estudios planteo la       





















ijx  VS 
}1,0{ijx  Eji ),(
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Formulación propuesta por Dantzig según Applegate (2006), quien presenta 
en la función objetivo el hecho de minimizar el costo total (ci j ) de la solución, 
el cual es representado por la suma de todos los costos de los arcos 
utilizados (Xi j). Además las primeras dos restricciones aseguran que cada 
nodo tenga tanto una entrada como una salida. Por último, la formulación 
presenta una restricción más la cual se asegura de que no ocurran sub-
tours; es decir, que no se formen grupos por separado como observamos en 





1.2.1. El Problema de los m Agentes Viajero (m-TSP) 
 
 
A diferencia del problema del Agente Viajero, en este caso se tiene un 
depósito (almacén) y “m” números de vehículos, en donde el principal 
objetivo es elaborar exactamente “m” rutas para cada vehículo, de modo que 
cada cliente sea visitado una vez por uno de los vehículos. Cada ruta debe 
comenzar y finalizar en el depósito y puede contener a lo mucho p clientes. A 
continuación observaremos la formulación propuesta por Miller et al. (1960): 
 
Min                                                      (1.1) 
s. a. 
         (1.2) 
 
         (1.3) 
 
         (1.4) 



























Gráfico 1.1. Una solución formada por 2 sub-tours 
1 ppxuu ijji  0,0,),(  jiEji (1.5) 
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El modelo es similar al segundo modelo presentado para el TSP. La 
restricción 1.2 indica que exactamente   vehículos salen del depósito y las 
1.3 y 1.4 aseguran que cada cliente es un nodo intermedio en exactamente 
una ruta. Finalmente, con 1.5 se eliminan los sub-tours y se impone que en 
cada ruta no haya más de   clientes. 
 
En el caso que     (es decir, cuando la cantidad de clientes por ruta no 
está acotada) el m-TSP puede formularse como un TSP con   copias del 
depósito tales que la distancia entre ellas es infinita. Las soluciones a ese 
TSP no utilizaran arcos que conectan dos copias del depósito y por lo tanto, 
pueden ser interpretadas como soluciones del m-TSP. 
 
1.1.2. El Problema con Capacidades (VRP o CVRP) 
 
 
El VRP es una extensión del m-TSP en la cual cada cliente          tiene 
asociada una demanda 
id  y cada vehículo tiene una capacidad C (la flota es 
homogénea). En este problema la cantidad de rutas no es fijada de 
antemano como en el TSP y en el m-TSP. 
 
Para un conjunto de clientes S, d(S) =  Si id es su demanda total y r(S) 
indica la mínima cantidad de vehículos necesarios servirlos a todos. En la 
formulación conocida con el nombre de flujo de vehículos de dos índices, se 
utilizan las variables binarias xij  para determinar si el arco (i, j) se utiliza o 
no en la solución. El problema se formula de la siguiente manera: 
 
   Min          (1.8) 
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 s. a. 
         (1.9) 
 
       (1.10) 
 
         (1.11) 
 
(1.12) 
   
(1.13) 
 





La función objetivo 1.8 es el costo total de la solución. Las restricciones 1.9 y 
1.10 indican que   es la cantidad de vehículos utilizados en la solución y 
que todos los vehículos que parten del depósito deben regresar. Las 
restricciones 1.11 y 1.12 aseguran que todo cliente es un nodo intermedio de 
alguna ruta.  
 
Finalmente, la restricción 1.13 actúa como restricción de eliminación de sub-
tours y a la vez impone que la demanda total de los clientes visitados por un 


































 {0}\ VS 
}1,0{ijx  Eji ),( (1.15) 
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Determinar el valor de r(S) requiere la resolución del siguiente problema: 
 
           
   
 
     
      
   
                                        
    
   
                                               
     }1,0{ikx     Si , Kk   
}1,0{ky      Kk   
 
Donde   es un conjunto con suficientes vehículos para satisfacer la 
demanda (por ejemplo,  ). Este problema, según Martello (1990) es 
conocido como Bin Packing Problem (BPP). Una cota inferior para la 
cantidad de vehículos está dada por el valor óptimo de la relajación lineal del 








Sd )( .  








Sd )( . 
 
1.2.2. El Problema con Flota Heterogénea (FSMVRP) 
 
En los problemas con flota heterogénea los costos y capacidades de los 
vehículos varían, existiendo un conjunto |}|,......,1{ TT   de tipos de vehículo. 
La capacidad de los vehículos Tk es kq  y su costo fijo (si lo tuvieran) es 





respectivamente. Se asume que los índices de los vehículos están 
ordenados en forma creciente por capacidad (es decir, 21 kk qq   para 
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k  Є T  
 
En la siguiente formulación de flujo de vehículos de tres índices, planteado 
por Golden et. al. (1984), se agrega un índice para discriminar entre los tipos 
de vehículos. 
 
       
   










  (1.21) 







ijx              {0}\ Vj    (1.22)  








ij xx     Vi ,  Tk   (1.23) 









|||| )(    {0}\ Vi , )(ij   (1.25) 




ijx      Eji ),( , Tk   (1.27) 
0jr       Vj     (1.28) 
 
Las variables binarias 
k
ijx indican si el arco       es utilizado por el vehículo k 
y las variables ir  positivas indican la carga acumulada en la ruta 
correspondiente hasta el nodo i (inclusive). 
 
 La función objetivo (1.21) mide el costo total de la solución incluyendo 
costos fijos y variables. Las restricciones 1.22 establecen que todo cliente 
debe ser visitado por algún vehículo. En 1.23 se indica que si un vehículo de 
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Las restricciones 1.24 y 1.25 fijan los valores de las variables ir  y actúan 
como restricciones de eliminación de sub-tours, mientras que la capacidad 
de los vehículos se impone en 1.26. En esta formulación se asume que la 
cantidad de vehículos de cada tipo es ilimitada 
 
1.2.3. El problema con Ventanas de Tiempo (VRPTW) 
 
 
El problema de Ruteo de Vehículos con Ventanas de Tiempo también 
conocido como VRPTW (por sus siglas en inglés The Vehicle Routing 
Problems with Time Windows), es una generalización del VRP sumando la 
complejidad de los tiempos de entrega admisibles, o ventanas de tiempo. En 
estos problemas el servicio de un cliente, teniendo en cuenta la entrega de 
los bienes o servicios, puede comenzar dentro del tiempo definido por los 
tiempos más tempranos y más tardes cuando el cliente va a permitir que 
empiece el servicio.   
 
Para este caso asumimos que los límites de la ventana de tiempos son 
       , utilizando los nodos 0 y n + 1 para representar al depósito y el 
conjunto K para representar a los vehículos (no a los tipos de vehículos 
como en la sección anterior), entonces según Cordeau et. al. (1999), el 
problema se formula para una flota de vehículos posiblemente heterogénea, 
de la siguiente manera: 
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                                  (1.34) 
                                   




                              
                                                              (1.36) 
                          




ijx  indican si el arco (i, j) es recorrido por el vehículo k. Las 
variables 
k
iy indican la hora de arribo al cliente i cuando es visitado por el 
vehículo k (si el cliente no es visitado por dicho vehículo el valor de la 
variable no tiene significado). La función objetivo (1.29) es el costo total de 
las rutas. La restricción 1.30 indica que todos los clientes deben ser 
visitados. Las restricciones 1.31 y 1.32 determinan que cada vehículo Kk   
recorre un camino de 0 a n + 1. La capacidad de cada vehículo es impuesta 
en 1.33. Siendo M una constante lo suficientemente grande, la restricción 
1.34 asegura que si un vehículo k viaja de i a j, no puede llegar a j antes que 
k
ijii tsy  , y actúan además como restricciones de eliminación de sub-
tours. Finalmente, los límites de las ventanas de tiempo son impuestos en 
1.35. 
 
1.3. Heurísticas Tradicionales para el VRP 
1.3.1. Heurística de Clark Wright 
Es la heurística clásica más significativa para el VRP. Esta heurística es un 
procedimiento simple que realiza una exploración limitada del espacio de 
búsqueda y da una solución de calidad más o menos aceptable en tiempo de 
  13 
cálculo moderado. Las soluciones luego pueden ser mejoradas con los 
algoritmos de mejora del TSP (como 2-opt). 
 
Si en una solución dos rutas diferentes           y             pueden ser 
combinadas formando una nueva ruta              como se muestra en el 
gráfico 1.2, el ahorro (en distancia) obtenido por dicha unión es:  
     ijljñij cccs   
Pues en la nueva solución los arcos              no serían utilizados y se 
agregaría el arco      . Se parte de una solución inicial en la cual todos los 













Fuente. Clarke y Wright (1964) 
 
 Paso 1 (inicialización) para cada cliente i construir la ruta (1, i, 1). 
 Paso 2 (cálculo de ahorros) calcular ijs  
para cada par de clientes i y j. 
 Paso 3 (mejor unión). Sea  = máx. ijs , donde el máximo se toma 
entre los ahorros que no han sido considerados aún. Sean *ir   y *jr  
las rutas que contienen a los clientes i∗ y j∗ respectivamente. Si i∗ es el 
último cliente de *ir  y i∗  es el primer cliente de *jr  y la combinación de 
*ir   y *jr  es factible, combinarlas. 
** jis
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 Paso 4 Eliminar  de futuras consideraciones. Si quedan ahorros 
por examinar ir a 3, si no terminar. 
 
1.3.2. Algoritmo de Pétalos 
 
Supongamos que se dispone de un conjunto de rutas R, de modo que cada 
ruta Rr  es factible, pero cada cliente es visitado por varias de las rutas.  
El problema de seleccionar un subconjunto de R de costo mínimo que visite 
exactamente una vez a cada cliente puede formularse como un Set 
Partitioning Problem (SPP): 
 
         
   
   
     
   
      
   
                   




ika  vale 1 si el cliente  es visitado por la ruta kr  y 0 si no y donde kc
es el costo de la ruta 
kr . La variable kx indica si la ruta kr  es seleccionada o 
no en la solución final. Esta formulación se debe a Balinski y Quandt (1964). 
En el caso extremo de que R contenga todas las posibles rutas factibles, 
solucionar el SPP es equivalente a resolver el problema en forma exacta. 
Como la cantidad de rutas factibles es, en el caso general, exponencial en la 
cantidad de clientes, se suele generar solamente un subconjunto de formado 
por “buenas” rutas.  
 
Cada columna del SPP representa una ruta de R. Cuando en toda columna 
los ceros aparecen de forma consecutiva, el problema verifica la propiedad 
de Columnas Circulares y el SPP correspondiente puede ser resuelto en 
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determinado ordenamiento de los clientes del problema, el conjunto de 
clientes visitado por cada ruta forma un intervalo (que en algunos casos tiene 
forma de pétalo). Diversas técnicas han sido propuestas para generar 
“buenos” conjuntos de rutas que verifiquen la propiedad llamadas 1-pétalos y 
2-pétalos. 
 
1.3.3. Cluster First – Route second 
 
Los métodos asignar primero y rutear después (cluster first - route second) 
proceden en dos fases. Primero se busca generar grupos de clientes, 
también llamados clusters, que estarían en una misma ruta en la solución 
final. Luego, para cada cluster se crea una ruta que visite a todos sus 
clientes. Las restricciones de capacidad son consideradas en la primera 
etapa, asegurando que la demanda total de cada cluster no supere la 
capacidad del vehículo. Por lo tanto, construir las rutas para cada cluster es 
un TSP que, dependiendo de la cantidad de clientes en el cluster, se puede 
resolver la forma exacta o aproximada. 
 
1.3.3.1. Algoritmo de Barrido o Sweep 
 
En la heurística de barrido planteada por Gillet y Miller (1974), los 
clusters se forman girando una semirrecta con origen en el depósito e 
incorporando los clientes “barridos” por dicha semirrecta hasta que se 
viole la restricción de capacidad. Cada cluster es luego ruteado 
resolviendo un TSP de forma exacta o aproximada. 
 
Este algoritmo puede aplicarse en problemas planos, es decir, en los que 
cada nodo se corresponde con un punto en el plano y las distancias 
entre ellos se definen como la distancia euclídea. Se supone que cada 
cliente i está dado por sus coordenadas polares  ii  ,  en un sistema 
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Paso 1 (inicialización).   
Escoger un vehículo no usado k 
 
Paso 2 (selección).  
Ordenar los clientes según 
i  de manera creciente. Si dos clientes tienen 
igual valor de 
i , colocar primero el de menor valor p, y asignar los 
clientes a la ruta hasta que se llene la capacidad del camión o no se 
extienda la longitud de la ruta. Si todos los clientes pertenecen a algún 
cluster, y no se pueden agregar más nodos a la ruta por las restricciones 
ya dichas, ir a 3.  
 
Paso 3 (optimización).  
Optimizar las rutas utilizando un algoritmo que resuelva el TSP para cada 
cluster. 
 
1.3.3.2. Heurística de Fisher y Jaikumar 
 
 
Fisher y Jaikumar (1981) proponen generar los clusters resolviendo un 
Problema de Asignación Generalizada (GAP) sobre los clientes. Primero 
se fijan K clientes semilla ks  con k = 1,. . ., K sobre la base de los cuales 
se construirían los clusters.  
 
En una segunda fase, se decide qué clientes asignar a cada uno de los 
clusters de modo de no violar la capacidad del vehículo, resolviendo un 








min     (1.41) 








1      Vi  \  {0}  (1.42) 






ikik Qxq     Kk ,.......,1       (1.43) 
}1,0{IKX      Vi  \  {0},   Kk ,..,1   (1.44)  
 
Las variables ikx  indican si el cliente i es asignado al cluster k. El 
objetivo es minimizar el costo total de la asignación, como se indica en 
1.41. La restricción 1.42 indica que cada cliente es asignado a 
exactamente un cluster. En la desigualdad 1.43 se impone que la 
demanda de los clientes en un mismo cluster no puede superar la 
capacidad del vehículo. En conclusión, para la formulación de este 
método tenemos los siguientes pasos: 
 
 
 Paso 1 (inicialización).  
Formar K clusters e inicializar cada uno con un cliente ks  (k = 1,. . ., K). 
 
 Paso 2 (asignación).  
Resolver el Problema de Asignación Generalizada (GAP) para decidir a 
qué cluster es asignado cada cliente. 
 
 Paso 3 (ruteo).  
Para cada cluster, resolver un TSP con sus clientes 
 
1.3.4. Route First – Cluster second 
 
 
Algunas de las heurísticas clásicas para el problema de ruteo de vehículos 
están basadas en el principio de agrupar primero y rutear después, como es 
el caso del algoritmo de Barrido visto anteriormente. Por otro lado, el 
principio de rutear primero y agrupar después ha sido pocas veces usado. 
Beasley (1983) sugirió algunas heurísticas basadas en este principio, pero 
sin resultados numéricos. 
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En estos métodos también se procede en dos fases. Primero se calcula una 
ruta que visita a todos los clientes resolviendo un TSP. En general esta ruta 
no respeta las restricciones del problema y se divide en varias rutas, cada 
una de las cuales sí es factible. 
 
Dada )0,,......,,0( ,1 nvvr  , la solución del TSP obtenida en la primera fase, se 
determina la mejor partición de r que respete la capacidad del vehículo. Este 
problema se puede formular como el de hallar un camino mínimo en un grafo 
dirigido y acíclico. Para ello, se construye un grafo G = (X, V, W) donde 
},......,,0{ ,1 nvvX  . 
 
Los arcos del G conectan todo par de clientes 
iv  y jv  con i < j y tales que la 






},|),{( .Cada arco (
iv , jv ) se pondera con el costo 




















iv , jv ) representa la ruta )0,,......,,0( 1 ji vv  . Cada camino de 0 a nv  
en G representa una posible partición de la ruta r en rutas que respetan las 
restricciones de demanda. Por lo tanto, el camino de costo mínimo entre 0 y 
nv  representa la partición de costo mínimo de la ruta original en rutas que 
respetan la restricción de capacidad. Como el grafo es acíclico (sólo hay 
arcos (
iv , jv )  con     ), puede utilizarse el Algoritmo de Dijkstra para hallar 
dicho camino. 
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CAPÍTULO 2. DESCRIPCIÓN Y ANÁLISIS DE LA 
SITUACIÓN ACTUAL 
 
2.1. Descripción de la situación actual  
 
La presente investigación se realizará en base a una empresa que pertenece al 
rubro de retail la cual tiene dentro sus actividades principales la venta de 
productos de consumo masivo. En este contexto se analizará como dicha 
empresa distribuye sus productos desde su almacén principal hacia sus 
principales puntos de venta, todos ubicados en la ciudad de Lima Metropolitana. 
 
Se tomara en cuenta sólo 42 puntos de distribución de la empresa, y un almacén 
principal de donde se proveerá todos los productos de consumo masivo. En el 
Anexo 1, se muestran todas las direcciones de los puntos mencionados así 
también como del almacén principal. Por otro lado, es importante para el 
desarrollo de la investigación, conocer el sistema de gestión de almacenes o 
Warehouse Management System (WMS), ya que este sistema se representa a 
través de un ciclo de almacenamiento el cual incluye a la gestión de despacho, 
que es en donde se concentra una parte del estudio. 
 
Según el WMS de la empresa en la operación de despacho se utiliza 
Radiofrecuencia, se cargan las entregas relacionadas a las paletas según la 
tienda que se va a despachar y el sistema genera la ruta. El ordenamiento en el 
despacho es respetando el sistema FIFO, es decir, lo primero que entra es lo 
primera que sale. Para dicha carga de la unidad se colocan de manera 
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Una vez terminada la carga de la mercadería, pasamos al transporte de la 
misma hacia los diferentes puntos ya mencionados, el medio de transporte que 
utilizan es un vehículo o transporte articulado, es decir, una unidad de tracción 
que está separada de la unidad de carga. El transporte se realiza agrupando 
distritos de acuerdo a la cercanía entre las tiendas. Y finalmente, la descarga de 
la mercadería la cual se asume que se da en su totalidad, se entiende, que si el 
transporte llega a la tienda descarga toda la mercadería correspondiente a dicha 
tienda. 
 
2.2. Descripción de la problemática  
 
La problemática actual en la empresa que analizaremos es, principalmente, que 
no existe un estudio del ruteo de los vehículos que realizan el transporte de la 
mercadería desde el almacén principal hacia las tiendas o puntos de 
distribución. Por lo tanto, la ruta a seguir es según el criterio del conductor o de 
un analista, quien toma en cuenta la proximidad entre los distritos en donde 
están ubicadas las tiendas que le han sido designados por las solicitudes de 
pedido. Entonces el problema en si sería desde el despacho ya que en el 
momento de cargar las unidades de transporte se decide hacia donde se dirige 
el vehículo; es decir, las tiendas en las que dejará la mercadería.  
 
El hecho de no elegir de la manera más óptima la ruta a seguir implica que se 
incurra en costos excesivos de distribución, debido al combustible que consume 
el vehículo y a que el tiempo de entrega es muy elevado, entonces retrasa la 
apertura de las tiendas. Además, existe la posibilidad de no entregar toda la 
mercadería que se requiere en un día, esto dejaría sin stock a las tiendas, lo 
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2.2.1. Supuestos y limitaciones  
 
A continuación se mostrarán los supuestos que debemos tomar en cuenta 
para la realización del estudio: 
 
 Los pedidos de acuerdo a los requerimientos de cada punto de venta 
o distribución serán entregados completos. Se asume que no existen 
mermas o pérdidas en el traslado de las mismas. 
 
 En el momento del transporte de la mercadería, el vehículo estará  
sujeto al tráfico que pueda existir en la ruta haya sido asignado. Sin 
embargo, no lo estará a posibles cierres de calles temporales que 
está siendo un común problema actualmente. 
 
 La empresa cuenta con 8 vehículos para el transporte de la 
mercadería. Además los vehículos pueden o no llenar el total de sus 
capacidades de transporte. 
 
 Las ventanas de tiempo dependerán de los clientes; es decir, del 
horario de atención que tengan cada uno de los puntos de 
distribución de donde se está dejando la mercadería. 
 
 Trabajaremos un problema de flota homogénea, es decir, los 
vehículos utilizados poseen los mismos costos y la misma capacidad 
como mencionamos anteriormente. 
 
 Tomaremos en cuenta que todas las rutas o calles que pertenecen a 
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2.3. Desempeño del sistema actual  
 
El sistema debe estar medido bajo ciertos indicadores para obtener la eficiencia 
del sistema, así también como la utilización de los recursos, como combustible y 
capacidad por ejemplo. 
 
2.3.1. Indicadores  
 
A continuación observaremos los indicadores a tomar en cuenta para nuestra 
investigación, con el propósito de que mediante estos se pueda elegir más 
adelante la mejor solución luego de la comparación de métodos: 
 
 
 Distancia recorrida: 
Distancia recorrida por cada cluster  entre la distancia recorrida total 
por cada transporte. 
 
 Coeficiente de cumplimiento: 
Se mide como el porcentaje de veces que el transportista entregó la 
mercadería a tiempo en fecha, hora, cantidad, conservación de la 
misma, para esto medimos Eficacia de Traslado. 
 
 Factor de uso: 
Es el tiempo que la unidad de transporte se encuentra en movimiento 
dividido entre el tiempo total (tiempo en movimiento + tiempo parada).  
 
 Frecuencia de entrega: 
Indica la cantidad de veces que se puede realizar entregas en un 
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CAPÍTULO 3. DESARROLLO DE MODELOS 
En el presente capítulo el objetivo es plantear las propuestas para el problema de 
ruteo de vehículos que se da en esta empresa de acuerdo a los puntos tocados en 
el marco teórico, además presentar el desarrollo de estas mediante las 
metodologías explicadas en dicho capítulo; sin embargo, se presentará una 
propuesta obtenida mediante experiencias de los propios transportistas. Por lo tanto, 
antes de presentar las propuestas debemos localizar los puntos sobre los cuales se 
trabajará, así como uno de los principales factores que afectará a nuestras 
sugerencias como lo es el tráfico.  
 
3.1. Mapeo de clientes  
En la actualidad existen muchas compañías que ofrecen servicios de mapeo de 
clientes para poder localizar fuerzas de ventas o también para el tema que estamos 
tratando como es el ruteo de vehículos, muchas de estas empresas utilizan software 
desarrollados por ellos mismos o terceros.  
Para realizar el mapeo de los clientes utilizamos la herramienta de Google Maps en 
donde ubicamos las direcciones de 42 clientes o centros de distribución (Anexo 1), 
los cuales se ubican en Lima Metropolitana, abarcando la mayoría de los distritos 
que esta representa como por ejemplo Comas, Independencia, Los Olivos, San 
Miguel, El Callao, San Isidro, etc.  
Como se muestra a continuación en el gráfico 3-1 tenemos tres tipos de marcadores 
uno azul el cual representa al almacén principal, amarillo un tipo de cliente 1 y rojo 






























Los clientes se diferencian en tipo 1 y tipo 2 debido a que estos poseen distintas 
ventanas de tiempo con respecto a la recepción de mercadería, entonces esta 
distinción nos ayudará a identificar los clientes en los que debemos dar prioridad 
en caso estemos sujetos al tiempo. 
 
A partir del mapeo de clientes que observamos en el gráfico 3.1 se realizarán 
todas las propuestas que plantearemos en el presente estudio, tomando como 
base este mapping se intentará solucionar el problema de ruteo de vehículos. 
 
 
Fuente: Google Maps (2011) 
 
Gráfico 3.1. Mapeo de clientes 
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3.2. Propuestas de Ruteo 
En esta sección plantearan y detallaran las propuestas del presente estudio, las 
cuales se basan en los principios expuestos en el marco teórico descrito en un 
comienzo. Para cada propuesta se realizará una descripción paso a paso de 
cómo es que llegamos a la solución. 
3.2.1. Propuesta 1: Por cercanía de Puntos 
 
La primera propuesta se basa en el método asignar primero y rutear después, 
ya que estamos formando los grupos de acuerdo a que tan cerca se encuentran 
los puntos entre ellos y luego se creará una ruta que visite a todos estos puntos 
o clientes mediante el método de los ahorros. A continuación en el gráfico 3.2 








































Gráfico 3.2. Formación de clusters propuesta 1 
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En el gráfico 3.2 mostramos los siete (7) grupos que se han formado para 
esta primera propuesta tomando en cuenta la cercanía entre ellos. Cada 
grupo está conformado por seis (6) puntos excepto por los clusters A y B, lo 
cuales poseen cinco (5) y siete (7) respectivamente. Para esta primera 
propuesta y para la siguiente se tomará en cuenta sólo siete (7) puntos por 
grupo como máximo, esto debido a la capacidad del tipo de transporte que 
utilizan en la empresa. 
 
Ahora pasaremos a describir como hemos aplicado el método del ahorro, 
también conocido como el algoritmo de Clarke y Wright, para encontrar la 
ruta que visite a todos los puntos dentro de un cluster específico, tomaremos 
al cluster A como ejemplo para nuestra descripción. 
 
Nota: todas las distancias están dadas en kilómetros.  
 








2. Definición de los costos (distancias) de hacer un viaje desde el origen 










PUNTOS 1 2 4 3 5
1 1.46           3.07           4.04           5.08           
2 1.46           1.53           3.16           4.37           
4 3.07           1.53           2.98           4.91           
3 4.04           3.16           2.98           4.04           








1 3.70           
2 5.02           
3 9.85           
4 7.82           
5 10.30         
j
Tabla 3-1. Matriz de distancias entre puntos cluster A – Propuesta 1 
Tabla 3-2. Costos del origen al punto cluster A – Propuesta 1 
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3. Elaboración de la matriz de ahorros. 
Para el cálculo de ahorro utilizamos la siguiente fórmula: 
 
                  
 
 
En la tabla 3.3 observamos que algunas celdas rellenas de amarillo y 
otras de verde, esto es porque las de amarillo son los ahorros 
considerados para la elaboración de nuestra ruta; mientras que, las de 
color verde significan que esos ahorros no cumplen con alguna de las 
restricciones, es por ello que no se les toma en cuenta. 
 
4. Construcción del modelo de la ruta seleccionada. 











Sij 1 2 4 3 5
1 7.26           8.45           9.51           8.92           
2 7.26           11.32         11.71         10.95         
4 8.45           11.32         14.69         13.21         
3 9.51           11.71         14.69         16.11         
5 8.92           10.95         13.21         16.11         
2 2 2 2 2
2 2 2 1 1
2 2 1 0 1
2 1 0 0 1












Gráfico 3.3. Ejemplo 1 - método de ahorros 
Tabla 3-3. Matriz de ahorros cluster A – Propuesta 1 
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 Segunda interacción:      
 
Para esta interacción se ha tomado en cuenta el mayor ahorro, el cual 





























0 - 1 - 0
0 - 2 - 0
0 - 3 - 0
0 - 4 - 0
0 - 5 - 0
RUTA
0 - 1 - 0
0 - 2 - 0
0 - 3 - 5 - 0













Gráfico 3.4. Ejemplo 1 - después de la 1era interacción 
Gráfico 3.5. Ejemplo 1- después de la 2da interacción 
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 Tercera interacción:      
 
Para esta interacción se ha tomado en cuenta el siguiente mayor ahorro 
posible que cumpla con las condiciones, el cual fue de 14.69 que se dio entre 












 Cuarta interacción:      
 
Para esta interacción se ha tomado en cuenta el siguiente mayor ahorro 
posible que cumpla con las condiciones, el cual fue de 11.32 que se dio entre 















0 - 1 - 0
0 - 2 - 0
0 - 4 - 3 - 5 - 0
RUTA
0 - 1 - 0













Gráfico 3.6. Ejemplo 1 - después de la 3era interacción 
Gráfico 3.7. Ejemplo 1 - después de la 4ta interacción 
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 Quinta interacción:      
 
Para esta última interacción se ha tomado en cuenta el siguiente mayor 
ahorro posible que cumpla con las condiciones, el cual fue de 8.92  que se 












En el gráfico 3.9 presentamos la ruta óptima en el plano de la ciudad de 
Lima, después de elaborar el método de los ahorros para esta propuesta. La 
















0 - 2 - 4 - 3 - 5 -1 - 0
A








Gráfico 3.8. Ejemplo 1 - Ruta óptima 
Gráfico 3.9. Ruta óptima – Propuesta 1 
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3.2.2. Propuesta 2: Método del Barrido 
 
 
La segunda propuesta también se basa en el método asignar primero y 
rutear después, pero esta vez se creará una ruta que visite a todos los 
puntos mediante el método del barrido o también conocido como el algoritmo 
de Gillet y Miller. Para la formación de clusters se han realizado los 
siguientes pasos: 
 
 Asumimos las coordenadas         , en donde    será el almacén y 
   el ángulo que forman los clientes con este. 
 Se formaron siete (7) clusters conformados por seis (6) puntos, 
comenzando con los clientes que poseen el menor ángulo con 
respecto del almacén, así hasta completar los siete (7) grupos.   
 
A continuación en el gráfico 3.10 observamos el resultado de la aplicación 





























Gráfico 3.10. Formación de clusters – Propuesta 2 
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Ahora nos toca explicar cómo hemos efectuado el algoritmo de Clarke y 
Wright para esta propuesta, en donde, también, buscamos encontrar una 
ruta que visite a todos los puntos dentro de un grupo dado, en esta 
oportunidad analizaremos el cluster C2  para mostrar el detalle de la 
aplicación. 
 
Nota: todas las distancias están dadas en kilómetros. 
 
1. Construcción de matriz de distancias entre los puntos del cluster. 
 
 
2. Definición de los costos (distancias) de hacer un viaje desde el origen 










3. Elaboración de la matriz de ahorros. 
Para el cálculo de ahorro utilizamos la siguiente fórmula: 
 





33 34 35 36 37 40
33 3.44           3.99           4.70           5.10           4.18           
34 1.01           2.01           6.08           7.26           
35 1.04           5.55           7.44           
36 5.20           7.69           





33 22.72         
34 16.16         
35 16.38         
36 16.90         
37 27.29         
40 30.80         
j
Tabla 3-4. Matriz de distancias entre puntos cluster C2 – Propuesta 2 
Tabla 3-5. Costos del origen al punto cluster C2 – Propuesta 2 





En la tabla 3-6 observamos que algunas celdas rellenas de amarillo y 
otras de verde, esto es porque las de amarillo son los ahorros 
considerados para la elaboración de nuestra ruta; mientras que, las de 
color verde significan que esos ahorros no cumplen con alguna de las 
restricciones, es por ello que no se les toma en cuenta. 
 


















Sij 33 34 35 36 37 40
33 35.44         35.12         34.92         44.92         49.34         
34 31.54         31.04         37.37         39.70         
35 32.24         38.13         39.75         
36 38.99         40.01         
37 53.66         
40
2 2 2 2 2 2
2 2 2 2 1 1
1 2 2 2 1 0
1 2 2 1 0 0
0 1 2 1 0 0











Gráfico 3.11. Ejemplo 2 – método de ahorros 
Tabla 3-6. Matriz de ahorros cluster C2 – Propuesta 2 



















Segunda interacción:        
 
 
Para esta interacción se ha tomado en cuenta el mayor ahorro, el cual fue de 


















Tercera interacción:        
 
Para esta interacción se ha tomado en cuenta el siguiente mayor ahorro 
posible que cumpla con las condiciones, el cual fue de 49.34 que se dio entre 









0 - 33 - 0
0 - 34 - 0
0 - 35 - 0
0 - 36 - 0
0 - 37 - 0









0 - 33 - 0
0 - 34 - 0
0 - 35 - 0
0 - 36 - 0
0 - 37 - 40 - 0
Gráfico 3.12. Ejemplo 2 – después de la 1era interacción 
Gráfico 3.13. Ejemplo 2 – después de la 2da interacción 















Cuarta interacción:        
 
Para esta interacción se ha tomado en cuenta el siguiente mayor ahorro 
posible que cumpla con las condiciones, el cual fue de 38.99 que se dio entre 











Quinta interacción:        
 
Para esta interacción se ha tomado en cuenta el siguiente mayor ahorro 
posible que cumpla con las condiciones, el cual fue de 35.44 que se dio entre 














0 - 37 - 40 - 33 - 0
0 - 34 - 0
0 - 35 - 0









0 - 36 - 37 - 40 - 33 - 0
0 - 34 - 0
0 - 35 - 0
Gráfico 3.14. Ejemplo 2 – después de la 3era interacción 
Gráfico 3.15. Ejemplo 2 – después de la 4ta interacción 

















Sexta interacción:        
 
 
Para esta última interacción se ha tomado en cuenta el siguiente mayor 
ahorro posible que cumpla con las condiciones, el cual fue de 32.24 que se 






























0 - 36 - 37 - 40 - 33 - 34 - 0









0 - 36 - 37 - 40 - 33 - 34 - 35 - 0
Gráfico 3.16. Ejemplo 2 – después de la 5ta interacción 
Gráfico 3.17. Ejemplo 2- Ruta óptima 
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En el gráfico 3.18 observamos la ruta óptima en el plano de la ciudad de Lima, una vez  elaborado el algoritmo de Clark y 




Fuente: Google Maps (2011) 
 
Gráfico 3.18. Ruta óptima – Propuesta 2 
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3.2.3. Propuesta 3: Route First – Cluster Second (Gran Ruta) 
A continuación describiremos la propuesta basada en el método de rutear 
primero y asignar después, en donde, mediante el método del ahorro se 
encontró la gran ruta para los cuarenta y dos puntos a tratar, a partir de los 
resultados obtenidos se formaron siete clusters, debido a que se tiene como 
restricción la capacidad del camión que solo puede abastecer como máximo 
hasta seis puntos en una sola ruta, excepto casos especiales como lo vimos 
en la propuesta 1. 
En la propuestas anteriores primero se formaban los clusters y luego se 
aplicaba el método de Clark y Wright para encontrar la solución óptima en 
cada cluster, ahora haremos el procedimiento inverso. En primer lugar, se 
encontrará la ruta óptima para todos los puntos como si se tratara de un 
cluster con cuarenta y dos puntos y ya no con seis. Como hemos explicado 
para las anteriores propuestas tenemos que seguir cada uno de los pasos 
para resolver el método de ahorros, debido a la extensión de los puntos (42) 
el procedimiento se puede observar en el anexo electrónico llamado: 
“Distancias_Propuesta_3”.  
Para encontrar la ruta óptima primero hallamos las distancias desde las 
tiendas hacia el almacén principal. Luego calculamos las distancias entre 
cada uno de los cuarenta y dos puntos llegando a la matriz final de 
distancias, con ello realizamos la matriz de ahorro aplicando la siguiente 

























Luego pasamos a la formación de clusters tomando como restricción el 













Fuente: Google Maps (2011) 
 
Fuente: Google Maps (2011) 
 
Gráfico 3.19. Gran ruta – Propuesta 3 
Gráfico 3.20. Formación de clusters – Propuesta 3 
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Finalmente, en el gráfico 3.21 observamos la ruta que se debe seguir desde 
el almacén principal hacia las tiendas para cada cluster formado en la 
presente propuesta: 
 
Fuente: Google Maps (2011) 
 
Gráfico 3.21. Formación de clusters incluyendo gran ruta – Propuesta 3 
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3.2.4. Propuesta 4: Modelo Matemático por Cercanía de Puntos   
En la presenta propuesta utilizaremos el método aplicado en la propuesta 
uno para la formación de clusters; es decir, partiremos del hecho que ya se 
han formado los clusters por cercanía de puntos. La diferencia es que esta 
vez ya no lo resolveremos por el método del ahorro, sino mediante el modelo 
matemático que plantea el problema del agente viajero TSP (por sus siglas 
en inglés Travelling Salesman Problem). 
A continuación plantearemos dos tipos de problemas que se pueden 
presentar al momento de realizar la programación lineal, se tomaran como 
ejemplos los clusters A y B formados por cercanía de puntos, para ello 
tenemos los siguientes PL: 
CLUSTER A: 
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En este caso no hay necesidad de colocar la restricción que evita la 
presencia de sub-tours, por lo tanto, basta con la programación lineal 
planteada para resolver el problema. Utilizamos el software LINDO, el cual 
es una herramienta de optimización.  
 
En el gráfico 3.22 observamos la formulación en LINDO, la cual nos dará a 






Luego el software LINDO resuelve el problema presentando la solución en 
un reporte, en el que indica el valor de la función objetivo, además detalla los 
valores de cada una de las variables de decisión, para nuestro caso sólo 
serán 1 y 0, ya que nuestro modelo es un problema de asignación. En el 
gráfico 3.23 observamos el reporte que nos brinda el LINDO, en el cual se 
interpreta que la ruta elegida para el cluster A sería:    O-1-2-4-3-5-O,  














Ahora analizaremos un caso en el que si es necesario incluir la restricción 
para evitar sub-tours, como lo fue para el cluster B, presentamos la 
programación lineal:   
CLUSTER B: 
                      
 
                                                                
                                                         
 
                 
 
 
                   
 
                                                 
                                                                            
                                                                              
                                                                               
                                                                              
                                                                             
                                                                               
                 
Gráfico 3.23. Reporte cluster A - LINDO 
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De la misma manera se ingresa la programación lineal planteada al software 
LINDO, para la resolución del mismo, nótese la diferencia en la última restricción, 
para llegar a esta primero se corrió el modelo matemático sin considerar la 
posibilidad de sub-tour como lo hicimos para el cluster A, en el reporte que nos 
arrojó LINDO la solución óptima incluía un sub-tour, es por ello que se agregó la 
última restricción para evitar este tipo de complicaciones. Finalmente se ingresó el 
modelo matemático al software de la siguiente forma: 
   
Gráfico 3.24. Programación lineal cluster B -LINDO 
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Acto seguido, el LINDO nos presenta el resultado de la formulación vista en el 























La interpretación del reporte nos indica que la ruta óptima para el cluster  B, 
según el modelo de la programación lineal, es la siguiente: O-33-32-40-31-42-
30-29-O, recorriendo una distancia de 61.19 Km. 
El mismo procedimiento es seguido para los demás clusters, tanto para la 
propuesta 1 (por cercanía de punto) como para la propuesta 2 (método del 




Fuente. Elaboración propia – Google Maps 
 
Fuente. Elaboración propia – Google Maps 
 
Gráfico 3.25. Reporte cluster B - LINDO 
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CLUSTER A: O-1-2-4-3-5-O 17.01 
CLUSTER B: O-33-32-40-31-42-30-29-O 61.19 
CLUSTER C: O-21-22-24-23-41-37-O 39.9 
CLUSTER D: O-15-18-13-12-14-17-O 35.16 
CLUSTER E: O-36-39-38-35-34-28-O 25.13 
CLUSTER F: O-19-20-25-26-27-9-O 26.44 




3.2.5. Propuesta 5: Modelo Matemático por el método del Barrido 
En la presenta propuesta utilizaremos el método aplicado en la propuesta 
dos para la formación de clusters; es decir, partiremos del hecho que ya se 
han formado los clusters por el método del barrido. La diferencia es que esta 
vez ya no lo resolveremos por el método del ahorro, sino mediante el modelo 
matemático que plantea el problema del agente viajero TSP (por sus siglas 
en inglés Travelling Salesman Problem). 
A continuación plantearemos el tipo de problema más complejo que se 
puede presentar al momento de realizar una programación lineal de este 
tipo; es decir es necesario incluir  restricciones para evitar sub-tours. Se 
tomara como ejemplo el cluster 3 formado por el método del barrido, para 







                                  
                                                               
                                                  
 
                   
 
   
                  
                                                                                                                             
                                                                                                 
                                                                                               
                                                                                              
                                                                                                          
                                                                                                              
               
                                
                                     
                                     
                                     
                                     
                                     
                                     
                                                                    
                     
                                                    
                     
  
                     
           
 
 
De la misma manera se ingresa la programación lineal planteada al software 
LINDO como vemos en el gráfico 3.26, para la resolución del mismo, nótese 
la diferencia en las últimas restricciones, para llegar a estas primero se corrió 
el modelo matemático sin considerar la posibilidad de sub-tour como lo 
hicimos para el cluster A, en el reporte que nos arrojó LINDO la solución 
óptima incluía un sub-tour, es por ello que se agregó estas últimas 
restricciones para evitar este tipo de complicaciones. Finalmente se ingresó 




























Gráfico 3.27. Reporte cluster 3 - LINDO 
Gráfico 3.26. Programación lineal cluster 3 - LINDO 
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La interpretación del reporte nos indica que la ruta óptima para el cluster  3, 
según el modelo de la programación lineal, es la siguiente:  
O-39-22-24-23-41-38-O, recorriendo una distancia de 34.50 Km. 
El mismo procedimiento es seguido para los demás clusters para la propuesta 2 
(método del barrido), lo que finalmente nos lleva a la siguiente tabla de 
resultados: 




CLUSTER 1: O-28-29-30-42-31-32-O 56.42 
CLUSTER 2: O-34-33-40-37-36-35-O 34.57 
CLUSTER 3: O-39-22-24-23-41-38-O 34.5 
CLUSTER 4: O-1-19-26-25-21-20-O 26.21 
CLUSTER 5: O-8-17-18-15-27-9-O 25.4 
CLUSTER 6: O-4-6-12-13-14-16-O 32.07 




Más adelante en la evaluación de resultados analizaremos las todas las 
propuestas con las que se llegara a escoger la mejor de ellas. 
 
 
3.2.6. Propuesta 6: Modelo Computacional 
Finalmente, tenemos la propuesta computacional, para la cual también se 
buscará resolver el problema de ruteo de vehículos, pero esta vez mediante 
el software Scilab en la versión 4.1. Este software nos proporciona una serie 
de herramientas para la resolución de problemas tipo VRP; sin embargo, se 
ha escogido la función de Hamilton, lo que hace la función es encontrar un 
circuito hamiltoneano (si es que existe) de un gráfico dirigido g que para 
nuestro caso está conformado por las 42 tiendas. 
Elaboración propia 
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Los input necesario para compilar el programa son las coordenadas de los 
42 puntos más el almacén, además los posibles arcos que existe como 
variable de unión. En el anexo electrónico “Coordenadas” dentro de la 
carpeta “Propuesta 5” observamos el cálculo realizado para obtener los 
datos de entradas del programa. En el gráfico 3.26 se muestra cómo es que 









Los datos ingresados corresponden a los 5 primeros puntos y el almacén, 




Fuente: Scilab 4.1 
 








En el gráfico 3.27 apreciamos el resultado obtenido a través del Scilab 4.1, 
en cual podemos identificar que la ruta propuesta por el software sería la 
siguiente: O-5-3-2-4-1-O.  
Finalmente, en el anexo 2 podemos observar el resultado final del modelo 







Fuente: Scilab 4.1 
 
Gráfico 3.29. Resultado del método Hamiltoneano 
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CAPÍTULO 4. EVALUACIÓN DE RESULTADOS 
En el presente capítulo se realizará la evaluación de todos los resultados obtenidos 
a partir de las propuestas planteadas en el capítulo anterior. En primer lugar, 
comenzaremos determinar el factor de linealidad, el cual nos indicará la proporción 
existente entre la distancia ideal, ya calculada para cada una de las propuestas, y la 
distancia real. Luego realizaremos el análisis de dimensionamiento real de las 
propuestas mostrando algunos ejemplos con las rutas reales que seguiría el 
transportista para llegar a las tiendas de un cluster determinado. Además, 
compararemos las propuestas mostrando las diferencias y similitudes encontradas 
y, finalmente, seleccionaremos la mejor propuesta. 
4.1 Factor de Linealidad 
En la presente investigación hemos utilizado o nos hemos basado 
específicamente en las distancias ideales; es decir, no se han tomado en cuenta 
las calles por donde pasaría el transporte ni el sentido de estas; por tanto, no 
hemos considerado las distancias reales necesarias para llegar de una tienda a 
otra, es aquí donde entra a tallar lo que llamamos el factor de linealidad.  
El factor de linealidad se puede definir como el coeficiente por el cual es 
multiplicada la distancia ideal para obtener la distancia real que el transporte 
recorrería si considera las calles y el sentido de la ruta propuesta. Entonces el 
factor se halla de la siguiente manera: 
 
                     
     
      
 
 
En donde tenemos: 
     : Distancia real recorrida por la ruta propuesta 
      : Distancia ideal recorrida por la ruta propuesta 
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El objetivo principal del el cálculo del factor de linealidad es obtener un valor 
aproximado de la distancia real para poder medir cierto indicadores como el 
combustible por cluster o el tiempo total de abastecimiento, bajo el supuesto de 
una velocidad constante del transporte. 
 
A continuación presentamos en la tabla 4-1 el cuadro resumen de los cálculos 






Propuesta 1 1.407 0.146 
Propuesta 2 1.410 0.171 
Propuesta 3 1.330 0.199 
Propuesta 4 1.402 0.155 
Propuesta 5 1.398 0.051 
Propuesta 6 1.351 0.057 




En conclusión, para dar un ejemplo podríamos decir si es que la distancia ideal 
de un punto a otro es 10 Km, la distancia tomando en cuenta las calles o 
carreteras sería aproximadamente 13.83 Km. con una variación de 130 m. 
 
El detalle de todos los cálculos hechos para llegar a los resultados planteados 








Tabla 4-1. Cuadro resumen del factor de linealidad 
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4.2 Dimensionamiento Real 
Como mencionamos en el capítulo anterior, obtener las distancias reales es un 
factor clave, ya que sin estas no podríamos elegir la mejor propuesta, además 
los modelos planteados no se ajustarían a la realidad, y por ende los indicadores 
de medición serían erróneos o fuera de un proceso real.  
El dimensionamiento real lo hemos hallado con la ayuda de una herramienta de 
Google: Google Maps, la cual nos brinda la opción de unir dos o más puntos 
tomando en cuenta las calles y el sentido de las mismas y como resultado nos 
proporciona la distancia de una ruta en kilómetros.  
En el punto anterior mostramos el cuadro resumen para cada una de las 
propuestas, ahora presentaremos un ejemplo de cada propuesta, para su 
realización escogeremos un cluster de cada uno. 
En el gráfico 4.1 observamos la ruta real para el cluster A de la propuesta por 
cercanía de puntos, es decir, las calles por donde pasaría el transporte, la cual 















Fuente: Google Maps (2011) 
 
Gráfico 4.1. Ruta real cluster A – Propuesta 1 
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En el gráfico 4.2 observamos la ruta real para el cluster 5 de la propuesta del 

















En el gráfico 4.3 observamos la ruta real para el cluster 4 de la propuesta de 















Fuente: Google Maps (2011) 
 
Fuente: Google Maps (2011) 
 
Gráfico 4.2. Ruta real cluster 5 – Propuesta 2 
Gráfico 4.3. Ruta real cluster 4 – Propuesta 3 
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En el gráfico 4.5 observamos la ruta real para el cluster 3 de la propuesta del 

















Fuente: Google Maps (2011) 
 
Fuente: Google Maps (2011) 
 
Gráfico 4.4. Ruta real cluster C – Propuesta 4 
Gráfico 4.5. Ruta real cluster 3 – Propuesta 5 
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Ahora presentamos el cuadro resumen final de las distancias reales para cada 







PROPUESTA 1 345.30 
PROPUESTA 2 355.40 
PROPUESTA 3 362.59 
PROPUESTA 4 333.70 
PROPUESTA 5 334.54 




Finalmente, en el anexo electrónico “Evaluación de Resultados” podemos 
encontrar el detalle de las distancias para cada propuesta, en este archivo se 
encontrará la distancia real de cada cluster. 
 
4.3 Diferencias y similitudes entre modelos  
Las propuestas planteadas en el presente estudio tienen diferencias y 
similitudes muy precisas, ya que el problema de ruteo de vehículos para nuestro 
caso está dividido en tres partes: rutear, asignar, y el método de solución. 
También debemos analizar el orden en que se va a rutear y asignar, por dicha 
razón empezaremos a encontrar algunas similitudes y diferencias mostradas al 





Tabla 4-2. Cuadro resumen del dimensionamiento real 
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Primero Asignar: 
Las propuestas por cercanía de puntos (1), el método del barrido (2) y la del 
modelo matemático (4), en primer lugar armar los clusters  para luego llegar una 
solución con un método determinado, el cual analizaremos más adelante. 
Primero Rutear: 
Las propuestas de la gran ruta (3) y el modelo computacional (5) plantean 
primero encontrar la ruta óptima para luego pasar a la formación de clusters 
basándose en su ruteo inicial. 
Método de solución. 
Las propuestas por cercanía de puntos, método del barrido y la gran ruta 
plantean solución el problema por el método de ahorros, mientras que el modelo 
matemático plantea justamente una programación lineal para llegar a la solución 
óptima. Además, el modelo computacional propone llegar a un resultado 
mediante la utilización de un software. 
A continuación en la tabla 4-3 observamos una breve descripción de cada una 








Tabla 4-3. Descripción de Propuestas 
 Propuesta Descripción
PROPUESTA 4 Modelo matemático - Cercanía de ptos
PROPUESTA 5 Modelo matemático - Método del barrido
PROPUESTA 1 Cercanía de puntos - Método del ahorro
PROPUESTA 2 Método del barrido - Método del ahorro
PROPUESTA 3 Gran ruta - Método del ahorro
PROPUESTA 6 Modelo computacional
 59 
4.4 Evaluación cuantitativa de las propuestas  
En la evaluación cuantitativa de los modelos presentaremos las distancias 
ideales para cada una, y luego analizaremos si es que existe alguna diferencia 
con las distancias reales que expondremos al final. 
Las distancias ideales como mencionamos no toman en cuenta las calles ni las 
carreteras ni el sentido de estas, por ende resultan ser menores que las 
distancias reales, es por ello que previamente hallamos el factor de linealidad. 
En la tabla 4-4 observamos la distancia total ideal recorrida por cada modelo, 
además cabe resaltar que la para distancias ideales la propuesta 4.1 es la que 






PROPUESTA 1 239.95 
PROPUESTA 2 247.21 
PROPUESTA 3 267.43 
PROPUESTA 4 233.01 
PROPUESTA 5 237.89 




Ahora realizaremos la comparación con la tabla 4-2 en donde presentamos las 
distancias reales recorridas por cada propuesta, para esto analizaremos las 
diferencias que existen entre las distancias real e ideales, así como la variación 




















PROPUESTA 1 239.95 345.30 105.35 43.90% 
PROPUESTA 2 247.21 355.40 108.19 43.76% 
PROPUESTA 3 267.43 362.59 95.16 35.58% 
PROPUESTA 4 233.01 333.70 100.69 43.21% 
PROPUESTA 5 237.89 334.54 96.65 40.63% 
PROPUESTA 6 286.74 388.70 101.96 35.56% 
 
 
En la tabla 4-5 podemos observar algunos detalles resaltantes: 
 El que mayor incremento tiene cuando se calcula la distancia real es la 
propuesta 1 (por cercanía de puntos). A pesar de ello no es la mayor 
distancia total recorrida. 
 El que menos incremento tiene cuando se calcula la distancia real es la 









Tabla 4-5. Evaluación Cuantitativa de Propuestas 
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4.5 Selección del mejor modelo  
Finalmente llegamos a la selección del mejor modelo, para ello hemos realizado 
el análisis cuantitativo previo, el cual nos arrojó el siguiente resultado: 
 
La tabla 4-6 nos muestra que la mejor propuesta es la del modelo matemático, 
realizado a partir de una formación de cluster por cercanía de puntos 
(propuesta 4), el cual recorre una distancia real de 333.70 Km, siendo así la 













Tabla 4-6. Resultados finales de los modelos 
Puesto Propuesta Descripción Km Total
1 PROPUESTA 4 Modelo matemático - Cercanía de ptos 333.70
2 PROPUESTA 5 Modelo matemático - Método del barrido 334.54
3 PROPUESTA 1 Cercanía de puntos - Método del ahorro 345.30
4 PROPUESTA 2 Método del barrido - Método del ahorro 355.40
5 PROPUESTA 3 Gran ruta - Método del ahorro 362.59
6 PROPUESTA 6 Modelo computacional 388.70
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CAPÍTULO 5. CONCLUSIONES Y 
RECOMENDACIONES 
5.1 Conclusiones 
 El mejor modelo para nuestro estudio y que debería ser elegido es la 
propuesta 4, la cual realiza la formación de clusters a través de la cercanía 
de los puntos y resuelve los mismos mediante una programación lineal 
aplicada que en este caso fue la del ”Agente Viajero”, es elegida debido a 
que recorre la menor distancia no sólo ideal sino también real, lo cual lo hace 
nuestra mejor opción. Las distancias ideales y reales fueron de 239.95 y 
345.30 kilómetros respectivamente. 
 La selección de la mejor propuesta se realiza a partir de las distancias reales 
recorridas por el transporte para cada una de nuestras propuestas, es decir, 
se escoge la mejor propuesta en base a la menor cantidad de kilómetros tal 
que todos los transportes salgan del centro de distribución y se visiten todos 
los puntos analizados. Para esto se ha utilizado el factor de linealidad que 
según el análisis fue de 1.383 con una desviación estándar de 0.130. 
 El ruteo por las calles y las direcciones de las mismas influyen directamente 
en el resultado, ya que esto hace que la distancia total recorrida incremente 
o disminuya. Es por ello que la solución no permite que un vehículo vaya por 
una calle en contra del sentido original o que atraviese parques o divisiones 
que no estén asfaltadas.  
 Todas las propuestas han sido planteadas según la capacidad de 
abastecimiento de la empresa de transporte, ya que esta puede como 
máximo abastecer a 06 tiendas, es por ello que los modelos poseen 06 
puntos. Excepto para el cluster B formador por cercanía de puntos, debido a 
que según la experiencia de los transportistas en base a la demanda si se 
podrían atender todos los puntos que este cluster involucra. Esta restricción 
también se debe a las ventanas de tiempo de atención que poseen las 




 Sería útil calcular los tiempos totales, desde que el transporte llega al 
Almacén para la carga hasta que despacha la mercadería en la última tienda 
asignada, además de calcular los tiempos promedio de carga y descarga en 
las tiendas. Este un factor clave, ya que puede ayudar a aumentar o reducir 
los puntos máximos de visita por cada transporte, haciendo que el modelo se 
ajuste mucho más a la realidad. 
 
 La resolución de un problema de ruteo de vehículos involucra muchas 
variables a tomar en cuenta, por tanto se debe marginar el estudio a tan sólo 
las más relevantes y a las cuales se tenga acceso, caso contrario el estudio 
sería poco práctico y engorroso. Para nuestro caso hemos tomado como 
variable fundamental la distancia recorrida real basada en un límite de 
puntos que se pueden visitar como máximo. Otro caso de estudio podría 
analizar en base a capacidades del medio de transporte como por ejemplo 
metros cúbicos o kilogramos. 
 
 Con este tipo de estudio también denominado como Travelling Management 
System muchas empresas pequeñas podrían reducir costos operativos ya 
que la distribución de sus productos sería óptima, además la inversión 
necesaria para implementar este tipo de proyectos no es considerable.  
 
 El análisis podría servir como base para la elaboración de un algoritmo 
necesario en la configuración de un software que sirva como mejora en el 
proceso de ruteo para una empresa que realiza su propia distribución o para 
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