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Abstract 
This paper proposes a novel method of Particle Swarm Optimization, called Golden Ratio Particle Swarm 
Optimization (GRPSO), based on Golden Ratio found in nature. GRPSO is used for determining optimal thresholds 
for improved image segmentation. The thresholding problem is treated as an optimization problem with an objective 
function based on Tsallis Entropy method. Improved performance of GRPSO in image segmentation is established by 
comparison of objective values achieved by GRPSO with those achieved by Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO) and Bacterial Foraging (BF) Algorithm. 
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1. Introduction    
 
      Image thresholding is a popular method for image segmentation and is used in many image processing 
applications such as optical character recognition [1], infrared gait recognition [2], automatic target 
recognition [3], detection of video changes [4] and medical imaging [5]. Image segmentation is a process 
of dividing an image into different regions such that each region is homogenous and the union of any two 
regions heterogeneous [6]. It serves as a key in image analysis and pattern recognition and is a 
fundamental step towards low-level vision [7], which is significant for object recognition and retrieval, 
face detection (ref: Fig. 1) and other computer-vision-related applications [8]. Most of the segmentation 
algorithms are based on one of two basic properties of intensity values: discontinuity and similarity. 
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Image thresholding, region growing and region splitting and merging are examples of methods in second 
category [9]. 
    From a gray scale image, bilevel thresholding can be used to create binary images, while multilevel 
thresholding determines multiple thresholds which divide pixels into multiple groups. Several techniques 
using Genetic Algorithms (GA) have been proposed to solve multilevel thresholding problem [10][11]. 
GA algorithm poses problems when variables are highly correlated [12]. In recent years, Particle Swarm 
Optimization (PSO), a population based optimization algorithm, is being used for Tsallis entropy based 
thresholding, mainly due to its simplicity, superior convergence characteristics and high solution-quality 
[12]. PSO was first applied for Tsallis entropy thresholding by [12]. In this paper, we introduce Golden 
Ratio Particle Swarm Optimization (GRPSO) and establish its improved performance over PSO. We then 
apply it to image segmentation to determine optimal thresholds by maximizing the objective function (ref: 
Fig. 1). The experimental results show that GRPSO significantly improves image segmentation by 
finding optimal threshold values whose objective function is better than those achieved by GA, PSO and 
BF algorithms. 
 
 
 
 
 
 
 
 
 
 
           
 
 
1. Fundamental Concepts 
1.1. Tsallis Entropy Method 
    The Tsallis entropy is a proposal that generalizes the Boltzmann/Gibbs traditional entropy to non-
extensive physical systems [13]. Entropic segmentation gives good results in many cases and works better 
when applied to noisy images, those in which gray level distribution are typically composed by a 
unimodal histogram. The advantage of the method is the use of a global and objective property of the 
histogram [14]. Consider a gray scale image with L gray levels in the range {0, 1, 2, …., (L-1)}. Let h(i) 
denote the number of pixels of gray level i for 0≤i≤(L-1). Let N denote the number of pixels in the 
image. We therefore have: 
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where  Pi  is an estimate of the probability of occurrence of intensity level i in the image.  
Tsallis multilevel thresholding can be described as below: 
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In the above equations, 1 2,  ,.....,  Mt t t represent threshold levels. Further, 1 2  <.......< Mt t t .The aim of 
PSO algorithm is to maximize equation (2), which is the Tsallis objective function. 
1.2. Particle Swarm Optimization                                                                                                                                                                                                                                                                 
    Particle Swarm Optimization (PSO) is an algorithm inspired by bird-flocking and fish-schooling [15]. 
The algorithm is population-based where a set of potential solutions evolve to approach an optimum 
solution(s) for a problem. PSO method starts with random initialization of a population of particles in the 
search space and works on the social behaviour of the particles in the swarm. The trajectory of each 
individual in the search space is adjusted by dynamically altering the velocity of each particle, according 
to its own flying experience and the flying experience of the swarm. Let X denote the particle‟s position 
and V its corresponding velocity. In N - Dimensional search space, at iteration k, each particle i has its 
position and velocity defined by: 
      ,1 ,2 ,[ , ,......, ]
k
i i i i NX X X X  and  ,1 ,2 ,[ , ,......, ]
k
i i i i NV V V V                                                                    (3)  
Velocity and particle updations are done using the following equations: [16][12]                              
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where i = 1,2,….., p ( p is the swarm size) ;   n = 1,2,….., N;  1c = 2c = 2.  
In equation (4) rand is a random number, PBest represents best position of a particle & GBest represents 
best of all PBest values.  c1 is cognitive parameter and  c2 is social parameter.  
Positions are updated using: 
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In equation (5),  Xmin and Xmax  represent minimum and maximum values of particle positions respectively. 
For optimal thresholding problem, inertia weight W, which is an important parameter for PSO‟s 
convergence, is varied as:       
      max max min max( ) /W W W W Iter Iter                                                       (6) 
where Wmax and  Wmin are the initial and final weight respectively. Iter is the current iteration and  
Itermax is the maximum number of iterations. 
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2. Golden Ratio Particle Swarm Optimization                                        
    The proposed Golden Ratio Particle Swarm Optimization (GRPSO) is based on Golden Ratio (GR) 
[17] found in nature, given by  (1 5) / 2 1.6180339887...GR  The Inverse Golden Ratio (IGR) is 
given by: 1/ 0.6180339887...IGR GR GR and IGR are irrational mathematical constants and have the 
same digits after the decimal point. GR‟s attractiveness stems from the fact that it has an almost uncanny 
way of popping up where it is least expected [17]. GR can be found not only in natural phenomena but 
also in a variety of human-made objects and works of art. It plays a central role in topics ranging from 
fundamental theories of the universe to the stock market. 
      PSO algorithm simulates bird flocking and fish schooling [15], both of which are natural phenomena. 
With GR evident in most aspects of nature, we speculated that incorporating this ratio in PSO could 
improve its performance. Kennedy et al. [15] state: „further research will show whether there is an 
optimum value for the constants (c1 and c2) currently set at 2‟. In Gravitation Field Algorithm, it has been 
established by Ming Zheng et al. [18] that choosing the weights as GR for pace of the motion improves 
speed and efficiency. Considering all the above, we speculated that replacing the learning factors c1 by 
IGR and c2 by GR could improve the performance. Logic behind choosing c2 as GR is the fact that bird 
movement is influenced more by the leader [19]. „Leader‟ in a bird flock is the equivalent of GBest, 
associated with c2. Going by this logic, c1 , which is associated with PBest must be lesser than c2 . Hence 
we choose c1 to be IGR. This ensures that c1 is not just any other number but a manifestation of GR. As 
stated by Ming Zheng et al. [18], the value of GR influencing the swarm may not be a coincidence. To 
verify our speculation and test the performance of GRPSO, the algorithm was tested on 13 bench-mark 
functions. Simulation results show improved performance of GRPSO with respect to quality of solutions 
(i.e. finding the right global minima), percentage convergence and reduced number of iterations. 
 
     The proposed GRPSO is obtained by modifying equation (4) of basic PSO as follows: replace c1 by 
IGR and c2 by GR, resulting in: 
 
      
1
, , , , ,( ) ( ) ( ) ( )
k k k k
i n i n i n i n i nV W V IGR rand PBest X GR rand GBest X           (7) 
 
where IGR = 0.6180339887 and GR = 1.6180339887. With the modified velocity equation, the algorithm 
was tested on bench-mark functions. To avoid the scenario of the particles being trapped in local minima, 
GBest value was considered for 100 iterations. Also, if GBest value doesn‟t change by at least 9910 , then 
it means that a solution is likely and that the particles are not trapped in local minima. It could be argued 
that other values of c1 and c2 also result in reduced number of iterations or increased percentage 
convergence. However, for those values of c1 and c2 which result in reduced number of iterations, the 
convergence is poor and for those values which result in better convergence, the number of iterations 
increases.  
2.1. GRPSO Results 
 
c1 c2 Quality Factor 
2 2 0.28 
GR GR 0.43 
IGR GR 0.59 
   
 
Table 1: Quality Factor for different values of 1c & 2c for Schaffer F6 
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To quantify the performance of GRPSO, a figure of merit called Quality Factor (QF) as defined in 
equation (8) is used. Any improved PSO algorithm should have higher percentage convergence in lesser 
number of iterations. We therefore have: 
 
                              (8) 
 
 
In equation (8), K is the minimum number of iterations which is 101 i.e. (100+1) because, GBest value 
shouldn‟t change by at least 10-99 for 100 iterations. And ideal convergence is obviously 100%. Ideal 
value of QF is therefore:  
      
100%101 1
101ideal
QF  
For Schaffer F6 function, maximum achievable average QF is 0.64 (ref: Fig. 2). It is evident from Table 1 
and Fig. 2 that QF is 0.59 for c1 = IGR and c2 = GR and QF is 0.28 for c1 = c2 = 2. Fig. 2 is plotted by 
varying c1 and c2 from 0.2 to 3.0 in steps of 0.1 for Schaffer F6 function. Colour dark red represents 
values closer to maximum and blue represents minimum values. Fig. 3 shows the QF graph with x-axis 
representing bench mark functions and y-axis representing QF. PSO_x (& GRPSO_x) and PSO_y (& 
GRPSO_y) correspond to QF for x and y dimensions respectively. It is evident from the graph that 
GRPSO has higher QF for all bench-mark functions as compared to PSO. 
 
 
 
  
3. GRPSO Applied to Multilevel Thresholding 
  GRPSO is applied to multilevel thresholding where the objective function given by equation (2) is 
maximized. The number of threshold levels is the dimension of the problem. For „M‟ thresholds, the ith 
particle is represented as: (Xi = Xi,1, Xi,2, Xi,3,....., Xi,M ). GRPSO is implemented with the parameters: 
Number of Iterations = 100; Wmax = 0.4; Wmin = 0.1; c1 = IGR and c2 = GR. In Tsallis objective function, 
the parameter „q‟ is chosen to be 4. [12]. The steps are presented below: 
Step 1: Initialization of swarm: For a population size p = 20, the particles are randomly generated 
between the minimum and the maximum limits of the threshold values. For an 8-bit gray level image, the 
particles are randomly generated between the threshold values 0 and 255. 
Step 2: Evaluation of objective function: The objective function values of the particles are evaluated using 
the objective function given by equation (2). 
Step 3: Initialization of PBest and GBest: The objective values obtained in Step 2 are set as initial PBest  
values for the particles. The best value among all the PBest is the GBest. 
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Step 4: Evaluation of velocity: The new velocity for each particle is computed using equation (7). 
Step 5: Update the swarm: Equation (5) is used to update the position of particles. For the updated 
positions, the values of objective function are calculated. If the new value is greater than (since objective 
function is to be maximized) the previous PBest, the new value is set to PBest. GBest is updated as the 
best of the current PBest values. 
Step 6: Stopping Criteria: If the stopping criteria (here, 100 iterations) are met, the positions of particles 
represented by GBest are the optimal threshold values. Else, the procedure is repeated from step 4. 
4. Multilevel Thresholding Results 
    The performance of GRPSO is tested on 5 standard gray level images of size 512x512. The improved 
performance of GRPSO is established by comparing the objective values achieved by GRPSO with those 
achieved by GA, PSO and BF algorithms. The images used are shown in Fig. 4 and the objective values 
are given in Table 2. The objective values achieved by GRPSO are higher than those achieved by GA, 
PSO and BF. Higher the objective values, better the image segmentation [12]. The optimal threshold 
values are given in Table 3. Using the optimal thresholds achieved by GRPSO, the segmented Lena 
image is reconstructed as shown in Fig. 5(b) for M = 5. The reconstructed image has only 6 (i.e. M+1) 
gray levels (51, 81, 109, 137, 164, 204) as compared to the original image which has 256 gray levels. 
Weighted average of gray levels between thresholds is considered for reconstruction. For example, 
between 0 and the first threshold 65, weighted average gray level value is determined to be 51. 
                                              
          (a)                               (b)                               (c)                                  (d)                             (e)      
Fig. 4: Test Images: (a) Lena  (b) Pepper  (c) Baboon  (d) Cameraman  (e)Airplane 
 
Fig. 5: (a) Original Lena image and its histogram; (b) Reconstructed Lena image and its histogram for M=5. 
         (a)     (b) 
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Table 2: Objective Values for Test Images 
 
Image M Objective Values GA [7] PSO [7] BF [7] Proposed GRPSO 
Lena 
2 0.888900 0.888900 0.888900 0.888900 
3 1.296247 1.296268 1.296278 1.296279 
4 1.654208 1.654255 1.654271 1.654273 
5 1.995717 1.995773 1.995787 1.995792 
Pepper 
2 0.888900 0.888900 0.888900 0.888900 
3 1.296262 1.296274 1.296278 1.296282 
4 1.654225 1.654248 1.654264 1.654284 
5 1.995739 1.995766 1.995771 1.995819 
Baboon 
2 0.888900 0.888900 0.888900 0.888900 
3 1.296202 1.296274 1.296284 1.296277 
4 1.654241 1.654262 1.654266 1.654273 
5 1.995708 1.995737 1.995744 1.995790 
Cameraman 
2 0.888900 0.888900 0.888900 0.888900 
3 1.296141 1.296180 1.296189 1.296251 
4 1.654177 1.654183 1.654190 1.654225 
5 1.995663 1.995669 1.995674 1.995693 
Airplane 
2 0.888900 0.888900 0.888900 0.888900 
3 1.296180 1.296204 1.296223 1.296278 
4 1.654243 1.654262 1.654277 1.654282 
5 1.995768 1.995784 1.995795 1.995805 
Note: M represents level of thresholding. 
 
Table 3: Optimal Thresholds for Test Images 
                            
Image M Optimal Thresholds GA [7] PSO [7] BF [7] Proposed GRPSO 
Lena 
2 120,164 120,164 120,164 104,164 
3 98,159,181 110,149,187 81,124,178 86,128,174 
4 86,120,151,205 85,118,164,200 85,124,161,193 75,112,145,182 
5 95,130,152,173,200 86,117,142,166,196 76,108,136,164,193 65,94,123,150,186 
Pepper 
2 82,154 82,154 82,154 75,147 
3 75,103,182 93,133,179 86,118,190 60,112,160 
4 73,109,141,193 73,121,141,176 71,121,161,197 45,79,124,166 
5 78,105,139,168,200 78,111,141,169,198 70,109,139,169,197 43,76,108,141,174 
Baboon 
2 91,147 91,147 91,147 91,147 
3 111,136,193 108,155,181 111,148,188 72,112,156 
4 94,125,152,177 62,115,144,174 75,114,146,175 65,100,135,167 
5 90,116,139,159,180 84,110,132,153,175 78,106,136,157,179 54,82,111,141,170 
Cameraman 
2 120,154 120,154 120,154 147,198 
3 81,143,170    78,121,173 78,128,178 124,155,203 
4 76,116,148,202 82,122,154,201 91,123,156,211 123,155,198,225 
5 88,118,143,169,205 78,110,133,159,199 70,107,134,158,200  66, 95, 126,156,203 
Airplane 
2 72,153 72,153 72,153 67,135 
3 89,148,172 98,134,192 99,143,193 67,124,175 
4 79,111,153,173 85,117,153,180 68,103,135,182 63,106,143,181 
5 73,98,131,162,192 75,107,134,157,185 61,94,121,150,185 56,88,118,150,183 
5. Conclusion                                                                  
Non-extensive entropy image thresholding is a powerful technique for image segmentation. In this 
paper, we have proposed GRPSO algorithm to perform multilevel thresholding based on Tsallis objective 
function. Objective values achieved by GRPSO have been compared with those achieved by GA, PSO 
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and BF for 5 standard gray level images. It is evident from experimental results that GRPSO achieves 
higher objective values which results in improved image segmentation. 
6. Scope for Further Research 
    Equations (4) and (7) use rand function to generate uniformly distributed random numbers. We 
propose that the digits of the golden ratio be used in place of the rand function since digits of the golden 
ratio may be used as a source of uniformly distributed random numbers. This idea of getting random 
sequences possibly opens up a new efficient way of optimization [20]. Further, using GRPSO, optimal 
multilevel thresholding can be implemented on Extended Yale Face Database B, Grayscale FERET 
Database, INRIA Person Dataset and PASCAL Object Recognition Database.  
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