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Abstrat
In this thesis we are onerned with the development of numerial shemes for the solution
of time-dependent aousti and eletromagneti sattering problems in unbounded domains.
In this setting the method of integral equations is an elegant approah whih transforms the
underlying partial dierential equation to an integral equation on the bounded surfae of the
satterer. The hoie of the time disretization sheme for these equations is ruial for the
stability and auray of the overall numerial method.
In the literature there exist essentially two approahes for whih unonditional stability an
be proved. The rst is based on a Galerkin disretization of oerive spae-time variational
formulations. We propose new types of nite-dimensional spaes for the time disretization
whih allow variable time-stepping and variable order of approximation. Sine the basis fun-
tions of these spaes are C∞-smooth and ompatly supported the quadrature problem arising
in the generation of the system matrix is simplied substantially ompared to the standard
approah. In order to redue the omputational ost to evaluate the arising 4-dimensional
integrals we propose a new quadrature tehnique based on low-rank tensor approximations.
Numerial experiments for a spherial satterer are presented. In order to have suitable refer-
ene solutions for these experiments we derive exat solutions of dierent boundary integral
equations arising for Dirihlet and Neumann problems in aousti sattering.
The seond unonditionally stable approah for the time disretization of time-domain bound-
ary integral equations is based on onvolution quadrature. We apply Runge-Kutta onvo-
lution quadrature and a Galerkin method in spae to the time-domain eletri eld integral
equation arising in eletromagneti sattering. We derive an error analysis for the fully
disrete sheme and perform numerial experiments.

Zusammenfassung
In dieser Arbeit beshäftigen wir uns mit der Entwiklung numerisher Verfahren zur Lösung
von zeitabhängigen akustishen und elektromagnetishen Streuproblemen in unbeshränkten
Gebieten. Die Methode der Integralgleihungen stellt hier eine elegante Herangehensweise
dar, welhe die zugrundeliegende partielle Dierentialgleihung in eine Integralgleihung auf
der beshränkten Oberähe des Streuobjekts transformiert. Die Art der Zeitdiskretisierung
dieser Gleihungen ist wesentlih für die Stabilität und Genauigkeit der gesamten numeri-
shen Methode.
In der Literatur existieren hauptsählih zwei Methoden, für welhe uneingeshränkte Stabi-
lität gezeigt werden kann. Die erste basiert auf einer Galerkin-Diskretisierung von koerziven
Variationsformulierungen in Raum und Zeit. Wir führen eine neue Art von endlihdimension-
alen Räumen für die Zeitdiskretisierung ein, welhe variable Zeitshrittweiten und beliebige
Approximationsordnungen erlauben. Da die Basisfunktionen dieser Räume unendlih oft
stetig dierenzierbar sind und ausserdem einen kompakten Träger besitzen, ist die Quadratur,
welhe zur Erstellung der Systemmatrix benötigt wird, deutlih einfaher als beim Standard-
verfahren. Um den Rehenaufwand zu reduzieren, der benötigt wird um die auftretenden
vierdimensionalen Integrale auszuwerten, shlagen wir ein neues Quadraturverfahren vor,
welhes auf Tensorapproximation basiert. Numerishe Experimente werden für die Streuung
an einer Kugel durhgeführt. Um geeignete Referenzlösungen für diese Experimente zur Ver-
fügung zu haben, leiten wir exakte Lösungen für vershiedene Randintegralgleihungen her,
die bei Dirihlet und Neumann Problemen in der Akustik auftreten.
Die zweite, uneingeshränkt stabile Methode für die Zeitdiskretisierung von zeitabhängigen
Randintegralgleihungen beruht auf Faltungsquadratur. Wir wenden Faltungsquadratur ba-
sierend auf Runge-Kutta Verfahren und eine Galerkin Methode im Raum auf die eletri eld
integral equation im Zeitbereih an, welhe bei elektromagnetishen Streuproblemen auftritt.
Wir leiten eine Fehleranalyse für das diskrete Verfahren her und führen numerishe Experi-
mente durh.

Aknowledgement
First and foremost I would like to thank my supervisor Prof. Stefan Sauter for giving me the
opportunity to write this PhD thesis in his workgroup. I am very grateful for his support,
enouragement and expertise during my time at the University of Zurih. His great interest in
my work led to numerous disussions and a frequent exhange of ideas reating a stimulating
working atmosphere.
I am also deeply grateful to Lehel Banjai and Boris Khoromskij for inviting me several times
to the Max-Plank-Institut in Leipzig. Their patiene in answering all my questions and
many insightful disussions were a great help for me. Here, I also want to thank Jonas
Ballani, who helped me with various tehnial problems during my stays in Leipzig.
I also want to thank all my olleagues who worked with me at the University of Zurih,
espeially María López-Fernández for many fruitful disussions.
Speial thanks go to Corina Simian for her friendship and support during the last two years.
Finally I would like to thank my family for their enouragement and support.
Otober 2011, Zurih Alexander Veit

Contents
Introdution 1
1 Time-Domain Boundary Integral Equations in Aoustis and their Disretization
in Time 5
1.1 Aousti Sattering Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Disretization in Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Galerkin Methods based on Spae-Time Variational Formulations . . . 10
1.2.2 Methods based on Convolution Quadrature . . . . . . . . . . . . . . . 11
Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Exat Solutions for Dirihlet and Neumann Problems in Aousti Sattering 15
2.1 General Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Solutions of the Dirihlet problem V φ = g . . . . . . . . . . . . . . . . . . . . 19
2.2.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Solutions of the Dirihlet problem w/2 +Kw = g . . . . . . . . . . . . . . . 28
2.3.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Solutions of the Dirihlet problems V ψ = −g/2 +Kg and ψ/2 +K ′ψ = Wg 31
2.4.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Solutions of the Neumann problem φ/2 −K ′φ = −h . . . . . . . . . . . . . . 32
2.5.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Solutions of the Neumann problem Ww = h . . . . . . . . . . . . . . . . . . 34
2.6.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.7 Solutions of the Neumann problems v/2 −Kv = −V h and Wv = h/2 +K ′h . 35
2.7.1 The ase n = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7.2 The ase n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Adaptive Time Disretization for Retarded Potentials 39
3.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Integral Formulation of the Wave Equation . . . . . . . . . . . . . . . . . . . 40
3.3 Numerial Disretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Appliation to a problem on the sphere . . . . . . . . . . . . . . . . . . . . . . 46
ix
x Contents
3.5 Quadrature Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Numerial Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.7 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.A Tehnial estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4 Fast Quadrature Tehniques for Retarded Potentials Based on TT/QTT Tensor
Approximation 67
4.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Problem Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Tensor Approximation of Ii,jτ,τ˜ (ϕj , ϕl) . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.1 Matrix-produt states (MPS) tensor formats . . . . . . . . . . . . . . . 73
4.3.2 Quantized-TT (QTT) Approximation of N -d tensors . . . . . . . . . . 74
4.3.3 Sketh of numerial TT/QTT approximation . . . . . . . . . . . . . . 74
4.3.4 Computation of Ii,jτ,τ˜ (ϕj , ϕl) using TT/QTT approximation . . . . . . 75
4.4 Numerial Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4.1 Case 1: Partially enlighted integration domain . . . . . . . . . . . . . 78
4.4.2 Case 2: Completely enlighted integration domain . . . . . . . . . . . . 79
4.4.3 Case 3: Narrow disrete light one . . . . . . . . . . . . . . . . . . . . 81
4.4.4 Case 4: Near eld integrals . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.5 Case 5: Higher order basis funtions in time . . . . . . . . . . . . . . . 83
4.4.6 Example on QTT-ross approximation . . . . . . . . . . . . . . . . . . 84
4.5 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5 Numerial Solution of Exterior Maxwell Problems by Galerkin BEM and Runge-
Kutta Convolution Quadrature 89
5.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Sobolev Spaes and Trae Theorems . . . . . . . . . . . . . . . . . . . . . . . 90
5.3 Integral Formulation for Exterior Sattering Problems . . . . . . . . . . . . . 92
5.4 Numerial Disretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4.1 Time Disretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4.2 Convergene of the semi-disrete sheme . . . . . . . . . . . . . . . . . 97
5.4.3 Spatial Disretization . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4.4 Convergene of the fully disrete sheme . . . . . . . . . . . . . . . . . 103
5.5 Numerial Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5.1 Sattering by a spherial ondutor . . . . . . . . . . . . . . . . . . . . 106
5.5.2 Sattering by a spherial ondutor: low frequeny instability . . . . . 107
5.6 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Introdution
The aurate numerial simulation of wave propagation phenomena plays an important role
in various appliation areas like detetion, mediine, antenna design, underwater aoustis
and many others. Most of these industrial appliations lead to problems with a very large
number of unknowns and therefore an enormous omputational omplexity for their numerial
solution. The development and analysis of eient, aurate and reliable numerial methods
to treat suh problems is therefore of great importane.
Aousti and eletromagneti sattering problems play a signiant role in the appliations
desribed above. They are governed by the salar wave equation and the Maxwell equations
respetively and are often posed as exterior problems in unbounded domains. The question
of interest then reads: Given an inoming aousti or eletromagneti wave that is propagat-
ing towards a bounded obstale of arbitrary shape. Determine the eld that is sattered by
the obstale from the knowledge of the inoming wave and the underlying physial laws of
the wave propagation. The existing literature dealing with suh sattering phenomena is in
large part onerned with problems in the frequeny domain. However, if an inoming wave
is broad band it is often advantageous to ompute diretly in the time-domain sine a wide
range of frequenies is onsidered in only one experiment. The development and analysis of
eient methods for aousti and eletromagneti sattering problems in the time-domain
has gained growing attention in the last years and is the main topi of the present work. In
the literature there exist dierent approahes to treat the arising equations numerially in-
luding domain methods like nite dierene or nite element methods and methods based on
boundary integral equations, whih will be in the fous here. In this approah the unknown
sattered wave whih propagates in the unbounded domain is not omputed diretly. Instead
the problem is redued to an integral equation on the bounded surfae of the satterer whih
has to be solved for an auxiliary funtion. The atual solution of the sattering problem in
the exterior domain an then be obtained via a heap postproessing. This approah has
two important advantages ompared to the domain methods mentioned above. First, sine
the problem is redued to the boundary of the satterer the spae disretization has only to
be performed for a two-dimensional surfae instead of a three-dimensional domain. Seond,
sine the surfae of the obstale is bounded there is no need to introdue artiial boundaries,
whih is neessary, e.g., for nite element methods in order to obtain nite omputational
domains. Therefore the diult question how to hoose suitable boundary onditions for this
artiial boundary beomes superuous.
Numerial methods based on time-domain boundary integral equations (TDBIEs), or alter-
natively retarded boundary integral equations, have now a 50 year history of development.
Although they were unpopular in the beginning due to instabilities their importane inreased
with improved formulations and disretization tehniques. This progress led to a suessful
appliation of these methods to various problems in, e.g., aoustis, eletromagnetis or elas-
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todynamis.
A suessful numerial handling of TDBIEs is losely related to the question how to disretize
these equations in time. In this ontext mainly two approahes are in the fous of urrent
researh for whih unonditional stability an be proved. The rst is due to A. Bamberger
and T. Ha Duong and was introdued in 1986. They derived a oerive spae-time variational
formulation of the boundary integral equation arising in aousti sattering and showed the
stability of onforming Galerkin disretization shemes. Suh formulations ould also be
found for eletromagneti and other wave propagation problems. The seond approah to
disretize TDBIEs in time that we want to mention here is based on onvolution quadrature
introdued by C. Lubih in 1988. This method exploits the fat that TDBIEs an be writ-
ten as a onvolution with respet to the time variable. The ontinuous onvolution is then
approximated by a disrete one only using the Laplae transform of the time-domain kernel
funtion. This is an important advantage ompared to methods whih ompute diretly in
the time-domain sine frequeny domain fundamental solutions are known for a wider lass
of problems whih makes the method onvenient for various appliations. This and the exel-
lent stability properties of the sheme led to an inreasing interest in onvolution quadrature
based time disretizations for retarded potentials in reent years.
In the present work we will be espeially onerned with the development and analysis of
time disretization shemes for TDBIEs based on spae-time variational formulations and
onvolution quadrature. The thesis is mainly based on a olletion of four artiles inorpo-
rated in dierent hapters having its own bibliography list. Solely Chapter 1 is an exeption
and serves as an introdution into the topi. Important boundary integral operators are
dened suh that the neessary boundary integral equations an be derived whih will be
needed in the following. In Chapter 2 we onsider TDBIEs arising for dierent Dirihlet and
Neumann problems in aousti sattering. In the ase of a spherial satterer and speially
hosen right-hand sides whih are separable in spae and time it is possible to redue these
equations to univariate problems in time. We solve these problems analytially whih leads
to exat solutions of the full sattering problems. In Chapter 3 we are onerned with the
time disretization of spae-time variational formulations of TDBIEs arising in sound-soft
obstale sattering. The standard Galerkin approah in spae and time using pieewise poly-
nomial basis funtion leads to diult quadrature problems on ompliated domains when
evaluating the entries of the boundary element matrix. We therefore introdue C∞-smooth
and ompatly supported basis funtions in time whih simplify this problem onsiderably.
Furthermore they easily allow the use of a variable time-stepping and urved surfae pathes
whih is neessary to obtain higher order shemes. The benet of this approah is demon-
strated by numerial experiments in the setting of Chapter 2. Also in this approah the
quadrature that is needed to ompute the entries of the boundary element matrix and whih
has to be performed over the four dimensional unit ube is the most time-onsuming part of
the method. However, due to the smoothness of the integrand there exist various possibilities
to evaluate the arising integrals eiently. In Chapter 4 we propose a quadrature tehnique
based on low-rank tensor approximations. We start from the standard tensor Gauss quadra-
ture approah whih requires the evaluation of the integrand on a four dimensional produt
grid. We show that the orresponding tensors an be ompressed eiently using the tensor
train (TT) and quantized tensor train (QTT) format. The evaluation of the quadrature is
then just a simple tensor operation involving the ompressed tensor and a rank-1 oeients
tensor ontaining the weights of the Gauss quadrature. Various numerial experiments show
the signiant redution of the omputational ost that is needed to ompute the arising
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integrals aurately ompared to the tensor Gauss quadrature approah. In Chapter 5 we
are onerned with eletromagneti sattering problems. We onsider the ase of a perfetly
onduting satterer and disretize the time-domain eletri eld integral equation (EFIE)
using onvolution quadrature in time and a Galerkin method in spae. Here we are espe-
ially onerned with onvolution quadrature based on Runge-Kutta methods whih beame
inreasingly popular in reent years due to good stability estimates and the ability to obtain
higher order shemes in time. We derive an error analysis for the fully-disrete sheme and
illustrate the sharpness of the theoretial estimates by numerial experiments.

1Time-Domain Boundary Integral
Equations in Aoustis and their
Disretization in Time
In this hapter we introdue the sattering problem and give a brief overview of lassial
aousti sattering theory as presented, e.g., in [9, 12, 13℄. We dene the ommon boundary
integral operators and the orresponding boundary integral equations whih will be needed in
the subsequent hapters. Furthermore we reall important properties of the Galerkin as well
as the onvolution quadrature approah for the time disretization of these integral equations.
We restrit our presentation in this hapter to the aousti ase. For sattering problems
arising in eletromagnetis, whih will be the topi in Chapter 5, similar boundary integral
equations an be derived and analyzed (f. [21, 7, 11℄).
1.1 Aousti Sattering Problems
The propagation of aousti waves in a homogeneous medium in R
3
is governed by the salar
wave equation
1
c2
∂2p
∂t2
−∆p = 0,
where p is the aousti pressure and c is the speed of sound in the onsidered medium. In
the following onsiderations we will always set c = 1. This seond order partial dierential
equation desribes the evolution of p as a funtion of position x ∈ R3 and time t ∈ R.
The wave equation is of hyperboli nature whih is reeted in the nite speed of the wave
propagation. Disturbenes, e.g., hanges in the the initial or boundary onditions of suh
problems, do not have, unlike in ellipti or paraboli PDEs, an immediate eet on every
point of the onsidered domain.
In order to study aousti sattering problems we onsider the following setting. Let Ω :=
Ωe ⊂ R3 be an unbounded onneted domain with bounded omplement Ωi := R3\Ω¯ and
Lipshitz boundary Γ = ∂Ωe = ∂Ωi. Suppose that the exterior domain Ω is oupied by a
homogeneous medium and that an inident eld ui, propagating in Ω, hits the satterer Ωi at
a ertain time. Given this setting the diret sattering problem is to determine the aousti
5
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ui
us
us
us
Ωi
Γ
Ω
n
Figure 1.1: Sattering of an inoming wave ui at the obstale Ωi.
pressure us of the sattered eld from the knowledge of ui and the underlying physial laws
of the propagation, i.e., the wave equation (f. Figure 1.1).
In order to solve this problem, suitable initial and boundary ondition have to be employed.
We assume that the inoming wave ui has not reahed the satterer Ωi at time t = 0, suh
that the sattered wave and its derivative at this time and before are zero in the whole
exterior domain. The sattered wave us then satises the equations:
∂2t u
s −∆us = 0 in Ω× [0, T ] , (1.1.1a)
us(·, 0) = ∂tus(·, 0) = 0 in Ω, (1.1.1b)
on a time interval [0, T ] for T > 0. Suitable boundary onditions depend on the material
properties of the satterer. In this thesis aoustially soft satterers will be in the main fous
whih an be modeled with the Dirihlet boundary onditions
us = −ui =: g on Γ× [0, T ] . (1.1.2)
An absorbing satterer an be modeled by replaing the boundary onditions (1.1.2) by
∂nu
s − α∂tus = −∂nui + α∂tui on Γ× [0, T ] , (1.1.3)
where n is the outer unit normal vetor and α is the impedane funtion of Γ. Assuming
that α(x) ≥ 0 ∀x ∈ Γ it an be shown that the problem above is well posed (f. [12, 13℄).
The ase of a sound-hard satterer results from the hoie α ≡ 0, i.e.,
∂nu
s = −∂nui =: h on Γ× [0, T ] (1.1.4)
and is mathematially therefore a Neumann problem.
In order to solve the sattering problem (1.1.1) together with suitable boundary onditions
1.1 Aousti Sattering Problems 7
we use the method of boundary integral equations. Espeially in unbounded domains this
approah shows its natural strength, reduing the original problem to a problem to the
bounded surfae of the satterer. Suitable boundary integral formulations an be obtained
with the following representation formula for the solution u of problem (1.1.1): Let [v] denote
the jump of a funtion v aross Γ, then
u(x, t) =
1
4π
∫ t
0
∫
Γ
∂nyk(x− y, t− τ)[u(y, τ)] − k(x− y, t− τ)[∂nyu(y, τ)]dΓydτ
=
1
4π
∫
Γ
ny · (x− y)
‖x− y‖
(
[u(y, t− ‖x− y‖)]
‖x− y‖2 +
[∂tu(y, t− ‖x− y‖)]
‖x− y‖
)
dΓy
− 1
4π
∫
Γ
[∂nu(y, t− ‖x− y‖)]
‖x− y‖ dΓy ∀(x, t) ∈ Ω\Γ× [0, T ], (1.1.5)
where
k(z, t) :=
δ(t− ‖z‖)
4π‖z‖ (1.1.6)
is the fundamental solution of the wave equation and δ is the Dira delta funtion. The
knowledge of a fundamental solution of the underlying partial dierential equation is an
important requirement for the existene of suh representation formulas. Their availability
an be a serious restrition when using the boundary integral equation method for time-
dependent problems, sine suh solutions are often not known expliitly or they are too
ompliated to handle. See, however, Setion 1.2.2 for a way how to apply the method if only
the fundamental solutions of the orresponding time-harmoni problems are known.
Formula (1.1.5) is a representation of u by so-alled retarded potentials. Due to the ausality
of u, i.e., u(x, t) = 0 in Ω for t ≤ 0, and due to the retarded time argument the integration
has to be performed only on the intersetion of the boundary Γ with the bakward light one.
Note that suh a simple representation by retarded potentials an in general not be obtained
in situations where Huygens priniple is not valid as e.g. for the wave equation in 2D or the
dissipative wave equation.
In order to solve problem (1.1.1) with one of the boundary onditions (1.1.2)-(1.1.4) we need
suitable boundary integral equations. For this purpose we dene the retarded single layer
potential by
Sφ(x, t) :=
1
4π
∫
Γ
φ(y, t− ‖x− y‖)
‖x− y‖ dΓy for (x, t) ∈ Ω\Γ× [0, T ] (1.1.7)
and the retarded double layer potential by
Dv(x, t) :=
1
4π
∫
Γ
ny · (x− y)
‖x− y‖
(
v(y, t− ‖x− y‖)
‖x− y‖2 +
∂tv(y, t− ‖x− y‖)
‖x− y‖
)
dΓy (1.1.8)
for (x, t) ∈ Ω\Γ × [0, T ]. Note that with these denitions the representation formula
(1.1.5) reads:
u(x, t) = D([u])(x, t) − S([∂nu])(x, t). (1.1.9)
Every funtion that an be written in terms of either a single or a double layer potential or
a linear ombination of both satises the wave equation (1.1.1a) and the initial onditions
(1.1.1b). In order to obtain boundary integral equations these integral operators have to be
extended to the boundary Γ.
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Denition 1.1.1 (Time-domain boundary integral operators). Let (x, t) ∈ Γ × [0, T ]. The
single layer potential on the boundary is given by
V φ(x, t) :=
1
4π
∫
Γ
φ(y, t− ‖x− y‖)
‖x− y‖ dΓy, (1.1.10)
whereas the orresponding double layer potential is dened by
Kv(x, t) :=
1
4π
∫
Γ
ny · (x− y)
‖x− y‖
(
v(y, t− ‖x− y‖)
‖x− y‖2 +
∂tv(y, t− ‖x− y‖)
‖x− y‖
)
dΓy. (1.1.11)
Moreover, we dene the normal derivative of the single layer potential as
K ′φ(x, t) :=
1
4π
∫
Γ
nx · (x− y)
‖x− y‖
(
φ(y, t− ‖x− y‖)
‖x− y‖2 +
∂tφ(y, t− ‖x− y‖)
‖x− y‖
)
dΓy. (1.1.12)
Finally the normal derivative of the double layer potential denes the operator
Wv(x, t) := lim
x+∈Ω→x
nx · ∇x+Dv(x+, t). (1.1.13)
With these denitions we an haraterize the jumps of the single layer potential (1.1.7),
the double layer potential (1.1.8) and its normal derivatives when x ∈ Ω\Γ is approahing
the boundary Γ. Let x ∈ Γ and
u|int (x, t) := lim
x−∈Ω−→x
u(x−, t), u|ext (x, t) := lim
x+∈Ω→x
u(x+, t).
Then, the following theorem holds:
Theorem 1.1.2. Let φ and v be suiently regular density funtions and x ∈ Γ. The single
layer potential is ontinuous in R
3
, espeially when rossing the boundary Γ. It holds
Sφ|int (x, t) = Sφ|ext (x, t) = V φ(x, t).
The normal derivative of S is disontinuous when rossing Γ. On the boundary it admits the
values
∂nSφ|int (x, t) =
φ(x, t)
2
+K ′φ(x, t),
∂nSφ|ext (x, t) = −
φ(x, t)
2
+K ′φ(x, t).
The double layer potential is disontinuous when rossing Γ. The limit values are
Dv|int (x, t) = −
v(x, t)
2
+Kv(x, t),
Dv|ext (x, t) =
v(x, t)
2
+Kv(x, t).
The normal derivative of the double layer potential is ontinuous when rossing Γ. It holds
∂nDv|int (x, t) = ∂nDv|ext (x, t) = Wv(x, t).
Note that the operator W ontains a hypersingular kernel equivalent to 1/‖x − y‖3 and the
integral has to be dened as a nite part integral.
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The jump relations in Theorem 1.1.2 now lead to suitable boundary integral equations for
the onsidered sattering problems. We begin with the ase of a soft satterer, i.e., Dirihlet
boundary onditions. Assume that the boundary data u|Γ = g is given. The Dirihlet trae
of (1.1.2) together with the representation formula (1.1.9) leads to the integral equation
V ψ = −g
2
+Kg, (1.1.14)
where ψ = ∂nu|Γ is unknown. Taking the Neumann trae leads in the same way to
ψ
2
+K ′ψ = Wg. (1.1.15)
The integral equations (1.1.14) and (1.1.15) are diret formulations. The unknown in this
ase is the physial quantity ∂nu|Γ. As mentioned before also the ansatz of the solution u as
a single layer potential respetively as a double layer potential
u = Sφ and u = Dw
with unknown density funtions φ and w, satises the wave equation and the initial onditions.
Boundary integral equations based on these potentials therefore read
V φ = g (1.1.16)
and
w
2
+Kw = g. (1.1.17)
The integral equations (1.1.16) and (1.1.17) are referred to as indiret formulations.
Now we onsider the ase of an aoustially hard satterer whih an be modeled with Neu-
mann boundary onditions. We assume that the boundary data h := ∂nu|Γ is given and that
the Dirihlet trae v := u|Γ is unknown. The last denition leads together with (1.1.9) to the
integral equation
v
2
−Kv = −V h. (1.1.18)
Taking the Neumann trae leads to the alternative diret formulation
Wv =
h
2
+K ′h. (1.1.19)
Using the single layer and double layer potential ansatz leads as before to the indiret for-
mulations
φ
2
−K ′φ = −h (1.1.20)
and
Ww = h, (1.1.21)
where φ and w are unknown density funtions. Note that for the ase of an absorbing satterer
with boundary onditions (1.1.3) similar boundary integral formulations an be obtained (f.
[12℄). In Chapter 2 we will derive expliit representations of exat solutions for the problems
(1.1.14)-(1.1.21) on the sphere.
We will fous in this thesis mainly on Dirihlet problems based on the indiret formulation
(1.1.16) involving the single layer potential. Here, the unknown density funtion φ ours
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as the trae dierene of the solution of the exterior and the solution of the interior wave
equation. Sine the solution of the interior problem is governed by the reetions of the
waves inside the satterer, the density funtion φ usually admits an osillatory, non-deaying
shape. In some ases the diret formulation (1.1.14) or (1.1.15) might therefore be easier
to solve than the indiret problem. Note however, that in the ase of non-onvex satterers
osillations might our also for the exterior problem so that the diulty to ompute a
solution with the diret formulation beomes omparable to the indiret formulation.
Existene and uniqueness results for the boundary integral equation (1.1.16) were proved in
[1, 17, 12℄.
1.2 Disretization in Time
One of the key questions for a suessful numerial handling of time-domain boundary integral
equations arising in aoustis or eletromagnetis is how to disretize these equations in time.
The hoie of the disretization sheme has a major impat on the auray, stability and
implementational diulties of the overall numerial method. A large number of methods
use olloation shemes for the time disretization. Unfortunately this approah tends to
exhibit numerial instabilities (f. [14, 5℄). Although several stabilization tehniques suh as
averaging over the last few timesteps (f. [10, 20℄) or impliit time-stepping (f. [6℄) were
proposed a general proof for the stability of these methods is not yet available. In this thesis
we will onentrate on disretization shemes based on spae-time variational formulations as
well as methods based on onvolution quadrature. For both approahes the stability of the
resulting methods an be proved. In the following we briey reall some important properties
of these tehniques.
1.2.1 Galerkin Methods based on Spae-Time Variational Formulations
For the disretization of the TDBIEs above by a Galerkin method in spae and time suitable
spae-time variational formulations are neessary. In 1986 A. Bamberger and T. Ha-Duong
(f. [1℄) developed an approah whih led to a ontinuous and oerive variational formulation
of problem (1.1.16), where instead of a nite time interval [0, T ] the whole positive real
line R+ was onsidered. They showed the existene and uniqueness of a weak solution as
well as unonditional stability of onforming Galerkin approximations by boundary element
methods. The essential idea of obtaining suh results is to transform the time-dependent
boundary integral equation (1.1.16) into frequeny domain using a Laplae transformation.
The transformed equation is a Helmholtz problem with omplex frequeny whih is uniquely
solvable in appropriate Sobolev spaes. Furthermore a variational formulation an be derived
and analyzed for this problem. By applying an inverse Laplae transform the results in the
frequeny domain an then be used to show the orresponding properties in the time-domain
using the Paley-Wiener and Parseval's theorem.
Remark 1.2.1. This approah of proving properties of TDBIEs and obtaining suitable varia-
tional formulations an be applied to several problems, inluding the Dirihlet problem (1.1.17),
the Neumann problems (1.1.20) and (1.1.21) as well as problems with absorbing boundary
onditions (f. [12℄). Furthermore also TDBIEs arising in eletromagneti sattering an be
analyzed in this way (f. [19, 22, 23, 8℄).
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Ha-Duong extended in [12℄ the results of [1℄ to nite time intervals. Let us dene the spaes
H1/2,1/2(Γ× [0, T ]) := L2(0, T ;H1/2(Γ)) ∩H1/2(0, T ;L2(Γ)) (1.2.1)
and
H−1/2,−1/2(Γ× [0, T ]) := L2(0, T ;H−1/2(Γ)) +H−1/2(0, T ;L2(Γ)). (1.2.2)
Now we onsider the variational formulation: Find φ ∈
{
φ | φ˙ ∈ H−1/2,−1/2(Γ× [0, T ])
}
suh
that ∫ T
0
∫
Γ
V φ˙(x, t)ζ(x, t)dt =
∫ T
0
∫
Γ
g˙(x, t)ζ(x, t)dt (1.2.3)
for all test funtions ζ ∈ H−1/2,−1/2(Γ× [0, T ]). Then, the following theorem holds:
Theorem 1.2.2. Let the right-hand side g in (1.1.16) be given suh that g˙ ∈ H1/2,1/2(Γ ×
[0, T ]) and null onditions at t = 0. Then, the variational formulation (1.2.3) admits a unique
solution φ satisfying the stability estimate
‖φ‖H−1/2,−1/2(Γ×[0,T ]) ≤ C‖g˙‖H1/2,1/2(Γ×[0,T ]).
Furthermore φ is a solution of the boundary integral equation (1.1.16).
The onforming Galerkin approah now onsists of replaing the ansatz and test spae
H−1/2,−1/2(Γ × [0, T ]) by a nite dimensional subspae VG. The disretized problem then
reads: Find φG suh that φ˙G ∈ VG and∫ T
0
∫
Γ
V φ˙G(x, t)ζG(x, t)dt =
∫ T
0
∫
Γ
g˙(x, t)ζG(x, t)dt
for all test funtions ζG ∈ VG. The stability of onforming Galerkin solutions is an immediate
onsequene of Theorem 1.2.2.
1.2.2 Methods based on Convolution Quadrature
An alternative approah to disretize TDBIEs in time is based on onvolution quadrature.
It was developed by C. Lubih in [15, 16℄ and has sine then been applied to numerous
problems. We refer the interested reader to the review papers [18, 4℄ and the referenes
therein. In Chapter 5 we briey reall the method and apply it to time-domain boundary
integral equations arising in eletromagnetis.
An important advantage of onvolution quadrature is that only the Laplae transform of
time-domain fundamental solution is required. This feature makes the method appliable to
a large lass of problems, inluding many appliations in engineering, where often only the
Laplae domain kernel funtions are known expliitly. Methods like the Galerkin approah
above, whih ompute entirely in the time domain, are only of limited use for many of
these problems sine the distributional fundamental solutions are too ompliated to handle
numerially, if they exist at all.
Another important property of onvolution quadrature is its unonditional stability whih
is due to the A-stability of the underlying disretization sheme. Here, lassially linear
multistep methods were used to approximate the ordinary dierential equation whih arises
in the onstrution of the method. However, the fat that by Dahlquist's barrier the order of
an A-stable linear multistep method annot be greater than 2, led reently to an inreased
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interest in Runge-Kutta methods to solve these equations numerially. The ability to obtain
higher order methods in time as well as the promising numerial and theoretial results (f.
e.g. [2, 3℄) seem to underline the importane of Runge-Kutta onvolution quadrature for the
disretization of time-domain boundary integral equations.
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2Exat Solutions for Dirihlet and
Neumann Problems in Aousti
Sattering
In Setion 1.1 we introdued various retarded boundary integral equations in order to solve
Dirihlet and Neumann problems in aousti sattering. In the literature there exist dierent
approahes to solve these equations numerially, examples being olloation shemes, meth-
ods based on bandlimited interpolation and extrapolation, onvolution quadrature as well as
methods using spae-time integral equations.
The development of eient and aurate numerial methods for time-domain boundary in-
tegral equations requires a areful implementation and a systemati testing of the shemes
with respet to various parameters. These tasks are not trivial, espeially for general situa-
tions like urved satterers or nonuniform time grids. The availability of exat solutions of
the underlying integral equations for some speial ases is hene very useful.
In this hapter we will derive exat solutions of aousti sattering problems in the ase
where the satterer is the unit ball in R
3
. We onsider diret and indiret formulations for
both Dirihlet and Neumann problems and therefore seek solutions for the problems (1.1.14)-
(1.1.21) involving the single layer operator V , the double layer operator K, the adjoint double
layer operator K ′ and the hypersingular operator W . As we will see in the next setion we
will make extensive use of Laplae transformations. This allows us to transfer the time-
dependent boundary integral equations to univariate problems in time whih an be solved
analytially. The obtained formulas lead to exat solutions of the full sattering problem on
the sphere. They are easy to implement and an therefore serve as referene solutions for
numerial approximations shemes.
The results in this hapter were partially published in [9℄, where we onsidered solutions for
the Dirihlet problem (1.1.16). An easy to use MATLAB sript that implements the obtained
formulas for this ase is available at https://www.math.uzh.h/ompmath/?exatsolutions .
(f. [10℄)
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2.1 General Framework
In this setion we want to show how the retarded boundary integral equations (1.1.14)-(1.1.21)
an be solved analytially on the sphere assuming that the boundary data admits a speial
struture. In general eah of these problems an be written in the form
R1ϕ = R2η (2.1.1)
with unknown density funtion ϕ, boundary data η and boundary integral operators R1, R2 ∈
span {I, V,K,K ′,W}, where I denotes the identity. In order to solve equations of type (2.1.1)
we will use Laplae transformations. Reall the denition of the Laplae transform
φˆ(s) := (Lφ)(s) =
∫ ∞
0
φ(t) e−st dt
with inverse
(L−1φˆ)(s) = 1
2πi
∫ σ+i∞
σ−i∞
φˆ(s) est ds.
Furthermore, we will need properties of the involved boundary integral operators in the
Laplae domain. Therefore we onsider the Helmholtz equation
∆U − s2U = 0.
With the Laplae transform of the time-domain fundamental solution k (f. (1.1.6)), whih
reads
kˆ(s, z) = (Lk)(s, z) = e
−s‖z‖
4π‖z‖ ,
we an dene the single layer potential Vˆ , the double layer potential Kˆ, the adjoint double
layer potential Kˆ ′, and the hypersingular potential Wˆ for the Helmholtz operator on the
surfae Γ by (f. [8℄):
(Vˆ (s)φ)(x) :=
∫
Γ
kˆ(s, x− y)φ(y)dΓy,
(Kˆ(s)φ)(x) :=
∫
Γ
∂ny kˆ(s, x− y)φ(y)dΓy,
(Kˆ ′(s)φ)(x) :=
∫
Γ
∂nx kˆ(s, x− y)φ(y)dΓy ,
(Wˆ (s)φ)(x) := p.f.
∫
Γ
∂nx∂ny kˆ(s, x− y)φ(y)dΓy ,
where we write the last integral formally as an improper integral. Note that Vˆ , Kˆ, Kˆ ′ and
Wˆ are just the Laplae transforms of the orresponding operators in the time domain and
satisfy
L̂φ(s, z) = (Lˆ(s)φˆ(·, s))(x), (2.1.2)
where L ∈ {V,K,K ′,W}. This is a onsequene of the fat that the Laplae transform of
a onvolution in the time domain orresponds to a multipliation in the frequeny domain.
Important properties of these frequeny domain operators on the sphere are stated in the
next theorem.
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Theorem 2.1.1. Let Γ = S2 be the unit sphere and dene
φmn :=
∫
S2
φ(θ, ϕ)Y mn (θ, ϕ)
for a funtion φ, where Y mn are spherial harmonis of degree n and order m in spherial
oordinates (θ, ϕ) with normalization onvention
(
Y mn , Y
m′
n′
)
L2(S2)
= δn,n′δm,m′ . Then, the
operators Vˆ , Kˆ, Kˆ ′ and Wˆ admit the following expansions:
Vˆ (s)φ =
∞∑
n=0
n∑
m=−n
−sjn(is)h(1)n (is)φmn Y mn (θ, ϕ),
Kˆ(s)φ = Kˆ ′(s)φ =
∞∑
n=0
n∑
m=−n
(
−is2jn(is) ∂h(1)n (is) +
1
2
)
φmn Y
m
n (θ, ϕ),
Wˆ (s)φ =
∞∑
n=0
n∑
m=−n
s3∂jn(is) ∂h
(1)
n (is)φ
m
n Y
m
n (θ, ϕ),
where jn are spherial Bessel funtions, i.e.,
jn(x) = (−x)n
(
1
x
d
dx
)n sin(x)
x
and h
(1)
n are spherial Hankel funtions of the rst kind, i.e.,
h(1)n (x) = (−i)n+1
eix
x
n∑
m=0
im
m!(2x)m
(n+m)!
(n−m)! .
Proof. See [7, 1, 8℄.
Corollary 2.1.2. The spherial harmonis Y mn are eigenfuntions of the operators V,K,K
′
and W . It holds
Vˆ (s)Y mn = λ
(Vˆ )
n (s)Y
m
n with λ
(Vˆ )
n (s) := −sjn(is)h(1)n (is), (2.1.3)
Kˆ(s)Y mn = λ
(Kˆ)
n (s)Y
m
n with λ
(Kˆ)
n (s) := −is2jn(is) ∂h(1)n (is) +
1
2
, (2.1.4)
Kˆ ′(s)Y mn = λ
(Kˆ ′)
n (s)Y
m
n with λ
(Kˆ ′)
n (s) := λ
(Kˆ)
n (s), (2.1.5)
Wˆ (s)Y mn = λ
(Wˆ )
n (s)Y
m
n with λ
(Wˆ )
n (s) := s
3∂jn(is) ∂h
(1)
n (is). (2.1.6)
Let us now onsider again problem (2.1.1). We assume from now on that the satterer
is the unit ball in R
3
, i.e., Γ = S2. Sine R1, R2 ∈ span {I, V,K,K ′,W}, these operators
satisfy property (2.1.2). Furthermore the spherial harmonis Y mn are eigenfuntions of the
orresponding operators Rˆ1, Rˆ2 in the Laplae domain with
Rˆ1(s)Y
m
n = λ
(Rˆ1)
n (s)Y
m
n and Rˆ2(s)Y
m
n = λ
(Rˆ2)
n (s)Y
m
n .
In order to solve (2.1.1) we redue the equation to a univariate problem in time. We therefore
adopt the setting in [2℄. For the right-hand side η we assume ausality i.e. η(x, t) = 0 for t ≤
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0 and furthermore that at least the rst time derivative of η vanishes at t = 0. Moreover, η
is supposed to be of the form
η(x, t) = η(t)Y mn .
For the solution ϕ we make the same ansatz ϕ(x, t) = ϕ(t)Y mn with unknown funtion ϕ(t).
Then, problem (2.1.1) deouples and leads to a one dimensional problem in time, sine
R1 (ϕ(t)Y
m
n ) = R2 (η(t)Y
m
n )
⇔ Rˆ1(s) (ϕˆ(s)Y mn ) = Rˆ2(s) (ηˆ(s)Y mn )
⇔ λ(Rˆ1)n (s) ϕˆ(s) = λ(Rˆ2)n (s) ηˆ(s).
Rearranging terms and applying an inverse Laplae transformation nally leads to an expres-
sion for ϕ:
ϕ(t) =
∫ t
0
η(τ)L−1
(
λ
(Rˆ2)
n
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.1.7)
Note that ϕ(t)Y mn with ϕ(t) as above is a solution of the full problem (2.1.1) in the ase
where Γ = S2 and η(x, t) = η(t)Y mn . In the following setions we will ompute exat solu-
tions of the Dirihlet and Neumann problems (1.1.14)-(1.1.21) with formula (2.1.7) and the
appropriate hoie of R1 and R2. Note that therefore the Laplae inversion of the quotient
of the eigenvalues of these operators is the ruial step. Unless otherwise stated we will use
the formulas in [3℄ for these inversions.
Before we proeed with the omputation of (2.1.7) for the dierent ases, note that with
the above formulas it is also possible to nd an expression for the solution ϕ(x, t) in (2.1.1)
for more general right-hand sides.
Theorem 2.1.3. Let η in (2.1.1) be ausal and assume that ∂t η (x, 0) = 0,∀x ∈ S2. Let η
be of the form
η(x, t) =
∞∑
n=0
n∑
m=−n
ηn,m(t)Y
m
n .
Then, the solution ϕ has the form
ϕ (x, t) =
∞∑
n=0
n∑
m=−n
ϕn,m(t)Y
m
n ,
where
ϕn,m =
∫ t
0
ηn,m (τ)L−1
(
λ
(Rˆ2)
n
λ
(Rˆ1)
n
)
(t− τ) dτ.
Note that the expressions in Theorem 2.1.3 are onsidered as formal series. However, in
the ase of a Dirihlet problem with R1 = V and R2 = I, whih will be in the main fous
in this thesis, the existene and uniqueness results in [5℄ imply that for given right-hand side
η with η˙ ∈ H1/2,1/2(Γ× [0, T ]), where suiently many time derivatives vanish at t = 0 the
solution ϕ exists in H−1/2,−1/2(Γ× [0, T ]).
If only nitely many Fourier oeients of η are non-zero, then, the expansion of ϕ and the
existene in the lassial pointwise sense is obvious.
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2.2 Solutions of the Dirihlet problem V φ = g
In this setion we will derive exat solutions and some analyti properties of these solutions for
Dirihlet problem (1.1.16). As in the last setion we assume that the boundary of the satterer
Γ is the unit sphere in R3. As shown above a right hand side of the form g(x, t) = g(t)Y mn
leads to a solution of the form φ(x, t) = φ(t)Y mn , where
φ(t) =
∫ t
0
g(τ)L−1
(
1
λ
(Vˆ )
n
)
(t− τ)dτ. (2.2.1)
In order to nd an expliit representation for φ(t), it is neessary to nd the inverse Laplae
transform of 1/λ
(Vˆ )
n (s). With the formulas [4, Se. 8.467 and 8.468℄ we get:
λ(Vˆ )n (s) = In+ 1
2
(s)Kn+ 1
2
(s) =
yn(−1s )yn(1s ) + (−1)n+1y2n(1s ) e−2s
2s
, (2.2.2a)
where
yn(s) :=
n∑
k=0
(n, k)sk and (n, k) :=
(n+ k)!
2kk!(n− k)! (2.2.2b)
are the Bessel polynomials (see [6, Se. 4.10℄). This is equivalent to
λ(Vˆ )n (s) = (−1)n
θn(s)
2s2n+1
(
θn(−s)− θn(s) e−2s
)
,
where θn are the reversed Bessel polynomials
θn(s) :=
n∑
k=0
(n, k)sn−k.
After some manipulations we therefore get for the inverse Laplae transform
L−1
(
1
λ
(Vˆ )
n
)
= 2δ′ + (−1)n2 ∂tL−1
(
θ˜2n−2(s) + (−1)nθn(s)2 e−2s
θn(−s)θn(s)− θn(s)2 e−2s
)
, (2.2.3)
where
Pmax(0,2n−2) ∋ θ˜2n−2(s) = s2n − (−1)n θn(−s)θn(s).
We expand the term in the brakets in the right-hand side of (2.2.3) with respet to ε = e−2s
about 0 and obtain
θ˜2n−2(s) + (−1)nθn(s)2 e−2s
θn(−s)θn(s)− θn(s)2 e−2s =
θ˜2n−2(s)
θn(−s)θn(s)︸ ︷︷ ︸
R
(1)
n
(2.2.4)
+
∞∑
k=1
{
(−1)n θn(s)
k
θn(−s)k e
−2ks︸ ︷︷ ︸
R
(2)
n,k
+
θ˜2n−2(s)θn(s)k−1
θn(−s)k+1 e
−2ks︸ ︷︷ ︸
R
(3)
n,k
}
.
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The omputation of the inverse Laplae transforms of R
(1)
n , R
(2)
n,k and R
(3)
n,k boils down to the
inversion of rational funtions. This is done with the formulas in [3, Se. 5.2℄. Note that
θn(s) is a polynomial of degree n and has exatly n omplex-valued, simple zeros (f. [6℄).
Let
θn(αi) = 0 for i = 1 . . . n, where αi = α
re
i + iα
im
i with α
re
i , α
im
i ∈ R.
It follows that the zeros of θn(−s) are −α1, . . . ,−αn. Thus we get
L−1
(
R(1)n
)
(t) =
n∑
j=1
c
(1)
n,j e
αjt+c˜
(1)
n,j e
−αjt .
Sine the solution φ is real, we may restrit our onsideration to the real part of L−1(R(1)n ).
We denote the real part of c
(1)
n,j by c
(1),re
n,j and its imaginary part by c
(1),im
n,j . The notations for
c˜
(1)
n,j are hosen aordingly. We obtain
L−1
re
(
R(1)n
)
(t) =
n∑
j=1
c
(1),re
n,j e
αrej t cos(αimj t)− c(1),imn,j eα
re
j t sin(αimj t)
+ c˜
(1),re
n,j e
−αrej t cos(−aimj t)− c˜(1),imn,j e−α
re
j t sin(−αimj t).
Remark 2.2.1. In Setion 2.2.1 and 2.2.2 we will state expliit representations of φ for
n = 0, 1. In this ase the above formula simplies onsiderably. It holds
L−1re
(
R
(1)
0
)
(t) = 0
and
L−1re
(
R
(1)
1
)
(t) =
1
2
(
e−t− et) = − sinh(t). (2.2.5)
For larger n the arising oeients from the inversions an be easily omputed with omputer
algebra systems.
For the omputation of L−1
(
R
(2)
n,k
)
we use the time shifting property of the Laplae trans-
formation. We employ the Heaviside step funtion
H(t) =
{
0 t ≤ 0,
1 t > 0,
to obtain
L−1
(
R
(2)
n,k
)
(t) = L−1
(
θn(s)
k
θn(−s)k e
−2ks
)
(t) = H(t− 2k)L−1
(
θn(s)
k
θn(−s)k
)
(t− 2k)
= (−1)nkδ(t− 2k)H(t− 2k) +
n∑
i=1
k∑
j=1
c
(2)
n,k,j,iH(t− 2k)(t− 2k)j−1 e−αi(t−2k)
with some omplex oeients c
(2)
n,k,j,i = c
(2),re
n,k,j,i+ i c
(2),im
n,k,j,i. For the real part of L−1
(
R
(2)
n,k
)
we
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get:
L−1
re
(
R
(2)
n,k
)
(t) = (−1)nkδ(t− 2k)H(t− 2k) (2.2.6)
+
n∑
i=1
k∑
j=1
c
(2),re
n,k,j,iH(t− 2k)(t− 2k)j−1 e−α
re
i (t−2k) cos
(−αimi (t− 2k))
−
n∑
i=1
k∑
j=1
c
(2),im
n,k,j,iH(t− 2k)(t− 2k)j−1 e−α
re
i (t−2k) sin
(−αimi (t− 2k)) .
For the inverse Laplae transform of R
(3)
n,k we use again the shift property and get
L−1
(
R
(3)
n,k
)
(t) = L−1
(
θ˜2n−1(s)θn(s)k−1
θn(−s)k+1 e
−2ks
)
(t)
= H(t− 2k)L−1
(
θ˜2n−1(s)θn(s)k−1
θn(−s)k+1
)
(t− 2k)
= H(t− 2k)
 n∑
i=1
k∑
j=1
c
(3)
n,k,j,i(t− 2k)j e−αi(t−2k)
 .
The real part of L−1
(
R
(2)
n,k
)
an therefore be written as
L−1
re
(
R
(3)
n,k
)
(t) =
n∑
i=1
k∑
j=1
c
(3),re
n,k,j,iH(t− 2k)(t− 2k)j e−α
re
i (t−2k) cos
(−αimi (t− 2k)) (2.2.7)
−
n∑
i=1
k∑
j=1
c
(3),im
n,k,j,iH(t− 2k)(t− 2k)j e−α
re
i (t−2k) sin
(−αimi (t− 2k)) .
With these formulas for L−1
re
(
R
(1)
n
)
,L−1
re
(
R
(2)
n,k
)
and L−1
re
(
R
(3)
n,k
)
it is now possible to invert
the remaining term in (2.2.3). Inserting this in (2.2.1) leads to expliit formulas for the exat
solution φ(t).
Note that the omplex zeros of θn(s) are loated in left half plane of R
2
, i.e., −αrei > 0
for any i and n (f. Figure 2.1, [6℄). The representations of φ(t) that we will derive, have
therefore to be handled with are when being evaluated numerially beause they ontain
exponentially inreasing funtions whih anel eah other and the behaviour of the nal
solution typially is bounded and osillatory.
2.2.1 The ase n = 0
For n = 0 the eigenfuntions of V are onstant. We are therefore in the ase where
g(x, t) := 2
√
πY 00 g(t) = g(t)
is purely time-dependent. This ase was already treated in [2℄ and an expliit representation
of φ(t) in (2.2.1) was given for t ∈ [0, 2[. We generalize this to t ≥ 0. Therefore note that the
assoiated eigenvalue in this ase is given by
λ0(s) =
1− e−2s
2s
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Figure 2.1: Complex zeros of θ10(s), θ15(s) and θ20(s).
and from the above omputations we an see that
L
(
1
λ0
)
(t) = 2δ′(t) + 2∂t
( ∞∑
k=1
δ(t− 2k)H(t− 2k)
)
.
Therefore the exat solution in this simple ase is given by
φ(t) =
∫ t
0
g(t− τ)
[
2δ′(τ) + 2∂τ
( ∞∑
k=1
δ(τ − 2k)H(τ − 2k)
)]
dτ
= 2g′(t) + 2
∞∑
k=1
∫ t
0
g(t− τ)∂t (δ(τ − 2k)H(τ − 2k)) dτ
= 2g′(t) + 2
∞∑
k=1
g′(t− 2k)
= 2
⌊t/2⌋∑
k=0
g′(t− 2k) (2.2.8)
due to the ausality of g. Figure 2.2 shows a typial behaviour of φ(t) (f. [10℄). Note the
osillatory, non-deaying shape of the solution for larger times t. This is due to the fat that
in indiret methods φ(t) is the trae dierene of the solution of the exterior and the solution
of the interior wave equation. The latter is determined by the many reetions inside the
sphere and therefore auses the osillations in the solution.
A loser look at Figure 2.2 suggests that φ(t) beomes a very regular funtion for large
times. Indeed it an be shown that φ(t) tends to a periodi funtion for suiently fast
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Figure 2.2: Exat solution φ(t) with n = 0 for g(t) = t4e−2t and g(t) = sin(2t)2te−t.
deaying right-hand sides g(t). In order to see that we set
t = 2l + τ, with τ ∈ [0, 2[, l ∈ N0
and get
φ(2l + τ) = 2
l∑
k=0
g′(2k + τ).
Suppose that g(t) satises
g(0) = g′(0) = 0, (2.2.9)
|g′(t)| ≤ C t−α, (2.2.10)
for t > 0 with α > 1 and a positive onstant C . With these assumptions, the following
lemma holds.
Lemma 2.2.2. Let (2.2.9) and (2.2.10) be satised. Then the sequene of funtions {φ(2l+
τ)}l∈N0 onverges uniformly to a funtion f(τ) : [0, 2[→ R.
Proof. Let ε > 0. Sine α > 1, we nd N ∈ N suh that
m∑
k=l+1
(2k + 2)−α <
ε
2C
for all m > l > N . Thus,
|φ(2m+ τ)− φ(2l + τ)| ≤ 2
m∑
k=l+1
|g′(2k + τ)| ≤ 2C
m∑
k=l+1
(2k + τ)−α
≤ 2C
m∑
k=l+1
(2k + 2)−α ≤ ε
for all m > l > N and therefore the uniform onvergene.
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Corollary 2.2.3. The limit funtion f(τ) is ontinuous and satises
f(0) = lim
τ→2
f(τ).
The solution of the sattering problem therefore tends to a periodi funtion for large times
for every right hand side satisfying (2.2.9) and (2.2.10).
Proof. f(τ) is ontinuous sine the uniform limit of ontinuous funtions is ontinuous. Fur-
thermore,
lim
τ→2
f(τ) = lim
τ→2
lim
n→∞φ(2n + τ) = limn→∞ limτ→2
φ(2n+ τ) = lim
n→∞φ(2n + 2) = f(0)
again due to the ontinuity of φ.
Let us suppose now that g(t) is of the form
g(t) = v(t) e−αt with v(t) = t2p(t), (2.2.11)
where p ∈ Pq is a polynomial of degree q. In this ase we an ompute the limit funtion
f(τ) expliitly. Let the onstant cm be dened as
cm :=
v(m+1)(0)− αv(m)(0)
m!
.
Expanding v(t) and v′(t) about 0 leads to
φ(2l + τ) = 2
l∑
k=0
[
v′(2k + τ)− αv(2k + τ)] e−ατ−2αk
= 2
l∑
k=0
[
q∑
m=1
cm(2k + τ)
m
]
e−ατ−2αk
= 2e−ατ
q∑
m=1
l∑
k=0
cm(2k + τ)
m e−2αk
= 2e−ατ
q∑
m=1
l∑
k=0
cm
 m∑
j=0
(
m
j
)
τm−j(2k)j
 e−2αk
= 2e−ατ
q∑
m=1
m∑
j=0
2j
(
m
j
)
cmτ
m−j
l∑
k=0
kj e−2αk︸ ︷︷ ︸
=:Rl,j,α
.
We are interested in φ(t) for large times t. Therefore we need an expression for Rl,j,α when
l tends to innity.
Lemma 2.2.4. Let j ∈ N and α ∈ R>0 be xed. Then
∞∑
k=0
kj e−2αk =
j∑
m=0
m∑
q=0
(−1)m−q qj( j+1m−q) e2α(j−m+1)
(e2α−1)j+1 .
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Proof. Sine we want to ompute liml→∞Rl,j,α, we assume that l ≥ j. We get[
l∑
k=0
kj e−2αk
]
(e2α−1)j+1 =
l∑
k=0
j+1∑
q=0
(−1)j−q+1kj
(
j + 1
q
)
e−2α(k−q)
=
−1∑
m=−(j+1)
j+1∑
q=−m
(−1)j+1−q(q +m)j
(
j + 1
q
)
e−2αm
+
l−j−1∑
m=0
j+1∑
q=0
(−1)j+1−q(q +m)j
(
j + 1
q
)
e−2αm
+
l∑
m=l−j
l−m∑
q=0
(−1)j+1−q(q +m)j
(
j + 1
q
)
e−2αm .
The seond double sum in the last term is zero sine for any polynomial p of degree less than
j the equation
j∑
q=0
(−1)qp(q)
(
j
q
)
= 0
holds. Therefore[
l∑
k=0
kj e−2αk
]
(e2α−1)j+1 =
−1∑
m=−(j+1)
j+1∑
q=−m
(−1)j+1−q(q +m)j
(
j + 1
q
)
e−2αm
+
0∑
m=−j
−m∑
q=0
(−1)j+1−q(q + l +m)j
(
j + 1
q
)
e−2α(l+m) .
Now we an pass to the limit for l → ∞ where the seond double sum vanishs. After a
reordering of the terms we get[ ∞∑
k=0
kj e−2αk
]
(e2α−1)j+1 =
j∑
m=0
m∑
q=0
(−1)m−qqj
(
j + 1
m− q
)
e2α(j−m+1) .
Dividing by (e2α−1)j+1 leads to the desired result.
If we assume a right-hand side of the form (2.2.11) we get by Lemma 2.2.4 that
φ(2l + τ) −→
l→∞
f(τ) τ ∈ [0, 2[, (2.2.12)
where f is given by
f(τ) = 2 e−ατ
q∑
m=1
m∑
j=0
c˜m,j,ατ
m−j
(2.2.13)
and
c˜m,j,α = cm
j∑
k=0
k∑
q=0
(−1)k−q(2q)j
(
m
j
)(
j + 1
k − q
)
e2α(j−k+1)(e2α−1)−j−1.
With Lemma 2.2.4 it is also possible to show that the onvergene in (2.2.12) is exponentially
fast in l up to a polynomial fator if g(t) is deaying exponentially.
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Lemma 2.2.5. Suppose that g(t) is of the form
g(t) = v(t) e−αt (2.2.14)
with α > 0, where v(t) is a ontinuous funtion satisfying
v(0) = v′(0) = 0,
|v(t)| ≤ C1 tp1 ,
|v′(t)| ≤ C2 tp2 ,
for some p1, p2 ∈ N and positive onstants C1 and C2. For l ≥ max{p1, p2} we have
sup
τ∈[0,2[
|f(τ)− φ(2l + τ)| ≤ p(l + 1) e−2α(l+1),
where p is a polynomial of degree max{p1, p2} and f is as in Lemma 2.2.2.
Proof. From the proof of Lemma 2.2.4 it follows
∞∑
k=l+1
kj e−2αk ≤ lj e−2αl
0∑
m=−j
−m∑
i=0
(j+1
i
)
e−2αm
(e2α−1)j+1︸ ︷︷ ︸
=:cα,j
for l ≥ j. Then we get
|f(τ)− φ(2l + τ)| ≤ 2
∞∑
k=l+1
|g′(2k + τ)|
= 2
∞∑
k=l+1
|u′(2k + τ)− αu(2k + τ)| e−ατ−2αk
≤ 2 e−ατ
( ∞∑
k=l+1
|u′(2k + τ)| e−2αk +
∞∑
k=l+1
α|u(2k + τ)| e−2αk
)
≤ 2 e−ατ
( ∞∑
k=l+1
C2 (2k + τ)
p2 e−2αk +
∞∑
k=l+1
αC1 (2k + τ)
p1 e−2αk
)
≤ C22p2+1
∞∑
k=l+1
(k + 1)p2 e−2αk +αC12p1+1
∞∑
k=l+1
(k + 1)p1 e−2αk
= C22
p2+1 e2α
∞∑
k=l+2
kp2 e−2αk +αC12p1+1 e2α
∞∑
k=l+2
kp1 e−2αk
≤ [C22p2+1cα,p2(l + 1)p2 + αC12p1+1cα,p1(l + 1)p1] e−2α(l+1)
for arbitrary τ ∈ [0, 2[.
2.2.2 The ase n = 1
In the ase of linear eigenfuntions Y m1 of V the representation of the solution φ(t) beomes
more ompliated than in the previous ase. For n = 1 the eigenvalue is given by
λ1(s) =
−θ1(−s)θ1(s) + θ21(s) e−2s
2s3
,
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where
θ1(s) = s+ 1.
whih has one real zero namely α1 = −1. With the above omputations we get
L−1
(
θ˜0(s)− θ1(s)2 e−2s
θ1(−s)θ1(s)− θ1(s)2 e−2s
)
(t)
(2.2.4)
= L−1
(
R
(1)
1
)
(t) +
∞∑
k=1
(
−L−1
(
R
(2)
1,k
)
(t) + L−1
(
R
(3)
1,k
)
(t)
)
(2.2.5)
= − sinh(t)
(2.2.6)
−
∞∑
k=1
(−1)kδ(t− 2k)H(t− 2k)−
∞∑
k=1
k∑
j=1
c
(2),re
1,k,j,1H(t− 2k)(t− 2k)j−1 et−2k
(2.2.7)
+
∞∑
k=1
k∑
j=1
c
(3),re
1,k,j,1H(t− 2k)(t − 2k)j et−2k
= − sinh(t) +
∞∑
k=1
(−1)k+1δ(t− 2k)H(t− 2k)
+
∞∑
k=1
 k∑
j=1
(
c
(2)
k,j + c
(3)
k,jt− c(3)k,j2k
)
(t− 2k)j−1 et−2k
H(t− 2k),
where
c
(2)
k,j := c
(2),re
1,k,j,1 and c
(3)
k,j := c
(3),re
1,k,j,1.
With the formulas in [3, Se 5.2℄ we obtain the following expliit expressions for these on-
stants:
c
(2)
k,j = (−1)k+1
j−1∑
m=0
(1− (−1)j−m)k!
(j − 1)!m!(k − j)!(j −m)! and
c
(3)
k,j = (−1)k+1
2j−1(k − 1)!
(j − 1)!j!(k − j)! ,
where we used
(1 + s)k
(1− s)k = (−1)
k +
∑k−1
i=0
(
k
i
)
(−1)k(1− (−1)k−i)si
(s− 1)k
in order to ompute c
(2)
k,j . With (2.2.3) and (2.2.1) we therefore get for the solution
φ(t) =
∫ t
0
g(t− τ)L−1
(
1
λ1
)
(τ)dτ
= 2g′(t)− 2
∫ t
0
(
− sinh(τ) +
∞∑
k=1
(−1)k+1δ(τ − 2k)H(τ − 2k)
+
∞∑
k=1
k∑
j=1
(c
(2)
k,j + c
(3)
k,jτ − c(3)k,j2k)(τ − 2k)j−1 eτ−2kH(τ − 2k)
 g′(t− τ)dτ
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= 2g′(t) + 2
⌊t/2⌋∑
k=1
(−1)kg′(t− 2k) + 2
∫ t
0
sinh(τ)g′(t− τ)dτ
− 2
∞∑
k=1
k∑
j=1
∫ t
0
(c
(2)
k,j + c
(3)
k,jτ − c(3)k,j2k)(τ − 2k)j−1 eτ−2kH(τ − 2k)g′(t− τ)dτ
= 2
⌊t/2⌋∑
k=0
(−1)kg′(t− 2k) + 2
∫ t
0
sinh(τ)g′(t− τ)dτ
− 2
⌊t/2⌋∑
k=1
k∑
j=1
∫ t
2k
(c
(2)
k,j + c
(3)
k,jτ − c(3)k,j2k)(τ − 2k)j−1 eτ−2k g′(t− τ)dτ. (2.2.15)
Figure 2.3 shows solutions for dierent right-hand sides g(t) (f. [10℄). As for the ase
n = 0 we have an osillatory behaviour for larger times t whih is again due to shape of the
solution of the interior wave problem. Similar properties of these solutions as before ould
not be observed i.e. in general φ(t) does not seem to adopt a simple periodi pattern as time
evolves.
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Figure 2.3: Exat solution φ(t) with n = 0 for g(t) = t4e−2t and g(t) = sin(2t)2te−t.
2.3 Solutions of the Dirihlet problem w/2 +Kw = g
In this setion we will derive exat solutions of the Dirihlet problem (1.1.17) whih is based
on an indiret formulation involving the double layer potential. In this ase the involved
boundary integral operators are R1 = I/2 + K and R2 = I suh that the problem on the
sphere with the boundary data g(x, t) = g(t)Y mn has the solution
w(x, t) = w(t)Y mn , with w(t) =
∫ t
0
g(τ)L−1
(
1
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.3.1)
With Corollary 2.1.2 we get that
λ(Rˆ1)n (s) = −is2jn(is) ∂h(1)n (is) + 1.
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In the following we ompute the solutions for the ases n = 0 and n = 1.
2.3.1 The ase n = 0
As in the previous setion we assume for n = 0 a purely time-dependent right-hand side
g(x, t) := 2
√
πY 00 g(t) = g(t).
In this ase we have
j0(x) =
sin(x)
x
and
∂
∂x
h
(1)
0 (x) =
(x+ i) eix
x2
,
and thus
1
λ
(Rˆ1)
0 (s)
=
2s
s− 1 + (s+ 1) e−2s .
A formal Taylor expansion with respet to ε = e−2s about 0 leads to
1
λ
(Rˆ1)
0 (s)
=
∞∑
k=0
(−1)k 2s(s+ 1)
k
(s− 1)k+1 e
−2ks .
The inverse Laplae transform an now be written as
L−1
(
1
λ
(Rˆ1)
0
)
(t) = 2
∞∑
k=0
(−1)kH(t− 2k) ∂tL−1
(
(s + 1)k
(s− 1)k+1
)
(t− 2k).
Here, only the Laplae inversion of a rational funtion is left. With the same formulas as in
the previous setion we get
L−1
(
(s+ 1)k
(s− 1)k+1
)
(t) =
k+1∑
l=1
ck,l t
k−l+1et
with
ck,l :=
(
k
l − 1
)
2k−l+1
(k − l + 1)! .
For the solution w of the sattering problem we therefore obtain with (2.3.1)
w(t) =
∫ t
0
g(t− τ)L−1
(
1
λ
(Rˆ1)
0
)
(τ)dτ
=
∫ t
0
g′(t− τ)
(
2
∞∑
k=0
(−1)kH(τ − 2k)
k+1∑
l=1
ck,l (τ − 2k)k−l+1 eτ−2k
)
dτ
= 2
∞∑
k=0
k+1∑
l=1
(−1)k
∫ t
0
g′(t− τ)
(
H(τ − 2k)ck,l (τ − 2k)k−l+1 eτ−2k
)
dτ
= 2
⌊t/2⌋∑
k=0
k+1∑
l=1
(−1)k
∫ t
2k
ck,l (τ − 2k)k−l+1 eτ−2k g′(t− τ)dτ.
An example of suh a solution is shown in Figure 2.4. Note that this solution, in ontrast to
the shape of the solutions before, is not bounded but inreases in a linear manner.
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2.3.2 The ase n = 1
For n = 1 we have to invert the term
1
λ
(Rˆ1)
1 (s)
=
2s3
s3 − s2 + 2− (s3 + 3s2 + 4s+ 2) e−2s .
A Taylor expansion with respet to ε = e−2s about 0 leads to
1
λ
(Rˆ1)
1 (s)
=
∞∑
k=0
2s3(s3 + 3s2 + 4s+ 2)k
(s3 − s2 + 2)k+1 e
−2ks .
In order to obtain an expliit representation of w in (2.3.1) in an interval [0, 2l[, l ∈ N>0, it is
neessary to invert l terms of the expansion above. For simpliity we ompute the solution
of this problem only in the interval t ∈ [0, 2[, i.e., we onsider only the rst term in the
expansion. Sine
L−1
(
2s3
s3 − s2 + 2
)
(t) = 2δ(t) − 2
5
e−t +
4
5
et(3 cos(t)− sin(t)),
we get the solution
w(t) = 2g(t) +
∫ t
0
g(t− τ)
(
−2
5
e−τ +
4
5
eτ (3 cos(τ)− sin(τ))
)
dτ
for t ∈ [0, 2[. In ontrast to the ase n = 0 these solutions behave again as in the setion
before; in all the tested examples they were bounded and osillatory (f. Figure 2.4).
Figure 2.4: Left: Exat solution w(t) for n = 0 and g(t) = sin(2t)2te−t. Right: Exat solution w(t)
for n = 1 and g(t) = sin(2t)2te−t.
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2.4 Solutions of the Dirihlet problems V ψ = −g/2 + Kg and
ψ/2 +K ′ψ =Wg
In this setion we derive exat solutions of the Dirihlet problems (1.1.14) and (1.1.15). Both
formulas an be obtained by taking the traes of the representation formula (1.1.5) and an
be onsidered therefore as diret formulations of the problem. Sine the solutions of these
two equations oinide, we only onsider the ase (1.1.14). The involved boundary integral
operators then are R1 = V and R2 = −I/2 +K suh that the problem on the sphere with
the boundary data g(x, t) = g(t)Y mn has the solution
ψ(x, t) = ψ(t)Y mn , with ψ(t) =
∫ t
0
g(τ)L−1
(
λ
(Rˆ2)
n
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.4.1)
With Corollary 2.1.2 we get that
λ(Rˆ1)n (s) = −sjn(is)h(1)n (is) and λ(Rˆ2)n (s) = −is2jn(is) ∂h(1)n (is).
In the following we ompute the solutions in the ases n = 0 and n = 1.
2.4.1 The ase n = 0
For n = 0 the expression we have to invert is
λ
(Rˆ2)
0
λ
(Rˆ1)
0
=
is ∂h
(1)
0 (is)
h
(1)
0 (is)
= −s− 1.
The solution is therefore simply given by
ψ(t) = −g′(t)− g(t).
An example of suh a solution is shown in Figure 2.5. Sine we solve here the exterior problem
diretly, the solution tends to 0 for large t and is not osillatory like for indiret formulations
of the problem.
2.4.2 The ase n = 1
For n = 1 we have
λ
(Rˆ2)
1
λ
(Rˆ1)
1
=
is ∂h
(1)
1 (is)
h
(1)
1 (is)
= −s
2 + 2s+ 2
s+ 1
.
Sine
L−1
(
−s
2 + 2s + 2
s+ 1
)
(t) = −δ′(t)− δ(t) − e−t,
the solution in this ase is given by
ψ(t) = −g′(t)− g(t) −
∫ t
0
g(t− τ) e−τ dτ.
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Figure 2.5: Left: Exat solution ψ(t) for n = 0 and g(t) = t4e−2t. Right: Exat solution ψ(t) for
n = 1 and g(t) = sin(2t)2te−t.
2.5 Solutions of the Neumann problem φ/2−K ′φ = −h
Here we derive exat solutions of the Neumann problem (1.1.20). The involved boundary
integral operators then are R1 = K
′ − I/2 and R2 = I suh that the problem on the sphere
with the boundary data h(x, t) = h(t)Y mn has the solution
φ(x, t) = φ(t)Y mn , with φ(t) =
∫ t
0
h(τ)L−1
(
1
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.5.1)
With Corollary 2.1.2 we get that
λ(Rˆ1)n (s) = −is2jn(is) ∂h(1)n (is).
In the following we ompute the solutions in the ases n = 0 and n = 1.
2.5.1 The ase n = 0
For n = 0 the expression we have to invert is
1
λ
(Rˆ1)
0 (s)
=
1
−is2j0(is) ∂h(1)0 (is)
= − s
sinh(s)(s + 1) e−s
= − 2s
s+ 1
∞∑
k=0
e−2ks .
For the inverse Laplae transform we get therefore
L−1
(
1
λ
(Rˆ1)
0
)
(t) = −2
∞∑
k=1
δ(t − 2k) + 2
∞∑
k=0
H(t− 2k) e−(t−2k) .
For the solution φ we obtain
φ(t) = −2
⌊t/2⌋∑
k=0
h(t− 2k) + 2
⌊t/2⌋∑
k=0
∫ t
2k
e−(τ−2k) h(t− τ)dτ.
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An example of suh a solution is shown in Figure 2.6. This boundary integral equation
was derived by taking the normal derivative of the single layer potential. As numerial
experiments indiate the derived solutions in this ase share properties with the solutions in
Setion 2.2.1 where we solved the Dirihlet problem using the the single layer potential. As
before also the solutions for this Neumann problem seem to adopt a simple 2-periodi pattern
for large times. We will not prove this here.
2.5.2 The ase n = 1
In the ase n = 1 we have
1
λ
(Rˆ1)
0 (s)
= − 2s
3
s2 + 2s+ 2
· 1
s− 1 + (s + 1) e−2s
= − 2s
3
s2 + 2s+ 2
∞∑
k=0
(−1)k (s+ 1)
k
(s − 1)k+1 e
−2ks .
In order to keep the presentation short we ompute the exat solution in this ase only in the
interval t ∈ [0, 2[. Thus, we onsider only the rst term (i.e. k = 0) in the expansion above.
Sine
L−1
(
− 2s
3
(s2 + 2s + 2)(s − 1)
)
= −2 δ (t)− 2
5
et +
4
5
e−t (3 cos (t) + sin (t)) ,
we get the exat solution
φ(t) = −2h(t) +
∫ t
0
h(t− τ)
(
−2
5
eτ +
4
5
e−τ (3 cos (τ) + sin (τ))
)
dτ
for t ∈ [0, 2[.
Figure 2.6: Left: Exat solution φ(t) for n = 0 and h(t) = t4e−2t. Right: Exat solution φ(t) for
n = 1 and h(t) = sin(2t)2te−t.
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2.6 Solutions of the Neumann problem Ww = h
In this setion we derive exat solutions of the Neumann problem (1.1.21). The involved
boundary integral operators then are R1 = W and R2 = I suh that the problem on the
sphere with the boundary data h(x, t) = h(t)Y mn has the solution
w(x, t) = w(t)Y mn , with w(t) =
∫ t
0
h(τ)L−1
(
1
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.6.1)
With Corollary 2.1.2 we get that
λ(Rˆ1)n (s) = s
3∂jn(is) ∂h
(1)
n (is).
In the following we ompute the solutions in the ases n = 0 and n = 1.
2.6.1 The ase n = 0
In the ase of a purely time-dependent right-hand side we have to Laplae invert the term
1
λ
(Rˆ1)
0 (s)
= − 2s
s2 − 1 + (s+ 1)2e−2s = −
∞∑
k=0
(−1)k 2s(s+ 1)
2k
(s2 − 1)k+1 e
−2ks
= − 2s
s2 − 1 +
∞∑
k=1
(−1)k+1 2s(s + 1)
k−1
(s − 1)k+1 e
−2ks.
Now the inversion is similar to the ase in Setion 2.3.1. Sine
L−1
(
1
λ
(Rˆ1)
0
)
(t) = −2 cosh(t) + 2
∞∑
k=1
(−1)k+1H(t− 2k) ∂tL−1
(
(s + 1)k−1
(s − 1)k+1
)
(t− 2k)
and
L−1
(
(s + 1)k−1
(s − 1)k+1
)
(t) =
k∑
l=1
ck,l t
k−l+1et
with
ck,l :=
(
k − 1
l − 1
)
2k−l
(k − l + 1)! ,
we obtain for the solution w of the sattering problem (2.6.1)
w(t) = −2
∫ t
0
h(t− τ) cosh(τ)dτ
+
∫ t
0
h′(t− τ)
(
2
∞∑
k=1
(−1)k+1H(τ − 2k)
k∑
l=1
ck,l (τ − 2k)k−l+1 eτ−2k
)
dτ
= −2
∫ t
0
h(t− τ) cosh(τ)dτ + 2
⌊t/2⌋∑
k=1
k∑
l=1
(−1)k+1
∫ t
2k
ck,l (τ − 2k)k−l+1eτ−2kh′(t− τ)dτ.
An example of suh a solution is shown in Figure 2.7. Note that the solutions in this ase
exhibit a similar behavior as the solutions in Setion 2.3.1, where we solved a Dirihlet
problem using the double layer potential.
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2.6.2 The ase n = 1
In the ase n = 1 we have to invert
1
λ
(Rˆ1)
0 (s)
=
2s3
s2 + 2s+ 2
· 1−s2 + 2s− 2 + (s2 + 2s + 2)e−2s
=
2s3
s2 + 2s+ 2
∞∑
k=0
(−1)k (s
2 + 2s+ 2)k
(−s2 + 2s− 2)k+1 e
−2ks.
In order to obtain the solution of (2.6.1) in the interval [0, 2[ we onsider the rst term of
the expansion above. Sine
L−1
(
2s3
(s2 + 2s+ 2)(−s2 + 2s− 2)
)
(t) = −2 cosh(t) cos(t),
we get the solution
w(t) = −2
∫ t
0
h(t− τ) cosh(τ) cos(τ)dτ.
for t ∈ [0, 2[.
Figure 2.7: Left: Exat solution w(t) for n = 0 and g(t) = t4e−2t. Right: Exat solution w(t) for
n = 1 and g(t) = sin(2t)2te−t.
2.7 Solutions of the Neumann problems v/2 − Kv = −V h and
Wv = h/2 +K ′h
Here we derive exat solutions of the Neumann problems (1.1.18) and (1.1.19). These bound-
ary integral equations are based on a diret formulation of the problem and the neessary
omputations in order to obtain solutions on the sphere are very similar to the ases in Se-
tion 2.4. Let us onsider the ase (1.1.18). The involved boundary integral operators then
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are R1 = −I/2 + K and R2 = V suh that the problem on the sphere with the boundary
data h(x, t) = h(t)Y mn has the solution
v(x, t) = v(t)Y mn , with v(t) =
∫ t
0
h(τ)L−1
(
λ
(Rˆ2)
n
λ
(Rˆ1)
n
)
(t− τ)dτ. (2.7.1)
and
λ(Rˆ1)n (s) = −is2jn(is) ∂h(1)n (is) and λ(Rˆ2)n (s) = −sjn(is)h(1)n (is)
In the following we ompute the solutions in the ases n = 0 and n = 1.
2.7.1 The ase n = 0
With the omputations in Setion 2.4 we get
L−1
(
λ
(Rˆ2)
0
λ
(Rˆ1)
0
)
(t) = −e−t.
The solution in this ase is therefore given by
v(t) = −
∫ t
0
h(t− τ)e−τdτ.
An example of suh a solution is shown in Figure 2.8.
2.7.2 The ase n = 1
For n = 1 we have
L−1
(
λ
(Rˆ2)
1
λ
(Rˆ1)
1
)
(t) = L−1
(
− s+ 1
s2 + 2s+ 2
)
(t) = −e−t cos(t),
and therefore the solution
v(t) = −
∫ t
0
h(t− τ) e−τ cos(τ)dτ.
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Figure 2.8: Left: Exat solution v(t) for n = 0 and h(t) = t4e−2t. Right: Exat solution v(t) for
n = 1 and h(t) = sin(2t)2te−t.
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Abstrat
We onsider retarded boundary integral formulations of the three-dimensional wave
equation in unbounded domains. Our goal is to apply a Galerkin method in spae and
time in order to solve these problems numerially. In this approah the omputation
of the system matrix entries is the major bottlenek. We will propose new types of
nite-dimensional spaes for the time disretization. They allow variable time-stepping,
variable order of approximation and simplify the quadrature problem arising in the gen-
eration of the system matrix substantially. The reason is that the basis funtions of these
spaes are globally smooth and ompatly supported.
In order to perform numerial tests onerning our new basis funtions we onsider
the speial ase that the boundary of the sattering problem is the unit sphere. In this
ase expliit solutions of the problem are available whih will serve as referene solutions
for the numerial experiments.
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3.1 Introdution
Mathematial modeling of aousti and eletromagneti wave propagation and its eient
and aurate numerial simulation is a key tehnology for numerous engineering appliations
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as, e.g., in detetion (nondestrutive testing, radar), ommuniation (optoeletroni and
wireless) and mediine (soni imaging, tomography). An adequate model problem for the
development of eient numerial methods for suh types of physial appliations is the
three-dimensional wave equation in unbounded exterior domains. In this setting the method
of integral equations is an elegant approah sine it redues the problem in the unbounded
domain to an integral equation on the bounded surfae of the satterer.
In this paper we apply a Galerkin method for the disretization of these retarded boundary
integral equations (f. [3, 13, 17, 18℄). This approah allows variable time stepping and
spatially urved satterers. Until now, a severe drawbak of this method was, however,
that the domain for the spatial integration is the intersetion of (possibly urved) pairs of
surfae panels with the disrete light one whih is very ompliated to handle numerially.
Quadrature shemes tailored to this problem were derived for example in [15, 21, 24℄. These
methods are restrited to polyhedral satterers and their implementation is diult.
Other approahes for the numerial disretization of retarded boundary integral equations use
olloation shemes (f. [8, 9, 11, 14, 22℄). Although they play an important role in pratie,
the mathematial analysis of these methods is hallenging. In more than two dimensions
stability and onvergene of olloation shemes an only be shown for speial geometries (f.
[12℄). Furthermore the appliation of these tehniques to urved satterers is diult. More
reent approahes inlude methods based on bandlimited interpolation and extrapolation (f.
[30, 29, 31, 32℄) and onvolution quadrature (f. [4, 5, 6, 7, 10, 19, 20, 28℄). The latter enjoys
nie stability properties and allows to apply many tehniques known from frequeny domain
problems. However the stepsize for the time disretization must be onstant in these methods
and a generalization to non-uniform time meshes is not straightforward.
In our paper we will present a new time disretization method for the retarded potential
equations whih irumvents the numerial integration over intersetions of the light one
with the spatial surfae mesh. For this purpose, we will introdue innitely smooth and
ompatly supported basis funtions in time. These funtions are onstruted by using the
Partition of Unity Method (f. [2℄).
In order to test the hoie of the new basis funtions numerially we onsider the wave
equation on the sphere with Dirihlet boundary onditions. For the resulting problems expliit
representations of the exat solutions are available (f. [23℄). We apply a Galerkin method
using our basis funtions to these problems and perform numerial experiments.
3.2 Integral Formulation of the Wave Equation
Let Ω ⊂ R3 be a Lipshitz domain with boundary Γ. We onsider the homogeneous wave
equation
∂2t u−∆u = 0 in Ω× [0, T ] (3.2.1a)
with initial onditions
u(·, 0) = ∂tu(·, 0) = 0 in Ω (3.2.1b)
and Dirihlet boundary onditions
u = g on Γ× [0, T ] (3.2.1)
on a time interval [0, T ] for T > 0. In appliations, Ω is often the unbounded exterior of a
bounded domain. For suh problems, the method of boundary integral equations is an elegant
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tool where this partial dierential equation is transformed to an equation on the bounded
surfae Γ. We employ an ansatz as a single layer potential for the solution u,
u(x, t) := Sφ(x, t) :=
∫
Γ
φ(y, t− ‖x− y‖)
4π‖x − y‖ dΓy, (x, t) ∈ Ω× [0, T ] (3.2.2)
with unknown density funtion φ. S is also referred to as retarded single layer potential due
to the retarded time argument t− ‖x− y‖ whih onnets time and spae variables.
The ansatz (3.2.2) satises the wave equation (3.2.1a) and the initial onditions (3.2.1b).
Sine the single layer potential an be extended ontinuously to the boundary Γ, the unknown
density funtion φ is determined suh that the boundary onditions (3.2.1) are satised. This
results in the boundary integral equation for φ,∫
Γ
φ(y, t− ‖x− y‖)
4π‖x− y‖ dΓy = g(x, t) ∀(x, t) ∈ Γ× [0, T ] . (3.2.3)
In order to solve this boundary integral equation numerially we introdue the following
spae-time variational formulation (f. [3, 17℄ ): Find φ suh that∫ T
0
∫
Γ
∫
Γ
φ˙(y, t− ‖x− y‖)ζ(x, t)
4π‖x− y‖ dΓydΓxdt =
∫ T
0
∫
Γ
g˙(x, t)ζ(x, t)dΓxdt (3.2.4)
for all ζ, where we denote by φ˙ the derivative with respet to time.
3.3 Numerial Disretization
We turn our attention to the disretization of (3.2.4). In order to nd an approximate
solution we apply a Galerkin method in spae and time. The variational formulation (3.2.4)
is oerive in
H−1/2,−1/2(Γ× [0, T ]) := L2(0, T ;H−1/2(Γ)) +H−1/2(0, T ;L2(Γ)) (3.3.1)
(f. [17℄) and is uniquely solvable in this Sobolev spae. Furthermore this ensures existene
and uniqueness of the solution of a onforming Galerkin disretization.
Let VGalerkin be a nite dimensional subspae of (3.3.1) being spanned by N basis funtions
{bi}Ni=1 in time and M basis funtions {ϕi}Ni=1 in spae. This leads to the ansatz
φGalerkin(x, t) =
N∑
i=1
M∑
j=1
αjiϕj(x)bi(t), (x, t) ∈ Γ× [0, T ] , (3.3.2)
where αji are the unknown oeients. Plugging the ansatz (3.3.2) into the variational
formulation leads to the Galerkin disretization: Find αji , i = 1, . . . , N, j = 1, . . . ,M suh
that ∫ T
0
∫
Γ
∫
Γ
N∑
i=1
M∑
j=1
αjiϕj(y)b˙i(t− ‖x− y‖)ϕl(x)bk(t)
4π‖x− y‖ dΓydΓxdt
=
∫ T
0
∫
Γ
g˙(x, t)ϕl(x) bk(t)dΓxdt
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for k = 1, . . . , N and l = 1, . . . ,M . Rearranging terms shows that this is equivalent to: Find
αji for i = 1 . . . , N and j = 1, . . . ,M suh that
N∑
i=1
M∑
j=1
Ai,kj,lα
j
i = g
k
l ∀1 ≤ k ≤ N ∀1 ≤ l ≤M, (3.3.3)
where
gkl :=
∫ T
0
∫
Γ
g˙(x, t)ϕl(x) bk(t)dΓxdt
and
Ai,kj,l :=
∫
Γ
∫
Γ
ϕj(y)ϕl(x)ψi,k(‖x− y‖)dΓydΓx
=
∫
supp(ϕl)
∫
supp(ϕj)
ϕj(y)ϕl(x)ψi,k(‖x− y‖)dΓydΓx (3.3.4)
with
ψi,k(r) :=
∫ T
0
b˙i(t− r)bk(t)
4πr
dt,
where r ∈ R>0. The omputation of a Galerkin solution via (3.3.3) leads to large linear system
with NM unknowns. The orresponding boundary element matrix onsists of N ×N bloks
of size M ×M . Eah matrix blok is symmetri and furthermore sparse if the basis funtions
in spae and time have ompat support. This is due to the fat that ψi,k has ompat
support in this ase and therefore only those ombinations of j and l lead to nonzero matrix
entries for whih
{‖x− y‖, x ∈ supp(ϕl), y ∈ supp(ϕj)} ∩ supp(ψi,k) 6= ∅.
The numerial realization of the Galerkin method requires the eient and aurate approxi-
mation of the matrix entries Ai,kj,l whih is a major hallenge. In the literature (f. [17, 18, 24℄)
pieewise polynomial basis funtions in time are employed while, then, ψi,k(‖x−y‖) in general
is only a pieewise analyti funtion in x ∈ supp(ϕl) and y ∈ supp(ϕj) (even if supp(ϕl) and
supp(ϕj) are properly separated). Consequently, high order Gauss rules are onverging only
at a suboptimal rate. To obtain a suiently high auray, the integration is arried out
on the intersetions of the surfae panels with the disrete light one, i.e., with the support
of ψi,k(‖x− y‖). The stable handling of these intersetions and the implementation of these
quadrature rules is diult and espeially ompliated for urved surfae pathes.
In this paper, we will introdue innitely smooth and ompatly supported basis funtions
in time. This will simplify the problem of omputing the matrix entries Ai,kj,l onsiderably
while maintaining the sparsity of the system matrix. Sine the integrand will be smooth
in this ase we an apply standard quadrature rules to the double integral in (3.3.4). Fur-
thermore the disretization with urved surfae panels is straightforward sine the numerial
handling of the ompliated geometry of the intersetion of panels with the disrete light
one is irumvented.
The onstrution of the aforementioned basis funtions in time is in the spirit of the Par-
tition of Unity Method (PUM) (f. [2℄). Before we dene and onstrut the nite element
spae in time we reall some basi denitions of the PUM.
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Denition 3.3.1. Let Θ := [0, T ] be the time interval and {Θi} be a losed over of Θ
satisfying the overlap ondition
∃L ∈ N s.t ∀t ∈ Θ, #{i|t ∈ Θi} ≤ L.
Let {ϕi} ⊂ Cm(R),m ∈ N0 be a partition of unity subordinate to the over {Θi} with
suppϕi ⊂ Θi,
∑
i ϕi ≡ 1 on Θ,
‖ϕi‖L∞(R) ≤ C∞, ‖ϕ′i‖L∞(R) ≤ CG|Θi| ,
for all i where C∞ and CG are onstants and |Θi| denotes the length of the interval Θi. Then
{ϕi} is alled a (L,C∞, CG) partition of unity of degree m subordinate to the over {Θi}.
Multiplying suh a partition of unity with loalized nite dimensional spaes Si onsisting
of funtions with support in Θi leads to PUM spaes on [0, T ].
Denition 3.3.2. Let Θ and {Θi} be as in Denition 3.3.1 and let {ϕi} be a (L,C∞, CG)
partition of unity subordinate to {Θi}. Let Si ⊂
{
w ∈ L2(Θ) : suppw ∈ Θi
}
be given. Then
the spae
S :=
∑
i
ϕiSi :=
{∑
i
ϕivi | vi ∈ Si
}
⊂ L2(Θ)
is alled the PUM spae. The spaes Si are the loal approximation spaes.
In Denition 3.3.2, S is a subspae of L2(Θ). We an easily obtain smoother spaes
by hoosing an appropriate partition of unity and smooth loal approximation spaes. As
mentioned above our goal is to dene a PUM spae S ⊂ C∞(R) with smooth and ompatly
supported basis funtions. Therefore we will rst onstrut a partition of unity of innite
degree. Consider the funtion
f(t) :=

erf(2 artanh(t)), for |t| < 1,
−1, for t ≤ −1,
1, for t ≥ 1.
(3.3.5)
Lemma 3.3.3. The funtion f as dened in (3.3.5) belongs to C∞(R).
Proof. It an be proved by indution that the m-th derivative of f in the interval (−1, 1) an
be written as
f (m)(t) = C e−4 arctanh
2(t)(t2 − 1)−m
m−1∑
i=0
αi arctanh
i (t) tm−i−1
for onstants C and αi. Therefore
lim
|t|→1
f (m)(t) = 0
for arbitrary m ∈ N.
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Let a < b be two real numbers. We make a hange of variable and dene
ha,b(t) :=
1
2
f
(
2
t− a
b− a − 1
)
+
1
2
.
Then ha,b : R→ [0, 1] is a C∞-funtion suh that
ha,b(t) =
{
0, for t ≤ a,
1, for t ≥ b.
Now we an dene a C∞-bump funtion ρa,b,c for real numbers a < b < c by
ρa,b,c(t) :=
{
ha,b(t), for t ≤ b,
1− hb,c(t), for t ≥ b.
Due to the above properties, ρa,b,c satises ρa,b,c ≥ 0 in R and
ρa,b,c(t) =
{
0, for t ≤ a and t ≥ c,
1, for t = b.
Let us now onsider the losed interval Θ = [0, T ] and N (not neessarily equidistant)
timesteps ti suh that 0 = t0 < t1 < t2 < . . . < tN−2 < tN−1 = T . We dene τi := [ti−1, ti]
for i = 1, . . . , N−1. Then a losed over {Θi} of Θ, satisfying the pointwise overlap ondition
in Denition 3.3.1 with L = 2, is given by
Θ1 := τ1,
Θi := τi−1 ∪ τi for i = 2, . . . , N − 1,
ΘN := τN−1.
Next we dene
ϕ1(t) := 1− ht0,t1(t),
ϕi(t) := ρti−2,ti−1,ti(t) for i = 2, . . . , N − 1,
ϕN (t) := htN−2,tN−1(t).
Then {ϕi} is a smooth partition of unity subordinate to the over {Θi}. Figure 3.1 shows
an example of suh a set of funtions.
We want a more detailed haraterization of this partition of unity in the sense of Denition
3.3.1 in order to get error estimates for the PUM. Therefore we assume that the partition is
loally quasiuniform:
1 ≤ |Θi|
min{|τi−1|, |τi|} ≤ cmax for i = 2, . . . , N − 1
with a moderate onstant c
max
. By taking into aount
‖h′a,b‖L∞(R) =
∣∣∣∣h′a,b(a+ b2
)∣∣∣∣ = 4π−1/2b− a
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Figure 3.1: Partition of unity {ϕi} subordinate to the over {Θi} for N = 4.
we get
‖ϕ′1‖L∞([0,T ]) =
4π−1/2
|Θ1| ,
‖ϕ′i‖L∞([0,T ]) =
4π−1/2
min{|τi−1|, |τi|} ≤
4π−1/2 c
max
|Θi| for i = 2, . . . , N − 1,
‖ϕ′N‖L∞([0,T ]) =
4π−1/2
|ΘN | .
Sine ‖ϕi‖L∞([0,T ]) = 1 for i = 1, . . . , N we get that {ϕi} is a (2, 1, 4π−1/2cmax) partition of
unity of innite degree subordinate to the over {Θi}.
With this onstrution of a smooth and ompatly supported partition of unity we will
dene the global nite element spae aording to Denition 3.3.2. By taking into aount
that the exat solution of (3.2.1) and its derivative vanish at t = 0 we dene, for given
polynomial degree p ∈ N, the spaes
S1 := t
2
Pp−2 on Θ1,
Si := Pp on Θi, i = 2, . . . , N,
where Pp denotes the spae of polynomials of degree p and, formally, we set P−2 := P−1 := P0.
Remark 3.3.4. The denition of the spaes Si ould be generalized by hoosing loal poly-
nomial degrees pi depending on the loal pathes Θi in the spirit of adaptive hp methods. We
do not elaborate on this aspet here.
The global PUM spae S ontains linear ombinations of produts of polynomials and
funtions of the partition of unity {ϕi}. To derive error estimates for the PUM we remark
that the spaes Si meet the following approximation property: Let u ∈ Hk(Θ), k ≥ 1. Then,
for eah path Θi, 1 ≤ i ≤ N , there exists uSi ∈ Si suh that
‖u− uSi‖L2(Θi) ≤ C1|Θi|min(k−1,p)+1‖u‖Hk(Θi),
‖u′ − u′Si‖L2(Θi) ≤ C2|Θi|min(k−1,p)‖u‖Hk(Θi),
where C1 and C2 depend on k, p and cmax. From [2, Theorem 1℄ we onlude that the global
approximation
uS =
N∑
i=1
ϕiuSi ∈ S ⊂ H1(Θ)
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Figure 3.2: Basis funtion of S for t0 = 0,t1 = 0.8 and t2 = 2
satises the error bounds
‖u− uS‖L2(Θ) ≤ 2C1Θ˜min(k−1,p)+1‖u‖Hk(Θ), (3.3.6)
‖u′ − u′S‖L2(Θ) ≤ 2C2
√
8π−1/2cmax + 2 Θ˜min(k−1,p)‖u‖Hk(Θ).
where Θ˜ := max1≤i≤N |Θi|. For the implementation of this method we need a basis of the
PUM spae. It an be determined by multiplying the basis elements of the loal approxima-
tion spaes with the appropriate partition of unity funtion. An L2(−1, 1)-orthogonal basis
of Pp is given by the Legendre polynomials {Pm}pm=0. An appropriate saling results in a
basis of the PUM spae S:
b1,m (t) := ϕ1(t) t
2Pm−2
(
2
t1
t− 1
)
m = 2, . . . ,max(2, p),
bi,m (t) := ϕi(t)Pm
(
2
t− ti−2
ti − ti−2 − 1
)
m = 0, . . . , p, i = 2, . . . , N − 1, (3.3.7)
bN,m (t) := ϕN (t)Pm
(
2
t− tN−2
tN−1 − tN−2 − 1
)
m = 0, . . . , p.
Figure 3.2 shows the shape of these basis funtions for some dierent values of m on a
nonuniform time grid. For m = 0 the basis funtions are simply the shape funtions of the
partition of unity. For higher m this funtion is multiplied by the appropriate Legendre
polynomial.
3.4 Appliation to a problem on the sphere
In this setion we apply a Galerkin method using our new basis funtions in time to the
integral equation (3.2.3) in the ase where the boundary Γ is the unit sphere S2. Furthermore
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we assume that the right-hand side g is ausal i.e. g(x, t) = 0 for t ≤ 0 and that at least the
rst time derivative of g vanishes at t = 0. Moreover, g is supposed to be of the form
g(x, t) = g(t)Y mn ,
where Y mn denotes a spherial harmoni of degree n and order m. This setting was already
used in [6℄ and allows to redue the boundary integral equation (3.2.3) to a univariate problem
in time. To see this note that an equivalent formulation of the retarded single layer potential
(3.2.2) is given by
Sφ(x, t) =
∫ t
0
∫
Γ
k(x− y, t− τ)φ(y, τ)dΓydτ, (x, t) ∈ Ω× [0, T ] , (3.4.1)
where k(z, t) is the fundamental solution of the wave equation,
k(z, t) =
δ(t− ‖z‖)
4π‖z‖ ,
δ(t) being the Dira delta distribution. Furthermore we introdue the single layer potential
for the Helmholtz operator ∆U − s2U = 0 whih is given by
(V (s)ϕ)(x) :=
∫
Γ
K(s, x− y)ϕ(y, τ)dΓy ,
where
K(s, z) :=
e−s‖z‖
4π‖z‖
is the fundamental solution of the Helmholtz equation in three dimensions. An important
property of the single layer potential V (s) is that
V (s)Y mn = λn(s)Y
m
n , (3.4.2)
i.e., the spherial harmonis Y mn are eigenfuntions of this operator with eigenvalues λn(s).
The latter an be expressed in terms of modied Bessel funtions Iκ and Kκ (see [1℄)
λn(s) = In+ 1
2
(s)Kn+ 1
2
(s). (3.4.3)
Next, we will transform equation (3.2.3) into frequeny domain using Laplae transforma-
tions. Property (3.4.2) and a bak transformation then leads to a univariate problem in time.
Reall the denition of the Laplae transform
φˆ(s) := (Lφ)(s) =
∫ ∞
0
φ(t) e−st dt
with inverse
(L−1φˆ)(s) = 1
2πi
∫ σ+i∞
σ−i∞
φˆ(s) est ds.
Note that the fundamental solution of the Helmholtz equation is the Laplae transform of
the fundamental solution of the wave equation. Using the representation (3.4.1) for S and
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expressing k in terms of its Laplae transform leads to the integral equation
g(t)Y mn =
∫ t
0
∫
Γ
k(t− τ, ‖x− y‖)φ(y, τ)dΓydτ
=
1
2πi
∫ σ+i∞
σ−i∞
∫ t
0
esτ
∫
Γ
K(s, ‖x− y‖)φ(y, t− τ)dΓydτds
=
1
2πi
∫ σ+i∞
σ−i∞
∫ t
0
esτ (V (s)φ(·, t − τ))(x)dτds.
Inserting the ansatz φ(x, t) = φ(t)Y mn and using (3.4.2) leads to the one dimensional problem:
Find φ(t) suh that ∫ t
0
L−1(λn)(τ)φ(t − τ)dτ = g(t), t ∈ [0, T ]. (3.4.4)
Note that φ(t)Y mn where φ(t) satises (3.4.4) is a solution of the full problem (3.2.1) in the
ase where Γ = S2 and g(x, t) = g(t)Y mn . In order to analyse our new approah for the
temporal disretization we hoose (3.4.4) as our model problem.
Example. Expliit representations of the exat solutions of (3.4.4) were omputed in [23, 27℄.
(a) For n = 0 the solution is given by
φ(t) = 2
⌊t/2⌋∑
k=0
g′(t− 2k). (3.4.5)
(b) For n = 1 we have
φ(t) = 2
⌊t/2⌋∑
k=0
(−1)kg′(t− 2k) + 2
∫ t
0
sinh(τ)g′(t− τ)dτ
− 2
⌊t/2⌋∑
k=1
k∑
j=1
∫ t
2k
(c
(2)
k,j + c
(3)
k,jτ − c(3)k,j2k)(τ − 2k)j−1 eτ−2k g′(t− τ)dτ. (3.4.6)
where
c
(2)
k,j = (−1)k+1
j−1∑
m=0
(1− (−1)j−m)k!
(j − 1)!m!(k − j)!(j −m)! and
c
(3)
k,j = (−1)k+1
2j−1(k − 1)!
(j − 1)!j!(k − j)! .
These formulas will serve as referene solutions for our numerial experiments.
In order to apply a Galerkin method to (3.4.4) we need a suitable variational formulation.
If we hoose VGalerkin in (3.3.2) by VGalerkin = Y
m
n S, the spae-time Galerkin disretization
deouples and redues to the purely temporal problem:
Find φS ∈ S :
∫ T
0
∫ t
0
L−1(λn)(τ)φ˙S(t− τ)ζ(t)dτdt =
∫ T
0
g˙(t)ζ(t)dt ∀ζ ∈ S. (3.4.7)
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For the numerial solution of this equation we employ the representation with respet to the
PUM basis (f. (3.3.7)) and dene the index set
Pi :=
{ {2, 3, . . .max {2, p}} i = 1,
{0, 1, . . . , p} 2 ≤ i ≤ N.
Then, inserting the ansatz
φS(t) =
N∑
i=1
∑
m∈Pi
αi,mbi,m(t)
leads to the disrete problem: Find αi,m suh that
N∑
i=1
∑
m∈Pi
αi,m
∫ T
0
∫ t
0
L−1(λn)(t− τ)b˙i,m(τ)bj,k(t)dτdt =
∫ T
0
g˙(t)bj,k(t)dt (3.4.8)
for j = 1, 2, . . . , N and k ∈ Pj . In order to nd the solution of (3.4.8) we have to ompute
L−1(λn)(t). After some algebrai manipulations (f. [23℄) we obtain from (3.4.3)
λn(s) =
2n∑
l=0
cIn,l
sl+1
+ e−2s
2n∑
l=0
cIIn,l
sl+1
,
where
cIn,l :=
{∑l
j=0
1
2(−1)l−j(n, l − j)(n, j), for l ≤ n,∑n
j=l−n
1
2 (−1)l−j(n, l − j)(n, j), for n < l ≤ 2n,
and
cIIn,l :=
{∑l
j=0
1
2(−1)n+1(n, l − j)(n, j), for l ≤ n,∑n
j=l−n
1
2(−1)n+1(n, l − j)(n, j), for n < l ≤ 2n
with (n, k) := (n+k)!
2kk!(n−k)! . The inverse Laplae transform of λn(s) is therefore given by
L−1(λn)(t) =
2n∑
l=0
cIn,l
l!
tlH(t) +
2n∑
l=0
cIIn,l
l!
(t− 2)lH(t− 2),
where
H(t) =
{
0 t ≤ 0,
1 t > 0
denotes the Heaviside step funtion. This shows that the disrete problem (3.4.8) is equivalent
to: Find αi,m suh that
N∑
i=1
∑
m∈Pi
αi,m
[∫ T
0
∫ t
0
qIn(t− τ)bi,m(τ)b˙j,k(t)dτdt
+
∫ T
0
∫ t
0
qIIn (t− τ − 2)H(t− τ − 2)bi,m(τ)b˙j,k(t)dτdt
]
=
∫ T
0
g(t)b˙j,k(t)dt (3.4.9)
for j = 1, . . . , N , k ∈ Pj , where
qIn(t) :=
2n∑
l=0
cIn,l
l!
tl and qIIn (t) :=
2n∑
l=0
cIIn,l
l!
tl.
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We now turn our attention to the numerial omputation of the double integral∫ T
0
∫ t
0
qIn(t− τ)bi,m(τ)b˙j,k(t)dτdt (3.4.10)
arising in (3.4.9). Therefore let
supp bi,m = Θi = [mi,Mi] and
supp bj,k = Θj = [mj,Mj ].
We write  . . . short for qIn(t− τ)bi,m(τ)b˙j,k(t)dτdt and distinguish between the following
six ases (see Figure 3.3):
t
τ (T, T )
Θj˜
Θi˜
(a) Domain of integration ase (i)
t
τ (T, T )
Θj˜
Θi˜
(b) Domain of integration ase
(ii)
t
τ (T, T )
Θj˜
Θi˜
() Domain of integration ase
(iii)
t
τ (T, T )
Θj˜
Θi˜
(d) Domain of integration ase
(iv)
t
τ (T, T )
Θj˜
Θi˜
(e) Domain of integration ase
(v)
t
τ (T, T )
Θj˜
Θi˜
(f) Domain of integration ase
(vi)
Figure 3.3: Dierent domains of integration for integral (3.4.10)
(i) mi ≤Mi ≤ mj ≤Mj . Then, ∫ T
0
∫ t
0
. . . =
∫
Θj
∫
Θi
. . .
(ii) mi ≤ mj ≤Mi ≤Mj . Then,∫ T
0
∫ t
0
. . . =
∫ Mi
mj
∫ t
mi
. . .+
∫ Mj
Mi
∫
Θi
. . .
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(iii) mj ≤ mi ≤Mj ≤Mi. Then, ∫ T
0
∫ t
0
. . . =
∫ Mj
mi
∫ t
mi
. . .
(iv) mi ≤ mj ≤Mj ≤Mi. Then, ∫ T
0
∫ t
0
. . . =
∫
Θj
∫ t
mi
. . .
(v) mj ≤ mi ≤Mi ≤Mj . Then,∫ T
0
∫ t
0
. . . =
∫
Θi
∫ t
mi
. . . +
∫ Mj
Mi
∫
Θi
. . .
(vi) mj ≤Mj ≤ mi ≤Mi. Then, ∫ T
0
∫ t
0
. . . = 0.
The omputation of the seond double integral∫ T
0
∫ t
0
qIIn (t− τ − 2)H(t− τ − 2)bi,m(τ)b˙j,k(t)dτdt
in (3.4.9) is similar. Note that this integral vanishes for T ≤ 2. For T > 2 we have to
distinguish between six ases as for the integrals in (3.4.10). We do not detail this here.
Remark 3.4.1. The resulting integration domains in the ases (i)-(vi) are either retangles
or triangles. Beause simplex oordinates transform triangles to squares, we an restrit
to retangular integration domains and apply properly saled n-point tensor Gauss-Legendre
quadrature rules for the numerial approximation of the arising integrals.
3.5 Quadrature Error Analysis
In this setion we analyse the error that arises from approximating integrals of the form
Iρa,b,c :=
∫ c
a
ρa,b,c(t) dt (3.5.1)
by a n-point Gauss-Legendre quadrature rule in the interval [a, c], denoted by Qnρa,b,c. For
given a < b < c ∈ R, the funtions ρa,b,c(t) are the C∞-bump funtions dened in Setion
3.3 with supp ρa,b,c = [a, c]. It is well known that Gauss-Legendre quadrature onverges
exponentially for integrands that are analyti in a suiently large (omplex) neighborhood
of the integration domain. Sine the funtions ρa,b,c(t) are smooth but not analyti in the
points a, b and c, these lassial estimates for the quadrature error
Enρa,b,c := |Iρa,b,c −Qnρa,b,c|
do not hold. We dene the linear saling funtions
ζr,s : [r, s]→ [−1, 1], t 7→ 2 t− r
s − r − 1 and its inverse
ξr,s : [−1, 1]→ [r, s], t 7→ 1
2
(s− r)(t+ 1) + r.
In order to nd bounds for Enρa,b,c we need the following Lemma.
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Lemma 3.5.1. Let n ∈ N and 1 ≤ k ≤ 2n. Then we have for g ∈ Ck+1([a, b]),
|Ig −Qng| ≤ 32
15π
(
b− a
2
)k+1 1
k(2n+ 1− k)k
∫ b
a
|g(k+1)(t)|√
1− ζa,b(t)2
dt.
Proof. For the interval [a, b] = [−1, 1], Theorem 4.5 in [26℄ gives
|Ig −Qng| ≤ 32
15π
1
k(2n + 1− k)k
∫ 1
−1
|g(k+1)(t)|√
1− t2 dt
for k ∈ {1, . . . , 2n}. For general [a, b], a linear hange of variable leads to
|Ig −Qng| ≤ 32
15π
(
b− a
2
)k+2 1
k(2n + 1− k)k
∫ 1
−1
|g(k+1)(ξa,b(t))|√
1− t2 dt.
The substitution t = ζa,b(t) leads to the desired result.
In our ase Lemma 3.5.1 reads
Enρa,b,c ≤ 32
15π
(
c− a
2
)k+1 1
k(2n + 1− k)k
∫ c
a
∣∣∣ρ(k+1)a,b,c (t)∣∣∣√
1− ζa,c(t)2
dt.
The denition of ρa,b,c(t) leads to
Enρa,b,c ≤ 32
15π
(
c− a
2
)k+1 1
k(2n + 1− k)k
∫ b
a
∣∣∣h(k+1)a,b (t)∣∣∣√
1− ζa,c(t)2
dt+
∫ c
b
∣∣∣h(k+1)b,c (t)∣∣∣√
1− ζa,c(t)2
dt
 .
(3.5.2)
The formula above shows that we have to estimate the derivatives of the uto funtions ha,b
and hb,c .
Lemma 3.5.2. The uto funtion ha,b satises the estimate∣∣∣h(k+1)a,b (t)∣∣∣ ≤ C2b− a
(
2C1
b− a
)k
k!
∣∣∣∣∣e−2 arctanh
2(ζa,b(t))
(1− ζa,b(t)2)k+1
∣∣∣∣∣ qk(ζa,b(t))
for k ≥ 1 with q(t) := ln 4
1−t2 , C1 := 6
√
2 e and C2 =
10κ√
π
C1 ln(4)
C1 ln(4)−2 where κ ≈ 1.086435.
Proof. Use Theorem 3.A.4 and the hain rule.
Further estimation of the bound in Lemma 3.5.2 leads to:
Lemma 3.5.3. Let q(t), C1 and C2 be as in Lemma 3.5.2. Then we have
∥∥∥h(k+1)a,b ∥∥∥∞ ≤ C2b− a
(
2λ41/λC1
b− a
)k
k! eσ(1+1/λ)k+1
for k ≥ 1 and λ > 0, where
σα :=
1
4
α2 +
1
2
− ln
(
1
2
α+
1
2
√
α2 − 4
)
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for α ≥ 2.
Proof. Sine
qk(t) =
(
ln
4
1− t2
)k
≤
(
41/λλ
)k ( 1
1− t2
)k/λ
for λ > 0, the result follows from Lemma 3.5.2
and Lemma 3.A.5.
2 2.5 3 3.5 4 4.5 5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
α
σα
Corollary 3.5.4. The bump funtion ρa,b,c satises the estimate
‖ρ(k+1)a,b,c ‖∞ ≤ ‖h(k+1)a,b ‖∞ in the ase b− a ≤ c− b,
‖ρ(k+1)a,b,c ‖∞ ≤ ‖h(k+1)b,c ‖∞ in the ase c− b ≤ b− a.
In order to estimate Enρa,b,c, we assume that b − a ≤ c − b, the other ase being treated
analogously. Furthermore we assume c − a ≤ cmax(b − a), whih orresponds to the loal
quasiuniformity of a given time mesh. With
1√
1− ζa,c(t)2
≤ cmax√
1− ζa,b(t)2
, t ∈ (a, b),
Lemma 3.5.2, Lemma 3.A.5, and Lemma 3.A.6 we get
∫ b
a
∣∣∣h(k+1)a,b (t)∣∣∣√
1− ζa,c(t)2
dt ≤ C2
b− a
(
2C1
b− a
)k
k!
∫ b
a
∣∣∣e−2 arctanh2(ζa,b(t))∣∣∣ qk(ζa,b(t))∣∣∣(1− ζa,b(t)2)k+1∣∣∣√1− ζa,c(t)2 dt
≤ C2cmax
b− a
(
2C1
b− a
)k
k!
∫ b
a
∣∣∣e−2 arctanh2(ζa,b(t))∣∣∣ qk(ζa,b(t))∣∣∣(1− ζa,b(t)2)k+3/2∣∣∣ dt
≤ C2cmax
b− a
(
2C1
b− a
)k
k! eσk+3/2
∫ b
a
qk(ζa,b(t))dt
≤ C2cmax
2
(
2C1
b− a
)k
k! eσk+3/2
∫ 1
−1
qk(t)dt
≤ 8C2cmax
(
2C1
b− a
)k
(k!)2 eσk+3/2 ,
where σk+3/2 is as in Lemma 3.5.3. Similar arguments show that also
∫ c
b
∣∣∣h(k+1)b,c (t)∣∣∣√
1− ζa,c(t)2
dt ≤ 8C2cmax
(
2C1
b− a
)k
(k!)2 eσk+3/2
holds. With (3.5.2) the quadrature error an be estimated by
Enρa,b,c ≤ 256C2 cmax (c− a)
15π
1
k(2n + 1− k)k (C1cmax)
k (k!)2 eσk+3/2
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for k ∈ {1, . . . , 2n}. Finally, Stirling's estimate k! ≤ 1.1√2πk kk e−k yields
Enρa,b,c ≤ 41.5C2 cmax (c− a)
(
C1cmaxk
2
(2n + 1− k) e2
)k
eσk+3/2
for k ∈ {1, . . . , 2n}. It remains to hoose k suh that the right-hand side in the above
inequality beomes small. We dene
Ecmax(n, k) :=
(
C1cmaxk
2
(2n+ 1− k) e2
)k
eσk+3/2
for k ∈ {1, . . . , 2n}. The next Lemma shows that Ecmax(n, k) deays superalgebraially for
an appropriate hoie of k.
Lemma 3.5.5. Let γ ∈ (0, 34) and a, b, c ∈ R with c− a ≤ cmax(b− a) be given. If n ∈ N≥3
satises the ondition
(ln n)2n−3/4+γ ≤ 2− e
−2
C1cmax e−1/4
, (3.5.3)
the error bound
Enρa,b,c ≤ Cˆn−γ ln(n)
holds, with Cˆ := 41.5C2 cmax (c− a)
(
2− e−2) e17/16.
Proof. Sine
σk+3/2 ≤
1
4
k2 +
3
4
k +
17
16
,
we have
Ecmax(n, k) ≤ e17/16
(
C˜
)k
k2k(2n + 1− k)−k ek2/4
where C˜ := C1cmax e
−5/4
. We set k = ⌊ln(n)⌋ and get
Ecmax(n, ⌊ln(n)⌋) ≤ e17/16
(
C˜
)⌊ln(n)⌋
⌊ln(n)⌋2⌊ln(n)⌋(2n + 1− ⌊ln(n)⌋)−⌊ln(n)⌋ e⌊ln(n)⌋2/4
≤ e17/16
(
C˜
)ln(n)
ln(n)2 ln(n)(2n+ 1− ln(n))− ln(n)+1 e(lnn)2/4 .
Simple alulus shows
1− ln(n) ≥ − e−2 n for n ∈ N,
so that the error an be estimated by
Ecmax(n, ⌊ln(n)⌋) ≤
(
2− e−2) e17/16( C˜
2− e−2
)ln(n)
(lnn)2 ln(n)n− ln(n)+1 eln(n)
2/4 .
Applying the logarithm on both sides yields
ln
(
Ecmax(n, ⌊ln(n)⌋)
) ≤ ln((2− e−2) e17/16)
+ ln(n)
[
ln
(
C˜
2− e−2
)
+ 2 ln(ln(n)) + 1− 3
4
ln(n)
]
.
For given γ ∈ (0, 34), let n satisfy ondition (3.5.3). Then we get
ln
(
Ecmax(n, ⌊ln(n)⌋)
) ≤ ln((2− e−2) e17/16)− γ(ln n)2,
whih leads to the desired result.
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Remark 3.5.6. The asymptoti behaviour of the error bound in Lemma 3.5.5 is sharp in the
sense that the hoie k = ⌊(ln n)δ⌋ with δ > 1 leads to the divergene of Ecmax(n, k) if n tends
to innity.
Although Lemma 3.5.5 suggests that the error of Gauss-Legendre quadrature applied to
integrals of the form (3.5.1) dereases superalgebraially but not exponentially, we want to
show numerially that Ecmax(n, k) deays faster for ertain ranges of n. In order to demon-
strate this, an appropriate hoie of k is ruial. Lemma 3.5.5 shows that k has to be hosen
very small ompared to n due to the fast growth of the derivatives of ρa,b,c. To illustrate this,
Table 3.1 shows the optimal k, denoted by k
opt
, suh that Ecmax(n, k) is minimal for given n
and dierent cmax.
cmax = 2.0
n 2-680 681-5929 5930-33776 33777-157999 158000-659277
k
opt
1 2 3 4 5
cmax = 2.2
n 2-748 749-6522 6523-37153 37154-173799 173800-725205
k
opt
1 2 3 4 5
cmax = 2.4
n 2-816 817-7115 7116-40531 40532-189598 189599-791132
k
opt
1 2 3 4 5
Table 3.1: k
opt
for dierent ranges of n and dierent cmax .
Based on these observations we hoose k optimal for every n and want to determine r, δ ∈
R≥0 suh that the estimate
Ecmax(n, kopt) ≤ r e−n
δ
holds for a preferably large range nmin ≤ n ≤ nmax.
cmax δ r nmin nmax Ecmax(nmax, kopt)
2.0
0.25 18 11 846975 ≈ 1.2 · 10−12
0.26 18 12 92231 ≈ 5.9 · 10−8
2.2
0.25 20 11 649170 ≈ 9.4 · 10−12
0.26 20 12 67353 ≈ 3.0 · 10−7
2.4
0.25 22 11 545048 ≈ 3.5 · 10−11
0.26 22 12 33776 ≈ 6.4 · 10−6
Table 3.2: Results for dierent hoies of cmax, δ and r.
Table 3.2 shows the results of numerial experiments. It an be observed that Enρa,b,c =
O
(
e−n1/4
)
for a large range of n in the ase cmax ∈ {2.0, 2.2, 2.4}.
Figure 3.4 shows the deay of the error in the ase of the bump funtion ρ0, 10
11
,2 whih orre-
sponds to cmax = 2.2. It an be observed that Enρ0, 10
11
,2, whih represents the relative error
sine Iρ0, 10
11
,2 = 1, deays even faster than predited by theory at least for those auraies
that are of interest in pratial omputations.
The inuene of cmax is rather small in pratie. Numerial tests show that the error be-
haviour is similar to the one in Figure 3.4 for dierent (moderate) cmax.
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10−12
10−10
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Number of quadrature points
Enρ0, 10
11
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e−n3/5
Figure 3.4: Quadrature error for the ase cmax = 2.2, i.e., we onsider the bump funtion ρ0, 10
11
,2.
3.6 Numerial Experiments
In this setion we present the results of numerial experiments. We solve the set of equations
(3.4.9) in order to obtain a numerial solution of (3.4.4). The resulting error of the approxi-
mation, φS − φ, will be measured in the L2(0, T ) norm. L2(0, T ) is a suitable spae for the
solutions of (3.4.4) sine it an be shown that if φ(t) ∈ L2(0, T ), then the orresponding
solution of the full problem (3.2.3) satises φ(t)Y mn ∈ H−1/2,−1/2(Γ× [0, T ]). φ ould also be
onsidered in larger spaes than L2(0, T ) but we expet analogous results of the numerial
experiments in suh spaes. We begin with the numerial tests and set
g(t) =
{
t4 e−2t t ≥ 0,
0 t < 0.
In the following we hek the sharpness of the onvergene rates predited by the theory
in (3.3.6) for n = 0 and n = 1. We saw that the formulas for the exat solution of (3.4.4)
involve derivatives of the right-hand side g (f. (3.4.5) and (3.4.6)). Sine g ∈ H4(R) we
therefore have φ ∈ H3(R). Thus we expet a onvergene rate with respet to the L2 error
of h if we hoose p = 0, i.e., if we approximate simply by the shape funtions of the partition
of unity. We expet a onvergene rate of h2 if we hoose p = 1. These onvergene rates
ould be onrmed by the numerial experiments (see Figure 3.5).
Next, we investigate the behaviour of the method for a right-hand side that is less smooth:
g(t) =
{
sin2(2t) e−t t ≥ 0,
0 t < 0.
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Figure 3.5: Log-log sale plots of ‖φS − φ‖L2([0,T ]) for T = 6, g(t) = t4 e−2t and n as in (3.4.4).
Note that g ∈ H2(R) and therefore φ ∈ H1(R). Hene we expet a onvergene rate of h in
the ase p = 0. Due to the lak of smoothness of the solution we do not expet that higher
order PUM spaes lead to better onvergene rates. Indeed Figure 3.6(b) indiates that in
the ase p = 1 a onvergene rate of h2 is not ahieved.
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Figure 3.6: Log-log sale plots of ‖φS−φ‖L2([0,T ]) for T = 6, g(t) = sin2(2t) e−t and n as in (3.4.4).
The PUM with smooth basis funtions (3.3.7) allows variable time steps whih an be
adapted to the smoothness, e.g., of the right-hand side. In the following we illustrate the
benet of this feature by a numerial example. We hoose the right-hand side by
g(t) =
{
− sin(35t)t3 e−12(4t−4)2 t ≥ 0,
0 t < 0.
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As we an see in Figure 3.7 this funtion has a sharp pulse in the interval (1 − 15 , 1 + 15)
and is almost zero otherwise. A similar behaviour an be observed for the orresponding
solution φ for n = 0. The 2-periodiity in (3.4.5) however implies that φ has peaks in small
neighborhoods of all time points t = 2l+ 1, l ∈ N (f. Figure 3.8). Therefore we will employ
a time mesh whih is graded towards the time points t = 2l + 1 where the solution is highly
osillatory. We use a quadrati grading of the uniformly distributed mesh points towards the
origin:
±
(
i
m
)2
0 ≤ i ≤ m.
We number these mesh points from left to right −1 = t˜0 < . . . < t˜2m = 1. Translation of
these points to the time intervals [2l, 2l + 2] leads to the time mesh in Figure 3.8.
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Figure 3.7: g(t) = − sin(35t)t3 e−12(4t−4)2 .
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Figure 3.8: Corresponding solution of (3.4.4)
for n = 0 and a time grid with variable mesh-
width.
Figure 3.9 shows the error plots for this right-hand side for n = 0 and p = 1, 2. One an
see that the error for the variable time mesh is onsiderably smaller than the error for the
equidistant grid. Moreover the onvergene starts earlier and the asymptoti onvergene rate
is already in the preasymptoti range. This shows that variable time stepping an improve
the disretization substantially if knowledge about the solution is available. We expet similar
benets for the full problem.
Finally, we will show the performane of our method as a p-version for problems with
smooth solutions, where we x the number of timesteps and inrease the polynomial degree
of the loal approximation spaes. Figure 3.10 shows two error plots for 5 and 10 timesteps,
where we again set g(t) = t4 e−2t for t > 0. Reall that g ∈ H4(R) and therefore φ ∈ H3(R).
Thus the following error estimate holds (f. [2℄):
‖φS − φ‖L2([0,6]) ≤ Cp−2‖φ‖H3([0,6]).
3.7 Conlusion
We have introdued a new set of basis funtions in time for the disretization of retarded
boundary integral formulations of the wave equation. The obtained basis funtions are
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Figure 3.10: Log-log sale plots of ‖φS − φ‖L2([0,T ]) for T = 6, g(t) = t4 e−2t.
smooth, ompatly supported, allow variable order of approximation and an be easily de-
ned on an arbitrary time grid. In order to test the approah we applied a Galerkin method
to a speial ase of the wave equation on the sphere for whih analyti solutions are available.
These solutions were used as referene solutions for the numerial experiments. It ould be
shown that the use of variable stepsizes in time an improve the onvergene of the Galerkin
sheme onsiderably provided that information about the behaviour of the solution is known
in advane.
In a forthoming paper we will apply this approah to the full problem i.e. we will use
a Galerkin method in spae and time where we hoose pieewise polynomial basis funtions
60 Chapter 3 Adaptive Time Disretization for Retarded Potentials
in spae and our smooth PUM spae in time in order to disretize the problem. The global
smoothness of the basis funtion in time will simplify the omputation of the entries of
the boundary element matrix onsiderably sine the numerial handling of the ompliated
geometry of the disrete light one with the surfae panels beomes superuous  the use of
urved surfae panels beomes straightforward. Furthermore the boundary element matrix
will be sparse due to the ompat support of the basis funtions.
Aknowledgement. Thanks are due to Christoph Shwab for fruitful disussions onerning
the use of the PUM for the time disretization.
3.A Tehnial estimates
In this setion we want to estimate the n-th derivative of the funtion f as dened in (3.3.5).
Therefore let
h (z) := erf (z) and g (x) := arctanh x =
1
2
ln
1 + x
1− x
suh that f := h ◦ 2g. Note that [1, (7.1.19)℄ implies
h(n+1) (z) = (−1)n 2√
π
Hn (z) e
−z2 n = 0, 1, 2, . . .
where Hn are the Hermite polynomials. Hene,
f (n+1) (x) =
(
d
dx
)n( 4√
π (1− x2) e
−4g2(x)
)
(3.A.1)
=
4√
π
n∑
ℓ=0
(n
ℓ
)( 1
1− x2
)(ℓ) (
e−4g
2(x)
)(n−ℓ)
.
Lemma 3.A.1 (Derivatives of g). It holds(
1
1− x2
)(ℓ)
=
ℓ!pℓ (x)
(1− x2)ℓ+1
∀x ∈ (−1, 1) ,
where
pℓ (x) :=
(x+ 1)ℓ+1 − (x− 1)ℓ+1
2
.
Furthermore, we have
∣∣∣g(ℓ) (x)∣∣∣ ≤

1
2 ln
4
1− x2 ℓ = 0
(ℓ− 1)!2ℓ−1
(1− x2)ℓ
ℓ ∈ N≥1
∀x ∈ (−1, 1) , (3.A.2)
as well as the more generous estimate∣∣∣g(ℓ) (x)∣∣∣ ≤ q (x) ℓ!2ℓ−1
(1− x2)ℓ
∀ℓ ∈ N0 (3.A.3)
with q (x) = ln 41−x2 .
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Lemma 3.A.2 (Derivative of omposite funtions). For n ≥ 1 and x ∈ (−1, 1) we have
(
e−4g
2(x)
)(n)
= e−4g
2(x)
n∑
k=1
An,k (x) (−1)kHk (2g (x)) , (3.A.4a)
where
An,k (x) =
2k
k!
k∑
ν=1
(−1)k−ν (kν)gk−ν (x) (gν)(n) (x) (3.A.4b)
and
(gν)(n) =
n∑
ℓν−1=0
ℓν−1∑
ℓν−2=0
...
ℓ2∑
ℓ1=0
( n
ℓν−1
)(ℓν−1
ℓn−2
) · · · (ℓ2ℓ1)g(n−ℓν−1)g(ℓν−1−ℓν−2) · · · g(ℓ2−ℓ1)g(ℓ1).
(3.A.5)
Proof. The representation (3.A.4) follows from [25, formulae (2), (7)℄, while (3.A.5) is proved
by indution using Leibniz' produt rule for dierentiation.
Lemma 3.A.3 (Estimate of derivatives of omposite funtions). For n ≥ 1 and x ∈ (−1, 1)
we have ∣∣∣∣(e−g2(x))(n)∣∣∣∣ ≤ 52κn! e−2g2(x)
(
C1q (x)
1− x2
)n
(3.A.6)
with κ ≈ 1.086435 and C1 = 6
√
2 e.
Proof. From (3.A.3) and (3.A.5) we onlude for all n ≥ 1, ν ≥ 1, and x ∈ (−1, 1)
∣∣∣(gν)(n) (x)∣∣∣ ≤ n!2n−ν qν (x)
(1− x2)n
n∑
ℓν−1=0
ℓν−1∑
ℓν−2=0
...
ℓ2∑
ℓ1=0
1
= n!2n−ν
qν (x)
(1− x2)n
(
n+ ν − 1
ν − 1
)
. (3.A.7)
Thus, from (3.A.4b) we get that
|An,k (x)| ≤ 2
kn!
k!
qk (x)
(1− x2)n
k∑
ν=1
(k
ν
)
2n−ν
(
n+ ν − 1
ν − 1
)
≤ 2
nn!
k!
qk (x)
(1− x2)n
(
n+ k
k
)k k∑
ν=1
(
k
ν
)
2k−ν
≤ 2
nn!
k!
1
(1− x2)n
(
3 (n+ k) q (x)
k
)k
. (3.A.8)
From [1, (22.14.17)℄ we obtain
Hk (2g (x)) ≤ e2g2(x) κ2k/2
√
k!.
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The ombination of (3.A.4), (3.A.5), (3.A.7) and (3.A.8) results in the estimate for the n-th
derivative of e−4g2(x):∣∣∣∣(e−4g2(x))(n)∣∣∣∣ ≤ κ2nn! e−2g2(x)(1− x2)n
n∑
k=1
1√
k!
(
3
√
2 (n+ k) q (x)
k
)k
≤ κn! e−2g2(x)
(
6
√
2q (x)
1− x2
)n n∑
k=1
1√
k!
(
n+ k
k
)k
≤ κn! e−2g2(x)
(
6
√
2 e q (x)
1− x2
)n n∑
k=1
1√
k!
≤ 5
2
κn! e−2g
2(x)
(
6
√
2 e q (x)
1− x2
)n
.
Theorem 3.A.4 (Estimate of n-th derivative of f ). We have
|f (n+1) (x) | ≤ C2Cn1 n!
q(x)n
(1− x2)n+1 e
−2g2(x)
with C2 =
10κ√
π
C1 ln(4)
C1 ln(4)−2 .
Proof. From (3.A.1), (3.A.2) and (3.A.6) we get
|f (n+1) (x) | ≤ 10κ√
π
n∑
l=0
(
n
l
)
l!2l
(1− x2)l+1 (n − l)!
(
C1q(x)
1− x2
)n−l
e−2g
2(x)
≤ 10κ√
π
Cn1 n!
q(x)n
(1− x2)n+1 e
−2g2(x)
n∑
l=0
(
2
C1q(x)
)l
≤ 10κ√
π
C1 ln(4)
C1 ln(4)− 2C
n
1 n!
q(x)n
(1− x2)n+1 e
−2g2(x),
whih leads to the desired result.
Lemma 3.A.5. For x ∈ (−1, 1) and α ≥ 2, we have∥∥∥∥∥ e−2g
2(x)
(1− x2)α
∥∥∥∥∥
∞
≤ eσα
with
σα :=
1
4
α2 +
1
2
− ln
(
1
2
α+
1
2
√
α2 − 4
)
.
Proof. We set
e−2g
2(x)
(1− x2)α = e
sn(x),
where
sn(x) := −2 arctanh(x)2 − α ln(1− x2).
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With the denition of arctanh(x) we get
sn(x) =− 2
[
1
2
ln(1 + x)− 1
2
ln(1− x)
]2
− α ln(1− x)− α ln(1 + x)
=− 1
2
[ln(1 + x)]2 + ln(1 + x) ln(1 − x)− 1
2
[ln(1− x)]2
− α ln(1− x)− α ln(1 + x).
Sine sn(x) is symmetri we assume 0 ≤ x < 1 and get
sn(x) ≤ −1
2
[ln(1− x)]2 − α ln(1− x) + ln(1 + x) ln(1− x) =: s˜n(x).
s˜n(x) is stritly inreasing in the interval [0, 0.5] for arbitrary α ∈ R≥2. Therefore we may
restrit to nd an upper bound for s˜n(x) in the interval [0.5, 1[. With the inequality ln(1 +
x) ln(1− x) ≤ − ln(− ln(1− x)) we get
s˜n(x) ≤ −1
2
[ln(1− x)]2 − α ln(1− x)− ln(− ln(1− x)) =: sˆn(x)
in [0.5, 1[. The derivative of sˆn(x) is given by
sˆ′n(x) =
[ln(1− x)]2 + α ln(1− x) + 1
(1− x) ln(1− x)
whih has the root
x0 = 1− e−θα ,
where θα :=
1
2α+
1
2
√
α2 − 4. Inserting this above shows that
sn(x) ≤ αθα − 1
2
θ2α − ln θα
whih leads to the desired result after some straightforward manipulations.
Lemma 3.A.6. It holds ∫ 1
−1
(
ln
4
1− t2
)n
dt ≤ 16n!
for n ∈ N.
Proof. We rst note that∫ 1
−1
| ln(1− t)|i | ln(1 + t)|k−idt
=
∫ 0
−1
| ln(1− x)|i | ln(1 + t)|k−idt+
∫ 1
0
| ln(1− x)|i | ln(1 + t)|k−idt
≤ (ln 2)i
∫ 0
−1
| ln(1 + t)|k−idt+ (ln 2)k−i
∫ 1
0
| ln(1− t)|idt
= (ln 2)i
∫ 1
0
| ln(t)|k−idt+ (ln 2)k−i
∫ 1
0
| ln(t)|idt
= (ln 2)i(k − i)! + (ln 2)k−ii!,
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where we used [16, (2.711)℄ in the last step. With these omputations we get∫ 1
−1
∣∣∣∣(ln 41− t2
)n∣∣∣∣ dt ≤ n∑
k=0
(
n
k
)∫ 1
−1
| ln(1− t2)|k(ln 4)n−kdt
≤
n∑
k=0
k∑
i=0
(
n
k
)(
k
i
)
(ln 4)n−k
∫ 1
−1
| ln(1− t)|i | ln(1 + t)|k−idt
≤
n∑
k=0
k∑
i=0
(
n
k
)(
k
i
)
(ln 4)n−k
(
(ln 2)i(k − i)! + (ln 2)k−ii!
)
≤
n∑
k=0
(
n
k
)
(ln 4)n−k
(
k!
k∑
i=0
(ln 2)i
i!
+ k!
k∑
i=0
(ln 2)k−i
(k − i)!
)
≤ 4
n∑
k=0
(
n
k
)
(ln 4)n−kk!
≤ 4n!
n∑
k=0
(ln 4)n−k
(n− k)! ≤ 16n!.
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Fast Quadrature Tehniques for
Retarded Potentials Based on
TT/QTT Tensor Approximation
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Abstrat
We onsider the Galerkin approah for the numerial solution of retarded boundary
integral formulations of the three dimensional wave equation in unbounded domains.
Reently smooth and ompatly supported basis funtions in time were introdued whih
allow the use of standard quadrature rules in order to ompute the entries of the boundary
element matrix. In this paper we use TT and QTT tensor approximations to inrease the
eieny of these quadrature rules. Various numerial experiments show the substantial
redution of the omputational ost that is needed to obtain aurate approximations
for the arising integrals.
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4.1 Introdution
Aousti and eletromagneti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attering problems in three dimensions have a wide range
of pra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al appliations in physis and engineering. An important model problem for the
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development of eient and aurate numerial methods for suh types of time-dependent
physial appliations is the three-dimensional wave equation in unbounded exterior domains.
Here, boundary element methods show their natural strength, reduing the problem in the
unbounded domain to integral equations on the bounded surfae of the satterer.
The eient numerial solution of suh retarded boundary integral equations has gained
growing attention in the last years. Existing approahes inlude methods based on onvolu-
tion quadrature (f. [3, 4, 5, 12, 13, 33, 6℄) and methods based on bandlimited interpolation
and extrapolation (f. [35, 34, 36, 38℄). Here, we onsider a Galerkin method in order to
disretize the integral equations in spae and time (f. [2, 7, 9, 10℄). It an be shown that the
orresponding spae-time variational formulation in this approah satises a oerivity prop-
erty whih ensures the unonditional stability of onforming Galerkin shemes. Furthermore,
this approah is very exible with regard to the use of variable time stepping and spatially
urved satterers. The standard Galerkin approah uses pieewise polynomial basis funtions
in time. The drawbak of the method in this ase is that due to the retarded time argument
the domain for the spatial integration is the intersetion of (possibly urved) pairs of surfae
panels with the disrete light one. The stable numerial handling of these intersetions is
ompliated even for at panels and might be intratable for urved surfae pathes. We
refer to [8, 22, 30℄ for examples of quadrature shemes tailored to this problem.
In [27℄ smooth and ompatly supported basis funtions in time were introdued. This hoie
irumvents the problem of integrating on the ompliated intersetions of the disrete light
one with the spatial surfae mesh and allows to apply standard quadrature rules to ompute
the entries of the boundary element matrix. Due to the ompat support of the basis fun-
tions the sparsity of the system matrix is maintained. On the other hand this leads to C∞
but, in general, non-analyti integrands, whih makes the quadrature problem more diult.
In general, more quadrature points have to be used as for analyti integrands as they arise,
e.g., for boundary element methods applied to ellipti boundary value problems.
In this paper we therefore address the problem how to eiently evaluate the arising integrals
using tensor Gauss quadrature and TT/QTT approximation. Note, that other tehniques
suh as sparse, possibly adaptive quadrature also have the potential to be applied to this prob-
lem. Preliminary test with sparse grid quadrature indiates, that our TT/QTT approah is
preferable for this lass of problems, espeially if high auraies are needed. However an
asymptoti omplexity analysis still has to be done.
The integrals whih dene the entries of the blok system matrix are dened over pairs of
surfae panels. They are transformed to the referene triangle in Eulidean spae and by
applying simplex oordinates the quadrature problems boils down to the approximation of
an integral over the four-dimensional unit ube. A tensor quadrature rule applied to these
integrals leads to a four dimensional tensor A of size N ×N ×N ×N , whose entries are the
values of the integrand evaluated at the dierent quadrature points.
To redue the storage and omputational osts to handle this large data array, we apply
the methods of tensor approximation based on the idea of separation of variables. There
are various tensor-produt formats whih allow the low parametri representation of high-
dimensional data. The most ommonly used are the anonial, Tuker formats as well as the
lass of so-alled matrix produt states (MPS) representations [37, 31, 32℄ ommonly used in
high-dimensional quantum omputations (see survey paper [17℄ for more details). Reently
these types of tensor formats have attrated muh attention in the ommunity of numerial
analysis. In partiular, the hierarhial Tuker [14℄, the tensor train (TT) [24℄ and the tensor
hain (TC) [18℄ formats were onsidered. In the following we make use of the TT format
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applied to both the initial fourth order tensor and to its quantized-TT (QTT) representa-
tion. Suh representations allow to redue the asymptotial storage and omputational osts
of ertain bilinear tensor operations from O(N4) to O(r2N) or even to O(r2 logN) (avoiding
the dependene on the grid-size), where r is the small rank parameter, haraterizing the
separability properties of the target tensor A. Notie that the hierarhial Tuker format
was reently applied in the same spirit to omputation of ertain multivariate integrals arising
in boundary element methods [1℄.
Various numerial experiments show that these tensors have usually a low rank representation
in TT and QTT format whih redues the storage and omputational ost substantially. The
evaluation of the quadrature then orresponds to a simple salar produt of the TT/QTT
representation of A and a rank-1 tensor ontaining the weights of the quadrature rule. This
evaluation an be performed onsiderably faster ompared to the standard approah. In or-
der to ompute the TT/QTT approximation of A diretly, without omputing A itself, we
apply a TT ross approximation sheme (f. [25℄) in the QTT format. This further redues
the omputational ost, sine onsiderably less evaluations of the integrand are required. We
perform numerial experiments to show the eieny of this sheme in our ase.
Note that our sparse approximation method for high-dimensional quadrature problems is by
no means restrited to the retarded potential integral equation but, potentially, an be ap-
plied to a muh larger lass of problems. We restrited to this appliation beause quadrature
is the major bottlenek for the diret disretization of retarded potentials.
4.2 Problem Setting
Let Ω ⊂ R3 be a Lipshitz domain with boundary Γ. We onsider the homogeneous wave
equation
∂2t u−∆u = 0 in Ω× [0, T ] (4.2.1a)
with initial onditions
u(·, 0) = ∂tu(·, 0) = 0 in Ω (4.2.1b)
and Dirihlet boundary onditions
u = g on Γ× [0, T ] (4.2.1)
on a time interval [0, T ] for T > 0. In appliations, Ω is often the unbounded exterior of a
bounded domain. For suh problems, the method of boundary integral equations is an elegant
tool where this partial dierential equation is transformed to an equation on the bounded
surfae Γ. We employ an ansatz as a single layer potential for the solution u
u(x, t) := Sφ(x, t) :=
∫
Γ
φ(y, t− ‖x− y‖)
4π‖x − y‖ dΓy, (x, t) ∈ Ω× [0, T ] (4.2.2)
with unknown density funtion φ. S is also referred to as retarded single layer potential due
to the retarded time argument t− ‖x− y‖ whih onnets time and spae variables.
The ansatz (4.2.2) satises the wave equation (4.2.1a) and the initial onditions (4.2.1b).
Sine the single layer potential an be extended ontinuously to the boundary Γ, the unknown
density funtion φ is determined suh that the boundary onditions (4.2.1) are satised. This
results in the boundary integral equation for φ,∫
Γ
φ(y, t− ‖x− y‖)
4π‖x− y‖ dΓy = g(x, t) ∀(x, t) ∈ Γ× [0, T ] . (4.2.3)
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In order to solve this boundary integral equation numerially we introdue the following
spae-time variational formulation (f. [2, 9℄): Find φ in an appropriate Sobolev spae V
suh that∫ T
0
∫
Γ
∫
Γ
φ˙(y, t− ‖x− y‖)ζ(x, t)
4π‖x− y‖ dΓydΓxdt =
∫ T
0
∫
Γ
g˙(x, t)ζ(x, t)dΓxdt (4.2.4)
for all ζ ∈ V , where we denote by φ˙ the derivative with respet to time.
Let VGalerkin be a nite dimensional subspae of V being spanned by L basis funtions {bi}Li=1
in time and M basis funtions {ϕj}Mj=1 in spae. This leads to the fully disrete ansatz
φGalerkin(x, t) =
L∑
i=1
M∑
j=1
αjiϕj(x)bi(t), (x, t) ∈ Γ× [0, T ] , (4.2.5)
where αji are the unknown oeients. Plugging this ansatz in (4.2.4) and rearranging terms
shows that this is equivalent to: Find αji for i = 1, . . . , L and j = 1, . . . ,M suh that
L∑
i=1
M∑
j=1
Ai,kj,lα
j
i = g
k
l ∀1 ≤ k ≤ L ∀1 ≤ l ≤M, (4.2.6)
where
gkl :=
∫ T
0
∫
Γ
g˙(x, t)ϕl(x) bk(t)dΓxdt
and
Ai,kj,l :=
∫
supp(ϕl)
∫
supp(ϕj)
ϕj(y)ϕl(x)ψi,k(‖x− y‖)dΓydΓx. (4.2.7)
The funtion ψi,k ontains the time integration and is dened, for s > 0, by
ψi,k(s) :=
∫ T
0
b˙i(t− s)bk(t)
4πs
dt. (4.2.8)
Let G := {τi : 1 ≤ i ≤M} denote a nite element mesh on Γ onsisting of (possibly urved)
triangles. More preisely, we assume that for any τ ∈ G, there exists a smooth bijetion
χτ : τ̂ → τ from the referene element τ̂ := conv {(0, 0)⊺ , (1, 0)⊺ , (1, 1)⊺} to the surfae
triangle τ . Then, in the solution proess, the following quadrature problem arises: For
τ, τ˜ ∈ G and 1 ≤ j, l ≤M , ompute
Ii,kτ,τ˜ (ϕj , ϕl) :=
∫
τ
∫
τ˜
ϕj(y)ϕl(x)ψi,k(‖x− y‖)dΓydΓx, (4.2.9)
where ϕj and ϕl, typially, are lifted polynomials, i.e., ϕj ◦ χτ and ϕl ◦ χτ˜ are polynomials
on τ̂ .
The denition of smooth and ompatly supported temporal shape funtions was addressed
in [27℄ and is as follows. Let
f (t) :=

1
2 erf (2 artanh t) +
1
2 |t| < 1,
0 t ≤ −1,
1 t ≥ 1
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and note, that f ∈ C∞ (R). Next, we will introdue some saling. For a funtion g ∈
C0 ([−1, 1]) and real numbers a < b, we dene ga,b ∈ C0 ([a, b]) by
ga,b (t) := g
(
2
t− a
b− a − 1
)
.
We obtain a bump funtion on the interval [a, c] with joint b ∈ (a, c) by
ρa,b,c (t) :=

fa,b (t) a ≤ t ≤ b,
1− fb,c (t) b ≤ t ≤ c,
0 otherwise.
Let us now onsider the losed interval [0, T ] and l (not neessarily equidistant) timesteps
0 = t0 < t1 < . . . tl−2 < tl−1 = T.
We dene τi := [ti−1, ti] for i = 1, ..., l − 1. Then T := {ωi : 1 ≤ i ≤ l − 1} with
ω1 := τ1, ωl := τl−1, ∀2 ≤ i ≤ l − 1 ωi := τi−1 ∪ τi
denes a over of [0, T ]. A smooth partition of unity subordinate to T then is dened by
ϕ1 := 1− ft0,t1 , ϕl := ftl−2,l−1 , ∀2 ≤ i ≤ l − 1 : ϕi := ρti−2,ti−1,ti .
Smooth and ompatly supported basis funtions in time an then be obtained by multiplying
these partition of unity funtions with suitably saled Legendre polynomials (f. [27℄ for
details).
Remark 4.2.1. In the ase of lowest order basis funtions in time we have l = L and
bi(t) = ϕi(t) for i = 1, . . . , L.
With the above denitions it then holds for ψi,k as dened in (4.2.8) that:
1. suppψi,k ⊂ [tk−2 − ti, tk − ti−2].
2. In partiular, ψi,k = 0 for k ≤ i− 2.
3. Let R (τ, τ˜) := [dist (τ, τ˜) ,maxdist (τ, τ˜)], where maxdist (τ, τ˜) := sup(x,y)∈τ×τ˜ ‖x− y‖.
Then,
Ii,kτ,τ˜ (ϕj , ϕl) = 0 if R (τ, τ˜) ∩ [tk−2 − ti, tk − ti−2] = ∅.
For higher order basis funtions in time similar results an be obtained. Let
I (τ, τ˜) :=
{
(i, k) ∈ {1, 2, . . . , L}2 | Ii,kτ,τ˜ (ϕj , ϕl) 6= 0
}
and, vie versa,
I (i, k) :=
{
(τ, τ˜) ∈ G × G | Ii,kτ,τ˜ (ϕj , ϕl) 6= 0
}
.
Note that the index sets I (τ, τ˜ ) and I (i, k) are sparse.
Our goal is, in the following, to approximate Ii,kτ,τ˜ (ϕj , ϕl) eiently using TT- and QTT-
approximations. For simpliity we assume that we have pieewise onstant basis funtions in
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spae so that suppϕl = τ and suppϕk = τ˜ with τ, τ˜ ∈ G. In general these basis funtions are
lifted pieewise polynomials and typially of low order. Sine the use of suh low order basis
funtions in spae will not lead to signiantly more osillatory integrands, we do not expet
a severe impat of this more general ase on the rank deomposition in TT/QTT format.
Beause simplex oordinates transform triangles to squares, integrals of the form (4.2.9) an
be written as∫
τ
∫
τ˜
ψi,k (‖x− y‖) dΓydΓx = (4.2.10)∫
[0,1]4
4|τ ||τ˜ |ξxξy ψi,k(‖χτ (ξx, ξxηx)− χτ˜ (ξy, ξyηy)‖)︸ ︷︷ ︸
=:f(ξx,ηx,ξy ,ηy)
dηydξydηxdξx.
We apply properly saled tensor Gauss-Legendre quadrature rules for the numerial approx-
imation of the arising integrals over the four-dimensional unit ube. Let n1, n2, n3, n4 ∈ N>0
be the number of Gauss quadrature points in the rst/seond/third/fourth dimension with
nodes
(x1,i)
n1
i=1, (x2,j)
n2
j=1, (x3,k)
n3
k=1, (x4,l)
n4
l=1 ∈ [0, 1]
and weights
(w1,i)
n1
i=1, (w2,j)
n2
j=1, (w3,k)
n3
k=1, (w4,l)
n4
l=1 ∈ R.
Then,∫
[0,1]4
f(ξx, ηx, ξy, ηy) dηydξydηxdξx ≈
n1∑
i=1
n2∑
j=1
n3∑
k=1
n4∑
l=1
w1,iw2,jw3,kw4,lf(x1,i, x2,j , x3,k, x4,l).
(4.2.11)
For simpliity and in order to test the QTT approximation we set n1 = n2 = n3 = n4 =: N
and assume that N is a power of 2. The evaluation of an approximation in the form (4.2.11)
requires O(N4) additions/multipliations and furthermore O(N4) funtion evaluations. Sine
f , or more speially ψi,k, ontains itself an integral, suh funtion evaluations might be
expensive. Due to the non-analytiity of f and the need to ompute the integrals (4.2.10) a-
urately in order to obtain stable solutions of the time-domain boundary integral equations,
we need a medium number of quadrature points in eah diretion. Thus, depending on the
required auray of the approximation, the quadrature problem an beome ostly. There-
fore the question arises if the right hand side in (4.2.11) an be evaluated more eiently. For
this purpose we will investigate, in the following, the TT and QTT low rank approximations
to the fourth order tensor A = [A(i, j, k, l)] dened entrywise by
A(i, j, k, l) = f(x1,i, x2,j , x3,k, x4,l), (i, j, k, l) ∈ {1, ..., N}4 . (4.2.12)
Note that for the singular ase, where dist (τ, τ˜) = 0, regularizing oordinate transforms have
to be applied to remove the singularity of the kernel funtion (f. [29℄, [26℄). In this ase,
the transformed integral is a sum of integrals over the four-dimensional unit ube and our
ompression method an be applied also to these ases. For simpliity we restrit in this
paper to the approximation of the regular integrals.
4.3 Tensor Approximation of I i,jτ,τ˜ (ϕj, ϕl)
In the following we apply the matrix-produt states (MPS) type tensor representations in the
form of tensor train (TT) and quantized-TT (QTT) formats to represent sparsely the fourth
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order oeients tensor arising in the quadrature approximation of the above integrals (see
(4.2.11)).
4.3.1 Matrix-produt states (MPS) tensor formats
A tensor of order d is dened as an element of nite dimensional tensor-produt Hilbert spae
Wn ≡Wn,d of the d-fold, N1 × ...×Nd real-valued arrays, and equipped with the Eulidean
(Frobenius) salar produt 〈·, ·〉 : Wn ×Wn → R. Eah tensor in Wn, n = (N1, ..., Nd), an
be represented omponentwise,
A = [A(i1, ..., id)] with iℓ ∈ Iℓ := {1, ..., Nℓ},
where for the ease of presentation, we mainly onsider the equal-size tensors, i.e., Nℓ = N
(ℓ = 1, ..., d). We all the elements of Wn = R
I1×...×Id
as N -d tensors. The dimension of
the tensor-produt Hilbert spae Wn sales exponentially in d, dim Wn,d = N
d
implying
exponential storage ost for a general N -d tensor.
In our appliation the quadrature oeients for approximating Ii,kτ,τ˜ (ϕj , ϕl) onstitute the
N × N × N × N tensor A of order 4 as in (4.2.12), requiring N4 storage size. Hene, in
the ase of multiple omputations of a tensor and high numerial ost of evaluation a single
entry, the alulations beome nontratable already for N of order several tens.
The MPS representation of a d-th order tensor redues the omplexity of storage to
O(dr2N), where r is the maximal mode rank [37, 31℄. The MPS tensor approximation
was proved to be eient in high-dimensional eletroni/moleular struture alulations,
in quantum omputing and in stohasti PDEs (see survey paper [17℄ for more details). In
the reent mathematial literature the various versions of MPS tensor deomposition were
disovered as the hierarhial Tuker [14℄, the tensor train (TT) [24℄ and the tensor hain
(TC) [18℄ formats. In the following we make use of the TT format applied to both the initial
N -d tensor and to its quantized representation (quantis-TT).
Denition 4.3.1. (Tensor hain/train format) For a given rank parameter r = (r0, ..., rd),
and the respetive index sets Jℓ = {1, ..., rℓ} (ℓ = 0, 1, ..., d), with the periodiity onstraints
J0 = Jd (i.e., r0 = rd), the rank-r TC format ontains all elements A = [A(i1, ..., id)] ∈ Wn
whih an be represented as the hain of ontrated produts of 3-tensors over the d-fold
produt index set J := ×dℓ=1Jℓ,
A(i1, ..., id) =
∑
α1∈J1
· · ·
∑
αd∈Jd
A(1)(αd, i1, α1)A
(2)(α1, i2, α2) · · ·A(d)(αd−1, id, αd).
In the matrix form we have the entrywise MPS representation
A(i1, i2, . . . , id) = A
(1)
i1
A
(2)
i2
. . . A
(d)
id
, (4.3.1)
where eah A
(ℓ)
iℓ
is rℓ−1× rℓ matrix. In the ase J0 = Jd = {1}, the TC format oinides with
TT representation in [24℄.
The TC/TT format redues the storage ost of a N -d tensor to O(dr2N), r = max rℓ. The
important multilinear algebrai operations with TT tensors an be implemented with linear
omplexity saling in d and N . In partiular, for the Hadamard produt we have
Z = X ◦Y : Z(k)(ik) = X(k)(ik)⊗ Y (k)(ik),
implying the formatted representation of the salar produt (in O(dr3N)≪ Nd operations)
〈X,Y〉 = 〈X ◦Y,1〉.
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4.3.2 Quantized-TT (QTT) Approximation of N-d tensors
Further redution of the asymptoti storage omplexity an be based on the so-alled quan-
tized-TT (QTT) representation obtained from the initial N ×N ×N ×N tensor by simple
folding (reshaping) to a higher dimensional 2 × ... × 2 array. It was shown in [18℄ that the
omputational gain of the QTT representation is due to the good separability properties of
quantized images on a large lass of funtion related tensors. In our appliation we found
numerially the low rank TT/QTT approximations for arising 4th order tensors, indiating
nearly the same data ompression for both formats. However, the important motivation to
use the QTT representation is due to the high eieny of the QTT-ross approximation
sheme ensured by the small mode size (in fat, equals to 2) of the quantized tensors.
We suppose that N = 2L with some L = 1, 2, . . . . The next denition introdues the
folding of N -d tensors into the elements (quantized 2 × ... × 2 tensors) of an auxiliary D-
dimensional tensor spae with D = d log2N .
Denition 4.3.2. ([18℄) Introdue the binary folding transform of degree 2 ≤ L,
Fd,L : Wn,d →Wm,dL, m = (m1, ...,md), mℓ = (mℓ,1, ...,mℓ,L),
with mℓ,ν = 2 for ν = 1, ..., L, (ℓ = 1, ..., d), that reshapes the initial n-d tensor in Wn,d to
elements of the quantized spae Wm,dL as follows:
(A) For d = 1 a vetor X = [X(i)]i∈I ∈WN,1, is reshaped to the element of W2,L by
F1,L : X→ Y = [Y (j)] := [X(i)], j = {j1, ..., jL},
with jν ∈ {1, 2} for ν = 1, ..., L. For xed i, jν = jν(i) is dened by jν − 1 = C−1+ν , where
the C−1+ν are found from the binary representation of i− 1,
i− 1 = C0 + C121 + · · ·+ CL−12L−1 ≡
L∑
ν=1
(jν − 1)2ν−1.
(B) For d > 1 the onstrution is similar.
Notie that the folding transform Fd,L is the linear isometry between WN,d and W2,dL (see
[18℄).
Remark 4.3.3. Every 2-dL tensor in the quantis spae W2,dL an be represented (approx-
imated) in the low rank TT format. This leads to the so-alled QTT representation of N -d
tensors. Assuming that rk ≤ r, k = 1, ..., dL, the omplexity of the QTT representation an
be estimated by O(dr2 logN), providing log-volume asymptotis ompared with the volume
size of the initial tensor O(Nd).
4.3.3 Sketh of numerial TT/QTT approximation
The manifold [15℄ of rank-r TT tensors in Wn is known to be losed in the Frobenius norm
[25℄.
From the omputational point of view, one of the most attrative features of TT format is
the following: the numerial omputation of rk−1×rk matries A(k)ik in the TT representation
(approximation) of a full format tensor A = [A(i1, ..., id)],
A(i1, i2, . . . , id) = A
(1)
i1
A
(2)
i2
. . . A
(d)
id
,
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an be implemented by a stable SVD-based algorithm (MATLAB Toolbox http://spring.
inm.rus.ru/osel). For the ompleteness of presentation, we sketh the full-to-TT om-
pression algorithm [24℄, whih will be applied in Setion 4.4 to our partiular fourth order
oeients tensor.
Input: a tensor A of size n1 × n2 · · · × nd and auray bound ε > 0.
1: First unfolding: Nr =
∏d
k=2 nk, M := reshape(A, [n1, Nr]).
2: Compute the trunated SVD of M ≈ UΛV , so that the approximate rank r ensures
min(n1,Nr)∑
k=r+1
σ2k ≤
(ε · ‖A‖F )2
d− 1 .
3: Set A(1) = U , M := ΛV T , r1 = r, and proess modes k = 2, ..., d − 1.
4: for k = 2 to d− 1 do
4a: Construt the next unfolding: Nr :=
Nr
nk
, M := reshape(M, [rnk, Nr]).
4b: Compute the trunated SVD of M ≈ UΛV , so that the approximate rank r ensures
min(nk ,Nr)∑
k=r+1
σ2k ≤
(ε · ‖A‖F )2
d− 1 .
4: Set rk = r and reshape the matrix U into a tensor:
A(k) := reshape(U, [rk−1, nk, rk]).
4d: Reompute M := ΛV .
end for
5: Set A(d) = M .
Output: TT ores Ak, k = 1, . . . d, dening a TT ε-approximation to A.
The above algorithm has the numerial omplexity O(nd+1). In the present paper we di-
retly apply this algorithm to the fourth-order tensor of interest to demonstrate the eient
rank deomposition in the TT format that redues drastially the storage and omputational
ost. Moreover, assuming the existene of low-rank TT representation the rank-r TT ap-
proximation an be omputed by the heuristi algorithm alled TT-ross approximation [25℄
avoiding the urse of dimensionality (see the numerial example below). This algorithm
also applies to QTT format (QTT-ross approximation).
Remark 4.3.4. Notie that the QTT approximation of the target N × N × N × N tensor
A an be performed by the same deomposition algorithm but applied in the partiular setting
nk = 2, d = 4 logN . The rank-r QTT-ross approximation takes the advantage of low
ost O(r4 logN) sine, due to the main property of TT-ross algorithm, it alls only for
O(r2 logN) entries of the initial tensor A. In this way, the generation of the full tensor an
be avoided by using the rank-r QTT-ross approximation method that requires to ompute
only few entries (hosen adaptively) of the target tensor. The numerial results show that the
ompression is omparable with the omplete QTT approximation method (see Setion 4.6).
4.3.4 Computation of I i,jτ,τ˜ (ϕj , ϕl) using TT/QTT approximation
Let us denote the TT and QTT representations of A, dened in (4.2.12), by ATT and AQTT .
An approximation of the integral in (4.2.11) using these representations instead of A an
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be obtained by a simple tensor operation in the quantis spae W2,dL, d = 4, L = logN ,
speially as the salar produt of the rank-1 oeients tensor W = w1 ⊗ w2 ⊗ w3 ⊗ w4
with ATT or AQTT . Let
QG := 〈W,A〉 =
N∑
i=1
N∑
j=1
N∑
k=1
N∑
l=1
w1,iw2,jw3,kw4,lf(x1,i, x2,j , x3,k, x4,l), (4.3.2)
QTT := 〈W,ATT 〉, (4.3.3)
QQTT := 〈W,AQTT 〉, (4.3.4)
denote the quadrature formulas based on the dierent representations of A. As pointed out
in Setion 4.3.1 the ost to evaluate the salar produts QTT or QQTT sales with O(4r
3N),
where r is muh smaller than N , ompared to O(N4) for the exat evaluation of QG. There-
fore the approximations QTT and QQTT an be omputed onsiderably faster, provided that
A has TT and QTT representations with low rank.
Sine ATT and AQTT are only approximations of A, the formulas QTT and QQTT introdue
additional quadrature errors. An important question therefore is how aurate the approxi-
mations ATT/QTT have to be, suh that the relative errors
EG,TT :=
|QG −QTT |
|QG| and EG,QTT :=
|QG −QQTT |
|QG| (4.3.5)
are small and the additional error does not aet the auray of the quadrature QG.
4.4 Numerial Experiments
In the following, we investigate the ompression properties of A and the auray of QTT and
QQTT using dierent triangles and time meshes in order to over various ases, that might
our during the solution of the disrete system (4.2.6) . Therefore, let
τ := conv
{
(0, 0, 0)T, (1, 0, 0)T , (1, 1, 0)T
}
,
τ˜ := c
shift
+ conv
{
(1, 0, 0)T, (1,
1
2
, 1)T , (0, 1,
1
2
)T
}
,
with c
shift
∈ R. These triangles will be used for all numerial experiments. Only c
shift
∈ R
is variable and will be set individually for eah ase. Furthermore we will dene dierent
time grids for eah ase onsisting of six points t1 ≤ . . . ≤ t6 ∈ R≥0. We then hoose basis
funtions b(t) and b˜(t) in time suh that supp b = [t1, t3] and supp b˜ = [t4, t6]. More preisely,
b and b˜ will be the smooth bump funtions as dened in Setion 4.2 multiplied with properly
saled Legendre polynomials of degree 1 (f. [27℄), i.e.,
b(t) = ρt1,t2,t3(t)
(
2
t− t1
t3 − t1 − 1
)
and b˜(t) = ρt4,t5,t6(t)
(
2
t− t4
t6 − t4 − 1
)
. (4.4.1)
Thus, the integrals we want to approximate are of the form
Iτ,τ˜ :=
∫
τ
∫
τ˜
ψ (‖x− y‖) dΓydΓx, (4.4.2)
with
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Figure 4.1: ψ(s) for the time grid given in (4.4.4).
ψ(s) :=
∫ T
0
b˙(t− s)b˜(t)
4πs
dt, (4.4.3)
where s ∈ R>0. Note that
suppψ = [t4 − t3, t6 − t1].
We denote the domain of the spatial integration by
S =
{
z ∈ R3 s.t. z = x− y, x ∈ τ, y ∈ τ˜}
and dene
Smin := min
z∈S
‖z‖ = dist(τ, τ˜), Smax := max
z∈S
‖z‖ = maxdist(τ, τ˜ ).
It an be easily seen that the position of triangle τ˜ , i.e. c
shift
, has to be hosen suh that
[SminSmax] ∩ [t4 − t3, t6 − t1] 6= ∅ in order to obtain Iτ,τ˜ 6= 0 (f. Remark 4.2.1). In the
following we will perform numerial experiments for the following ases:
1. Smin < t4 − t3 and Smax < t6 − t1. Here, the domain S is only partially enlighted from
one side (f. Figure 4.2). The ase Smin > t4 − t3 and Smax > t6 − t1 leads to similar
numerial results in our example and will not be treated separately.
2. Smin > t4 − t3 and Smax < t6 − t1. In this ase the domain S is ompletely enlighted
(f. Figure 4.4).
3. Smin < t4 − t3 and Smax > t6 − t1. Here, the disrete light one is a narrow strip (f.
Figure 4.6).
4. Smin small. In this ase we examine how small distanes between the triangles inuene
the ompression rates.
5. At last we onsider the ase of higher order basis funtions in time and therefore a more
osillatory funtion ψ.
Remark 4.4.1. The following numerial experiments were performed using MATLAB on
an Intel Q8200 proessor, 4Gb RAM. The TT/QTT approximations of the tensor A were
omputed using the TT-toolbox 1.0 for MATLAB written by I. Oseledets (http: // spring.
inm. rus. ru/ osel ).
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Figure 4.2: Enlighted region for xed x ∈ τ in
Case 1.
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Figure 4.3: Relative singular values of B: Non-
zero entries of B: ≈ 50%.
4.4.1 Case 1: Partially enlighted integration domain
For this ase we dene the time grid
t1 = 0.6, t2 = 1.2, t3 = 1.7, t4 = 9.8, t5 = 10.5, t6 = 11.0 (4.4.4)
and cshift = 4.4 suh that Smin ≈ 7.2 and Smax ≈ 9.6. This hoie of the parameters leads to a
situation as illustrated in Figure 4.2. The integration domain is only partially enlighted from
one side, whih leads (depending of the hoie of cshift) to many zero entries in the resulting
tensor A. In this example cshift was hosen suh that approximately 50% of the entries of A
are nonzero.
Sine we are mostly onerned with far eld integrals we expet that a xed number of
quadrature points leads to a suiently high auray of the approximations. For the near
eld integrals we expet that the number of quadrature points has to be asymptotially in-
reased, e.g., in a logarithmi way. However a rigorous theoretial analysis of the inuene
of the quadrature error on the total disretization error is still open. For the approximation
of Iτ,τ˜ we set N = 32, i.e., we use 32 Gauss quadrature points in eah diretion leading to a
tensor A with size(A) = 32× 32× 32× 32. In order to ompute singular values we reshape
A to a matrix B of size 322×322. Note, that in many ases the number of quadrature points
an be hosen lower in order to obtain aurate approximations.
The table below shows the eieny of the TT-approximationATT and the QTT-approxima-
tion AQTT of A. We listed the mean ranks of the orresponding ores for dierent approx-
imation auraies. We additionally omputed the singular value deomposition of B and
listed the number of relative singular values that are greater than the presribed auray.
The deay of the singular values is shown in Figure 4.3.
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Auray Mean rank of ATT Mean rank of AQTT Rel. SV of B
10−2 5.7 8.0 7
10−3 9.4 15.2 12
10−4 13.0 23.1 18
10−5 18.7 33.4 28
10−6 25.4 45.5 41
It an be observed that the ranks of the TT- and QTT-approximation are small, espeially
for low and medium auraies. The low ranks in this ase ould be found also for other
ongurations of the numerial experiment. In general it an be notied that the ompression
in this ase is better if many entries of A are zero or in other words that the enlighted part
of the integration domain is small. (That a sparse A however does not neessarily lead to
good ompression rates an be seen in Setion 4.4.3).
In the next table we ompare the time that is needed to ompute the approximations QG, QTT
and QQTT for dierent auraies of the TT- and QTT-approximation. We assume that A,
ATT , and AQTT are given in eah ase, so that only the dierent salar produts (4.3.2)-
(4.3.4) have to be evaluated. Furthermore we ompute the relative errors EG,TT and EG,QTT
(f. (4.3.5)) in order to see the eet of the additional approximation on the quadrature
result.
Auray Time QG Time QTT EG,TT Time QQTT EG,QTT
10−2 100 1.3 2 · 10−3 9.8 2 · 10−4
10−3 100 1.3 4 · 10−5 10.1 1 · 10−4
10−4 100 1.4 2 · 10−6 10.3 6 · 10−6
10−5 100 1.5 1 · 10−7 10.8 2 · 10−7
10−6 100 1.6 7 · 10−8 11.2 4 · 10−8
It an be seen above that the evaluation of QTT and QQTT is onsiderably faster than
the evaluation of QG due to the low ranks of ATT and AQTT and the indued low num-
ber of arithmeti operations that are needed to ompute the orresponding salar produts.
Furthermore it an be observed that the errors EG,TT and EG,QTT are small even for low
and medium auraies of the TT- and QTT-approximation. In this ase it is suient to
determine ATT and AQTT with relatively low auray in order to obtain aurate approx-
imations for QG. On the one hand this is advantageous sine we benet from low ranks in
this ase and on the other hand the omputation of ATT and AQTT diretly via TT/QTT
ross approximation beomes heaper as well (f. Setion 4.4.6).
4.4.2 Case 2: Completely enlighted integration domain
For this ase we again use the time grid (4.4.4) and set cshift = 5.1 suh that Smin ≈ 8.42
and Smax ≈ 10.28. We are therefore in the situation where the integration domain τ × τ˜
is ompletely enlighted (f. Figure 4.4). Thus, A is in general densely populated with no
vanishing entries. We set again N = 32 and ompute the mean ranks of the TT- and QTT
approximation of A. The deay of the relative singular values of the reshaped matrix B is
shown in Figure 4.5.
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Figure 4.4: Enlighted region for xed x ∈ τ in
Case 2.
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Figure 4.5: Relative singular values of B. Non-
zero entries of B: 100%.
The results of the numerial experiments indiate that the ompression rates in this ase
are very similar to Case 1. Thus a fully populated tensor A does not have a severe negative
impat on the ranks ofATT and AQTT ompared to a situation where the integration domain
ist only partially enlighted and similar basis funtions in time are used.
Auray Mean rank of ATT Mean rank of AQTT Rel. SV of B
10−2 6.7 10.4 9
10−3 9.8 18.2 14
10−4 13.4 29.1 20
10−5 18.4 40.5 29
10−6 25.0 53.3 42
The next table shows the time that is needed to ompute the dierent approximations of
Iτ,τ˜ . Thereby we again assume that A,ATT and AQTT are given for eah auray.
Auray Time QG Time QTT EG,TT Time QQTT EG,QTT
10−2 100 1.3 7 · 10−3 10.0 5 · 10−2
10−3 100 1.4 1 · 10−3 10.3 4 · 10−4
10−4 100 1.4 8 · 10−5 10.6 4 · 10−5
10−5 100 1.5 3 · 10−6 10.8 3 · 10−6
10−6 100 1.7 4 · 10−8 11.3 1 · 10−8
As expeted the evaluation of the salar produt using the TT- and QTT approximation
is onsiderably faster. Furthermore, the relative errors EG,TT and EG,QTT are, as in the
previous ase, small for medium auraies of ATT and AQTT .
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Figure 4.6: Enlighted region for xed x ∈ τ in
Case 3.
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Figure 4.7: Relative singular values of B. Non-
zero entries of B: ≈ 64%.
4.4.3 Case 3: Narrow disrete light one
Here we want to examine how a narrow disrete light one, i.e., the support of ψ is a small
interval, inuenes the ompression rates. Therefore we onsider the time mesh
t1 = 0.6, t2 = 0.8, t3 = 1.0, t4 = 10.3, t5 = 10.45, t6 = 10.7
suh that suppψ = [9.3, 10.1]. Choosing c
shift
= 5.4 leads to the ase where Smin < 9.3 and
Smax > 10.1. We are thus in the situation illustrated in Figure 4.6. We set again N = 32 and
ompute the mean ranks of the TT- and QTT approximation of A whih has approximately
64% nonzero entries. The deay of the relative singular values of the reshaped matrix B is
shown in Figure 4.7.
Auray Mean rank of ATT Mean rank of AQTT Rel. SV of B
10−2 14.4 21.8 23
10−3 23.3 46.8 37
10−4 33.2 69.7 60
10−5 44.3 97.1 89
10−6 57.0 130.1 126
As one an see in the table above, the ompression rates are worse than in the previous
ases. This is not surprising sine ψ has the same osillatory behavior as before but varies
on a smaller interval. The approximation of the tensor A, whih is based on the evaluation
of ψ at dierent points in τ × τ˜ and not only in a narrow strip ontaining the disrete light
one, is therefore learly more diult. This is onrmed by various numerial experiments.
The narrower the disrete light one is, the higher are the mean ranks of the TT- and QTT
approximation of A in general. This ase is therefore an example where a more sparse A
does not lead to better ompression rates.
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Although the mean ranks of ATT and AQTT are larger here than in the previous ases, the
ompression is still good enough to redue the omputing times of the quadratures onsider-
ably.
Auray Time QG Time QTT EG,TT Time QQTT EG,QTT
10−2 100 1.3 4 · 10−1 9.0 6 · 10−1
10−3 100 1.4 1 · 10−2 9.5 2 · 10−2
10−4 100 1.6 1 · 10−4 10.2 1 · 10−3
10−5 100 1.8 5 · 10−5 11.1 5 · 10−5
10−6 100 2.1 1 · 10−6 12.4 1 · 10−6
Another eet that an be observed here is, that the errors EG,TT and EG,QTT deay slower
than before. The approximations of A have therefore to be omputed with higher auray
in order to obtain good approximations of QG.
4.4.4 Case 4: Near eld integrals
We now want to test the ompression rates in the ase where the triangles in (4.4.2) are lose
to eah other. Sine the integrand in (4.4.2) is weakly singular for x = y, the onvergene
rates of standard quadrature rules deteriorate for dist(τ, τ˜ )→ 0. We examine if low distanes
between the triangles also have a negative inuene on the ompression rates of the TT- and
QTT-approximation. In order to test this numerially we use the triangles τ, τ˜ as before and
set c
shift
= 1. In this ase we have
dist(τ, τ˜ ) ≈ 1.44 and maxdist(τ, τ˜) ≈ 3.20.
As time grid we hoose
t1 = 0.6, t2 = 1.2, t3 = 1.9, t4 = 4.2, t5 = 4.7, t6 = 5.7,
suh that suppψ = [2.3, 5.1]. Thus, we are in the ase of a partially enlighted integration
domain as in Case 1. Setting again N = 32, we obtain the following mean ranks for ATT
and AQTT .
Auray Mean rank of ATT EG,TT Mean rank of AQTT EG,QTT
10−2 5.5 4 · 10−3 7.4 1 · 10−3
10−3 9.1 2 · 10−4 13.6 6 · 10−4
10−4 13.8 2 · 10−6 22.1 4 · 10−5
10−5 20.0 9 · 10−7 33.2 5 · 10−7
10−6 27.4 1 · 10−8 46.0 3 · 10−8
As we an see above small distanes between the triangles τ and τ˜ do not have an inu-
ene on the ompression rates of the TT- and QTT approximation and that the ranks are
omparable to those in Case 1. Note however that the number of Gauss points N usually
has to be hosen larger for suh near eld integrals in order to preserve a ertain auray of
the quadrature rule (f. [26℄).
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Figure 4.9: Plot of ψ
high,2
.
As in Case 1, EG,TT and EG,QTT are quikly dereasing suh that a relatively low auray
of ATT and AQTT is suient for the quadrature. The omputing times for QTT and QQTT
are very similar to those in Case 1 and we therefore refrain from listing them here.
4.4.5 Case 5: Higher order basis funtions in time
At last we examine the ase of a higher order of the basis funtions than onsidered before.
Therefore we adopt the setting in Case 1, i.e., we use the time grid (4.4.4) and set c
shift
=4.4.
Instead of using the basis funtion in (4.4.1) we rst set
b(t) = ρt1,t2,t3(t)P2
(
2
t− t1
t3 − t1 − 1
)
and b˜(t) = ρt4,t5,t6(t)P3
(
2
t− t4
t6 − t4 − 1
)
,
where Pp denotes Legendre polynomials of degree p. We denote the orresponding funtion
ψ in (4.4.3) by ψ
high,1
(f. Figure 4.8). As a seond example we hoose
b(t) = ρt1,t2,t3(t)P5
(
2
t− t1
t3 − t1 − 1
)
and b˜(t) = ρt4,t5,t6(t)P5
(
2
t− t4
t6 − t4 − 1
)
.
As above we denote the orresponding ψ in (4.4.3) by ψ
high,2
(f. Figure 4.9). In the following
we list the mean ranks and the relative errors for both settings.
Auray Mean rank of ATT EG,TT Mean rank of AQTT EG,QTT
10−2 4.7 4 · 10−3 7.0 3 · 10−3
10−3 8.5 6 · 10−5 13.3 2 · 10−4
10−4 12.5 4 · 10−5 22.1 6 · 10−5
10−5 18.3 6 · 10−6 32.2 1 · 10−5
10−6 24.7 6 · 10−7 44.6 1 · 10−6
The table above shows the results for ase ψ
high,1
. As we an see the mean ranks are not
aeted by the higher order of the basis funtions in this example. They are even slightly
lower than in Case 1. This is due to the fat that ψ
high,1
is not onsiderably more osillating
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than ψ in Case 1 even though Legendre polynomials of higher order are involved. In order to
see a negative eet of higher order basis funtion we have to onsider Legendre polynomials
of degree 5, i.e. ψ
high,2
, as the next table shows.
Auray Mean rank of ATT EG,TT Mean rank of AQTT EG,QTT
10−2 5.5 5 · 10−1 9.1 6 · 10−1
10−3 10.7 1 · 10−2 16.8 3 · 10−3
10−4 14.3 1 · 10−3 26.8 7 · 10−5
10−5 20.8 4 · 10−5 37.7 2 · 10−5
10−6 27.5 1 · 10−5 50.9 2 · 10−5
10−7 44.3 5 · 10−7 77.6 1 · 10−6
Also here we an see that the ompression rates are not onsiderably worse than before
or in Case 1 even though ψ
high,2
is more osillatory now. A negative aspet that beomes
evident, however, is the slower derease of EG,TT and EG,QTT .
4.4.6 Example on QTT-ross approximation
As it was mentioned in Remark 4.3.4 the rank-r QTT-ross approximation takes the advan-
tage of the log-volume ost O(r4 logN) requiring an evaluation of only O(r2 logN) ≪ N4
entries. In the following we give the numerial illustration on QTT-ross approximation for
Case 1 above. The next table presents the results of ε-QTT-ross approximation of the target
tensor A of size 32×32×32×32. We give the CPU time (se.), QTT and TT ε-ranks and the
relative storage size for the obtained TT and QTT approximations. In all ases the storage
ost of QTT representation is lower than those for the TT-format.
ε 10−6 10−5 10−4
Time (se.) 10.4 6.3 3.1
QTT-rank 31 21 14
TT-rank 18 13 9
stor(TT)/stor(QTT) 1.14 1.17 1.24
Finally we notie that the numerial evaluation of the full tensorA amounts to 321 seonds.
For the evaluation of the tensor entries we approximated ψ in (4.4.3) using Gauss quadrature
with 100 points. This high order of approximation is neessary in order to maintain the
smoothness of the integrand whih is ruial for the good ompression rates observed above.
Note that an aurate approximation of the 1-dimensional funtion ψ(s) on a suitable interval
by simpler funtions, e.g., (pieewise) polynomials, ould lead to a further redution of the
omputing times.
4.5 Conlusion
In this paper, we have presented a new method for the eient evaluation of the integrals
whih arise from the diret disretization of retarded potential integral operators. Sine
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the integrands are C∞ but, in general, not analyti the number of quadrature points is
relatively large while the total number of suh integrals is huge during the generation of
the system matrix. We have introdued the TT and the QTT representations for the four-
dimensional quadrature tensors arising from the evaluation of the (transformed) integrands at
the quadrature points in the four-dimensional unit ube. We have systematially tested the
sensitivity of the algorithm with respet a) to dierent ases how the smeared disrete light
one intersets the spatial mesh, b) to the distane of the surfae panels induing dierent
nearly-singular behaviors of the integrands, and ) to the polynomial degree of the temporal
approximation. In all ases the ompression by the TT and QTT representation is impressive.
Sine both, the TT and the QTT formats require as input the full tensor it is important to
substitute the orresponding full-to-TT and full-to-QTT approximation algorithms by their
adaptive ross versions. We have performed numerial experiments whih show that the
ompression rates by the adaptive TT-ross and QTT-ross representations are omparable
with the original ones while the generation of the full tensor an be avoided.
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Abstrat
In this paper we onsider time-dependent eletromagneti sattering problems from
onduting objets. We disretize the time-domain eletri eld integral equation using
Runge-Kutta onvolution quadrature in time and a Galerkin method in spae. We ana-
lyze the involved operators in the Laplae domain and obtain onvergene results for the
fully disrete sheme. Numerial experiments indiate the sharpness of the theoretial
estimates.
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5.1 Introdution
Eletromagneti sattering problems in three dimensions have a wide range of pratial appli-
ations in physis and engineering, prominent examples being magneti resonane imaging,
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remote sensing systems or global positioning systems. The eient and aurate numerial
solution of suh wave propagation phenomena in the time-domain has gained growing atten-
tion in the last years. Sine suh problems are typially formulated in unbounded domains
the method of integral equations is an elegant tool to transform the underlying set of par-
tial dierential equations into time-domain boundary integral equations (TDBIEs) on the
bounded surfae of the satterer.
Although the numerial solution of TDBIEs has been pursued sine the 1960s (f. [15℄),
their use was unpopular for a long time due to the need to deal with distributional funda-
mental solutions and due to stability problems of the resulting implementations. More reent
numerial methods have overome these stability issues. Important disretization tehniques
inlude Galerkin methods based on spae-time variational formulations (f. [3, 30, 36, 2, 1, 16,
33℄) and methods based on bandlimited interpolation and extrapolation (f. [40, 39, 41, 42℄).
An alternative approah to solve TDBIEs numerially is based on onvolution quadrature.
Developed more than 20 years ago (f. [23, 24℄), onvolution quadrature based on linear
multistep methods has been applied to numerous problems (f. [25, 7, 35, 34, 38, 12℄); fast
numerial implementations were developed in [18, 17, 20℄ . For a review on onvolution
quadrature and its appliations we refer to [26, 8℄. The advantages of this disretization
sheme for TDBIEs inlude its exellent stability properties and the fat that only the Laplae
transform of the time-domain fundamental solution is used and thus distributional kernels
are avoided. An important assumption for the stability of onvolution quadrature is the
A-stability of the underlying time-disretization method. Sine A-stable linear multistep
methods annot exeed a onvergene order of 2, onvolution quadratures based on Runge-
Kutta methods have reently been onsidered and analyzed in order to obtain high order
shemes (f. [27, 4, 5, 6℄). Most related to our work is [12℄ where multistep methods are
onsidered for the time disretization and an error analysis is presented. Some of the stability
estimates ould be improved in our paper so that the regularity assumptions with respet to
time are relaxed.
In this paper we are interested in the propagation of time-dependent eletromagneti elds
in a homogeneous medium arising from the sattering of inoming waves at a perfetly on-
duting obstale. In order to solve the resulting time-domain eletri eld integral equation
(EFIE) numerially we use Runge-Kutta onvolution quadrature for the time disretization
and a Galerkin method for the disretization in spae. The aim of this paper is, for the
rst time, to fully analyze this numerial method. We do this by rst analyzing the Laplae
domain EFIE operator V to show that the inverse operator an be polynomially bounded by∥∥V−1 (s)∥∥ ≤ C (σ0) |s|
Re s
for Re s ≥ σ0 > 0 and some σ0 > 0. This allows us to use the analysis of Runge-Kutta
onvolution quadrature in [6℄ to obtain onvergene estimates for the semi-disrete sheme.
For the spae disretization we use the lassial Raviart-Thomas elements of lowest order.
Using the results of the semi-disrete ase we nally obtain onvergene results for the fully
disrete sheme. We perform numerial test with a spherial satterer. The results indiate
the sharpness of the derived onvergene estimates.
5.2 Sobolev Spaes and Trae Theorems
Let Ω− be an open bounded set in R3 with Lipshitz boundary Γ, unitary outer normal n,
and omplement Ω+ := R
3 \ Ω−. The inner produt of two vetors a,b ∈ C3 is denoted
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by a.b, a × b is the usual vetorial produt. Let Ω either be Ω− or Ω+. For u ∈ L2(Ω) or
v ∈ L2(Γ) := L2(Ω)3, let
‖u‖0,Ω =
(∫
Ω
|u(x)|2 dx
)1/2
resp. ‖v‖0,Ω =
(
3∑
i=1
‖vi‖20,Ω
)1/2
be the norms of u,v in these spaes. We dene the following Hilbert spaes with their
assoiated graph norms:
H(url,Ω) :=
{
v ∈ L2(Γ), urlv ∈ L2(Γ)} ,
‖v‖
url,Ω =
(‖v‖20,Ω + ‖url v‖20,Ω)1/2
and in a similar manner
H(div,Ω) :=
{
v ∈ L2(Γ), divv ∈ L2(Ω)} ,
‖v‖
div,Ω =
(‖v‖20,Ω + ‖divv‖20,Ω)1/2 .
We will further require the L2(Γ) spae of tangential elds,
L2t (Γ) := {v ∈ L2(Γ)|n.v = 0 on Γ}
and the following trae operators Πτ and γτ mapping D(Ω) = {φ|Ω | φ ∈ C∞
omp(R
3)} to
L2t (Γ)
Πτ : u 7→ n× (u× n)|Γ and γτ : u 7→ u|Γ × n.
Adhering to [11℄, we dene the following Hilbert spaes
V := H1/2(Γ), Vγ := γτ (V ), VΠ := Πτ (V ),
with norms that assure the ontinuity of the trae operators
‖λ‖Vγ = inf
u∈V
{‖u‖V | γτ (u) = λ}
and
‖λ‖VΠ = inf
u∈V
{‖u‖V | Πτ (u) = λ}.
Further, we denote by V ′Π and V
′
γ the respetive dual spaes with L
2
t (Γ) as the pivot spae
and their natural norms. We are now ready, see [11℄, to introdue the following Hilbert spaes
on Γ:
H−1/2(divΓ,Γ) := {v ∈ V ′γ | divΓ v ∈ H−1/2(Γ)},
H−1/2(curlΓ,Γ) := {v ∈ V ′Π | curlΓ v ∈ H−1/2(Γ)}
with norms dened as
‖v‖−1/2,divΓ :=
{
‖v‖2V ′γ + ‖divΓ v‖
2
H−1/2(Γ)
}1/2
,
‖v‖−1/2,curlΓ :=
{
‖v‖2V ′Π + ‖curlΓ v‖
2
H−1/2(Γ)
}1/2
.
(5.2.1)
The unknown densities whih arise in the boundary integral equations for the Maxwell prob-
lem are traes of vetor elds inH(url,Ω+). The following theorem shows thatH
−1/2(divΓ,Γ)
and H−1/2(curlΓ,Γ) are the orret spaes for these densities.
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Theorem 5.2.1. Let Ω ∈ {Ω−,Ω+}. The trae mappings
ΠΩτ : H(curl,Ω) → H−1/2(curlΓ,Γ)
and
γΩτ : H(curl,Ω) → H−1/2(divΓ,Γ)
are ontinuous and surjetive. Moreover, there exist ontinuous liftings for these trae oper-
ators in H(url,Ω).
For a proof we refer to [11, Theorem 4.1℄. As an important onsequene of Theorem 5.2.1
we get the following Green's formula. For this, we put H−1/2(curlΓ,Γ) and H−1/2(divΓ,Γ)
in duality when L2t (Ω) is used as pivot spae (f. [11, Setion 5℄). More preisely, the usual
L2t (Γ) salar produt an be ontinuously extended to a sesqui-linear duality pairing
(·, ·)Γ : H−1/2(divΓ,Γ)×H−1/2(curlΓ,Γ)→ C
by means of Green's formula: For all u,v ∈ H(url,Ω)
sign (Ω)
∫
Ω
(u . urlv − urlu .v) dx = (γΩτ u,ΠΩτ v)Γ with sign (Ω) :=
{
−1, Ω = Ω+,
+1, Ω = Ω−.
(5.2.2)
Note that the omplex onjugation in (·, ·)Γ is on the rst argument. This will be of impor-
tane in Setion 5.4.4.
For bounded, smooth domains, Green's formula is proved in [28℄ and for Lipshitz domains
in [9, 11℄. For exterior domains Ω+, this follows by employing a uto funtion and the dense
embedding {
u|Ω+ : u ∈ C∞omp(R3)
}
→֒ H (url,Ω)
and applying Green's formula for bounded domains.
Finally, as another onsequene of the duality of the two trae spaes H−1/2(divΓ,Γ) and
H−1/2(curlΓ,Γ) with L2t (Γ) as the pivot spae (see (36) in [11℄) we have the identities
‖u‖−1/2,div = sup
ϕ∈H−1/2(curlΓ,Γ)
|(u,ϕ)Γ|
‖ϕ‖−1/2,url
(5.2.3a)
and
‖v‖−1/2,url = sup
ϕ∈H−1/2(divΓ,Γ)
|(v,ϕ)Γ|
‖ϕ‖−1/2,div
. (5.2.3b)
Remark 5.2.2. In the remainder of the paper we may, in order to enhane readability, use
both the lassial notation n × (· × n) and · × n and the notation Πτ and γτ , even though
stritly speaking only the latter should be used.
5.3 Integral Formulation for Exterior Sattering Problems
In the following we will be onerned with the propagation of time-dependent eletromagneti
elds near a perfetly onduting body. We onsider three-dimensional exterior sattering
problems in a homogeneous, isotropi medium with onstant, positive eletri permittivity ε
and onstant, positive magneti permeability µ. Furthermore we assume that there are no
external soures.
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Let Ω− be a three-dimensional perfetly onduting objet with bounded Lipshitz surfae
Γ and let (Ein,Hin) be an inident eletromagneti eld. The sattered eld (E,H) satises
the time dependent Maxwell equations:
−ε∂E
∂t
+ urlH = 0 in R+ × Ω+, (5.3.1)
µ
∂H
∂t
+ urlE = 0 in R+ × Ω+, (5.3.2)
divE = divH = 0 in R+ × Ω+, (5.3.3)
with boundary onditions
(E+Ein)× n = 0 on R+ × Γ (5.3.4)
and initial onditions
E(t,x) = H(t,x) = 0 for t ≤ 0 and x ∈ Ω+.
Sine our problem is formulated in unbounded domains we use the method of integral equa-
tions to transform this set of partial dierential equations to integral equations on the
bounded surfae of the satterer. These an be derived by inverse Laplae transformation of
the more widely known frequeny domain integral representations, see (5.6.46) in [28℄, as
we explain next. The appliation of the Laplae transform, i.e., Eˆ := LE =
∫ t
0 e
−stE(·, t)dt,
to equations (5.3.1) and (5.3.2) leads to
−εsEˆ+ url Hˆ = 0 in Ω+,
µsHˆ+ url Eˆ = 0 in Ω+,
with boundary ondition
(Eˆ+ Eˆin)× n = 0 on Γ.
The boundary integral representation for the solution of the above Laplae domain boundary
value problem is given by
Eˆ(y) = −sµ
∫
Γ
K(s,x− y)j(x)dΓx + 1
ε
∇
∫
Γ
K(s,x− y)1
s
divΓ j(x)dΓx, (5.3.5)
Hˆ(y) = url
∫
Γ
K(s,x− y)j(x)dΓx, (5.3.6)
where the free spae Green's funtion for the Helmholtz operator is given by
K(s, z) :=
e−s
√
εµ‖z‖
4π‖z‖ . (5.3.7)
Taking the inverse Laplae transform of the above formulation gives the time-domain eletri
eld integral equation (EFIE):
E(t,y) = −µ
∫ t
0
∫
Γ
k(t− τ,x− y) ∂tj(τ,x) dΓx dτ
− 1
ε
∇
∫ t
0
∫
Γ
k(t− τ,x− y) q(τ,x) dΓx dτ (5.3.8)
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H(t,y) = url
∫ t
0
∫
Γ
k(t− τ,x− y) j(τ,x) dΓx dτ
for y ∈ Ω+ \ Γ, involving the eletri surfae urrent density j, the harge density q
q(t,x) = −
∫ t
0
divΓ j(τ,x)dτ, (5.3.9)
and the time domain free spae Green's funtion
k(t, z) := L −1{K(·, z)}(t) = δ(t−
√
εµ‖z‖)
4π‖z‖ , (5.3.10)
where δ denotes the Dira delta funtion. It an be easily heked that for any j and q
satisfying (5.3.9), E and H given by the representation formula (5.3.8) satisfy (5.3.1), (5.3.2),
and (5.3.3). The initial onditions are also satised sine we assume that j(τ,y) = 0 and
q(τ,y) = 0 for τ ≤ 0 and y ∈ Ω+ \ Γ. The unknown density funtions are now determined
via the boundary ondition (5.3.4). This requires the extension of E × n to the boundary Γ
whih an be done ontinuously (f. [28℄). The resulting integral equation we have to solve
reads
− µΠτ
∫ t
0
∫
Γ
k(t− τ,x− y)jt(τ,x) dΓxdτ
− 1
ε
∇Γ
∫ t
0
∫
Γ
k(t− τ,x− y)q(τ,x) dΓxdτ = n (y)× g (t,y) for (t,y) ∈ R× Γ,
(5.3.11)
with
g := −Einc × n, (5.3.12)
jt = ∂tj, and ∇Γ the surfae gradient.
In order to eliminate the unknown q and for further reasons that will beome apparent in
the next setion, see Remark 5.4.3, we dierentiate both sides of the above equation with
respet to time to obtain
−µΠτ
∫ t
0
∫
Γ
k(t− τ,x− y)jtt(τ,x) dΓxdτ
+
1
ε
∇Γ
∫ t
0
∫
Γ
k(t− τ,x− y) divΓ j(τ,x) dΓxdτ = n (y)× gt (t,y)
(5.3.13)
whih we have to solve for all (t,y) ∈ R × Γ. Note that this integral equation ontains only
the unknown eletri surfae urrent density j.
5.4 Numerial Disretization
5.4.1 Time Disretization
For the time disretization we will make use of onvolution quadrature based on a Runge-
Kutta method. An m-stage Runge-Kutta method in the standard Buther tableau notation
an be desribed by the matrixA = (aij)
m
i,j=1 ∈ Rm×m and the vetors b = (b1, b2, . . . , bm)T ∈
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R
m
and c = (c1, c2, . . . , cm)
T
. The orresponding Runge-Kutta disretization of the initial
value problem y′ = f(t, y), y(0) = y0, is then given by
Yni = yn +∆t
m∑
j=1
aijf(tn + cj∆t, Ynj), i = 1, . . . ,m,
yn+1 = yn +∆t
m∑
j=1
bjf(tn + cj∆t, Ynj);
here ∆t > 0 is the time-step and tj = j∆t. The values Yni and yn are approximations to
y(tn + ci∆t) and y(tn), respetively. This Runge-Kutta method is said to be of (lassial)
order p ≥ 1 and stage order q if for suiently smooth right-hand sides f ,
Y0i − y(ci∆t) = O(∆tq+1), for i = 1, . . . ,m, and y1 − y(t1) = O(∆tp+1), (5.4.1)
as ∆t→ 0. Using the notation
1 = (1, 1, . . . , 1)T ,
the Runge-Kutta method is said to be A-stable if I − zA is non-singular for Re z ≤ 0 and
the stability funtion
R(z) = 1 + zbT (I− zA)−11 (5.4.2)
satises |R(z)| ≤ 1 for Re z ≤ 0. Note that if A−1 exists, then R(∞) = 1− bTA−11.
In order to use the onvergene results proved in [6℄, we make the following assumptions
on the Runge-Kutta methods.
Assumption 5.4.1. a. The Runge-Kutta method is A-stable with (lassial) order p ≥ 1
and stage order q ≤ p.
b. The stability funtion satises |R(iy)| < 1 for all real y 6= 0.
. R(∞) = 0.
d. The Runge-Kutta oeient matrix A is invertible.
Radau IIA and Lobatto IIIC are examples of methods satisfying all of the above assump-
tions with q = m and p = 2m − 1 for Radau IIA and q = m − 1 and p = 2m for Lobatto
IIIC. For possible relaxation of these onditions and deeper meaning of them see [6℄.
Convolution quadrature is a method for the disretization of ontinuous onvolutions
u(t) = K(∂t)g :=
∫ t
0
k(t− τ)g(τ)dτ (5.4.3)
that uses only the Laplae transformed kernel K(s) = (L k) (s), the so-alled transfer fun-
tion. The importane of the transfer funtion is highlighted by the operational notation
K(∂t)g.
The Runge-Kutta based onvolution quadrature approximation to u(tn+cℓ∆t), ℓ = 1, . . . ,m,
is given by
un1
.
.
.
unm
 = (K(∂t∆t)g)n := n∑
j=0
W∆tn−j(K)

g(tj + c1∆t)
.
.
.
g(tj + cm∆t)
 . (5.4.4)
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Here, the matrix onvolution weights W∆tj (K) are dened impliitly through a generating
funtion
K
(
χ (ζ)
∆t
)
=
∞∑
j=0
W∆tj (K)ζ
j, (5.4.5)
with
χ (ζ) = A−1 − ζA−11bTA−1. (5.4.6)
The approximation at tn+1 is given simply by un+1 = b
TA−1(unℓ)mℓ=1, i.e.,
un+1 := b
TA−1
(
K(∂t
∆t)g
)
n
. (5.4.7)
Note that for stiy aurate Runge-Kutta methods like Radau IIA or Lobatto IIIC we have
bTA−1 = (0, 0, . . . , 0, 1)T and therefore (5.4.7) simplies to un+1 = unm in this ase.
Applying this time-disretization to (5.3.13) we obtain the semi-disretized equations
−
n∑
j=0
µΠτ
∫
Γ
W
(2)
n−j(x− y)

j(tj + c1∆t,x)
.
.
.
j(tj + cm∆t,x)
 dΓx
+
n∑
j=0
1
ε
∇Γ
∫
Γ
Wn−j(x− y)

divΓ j(tj + c1∆t,x)
.
.
.
divΓ j(tj + cm∆t,x)
 dΓx = (n× gt)n ,
(5.4.8)
with
(n× gt)n (y) :=

n (y)× gt(tn + c1∆t,y)
.
.
.
n (y)× gt(tn + cm∆t,y)

and the weights Wj = (wj,k,ℓ)1≤k,ℓ≤m and W
(2)
j =
(
w
(2)
j,k,ℓ
)
1≤k,ℓ≤m
dened by
K(χ (ζ) /∆t, z) =
∞∑
j=0
Wj(z)ζ
j , (χ (ζ) /∆t)2K(χ (ζ) /∆t, z) =
∞∑
j=0
W
(2)
j (z)ζ
j , (5.4.9)
whereK is again as in (5.3.7). The importane of using the dierentiated formulation (5.3.13)
instead of (5.3.11) an be seen from the following proposition.
Proposition 5.4.2. Under the above assumptions on the Runge-Kutta method, there exists
a onstant c > 0 suh that for any ǫ > 0 and all z ∈ R3 with ‖z‖ < R it holds
‖Wj(z)‖ ≤ ǫ, for all j > max
(
cR
∆t
, log
1
ǫ
)
and
‖W(2)j (z)‖ ≤ ǫ, for all j > max
(
cR
∆t
, log
1
ǫ
+ log
1
∆t
)
.
5.4 Numerial Disretization 97
Proof. By Cauhy's integral formula it holds
Wj(z) =
1
4π ‖z‖
1
2πi
∮
C
e−χ(ζ)‖z‖/∆t ζ−j−1dζ =
1
4π ‖z‖
∞∑
ℓ=j
(‖z‖ /∆t)ℓ
ℓ!
1
2πi
∮
C
(−χ(ζ))ℓ ζ−j−1dζ.
For the ontour C we may use the unit irle and obtain the bound
‖Wj(z)‖ ≤ 1
4π ‖z‖
∞∑
ℓ=j
(a ‖z‖ /∆t)ℓ
ℓ!
, with a = max
|ζ|=1
‖χ(ζ)‖.
Using Stirling's approximation nally we obtain a rude bound
‖Wj(z)‖ ≤ 1
4π ‖z‖
∞∑
ℓ=j
(
a e ‖z‖
ℓ∆t
)ℓ
≤ 1
4π ‖z‖
(
a e ‖z‖
j∆t
)j 1
1− (a e ‖z‖ /j∆t)
=
a e
4πj∆t
(
a e ‖z‖
j∆t
)j−1 1
1− (a e ‖z‖ /j∆t) .
Assuming for example that j > 2a eR/∆t we obtain that
‖Wj(z)‖ ≤ C 1
R
2−j
from whih the rst bound follows diretly. Similar reasoning gives the result for W
(2)
j .
Remark 5.4.3. The above proposition shows that for large enough j, the weights Wj and
W
(2)
j are exponentially lose to zero. In order to eliminate q from (5.3.11) we ould have
simply substituted for q the onservation law (5.3.9). This would, however, have introdued
the integration operator 1/s and sine (χ (ζ))−1 = A+ ζ1−ζ1b
T
it is not diult to see that
weights for this operator do not onverge to zero.
5.4.2 Convergene of the semi-disrete sheme
Let us dene the Laplae domain EFIE operator on the boundary V(s) : H−1/2(divΓ,Γ) →
H−1/2(curlΓ,Γ) by(
V(s)ˆj
)
(y) : = −µΠτ
∫
Γ
s2K(s,x− y) jˆ(x) dΓx
+
1
ε
∇Γ
∫
Γ
K(s,x− y) divΓ jˆ(x) dΓx, y ∈ Γ.
(5.4.10)
Further denote by S(s) : H−1/2(divΓ,Γ)→ H(url,Ω+) the operator(
S(s)ˆj
)
(y) :=− µ
∫
Γ
sK(s,x− y)ˆj(x) dΓx
+
1
ε
∇
∫
Γ
1
s
K(s,x− y) divΓ jˆ(x) dΓx, y ∈ Ω+.
(5.4.11)
Note that V(s) is the tangential trae of the dierentiated domain operator S(s):
V(s) = sΠτS(s).
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Therefore, using the operational notation (5.4.3), the ontinuous system (5.3.13) an be
written in short-hand as: Find j suh that
V(∂t)j = n× gt, (5.4.12)
and its Runge-Kutta disretization as: Find j∆t suh that(V(∂t∆t)j∆t)n = (n× gt)n.
Using the omposition rule
K2K1(∂t
∆t)g = K2(∂t
∆t)K1(∂t
∆t)g, (5.4.13)
see [5℄, we see that the unknown density is in fat given by
(j∆t)n =

j∆tn1
.
.
.
j∆tnm
 = (V−1(∂t∆t)n× gt)n
and
j∆tn+1 := b
TA−1
(V−1(∂t∆t)n× gt)n .
Finally, using the denition of S(s) (reall that V(s) = sΠτS(s)) we have that
E = SV−1(∂t)n× gt
and the disrete approximation E∆tn+1 ≈ E (tn+1, ·) of the eletri eld is given by
E∆tn+1 = b
TA−1
(SV−1(∂t∆t)n× gt)n .
It is onsequently possible to dedue onvergene results just from properties of V−1(s)
and S(s) in the Laplae domain.
Theorem 5.4.4. There exists σ0 > 0 suh that the following statements hold.
(a) The inverse operator V−1(s) : H−1/2(curlΓ,Γ)→ H−1/2(divΓ,Γ) is analyti for Re s >
0 and bounded in the operator norm as
∥∥V−1 (s)∥∥ ≤ C (σ0) |s|
Re s
for Re s ≥ σ0 > 0. (5.4.14)
(b) An upper bound for the operator norm of V(s) : H−1/2(divΓ,Γ) → H−1/2(curlΓ,Γ) is
given by
‖V(s)‖ ≤ C (σ0) |s|
3
Re s
. (5.4.15)
() For any y ∈ Ω+, the eld point evaluation δyS(s) : H−1/2(divΓ,Γ) → C3 is analyti
for Re s > 0 and bounded as
‖δyS(s)‖ ≤ C(σ0,dist(y,Γ)) e−Re s dist(y,Γ) |s|2 for Re s ≥ σ0 > 0.
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Proof. We follow the ideas of [3℄ and extend them from the aousti ase to the present ase
of Maxwell operators. Similar arguments an be found in the master's thesis of one of the
authors [37, Prop. 3.5℄, see also the PhD theses [29℄ and [36℄. The denitions of the single
layer operators in these referenes dier slightly, for example V (s) = sR (s), where R (s) is
as in [37, (3.10)℄. In our proof C will denote a generi onstant whih is allowed to hange
from one line to the next.
For ϕ ∈ H−1/2(divΓ,Γ), we dene ψ := V(s)ϕ. Let h ∈ H(url,Ω) denote a lifting of
ψ ∈ H−1/2(urlΓ,Γ), i.e., ψ = Πτh; a proof of the existene of a ontinuous lifting operator
an be found in [28, 36℄. We relate this equation to the following exterior and interior, time-
harmoni Maxwell problem. Let Ω ∈ {Ω−,Ω+}. Find (EΩ,HΩ) ∈ H(url,Ω) ×H(url,Ω)
suh that
−sεEΩ + url HΩ = 0 in Ω,
sµHΩ+url EΩ = 0 in Ω, (5.4.16)
EΩ × n = 1
s
h× n on Γ.
This problem admits a unique solution for all Re s > 0 as proved, e.g., in [36℄ and [37, Lemma
3.3℄. In the following we will make use of the saled norm
‖EΩ‖2curl,Ω,s :=
∫
Ω
|urlEΩ|2 + |√µεsEΩ|2 dx.
Then, we have, see [28, Theorem 5.5.1℄,
Πτh = sΠ
Ω
τ EΩ and ϕ = γ
Ω−
τ HΩ− − γΩ+τ HΩ+ . (5.4.17)
Hene, by Green's formula
Re (−sϕ,V(s)ϕ)Γ = Re (−sϕ,Πτh)Γ (5.4.18)
= Re
[(−sγΩ−τ HΩ− , sΠΩ−τ EΩ−)Γ − (−sγΩ+τ HΩ+ , sΠΩ+τ EΩ+)Γ]
= −Re
∑
Ω∈{Ω−,Ω+}
|s|2
∫
Ω
(HΩ . urlEΩ − urlHΩ .EΩ) dx
=
∑
Ω∈{Ω−,Ω+}
Re
∫
Ω
s
µ
|urlEΩ|2 + s |s|2 ε |EΩ|2 dx
=
Re s
µ
‖E‖2curl,Ω−∪Ω+,s . (5.4.19)
To estimate ϕ in terms of E we pik any ζ ∈ H−1/2(curlΓ,Γ) and denote by uΩ− ∈
H(url,Ω−), resp. uΩ+ ∈ H(url,Ω+) the interior and exterior lifting of ζ, i.e., ζ =
Π
Ω−
τ uΩ− = Π
Ω+
τ uΩ+ . The ontinuity of the lifting operator implies
‖uΩ±‖url,Ω± ≤ C‖ζ‖−1/2,url.
We employ Green's identity to obtain
|(ϕ, ζ)Γ| =
∣∣(γΩ−τ HΩ− ,ΠΩ−τ uΩ−)Γ − (γΩ+τ HΩ+ ,ΠΩ+τ uΩ+)Γ∣∣
=
∣∣∣∣∣∣
∑
Ω∈{Ω−,Ω+}
∫
Ω
(HΩ . urluΩ − urlHΩ .uΩ) dx
∣∣∣∣∣∣
100 Chapter 5 Numerial Solution of Maxwell Problems by Galerkin BEM and Runge-Kutta CQ
=
∣∣∣∣∣∣
∑
Ω∈{Ω−,Ω+}
∫
Ω
(
1
s¯µ
urlEΩ . urluΩ + s¯εEΩ .uΩ
)
dx
∣∣∣∣∣∣
≤ 1|s|µ ‖E‖curl,Ω−∪Ω+,s ‖u‖curl,Ω−∪Ω+,s
≤ 1
µ
max
(√
εµ,
1
Re s
)
‖E‖curl,Ω−∪Ω+,s ‖u‖curl,Ω−∪Ω+
≤ C
µ
max
(√
εµ,
1
Re s
)
‖E‖curl,Ω−∪Ω+,s ‖ζ‖−1/2,url.
Hene, from (5.2.3a) we onlude that
‖ϕ‖−1/2,div ≤
C
µ
max
(√
µε,
1
σ0
)
‖E‖curl,Ω−∪Ω+,s
holds. The ombination with (5.4.19) nally leads to
Re (−sϕ,V (s)ϕ)Γ ≥ Cmin
(√
µ
ε
, µσ20
)
Re s ‖ϕ‖2−1/2,div . (5.4.20)
The Lax-Milgram lemma in the form [32, Lemma 2.1.51 with the denition of ellipitity as
in (2.43)℄ gives ∥∥∥(sV (s))−1∥∥∥ ≤ Cmax(√ ε
µ
,
1
µσ20
)
1
Re s
.
Multiplying by |s| leads to the asserted bound of V−1 (s) in the operator norm.
Now, for any ψ ∈ H−1/2(curlΓ,Γ) we set ϕ := V−1 (s)ψ. Let (EΩ,HΩ) denote the solution
of (5.4.16) for this hoie of ψ and orresponding lifting h. Note that the relations (5.4.17)
also hold for this ase. Again by Green's formula and the ontinuity of the trae mapping
ΠΩτ : H(curl,Ω) → H−1/2(curlΓ,Γ) we get the estimate
Re
(−sV−1 (s)ψ,ψ)
Γ
=
Re s
µ
‖E‖2
url,Ω−∪Ω+,s
≥ Cmin
(
1
µ
, εσ20
)
Re s ‖E‖2
url,Ω−∪Ω+
≥ Cmin
(
1
µ
, εσ20
)
Re s ‖ΠτE‖2−1/2,url
= Cmin
(
1
µ
, εσ20
)
Re s
|s|2 ‖ψ‖
2
−1/2,url. (5.4.21)
Similarly as for V−1(s), this now gives the required estimate for ‖V(s)‖.
To prove the third bound we an proeed as in the aousti ase disussed in [6, Lemma 5.1℄:
|S(s)v(y)| ≤ µ|s|
∥∥∥∥∥ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
H1/2(Γ)
‖v‖H−1/2(Γ) +
1
|s|ε
∥∥∥∥∥∇ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
H1/2(Γ)
‖divΓ v‖H−1/2(Γ)
≤
µ2|s|2 ∥∥∥∥∥ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
2
H1/2(Γ)
+
1
|s|2ε2
∥∥∥∥∥∇ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
2
H1/2(Γ)
1/2 ‖v‖−1/2,divΓ .
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It is not diult to show that, see [6, Lemma 5.1℄,∥∥∥∥∥ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
H1/2(Γ)
≤ C(σ0,dist(y,Γ))|s| e−Re s dist(y,Γ)
and hene ∥∥∥∥∥∇ e−s‖·−y‖4π‖ · −y‖
∥∥∥∥∥
H1/2(Γ)
≤ C(σ0,dist(y,Γ))|s|2 e−Re sdist(y,Γ) .
Combining the three estimates gives the required result.
In the following we will derive error estimates for the Runge-Kutta onvolution quadrature
approximation of the omputation of the eletri surfae urrent density
j = V−1(∂t) (n× gt) (5.4.22)
and the orresponding eld point evaluation
E (y) = δySV−1(∂t)n× gt (5.4.23)
where g = −Einc×n. The transfer funtion for problem (5.4.22) is given (and estimated) by
‖V−1(s)‖ ≤ C (σ0) |s|
Re s
,
where for (5.4.23) it is∥∥δyS (s)V−1(s)∥∥ ≤ C(σ0,dist(y,Γ)) e−Re sdist(y,Γ) |s|3
Re s
.
In [6℄ it has been proved that the Runge-Kutta onvolution quadrature for a transfer fun-
tion that is bounded by C|s|µ/ (Re s)ν for some real µ and ν ≥ 0 onverges at the rate
O(∆tq+1−µ+ν). Hene, these estimates imply the following result.
Denition 5.4.5. Let W r,10 (0, T ;X) denote the spae of funtions g on (0, T ) with values in
the Banah spae X and the r-th weak derivative in L1 (0, T ) and with g (0) = g′ (0) = . . . =
g(r−1) (0) = 0 equipped with the norm∥∥∥g(r)∥∥∥
L1(0,T )
=
∫ T
0
‖g(r)(t)‖Xdt.
Theorem 5.4.6.
(a) Let r > p+3 and g ∈W r+1,10 ([0, T ];H−1/2(curlΓ,Γ)). Then, under the above onditions
on the Runge-Kutta method there exists t¯ ≥ 0 suh that for 0 < ∆t < t¯ and t ∈ [0, T ],∥∥j∆tn (·) − j(tn, ·)∥∥−1/2,divΓ ≤ C∆tmin(p,q+1)
∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ.
(b) Let r > p + 5 and assume further that g ∈ W r+1,10 ([0, T ];H−1/2(curlΓ,Γ)). Then for
any y ∈ Ω+ ∥∥E∆tn (y)−E(tn,y)∥∥ ≤ C∆tp ∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ.
Remark 5.4.7. The statement of the theorem on onvergene of Runge-Kutta based onvo-
lution quadrature as given in [6℄, requires the data g to be in the spae Cr([0, T ]) of r-times
ontinuously dierentiable funtions. The proof is, however, easily seen to hold also for data
g in spaes W r,10 ([0, T ]).
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5.4.3 Spatial Disretization
For the rest of the paper we assume Ω− to be a bounded polyhedron. In this ase the spaes
VΠ and Vγ an be expliitly haraterized, see [9, 10℄. We equip the boundary Γ of Ω− with
a surfae boundary element mesh Gh (in the sense of, e.g., [32℄), where h denotes the mesh
width. We assume that the surfae mesh is aligned with edges of Γ, i.e. the edges of Γ are
overed by a subset of triangle edges. Let
Gh := {τℓ}M˜ℓ=1
be suh a triangulation with Γ =
⋃M˜
ℓ=1 τℓ. The set of triangle edges is denoted by
Eh := {ei}Mi=1 .
The triangulation is assumed to be onforming i.e. two panels τℓ and τk either oinide,
they share a ommon edge, a ommon vertex or they are disjoint. In order to disretize our
problem we have to dene a suitable nite dimensional boundary element spae
Vh ⊂ H−1/2(divΓ,Γ).
We use here the lassial Raviart-Thomas elements of lowest order, whih we denote by
RT 0(Gh), see [31℄.
Let a basis of RT 0(Gh) be given by {b1,b2, . . . ,bM}. We dene the blok matries Wk ∈
C
mM×mM
for 1 ≤ i, j ≤ m by(
W
k
)
i,j
:=
(
µ
∫
Γ
∫
Γ
(
W
(2)
k (x− y)
)
i,j
(be(x) , bf (y)) dΓxdΓy
+
1
ε
∫
Γ
∫
Γ
(Wk(x− y))i,j divΓ be(x)divΓ bf (y)dΓxdΓy
)M
e,f=1
∈ CM×M ,
where (·, ·) refers to the standard inner produt in C3. For 1 ≤ i ≤ m, we dene the right-hand
sides rk,i ∈ CM by
rk,i :=
(∫
Γ
(
bf ,E
in
t (tk + ci∆t,y)
)
dΓy
)M
f=1
and form the blok vetors Rk := (rk,i)
m
i=1 ∈ CmM . Then, the Galerkin disretization of
(5.4.8) is given by seeking, for 0 ≤ k ≤ N , the blok vetors Jk = (jk,i)mi=1 with jk,i =
(jk,i,e)
M
e=1 ∈ CM suh that
n∑
j=0
W
n−jJj = Rn ∀0 ≤ n ≤ N.
The temporal Runge-Kutta onvolution quadrature, spatial Galerkin approximation to the
eletri surfae urrent densities j
k
(x) := (j (tk + ci∆t,x))
m
i=1 at time points tk + ci∆t, 1 ≤
i ≤ m, then is given by
j
k
(x) ≈ j∆t,h
k
(x) :=
(
M∑
e=1
jk,i,ebe(x)
)m
i=1
. (5.4.24)
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In order to obtain approximations at tk+1 and not only at stage values, under the assumption
R(∞) = 0 on the Runge-Kutta method, note that
j (tk+1,x) ≈ j∆t,hk+1 (x) := bTA−1j∆t,hk (x)
due to (5.4.7). For stiy stable RK methods, suh as the Radau IIA method, bTA−1 =
(0, 0, . . . , 0, 1)T and cm = 1, so that
j
∆t,h
k+1 = j
∆t,h
km .
5.4.4 Convergene of the fully disrete sheme
The Galerkin disretization of the variational problem (5.4.12) in the Laplae domain is given
by nding jˆh = jˆh (s) ∈ RT 0(Gh) suh that(
ζ,V(s)ˆjh
)
Γ
= (ζ, sn× gˆ)Γ ∀ζ ∈ RT 0(Gh). (5.4.25)
Let P0,h : L
2
t (Γ) → RT 0(Gh) and Pdiv,h : H−1/2(divΓ,Γ) → RT 0(Gh) denote the orthogonal
projetions. Then, the semi-disrete Galerkin disretization in the time domain an be written
as
Vh (∂t) jh = P0,hn× gt,
where
Vh (s) := P0,hV (s)P ⋆0,h : RT 0(Gh)→RT 0(Gh).
The operator Vh (s) is invertible as we state in the next result.
Lemma 5.4.8. For s ∈ C with Re s ≥ σ0 > 0, the disrete Laplae domain Galerkin varia-
tional problem (5.4.25) has a unique solution jˆh (s) ∈ RT 0(Gh) with the stability estimate in
the operator norm ∥∥V−1h (s)∥∥ ≤ C (σ0) |s|Re s. (5.4.26)
Proof. Sine V(s) is oerive, (5.4.20), the same estimate holds for ‖V−1h (s)‖ as for ‖V−1(s)‖.
Hene,
Vh (∂t)
(
jh − Pdiv,hj
)
= P0,hV (∂t) (I − Pdiv,h) j
and the omposition rule K2(∂t)K1(∂t)g = K2K1(∂t)g gives us
jh − Pdiv,hj = V−1h (∂t)P0,hV (∂t) (I − Pdiv,h) j. (5.4.27)
The representation (5.4.27) along with the disrete stability estimate (5.4.26) allow to employ
Parseval's formula in the following form.
Lemma 5.4.9. Let K (s) be analyti and bounded by |K (s)| ≤ M |s|µ for all s ∈ C with
Re s ≥ σ0 > 0. Then, for r > µ the onvolution operator K (∂t) is a bounded linear operator
K (∂t) : W
r,1
0 (0, T ) →W r−µ,10 (0, T ) .
Further for any r > µ+ 1
K (∂t) : W
r,1
0 (0, T )→ C ([0, T ])
is also a bounded operator.
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Proof. The rst statement is a diret onsequene of the denition of the spaesW r,10 , whereas
the seond statement is proved in [25, Lemma 2.2℄.
In ombination with both ontinuous stability estimates (5.4.14), (5.4.15), we obtain for
r > 5∥∥∥jh (t)− Pdiv,hj (t)∥∥∥−1/2,divΓ ≤ C (σ0, T ) ‖(I − Pdiv,h) j‖Wr,10 ([0,T ];H−1/2(divΓ,Γ)) , (5.4.28)
i.e., quasi-optimality with respet to the spae disretization. Now, we an formulate the
following theorem.
Theorem 5.4.10. Let a Runge-Kutta based onvolution quadrature be applied in time and
a Galerkin method with lowest order Raviart-Thomas elements be applied in spae to the
equation V(∂t)j = n × gt. Under the onditions on the Runge-Kutta method stated in As-
sumption 5.4.1, the following hold:
(a) Let g ∈ W r,10 ((0, T );H−1/2(urlΓ)) with r > p + 4, where p is the (lassial) order of
the Runge-Kutta method. Then, the fully disrete method onverges with∥∥∥j (tk)− j∆t,hk ∥∥∥−1/2,div ≤ C (∆t)min{p,q+1}
∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ
+C (σ0, T ) ‖(I − Pdiv,h) j‖Wr,10 ([0,T ];H−1/2(divΓ,Γ)) .
(b) Let g ∈ W r,10 ((0, T );H−1/2(urlΓ)) with r > p + 5, where p is the (lassial) order
of the Runge-Kutta method. Further, let wˆS,i be the solution of the problem: Find
wˆS,i ∈ H−1/2(divΓ,Γ) suh that
(wˆS,i,V(s)ζ)Γ = ℓ(ζ) ∀ζ ∈ H−1/2(divΓ,Γ),
where ℓ(·) is the linear funtional dened by
ℓ(ζ) = δySi(s)(ζ).
If for some −1/2 ≤ κ ≤ 1, wˆS,i ∈ Hκ(divΓ,Γ) and ‖wˆS,i‖κ,divΓ ≤ C|s|ακ for Re s > σ0
and j ∈Wακ+8,10 ([0, T ];H−1/2(divΓ,Γ)), then for any y ∈ Ω+ and i = 1, 2, 3, it holds∣∣∣Ei(tk,y)−E∆t,hk,i (y)∣∣∣ ≤ C∆tp ∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ
+ C (σ0, T ) ‖(I − Pdiv,h) j‖Wακ+8,10 ([0,T ];H−1/2(divΓ,Γ))×
‖I − P
div,h‖Hκ(divΓ)←H−1/2(divΓ)
Proof. Let us rst remark that assumptions on g in both (a) and (b) together with Lemma 5.4.9
imply j ∈W r,10 ([0, T ];H−1/2(urlΓ,Γ)), where r > p+ 4 ≥ 5 so that (5.4.28) an be applied.
We employ a triangle inequality to obtain∥∥∥j (tk)− j∆t,hk ∥∥∥−1/2,divΓ ≤
∥∥∥j (tk)− jh (tk)∥∥∥−1/2,divΓ +
∥∥∥jh (tk)− j∆t,hk ∥∥∥−1/2,divΓ .
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The rst term an be estimated by a best-approximation estimate in spae by using (5.4.28):∥∥∥j (tk)− jh (tk)∥∥∥−1/2,divΓ ≤ ‖j (tk)− Pdiv,hj (tk)‖−1/2,divΓ +
∥∥∥Pdiv,hj (tk)− jh (tk)∥∥∥−1/2,divΓ
≤ (1 +C (σ0, T )) ‖(I − Pdiv,h) j‖Wr,10 ([0,T ];H−1/2(divΓ,Γ)) .
Note that
jh − j∆t,h = (V−1h (∂t)− V−1h (∂t∆t))P0,h (ny × ∂tg) .
Sine V−1h (s) has the same analytiity and growth behaviour as V−1 (s) with respet to s ∈ C
with Re s ≥ σ0 > 0 we an apply Theorem 5.4.6 verbatim for the operator V−1h (s) to obtain∥∥∥jh (tk)− j∆t,hk ∥∥∥−1/2,divΓ ≤ C (∆t)min{p,q+1}
∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ.
For the estimate in b) we start again with a triangle inequality and denote∣∣∣Ei(tk,y) −E∆t,hk,i (y)∣∣∣ ≤ ∣∣∣Ei(tk,y)−Ehi (tk,y)∣∣∣ + ∣∣∣Ehi (tk,y) −E∆t,hk,i (y)∣∣∣ . (5.4.29)
The seond dierene an be written as
Ehi (tk,y) −E∆t,hk,i (y) =
(
δySiV−1h (∂t)− δySiV−1h
(
∂t
∆t
))
P0,h (ny × gt) .
From Theorem 5.4.6 we dedue∣∣∣Ehi (tk,y) −E∆t,hk,i (y)∣∣∣ ≤ C∆tp ∫ t
0
‖∂r+1t g(τ, ·)‖−1/2,curlΓdτ.
For the rst term in the right-hand side of (5.4.29) we employ an Aubin-Nitshe type argument
as, e.g., desribed in [32, Theorem 4.2.14℄. We onsider δySi (s) as a linear funtional on
H−1/2(divΓ,Γ). With the denition of wˆS,i ∈H−1/2(divΓ,Γ) above we have
δySi (s)
(̂
j− ĵh
)
=
(
wˆS,i,V(s)
(̂
j− ĵh
))
Γ
.
By using Galerkin orthogonality and the assumptions wˆS,i ∈ Hκ(divΓ,Γ) and ‖wˆS,i‖κ,divΓ ≤
C|s|ακ we obtain∣∣∣δySi (s) (̂j− ĵh)∣∣∣ = ∣∣∣((I − Pdiv,h) wˆS,i,V(s) (̂j− ĵh))
Γ
∣∣∣
≤ C|s|ακ
∥∥∥V (s) (̂j− ĵh)∥∥∥
−1/2,curlΓ
‖I − Pdiv,h‖Hκ(divΓ)←H−1/2(divΓ)
≤ C|s|ακ+3
∥∥∥̂j− ĵh∥∥∥
−1/2,divΓ
‖I − Pdiv,h‖Hκ(divΓ)←H−1/2(divΓ) .
Taking into aount that Eˆ (s,y) = δyS (s) ĵ holds, we obtain∣∣∣Ei(tk,y)−Ehi (tk,y)∣∣∣ ≤ C (σ0, T )∥∥∥j− jh∥∥∥
W
ακ+4,1
0 ([0,T ];H−1/2(divΓ,Γ))
×
‖I − P
div,h‖Hκ(divΓ)←H−1/2(divΓ).
Finally ∥∥∥j− jh∥∥∥
W
ακ+4,1
0 ([0,T ];H−1/2(divΓ,Γ))
≤
∥∥∥jh − P
div,hj
∥∥∥
W
ακ+4,1
0 ([0,T ];H−1/2(divΓ,Γ))
+ ‖(I − P
div,h)j‖Wακ+4,10 ([0,T ];H−1/2(divΓ,Γ))
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and using (5.4.27)∥∥∥jh − P
div,hj
∥∥∥
W
ακ+4,1
0 ([0,T ];H−1/2(divΓ,Γ))
≤ C ‖(I − P
div,h)j‖Wακ+8,10 ([0,T ];H−1/2(divΓ,Γ)) .
Remark 5.4.11. In the ase of full regularity, the term ‖(I − Pdiv,h) j‖Wr,10 ([0,T ];H−1/2(divΓ,Γ))
an be estimated by O (h3/2). However, in the onsidered ase of polyhedral surfaes, the
regularity of the solution is typially redued (f. [11℄, [19℄).
From Theorem 5.4.4, it follows that the assumption on the growth behaviour of wˆS,i is
satised with ακ = 3 for κ = −1/2. For 0 ≤ κ ≤ 1, the growth estimate requires a shifted
version of Theorem 5.4.4. We skipped this analysis in order not to overload this paper.
5.5 Numerial Experiments
In all of the numerial experiments, we will onsider sattering by a perfet ondutor when
the inident wave is given by
Ein(t,x) = pˆ cos
(
2πf0
[
t− x · kˆ/c
])
exp
[
−(t− x · kˆ/c− tp)
2
2σ2
]
.
Here f0 is the enter frequeny, kˆ the diretion of travel, pˆ polarization, σ = 6/(2πfbw),
and tp = 6σ. In all of the examples the satterer will be the unit sphere. For a number
of numerial experiments with the onvolution quadrature applied to EFIE and CFIE on
dierent satterers, we refer the reader to [38℄.
5.5.1 Sattering by a spherial ondutor
In the rst example, we onsider a spherial satterer of radius 1m and entered at the
origin. The enter frequeny is hosen as f0 = 200 MHz, bandwidth fbw = 150 MHz,
polarization pˆ = (1, 0, 0), diretion of travel kˆ = (0, 0, 1), and the length of time omputation
T = 6×10−8s. Due to the spherial shape of the satterer, the problem an be approximated
aurately and heaply by Fourier transformation of frequeny domain solutions obtained by
Mie series [14℄. Thus obtained numerial solution will play the role of the exat solution in
the alulation of errors.
For the time disretization we have used the 3-stage Radau IIA onvolution quadrature. In
spae, the lowest order Raviart-Thomas elements were used. The omputation of the resulting
matries and their storage in H-matrix format were done using a modiation of the HLIBpro
library written by Ronald Kriemann; see [21, 22℄ and the website www.hlibpro.org. The
spatial disretization was hosen suiently ne so that no signiant hange in the error
ould be observed, the largest alulation had M = 12288 spatial degrees of freedom. Sine
the operator V(s) satises the oerivity result (f. (5.4.20)), an equivalent norm to ‖·‖−1/2,div
is given by
‖ϕ‖2−1/2,div ∼ (ϕ,−V(1)ϕ)L2(Γ) .
The latter an then be estimated via a Galerkin disretization of the operator V(1). Finally,
the error in time and spae is omputed as
eN,Γ :=
∆t N∑
j=0
‖ϕe(·, tj)−ϕN (·, tj)‖2−1/2,div
1/2 ,
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where ϕe denotes the solution obtained by Mie series. The results thereby obtained are given
in Table 5.1.
N 5 10 20 30 40 50
eN,Γ 9.9 1.4 1.4 × 10−1 3.4× 10−2 1.2 × 10−2 5.0× 10−3
order  2.8 3.4 3.4 3.7 3.8
Table 5.1: Convergene of the 3-stage Radau IIA based onvolution quadrature for the EFIE formu-
lation of sattering by a spherial ondutor.
The 3-stage Radau IIA method has stage order q = 3, therefore the theory stated in
preeding setions predits the order of onvergene to be O(∆t4). The results in Table 5.1
indeed suggest that this onvergene order is obtained in the limit in this example.
Finally, let us note that the parameters dening the inident wave have been hosen so
that interior resonanes of the unit sphere an be exited, see [13℄. Still, no adverse eet
ould be seen in using the EFIE instead of the CFIE.
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Figure 5.1: Magnitude of the urrent at a point on the perfetly onduting sphere indued by an
inident wave with enter frequeny f0 = 200MHz.
5.5.2 Sattering by a spherial ondutor: low frequeny instability
In the previous example, the inident wave ontained very little near low frequenies. In
order to investigate possible instability indued by low-frequeny breakdown, for the next
omputation we hange the enter frequeny to f0 = 0. With a spatial disretization of
6348 degrees of freedom, omputational time interval inreased to 1.8× 10−7, and 400 times
steps of the three stage Radau IIA onvolution quadrature, the magnitude of the urrent
at a point on the sphere is shown in Figure 5.2. For referene we also show the urrent
for the previous example in Figure 5.1. In Figure 5.1 we see that after t ≈ 0.8 × 10−7 the
urrent magnitude seems to stagnate. In reality the urrent should go to zero, but when
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implementing onvolution quadrature as desribed in [24, 4℄, there is a limit in the auray
that an be obtained. Therefore we do not expet the numerial urrent to go to zero, but
in the seond example the urrent inreases. The onvergene analysis allows for suh an
inrease to happen sine all the onstants in the error estimates depend on the length of
the omputational time interval T , see [6℄. Still, suh inrease has not been observed in the
aousti ase, therefore we expet that the innite dimensional kernel of the curl curl operator
is guilty for this instability.
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Figure 5.2: Magnitude of the urrent at a point on the perfetly onduting sphere indued by an
inident wave with enter frequeny f0 = 0.
5.6 Conlusion
We desribed and analysed a numerial method for solving time-domain boundary integral
equations arising in eletromagneti sattering whih is based on Runge-Kutta onvolution
quadrature in time and Galerkin BEM for the spatial disretization. We obtained error
estimates for the semi-disrete sheme by exploiting that the transfer funtion in the Laplae
domain is bounded by C|s|/(Re s) and therefore the error analysis in [6℄ an be applied.
For the spatial disretization we used the lassial Raviart-Thomas elements of lowest order.
Using the properties of the involved operators in the Laplae domain we derived onvergene
estimates for the fully disrete sheme. We performed numerial experiments in the ase of a
perfetly onduting spherial satterer. The observed onvergene behaviour of the method
indiates that the derived error estimates are sharp. The numerial results also showed a
possible instability developing if the inident wave exites low frequeny modes. The urrent
analysis does not fully desribe this phenomenon.
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