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Transfer entropy is an established method for quantifying directed statistical dependencies in
neuroimaging and complex systems datasets. The pairwise (or bivariate) transfer entropy from a
source to a target node in a network does not depend solely on the local source-target link weight,
but on the wider network structure that the link is embedded in. This relationship is studied using a
discrete-time linearly-coupled Gaussian model, which allows us to derive the transfer entropy for each
link from the network topology. It is shown analytically that the dependence on the directed link
weight is only a first approximation, valid for weak coupling. More generally, the transfer entropy
increases with the in-degree of the source and decreases with the in-degree of the target, indicating
an asymmetry of information transfer between hubs and low-degree nodes. In addition, the transfer
entropy is directly proportional to weighted motif counts involving common parents or multiple
walks from the source to the target, which are more abundant in networks with a high clustering
coefficient than in random networks. Our findings also apply to Granger causality, which is equivalent
to transfer entropy for Gaussian variables. Moreover, similar empirical results on random Boolean
networks suggest that the dependence of the transfer entropy on the in-degree extends to nonlinear
dynamics.
I. INTRODUCTION
From a network dynamics perspective, the activity of
a system over time is the result of the interplay between
the dynamical rules governing the nodes and the network
structure (or topology). Studying the structure-dynamics
relationship is an ongoing research effort, often aimed at
optimising the synchronisation, controllability, or stability
of complex systems, or understanding how these proper-
ties are shaped by evolution [1–4]. Information theory [5]
offers a general mathematical framework to study the
diverse range of dynamics across technical and biologi-
cal networks, from neural to genetic to cyber-physical
systems [6]. It provides quantitative definitions of uncer-
tainty and elementary information processing operations
(such as storage, transfer, and modification), which align
with qualitative descriptions of dynamics on networks
and could serve as a common language to interpret the
activity of complex systems [7].
This study will focus on a specific information-theoretic
measure: transfer entropy (TE) [8, 9]. In its original for-
mulation as a pairwise measure, TE can be used to study
the activity of a network and detect asymmetric statistical
dependencies between pairs of nodes. TE has been widely
used to characterise directed relationships in complex
systems, in particular in the domain of computational
neuroscience [10, 11]. For a given dynamics, there is
a non-trivial dependence of the local TE between pairs
of nodes and the wider global structure of the network.
For example, several empirical studies have reported a
∗leonardo.novelli@sydney.edu.au
dependence of the TE on the in- and out-degree of the
source and target nodes [12–17] as well as other aspects
of network structure such as long links in small world
networks [18]. The main purpose of this work is to present
a systematic analytic characterisation of the relationship
between network structure and TE on a given link, which
has not been previously established.
In order to provide an analytic treatment, we will use
a stationary vector autoregressive (VAR) process, charac-
terised by linear interactions and driving Gaussian noise
(Section II). This model is a simplification as compared
to most real-world processes, but can be viewed as ap-
proximating the weakly coupled near-linear regime [19].
Interestingly, a recent review found that the VAR model
performed better than six more complex mainstream neu-
roscience models in predicting the undirected functional
connectivity (based on Pearson correlation) from the
brain structural connectivity (based on tractography) [20].
Other studies have related the undirected functional con-
nectivity to specific structural features, such as search
information, path transitivity [21], and topological simi-
larity [22]. Analytic relationships of the network structure
and correlation/covariance between nodes for the VAR
and similar dynamics have also been well studied [23–25].
This work will instead focus on the analytical treatment
of the directed functional connectivity obtained via the
pairwise TE for the VAR process. Building on previous
studies of other information-theoretic measures in this
process (regarding the TSE complexity [26] in [19, 27]
and active information storage in [28]), we explicitly es-
tablish the dependence of the TE for a given link on the
related structural motifs. Motifs are small subnetwork
configurations, such as feedforward or feedback loops,
which have been studied as building blocks of complex
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2networks [29]. Specific motif classes are over-represented
in biological networks as compared to random networks,
suggesting they could serve specific functions [30–33]. In-
deed, linear systems analyses have been used to predict
functional sub-circuits from the nervous system topology
of the C. elegans nematode [34].
It is shown analytically in Section III that the depen-
dence of the TE on the directed link weight from the
source to the target is only a first approximation, valid
for weak coupling. More generally, the TE increases
with the in-degree of the source and decreases with the
in-degree of the target, indicating an asymmetry of in-
formation transfer between hubs and low-degree nodes.
In addition, the TE is directly proportional to weighted
motif counts involving common parents or multiple walks
from the source to the target, which are more abundant
in networks with a high clustering coefficient than in ran-
dom networks. These results are tested using numerical
simulations and discussed in Section IV.
Being based on a linearly-coupled Gaussian model, our
findings apply directly to Granger causality, which is
equivalent to TE for Gaussian variables [35]. However,
similar empirical results on random Boolean networks
(RBNs) suggest that the dependence of the TE on the
in-degrees extends to nonlinear dynamics (Appendix C).
II. INFORMATION-THEORETIC MEASURES
ON NETWORKS OF COUPLED GAUSSIANS
Let us consider a discrete-time, stationary, first-order
autoregressive process on a network of N nodes. This mul-
tivariate VAR(1) process is described by the recurrence
relation:
Z(t+ 1) = Z(t) · C + ε(t), (1)
where Zi(t) is the activity of node i at time t (and Z(t)
is a row vector). Here, ε(t) is spatially and serially un-
correlated Gaussian noise of unit variance and C = [Cij ]
is the N ×N weighted adjacency matrix representing the
weighted network structure (where Cij is the weight of the
directed connection from node i to node j). A stationary
autoregressive process has a multivariate Gaussian distri-
bution, whose expected Shannon entropy [5], independent
of t, is [36, Ch. 8]:
H(Z) =
1
2
ln[(2pie)N |Ω|]. (2)
In Eq. (2), |Ω| represents the determinant of the covariance
matrix Ω := 〈Z(t)TZ(t)〉 and 〈·〉 denotes the average over
the statistical ensemble at times t [36]. Barnett et al. [19]
show that the covariance matrix satisfies Ω = I + CTΩC,
where I denotes the relevant identity matrix, and the
solution is obtained in general via the power series:
Ω = I + CTC + (C2)TC2 + . . . =
∞∑
j=0
(Cj)TCj . (3)
(A simpler form exists for symmetric C [19]). As discussed
in [19, 28], the convergence of the series is guaranteed
under the assumption of stationarity (for which a sufficient
condition is that the spectral radius of C is smaller than
one). Information-theoretic measures relating variables
over a time difference s also involve covariances across
time, which can be computed via the lagged covariance
matrix [28]:
Ω(s) := 〈Z(t)TZ(t+ s)〉 = ΩCs. (4)
III. APPROXIMATING THE PAIRWISE
TRANSFER ENTROPY
In this section, we will derive the TE [8] for pairs of
nodes from the VAR process in Eq. (1) as a function
of specific network motifs; the final results are listed
in Eq. (18) and shown in Figure 1.
For two given nodes X and Y in Z, the transfer en-
tropy TX→Y as a conditional mutual information can be
decomposed into four joint entropy terms [9]:
TX→Y = I(X;Y |Y −) =H(Y,Y −)−H(Y −)
−H(X,Y,Y −) +H(X,Y −).
(5)
Here we use the shorthand Y to represent the next value
Y (t+ 1) of the target at time t+ 1, X for the previous
value X(t) of the source, and Y − for the past state of Y at
time t. We drop the time index t to simplify the notation
under the stationarity assumption. Following convention,
finite embedding vectors Y − := Y (k) of the past k values
of Y will be used to represent the previous state [8, 9].
(One could also embed the source process X; however,
only a single value is used here, in line with the order-1
causal contributions in Eq. (1)).
We can then rewrite the TE in terms of
Ω(Y,Y (k)), Ω(Y (k)), Ω(X,Y,Y (k)), and Ω(X,Y (k)):
the covariance matrices of the joint processes involved in
the four entropy terms. Plugging Eq. (2) into Eq. (5) for
each yields:
TX→Y =
1
2
( ln |Ω(Y,Y (k))| − ln |Ω(Y (k))|
− ln |Ω(X,Y,Y (k))|+ ln |Ω(X,Y (k))|).
(6)
Furthermore, from the matrix identity |eA| = etr(A) (valid
for any square matrix A [37]) and from the Taylor-series
expansion for the natural logarithm, it follows that:
ln |Ω| =
∞∑
m=1
(−1)m−1
m
tr[(Ω− I)m], (7)
where tr[·] is the trace operator. Plugging Eq. (7) into
3Eq. (6) gives:
TX→Y =
1
2
∞∑
m=1
(−1)m−1
m
(
tr[(Ω(Y,Y (k))− I)m]
− tr[(Ω(Y (k))− I)m]
− tr[(Ω(X,Y,Y (k))− I)m]
+ tr[(Ω(X,Y (k))− I)m]).
(8)
In order to simplify Eq. (8), consider the block structure
of B := (Ω(X,Y,Y (k)) − I) and notice that it contains
(Ω(Y,Y (k)) − I), (Ω(Y (k)) − I), and (Ω(X,Y (k)) − I)
as submatrices with overlapping diagonals:
B := Ω(X,Y,Y (k))−I =
X Y Y (k)( )X · · ·
Y · · ·
Y (k) · · ·
−I = (9)

Ω(0)XX−1 Ω(1)XY Ω(0)Y X · · · Ω(k−1)Y X
Ω(1)XY Ω(0)Y Y−1 Ω(1)Y Y · · · Ω(k)Y Y
Ω(0)Y X Ω(1)Y Y Ω(0)Y Y−1 · · · Ω(k−1)Y Y
...
...
...
. . .
...
Ω(k−1)Y X Ω(k)Y Y Ω(k−1)Y Y · · · Ω(0)Y Y−1
 ,
where Ω(s)XY represents the (X,Y ) entry of the lag s co-
variance matrix Ω(s) in Eq. (4). An explicit representation
of these covariance matrices is provided in Appendix A.
Since most of the terms in the trace of Bm also appear
in the traces of the other covariance matrices in Eq. (8),
they will get cancelled. As shown in Appendix A, the only
non-zero terms remaining in Eq. (8) are those in tr[Bm]
that involve multiplication of at least one entry of B from
the first row or column (corresponding to correlations
with X) and one entry from the second row or column
(corresponding to correlations with the next value of the
target Y ). Therefore, we can simplify Eq. (8) as:
TX→Y =
1
2
∞∑
m=1
T
(m)
X→Y =
1
2
∞∑
m=1
(−1)m
m
tr[Bm], (10)
where T
(m)
X→Y indicates contributions to TX→Y from power
m of B, and the overbar on tr[Bm] indicates that only
the terms that involve at least one entry of B from the
first row and one from the second row (or columns) are
considered. More formally,
tr[Bm] =
∑
i
(Bm)ii (11)
=
∑
i1,...,im s.t.
{1,2}⊂{i1,...,im}
Bi1i2Bi2i3 . . . Bim−1imBimi1 .
Let us now consider the cases m = 1, 2 separately.
When m = 1, all the terms in tr[B] are neglected:
T
(1)
X→Y = −tr[B] = −
∑
i
Bii = 0. (12)
When m = 2, we have:
T
(2)
X→Y =
1
2
tr[B2] =
1
2
∑
i,j
BijBji =
1
2
∑
i=1;j=2
i=2;j=1
BijBji
=[Ω(1)XY ]
2 = [(ΩC)XY ]
2, (13)
where the last step follows from Eq. (4). Before proceeding
to consider the cases m > 2, let us see how Eq. (13) can be
used to relate the TE contribution T
(2)
X→Y to the network
structure. Plugging Eq. (3) into Eq. (13) yields:
T
(2)
X→Y =(CXY )
2 + 2CXY (C
TC2)XY +O(‖C‖6)
=(CXY )
2 (14a)
+ 2
∑
i1,i2
CXY Ci1XCi1i2Ci2Y (14b)
+O(‖C‖6).
In Eq. (14) and in the following, we will only consider the
contributions to the TE up to order O(‖C‖4), where ‖ · ‖
is any consistent matrix norm [19]. Our approximations
will therefore be most accurate when the link weights
are homogeneous or have the same order of magnitude.
Noting that product sums of connected link weights as
in Eq. (14b) represent weighted walk counts of relevant
motifs, the first two panels in Figure 1 (panels a and b)
provide a visual summary of the motifs involved in T
(2)
X→Y .
Now, consider the higher order cases. When m = 3, we
have
T
(3)
X→Y =−
1
3
tr[B3] = −1
3
∑
i,j,k
BijBjkBki
=− 1
3
∑
i=1;j=2;k
i=2;j=1;k
j=1;k=2;i 6=1
j=2;k=1;i 6=2
k=1;i=2;j 6=1,2
k=2;i=1;j 6=1,2
BijBjkBki
=− [(ΩC)XY ]2(ΩY Y − 1)− [(ΩC)XY ]2(ΩXX − 1)
− 2[(ΩC)XY ][(ΩC)Y Y ]ΩY X
− 2[(ΩC)XY ][(ΩC2)Y Y ][(ΩC)Y X ]
− 2
∑
l>2
[(ΩC)XY ][(ΩC
l)Y Y ][(ΩC
l−1)Y X ]. (15)
4Plugging Eq. (3) into Eq. (15) yields
T
(3)
X→Y =− (CXY )2(CTC)XX − (CXY )2(CTC)Y Y
− 2CXY CY Y (CTC)Y X − 2CXY (C2)Y Y CY X
+O(‖C‖6)
=−
∑
i1
(CXY )
2(Ci1,X)
2 (16a)
−
∑
i1
(CXY )
2(Ci1,Y )
2 (16b)
− 2
∑
i1
CXY CY Y Ci1XCi1Y (16c)
− 2
∑
i1
CXY CY XCY i1Ci1Y (16d)
+O(‖C‖6).
Similarly, when m = 4, we have
T
(4)
X→Y =
1
4
tr[B4] =
1
4
∑
i,j,k,l
BijBjkBklBli
=
1
2
(CXY )
4 (17a)
+ (CXY )
2(CY Y )
2 (17b)
+ (CXY )
2(CY X)
2 (17c)
+ 2CXY CY X(CY Y )
2 (17d)
+O(‖C‖6).
The full derivation for the case m = 4 is provided in
Appendix B. We will not need to consider the cases where
m > 4 since T
(m)
X→Y ∈ O(‖C‖6) ∀m > 4.
So far, we have analysed the cases m = 1, 2, 3, 4 sepa-
rately. Let us now combine the results by summing the
weighted walk counts from Equations (14), (16) and (17).
In order to simplify the expressions, we will isolate the
occurrences where the indices in the sums are equal to X
or Y from the other values. In so doing, some of the
weighted walk counts found previously will cancel each
other. The final decomposition for the TE in terms of
weighted walk counts of relevant motifs, which is the main
X Y X Y X Y X Y
X Y X Y X Y
b) c)a)
f)e) g)
d)
FIG. 1: Visual summary of the motifs involved in the pairwise
transfer entropy from a source node X to a target node Y
in the network. Note that the unlabelled nodes are distinct
from X and Y (and from each other in panel b). The seven
panels (a-g) correspond to the seven motifs in Equations (18a)–
(18g), expanded up to order O(‖C‖4). The motifs in panels c
and d represent the effect of the weighted in-degree of the
source and the target (which have a positive and negative
contribution to the transfer entropy, respectively, with the
negative indicated in dashed red line). The motifs in panels b,
f, and g are clustered motifs, which can enhance or detract
from the predictive effect of the direct link, depending on the
sign of the link weights. In particular, motifs b and f involve a
common parent of X and Y , whereas g involves an additional
pathway effect.
result of this paper, is then:
TX→Y =
1
2
(T
(2)
X→Y + T
(3)
X→Y + T
(4)
X→Y ) +O(‖C‖6)
= +
1
2
(CXY )
2 − 1
4
(CXY )
4 (18a)
+
∑
i1 6=X,Y
i2 6=X,Y,i1
CXY Ci1XCi1i2Ci2Y (18b)
+
1
2
∑
i1 6=X,Y
(CXY )
2(Ci1X)
2 (18c)
− 1
2
∑
i1 6=X,Y
(CXY )
2(Ci1Y )
2 (18d)
+
1
2
(CXX)
2(CXY )
2 (18e)
+
∑
i1 6=X,Y
CXY Ci1i1Ci1XCi1Y (18f)
+
∑
i1 6=X,Y
CXY CXXCXi1Ci1Y (18g)
+O(‖C‖6).
The motifs from Equations (16c)–(16d) and Equa-
tions (17b)–(17d) were cancelled; on the other hand, the
new motifs in Equations (18e)–(18g) were introduced as
special cases of Eq. (14b). Eq. (18a) and Eq. (18d) are
the only terms remaining from T
(3)
X→Y that are negatively
correlated to TE and were not completely cancelled here.
Figure 1 provides a visual summary of the motifs involved
in TX→Y , up to order O(‖C‖4).
5IV. NUMERICAL SIMULATIONS AND
DISCUSSION
A. Directed link
The pairwise TE TX→Y clearly depends on the weight of
the directed link X → Y [as per Eq. (18a) and correspond-
ing Figure 1(a)]. This is the dominant term in Eq. (18)
for linear Gaussian systems with weights CXY ∈ [−1, 1]
being similar across the network, which is perhaps not so
surprising. For such weights, the (CXY )
2 term will have a
larger magnitude than the (CXY )
4 term, and so the total
direct contribution of CXY to the TE in Eq. (18a) will
be positive and increase with CXY . Indeed, Hahs and
Pethel [38] similarly analytically investigated the TE be-
tween coupled Gaussian processes – for pairs of processes
without a network embedding – and identified a general
increase with link weight. Moreover, the directed link
weight in the structural brain connectome is correlated
with functional connectivity [22, 39]. Yet it is not always
the case that information transfer is dominated by or
even correlated with the weight of a directed link between
the pair: Note that the non-monotonic dependence on
the link weight is even more distinct in nonlinear systems
(see [8] and [9, Fig 4.1]).
B. In-degree of source and target
Beyond the effect of the directed link, the TE increases
with the in-degree of the source X [see Eq. (18c) and
Figure 1(c)] and decreases with the in-degree of the tar-
get Y [see Eq. (18d) and Figure 1(d)], regardless of the
sign of the weights. This is because a higher number of
incoming links can increase the variability of the source X
(and therefore its entropy), which enables higher TE. The
same effect has the opposite consequence on the target:
although a higher target in-degree may increase the collec-
tive transfer [40, 41] from the set of sources taken jointly,
the confounds introduced by more sources weaken the
predictive effect of each single source considered individu-
ally. The result is an asymmetry of information transfer,
whereby the TE from the hubs to the other nodes is larger
than the TE from the other nodes to the hubs. These
factors are expected to have a strong effect in networks
with low clustering coefficient, where the other motifs in
Equations (18a)–(18g) are comparatively rare on average,
e.g., in random networks.
1. Numerical simulations
In order to test this prediction, the TE between all pairs
of linked nodes was measured in undirected scale-free
networks of 100 nodes obtained via preferential attach-
ment [42]. At each iteration of the preferential attachment
algorithm, a new node was connected bidirectionally to a
single existing node (as well as to itself via a self-loop).
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FIG. 2: Pairwise transfer entropy as a function of the source
and target in-degrees. The results were obtained from 10 000
simulations of scale-free networks of 100 nodes generated via
preferential attachment. The transfer entropy was averaged
over all the node pairs with the same in-degrees. The values
in the lower left corner are the result of an average over many
samples, since most of the node pairs have low in-degrees.
There are progressively fewer samples for higher in-degree pairs
and none for most pairs in the upper-right corner (indicated
by a white colour).
A constant uniform link weight CXY = CXX = 0.1 was
assigned to all the links, including the self-loops. The theo-
retical TE was computed according to Eq. (6) with k = 14
(matching the later empirical studies in Section IV C) and
approximating Ω via the power series in Eq. (3) (until
convergence). Differently from Eq. (18), the higher order
terms (i.e., O(‖C‖6)) are not neglected. The experiment
was repeated on 10 000 different realisations of scale-free
networks and the TE was averaged over the pairs with
the same source and target in-degrees.
As shown in Figure 2, the pairwise TE increased with
the source in-degree and decreases with the target in-
degree. The factor-of-three difference between the mini-
mum and maximum TE values underlines the importance
of network effects beyond local pairwise link weights.
2. Discussion
Interestingly, qualitatively similar results were obtained
when the experiment was replicated on random Boolean
networks, despite their nonlinear dynamics (Appendix C).
A positive correlation between the pairwise TE and the
in-degree of the source was also reported in simulations in-
volving neural mass models [17], Kuramoto oscillators [16],
and a model of cascading failures in energy networks [15].
This is consistent with further findings showing that the
degree of a node X is correlated to the ratio of (average)
outgoing to incoming information transfer from/to X in
6various dynamical models, including Ising dynamics on the
human connectome [12, 13]. Similarly, a study by Walker
et al. [43] on effects of degree-preserving versus non-degree-
preserving network randomisations on Boolean dynamics
suggests that the presence of hubs plays a significant role
in information transfer, as well as identifying that local
structure beyond degree also contributes (as per the next
section). Our results reinforce the suggestion that such
correlation of source in-degree to TE is to be expected
in general [17], since the linear Gaussian autoregressive
processes considered here can be seen as approximations
of nonlinear dynamics in the weakly coupled near-linear
regime [19].
Differently though, Timme et al. [14] report that the
out-degree of the source correlates with the computa-
tion performed by a neuron (defined as the synergistic
component of the TE [44]). It is difficult to interpret a
direct mechanistic reason for this, however it is possible
that this effect is mediated indirectly by re-entrant walks
between the source and the target, similarly to how the
path-transitivity enhances the undirected functional con-
nectivity [21]. The role of the motifs involving multiple
walks is discussed in the next section.
Returning to the earlier qualification that a higher
target in-degree may increase the collective transfer from
the target’s set of sources taken jointly, we note that this
was previously empirically observed by Li et al. [17] and
over the sum of pairwise transfers by Olin-Ammentorp and
Cady [45]. Analytically investigating collective transfer
across a set of sources jointly for the VAR dynamics
remains a topic for future work.
Finally, the effect of the in-degree has implications
for computing the directed functional connectivity via
the pairwise TE, which has been widely employed in
neuroscience [10, 46–48]. When using TE as a pairwise
measure, the links from hubs to low-degree nodes would
generally be easier to infer than links between hubs, as
well as links from low-degree nodes to hubs. This applies
especially when the low number of time samples makes
it difficult to distinguish weak transfer from noise, and
importantly, could introduce a bias in the estimation of
network properties. More specifically, we expect that
the tail of the out-degree distribution would be fattened,
and the rich-club coefficient [49] may be underestimated.
These implications also apply to iterative or greedy algo-
rithms based on multivariate TE [50–54], since they rely
on computing the pairwise TE as a first step.
C. Clustered motifs
So far, we have discussed the directed motif [Eq. (18a)]
and we have considered networks with low global cluster-
ing coefficient, where the in-degree of the source and the
target [Eq. (18c)], Eq. (18d)] play an important role. In
networks with higher global clustering coefficients, such
as lattice or small-world networks, other motifs will pro-
vide a significant positive contribution to the pairwise
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FIG. 3: Average transfer entropy as a function of the rewiring
probability in Watts-Strogatz ring networks. The results for 10
simulations on different networks for each γ are presented
(low-opacity markers) in addition to the mean values (solid
markers). The approximation based on all the motifs up to
order 4 (green curve) is closer to the theoretical values than
the approximation based on the in-degrees and directed motifs
alone (red curve).
TE beyond the effect of the in-degrees. Specifically, these
are the clustered motifs that involve a common-parent
[Equations (18b) and (18f) and corresponding Figure 1(b,
f)] or a secondary path [Eq. (18g) and Figure 1(g)] in
addition to the directed link X → Y . If the link weights
are positive, we would then expect the pairwise TE to
be higher (due to these motifs) than what would be ac-
counted for by the directed and in-degree motifs alone.
The reason is that the common parent and the secondary
pathways reinforce the effect of the directed link X → Y ,
leading to a greater predictive payoff from knowing the
activity of the source X.
1. Numerical simulations
This prediction was tested on Watts-Strogatz ring net-
works [55]. Starting from a directed ring network of N =
100 nodes with uniform link weights CXY = CXX = 0.15
and fixed in-degree din = 4 (i.e., each node was linked to
two neighbours on each side as well as itself), the source
of each link was rewired with probability γ, such that the
in-degree of each node was unchanged and the effect of
the other motifs can be studied. The clustering coefficient
decreased for higher values of γ as the network under-
went a small-world transition, and so did the number of
clustered motifs. Accordingly, the average theoretical TE
between linked nodes (computed via Eq. (6) with k = 14
as above) decreased as predicted, as shown in Figure 3.
Figure 3 also reports the empirical values of the TE, es-
timated from synthetic time series of 100 000 time samples.
The analysis was carried out using the IDTxl software [56],
7employing the Gaussian estimator and selecting an opti-
mal embedding of size k = 14 for the target time series [62].
This provides a validation of the theoretical TE [computed
via Equations (3) and (6)], which matches these empirical
values. The approximation in terms of motifs up to order
O(‖C‖4) [computed via Eq. (18)], while not capturing
all higher order components of the TE, do reproduce the
overall trend in agreement with the theoretical values,
providing further validation of our main derivations. On
the other hand, the partial approximation based on the
directed link weight and the in-degree (motifs a, c, d, and
e) is not sufficient to reproduce the empirical TE trend,
since that partial approximation does not account for
the changing contribution of motif structures with the
rewiring parameter γ.
2. Discussion
If the link weights are positive, the pairwise TE in-
creases with the number of clustered motifs. [This applies
(on average) in the mammalian cortex, where the majority
of the connections are thought to be excitatory [27].] As
such, the effect of the clustered motifs has implications
for computing the directed functional connectivity via
the pairwise TE: the directed functional connectivity is
better able to infer links within brain modules (where
such motifs enhance TE values) than links across mod-
ules. This appears to align with results of Stetter et
al. [48], finding that the true positive rate for TE based
directed functional network inference on simulated neural
cultures generally increased with clustering coefficient of
the underlying network structure.
Differently from the case of the in-degree, the effect
of the clustered motifs on the pairwise TE was not qual-
itatively preserved in random Boolean networks. Our
experiments on RBNs in Appendix C show that the pair-
wise TE increases with the rewiring probability γ there.
These results align with more comprehensive experiments
in a previous study [18]. There, it was argued that long
links are able to introduce new information to the target
that it was less likely to have previously been exposed
to, in contrast to information available from its clustered
near neighbours. This effect does not appear to be so
important for linear dynamics, as it cannot be identi-
fied in the motifs in Eq. (18) and Figure 1. Mediano
and Shanahan [58] also report a slightly different effect
in other non-linear dynamics. That is, that averages of
(higher-order conditional) TE peaks at values of γ on the
random side of the small-world regime in a model of cou-
pled spiking neurons. (In contrast to our approach, this is
averaged over all pairs of nodes in the system, connected
or not). They argue that the neurons are functionally
decoupled in the regular regime, and that in the random
regime the strong correlations across the network mean
that the source cannot add information about the target
beyond what is already conditioned on. The dominant
effect in the linear dynamics under consideration here
though are the reinforcements achieved from clustered
structure identified in Equations (18b) and (18f) and
Eq. (18g); that is an additive reinforcement effect, and so
is likely less pertinent to non-linear dynamics such as in
RBNs and spiking neurons.
D. Further remarks
The decomposition of the pairwise TE in terms of
motifs [Eq. (18) and Figure 1] was performed up to order
O(‖C‖4). Longer motifs will start to appear in higher-
order approximations. For example, motifs involving a
confounding effect (i.e., a common parent of X and Y
without the directed link X → Y ) appear at order 6 (not
shown). The higher order motifs are providing only a
small contribution for CXY = CXX = 0.15 in Figure 3;
that contribution will become more significant as link
weights become larger (in particular when the spectral
radius is close to 1).
A similar decomposition of the the active information
storage in the dynamics of a target node was provided in
previous work [28], reporting that the highest order con-
tributions were from low-order feedback and feed-forward
motifs (with the relevant feed-forward motifs converging
on the target node Y ). The motifs contributing to the
information storage at a node Y contrast to those con-
tributing to the decomposition of information transfer
from X → Y presented in Eq. (18). First, there is no
explicit contribution of feedback loops in the TE decom-
position. This may seem contrary to the expectation
of their detracting from TE (since they facilitate prior
knowledge of the source stored in the past of the target,
which TE removes). While such terms do not appear
explicitly, their detracting effect has been implicitly re-
moved prior to the final result: because the unlabelled
nodes in Figure 1 are distinct from the target Y , any feed-
back loops potentially including Y have been removed
from the counts in Figure 1(b), Figure 1(f) or Figure 1(g).
Moreover, the types of feed-forward motifs that contribute
to information storage on Y and transfer from X → Y
are slightly distinct. Feed-forward motifs contribute to
transfer here where the source X is on one of two walks
with the same lengths to Y from some common driver
[Equations (18b), (18f) and (18g)]. In contrast, a motif
will generate an information storage effect on the target Y
where the lengths of those walks are distinct [28]. We can
interpret this as the difference between the reinforcement
of a direct effect from X (transfer) versus a correlation
in Y of dynamics across time steps (storage).
V. CONCLUSION
A linear, order-1 autoregressive process was used to
systematically investigate the dependence of the pairwise
TE on the global network topology. Specific weighted
motifs were found to enhance or reduce the TE (Eq. (18)),
8as summarised in Figure 1. The assumptions of linearity,
stationarity, Gaussian noise, and uniform link weights
were made in order to enable the analytical treatment.
Importantly, under these assumptions, the results also
apply to Granger causality [35]. Moreover, the numerical
simulations in Appendix C and the recent literature on
the topic suggest that the dependence of the TE on the
in-degree also holds for nonlinear dynamics.
In future work, the analytic approach will be extended
to linear systems in continuous time, such as the multivari-
ate Ornstein-Uhlenbeck process (as performed by Barnett
et al. [19, 27] for the Tononi-Sporns-Edelman (TSE) com-
plexity [26]). Furthermore, higher order conditional and
collective transfer entropies [40, 41] could also be inves-
tigated in a similar fashion. Since conditional TE terms
remove redundancies and include synergies between the
considered source and conditional sources [44], it is likely
that there will be both removal of previous and inclusion
of new contributing motif structures in comparison to the
pairwise effect.
Appendix A: Covariance matrices and non-zero
terms in Eq. (8)
The covariance matrices Ω(Y,Y (k)) − I, Ω(Y (k)) −
I, and Ω(X,Y (k)) − I can be obtained as submatrices
of B = Ω(X,Y,Y (k)) − I [see Eq. (9)]. Specifically, we
have:
Ω(Y (k))− I =
 Ω(0)Y Y − 1 · · · Ω(k − 1)Y Y... . . . ...
Ω(k − 1)Y Y · · · Ω(0)Y Y − 1
 (A1)
Ω(Y,Y (k))− I =
Ω(0)Y Y − 1 Ω(1)Y Y · · · Ω(k)Y Y
Ω(1)Y Y Ω(0)Y Y − 1 · · · Ω(k − 1)Y Y
...
...
. . .
...
Ω(k)Y Y Ω(k − 1)Y Y · · · Ω(0)Y Y − 1
 (A2)
Ω(X,Y (k))− I =
Ω(0)XX − 1 Ω(0)Y X · · · Ω(k − 1)Y X
Ω(0)Y X Ω(0)Y Y − 1 · · · Ω(k − 1)Y Y
...
...
. . .
...
Ω(k − 1)Y X Ω(k − 1)Y Y · · · Ω(0)Y Y − 1
 (A3)
The four matrix traces involved in Eq. (8) are:
tr[(Ω(Y,Y (k))− I)m], (A4a)
tr[(Ω(Y (k))− I)m], (A4b)
tr[(Ω(X,Y,Y (k))− I)m] = tr[Bm], (A4c)
tr[(Ω(X,Y (k))− I)m]. (A4d)
Let us start with the difference [Eq. (A4d) - Eq. (A4c)].
The trace in Eq. (A4c) can be expanded as
tr[Bm] =
∑
i=1
(Bm)ii
=
∑
i1,...,im=1
Bi1i2Bi2i3 . . . Bim−1imBimi1 (A5)
and the trace in Eq. (A4d) can be expanded similarly as a
sum. With Ω(X,Y (k))−I being a submatrix of B, all the
terms in Eq. (A4d) also appear in Eq. (A4c). Thus, the
remaining terms in the difference [Eq. (A4d) - Eq. (A4c)]
are the terms in Eq. (A5) that involve entries from the
second row (or column) of B, i.e., those where at least
one of the indices i1, . . . , im is equal to 2 (corresponding
to Y ).
Similarly, all the terms in Eq. (A4b) also appear in
Eq. (A4a). Thus, the remaining terms in the difference
[Eq. (A4a) - Eq. (A4b)] are those where at least one of
the indices i1, . . . , im corresponds to Y (being equal to 1
for the matrix in Eq. (A4a), but equal to 2 when aligned
with matrix B in Eq. (A5)).
Finally, the remaining terms in the trace differences in
Eq. (8):
[Eq. (A4a) - Eq. (A4b)] - [Eq. (A4c) - Eq. (A4d)]
are the terms in Eq. (A5) that i. involve at least one entry
of B from the second row (or column) corresponding to Y
(as per the arguments above), and also ii. involve at least
one entry of B from the first row (or column) correspond-
ing to X (in order to appear in [Eq. (A4c) - Eq. (A4d)]
but not [Eq. (A4a) - Eq. (A4b)]). That is, the remaining
terms are those in Eq. (A5) where at least one of the
indices i1, . . . , im is equal to 1 and another one is equal
to 2.
Appendix B: Derivation of motifs for m = 4
When m = 4 in Eq. (10), we have
T
(4)
X→Y =
1
4
tr[B4] =
1
4
∑
i,j,k,l
BijBjkBklBli, (B1)
where the overbar indicates that only the terms that
involve at least one entry of B from the first row and one
from the second row (or columns) are considered. There
are 12 cases to consider, i.e., those where two of the four
9indices i, j, k, l are equal to either 1 or 2:
T
(4)
X→Y =
1
4
∑
i=1;j=2;k;l
i=2;j=1;k;l
i 6=2;j=1;k=2;l
i 6=1;j=2;k=1;l
i;j 6=1,2;k=1;l=2
i;j 6=1,2;k=2;l=1
i=2;j 6=1;k 6=1,2;l=1
i=1;j 6=2;k 6=1,2;l=2
BijBjkBklBli (B2a)
+
1
4
∑
i=1;k=2;j;l
i=2;k=1;j;l
j=1;l=2;i6=1;k 6=1
j=2;l=1;i6=2;k 6=2
BijBjkBklBli. (B2b)
The terms in Eq. (B2b) will be neglected since they con-
tribute at order O(‖C‖6) once the expansions of the co-
variance matrices are inserted [Equations (3) and (4)].
Computing the remaining terms in Eq. (B2a) gives the
result shown in Eq. (17).
Appendix C: Extension to Random Boolean
Networks
Random Boolean Networks are a class of discrete dy-
namical systems which were proposed as models of gene
regulatory networks by Kauffman [59]. Each node in the
network has a Boolean state value, which is updated in
discrete time. In the original formulation, the new state
of each node is a deterministic Boolean function of the
current state of its parents. Given the topology of the
network, this function is assigned at random for each node
when the network is initialised, subject to a probability r
of producing “1” outputs. Differently from the original
formulation, the Boolean function was made stochastic
here by introducing a probability p = 0.005 of switching
state at each time step.
The experiment described in Section IV B 1 was re-
peated on Random Boolean Networks with r = 0.5 but
keeping the same topology (scale-free networks obtained
via preferential attachment). In the absence of theoretical
results, the pairwise TE was estimated numerically from
synthetic time series with 100 000 time samples. The time
series were embedded with a history length k = 14, as in
Section IV C 1. The results (shown in Figure 4) were qual-
itatively similar to those obtained using linear Gaussian
processes (Figure 2).
The experiment presented in Section IV C 1 was also
repeated using the Random Boolean Networks but keep-
ing the same topology. In this case, the results (shown in
Figure 5) were not qualitatively similar to those obtained
using linear Gaussian processes (Figure 3). As shown
in previous studies [18] (without the addition of stochas-
tic noise), the pairwise TE increases with the rewiring
probability γ.
0 20 40
Target in-degree
0
10
20
30
40
S
ou
rc
e
in
-d
eg
re
e
0.1
0.2
0.3
0.4
0.5
FIG. 4: Pairwise transfer entropy as a function of the source
and target in-degrees in random Boolean networks. The results
were obtained from 10 000 simulations of scale-free networks
of 100 nodes generated via preferential attachment. The trans-
fer entropy was averaged over all the node pairs with the
same in-degrees. The values in the lower left corner are the
result of an average over many samples, since most of the
node pairs have low in-degrees. There are progressively fewer
observations for higher in-degrees and none in the upper-right
corner (indicated by white colour).
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