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Les multicoptères sont utilisés à toutes sortes de fins, mais limités par ce que permet la tech-
nologie actuelle. Il incombe alors de développer des solutions qui vont permettre de repousser
ces limites. Une des plus grandes limites à l’heure actuelle est le vent. Les drones sont souvent
appelés à opérer dans des milieux extérieurs, pour l’inspection de structures notamment. Leur
vulnérabilité face aux perturbations occasionnées par un environnement venteux en réduit
toutefois les performances et limite leur spectre d’utilisation. Dans cet optique, on présente
dans ce projet une solution pour améliorer la résistance d’un quadricoptère à ce type de
perturbations et ainsi rendre l’utilisateur moins dépendant de son environnement lors de ses
activités.
L’approche suggérée vise à améliorer la résistance du quadricoptère au vent via une loi de
commande plus robuste. Pour ce faire, on établit d’abord les équations non linéaires caractéri-
sant la dynamique d’un quadricoptère dans le vent. À partir de ces équations, on peut établir
l’expression du modèle d’état linéaire invariant dans le temps (Linear Time Invariant (LTI))
en fonction des valeurs d’équilibre du drone.
On synthétise ensuite une loi de commande efficace en maintien de position. On compare
alors deux techniques de synthèse différentes ; la synthèse Linear Quadratic Regulator (LQR)
et la synthèse H∞ structurée. On conclut que la synthèse H∞ structurée est plus appropriée,
puisqu’elle permet de traiter les problématiques de stabilité et de robustesse aux perturba-
tions directement lors de la synthèse alors que la synthèse LQR ne le permet pas. Elle a aussi
l’avantage d’offrir plus de flexibilité au niveau de l’architecture de la loi de commande.
On étend finalement les performances de la synthèse H∞ structurée, non seulement pour une
position d’équilibre en vol stationnaire, mais pour un ensemble de points d’équilibre. En gar-
dant la même technique, on développe, pour chacun de ces points d’équilibre, le modèle LTI
associé et on cherche à faire en sorte que les performances soient rencontrées pour chacun des
points. La dynamique du quadricoptère étant non linéaire, les modèles peuvent grandement
varier et il devient difficile de rencontrer les performances sur l’ensemble avec des gains fixes.
Pour pallier à ce problème, on utilise un séquencement des gains de la loi de commande
(gain-scheduling). Les gains dépendent alors des variables d’état caractérisant l’attitude du
quadricoptère. En augmentant ainsi les degrés de liberté du contrôleur, on arrive à imposer
de meilleures performances sur un ensemble plus grand de points d’équilibre. Un problème
survient toutefois en utilisant cette technique. En effet, la fonction de séquencement introduit
une non linéarité dans la loi de commande qui prend la forme de termes de couplage cachés
vi
(TCC). Il faut alors explicitement les considérer dans le modèle linéarisé lors de la synthèse




Multicopters are used for all kinds of purposes, but limited by what current technology
allows. New solutions must be developped in order to push these limits. One of the biggest
limitations at the moment is the wind. Drones are often called upon to operate in external
environments, particularly for the inspection of structures. However, their vulnerability to
disturbances caused by a windy environment reduces their performance and limits their
range of use. With this in mind, this project presents a solution to improve the resistance
of a quadricopter to this type of disturbance and thus make the user less dependent on his
environment during his activities.
The suggested approach aims to improve the wind resistance of the quadricopter’s through a
more robust control law. To do this, we first establish the non-linear equations characterizing
the dynamics of a quadricopter in the wind. From these equations, we can establish the
expression of the time-invariant linear state model (LTI) as a function of the equilibrium
values of the drone.
An effective control law is then synthesized to hold position. We compare two different
synthesis techniques ; the synthesis LQR and the structured synthesis H∞. We conclude
that the structured synthesis H∞ is more appropriate, since it allows to treat the problems of
stability and robustness to disturbances directly during the synthesis while the LQR synthesis
does not allow it. It also has the advantage of offering more flexibility in the architecture of
the control law.
Finally, the performance of the structured synthesis H∞ is extended, not only for hovering,
but for a set of equilibrium points. By keeping the same technique, we develop, for each of
these equilibrium points, the associated LTI model and we try to ensure that the performances
are met for each of the points. The dynamics of the quadricopter being non-linear, models
can vary greatly and it becomes difficult to meet the performance on the whole set with fixed
gains.
To overcome this problem, we use a scheduling of the control law gains. The gains depend
on the state variables characterizing the quadricopter’s attitude. By increasing the con-
troller’s degrees of freedom in this way, better performance can be imposed on a larger set
of equilibrium points. However, a problem arises when using this technique. Indeed, the
scheduling function introduces a non-linearity into the control law, which takes the form of
hidden coupling terms. They must then be explicitly considered in the linearized model dur-
ing synthesis to ensure the adequate integration of the control law on the non-linear system
viii
and thus reduce instabilities.
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Au cours de la dernière décennie, l’industrie des drones a connu une énorme expansion. Du
consommateur-amateur au chercheur chevronné, tout le monde y trouve son compte avec ces
engins mécaniques. Encore aujourd’hui, le spectre d’utilisation des drones ainsi que la clientèle
ne cessent de s’accroître. Comme le magasine scientifique Sciences & Vie le mentionnait dans
son édition de Mai 2014 : « US authorities estimate that more than ten thousand civil drones
will be flying the US sky by 2020 ». Cette statistique démontre clairement la croissance de
l’industrie ces dernières années, ce qui a notamment déjà permis à plusieurs compagnies de
fabrication de drones de se positionner comme chef de file mondial. La compagnie française
Parrot et son compétiteur chinois DJI en sont deux exemples.
Ces engins volants sans pilote prennent de nombreuses formes. Pour les drones de type mul-
ticoptères, on peut en trouver à trois, quatre, six ou huit hélices, mais il en existe bien
d’autres moins conventionnels. À titre d’exemples, on peut mentionner les multicoptères
équipés d’hélices à inclinaison variable qui permettent d’augmenter le nombre de degrés de
liberté commandables par rapport aux multicoptères classiques, les tailsitters qui combinent
les avantages du vol d’avancement et du vol stationnaire, l’aile volante, et il en existe bien
d’autres encore. Comme il l’a été mentionné ci-dessus, la recherche et le développement ne
cessent de croître dans ce domaine et il est fréquent de voir apparaître de nouvelles configura-
tions sur le marché emportant avec elles un éventail de nouvelles perspectives d’applications.
Les drones les plus communs demeurent les multicoptères, en particulier les quadricoptères,
qui sont désormais omniprésents dans plusieurs secteurs : agriculture, divertissement, en-
vironnement, média, secours, sécurité et transport. Ainsi, les quadricoptères sont souvent
appelés à opérer en milieu extérieur pouvant présenter des perturbations de toutes sortes.
On compte parmi celles-ci la présence d’obstacles, la variation de luminosité qui influence
les images prises par une caméra, les interférences magnétiques qui perturbent les magné-
tomètres, les distorsions atmosphériques, etc. Toutefois, la perturbation dominante demeure
la présence de vent. Il est donc primordial de développer une solution stable face à cette
perturbation.
Bien que les drones haut de gamme opèrent très bien dans des milieux venteux, la majorité
de ceux disponibles sur le marché va voir ses performances diminuées avec l’augmentation de
la vitesse du vent. L’utilisation prédominante de contrôleurs PID sur les multicoptères bas de
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gamme provoquent une vulnérabilité aux fortes rafales en raison de l’action proportionnelle
de la loi de commande. L’utilisateur devient ainsi directement dépendant des conditions
atmosphériques, souvent imprévisibles, ce qui provoque des soucis surtout logistiques au
niveau de la planification des activités. Pour contrer ces problèmes, on propose dans ce
travail d’explorer une solution simple, à architecture fixe, facile d’implantation et destinée à
améliorer les performances générales du drone en milieu venteux.
Ainsi, au lieu d’utiliser des approches telles que la commande modale ou la commande opti-
male pour synthétiser une loi de commande, la synthèse H∞ structurée sera favorisée. Cette
approche issue de la théorie de la commande robuste se distingue des autres en rendant
possible l’imposition de contraintes tant au niveau de la robustesse que des performances dé-
sirées, et ce, directement dans le domaine fréquentiel. Ce type de commande a l’avantage de
montrer une amélioration en robustesse sur un large spectre de perturbations tout en main-
tenant de stricts critères de performances, et ce, pour plusieurs scénarios de perturbations
différents tels qu’un vent constant ou des rafales de vent.
1.2 Objectifs de recherche
Ce projet s’inscrit dans l’amélioration des performances d’un quadricoptère dans un envi-
ronnement venteux. L’objectif général consiste ainsi à concevoir un système de commande
robuste pour la commande en position d’un quadricoptère soumis à de grands vents.
À partir de cet objectif, il est possible d’établir les trois objectifs spécifiques suivants qui
permettent de préciser l’objectif général :
1. Établir le modèle dynamique du quadricoptère. Il est composé de la dynamique du
drone et de celle des forces et moments perturbateurs ;
2. Synthétiser les lois de commande du multicoptère de façon à limiter l’influence des
perturbations sur le drone et valider par simulation leurs performances pour plusieurs
scénarios de perturbations ;
3. Étendre les performances du contrôleur synthétisé pour l’ensemble de l’enveloppe de
vol.
1.3 Plan du mémoire
Le chapitre 2 présente un survol de la théorie utilisée pour la modélisation d’un corps solide,
ainsi que des travaux effectués dans le domaine de la commande de systèmes dynamiques.
On aborde ensuite la modélisation du quadricoptère au chapitre 3. On y présente les équations
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dynamiques qui en traduisent le mouvement. À partir de ces relations, on exprime le modèle
d’état linéaire invariant dans le temps (LTI) en fonction des valeurs à l’équilibre des angles
de roulis φ et de tangage θ. Dans ce même chapitre, on présente également la modélisation
des forces et des moments aérodynamiques subis par un quadricoptère en présence de vent.
Au chapitre 4, on cherche à commander le quadricoptère en position et en direction. Pour
ce faire, on utilise deux techniques de synthèse de loi de commande, soit la synthèse LQR
par retour d’état et la synthèse H∞ structurée par retour de sortie. Les deux techniques
sont appliquées au modèle LTI précédemment obtenu pour une position d’équilibre en vol
stationnaire. Les résultats des deux synthèses sont ensuite comparés.
Au chapitre 5, on reprend la technique de synthèse H∞ structurée et on l’étend à l’ensemble
de l’enveloppe de vol via un séquencement des gains qui se traduit par une loi de commande
non linéaire fonction de variables endogènes du système. Afin de considérer la variation de
la dynamique proche de l’équilibre provoquée par la non linéarité de la commande vis-à-vis
des variables endogènes, les termes de couplage cachés (TTC) sont considérés dans le modèle
LTI. Cela permet d’éviter l’instabilité de la loi de commande lorsqu’implantée sur le système
non linéaire. Finalement, on termine au chapitre 6 par une conclusion qui résume le travail
présenté dans ce mémoire et propose des pistes d’améliorations possible.
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CHAPITRE 2 REVUE DE LITTÉRATURE
Ce chapitre se veut un état de l’art sur la modélisation et la commande des drones. On y
présente d’abord les techniques de modélisation de la dynamique d’un multicoptère, ainsi
que les forces et les moments intervenant dans le contexte de la commande en position d’un
tel système. On poursuit en présentant différentes techniques de commande linéaire, plus
précisément, la synthèse LQR et la synthèse H∞. On termine en présentant la technique de
séquencement des gains et le problème des termes de couplage cachés qui en découle.
2.1 Modélisation d’un multicoptère
2.1.1 Dynamique du corps solide
L’efficacité des techniques de commande classiques par opposition aux techniques de com-
mande sans modèle est intrinsèquement liée à une modélisation adéquate de la dynamique du
système. Il incombe alors de déterminer précisément les équations différentielles caractérisant
le mouvement du système. Lorsque l’on parle d’équations du mouvement d’un corps rigide,
plusieurs approches sont envisageables dont :
• l’approche newtonienne ;
• la conservation de l’énergie ;
• les équations de d’Alembert ;
• l’approche lagrangienne.
Parmi celles-ci, les plus utilisées demeurent les approches newtonienne et lagrangienne.
Newton a d’abord établi les bases de la dynamique du corps rigide en posant ses lois du
mouvement. Sa deuxième loi du mouvement en translation, et son corollaire en rotation
mieux connu comme la théorie du moment cinétique, permettent d’évaluer les six équations
scalaires décrivant le mouvement d’un corps solide en trois dimensions (Greenwood, 2006).
Cette approche intuitive est surtout employée pour les systèmes simples, puisqu’elle a le
désavantage de vite devenir laborieuse avec les systèmes plus complexes, comme les systèmes
multicorps. En effet, pour les systèmes à plusieurs corps/membrures, cette méthode nécessite
une connaissance des forces de réaction au niveau des jonctions, ce qui n’est pas toujours aisé
à évaluer.
Une méthode qui pallie à ce problème a été développée cent ans plus tard par Lagrange
sous la forme des équations d’Euler-Lagrange. Celles-ci sont une reformulation des lois de
Newton basée sur le principe de moindre action. Cette formulation permet de travailler
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avec un système en tant qu’entité unique sans avoir à le démembrer pour en connaître les
efforts internes. Ainsi, cette approche définie le Lagrangien comme la différence entre l’énergie
cinétique et l’énergie potentielle du système. Les équations du mouvement sont obtenues par
la dérivation de cette grandeur par rapport aux variables généralisées du système et leurs
dérivées (Greenwood, 2006). Cette méthode a l’avantage de travailler avec des grandeurs
scalaires, soit les énergies, et sa résolution peut être faite en fonction de n’importe quel choix
de variables généralisées.
Pour la modélisation d’un multicoptère, les deux techniques sont valides : (Altug et al., 2002)
pour l’approche newtonienne et (Bouabdallah et al., 2004; Raffo et al., 2010) pour l’approche
lagrangienne. Dans ce mémoire, les équations de Newton ont toutefois été favorisées.
2.1.2 Application au multicoptère
À des fins de commande, il est souvent essentiel de connaître la position en coordonnées
cartésiennes et l’attitude du drone dans un repère dit inertiel. Ces variables ou leurs dérivées
n’interviennent cependant pas explicitement dans la forme de base des équations de Newton
telle qu’utilisées dans le présent travail. Celles-ci sont évaluées dans un repère propre au corps
solide et son orientation varie avec l’attitude du drone.
Pour relier l’expression des vitesses en translation dans ces deux repères, l’équation de na-





, soit trois rotations successives d’angle φ, θ et ψ autour de certains axes
particuliers de façon à exprimer un vecteur initialement dans le repère propre au corps en un
vecteur inertiel comme Raffo et al. (2010).
Pour relier l’expression des vitesses angulaires dans ces deux repères, trois approches basées
sur différentes représentations de la matrice de rotation sont envisageables. En fonction de
la représentation choisie, on trouve :
• l’équation cinématique d’Euler ;
• l’équation cinématique de Poisson ;
• l’équation cinématique du quaternion.
L’utilisation de l’équation cinématique d’Euler et de l’équation cinématique du quaternion
est prédominante dans la littérature. D’abord, l’utilisation de l’équation cinématique d’Euler
est intuitive et facile. Basée sur la représentation de l’attitude par les angles d’Euler, elle
fait cependant apparaître une singularité mathématique si l’angle θ = ±90◦. Elle demeure
toutefois valide et largement utilisée pour la plupart des mutlicoptères œuvrant dans un
domaine loin de ces points critiques (Raffo et al., 2010). Ensuite, l’équation du quaternion
est également largement utilisée (Tayebi and McGilvray, 2004). Cette technique ne présente
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pas de singularité et introduit seulement quatre équations différentielles (contrairement à
trois pour l’équation d’Euler), ce qui justifie son utilisation surtout pour des applications en
vol acrobatique ou pour des manœuvres agressives.
Jusqu’ici ont été présentées les différentes approches pour modéliser la dynamique d’un corps
libre à six degrés de liberté. Un multicoptère en vol est par contre soumis à des forces et des
moments dus aux actionneurs, aux effets inertiels, aux effets aérodynamiques, etc. Il s’agit
donc de déterminer et de quantifier le plus fidèlement possible ces forces et ces moments
externes.
Notons d’abord les forces et les moments aérodynamiques générés par la rotation des hélices,
soit la poussée et la traînée induite. Il est possible d’exprimer ces forces et ces moments
en fonction de la vitesse de rotation pour une géométrie d’hélice donnée (McCormick, 1995;
Leishman, 2006). Cette relation dépend donc des coefficients de poussée (thrust) et de traînée
(drag) associés à cette géométrie. Ces paramètres peuvent être obtenus expérimentalement ;
on retrouve d’ailleurs sur le marché des bancs de tests destinés à cet effet. Il est sinon possible
de trouver en libre accès ces paramètres en fonction des dimensions d’une hélice, par exemple,
la base de données (Brandt et al., 2005) issue des travaux de (Brandt and Selig, 2011) et
(Deters et al., 2014) pour lesquels des essais plus poussés ont été effectués en soufflerie pour
un large éventail d’hélices différentes. On note également l’effet d’autres moments comme les
moments gyroscopiques et les forces inertielles dues à la rotation des hélices (Meriam and
Kraige, 2012).
La réponse d’un moteur à une commande n’est pas instantanée et dépend des différents
paramètres du moteur, notamment l’inductance, la résistance, l’inertie et les frottements
(Bouabdallah et al., 2004). Il est donc pertinent d’inclure dans le modèle du multicoptère
la dynamique des moteurs généralement définie par les équations des moteurs DC (Bolton,
2003). L’intérêt d’un tel modèle apparaît surtout pour les drones de grande envergure uti-
lisant des moteurs plus puissants. Pour ceux-ci, le temps de réponse devient plus long et
affecte considérablement la performance de la loi de commande. On peut alors considérer la
dynamique des moteurs lors de la synthèse de la loi de commande et imposer des contraintes
fréquentielles supplémentaires.
2.2 Modélisation du vent
Pour un drone évoluant dans un environnement venteux, des forces aérodynamiques non
négligeables doivent être considérées au niveau de la modélisation.
Généralement, on prend pour acquis un coefficient de traînée Cd constant peu importe l’angle
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d’incidence de la vitesse aérodynamique. Il en découle une force de traînée appliquée au centre
de masse (CM) du drone. L’hypothèse d’un centre de pression confondu au centre de masse
donne un moment de force nul. Ainsi la force aérodynamique appliquée sur le drone est
modélisée par l’équation générale de la traînée D = q̄ CdA avec q̄ la pression dynamique, Cd
le coefficient de traînée et A la surface exposée (Anderson, 2010).
Certains modèles plus avancés permettent d’évaluer plus précisément et localement l’effet
de ce vent. Khan and Nahon (2015) proposent ainsi un modèle qui permet de modéliser
l’interaction entre un vent oblique et une hélice en rotation. Il utilise la Blade Element
Momentum Theory (BEMT) attribuable à Glauert (1935) qui représente une combinaison
de la Momentum Theory et de la Blade Element Theory de William Froude émises à la fin du
19e siècle. Il s’agit d’une méthode numérique qui itère sur la valeur des paramètres inconnus
jusqu’à l’obtention d’un modèle satisfaisant les deux théories.
Cette modélisation s’avère utile pour reproduire de façon réaliste l’interaction entre le drone
et un vent en simulation. Elle est toutefois inefficace telle que présentée au niveau de la
synthèse de loi de commande avec les techniques classiques. En effet, il s’agit d’une résolution
numérique pour laquelle il n’y a pas de solution analytique.
De plus, le vent n’est pas une quantité stable. En effet pour une vitesse du vent nominale, la
valeur réelle de la vitesse du vent oscille. La modélisation la plus acceptée de cette oscillation
est celle développée par Dryden (Dod, 1997).
2.3 Lois de commande
Afin de pouvoir commander l’état du multicoptère, on cherche à trouver une loi de commande
qui en assure la stabilité en boucle fermée. Les solutions les plus populaires pour atteindre
cet objectif sont l’utilisation de contrôleurs proportionnel, intégral, dérivé (PID). Ainsi, par
bouclages successifs, on arrive, en choisissant judicieusement la valeur des gains des différentes
boucles, à assurer cette stabilité.
Il existe plusieurs méthodes de synthèse qui permettent d’évaluer ces valeurs de façon à, non
seulement assurer la stabilité, mais à garantir un certain niveau de performance du système.
On en présente quelques unes à la section suivante.
2.3.1 Méthodes de synthèse
Parmi les techniques de synthèse de loi de commande les plus connues, on compte la com-
mande LQR (Anderson, 2010) et le placement de pôles ou de structures propres (Liu and
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Patton, 1998). Ces deux techniques de commande linéaire sont largement utilisées dans l’in-
dustrie notamment en raison de leur facilité d’utilisation et d’implantation.
La commande LQR se veut une application de la théorie de la commande optimale aux
systèmes (LTI). Celle-ci permet de trouver une solution par retour d’état minimisant un
certain critère quadratique qui pondère les états et la commande. La synthèse LQR consiste
en la résolution d’une équation de Riccati. Cette dernière peut être résolue efficacement de
manière numérique (Bouabdallah et al., 2004). La théorie de la commande LQR peut aussi
être étendue à une commande par retour de sortie. Contrairement au retour d’état, il s’agit
pour le retour de sortie de trouver une solution qui rencontre trois conditions nécessaires pour
satisfaire le critère d’optimalité. Un tel problème n’est cependant pas aussi simple à résoudre
et passe par un processus itératif. Différentes approches on été développées pour arriver à
résoudre ce problème comme les algorithmes d’optimisation décrits dans (Nelder and Mead,
1965; Moerder and Calise, 1985; Davidon, 1991).
Les techniques de synthèse classique comme la commande LQR ont le désavantage de n’être
applicables qu’aux systèmes linéaires. Quand on parle de drones, la dynamique traduisant
leur mouvement est hautement non linéaire. La synthèse demeure toutefois possible sur une
linéarisation du système autour d’un point d’équilibre. On peut alors considérer que près
de ce point, le système non linéaire a un comportement s’approchant du système linéarisé.
Celui-ci peut cependant devenir imprévisible ou même instable quand le drone s’en éloigne.
Dans cette optique, il existe différentes techniques de commande non linéaire qui attaquent
directement le problème sur l’ensemble de la plage d’opération du système. On pense entre
autres au sliding mode control (L’Afflitto et al., 2018; Lee et al., 2009), ou au backstepping (Lee
et al., 2010; Bouabdallah and Siegwart, 2007; Azinheira and Moutinho, 2008). Ces techniques
dont la stabilité est basée sur une analyse du modèle ont par contre le désavantage de ne
pas pouvoir garantir la robustesse face aux incertitudes paramétriques et aux perturbations ;
celles-ci ne peuvent pas toujours être modélisées précisément.
En ce qui a trait au problème de robustesse d’un drone face au vent, ces méthodes ne sont pas
véritablement adaptées. L’approche générale pour contourner cette lacune vise à ajouter un
terme de compensation dans la loi de commande (Waslander and Wang, 2009; Mokhtari and
Benallegue, 2004). Ainsi, faute de modèle, on peut estimer à l’aide d’un observateur l’effet de
la perturbation sur le drone. L’obtention d’une estimation décente du vent n’est cependant
pas triviale, d’où l’intérêt de la commande robuste qui, elle, attaque la problématique de la
robustesse sans avoir à changer l’architecture de la loi de commande.
Dans (Tran et al., 2015), l’auteur attaque le problème de robustesse au vent sans utiliser un
terme de compensation. Il utilise la technique de synthèse LQR en pondérant fortement la
9
position et l’erreur en position de façon à maintenir un vol stationnaire malgré la présence
de vent. Il présente ensuite les performances en simulation de la loi de commande synthétisée
dans un environnement venteux en la comparant avec une loi de commande nominale PID.
Il est à noter que d’autres articles abordant aussi spécifiquement cette problématique n’ont
pas été trouvés.
2.3.2 Commande robuste
La commande robuste prend racine avec les travaux de Zames (1981) pour la synthèse H∞,
suivi des travaux de Doyle (1982) pour la µ-synthèse et correspond à une approche applicable
aux systèmes linéaires basée sur une analyse fréquentielle de la sensibilité des états vis-
à-vis des incertitudes. Elle permet ainsi d’imposer des contraintes sous forme de gabarits
fréquentiels entre certaines entrées et certaines sorties du système. Les résultats d’une telle
synthèse se résument en l’obtention d’une loi de commande sous forme de modèle d’état dont
l’ordre peut être aussi grand que l’ordre du système additionné des filtres de performance.
Pour les systèmes d’ordre élevé, cela peut représenter un défi d’implantation considérable.
La synthèse H∞ structurée (Gahinet and Apkarian, 2011) se veut une amélioration de la
synthèse H∞ classique en permettant d’imposer une structure a priori à la loi de commande
et ainsi garder minimal l’ordre du contrôleur. Elle permet aussi d’imposer des contraintes,
outre les gabarits fréquentiels, comme une restriction sur le placement des pôles ou des
marges de gain et de phase minimales. Cette technique a déjà su montrer son efficacité
sur des applications comme la commande d’un avion (Lhachemi et al., 2014), la commande
d’engins spatiaux (Dubanchet et al., 2015) et la commande de multicoptères (Nguyen et al.,
2017).
Parmi les outils de synthèse robuste disponibles dans le Robust Control Toolbox de MATLAB®,
on trouve la fonction systune qui est une implantation de la synthèse H∞ structurée. Elle
utilise les algorithmes d’optimisation non lisse décrits dans (Apkarian and Noll, 2006, 2007)
et l’algorithme de Bruinsma and Steinbuch (1990) pour calculer la normeH∞. Les possibilités
de la fonction systune sont, elles, décrites dans (Apkarian et al., 2014, 2015)
L’avantage de la synthèse H∞ structurée est la possibilité d’attaquer le problème directe-
ment dans le domaine fréquentiel comme Nguyen et al. (2017). Cette méthode peut prendre
en compte différents types de contraintes qui sont fixées a priori, des contraintes qui ne
pourraient pas être traitées autrement aussi aisément. Dans le contexte de la commande
d’un drone évoluant dans un environnement venteux, cette technique est fort avantageuse.
En effet, on connaît le comportement fréquentiel du vent, mais en modéliser précisément la
dynamique est plus difficile.
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2.4 Séquencement des gains
Pour étendre la stabilité et les performances du drone, non seulement autour d’un point
d’opération unique, mais sur toute son enveloppe de vol, une approche par séquencement de
gains peut être utilisée (Lawrence and Rugh, 1995; Rugh and Shamma, 2000). Celle-ci consiste
en la synthèse d’un ensemble de lois de commande associé à un ensemble de points d’équilibre.
Il est alors possible d’évaluer une loi de commande en fonction du point d’opération par
interpolation des gains synthétisés a priori (Rugh and Shamma, 2000; Leith and Leithead,
2000). On note l’application d’une telle technique à la commande en tangage d’un missile
(Nichols et al., 1993). Cette technique n’offre par contre aucune garantie quant à la stabilité
du bouclage entre deux points d’opération. C’est pour cette raison qu’il est nécessaire d’en
valider la stabilité a posteriori expérimentalement (Shamma and Athans, 1992). (Lawrence
and Rugh, 1990) et (Shamma and Athans, 1991) arrivent à prouver la stabilité entre les
points d’opération pour certains systèmes, mais cette stabilité n’est toutefois assurée que
pour des variations suffisamment lentes du point d’opération.
Comme on vient de le mentionner, la stabilité n’est pas nécessairement garantie entre deux
points de synthèse (Stilwell and Rugh, 2000) et l’évolution des gains peut également présenter
des discontinuités. Aussi, pour la commande de système d’ordre plus élevé, considérant que les
gains sont obtenus par interpolation dans des tables de référence, le calcul peut vite devenir
lourd et présenter des problèmes d’implantation.
Pour palier à ces problèmes, des solutions ont été développées pour fixer a priori la structure
de la fonction de séquencement des gains (Lhachemi et al., 2017). En choisissant judicieu-
sement les paramètres de cette fonction, il est possible de grandement simplifier la loi de
commande à une simple équation non linéaire plutôt que d’avoir à interpoler entre des ma-
trices.
2.5 Termes de couplage cachés
Bien que le Robust Control Toolbox de MATLAB® fournisse une solution sous la forme de la
fonction tunableSurface pour évaluer les matrices de gains en fonction d’un séquencement
fixé a priori, un problème demeure quand on l’applique pour une architecture de commande
non linéaire fonction de variables endogènes au système. Cette méthode ne considère pas les
termes différentiels issus de la linéarisation de la loi de commande par rapport aux variables
endogènes ; ce sont les termes de couplage cachés (TCC). En effet, la linéarisation du modèle
en boucle fermée fait apparaître ces termes parasites qui modifient alors les propriétés locales
obtenues lors de la synthèse initiale du contrôleur. Une telle différence mène à une perte
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d’efficacité et possiblement à l’instabilité quand la loi de commande est implantée sur le
système non linéaire (Rugh and Shamma (2000)).
Plusieurs techniques peuvent être employées pour considérer ces TCC. On recense deux types
d’approches pour gérer leurs effets. La première est de ne considérer les TCC qu’a posteriori.
Ainsi, le dynamical gain-scheduling se veut une relaxation du critère sur la variation des
variables de séquencement permettant ainsi l’interpolation des gains pour une variation ra-
pide de la dynamique (Yang et al., 2010, 2015). Il est également possible de considérer les
TCC directement lors de la synthèse de la loi de commande. En choisissant judicieusement
l’architecture de commande, on peut faire en sorte d’éviter l’apparition de ces termes différen-
tiels (Lawrence and Rugh, 1995; Rugh and Shamma, 2000; Lawrence, 2001). Ces techniques
reposent sur la résolution d’un système d’équations aux dérivées partielles qui a cependant
l’effet d’ajouter de fortes contraintes sur l’architecture de commande ou le choix des fonctions
de séquencement. Le deuxième type d’approches consiste en une implantation générique qui
évite l’apparition des TCC ce qui permet l’utilisation des techniques de synthèse classiques.
Il s’agit du velocity-based algorithm (Kaminer et al., 1995).
Comme dans Lhachemi et al. (2016a,b, 2017), il est possible de créer un modèle linéaire qui
reproduit fidèlement la dynamique linéarisée du système non linéaire en boucle fermée en
considérant explicitement les TCC. Il est ensuite possible d’appliquer les techniques de com-
mande de la même façon que pour n’importe quel autre système linéaire. Ainsi, on considère
l’effet de la variation de la dynamique directement au niveau de la synthèse.
2.6 Conclusion de la revue de littérature
Le spectre toujours grandissant de possibilités qu’offrent les multicoptères ne vient pas sans
une évolution conjointe de la technologie qui s’y rattache, celle-ci leur permettant d’être
toujours plus performants, plus versatiles et plus efficaces. Dans cet optique, on cherche
dans ce mémoire à appliquer les récentes avancées dans le domaine de la commande à un
quadricoptère et d’en approfondir les enjeux.
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CHAPITRE 3 MODÉLISATION
Dans ce chapitre sont présentées les équations décrivant la dynamique d’un quadricoptère. On
y présente également la définition d’un point d’équilibre et la linéarisation du système autour
de celui-ci de façon à obtenir une représentation par modèle d’état LTI. Cette représentation
est utilisée dans les chapitres subséquents pour la synthèse des lois de commande.
3.1 Modèle dynamique du multicoptère
Deux référentiels sont utilisés pour décrire le mouvement du multicoptère, soit le repère
inertiel Fi = {Oi,xi,yi, zi} et le repère objet Fb = {Ob,xb,yb, zb}, où Oi est situé au point
de référence local et Ob au CM du multicoptère que l’on considère confondu avec le centre
de gravité. Ces repères respectent pour le premier la convention Norht West Up (NWU) et
le second la convention Front Left Up (FLU) comme illustré dans la figure 3.1. Les équations
cinématiques de navigation et d’Euler permettent d’établir une relation entre les deux repères.
Les équations dynamiques du multicoptère sont présentées subséquemment. Les notations des
vecteurs sont définies dans la Nomenclature de ce mémoire.
3.1.1 Équations cinématiques
Pour relier un repère cartésien quelconque à un second repère, on effectue trois rotations
successives d’angle ψ, θ et φ (les angles d’Euler) respectivement selon les axes z, y et x de
repères intermédiaires tel que présentés dans cette section.
Dans ce mémoire, on utilise cette définition pour passer du repère inertiel Fi vers le repère
objet Fb. Ainsi, une première rotation d’angle ψ est effectuée selon l’axe zi en utilisant
la matrice de rotation Rzi(ψ). Une seconde rotation est effectuée selon l’axe y1 du repère
intermédiaire F1 avec la matrice de rotation Ry1(θ), puis une troisième selon l’axe x2 du
repère intermédiaire F2 avec la matrice de rotation Rx2(φ). Ce qui nous donne les trois













































Figure 3.1 Définition du modèle du quadricoptère et des repères objet Fb et hélice Fp,j
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On obtient ainsi la matrice de rotation d’Euler (matrice des cosinus directeur (MCD))




sφsθcψ − cφsψ sφsθsψ + cφcψ sφcθ
cφsθcψ + sφsψ cφsθsψ − sφcψ cφcθ
 (3.1)
où cx := cosx et sx := sin x.
En se basant sur cette définition, on peut exprimer un vecteur quelconque v initialement
dans le repère inertiel dans le repère object, et vice versa :
vb = E vi et vi = E> vb
en rappelant que E−1 = E>, car les matrices de rotation sont orthogonales.
L’équation cinématique de navigation permet ainsi d’exprimer la dérivée de la position du









iṗicm/i = E>vbcm/i (3.2)
De façon similaire, l’équation cinématique d’Euler permet quant à elle d’exprimer la dérivée




en fonction du vecteur vitesse de rotation de Fb par




, exprimé dans Fb :








où tx := tan x
3.1.2 Équations de forces
On considère le quadricoptère comme un corps rigide. On peut donc négliger les déformations
et traiter le drone comme une seule entité. Les équations de Newton permettent alors de
décrire la dynamique du quadricoptère en translation par une somme des forces, et en rotation
par une somme des moments. Ainsi, l’application de la deuxième loi de Newton permet de
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relier la force totale appliquée au drone à son accélération linéaire a et sa masse m :
F = m a
Dans le cas du quadricoptère que l’on peut considérer comme un corps rigide, l’accélération
linéaire (de façon équivalente, celle du CM) est donnée par la dérivée de la vitesse par rapport
au repère inertiel (repère fixe) :
a = iv̇cm/i
L’accélération peut aussi être exprimée par rapport à la vitesse linéaire dérivée par rapport
à Fb ; il est alors nécessaire de considérer la formule de Coriolis qui relie les dérivées dans
différents repères grâce à la vitesse de rotation instantanée ωb/i. Celle-ci peut alors être
exprimée comme :
a = bv̇cm/i + ωb/i × vcm/i
Cela permet donc de poser l’équation de la force projetée dans Fb :
Fb = m
(







représente la force totale agissant sur le drone en Ob et correspond
à la somme des forces gravitationnelle Fbg, de poussée aérodynamique Fbt , et aérodynamique
Fba :
Fb = Fbg + Fbt + Fba
La définition de ces forces est donnée subséquemment. Comme pour la vitesse linéaire, on
peut exprimer la force gravitationnelle dans Fb avec :




où g0 est l’accélération gravitationnelle.
Selon Leishman (2006), on peut modéliser les forces de poussées en fonction de kt, la constante








On définit la force aérodynamique comme la résultante de la traînée générée par le corps du
quadricoptère Fbdrag, et des forces générées par l’interaction entre le vent et la rotation des
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hélices Fbprop. Ces dernières sont décrites plus en détail à la section 3.2.2.
Fba = Fbprop + Fbdrag
La traînée, quant à elle, est donnée par l’équation générale (Anderson, 2010) en fonction de
la vitesse aérodynamique va de norme Va = ‖va‖2 :
Fbdrag = ka vba Va,e , ka =
1
2ρ0CdA
où les constantes ρ0, la masse volumique de l’air au niveau de la mer (NLM), Cd, le coefficient
de traînée aérodynamique et A, l’aire effective peuvent être regroupées en une constante ka
que l’on nomme la constante de traînée. Les valeurs Cd et A sont fonction de la géométrie





= vbw − vbcm/i





la vitesse du vent dans Fb. Cette dernière est définie à la Section 3.2.1.
Il existe plusieurs méthodes pour évaluer expérimentalement ou théoriquement ces para-
mètres. On choisit ici d’utiliser les résultats de Tran (2015) obtenus expérimentalement
pour le drone Pelican de AscTec (2017). Les résultats ont été grossièrement validés avec
une analyse par éléments finis sur le modèle de conception assistée par ordinateur (CAO) de
de Athayde Guimarães (2014) effectuée à l’aide du logiciel Solidworks 2017.
3.1.3 Équations de moments
À partir de la deuxième loi de Newton, on déduit le théorème du moment cinétique qui,
projeté dans Fb, permet de relier le moment total appliqué au CM du drone Mb, en fonction
de l’accélération angulaire de ce dernier :





et Ib = diag (Ixx, Iyy, Izz) le tenseur d’inertie du corps dans Fb.
Ce dernier est considéré comme une matrice diagonale en raison de la double symétrie du
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quadricoptère selon les plans xb − zb et yb − zb. Le vecteur Mb est donné par :
Mb = Mbt + Mbq + Mbj + Mbg + Mba
où Mbt représente le moment dû aux forces de poussée Fbt,i et au bras de levier l, Mbq le moment
dû à la traînée des hélices, Mbj le moment résultant des moments inertiels des pièces rotatives
des moteurs, Mbg le moment dû aux effets gyroscopique et Mba la résultante des moments
aérodynamiques générés par le vent. La définition de ces moments est donnée subséquemment.
Le couple de réaction dû aux forces de poussée correspond aux moments de forces générés




rbi × Fbt,i ,
[




l −l 0 0
0 0 l −l
hp hp hp hp

où les grandeurs l et hp sont illustrées à la figure 3.1.
Selon (Leishman, 2006), on peut modéliser le moment induit dû la traînée des hélices en
fonction de kq, la constante de traînée des hélices et ωi, la vitesse de rotation de l’hélice i.








0 0 −si kq ω2i
]>
où si désigne le sens de rotation de l’hélice i par rapport à l’axe zb, i.e., +1 pour une rotation
antihoraire ou −1 pour une rotation horaire.
Le moment inertiel qui s’oppose à la rotation des pièces des moteurs (rotor, arbre et hélice








0 0 −si Jm ω̇i
]>





σbi × ωbb/i , σbi =
[
0 0 si Jm ωi
]>
Enfin, le moment aérodynamique Mba sera réduit au moment Mbprop généré par l’interaction
entre le vent et la rotation des hélices, soit Mba = Mbprop. Ce dernier est décrit plus en détail
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à la Section 3.2.2.
3.1.4 Dynamique des moteurs
Une modélisation possible de la dynamique de chacun des moteurs j ∈ {1, 2, 3, 4} est obtenue




dt = Vj − keωj −R ij
Jm
dωj




où L désigne l’inductance, ke la constante de force électromagnétique, R la résistance, km
la constante de moment des moteurs, et bm la constante de frottement visqueux. Les états
ij et ωj sont respectivement le courant du circuit et la vitesse de rotation du moteur j. La
commande envoyée au moteur j correspond au voltage Vj.
3.2 Modèle de vent
Cette section présente la modélisation des forces et des moments aérodynamiques Fba et Mba
causés par le déplacement du quadricoptère dans une masse d’air de masse volumique ρ0 et de
la présence de vent. Ces deux phénomènes sont considérés comme des entrées perturbatrices.
Les résultats obtenus dans cette section servent à reproduire un environnement de vent
réaliste lors des simulations. Cet objectif est atteint en deux étapes : la première consiste en
la génération d’un vecteur vitesse variant de façon aléatoire autour de conditions nominales et
la seconde consiste en la traduction des vitesses aérodynamiques perçues par le quadricoptère
en forces et moments perturbateurs.
3.2.1 Génération du vent
Le modèle de vent de Dryden est utilisé pour générer une représentation réaliste de la vitesse
du vent. Le comportement du vent est caractérisé par une variation aléatoire de la vitesse
autour d’une vitesse nominale. Il s’agit donc de déterminer la composante aléatoire viw,rand
associée à une vitesse nominale du vent viw,nom de façon à former le vecteur vent vw exprimé
dans Fi :












Ce modèle est principalement constitué d’un filtre ayant pour entrée un bruit blanc gaussien
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(White Gaussian Noise (WGN)) de façon à générer un bruit coloré pour les trois composantes
de vw (Tran, 2015). On utilise finalement la matrice d’Euler telle que définie par (3.1) afin
d’exprimer le vecteur vw dans Fb :
vbw = E viw
3.2.2 Forces et moments aérodynamiques
On cherche ici à quantifier les forces Fba et les moments Mba ressentis par le drone soumis
à un vent vbw. La méthode présentée dans cette section permet d’obtenir les forces et les
moments induits par l’écoulement d’air agissant sur les hélices. Ces forces sont fonction de
la vitesse aérodynamique vba du drone et de la vitesse de rotation des hélices ωj. La vitesse
aérodynamique ainsi obtenue représente la vitesse de l’écoulement perçu par le drone.
Afin de pouvoir appliquer la méthode pour chacune des hélices, on utilise la vitesse aérody-
namique projetée dans le repère hélice Fp,j = {Op,j ,xp,j ,yp,j , zp,j} (Fig. 3.1) :


















La méthode utilisée pour calculer les forces et les moments additionnels issus de l’interaction
entre un vent oblique et les hélices en rotation est basée sur la BEMT. Pour plus de détails,
on peut se référer à (Khan and Nahon, 2015). La résolution peut par contre s’avérer longue
et lourde mathématiquement. Des tables de références sont donc générées a priori pour des
vitesses du vent et de rotation des hélices données. En procédant ainsi, on diminue le temps
de simulation. En effet, pour une vitesse du vent et une vitesse de rotation des hélices, il ne
suffit alors que d’interpoler dans les tables pour trouver les forces et les moments résultants.
Il est important de noter qu’on considère ici une rotation antihoraire des hélices (positive
selon xp,j), les forces et les moments dans le cas d’une rotation horaire peuvent être obtenus
à partir des mêmes résultats.
La géométrie des hélices n’est pas constante et varie radialement. Cette variation de géométrie
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a une influence concrète sur la force et le moment résultant ; il est donc nécessaire d’en tenir
compte. Pour se faire, on discrétise les paramètres de cette géométrie en fonction de la
distance radiale (r) par rapport à Op,j faute d’en avoir l’expression analytique. On reprend
donc la technique utilisée par Khan and Nahon (2013) pour le même modèle d’hélice, Electrifly
Powerflow 10×4.5, ce qui permet d’obtenir les paramètres discrétisés suivants :
r = {5, 20, 40, 60, 80, 100, 127} (mm)
c = {12.37, 16.23, 22.85, 28.22, 28.90, 26.31, 13.07} (mm)
ϑ = {25, 26.5, 21.89, 14.39, 9.8, 4.75, 6.59} (◦)
α0 = {0, 0, 9.66, 8.7, 7.4, 10.7, 8.4} (◦)
N = 2
(3.9)
avec la distance radiale r, la corde c, l’angle de tangage ϑ, l’angle d’attaque de portance nulle
α0 et le nombre de pales de l’hélice N . La méthode de mesure de la géométrie est illustrée à
la figure 3.2.
(a) Coupes de l’hélice (gauche) vue de coupe
(droite)
(b) Mesure de la ligne de corde (c) et de l’angle
de tangage (θ dans l’image ou ϑ dans ce
mémoire) selon les distances de référence du
bord d’attaque (dLE) et du bord de fuite (dT E).
Figure 3.2 Méthode de mesure de la géométrie des hélices (Khan and Nahon, 2013).
En supposant que le profil des pales n’a pas d’effet considérable sur les forces et les moments
aérodynamiques, on utilise la théorie des plaques planes et les simplifications qui en découlent.
Ainsi, la pente du coefficient aérodynamique de portance selon l’angle d’attaque α et le
coefficient de traînée sont constants et valent : Clα = 2π et CD0 = 0.02.
La méthode est utilisée pour générer des tables de référence des forces et des moments
résultants pour différentes vitesses de vent vpa et différentes vitesses de rotation des moteurs
21












∥∥∥[vpa wpa]∥∥∥2 = [0, 20] (m/s)
Comme on peut le voir, seulement deux composantes de la vitesse aérodynamique sont utili-
sées, soit la vitesse perpendiculaire au plan de l’hélice (vx) et la vitesse dans le plan de l’hélice
(vyz). Ces vitesses sont représentées en noir dans la figure 3.3.
À des fins de simplicité, on définit un nouveau repère Fa′ = {Oa′ ,xa′ ,ya′ , za′} où Oa′ coïncide
avecOp, l’axe xa′ coïncide avec l’axe xp, l’axe ya′ est orienté dans la direction de la composante
vyz de l’écoulement et l’axe za′ complète la base directe tel que présenté à la figure 3.3.
Figure 3.3 Définition du repère Fa′
La vitesse 2D résultante de l’écoulement perçu par l’hélice est donnée par :
vr =
[
(vx + via) (ωj r + vyz,⊥)
]>
∈ R2
où via représente la vitesse axiale induite et vyz,⊥ correspond à la composante de l’écoulement
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perpendiculaire à la pale de l’hélice. L’amplitude de vr est donnée par :
vr = ‖vr‖2












. La vitesse vyz,⊥ est fonction de l’angle Ψ que fait la pale de l’hélice en
rotation avec l’écoulement :
vyz,⊥ = vyz sin Ψ.
La vitesse axiale induite est définie par :
via = via,0
(















où Rp est la distance extrême de la pale par rapport au centre de l’hélice alors que la vi-
tesse axiale induite à la base de l’hélice via,0 reste indéterminée pour le moment. On définit
également l’angle d’attaque efficace αeff qui correspond à l’angle de l’écoulement perçu par
l’hélice :
αeff = ϑ− α0 − ϕ
En supposant un effet négligeable du profil de l’hélice, on peut alors utiliser la théorie des
plaques planes pour définir l’expression des coefficients aérodynamiques en fonctions de αeff
(Hoerner and Borst, 1975; Lindenburg, 2000). Ainsi, pour un angle d’attaque efficace entre
-10◦ et 13◦ les coefficients aérodynamiques de portance Cl, traînée Cd et moment Cm sont
définis comme suit :
Cl = Clααeff








où les coefficients normal Cn et tangentiel Ct sont :
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Cn =
Cl + Ct sin(αeff )
cos(αeff )
Ct = Cd,0 cos(αeff )




, on considère que l’écoulement commence à décrocher.
Entre 20◦ et 160◦, on considère que l’écoulement a complètement décroché. Dans ce dernier
intervalle, les coefficients aérodynamiques sont définis comme suit :
Cl = Cn cos(αeff )− Ct sin(αeff )








où les coefficients normal Cn et tangentiel Ct sont :
Ct = 0.5Cd,0 cos(αeff )
Cn = Cd,90
sin(αeff )
0.56 + 0.44 sin(αeff )
Remarque : Entre les deux plages, l’écoulement est partiellement décroché et les valeurs des
coefficients Cl, Cd et Cm sont obtenues en interpolant les réponses données par (3.10) et
(3.11) en fonction de l’angle αeff .
Selon la théorie de Froude (momentum theory), la poussée générée par l’hélice en fonction






2 ρ r via
√
(vx + via)2 + v2yz dΨdr (3.12)
où Rk représente la distance radiale à la jonction entre la pale et la base.









r (Cl cosϕ− Cd sinϕ) dΨdr (3.13)
On rappelle que c, ϑ et α0 sont fonction de r, la variable d’intégration de (3.12) et (3.13).
Les équations sont donc résolues numériquement pour r tel que défini dans (3.9) et Ψ = {0 :
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2ρ r̄i via(r̄i, Ψ̄j)
√











Cl cosϕ(r̄i, Ψ̄j)− Cd sinϕ(r̄i, Ψ̄j)
)
∆Ψj∆ri (3.15)
On définit les paramètres d’intégration en fonction de r selon i comme suit :














et la variable d’intégration Ψ selon j comme suit :
∆Ψj = Ψj+1 −Ψj , Ψ̄j =
Ψj+1 + Ψj
2
On désire maintenant trouver la valeur via,0 pour laquelle les équations (3.14) et (3.15) sont
satisfaites. On itère alors sur la valeur de via,0 jusqu’à ce que l’on obtienne une valeur de ∆T
en-deçà d’un certain seuil de tolérance (tol) :
∆T = |Tmomentum − Tblade| ≤ tol




























r (Cl sinϕ+ Cd cosϕ) cos Ψ dΨ dr
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r [(Cl cosϕ− Cd sinϕ) r cos Ψ− Cm c sin Ψ] dΨ dr
Dans le cas d’une rotation horaire de l’hélice, il est possible d’obtenir les forces et les moments
































































L’angle δ est tel que défini à la figure 3.3 et est donné par :




Forces et moments efficaces
Dans la Section 3.2.2, on a établi la méthode permettant de trouver les forces Fp,jprop et
les moments Mp,jprop pour une hélice selon un vent incident que l’on considère être le vent
perçu par le quadricoptère. En réalité, ce ne sont pas toutes les hélices qui perçoivent le
même écoulement, et ce, en raison de la présence du corps du quadricoptère qui vient altérer
l’écoulement. Pour tenir compte de la présence du corps, on définit un vecteur d’ajustement
qui pondère l’influence des forces et des moments pour chaque hélice selon l’orientation du
vent. Les coefficients d’ajustement cj sont ainsi fonction de la direction δ du vent dans le
















Les coefficients limites associés sont :
c1 =
1
2 {2, 2, 1, 0, 0, 0, 1, 2, 2} , c2 =
1
2 {1, 2, 2, 2, 1, 0, 0, 0, 1}
c3 =
1
2 {0, 0, 1, 2, 2, 2, 1, 0, 0} , c4 =
1
2 {1, 0, 0, 0, 1, 2, 2, 2, 1}
À partir des forces Fp,jprop et des moments Mp,jprop dans Fp,j évalués précédemment, il est
possible, en utilisant les coefficients d’ajustement cj, d’obtenir les forces et moments efficaces
agissant sur chaque hélice :
Fp,jprop,eff = cjFp,jprop
Mp,jprop,eff = cjMp,jprop
Une transformation est alors requise pour obtenir les forces et les moments aérodynamiques


















où rbj est le vecteur position de Op,j par rapport au CM du quadricoptère dans Fb.
3.3 Équilibrage et linéarisation
Le modèle dynamique étant établi, il s’agit à présent d’équilibrer et de linéariser le quadri-
coptère autour de conditions de vol, et ce, afin de pouvoir synthétiser les lois de commande.
3.3.1 Modèle d’état non linéaire complet
À l’aide des équations développées dans ce chapitre, il est possible d’exprimer la dynamique


















avec xq le vecteur d’état du quadricoptère, et xmj le vecteur d’état du moteur j :
xq =
[






Le vecteur d’entrée um rassemble les quatre tensions d’entrée des moteurs :
um =
[
V1 V2 V3 V4
]>
La vitesse du vent vbw agit aussi comme entrée, et les forces Fbprop et les moments Mbprop
générés par l’écoulement d’air au niveau des hélices sont considérés comme des perturbations







Les deux sous-sections suivantes présentent indépendamment la linéarisation séparée des
modèles d’état du quadricoptère et des moteurs qui forment par leur action couplée le modèle
linéarisé complet.
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3.3.2 Modèle d’état linéarisé du multicoptère






où fq est obtenu à partir de (3.2), (3.3), (3.4) et (3.5), et les vecteurs d’entrée u et de sortie
y sont donnés par :
u =
[




ẋ ẏ ż p q r x y z φ θ ψ
]>
Remarque : On définit dans cette section le vecteur de sortie y qui sera utilisé dans les
prochains chapitres lors de la synthèse des lois de commande. Puisqu’on désire commander
le drone en position dans le repère inertiel, ce sont donc les vitesses inertielles ẋ, ẏ et ż que
l’on va utiliser dans le retour de sortie plutôt que u, v, w.
Les valeurs d’équilibre xq,e, ue et vbw,e sont données par la résolution du système suivant :
































On considère la force Fbprop et le moment Mbprop nuls pour la linéarisation, i.e., we = 0. À
l’équilibre, les accélérations linéaires et angulaires sont nulles. L’équation de force (3.4) et
l’équation de moment (3.5) donnent alors :
0 = F
b
g + Fbt + Fba
0 = Mbt + Mbq + Mbj + Mbg + Mba
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En résolvant l’équation de moments à l’équilibre on obtient le système d’équations suivants :
0 = kt(ω24 − ω22)l
0 = kt(ω21 − ω23)l
0 = kq(−ω21 + ω22 − ω23 + ω24)
On trouve ainsi que la vitesse de chaque moteur doit être égale pour un quadricoptère :
ωe = ωi,e (3.20)
et le système d’équations peut être réécrit comme :
0 = sθemg0 + kaua,eVa,e
0 = −sφecθemg0 + kava,eVa,e
0 = −cφecθemg0 + kawa,eVa,e − 4kt ω2e
Il existe une infinité de solutions au problème précédent. En posant trois contraintes sup-
plémentaires (i.e., qu’on impose ua,e, va,e et wa,e) le système comporte une solution unique.
La résolution permet finalement d’obtenir l’attitude du quadricoptère à l’équilibre pour une
vitesse aérodynamique va,e donnée :















m2g20 − (ka Va,e)2(u2a,e + v2a,e) + kawa,e Va,e
4 kt
(3.23)
Il est aussi important de mentionner que le choix des positions d’équilibre xe, ye, ze et ψe
est totalement arbitraire, puisqu’elles n’ont aucune influence sur la dynamique du système
étudié.
La linéarisation du système (3.18) autour de la position d’équilibre {xq,e,ue,vbw,e} donne le
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système LTI suivant :







avec les définitions suivantes pour les variables d’état, d’entrée et de sortie :
∆xq =
[












∆ẋ ∆ẏ ∆ż ∆p ∆q ∆r ∆x ∆y ∆z ∆φ ∆θ ∆ψ
]>





























où les variables précédées par ∆ représentent la déviation de la variable par rapport à sa
valeur à l’équilibre, i.e., x = xe + ∆x. Les matrices Aq, Bq, B∗w et B∗w sont les matrices
jacobiennes de la fonction vectorielle fq et C est la matrice jacobienne de h. Ces matrices














03 03 03 03
E>(Φe) 03 03 G(Φe,vbcm/i,e)

































































(cφesθecψe + sφesψe)ve + (−sφesθecψe + cφesψe)we
(cφesθesψe − sφecψe)ve − (sφesθesψe + cφecψe)we . . .
cφecθeve − sφecθewe
−sθecψeue + sφecθecψeve + cφecθecψewe
. . . −sθesψeue + sφecθesψeve + cφecθesψewe . . .
−cθeue − sφesθeve − cφesθewe
−cθesψeue − (sφesθesψe + cφecψe)ve + (−cφesθesψe + sφecψe)we

























−2 si kq ωi,e

À partir de (3.21) et (3.22), les fonctions trigonométriques peuvent s’exprimer directement
selon la vitesse aérodynamique à l’équilibre :
sφe =
ka va,e Va,e√
m2g20 − (ka ua,e Va,e)
cφe =
√
m2g20 − (ka Va,e)2(u2a,e + v2a,e)√







m2g20 − (ka ua,e Va,e)2
mg0
(3.25)
3.3.3 Modèle d’état linéarisé du moteur
Le modèle d’état du moteur j est :










= 0 permet d’obtenir les valeurs à l’équilibre suivantes :





Ve = Vj,e = keωe +R ie
, ∀ j
pour lesquelles la vitesse de rotation à l’équilibre ωe est donnée par (3.23). La représentation
LTI d’un moteur j est donnée par :
















L’équation d’état LTI rassemblant les quatre moteurs est alors donnée par :
∆ẋm = Am(xm,e)∆xm + Bm∆um∆um = Cm xm (3.27)















∆V1 ∆V2 ∆V3 ∆V4
]>
et où les matrices sont obtenues en utilisant le produit de Kronecker ⊗ :
Am(xm,e) = Amj ⊗ I4
Bm = Bmj ⊗ I4
3.3.4 Modèle d’état linéarisé complet
À partir des modèles d’état du quadricoptère (3.24) et des moteurs (3.27), le modèle d’état
linéarisé complet est donné par :














∆V1 ∆V2 ∆V3 ∆V4
]>
. Les matrices sont données
par :
A =






 , Bw =
 B∗w
08×3




































0 0 si (bm + 2 kq ωe)
]>
Ici, B∗m représente l’effet du moment d’inertie des hélices Mbj sur la dynamique complète
du système. En effet, en utilisant (3.6) il est possible d’exprimer l’accélération angulaire des
hélices ω̇j comme une fonction de l’état des moteurs xm,j.
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CHAPITRE 4 COMPARAISON DES TECHNIQUES DE SYNTHÈSE LQR
ET H∞ EN MAINTIEN DE POSITION DANS UN ENVIRONNEMENT
VENTEUX
Dans ce chapitre on attaque le problème du maintien de position du quadricoptère lorsque
soumis à des perturbations externes. Les résultats obtenus ont été présentés à l’International
Conference on Unmanned Aircraft Systems (ICUAS) qui s’est tenu en juin 2018 à Dallas au
Texas (Massé et al., 2018).
On souhaite commander le quadricoptère en position x, y et z et en direction ψ. Pour ce
faire, on utilise d’une part, la technique de commande optimale classique LQR, puis d’autre
part, la synthèse H∞ structurée. On y présente séquentiellement la méthode utilisée et la
loi de commande obtenue pour chacune des synthèses, puis on termine en fournissant une
analyse comparative en simulation. Les valeurs numériques du quadricoptère et des moteurs
sont présentées respectivement dans les tableaux 4.1 et 4.2.
Tableau 4.1 Paramètres dynamiques du quadricoptère
Paramètres Description Valeur Unité
m masse 1.7 kg
Ixx = Iyy moment d’inertie 0.0364 kg.m2
Izz moment d’inertie 0.0486 kg.m2
l longueur du bras 0.2 m
kt coefficient de poussée 1.5e-5 N.s2/rad2
kq coefficient de traînée 2e-7 N.m.s2/rad2
g0 accélération gravitationnelle 9.80665 m/s2
ρ0 masse volumique de l’air (NLM) 1.225 kg/m3
hp position verticale des hélices 0.05 m
CdA surface de traînée de corps 0.08 m2
4.1 Commande optimale LQR
L’architecture de commande utilisée pour la synthèse LQR correspond à un retour d’état avec
action intégrale sur l’erreur de suivi des sorties x, y, z et ψ. Celle-ci est inspirée de (Tran
et al., 2015). La figure 4.1 illustre cette architecture ainsi que la nomenclature utilisée.
Il est à noter que seul le modèle d’état du quadricoptère (3.18) (i.e., sans considérer la dyna-
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Tableau 4.2 Motor Parameters
Paramètres Description Valeur Unité
Jm moment d’inertie 1.25e-5 kg.m2
L inductance 0.5e-3 H
R résistance 0.05 Ω
ke counter EMF constant 4.19e-3 V.s/rad
km constante de moment 4.19e-3 N.m/A
























Figure 4.1 Architecture de commande utilisée pour la synthèse LQR
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mique des moteurs (3.6)) est utilisé pour cette synthèse. En effet, les états de la dynamique
des moteurs ne sont pas facilement mesurables, et ne peuvent donc être utilisés pour un
retour d’état optimal.
On introduit de plus la matrice de transformation Υ telle que ∆u = Υ∆τ qui permet de
relier le vecteur d’entrée ∆u des variations de vitesse des moteur ∆ωj à un vecteur d’entrée














1 0 −1 1
1 0 1 −1
1 1 0 1
1 −1 0 −1

Cette transformation a l’avantage de découpler les entrées du système, et de simplifier par la
suite la structure des matrices de gains.
Les vecteurs d’entrée ∆r ∈ R4, de sortie régulée ∆z ∈ R4 et d’erreur de suivi ∆e ∈ R4 sont
définis comme suit :
∆r =
[








avec nz le vecteur d’entrée du bruit de mesure sur z.
L’objectif de la commande LQR consiste à calculer les matrices de gains Kd et Ki qui
minimisent un critère quadratique donné. On travaille sur le modèle d’état linéarisé issu de
(3.24) avec : ∆ẋq = Aq∆xq + BqΥ∆τ∆y = C∆xq (4.1)
À des fins de résolution, le modèle d’état est augmenté de la dynamique de l’erreur ∆e =
∆ξ̇ afin de garantir une erreur de suivi nulle en régime permanent. Les états associés à
la dynamique de cette erreur et les états du quadricoptère forment alors le vecteur d’état
augmenté ∆xa :














avec Cq la matrice telle que ∆z = Cq∆y :
Cq =











∆x>a Qa∆xa + ∆τ>Ra∆τ dt
avec la loi de commande suivante :




La solution au problème posé ici a été trouvée par Kalman et correspond à la solution de
l’équation de Riccati suivante :
0 = KaA + A>Ka −KaBR−1a B>Ka + Qa
Les matrices de pondération Qa et Ra utilisées sont :
Qa = diag
(
[102, 102, 102, 1, 1, 1, 104, 104, 104, 1, 1, 1, 103, 103, 103, 103]
)
Ra = 102 · diag ([1, 1, 1, 1])




et l’intégrale de l’erreur de
suivi des sorties régulées ∆ξ =
∫
∆e dt. On rappelle que l’on désire une loi de commande
performante en maintien de position. Le choix de ces matrices provient d’un processus itératif
lors duquel différentes pondérations ont été testées. Ces pondérations-ci offraient les meilleurs
résultats en maintien de position tout en conservant une bonne stabilité du contrôleur associé
lorsqu’appliqué au système non linéaire.
La résolution du problème LQR est implantée dans MATLAB® sous la forme de la fonction
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0 0 3.16 0
0 −3.16 0 0
3.16 0 0 0




0 0 30.4 0 0 0 0 0 17.1 0 0 0
0 −15.3 0 31.0 0 0 0 −14.0 0 88.4 0 0
15.3 0 0 0 31.0 0 14.0 0 0 0 88.4 0
0 0 0 0 0 43.7 0 0 0 0 0 16.6

Les réponses temporelles du système linéarisé avec cette loi de commande sont montrées à la
figure 4.2.
4.2 Commande robuste
À moins d’indications contraires, les notations utilisées pour la synthèse LQR et détaillées
dans la section 4.1 sont aussi applicables pour la synthèse H∞ structurée. L’architecture est,
quant à elle, différente et la dynamique des moteurs n’est plus négligée. Ces changement
peuvent facilement être pris en compte pour ce type de synthèse en raison de la flexibilité et
de la simplicité d’utilisation de la fonction systune développée par Gahinet and Apkarian
(2011) du Robust Control Toolbox de Matlab. La nouvelle architecture de commande est
définie dans la figure 4.3 et est motivée par le découplage naturel du mouvement d’un corps
solide.
Toujours dans l’optique de découpler les entrées du système, on définit le vecteur d’entrée
virtuelle de la force et des moments commandés ∆uv tel que :
∆um = Υ∆uv
avec la matrice de transformation Υ définie précédemment et ∆um le vecteur d’entrée des
variations normalisées de tension des moteurs.



















































































ż p q r z φ θ ψ
]>
+ n2
avec n>1 et n>2 les vecteurs d’entrée du bruit de mesure sur y1 et y2. De cela, découle la loi
de commande suivante :






∆uv = ∆ubv −Kd2∆y2
Comme l’illustre la figure 4.3, on commande les états x, y, z et ψ dans le repère inertiel
alors que les actionneurs sont fixes par rapport repère objet et agissent dans ce dernier.
Une transformation de la commande inertielle uiv vers la commande dans Fb, ubv, est donc
nécessaire. En faisant l’hypothèse de petits angles ∆φ et ∆θ, cette transformation se résume
en une rotation d’un angle ψ autour de l’axe zi (celui-ci est confondu à l’axe zb en raison de
l’hypothèse que l’on vient de poser) pour les moments commandés selon les axes xb et yb :
R∗b/i(∆ψ) =

1 0 0 0
0 c∆ψ −s∆ψ 0
0 s∆ψ c∆ψ 0
0 0 0 1

La fonction systune permet de déterminer les gains dans le cadre de la synthèse H∞ struc-
turée pour le modèle d’état linéarisé du système complet donné par (3.28) :




L’avantage de cette technique est de pouvoir attaquer le problème directement dans le do-
maine fréquentiel. Ainsi, il est possible d’imposer des contraintes a priori en utilisant la
fonction frd(gain,frequency) de Matlab et limiter le gain d’une fonction de transfert spé-
cifique selon un gabarit fréquentiel choisi. Cela représente un avantage puisqu’on ne connaît
pas précisément le comportement du vent, mais on en connaît le comportement fréquentiel.
De cette façon, on peut imposer un gabarit fréquentiel de façon à limiter le gain à basse
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fréquence entre l’entrée perturbatrice w et la position du quadricoptère.
La région colorée dans le coin haut-gauche de la figure 4.4 représente un exemple de gabarit
fréquentiel imposé de telle sorte à atténuer l’effet des perturbations dues au vent sur la
position du drone à basse fréquente. La contrainte est parfaitement rencontrée quand les
courbes en fréquence restent en dehors de cette région. Cela correspond à une valeur de γ (une
mesure de satisfaction de la contrainte) inférieure ou égale à 1. Les contraintes fréquentielles
et structurées suivantes sont posées de façon à obtenir de bonnes performances en boucle
fermée et une loi de commande robuste :
• Rejet des perturbations dues au vent à basse fréquence par rapport à la position du
drone et son orientation (Figs. 4.4a et 4.4b) : gabarit fréquentiel frd([0.05 0.05 0.5],[0
0.2 20]) entre ∆w et ∆x, ∆y et ∆z et frd([0.1 0.1 10],[0 0.1 10]) entre ∆w et ∆ψ ;
• Restrictions sur les pôles en boucle fermée (Fig. 4.4c) : amortissement ≥ 0.4 et fré-
quence ∈ [0.2, 100] ;
• Bonnes marges de stabilité (Fig. 4.4d) : marge de gain de 4 dB et marge de phase de
30◦ au niveau de l’entrée ∆um ;
• Suivi de trajectoire (Fig. 4.4e) : moins de 2% de différence entre ∆z et le modèle de
référence G(s) = 1
s+ 1 ;
• Découplage (Fig. 4.4e) : une entrée régulée ∆r(i) ne devrait affecter que la sortie
régulée correspondante ∆z(i) ∀ i ∈ {1, 2, 3, 4}.
Pour faciliter d’une part, la convergence de l’algorithme systune et, d’autre part, la stabilité
au niveau de l’implantation sur le modèle non linéaire, les degrés de libertés des matrices de
gains Ki, Kp, Kd1 et Kd2 ont été réduits de telle sorte à reproduire le découplage naturel de
la commande ∆um par rappotr à l’état ∆x. Les gains ainsi calculés avec systune sont :
Ki =

0 0 2.52 0
0 −8.78 0 0
8.76 0 0 0
0 0 0 7.16
 , Kp =

0 0 0.161 0
0 −0.123 0 0
−0.110 0 0 0




0 0 0 0
−8.50 −14.0 0 0
0 0 8.49 14.0
0 0 0 0

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(a) Contrainte de rejet de perturbation sur ∆x,
∆y et ∆z
(b) Contrainte de rejet de perturbation sur ∆ψ



































(e) Contrainte en suivi




2.78 3.94 0 0 0 0 0 0
0 0 1.01 9.75 0 0 0 0
0 0 0 0 1.00 9.74 0 0
0 0 0 0 0 0 7.80 11.2

Le critère de satisfaction des contraintesH∞ structurée résultant est γ = 1.08 avec MATLAB®
R2016b. On peut alors considérer que les contraintes ne sont complètement satisfaites. Re-
marque : On considère qu’une contrainte H∞ structurée est entièrement respectée si le critère
de satisfaction associé est tel que γ ≤ 1.
Les figures 4.5 et 4.6 montrent les résultats de la synthèse H∞ structurée obtenus pour les
cinq contraintes imposées. On remarque que les contraintes ne sont pas entièrement ren-
contrées, mais qu’elles s’approchent du modèle désiré. En effet, on remarque que la valeur
de γ est près de 1. Les figures 4.5a et 4.5b montrent que les gabarits fréquentiels pour le
rejet des perturbations sont sensiblement respectés. La figure 4.5c montre que la restriction
sur le positionnement des pôles en boucle fermée est aussi près de ce qui était recherché.
La figure 4.5d révèle que la marge de phase n’est pas tout à fait rencontrée, mais demeure
acceptable. Finalement, la figure 4.6 montre que le modèle de référence G(s) est étroitement
suivi pour toutes les sorties régulées et que le découplage est respecté.
4.3 Simulations
Dans cette section, on simule la réponse temporelle du système pour chacune des deux lois
de commande précédemment synthétisées, et ce, à partir des modèles Simulink reproduisant
l’architecture de commande des figures 4.1 et 4.3. L’objectif de ces simulations est de valider
que le quadricoptère peut maintenir sa position ou suivre une trajectoire circulaire lorsqu’il
est soumis à un vent constant de 7 m/s suivi d’une rafale de vent de 14 m/s orientés nord-ouest







Pour les simulations, on ajoute également au contrôleur des saturations sur l’attitude (φd, θd)
et la vitesse de rotation des moteurs (ωi) de façon à reproduire les limitations physiques du
quadricoptère et de ses moteurs (Tab. 4.3). L’angle σ∗ est défini comme l’angle de roulis et
de tangage maximum théorique auquel le quadricoptère peut maintenir sa position statique
divisé par un facteur de sécurité de 1.5 pour tenir compte des forces perturbatrices :
σ∗ = σmax1.5
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(a) Contrainte de rejet de perturbation sur ∆x,
∆y et ∆z
(b) Contrainte de rejet de perturbation sur ∆ψ
(c) Contrainte sur le lieu des racines (d) Marges de stabilité















































0 RPM ωi 8600 RPM
Les paramètres de simulation sont présentés dans les tableaux 4.1 et 4.2. Elles sont conduites
en utilisant le modèle non linéaire de (3.16).
Un bruit blanc gaussien possédant une densité spectrale de 0.1 m2/s et une fréquence de
10 Hz est aussi utilisée dans le modèle de vent de Dryden afin de générer une composante de
vent aléatoire pour le vecteur vent (3.7). L’entrée de vent est présentée à la figure 4.7.




























Figure 4.7 Entrée de vent
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4.3.1 Scénario de vol en maintien de position
Les réponses temporelles et spatiales du quadricoptère pour le premier scénario sont données
aux figures 4.8 et 4.9. La figure 4.8 montre la réponse en position du quadricoptère suite à
une rafale de vent (selon les axes xi, yi et zi) sur une période de 60 secondes pour les deux
méthodes de synthèse étudiées. La figure 4.9 montre ces mêmes résultats en termes de position
dans le plan horizontal et en trois dimensions. On peut y voir la réponse transitoire (suite
à une perturbation à 30 secondes sur 3 secondes) ainsi que la réponse en régime permanent
(t → ∞). Les résultats montrent que le contrôleur conçu avec la technique H∞ structurée
offre de meilleurs résultats : l’erreur maximale sur la position est plus petite et le temps de
réponse est plus rapide. Ceci s’explique par la forte contrainte imposée pour atténuer les
effets du vent sur la réponse temporelle et les contraintes structurées au niveau du suivi de
position qui imposait une constante de temps rapide (τ = 1). La figure 4.8 montre également
que le quadricoptère reste plus près de l’origine avec le contrôleur H∞ que le contrôleur LQR.
La figure 4.10 montre l’évolution de la commande envoyée aux moteurs pour les deux lois de
commande étudiées. On y voit que la commande pour le contrôleur H∞ structuré présente
de plus grands dépassements, ce qui était à prévoir. Effectivement, les réponses temporelles
montrent un système en boucle fermée plus rapide pour le contrôleur H∞ structuré.
Une analyse statistique réalisée sur les réponses en position (x, y et z) et orientation (ψ) de
50 simulations avec le même profil nominal de vent permet d’obtenir les résultats moyens
présentés au tableau 4.4 et confirme que le contrôleur H∞ structurée présente de meilleurs
résultats.
Tableau 4.4 Analyse statistique
LQR H∞structurée
écart type moyenne écart type moyenne
x mm 66.3 6.35 37.0 1.86
y mm 76.4 6.40 42.1 1.87
z mm 58.4 1.15 12.1 0.12
ψ ◦ 68.6 -0.01 36.4 0
Les équations (4.3.1) à (4.3.1) montrent le détail du calcul de l’écart type et de la moyenne
en prenant l’exemple de la position x pour la je réponse.
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(a) Position selon xi

















(b) Position selon yi














(c) Position selon zi
Figure 4.8 Position du quadricoptère pour un vol stationnaire lorsque soumis à une rafale





avec xi la position x au temps ti.






























(a) Position en 3D

















(b) Position dans le plan horizontal xi − yi
Figure 4.9 Position du quadricoptère en 2D et 3D pour un vol stationnaire lorsque soumis à
une rafale

























































Figure 4.10 Vitesse de rotation ωi des moteurs pour un vol stationnaire lorsque soumis à une
rafale de vent









4.3.2 Scénario de vol en suivi de trajectoire
On simule dans cette section la réponse du quadricoptère en suivi de trajectoire sous les
mêmes conditions de vent que pour le scénario précédent. On montre donc à la figure 4.11 la
position dans le plan horizontal et en trois dimensions.
La trajectoire de référence ici consiste en un cercle de 1 m de rayon avec une période de 20
secondes. On voit que la loi de commande H∞ structurée est largement plus performante. En
effet, un des avantages principaux de cette technique est de pouvoir optimiser les performances
pour un large spectre d’utilisation. Le contrôleur LQR ayant été conçu pour des conditions

















(a) Position en 3D



















(b) Position dans le plan horizontal xi − yi
Figure 4.11 Position du quadricoptère en 2D et 3D pour un suivi de trajectoire circulaire
lorsque soumis à une rafale de vent
4.3.3 Analyse des méthodes de synthèse LQR et H∞
Après avoir utilisé les deux techniques, on peut établir les avantages et désavantages de
chacune. D’un côté, la méthode LQR est très simple d’utilisation et présente une solution
directe permettant de trouver rapidement des matrices de pondérations Q et R pour atteindre
des performances acceptables. D’un autre côté, il s’agit d’un processus itératif qui doit être fait
manuellement et qui peut vite devenir fastidieux mathématiquement pour des architectures
de commande plus complexes. La synthèseH∞ structurée quant à elle, a l’avantage d’être une
solution compréhensible permettant de tenir compte de différents types de contraintes qui ne
pourraient pas être imposées avec d’autres méthodes. Aussi, il est aisé d’utiliser n’importe
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quelle architecture de commande sans faire varier le degré de complexité de la résolution.
C’est toutefois une méthode plus difficile à utiliser surtout au niveau de l’imposition des
contraintes et des compromis devant être faits entre performance et stabilité. Considérant
qu’il s’agit d’une solution numérique, la résolution est aussi plus longue et la convergence
n’est pas toujours assurée.
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CHAPITRE 5 SYNTHÈSE H∞ STRUCTURÉE MULTI-MODÈLES AVEC
SÉQUENCEMENT DES GAINS
Dans le cadre de ce projet, l’application de la synthèse H∞ structurée se fait sur le modèle
linéarisé du système autour d’un point d’équilibre défini. Naturellement, l’utilisation de la
loi de commande ainsi obtenue sur le système non linéaire tendra à perdre en stabilité et
en robustesse pour un état s’éloignant de cet équilibre. Afin d’obtenir une loi robuste sur
l’ensemble de l’enveloppe de vol du quadricoptère, on applique cette technique de synthèse,
non pas sur un seul modèle linéarisé comme au chapitre 4, mais sur un ensemble de modèles
linéarisés de façon à ce que les performances désirées soient globalement optimisées.
On commence d’abord par présenter l’architecture de commande utilisée ainsi que la défini-
tion de l’ensemble des modèles d’état linéarisés en fonction des points d’équilibre définis. On
présente ensuite le processus de synthèse de la loi de commande. On verra qu’une considé-
ration explicite des termes de couplage cachés doit être faite pour assurer la stabilité de la
commande sur le système non linéaire réel. On terminera en présentant les résultats d’une
synthèse avec cette considération.
Dans ce chapitre, on approxime la réponse temporelle des moteurs par une fonction de trans-
fert d’ordre 1 de constante de temps τm qui peut être obtenue expérimentalement :
τmω̇j + ωj = ωj,d
où ωj,d est la vitesse de rotation désirée. On utilise une constante de temps τm = 0.0125 sec.
Ce choix a été fait dans le but de pouvoir plus facilement implanter la loi de commande
synthétisée sur le Pelican étant donné que l’on connaît approximativement les paramètres
des moteurs.
Le modèle d’état linéarisé des moteurs devient alors :








∆ω1,d ∆ω2,d ∆ω3,d ∆ω4,d
]>
et ∆ym =
∆xm. Les matrices Am, Bm, Cm sont données par :
Am = − 1/τm I4, Bm = 1/τm I4, Cm = I4
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Cela entraîne une modification au niveau du modèle linéarisé (3.28). On redéfinit alors les






0 0 0 0
0 0 0 0









0 0 0 0
0 0 0 0






B∗m et B de (3.28).
On remarque ici que le gain statique du modèle d’état des moteurs est de 1. On ne contrôle
plus ici un voltage, mais la vitesse angulaire des moteurs d’où la redéfinition de um.
5.1 Architecture du contrôleur
L’architecture non linéaire de commande est telle que présentée à la figure 5.1 et se base
sur le découplage naturel de la dynamique du système complet. Les valeurs numériques des
paramètres du quadricoptère sont présentées au chapitre précédent dans le tableau 4.1. À
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Figure 5.1 Architecture non linéaire du contrôleur pour la synthèse H∞ structurée multi-
modèles
Puisqu’on désire étendre la stabilité du quadricoptère à toute l’enveloppe de vol, l’hypothèse













y = h(xq) + n
(5.3)
et la loi de commande par :
C =
 ξ̇ = r− zuv = R∗b/i [Kp (r− z) + Ki ξ −Kd1 y1]−Kd2 y2 (5.4)
La linéarisation de S autour de l’ensemble des points d’équilibre définis par φe et θe permet
d’obtenir un ensemble (noté Sl) de modèles d’état tel que :
Sl =





où les matrices Ai,j, Bi,j et Υ sont définies dans (3.28) et (5.1) tandis que C représente la
matrice de sortie obtenue par la linéarisation de (5.3). L’ensemble des points d’équilibre est
défini à la section 5.2.
On utilisera également la forme linéaire de C suivante :
Cl =
 ∆ξ̇ = ∆r−∆z∆uv = R∗b/i,e [Kp,e(∆r−∆z) + Ki,e∆ξ −Kd1,e∆y1]−Kd2,e∆y2 (5.6)
5.2 Système multi-modèles et points d’équilibre
À des fins de simplicité, on pose l’hypothèse d’un vol dans le plan xi−yi avec une orientation
en ψ nulle (ψe = 0). Il devient alors possible de définir l’équilibre en posant φe et θe. À partir
des équations (3.21) à (3.23), on peut alors exprimer la vitesse aérodynamique à l’équilibre
dans Fb.
Pour un vol horizontal, la force de poussée requise pour assurer l’équilibre des forces verticales
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est :




celle-ci est obtenue si ∀ j ∈ {1, 2, 3, 4} :




Il est alors possible, en utilisant les relations trigonométriques (3.25), d’évaluer les compo-














mg0 sin2 φe cos2 θe
ka
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+ cosφe cos θe
)2 (5.11)
Pour la synthèse multi-modèles, on définit les angles θe et φe de séquençage du quadricoptère















La vitesse vba,e dans Fb pour chacune des combinaisons est présentée dans le tableau 5.1 et
la vitesse de rotation des moteurs ωe est présentée dans le tableau 5.2.
5.2.1 Paramétrisation des matrices de gains
Comme à la section 4.2, on cherche à imposer des contraintes autant en stabilité qu’en per-
formance et robustesse, mais sur un ensemble de modèles d’état Sl défini à la section 5.2.
Pour ce faire, il est possible d’utiliser une fonction de séquencement nommée f pour paramé-
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Tableau 5.1 Vitesses aérodynamique vba,e à l’équilibre dans Fb en m/s

























Tableau 5.2 Vitesse de rotation à l’équilibre des moteurs ωe en rad/s
φe,i −σ 0 σθe,j
−σ 585 556 585
0 556 530 556
σ 585 556 585
trer les matrices de gains Ki, Kp, Kd1 et Kd2 selon des variables d’état comme dans (Rugh
and Shamma, 2000). En augmentant ainsi les degrés de liberté de la loi de commande, il
devient plus aisé de rencontrer les contraintes de robustesse imposées, et ce, près de chacun
des points d’équilibre utilisés pour la synthèse. Puisque l’ensemble des modèles d’état utilisés
a été évalué en fonction des variables φ et θ à l’équilibre, ce seront ces deux variables qui
seront utilisées pour paramétrer la fonction de séquencement, f(φ, θ).
La méthodologie suivante est employée pour évaluer les gains de f :
1. Établissement des contraintes à respecter ;
2. Synthèse H∞ structurée à gains fixes (f = f1 = K) sur le modèle LTI en équilibre
stationnaire (xq,e = 0) pour des valeurs initiales aléatoires des gains ;
3. Validation des contraintes : est-ce que γ < 1 ? Si non, retour à 1 ;
4. Synthèse H∞ structurée à gains fixes (f = f1 = K) sur l’ensemble S en utilisant
comme valeurs initiales les gains obtenus en 2. ;
5. Synthèse H∞ structurée avec fonction de séquencement f = f2(φ, θ) sur l’ensemble Sl
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en utilisant comme valeurs initiales les gains obtenus en 4. ;
6. Synthèse H∞ structurée avec fonction de séquencement f = f3(φ, θ) sur l’ensemble Sl
en utilisant comme valeurs initiales les gains obtenus en 5. ;
7. etc.
Le choix de cette méthode repose sur le fait que la fonction systune correspond à un al-
gorithme d’optimisation qui tend à trouver une solution optimale localement. Les résultats
obtenus sont donc intrinsèquement liés aux valeurs initiales des gains et la convergence n’est
pas toujours assurée.
En faisant une première synthèse à gains fixes sur le modèle LTI en équilibre stationnaire, on
obtient une solution rapidement (peu de paramètres à optimiser par rapport à la synthèse
avec séquencement, et ce, pour un modèle unique). On s’assure ainsi d’avoir une solution
stable pour un vol stationnaire. Cela permet aussi de valider que les contraintes imposées
sont réalistes et atteignables, i.e., que γ < 1. Si les contraintes ne sont pas rencontrées pour le
vol stationnaire, φ = 0 et θ = 0, il serait illusoire de croire qu’elles le seraient pour l’ensemble
de l’enveloppe de vol. Une fois la validation faite, pour étendre les performances, on augmente
graduellement la complexité de la fonction de séquencement. On guide ainsi la résolution en
augmentant d’une part, la rapidité de synthèse et, d’autre part, les chances de convergence.
De plus, pour s’assurer d’avoir une solution physiquement réaliste et stable, on bloque certains
degrés de liberté des matrices de gains en forçant des coefficients à 0, par exemple : ψ et r
ne devraient jamais affecter Fz, puisque Fz est en tout temps orthogonal à ψ et r. Une
description plus exhaustive du blocage de ces degrés de liberté est donnée à la section 5.2.2.
5.2.2 Synthèse H∞ structurée multi-modèles
En suivant la méthodologie de la section 5.2.1, on commence par établir les contraintes à
respecter, soit :
• Emplacement des pôles en boucle fermée : amortissement supérieur à 0.4 et fréquence
∈ [80, 0.2] ;
• Bonne marges de stabilité : marge de gain de 6 dB et marge de phase de 40◦ au niveau
de ∆um ;
• Temps de réponse de 4 secondes pour les sorties ∆z (τ = 1) et un dépassement
d = 2% ;
• Suivi par z du modèle de référenceG(s) = (1/τ)2/(s2 + 2(ζ/τ)s+ (1/τ)2) avec ζ = cos(atan(π/− log d)) ;
• Saturation des moteurs : un gain maximal de 600 dB de la fonction de transfert entre
∆y et ∆u ;
Ces contraintes sont présentées dans le tableau 5.3.
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Tableau 5.3 Requis pour la synthèse H∞ structurée
Requis Objectif
Pôles en boucle fermée amortissement > 0.40.2 < fréquence < 80
Stabilité de ∆um en boucle ouverte
marge de gain > 6 dB
marge de phase > 40◦
Suivi de trajectoire constante de temps τ = 1 sdépassement < 2%
Saturation des moteurs Gains maximal de 600 dB
En appliquant ces contraintes au modèle LTI pour un équilibre en vol stationnaire (φe = θe =
0), on obtient un critère de satisfaction des contraintes H∞ structurées γ = 0.9925 < 1 en
5.1 secondes. On peut donc passer à l’étape suivante qui consiste en la synthèse séquentielle
des gains pour les fonctions de séquencement :
• f1 = K0
• f2 = K0 + K1 φ+ K2 θ ;
• f3 = K0 + K1 φ+ K2 θ + K3 φ2 + K4 θ2 ;
Pour avoir une solution physiquement réaliste et stable, on bloque, tel que mentionné pré-
cédemment, certains degrés de liberté des matrices de gains en forçant des coefficients à 0.
Une synthèse LQR est préalablement faite pour φe = θe = 0. Le choix des coefficients forcés
à 0 pour les matrices Kx,0 est donc tel à reproduire la forme de la matrice LQR obtenue et
naturellement découplée 1 :
Ki/p,0 =

0 0 x 0
0 x 0 0
x 0 0 0
0 0 0 x
 , Kd1,0 =

0 0 0 0
x x 0 0
0 0 x x
0 0 0 0
 , Kd2,0 =

x x 0 0 0 0 0 0
0 0 x x 0 0 0 0
0 0 0 0 x x 0 0
0 0 0 0 0 0 x x

Le même principe est utilisé pour φe 6= 0 et θe = 0. Le choix des coefficient forcé à 0 pour les
1. La valeur 0 représente les coefficients bloqués et x, les coefficients libres.
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matrices Kx,1 et Kx,3 est donc :
Ki/p,1/3 =

0 x x 0
0 x x 0
x 0 0 x
x 0 0 x
 , Kd1,1/3 =

x x 0 0
x x 0 0
0 0 x x
0 0 x x
 , Kd2,1/3 =

x x x x 0 0 0 0
x x x x 0 0 0 0
0 0 0 0 x x x x
0 0 0 0 x x x x

Finalement, pour φe = 0 et θe 6= 0, le choix des coefficients forcés à 0 pour les matrices Kx,2
et Kx,4 est :
Ki/p,2/4 =

x 0 x 0
0 x 0 x
x 0 x 0
0 x 0 x
 , Kd1,2/4 =

0 0 x x
x x 0 0
0 0 x x
x x 0 0
 , Kd2,2/4 =

x x 0 0 x x 0 0
0 0 x x 0 0 x x
x x 0 0 x x 0 0
0 0 x x 0 0 x x

Le critère de satisfaction γ obtenu pour les différentes synthèses est présenté dans le ta-
bleau 5.4.
La fonction tunableSurface de MATLAB® est utilisée pour synthétiser les gains. Celle-ci
permet de définir une surface de gain en fonction de valeurs initiales, d’un domaine et d’une
fonction de séquencement. Le domaine est obtenu grâce à la fonction ndgrid avec en entrées
φe et θe.
Tableau 5.4 Critère de satisfaction H∞ structurée selon la fonction de gains fi




Bien que la présente synthèse rencontre les contraintes imposées pour la structure de la
fonction de séquencement f3, la stabilité et la robustesse n’est pas du tout garantie sur le
système non linéaire. On remarque que les pôles en boucle fermée obtenus lors de la synthèse
sur le système linéaire ne sont pas les mêmes que ceux obtenus en linéarisant le système
non linéaire en boucle fermée. La figure 5.2 montre la différence entre les pôles attendus
(système linéaire avec contrôleur) et les pôles réels (système non linéaire en boucle fermée
linéarisé) pour la fonction de séquencement f3 si φe = θe = −σ. On voit d’ailleurs que la
dynamique du système non linéaire à ce point d’équilibre présente des pôles instables. On
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en conclut que la loi de commande linéaire Cl de (5.6) est une représentation erronée de
la linéarisation de la loi de commande non linéaire C de (5.4). En effet, cette dernière est
fonction des variables endogènes φ, θ et ψ du système. Il faut donc en tenir compte dans le
modèle LTI. Cette considération que l’on appelle les termes de couplage cachés est présentée
à la section suivante.






















Poles: Closed-loop pole location















Figure 5.2 Comparaison des pôles des modèles linéaire et non linéaire
Remarque : Les pôles réels du système ont été obtenus avec la fonction linmod de MATLAB®
appliquée au schéma Simulink du modèle non linéaire complet alors que les pôles du modèle
linéaire correspondent aux valeurs propres de la matrice A1,1(−σ,−σ).
5.2.3 Termes de couplage cachés
En linéarisant le système non linéaire en boucle fermée avec le contrôleur séquencé C, on
devrait théoriquement retrouver le système linéarisé en boucle fermée avec le contrôleur
Cl synthétisé. On remarque cependant que ce n’est pas le cas. Le contrôleur C dépendant
explicitement des variables endogènes du systèmes φ, θ et ψ, sa linéarisation en fonction de
l’état x provoque l’apparition de termes parasites que l’on appelle les termes de couplage
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cachés. Il est donc essentiel d’en tenir compte de façon à avoir un modèle LTI qui représente
adéquatement la linéarisation du système complet en boucle fermée.
Puisque les matrices Ki, Kp, Kd1 , Kd2 et R∗b/i sont explicitement fonction de variables endo-




























































À l’équilibre, on a :
uv,e = R∗b/i,e [Ki,e ξe −Kd1,e y1,e]−Kd2,e y2,e (5.15)
d’où
Ki,eξe −Kd1,e y1,e = (R∗b/i,e)−1 [uv,e + Kd2,e y2,e] (5.16)
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+ Rφ [uv,e + Kd2,e y2,e] ∆φ+ Rθ [uv,e + Kd2,e y2,e] ∆θ















tφ 0 0 0
0 0 0 0
0 0 0 1









tθ 0 0 0
0 0 −sφ −cφ
0 sφ 0 0









0 0 0 0
0 0 cφcθ −sφcθ
0 −cφcθ 0 −sθ
0 sφcθ sθ 0
 (5.21)
À la section 5.2.2, on a utilisé la fonction tunableSurface. Comme on a pu le voir, celle-ci
n’est pas valide, car elle ne tient pas compte des TCC. On choisit donc de ne pas utiliser cette
fonction, mais plutôt construire le modèle LTI adéquat du système en boucle fermée. Cette
construction peut prendre différentes formes : un modèle Simulink modifié, l’utilisation de
la fonction connect ou une construction algébrique des matrices d’état.
En raison de sa simplicité d’utilisation pour une synthèse multi-modèles, on favorise l’utilisa-
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tion de la fonction connect pour la suite. Les modèles d’état en boucle fermée ainsi obtenus
sont directement utilisés comme arguments de l’algorithme d’optimisation systune. Afin de
pouvoir utiliser ce dernier, les gains doivent toutefois être constants. Il faut donc en réarranger
la formulation. Celle-ci prend la forme générale suivante :





= Ki,c Fφ,p(φe, θe)
où p représente le nombre d’entrées de la matrice constante Kx,c et :
Kx,c =
[
Kx,0 Kx,1 . . . Kx,n
]
avec n le nombre de termes de la fonction de séquencement.
À titre d’exemple, si la fonction de gains est :
K0 + K1 φ+ K2 θ + K3 φ2 + K4 θ2
les fonctions F prennent la forme suivante :
Fp(φ, θ) =
[
















0 0 1 0 2 θ
]>
⊗ Ip







+ Ki,c (F4∆ξ + Fφ,4 ξe ∆φ+ Fθ,4 ξe ∆θ) . . .
−Kd1,c (F4 ∆y1 − Fφ,4 y1,e ∆φ− Fθ,4 y1,e ∆θ)
]
−Kd2,e (F8 ∆y2 − Fφ,8 y2,e ∆φ− Fθ,8 y2,e ∆θ)
+ Rφ [uv,e + Kd2,c F8 y2,e] ∆φ+ Rθ [uv,e + Kd2,c F8 y2,e] ∆θ
+ Rψ [uv,e + Kd2,c F8 y2,e] ∆ψ
(5.22)
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On obtient ainsi le modèle d’état en boucle fermée :
Scl =
∆ẋcl = Acl i,j∆xcl + Bcl i,j∆r + Bw i,j∆v
b
w





correspond au vecteur d’état en boucle fermée qui contient les
états du système S et de la loi de commande C. Les matrices d’état de ce système complet








TCC∗ −R∗b/iKd1 F4C1 −Kd2 F8C2
)





B R∗b/i Kp F4
04×4








Rφ(uv,e + Kd2F8 y2,e) + R∗b/i(KiFφ 4 ξe −Kd1 Fφ 4 y1,e)−Kd2 Fφ 8 y2,e)
Rθ(uv,e + Kd2F8 y2,e) + R∗b/i(KiFθ 4 ξe −Kd1 Fθ 4 y1,e)−Kd2 Fθ 8 y2,e)
Rψ(uv,e + Kd2F8 y2,e)−R∗b/iKpF4 (:,4)

>
Pour simplifier la notation, on définit également les matrices Cx suivantes :
Ci (4×12) (:, [7 8 9 12]) = I4
C1 (4×12) (:, [2 8 1 7]) = I4
C2 (8×12) (:, [3 9 4 10 5 11 6 12]) = I8
La figure 5.3 montre le schéma du système en boucle fermée Scl en considérant explicitement
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Figure 5.3 Architecture de commande linéarisé pour la synthèse multi-modèles avec fonction
de séquencement et TCC
5.2.4 Synthèse H∞ multi-modèles avec TCC
En reprenant la méthodologie de synthèse de la section 5.2.2 et les contraintes du tableau 5.3,
puis en les appliquant au modèle d’état pour un équilibre en vol stationnaire (φe = θe = 0),
on obtient les gains présentés à l’annexe A.
On obtient γ = 0.9972 < 1, et on peut donc passer à l’étape suivante qui consiste en la
synthèse séquentielle des gains de commande pour les mêmes fonctions de gains qu’à la
section 5.2.2, soit :
• f1 = K0
• f2 = K0 + K1 φ+ K2 θ ;
• f3 = K0 + K1 φ+ K2 θ + K3 φ2 + K4 θ2 ;
Le critère de satisfaction des contraintesH∞ structurées obtenue pour les différentes synthèses
est présentée dans le tableau 5.5 et les valeurs des gains sont présentées à l’annexe A.
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Tableau 5.5 Norme H∞ selon la fonction de gains





Le tableau 5.6 montre les résultats de la synthèse H∞ structurée obtenus pour les quatre
contraintes imposées. De la même façon qu’à la section 4.3, on voit que les contraintes H∞
imposées ont été respectées tel que le traduit γ ≤ 1.
Tableau 5.6 Niveau de satisfaction des contraintes H∞ structurées
Contrainte H∞ structurée γ
Placement des pôles 0.9905
Marges de stabilité 0.9907
Suivi de trajectoire 0.9957
Saturation des actionneurs 0.9909
Dans cette section, on simule les réponses temporelles du système en comparant le contrôleur
à gains fixes synthétisé pour un équilibre en vol stationnaire (i.e., le contrôleur nominal),
et le contrôleur avec séquencement des gains. Les simulations sont réalisées dans Simulink.
On compare ainsi les réponses temporelles pour deux scénarios différents : un premier dans
lequel le quadricoptère est en vol stationnaire et un second où il doit suivre une trajectoire en
forme d’infini ∞. Dans les deux scénarios, le quadricoptères est soumis à différents échelons
de vent orientés nord-sud.
L’objectif de ces simulations est de valider que l’utilisation de la loi de commande avec sé-
quencement des gains améliore les performances pour des points d’opération du quadricoptère
présentant une forte inclinaison en φ et θ. Les paramètres de simulation sont les mêmes qu’à
la section 4.3. Ceux-ci sont présentés dans les tableaux 4.1 et 4.2.
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5.2.6 Stabilité stationnaire du quadricoptère dans un environnement de vents
changeant
On simule dans cette section le comportement du quadricoptère en maintien de position
lorsque soumis à différents échelons de vent. Pour générer un tel vent, un WGN possédant
une densité spectrale de 0.1 m2/s et une fréquence de 10 Hz sont utilisés dans le modèle de
vent de Dryden. L’entrée de vent est présentée à la figure 5.4.



























Figure 5.4 Entrée de vent
Les réponses temporelles et spatiales du quadricoptère pour le premier scénario sont donnés
aux figures 5.5 et 5.6. La figure 5.5 montre la réponse en position du quadricoptère (selon les
axes xi, yi et zi) sur une période de 100 secondes pour le contrôleur avec séquencement des
gains (gs) et le contrôleur nominal (nom). La figure 5.6 montre ces mêmes résultats d’un point
de vue spatial en montrant, d’une part, la position dans le plan horizontal et, d’autre part,
la position en trois dimensions. On remarque que les performances en maintien de position
et orientation (voir Fig. 5.7c) dans le plan horizontal sont améliorées avec le séquencement
des gains (l’erreur maximale sur la position est plus petite et le temps de réponse est plus
rapide) alors que c’est l’inverse pour la position verticale. Le séquencement ayant été fait
pour un équilibre dans le plan horizontal, cela pourrait expliquer ces piètres performances
dans le plan vertical. Il serait peut-être possible d’améliorer les performances en considérant
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également la vitesse verticale comme variable de séquencement.

















(a) Position en xi















(b) Position en yi















(c) Position en zi
Figure 5.5 Position du quadricoptère pour un vol stationnaire lorsque soumis à différentes
rafales
La figure 5.7 montre la réponse temporelle de l’attitude du quadricoptère. On remarque que
le drone est surtout affecté en tangage en raison de l’axe selon lequel est orienté le vent,
soit parallèle à xi. On remarque aussi sur cette figure que pour un vent d’environ 15m/s,
le quadricoptère est incliné d’environ 40° ce qui s’approche de la limite à laquelle il peut
maintenir son altitude (σmax = cos−1( mg0Ft,max ) = 39.2
◦). De plus, on voit que les dépassements
pour le contrôleur séquencé sont plus grands que pour le contrôleur nominal ce qui pourrait
résulter en des instabilités lors d’une éventuelle intégration au système réel.
La figure 5.8 montre l’évolution de la commande envoyée aux moteurs pour les deux contrô-























(a) Position en 3D















(b) Position dans le plan horizontal xi − yi
Figure 5.6 Position du quadricoptère en 2D et 3D pour un vol stationnaire lorsque soumis à
différentes rafales
présente de plus grands dépassements ; un compromis est à faire pour un temps de réponse
plus rapide.
5.2.7 Scénario de vol en suivi de trajectoire
On simule dans cette section la réponse du quadricoptère lorsqu’on lui commande de suivre
une trajectoire en forme de ∞ d’amplitude de 2 × 1m avec une période de 20 secondes.
On montre donc à la figure 5.9 la position dans le plan horizontal et la position en trois
dimensions. On voit que la loi de commande séquencée est meilleure, ce qui est consistant
avec les résultats précédents voulant que la position du drone avec le contrôleur séquencé soit
moins affectée qu’avec le contrôleur nominal.
5.2.8 Analyse de l’amélioration de la loi de commande avec le séquencement
des gains
Bien qu’on observe une dégradation des performance en ce qui a trait au maintien de po-
sition selon l’axe vertical, on constate une nette amélioration de la réponse dans le plan
horizontal, un temps de réponse plus rapide et une plus faible erreur. Ce sont pourtant les
mêmes contraintes qui ont été imposées au système pour chacune des deux synthèses. Les
performances se voient par contre dégradées pour la loi de commande nominale puisque la
dynamique non linéaire du système tend à s’éloigner de la dynamique linéarisée utilisée lors
de la synthèse dès que le drone est trop incliné.
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(a) Attitude en roulis














(b) Attitude en tangage












(c) Attitude en lacet
Figure 5.7 Attitude du quadricoptère pour un vol stationnaire lorsque soumis à différentes
rafales
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Figure 5.8 Vitesse de rotation ωi des moteurs pour un vol stationnaire lorsque soumis à
























(a) Position en 3D















(b) Position dans le plan horizontal xi − yi
Figure 5.9 Position du quadricoptère en 2D et 3D pour un suivi de trajectoire circulaire
lorsque soumis à différentes rafales de vent
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CHAPITRE 6 CONCLUSION
On conclut ici en rappelant brièvement ce qui a été présenté dans ce mémoire, on en pré-
sente les limitations et on termine en abordant les possibilités d’améliorations de la solution
proposée et les domaines d’application.
6.1 Synthèse des travaux
L’objectif principal de ce travail consistait en la synthèse d’une loi de commande permettant
d’améliorer la robustesse d’un quadricoptère face au vent et ses performances en milieux
venteux. Pour y arriver, on a d’abord développé le modèle dynamique du quadricoptère.
À partir des équations dynamiques de Newton, on a caractérisé son mouvement. Afin de
pouvoir appliquer les techniques de synthèse linéaires au cas du quadricoptère, on a linéarisé
les équations non linéaires et ainsi obtenu une expression du modèle d’état en fonction des
valeurs d’équilibre d’un quadricoptère en vol de croisière.
En appliquant au modèle linéaire pour un vol stationnaire deux techniques de synthèse d’un
contrôleur, soit la technique de synthèse classique LQR et la technique de synthèse H∞
structurée, on a conclut que la synthèse H∞ structurée était plus adaptée à la problématique
ici étudiée. En effet, celle-ci permet de traiter la problématique de stabilité et de robustesse
aux perturbations lors de la synthèse et offre plus de flexibilité au niveau de l’architecture de
la loi de commande.
On a finalement modifié l’architecture de la loi de commande en utilisant des matrices de
gains séquencés en fonction de l’attitude du quadricoptère. On a ainsi réussi à étendre les
performances de la synthèse H∞ structurée sur une plus grande portion de l’enveloppe de
vol que ce que le permettait la synthèse nominale. À cet effet, on a dû considérer les termes
de couplage cachés dans le modèle linéarisé utilisé pour la synthèse. Ceux-ci issus d’une
linéarisation adéquate de la loi de commande doivent être considérés, car ils changent les
propriétés dynamiques d’un modèle à son point d’équilibre.
6.2 Limitations de la solution proposée
La solution proposée est directement dépendante de la modélisation du système. On peut par
contre se rendre compte que pour la majorité des quadricoptères sur le marché, les paramètres
dynamiques comme les inerties, les paramètre des moteurs ou les coefficients aérodynamiques,
ne sont pas connus. La loi de commande synthétisée pour un modèle théorique voit alors ses
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performances se dégrader lorsqu’implanté sur le système réel.
6.3 Améliorations futures
Pour la suite, il serait intéressant d’adapter la loi de commande pour commander le quadri-
coptère en suivi de trajectoire. Bien que le sujet ait été vaguement abordé dans ce mémoire
lors du suivi d’une trajectoire circulaire, la problématique n’a pas été attaquée rigoureuse-
ment et il y aurait une possibilité d’amélioration des performances d’un quadricoptère se
déplaçant à haute vitesse et devant exécuter des manœuvres agressives de façon à suivre un
parcours imposé. On a aussi remarqué que la réponse verticale du quadricoptère se dégrade
avec le séquencement des gains. Un nouveau séquencement des gains en fonction d’autres va-
riables d’état comme la vitesse verticale serait envisageable pour améliorer les performances
du contrôleur.
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ANNEXE A MATRICES DE GAINS MULTI-MODÈLES AVEC
SÉQUENCEMENT
Dans cette annexe sont présentées les matrices de gains issues de la synthèse H∞ structurée
pour la loi de commande nominale et la loi de commande avec séquencement effectuée au
chapitre 5.
Les gains pour la loi de commande nominale sont :
Ki,c =

0 0 5.79 0
0 −16.1 0 0
4.39 0 0 0




0 0 26.2 0
0 −44.1 0 0
21.5 0 0 0




0 0 0 0
−89.1 −25.0 0 0
0 0 40.0 7.03




46.8 9.03 0 0 0 0 0 0
0 0 62.3 451 0 0 0 0
0 0 0 0 42.5 229 0 0
0 0 0 0 0 0 149 78.5

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Les gains pour la loi de commande avec séquencement sont :
Ki,c =

0 0 212 0 0 117 −3.09 0 131 0 −4.52 0
0 −106 0 0 0 8.15 −69.5 0 0 −3.71 0 139
59.1 0 0 0 −6.73 0 0 −78.6 −4.32 0 −75.5 0 . . .
0 0 0 235 90.5 0 0 −0.80 0 93.8 0 −0.89
0 −10.3 −52.8 0 6.69 0 −101 0
. . . 0 2.12 6.60 0 0 10.9 0 8.19
−3.52 0 0 −8.25 −5.81 0 0.21 0




0 0 16.0 0 0 −61.3 −0.72 0 28.1 0 4.63 0
0 −34.8 0 0 0 1.21 −42.4 0 0 0.52 0 34.6
42.0 0 0 0 2.24 0 0 −35.2 5.38 0 −47.7 0 . . .
0 0 0 56.5 −1.32 0 0 4.78 0 44.1 0 1.63
0 −6.17 17.8 0 −3.71 0 −37.9 0
. . . 0 −26.9 −6.06 0 0 3.96 0 −5.27
8.07 0 0 3.36 6.52 0 0.16 0





0 0 0 0 250 193 0 0 0 0 −43.0 209
−159 −168 0 0 7.32 12.6 0 0 0.39 −5.09 0 0
0 0 123 92.4 0 0 −1.11 −10.8 0 0 0.96 −5.70 . . .
0 0 0 0 0 0 43.2 141 157 146 0 0
−26.1 −14.1 0 0 0 0 −12.3 7.61
. . . 20.2 11.2 0 0 30.4 21.0 0 0
0 0 −11.9 −3.43 0 0 12.5 −9.88





225 338 0 0 0 0 0 0
0 0 73.8 402 0 0 0 0
0 0 0 0 72.8 405 0 0
0 0 0 0 0 0 338 363
−3.64 −10.4 13.6 334 0 0 0 0
. . . 34.1 −101 2.69 −20.6 0 0 0 0
0 0 0 0 −5.41 4.78 124 236 . . .
0 0 0 10.6 −284 11.1 −5.26 0
−1.65 −7.59 0 0 26.8 208 0 0
. . . 0 0 −1.01 19.6 0 0 −33.0 −143
−29.7 −127 0 0 0.58 12.1 0 0
0 0 3.30 79.4 0 0 1.12 0.55
−26.4 19.8 21.9 −38.4 0 0 0 0
. . . −1.00 12.7 1.75 −42.9 0 0 0 0
0 0 0 0 14.2 −6.63 2.32 −17.0 . . .
0 0 0 −16.0 −26.2 13.3 −52.8 0
10.7 20.5 0 0 −20.9 21.6 0 0
. . . 0 0 −19.4 −48.2 0 0 4.12 12.4
4.32 −1.61 0 0 −63.3 −16.6 0 0
0 0 −8.90 27.8 0 0 21.7 −21.4

