Abstract We present a set of 150 pictures with morphologically complex English compound names. The pictures were collected from various sources and were standardized to appear as grayscale line drawings of a fixed size. All the compounds had two constituents and were primarily of the noun-noun type. Following previous studies, we collected name agreement (percentage and H), familiarity, image agreement, and visual complexity norms, as well as frequency estimates for the whole compound word and its first and second constituents. These pictures and their corresponding norms (available from the Psychonomic Society's supplemental archive) are a valuable tool in the study of the morphological representation of complex words in language processing.
Introduction
Much of the scientific progress in the field of cognitive psychology is due to the availability of standardized materials that allow for comparisons across studies and research groups. The set of standardized pictures collected by Snodgrass and Vanderwart (1980) has been particularly influential for researchers interested in the (neuro-) cognitive processes underlying word production (see, e.g., Goldrick, Folk, & Rapp, 2010; Hocking, McMahon, & Zubicaray, 2010; Strijkers, Costa, & Thierry, 2010) . One shortcoming of these norms is that the pictures generally elicit monomorphemic names and are, therefore, unsuited for researchers interested in the question of how morphologically complex words are produced. To our knowledge, there are no standardized picture sets that elicit morphologically complex names. This situation clearly limits progress in the study of the role of morphology in language production, as evidenced by the relative paucity of studies on this topic (exceptions are Badecker, 2001; Bien, Levelt, & Baayen, 2005; Dohmes, Bölte, & Zwitserlood, 2004; Janssen, Bi, & Caramazza, 2008; Roelofs & Baayen, 2002) .
In the present study, we sought to standardize and collect norms for a set of 150 pictures with morphologically complex names. Specifically, all pictures had English compound names (e.g., windmill). Each compound had two major constituents, and for each compound, the second constituent was a noun. While the majority of the 150 compounds were of the nounnoun type (n = 128), there were also adjective-noun (n = 10) and noun-verb (n = 12) types. As in previous studies, for each picture, name agreement, familiarity, image agreement, and visual complexity norms were collected (e.g., Alario & Ferrand, 1999; Cycowicz, Friedman, Rothstein, & Snodgrass, 1997; Dimitropoulou, Duñabeitia, Blitsas, & Carreiras, 2009; Sanfeliu & Fernández, 1996; Snodgrass & Vanderwart, 1980) . These norms have been shown to impact performance in a variety of tasks (see Alario et al., 2004 , for an overview). Name agreement, which refers to the degree to which participants agree upon a name for a given picture, correlates negatively with picture-naming latencies (e.g., Lachman, Shaffer, & Hennrikus, 1974; Vitkovitch & Tyrell, 1995) and is unaffected by the frequency of the picture name (Lachman et al., 1974) . Familiarity, which refers to the subjective familiarity with the concept that is depicted, has been shown to correlate negatively with lexical decision latencies (e.g., Gernsbacher 1984; Gordon, 1985) . There is a discussion as to whether familiarity affects semantic or lexical processing (e.g., Balota, Pilotti, & Cortese, 2001) . Image agreement refers to the degree to which participants judge their mental image of an object to be similar to an actually presented object. Previous studies have shown that this variable is negatively correlated with picture-naming latencies (Barry, Morisson, & Ellis, 1997) . Finally, visual complexity refers to the complexity of the lining of an image and is thought to measure processes at early stages of picture processing. Previous research has either reported a negative correlation between visual complexity and picture identification (e.g., Ellis & Morisson, 1998) or has not found this variable to be influential (e.g., Snodgrass & Yuditsky, 1996) .
The procedure of collecting the picture norms described below differed in an important way from the procedure used in previous studies (e.g., Alario & Ferrand, 1999; Snodgrass & Vanderwart, 1980) . In previous studies, norms were typically collected in an untimed fashion; pictures were presented in a classroom setting, using a slide projector, to many participants simultaneously. Participants were then asked to write down their answers on a sheet of paper and were given ample time to prepare their responses (typically around 5 s). A general problem with this approach is that the setting in which the norms are collected differs from the setting in which the pictures and their norms are typically used (i.e., timed, computerized experiments). Given that there is ample evidence for the influence of situational context on various cognitive processes (e.g., Godden & Baddeley, 1975) , we decided to elicit picture norms under timed circumstances that more accurately reflect a typical experimental setting. Specifically, participants were shown pictures on the computer screen and had to produce a response to the picture in less than 2 s. This timed procedure has been used to collect name agreement norms (e.g., Snodgrass & Yuditsky, 1996; Székely et al., 2003) , but not for variables that consist of ratings such as familiarity, image agreement, or visual complexity. We directly addressed the degree to which timed norms are better predictors of timed picture-naming latencies than are untimed norms by examining a subset of the pictures for which both timed and untimed norms were available.
Method
Participants Ninety Harvard University students participated in the study. Thirty participants took part in the name agreement study, 29 took part in the familiarity study, and 31 took part in a joint image agreement and visual complexity study. All participants were native speakers of English. They received either $10 per hour or course credit as compensation for their participation. Participants were all tested individually, not in a group setting.
Materials One hundred fifty pictures were selected from several sources (e.g., Google image search; ArtExplosion, 1998; Cycowicz et al., 1997) . Selected images had the following properties: (1) All the images depicted objects (not actions); (2) all the images were simple line drawings (not actual photographs); and (3) in all the images, the object appeared by itself, without a background scene. In addition, object names had the following properties: (1) Object names were listed as compounds in the CELEX lexical database (Baayen, Piepenbrock, & van Rijn, 1993 ; 12 compounds were not listed; see Appendix 1); (2) they had a maximum of two constituents, where the second constituent was always a noun; and (3) all compounds were of the noun-noun (n = 128), adjective-noun (n = 10), or verb-noun (n = 12) type. The objects were centered as 8-bit grayscale line drawings on a white background. The size of each image was 260 × 260 pixels.
Procedure The three studies used a timed and computerized version of the procedure outlined by Snodgrass and Vanderwart (1980) . Norms were collected for name agreement, familiarity, image agreement, and visual complexity. However, instead of asking participants to write down their answers in response to pictures presented with a slide projector (e.g., Alario & Ferrand, 1999; Snodgrass & Vanderwart, 1980) , we presented the pictures on the computer screen using DMDX experiment software (Forster & Forster, 2003) , and we collected the participants' keypresses or vocal responses (using a microphone).
To collect the name agreement norms, participants named the set of 150 pictures in a random order. Prior to the experiment, participants were told that they would see an object on the computer screen and that they should say aloud the first thing that provided an accurate description of the object. They were instructed to do this as quickly as possible. When they did not recognize the object or when they could not recall the object's name, they were told not to respond. They were also told that after a while, the object would disappear, and the object's name would appear on the screen. On each trial, the participants saw a fixation cross (700 ms), a blank screen (200 ms), the picture (2,000 ms), and the name the experimenter had intended for the picture (1,000 ms), followed finally by a blank screen (2,000 ms). Naming the 150 pictures took approximately 20 min.
Familiarity, image agreement, and visual complexity norms were also collected using a computer. Participants in the familiarity task were told that they would see a picture presented on the computer screen and that they would have to rate "how usual or unusual the object is in your realm of experience." Familiarity was defined as "the degree to which you come in contact with or think about the concept" (Snodgrass & Vanderwart, 1980) . Participants were told to rate the concept itself, rather than the way it was drawn. The ratings used a 7-point scale, where 1 indicated a very unfamiliar object and 7 indicated a very familiar object. Participants were encouraged to use all seven ratings. Participants used the keyboard to press the number key that corresponded to their rating. On each trial, the picture remained on the screen for 2,000 ms, after which the next picture was presented.
Norms for image agreement and visual complexity were obtained from one group of participants. These two norms were collected in a blocked fashion, where participants first rated all the pictures on image agreement and then on visual complexity. In the image agreement block, participants were told that they would have to judge how closely a given picture resembled their mental image of the object. They were told that they would see the name of an object on the computer screen (3,000 ms) and that they had to form a mental image of the object. After 3,000 ms, a picture of the object followed, and they were required to rate the degree of agreement between their mental image and the picture, using a 7-point scale (where 1 indicated low agreement between their image and the picture and 7 indicated high agreement). In the subsequent visual complexity block, participants were told that they would see the pictures again and that, this time, they should rate the complexity of each picture, using a 7-point scale (where 1 = very simple and 7 = very complex). They were instructed to rate the complexity of the drawing ("the amount of detail or intricacy of lines in the picture," per Snodgrass & Vanderwart 1980) , rather than the complexity of the real-life object it represented. The trial structure in these two tasks was identical to the one used in the familiarity task.
In addition to the norms described above, lexical frequency estimates were collected for the names of the objects. For each object name, the surface and the first-and second-constituent lemma frequencies were computed on the basis of the frequency estimates listed in the CELEX lexical database (Baayen et al., 1993) . Lemma frequency corresponds to the frequency of a word as it appears in all its inflectional variants (e.g., the lemma frequency of windmill would be the frequency of the word windmill plus the frequency of windmills). For the 12 compounds in the set that were not listed in CELEX, we assumed that the frequency was zero. Since these frequency estimates are typically used in studies investigating the morphological representation of words, it will be informative to examine the relationship between these estimates and the picture's norms.
Results and discussion
Picture names and norms are presented in Appendix 1 in alphabetic order. In addition, the pictures themselves are available as a compressed archive upon request from the first author or directly from the Psychonomic Society's supplemental archive. For each picture, the following information is presented: (1) an item number that is consistent across Appendices 1 and 2, (2) the most commonly used name, (3) the name as it is listed in CELEX, (4) the type of compound (e.g., noun-noun), (5) the two measures of name agreement (the statistic H and the percentage), (6) the means and standard deviations for the familiarity, image agreement, and visual complexity norms, (7) the surface and first-and second-constituent frequencies, and (8) the average picture-naming latency obtained from the name agreement study. Appendix 2 provides a list of the alternative names given to each picture. Failures in the naming task are listed as NR (no response).
Following Snodgrass and Vanderwart (1980) , name agreement was expressed in terms of the proportion of participants who produced the most common name for the picture and in terms of the metric H. H represents a point-estimator for the distribution of the proportion of different responses given to a particular picture (i.e., its entropy; Shannon, 1948) . H therefore provides a useful measure that captures the degree to which participants were consistent in producing a name for a specific picture. H can range from 0 to infinity, where values around 0 indicate perfect name agreement (all participants provided the same name) and larger values indicate more variation in the names given for a particular picture. It is important to note that decreasing values of H indicate an increase in name agreement. The following equation was used to compute H:
where k represents the number of different names given for a particular picture and p i denotes the proportion of participants who produced a particular name. In line with previous studies (e.g., Snodgrass & Vanderwart, 1980) , we eliminated no responses (NR) from the data set prior to the calculation of H, but not for the calculation of percentage of name agreement. Table 1 lists the means and standard deviations, as well as Tukey's five-point summary (Tukey, 1977) for each of the following variables in our set: name agreement (H and percentage), familiarity, image agreement, and visual complexity. Also listed are the (log-transformed) surface frequency and first-and second-constituent frequency estimates from CELEX. Following Snodgrass and Vanderwart (1980) , we use H as the index of name agreement. Figure 1 represents the distribution of these variables, using histograms and density functions.
The measured name agreement has a low mean (0.95), and its distribution is skewed leftward, indicating that there are many pictures in the set with high name agreement (Fig. 1a, b) . The bimodal distribution of the surface frequency variable (Fig. 1f ) reflects the fact that in the CELEX database, frequency estimates for many compounds in our set are zero or close to zero. Since compounds are generally long words, it is expected that, on average, their frequencies are low; this pattern is expected on the basis of Zipf's law, which states that the frequency of occurrence of a word is inversely proportional to the length of the word (Zipf, 1932) . However, it should be noted that not all compounds in our set have zero or close-to-zero frequency; the histogram in Fig. 1f shows that there is a reasonable amount of spread in surface frequency. In addition, significant surface frequency effects on picturenaming latencies have been found with pictures chosen from this set (Janssen et al., 2008) .
As was previously stated, our procedure for collecting picture norms differed from the procedure used in previous studies: we collected norms under timed conditions, whereas in previous studies, participants' written and vocal responses to a picture were collected without time constraints (Alario & Ferrand, 1999; Sanfuliu & Fernández, 1996; Snodgrass & Vanderwart, 1980) . Following the argument in the introduction, one might expect the norms collected under timed conditions to be better predictors of timed picture-naming latencies than are norms collected under untimed conditions. Untimed norms were available for a subset of 28 pictures from the original Snodgrass and Vanderwart study. In order to assess the degree to which timed norms are better predictors of timed naming latencies, three different analyses were performed on the timed and untimed norms available for the 28 pictures.
First, Pearson correlations were computed between the timed and untimed norms to verify that both norming procedures captured similar underlying constructs. Correlations between timed and untimed norms were high (see Table 2 ), suggesting that our norming procedure captures similar underlying constructs as the untimed procedure. Second, linear models that contained only a timed or a corresponding untimed norm were fitted to the naming latencies from the name agreement experiment, using a standard item-based regression analysis (i.e., ordinary least squares). Except for visual complexity, both timed and untimed norms were significant predictors of naming latency (see Table 3 ). Importantly, however, the timed predictors were more accurate, because they accounted for a larger amount of variance (i.e., a larger adjusted R 2 ). Finally, item-based regression analyses examined whether linear models that contained a predictor corresponding to a timed norm plus a corresponding Note. Frequency taken from CELEX (Baayen, Piepenbrock, & van Rijn, 1993) . M, mean; SD, standard deviation; Q1, 25th percentile; Q3, 75th percentile; Skew, skewness (Joanes & Gill, 1998) *Log transformed values decorrelated untimed predictor were justified over models that contained only the predictor corresponding to the timed norm. Model comparisons using F tests (e.g., Baayen, 2008) revealed no differences between these two models for each norm, suggesting that the presence of the decorrelated untimed predictor was unjustified in the model (all Fs < 1). Overall, these analyses show that, for the subset of pictures used here, the timed norms are more accurate predictors of naming latency than are the untimed norms. This makes it recommendable that future studies rely on a timed procedure for collecting picture norms. Table 4 lists the intercorrelations of the norms collected for the 150 pictures in the present study. In addition, the correlations of these norms with the frequency estimates that are typically used in language-processing studies are computed. For completeness sake, the intercorrelations of these variables were also computed. Significant correlations are marked with an asterisk. Overall, the intercorrelations found between the norms obtained in the present study are similar to those from previous studies (Alario & Ferrand, 1999; Sanfeliu & Fernández, 1996; Snodgrass & Vanderwart, 1980) . A strong negative correlation (-.88) was expected between the variables H and percentage of name agreement (Table 4) , since both variables measure a picture's name agreement. In addition, name agreement (H) correlated somewhat negatively with familiarity (-.26), indicating that pictures with a higher name agreement were also more familiar to our participants. There was also a negative correlation between name agreement and image agreement (-.49) . This suggests that objects with a high name agreement were also judged to better match the mental images that participants had of these objects. In addition, there was a positive correlation between familiarity and image agreement (.29), suggesting that with increasing familiarity, there was a better match between a participant's mental image and the actual image; there was also a correlation between familiarity and complexity (-.20), indicating that pictures were judged to be more familiar when their visual complexity was lower. Finally, visual complexity ratings were correlated with the frequency of the second constituent (-.22), suggesting a relationship between the complexity ratings and the frequency of the compound's second constituent.
Conclusion
Our main motivation for the present study was to present a standardized set of pictures that elicit morphologically complex names. We collected name agreement, familiarity, image agreement, and visual complexity norms for 150 pictures with English compound names. It is our hope that the availability of these pictures and their corresponding norms will stimulate research into the role of morphology in language processing and that comparable norms will eventually become available in languages other than English. Table 3 Overview of the t, p, and adjusted R 2 statistics obtained after fitting the name agreement (H and percentage), familiarity (FAM), image agreement (IA), and visual complexity (COMP) norms obtained using a timed procedure (present study) or using an untimed procedure (Snodgrass & Vanderwart, 1980) Table 5 "Item" represents an item number that is consistent between Appendices 1 and 2; "Modal Name" refers to the most common name for the picture on the basis of the participants' responses; "Celex Name" refers to the name of the picture as listed in the CELEX lexical database (Baayen, Piepenbrock, & van Rijn, 1993) , and "na" when it was not listed; "Type" refers to the compound type as listed in CELEX; H and % are two measures of name agreement; mean (M) and standard deviation (SD) are listed for the variables familiarity, image agreement, and visual complexity. "Surf. Frq.," "1 Con. Frq.," and "2 Con. Frq." refer to the frequency estimates from CELEX for the surface and first-and second-constituent lemma frequencies Table 6 "Item" is an item number that is consistent between Appendix 1 and 2. "Modal Name" is the participants' most common name for a picture; "NR" refers to the number of no responses to a particular picture; and "Nondominant Names" lists the various alternative names given to a picture (with their frequency between parentheses). 
