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Abstract-Privacy has become one of the main impediments 
for e-health in its advancement to providing better services to its 
consumers. Even though many security protocols are being 
developed to protect information from being compromised, 
privacy is still a major issue in healthcare where privacy 
protection is very important. When consumers are confident 
that their sensitive information is safe from being compromised, 
their trust in these services will be higher and would lead to 
better adoption of these systems. In this paper we propose a 
solution to the problem of patient privacy in e-health through an 
information accountability framework could enhance consumer 
trust in e-health services and would lead to the success of e-
health services.  
 
Index Terms—E-health, privacy, information accountability, 
transparency, consumer trust 
I. INTRODUCTION 
Healthcare information systems use electronic technologies 
for communication and other information management tasks. 
The use of these technologies in healthcare has given rise to a 
comparatively new informatics domain called e-health. E-
health has promised much advancement in many areas of the 
healthcare sector. But since its emergence the benefits have 
been clouded by the drawbacks that have put many users at 
bay for many years. One of the main problems behind e-
health is information security. Since the internet has the trait 
of making information so much easy to access, e-health has 
suffered dearly when it comes to safeguarding sensitive 
patient information. Electronic health records (eHR) and 
electronic medical records (eMR) are the driving force 
behind e-health. The implementation of secure eHRs and 
eMRs has been proven to be a major impediment for 
developers of health information systems or e-health services. 
Security risks, especially in healthcare, give rise to privacy 
concerns, which hinder consumer trust and confidence 
towards e-health services. Consequently the benefits that 
were to be achieved by e-health services towards the 
consumers of those services will be hindered. 
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II. E-HEALTH AND PRIVACY 
1. Privacy 
The Internet and other communication media often lets 
information be vulnerable to disclosure resulting in 
information security issues. Information security can be 
defined as the preservation of confidentiality, integrity and 
availability of information [1, 2]. If security is breached the 
loss of control of private date give rise to privacy concerns. 
Privacy can be defined as the claim of individuals, groups, or 
institutions to determine for themselves when, how, and to 
what extent information about them is communicated to 
others [3]. It is important to understand that if private 
information is lost in the digital environment that data can 
never be recovered. 
Privacy concerns are significant in health informatics and 
must be addressed at the initial stages of its design. For this 
reason many countries around the world have enforced 
different privacy laws on health information management, e.g. 
the Health Insurance Portability and Accountability Act 
(HIPAA) in the United States [4], to maintain control over 
the way in which information is used. Government 
organizations are also established around the world to 
manage the electronic manipulation of health related 
information, e.g. Australia’s leading e-health research and 
development authority, National E-Health Transaction 
Authority (NEHTA) [5]. Better solutions to the privacy 
implications of e-health systems must be designed and 
developed to enhance system operation and acceptance. This 
would also help improve consumer trust and confidence 
towards these systems. 
In healthcare, correct and timely information to the 
relevant person results in well informed decision making 
which benefits the consumer. But due to privacy concerns, as 
mentioned above, patients are sometimes reluctant to give the 
full information fearing that their sensitive information could 
be compromised to unwanted parties. As Goldman and 
Hudson [6] state, without trusting that their most sensitive 
health information will be safeguarded, patients are reticent 
to fully and honestly disclose their personal information and 
may avoid seeking care altogether. For an example, A woman 
removed certain health information from her medical record 
fearing that the information would be disclosed and that 
would prevent her children from getting health insurance [7]. 
This hinders well informed decision making. To overcome 
this, the consumer need to be assured that the information 
they provide would not fall into the wrong hands. 
According to Ann Cavounkian [8], if privacy is taken into 
consideration during the development process (i.e. “privacy 
by design”), there is great potential that these technologies 
can actually increase the privacy of the individual, by 
providing them with greater choice and personal control over 
how their data is managed. Meingast et al. [9] says defining 
clear attributes for role-based access, policy development, 
rules on patient privacy, data mining rules and technological 
measures will be needed to ensure the security and privacy of 
medical data. In their effort to solve the privacy problem, 
Naqvi et al. [10] has considered a context-aware access 
control model for assuring privacy of medical records in an 
Internet based open environment. Despite these many efforts 
privacy issues continue to exist in the mind of consumers. 
An information system with the appropriate security 
measures can, to some extent, guarantee that information is 
safe from unauthorised access and disclosure. But Security 
measures alone cannot guarantee information confidentiality 
and that information will not be misused. This means that 
privacy cannot be guaranteed to the consumers of health 
information systems with just security protocols. 
2.  Consumer Trust 
Apart from the obvious technical elements that determine 
the success of information systems, certain social factors are 
also important and need to be addressed. Consumer trust is 
one of these factors. Particularly in the domain of healthcare, 
the patients’ trust in the system or the framework through 
which their sensitive information is manipulated is a principal 
factor to consider. Matysiewicz and Smyczek [11] reflect on 
the idea that customer trust is a key factor in the success of e-
health care. Due to the fact that the Internet and other 
communication media are currently very popular in the 
healthcare industry, the customers have the opportunity to use 
them as a media for easy access to healthcare information. 
However, the introduction of such services can be successful 
only if the customers are happy with the services and have 
trust in them. Since e-services lack the presence of physical 
service it may hinder consumer trust in the services. 
In their study Matysiewicz and Smyczek [11] state that 
when a consumer perceives a company’s performance as fair 
and satisfactory, their feelings of trust tend to be strengthened. 
They have found several facts about consumer trust in e-
services; 
• A consumer’s satisfaction with e-services is 
positively related to his/her trust in e- healthcare 
organization 
• A consumer’s trust in a traditional organization is 
positively related to his/her trust in e-healthcare 
organization  
• A consumer’s satisfaction with services positively 
influences his/her loyalty to e-services  
• A consumer’s trust in e-services is positively related 
to his/her loyalty to e-services 
Any e-health solution should be able to win the trust of the 
patients in order to successfully deliver its services to the 
consumers. 
As a means of overcoming the privacy and trust issues 
related to e-health systems, information accountability (IA) 
could prove to be the answer. Transparency [12] and 
accountability will be critical in helping the society to 
manage the risk of privacy violation that accumulate from the 
expeditious progress in communication, storage, search and 
data retrieval technology. 
III. INFORMATION ACCOUNTABILITY (IA) 
Responsibility and accountability, according to Boyd [13], 
are confused by many people. They are like the two sides of 
the same coin. Responsibility, Boyd says, involves what we 
are required to do, our duties. Responsibility reflects only up 
to the point of decision and accountability focuses on the 
ramifications after the decision is made. Eriksen [14] also 
agrees with Boyd’s representation of accountability. Emanuel 
et al. [15] has this to say about what accountability is. 
“Accountability entails the procedures and processes by 
which one party justifies and takes responsibility for its 
activities”. The essence of all this, when focusing on IA, is 
the user of the information is held liable to explain, justify or 
answer for their use of information, when requested by the 
party to whom the information belongs to. 
In Weitzner et al. [16], IA is a method of holding someone 
answerable to their actions upon a set of information. They 
believe that rather than enforcing rigid up-front control over 
the use of information, there is a need to accommodate “fair 
use”. The control over the use of information is imperfect and 
exceptions are possible, but violators could be identified and 
held accountable. 
When investigating IA, transparency is one of the most 
important aspects that need to be taken into account. The 
subjects of personal information should have the privilege to 
observe how their information is used and by whom. 
Transparency can be defined differently in two contexts. In 
business ethics and information ethics, it’s likely that 
transparency refers to the visibility of information. In 
computer science and IT, it is more likely to refer to the 
invisibility of information [17]. But Weitzner et al. [16] states 
that, “transparency and accountability makes bad acts visible 
to all concerned”, hence referring to the visibility of 
information usage. Therefore by transparency we mean that 
information held about the consumer is visible to the 
consumer (giving consumers the right to see the data held 
about them) and so is the use (access to) of that information 
by anyone else so that any action could be traced back to an 
individual. 
According to Weitzner et al. [12], transparency and 
accountability will be critical in helping the society to 
manage the privacy risks that accrue from the explosive 
progress in communication, storage and search technology. 
Ferreira et al. [18] believe that the lack of success in large 
information-dependent areas such as hospitals is due to its 
deficient usability and poor security. Unlike paper-based 
systems, that have evolved through many years, where 
accountability processes are well understood, digital systems 
have very different and complex processes. 
The need for transparency and accountability is important 
in information systems which are becoming ever more 
complex and decentralized. “Transparency in data 
manipulation and inference enables users to have a clear 
view into the logical and factual bases for the inferences 
presented by the system”[12]. This will make all acts visible 
to the relevant parties and allow the users to have a proper 
idea of the processes within the system. “Accountability in 
data manipulation and inference enables users or third 
parties to assess whether or not the inferences presented 
comply with the rules and policies applicable to the legal, 
regulatory or other context in which the inference is relied 
upon” [12]. This of course will give the users a means of 
acting upon inappropriate misuse of information by a 
potential information user. 
1. Information Accountability in E-Health 
When the necessary information is readily available 
without rigid access restrictions, well informed decision 
making is easier for health professionals. By allowing the 
consumer to see how, why, when and by whom their 
information was accessed and used they can be confident that 
the information would not be disclosed inappropriately. The 
essence of this is when bad acts are made visible; people tend 
not to engage in those acts since the ramifications of their 
actions are visible to them and others. 
To define Information Accountability in healthcare we 
must identify the components of information accountability; 
Who, What and How (see Fig. 1). In other words, the parties 
who are held accountable or can hold someone accountable. 
What they are held accountable for and how they are held 
accountable. We can identify four general sets of participants 
in a basic e-health scenario; 
• Health professionals (e.g. doctors, nurses, etc) 
• Non-health professionals (e.g. financial officers, 
laboratory technicians, etc) 
• Consumers (e.g. patients) 
• Organisations (e.g. hospital, laboratory, pharmacy, 
health authority, etc) 
The domains these participants play a role in - or what they 
do to be considered to have misused patient information - 
have to be defined according to how information can be used 
in the healthcare domain. The mechanisms of holding any of 
these participants accountable - or how to hold them 
accountable for playing a given role in a healthcare domain 
which consist of misusing patient information - have to be 
rigorously and fully defined after investigation in to a specific 
healthcare scenario (e.g. the healthcare system of a country or 
state). 
We need to consider two important aspects when it comes 
to handling access and use of information in an IA 
environment. Whilst the patients are notified of the access 
and use of their information, the users of information should 
also be notified or warned of the action they are about to 
perform and its consequences. This would not only make the 
users well informed such that unintentional misuse of 
information is prevented but also creates a strong position 
over the misuse of information. In Fig. 1, the “IA Agent” is 
responsible for all notifications, monitoring and controlling 
access to information. Every task performed by an 
information user will end with a decision by the “IA Agent” 
as to whether the use of information is appropriate or not. In 
other words the IA agent will provide answers to who, what 
and how for each healthcare scenario. 
2. Scenario 
A patient; Lisa; goes to her GP to get treatment for a long 
term illness. After the medication has been prescribed she 
goes to the local pharmacy to purchase the medication. A few 
months later she applies for a job at the same pharmacy as an 
assistant pharmacist. A few days later she was called for an 
interview which ends favorably to her. Even though she was 
well qualified for the position, she was rejected. Feeling 
suspicious of the turn of events Lisa enquires in to the matter 
and finds out that the pharmacy has had records of their 
clients and has used her records to look up her information. 
They had found out about her ongoing illness and have 
regarded her as a high risk employee who requires more than 
average medical leave. There were no inquiries about her 
health status during the interview. Lisa’s information has 
been wrongfully used by the pharmacy for a process that does 
not require the use of that information. This is a case of 
inappropriate use of information.  
Here two arguments can be made about the pharmacy’s use 
of Lisa’s information. Firstly, considering her as a high risk 
employee due to a medical condition that she has no control 
over; secondly, the use of Lisa’s information without her 
consent. If Lisa had control over her health information and 
can monitor its use by different entities, with a mechanism 
available for holding accountable any inappropriate misuse, 
she can be confident that her health information will not be 
misused or be disclosed. Therefore protecting her privacy and 
improving her trust of the information system. 
 
Fig. 1.  Components of Information Accountability 
IV. DISCUSSION AND CONCLUSION 
In this paper we have discussed the existing issues related 
to e-health solutions in terms of information security and 
patient privacy. We have identified that if patients who are 
the ultimate beneficiaries of e-health systems are concerned 
about their personal information being disclosed to unwanted 
parties. Therefore they are reluctant to disclose such 
information in e-health systems if they are not confident their 
information is properly safeguarded. Current security 
measures are not sufficient to guarantee that privacy of an 
individual will be protected to the best possible means. If 
health information systems are developed that allow 
transparent and accountable information use, we believe that 
the privacy issues can be addressed to a better extent than for 
example enforcing rigid access restriction to information that 
could hinder the efficiency and effectiveness of care delivery. 
With proper design and implementation we believe that IA 
can provide improved privacy protection to the consumers of 
e-health. IA on its own cannot ensure that consumers would 
trust a health information system to the fullest extent. But, 
when IA and information transparency are coupled together, 
the patients will be more aware of all the processes that their 
information goes through. They can be confident that their 
information will be less vulnerable to misuse. The key factor 
here is that patients should have the visibility of all processes 
their information goes though. This means that the visibility 
of the information and the tasks performed on that 
information will increase the patients’ confidence over the 
security of the data. The end result will support growth in 
consumer trust in the e-health sector. 
We are currently working on incorporating the IA 
framework into the health information interoperability 
standard Health Level 7 (HL7). The objective is to support 
greater notification and accountability from the e-health 
information sharing processes. The enhancements to the HL7 
protocols will enable better interoperability across healthcare 
information systems for rigorous privacy. 
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