Mixture models explicit in Helmholtz energy have been developed to calculate the thermodynamic properties of refrigerant mixtures containing R-32, R-125, R-134a, R143a, and R-152a. The Helmholtz energy of the mixture is the sum of the ideal gas contribution, the compressibility (or real gas) contribution, and the contribution from mixing. The independent variables are the density, temperature, and composition. The model may be used to calculate thermodynamic properties of mixtures, including dew and bubble point properties and critical points, within the experimental uncertainties of the available measured properties. It incorporates the most accurate equations of state available for each pure fluid. The estimated uncertainties of calculated properties are 0.1% in density and 0.5% in heat capacities and the speed of sound. Calculated bubble point pressures are generally accurate to within 0.5%.
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Introduction
The need for equations of state capable of accurate prediction of thermodynamic properties of environmentally-safe fluids continues as new applications are developed requiring the use of refrigerant mixtures. These mixtures of refrigerants are used as environmentally acceptable replacements for chlorofluorocarbons and hydrochlorofluorocarbons in refrigeration, heat pumps, foam-blowing, and other applications. Mixture equations are required to evaluate the performance of possible working fluids.
A model is presented here for calculating the thermodynamic properties of refrigerant mixtures which replaces the model reported by Lemmon and Jacobsen (1999) . This model was initially reported by Lemmon (1996) and general details and comparisons among different implementations of the model were reported by Lemmon and Tillner-Roth (1999) . The model may be used to calculate all thermodynamic properties of mixtures at various compositions, including dew and bubble-point properties and critical points. The mixture model is similar to the model presented by Tillner-Roth et al. (1998) and published by the Japan Society of
Refrigerating and Air Conditioning Engineers (JSRAE). However, the work presented here uses generalized equations for several of the mixtures, whereas separate equations for each binary mixture were developed in the JSRAE equations.
The mixture model presented here is based on corresponding states theory and uses reducing parameters which are dependent on the mole fractions of the mixture constituents and critical points of the pure fluids to modify absolute values of the mixture density and temperature. This approach allows the thermodynamic properties of the mixture to be based largely on the contributions from the pure fluids. Without additional mixing functions, the model is similar to that for an ideal mixture, and only the excess values, or the departures from ideality, are required to accurately model the properties of the mixture.
The model uses the Helmholtz energy as the basis for all calculations. The Helmholtz energy is one of four fundamental properties from which all other thermodynamic properties can be calculated using simple derivatives. The Helmholtz energy of the mixture is calculated as the sum of an ideal gas contribution, a real fluid contribution, and a contribution from mixing. The
Helmholtz energy from the contributions of the ideal gas and the real fluid behavior is determined at the reduced density and temperature of the mixture using accurate pure fluid equations of state for the mixture components. Reducing parameters, dependent on the mole fractions of the constituents, are used to modify values of density and temperature for the mixure.
The contribution from mixing, a modified excess function, is given by an empirical
equation. An excess property of a mixture is defined as the actual mixture property at a given condition minus the value for an ideal solution at the same condition. In most other work dealing with excess properties, the mixing condition is defined at constant pressure and temperature.
Because the independent variables for the pure fluid Helmholtz energy equations are reduced density and temperature, properties are calculated here at the reduced density and temperature of the mixture. The shape of the modified excess function is similar for many binary mixtures, and relatively simple scaling factors can be used to determine its magnitude for a particular application. While this approach is arbitrary and different from the usual excess property format, it results in an accurate representation of the single phase properties and phase boundaries for pure fluids and their mixtures.
Three separate models (i.e., three separate excess functions) were developed to calculate the properties of the refrigerant mixtures studied in this work. The first two describe the properties of the binary mixtures R-32/125 and R-32/134a. The shapes of the excess functions for these two mixtures differ from each other and from those of the other mixtures studied in this work, and could not be modeled using a generalized equation. This was first noticed in the work of Lemmon (1996) which required additional terms in the mixing functions for these two binary mixtures. On the other hand, the shapes of the excess functions for the mixtures R-125/134a, R-125/143a, R-134a/143a, and R-134a/152a were similar enough that one function could be developed that described the properties of all these systems. Additionally, experimental data for the ternary mixtures R-32/125/134a and R-125/134a/143a showed that no additional parameters would be required to model these multi-component mixtures.
The Mixture Equation
The equation for the mixture Helmholtz energy used in this work is
The Helmholtz energy for an ideal mixture as used in this work defined in terms of density and temperature is
where ρ and T are the mixture density and temperature, δ and τ are the reduced mixture density and temperature, m is the number of components in the mixture, a i 0 is the ideal gas Helmholtz energy of component i, a i r is the residual Helmholtz energy of component i, and the x i are the mole fractions of the mixture constituents. References for the pure fluid ideal gas Helmholtz energy and residual Helmholtz energy equations are given in Table 1 .
The reduced values of density and temperature for the mixture models used here are
where ρ and T are the mixture density and temperature, and ρ red and T red are the reducing values, 
The parameters ζ ij and ξ ij are used to define the shapes of the reducing temperature and density curves. These reducing parameters are not the same as the critical parameters of the mixture and are determined simultaneously in the nonlinear fit of experimental data with the other parameters of the mixture model.
Three excess functions were developed for the mixtures studied in this work. The excess function for the mixture Helmholtz energy for these three models is expressed as
where the coefficients and exponents were obtained from nonlinear regression of experimental mixture data. Values of the coefficients and exponents for this equation are given in Table 2 .
The generalized factors and mixture parameters, F ij , ζ ij and ξ ij , are given in 
( ) ( ) 
must be used in the ideal gas equation rather than the reducing values defined by Eqs. 
are derived from dimensional equations, and the critical parameters of the pure fluids are built into the coefficients of the equations. Additional information on the mixing function and its derivatives, as well as formulas for other thermodynamic properties, can be found in , which presents equations for mixtures of nitrogen, argon, and oxygen.
Vapor-Liquid Equilibrium (VLE) Properties
In a two-phase non-reacting mixture, the thermodynamic constraints for vapor-liquid equilibrium (VLE) are
where the superscripts ' and " refer to the liquid and vapor phases, respectively, and m is the number of components in the mixture. Equation (27) is equivalent to equating the fugacities of the liquid and vapor phases for each component in the mixture,
where µ i c (T) is a function of temperature only and the notation n j indicates that all mole numbers are held constant except n i . The chemical potential in an ideal gas mixture is ( )
where f i 0 is the ideal gas partial pressure of constituent i, x i p 0 =x i ρRT. Subtracting equation (29) from equation (30) and solving for f i results in
where α r was defined in Eq. (20). The partial derivative at constant temperature, constant total volume (not molar volume), and constant mole numbers of all constituents except i is generally evaluated numerically.
Comparisons to Data
The accuracies of calculated values of various properties are determined by comparisons with measured values. Statistical analyses are used to determine the overall estimated accuracy of the model, and to define the ranges of estimated accuracies for various properties calculated with the formulation. Summary comparisons of values calculated using the mixture equation to p-ρ-T data, isochoric heat-capacity data (c v ), sound-speed data (w), and VLE data for refrigerant mixtures are given in Table 4 , along with the temperature range of the data and the composition range for the first component listed. Compositions for VLE data are bubble-point compositions except for datasets where only the vapor phase compositions were reported.
In a few cases, individual data points were eliminated from the comparisons when the deviation for a particular point was much higher than those for other points by the same author in the same region. For density, individual data points were typically deleted when the deviation exceeded 10%. However, when the deviations slowly increased point by point, showing increasing differences in a particular region, these data points were left in the comparisons. This eliminates the likelihood of including in the comparisons data points which are in error and those which are reported incorrectly including obvious typographical errors in published manuscripts.
The statistics used to evaluate the equation are based on the percent deviation for any property, X,
Using this definition, the average absolute deviation in Table 4 is defined as:
The comparisons given in the sections below for the various binary and ternary mixtures compare the equation of state to the experimental data using the average absolute deviation as given by Equation ( given inputs of pressure and temperature. However, in the critical region, deviations in density are generally higher than in the liquid or vapor phases, and several of the systems described below include comparisons based on deviations in pressure, given inputs of density and temperature. For the VLE data, the comparisons given in the following sections will focus on the percent difference in bubble point pressure. There are some VLE systems for which only the vapor phase compositions were reported, and the percent deviation in bubble point pressure is replaced with the percent deviation in dew point pressure in such cases.
The R-32/125 System
The R-32/125 system is perhaps the most widely studied system of all mixtures that have ever been measured. The data span the entire composition range and were measured at temperatures and pressures that cover nearly the entire range of practical fluid states. Further experimental data for the region at temperatures above 380 K would be of use for verifying the accuracy of the mixture model in this region.
Comparisons of experimental density data for the R-32/125 binary mixture to the mixture model are shown in Figure 1 . For the datasets of Richon (1997, 1999) , only one out of every 30 points are shown due to the very large number of data points published by these authors. All of the temperature, pressure, and composition ranges covered by Benmansour and Richon are shown in the figures, but the smaller set used for plotting allows the symbol shapes to be seen in the plots. In the liquid phase at temperatures below 360 K, the datasets of Kleemiss (1997), Magee and Haynes (2000) , and Magee (2002) are represented on average to within 0.03%. The equation represents the data of Widiatmo et al. (1993) , Piao et al. (1996 ), Perkins (2002 and Weber and Defibaugh (1994) with average deviations of 0.1%. Comparisons with the data of Richon (1997, 1999) show slightly higher deviations (about 0.17%).
The data of (disagreeing with other data in the same region and composition), but the average differences fall to 0.08% at higher temperatures.
The scatter between various experimental datasets is much higher in the vapor region than in the liquid. Several sets shows deviations between 0.02% and 0.18% on average from the equation, these being the data of Kleemiss (0.02%), Kiyoura et al. (1996) , Sato et al. (1996) , Weber and Defibaugh (1994) , and Zhang et al. (1996) . Differences are greater for other datasets.
Above 360 K, deviations in the area near the critical region and at even higher temperatures tend to increase, with the maximum errors in the datasets of Kiyoura et al. (1996) and Sato et al. (1996) the data of Oguchi et al. (1995) and Widiatmo et al. ( , 1997 show average deviations of 0.1%. Above 330 K, in the area around the critical region, the scatter in the data and the deviations from the equation increase substantially. Deviations between the equation and the data of Oguchi et al. (1995 Oguchi et al. ( , 1999 , Sato et al. (1994) , and Weber and Defibaugh (1994) are around 0.3%, with systematic differences of values from the equation with the data.
Comparisons to VLE data (see Figure 4) for the R-32/134a system show nearly the same trends as the R-32/125 system. In a similar fashion, eliminating the extraneous data points outside the main group of data, VLE data are generally represented with an AAD of 0.6%. All of the datasets appear to be of similar quality. Average differences are 0.38%, 0.41%, 0.50%, and 0.57% for the datasets of Takagi et al. (1999) , Piao et al. (1996) , Kim and Park (1999) , and Chung and Kim (1997) , respectively. For those datasets which reported both liquid and vapor composition, differences in the dew point composition are generally around 0.006 mole fraction.
The R-125/134a, R-125/143a, R-134a/143a, and R-134a/152a Systems Comparisons of calculated densities to the experimental data for the R-125/134a binary mixture are shown in Figure 5 . The data of Kleemiss (1997) and of Magee and Haynes (2000) are represented on average to within 0.07%. Below 360 K, the average representation is 0.05%.
In the liquid phase at 240 K, there is a systematic offset of 0.06% compared to the data of Kleemiss. This offset decreases quickly with increasing temperature. In the vapor phase, the average absolute deviation of the equation from the data of Widiatmo et al. (1997) is 0.09%. At the highest temperatures above the critical point, differences from the data of Kleemiss increase to a maximum of 0.26% at pressures around the critical pressure. Similar trends are found in the JSRAE model at the high temperatures, but with a maximum deviation of 0.20%.
Comparisons of experimental density data to the R-125/143a binary mixture are shown in Figure 6 . Differences between the equation and the data of Kleemiss (1997) and of Magee and
Haynes (2000) are around 0.06%. Below 360 K, differences fall (on average) to 0.03% for these two datasets. In the vapor phase, comparisons with the data of Widiatmo et al. (1994), Weber and Defibaugh (1994) and Zhang et al. (1998) show differences of 0.17%.
Comparisons for the R-134a/143a system are shown in Figure 7 . Below 360 K, comparisons with the equation show differences (on average) of 0.03% in the liquid and vapor phases. In the vapor phase, comparisons with the data of , Weber and Defibaugh (1994) and Zhang et al. (1998) show differences of 0.17%. Above 360 K, the differences increase at pressures near the critical pressure of the mixture, but decrease to low levels at lower and higher pressures. Similar comments can be made about the R-134a/152a
system (see Figure 8) ; differences below 360 K, as well as at conditions above 360 K away from the critical pressure of the mixture are about 0.06%. As the critical region is approached, differences increase up to 0.5%. Although there are few publications of measurements for this system, it was covered in detail by Tillner-Roth (1993) for a wide range of temperature and pressure, for several compositions (0.25, 0.50, and 0.75 mole fraction). These data are well represented by the model reported here.
The comparisons to VLE data for the R-125/134a, R-125/143a, and R-134a/143a binary mixtures (see Figure 9 ) are very similar to those described above for the R-32/125 and R-32/134a
systems. The average absolute deviation for each system is approximately 0.5% in bubble point pressure. Comparisons with the dew point compositions are similar to those for the other systems previously described. The R-134a/152a system shows similar trends above 270 K, but at lower temperatures, there appears to be a systematic offset of calculated bubble point pressures compared to the data of Defibaugh and Morrison (1995) and Kleiber (1994) , with a maximum difference of 2.4% in pressure for both of these datasets.
The Ternary Mixtures
The R-32/125/134a system is unique from a modeling standpoint since it combines the three mixture equations (the individual equations for R-32/125 and R-32/134a, and the generalized equation for R-125/134a). No addition parameters were required to model the ternary mixture, although slight systematic offsets are seen in several locations. Comparisons of the combined mixture model for this ternary mixture are shown in Figure 10 . In the liquid region below 360 K, the equations represent the data of Magee (2000), Kleemiss (1997) , and with an average deviation of 0.06%. At temperatures near 260 K, systematic offsets of 0.04% and 0.08% are seen for the datasets of Kleemiss and Magee, respectively. In the vapor region (below 360 K), differences are about 0.06% for the data of
Kleemiss, but increase to 0.5% for the data of Benmansour and Richon and of Piao et al. (1996) .
Above 360 K, differences continue to increase, with maximum deviations of 0.5% for the data of Kleemiss and higher for other datasets. The scatter among various authors is greater than 0.5% in density near the critical region as expected. Figure 11 illustrates comparisons of VLE data for the R-32/125/134a ternary mixtures.
Bubble point pressures are represented on average to within 0.7% and dew point composition differences are within 0.005 mole fraction of R-32. Comparisons to the data of Nagel and Bier (1995) show deviations of 0.26% and those with Piao et al. (1996) show deviations of 0.66%.
Although the ternary mixture R-125/134a/143a has no additional fitted parameters, the properties of this system are represented with accuracies similar to those of the binary mixtures.
The experimental data of Kleemiss (1997) are represented on average by differences of 0.03%.
Small systematic differences are evident in the comparisons given in Figure 12 , such as the offset of 0.05% at 300 K. Trends above 360 K in the critical region are similar to those described for the binary mixtures above. Figure 11 also includes comparisons of VLE data for the R-125/134a/143a ternary mixture. There are very few saturation data for the this mixture, but the data of Nagel and Beir (1995) and those of Kleemiss (1997) are in agreement within about 1% in bubble point pressure, with an AAD of 0.35%.
Other thermodynamic properties
The isochoric heat capacity has been measured by Magee (2002) for four of the binary mixtures: R-32/125, R-32/134a, R-125/134a, and R-125/143a. Figure 13 shows comparisons of values calculated from the model to these data. In addition, comparisons to the experimental data for the R-32/125/134a ternary mixture are shown in Figure 14 . In general, the mixture model represents the data with an average absolute deviation between 0.3 and 0.5% for the binary mixtures, and 0.3% for the ternary mixture. There is very little systematic behavior in the deviations for the systems studied, and the model represents the data to within their experimental uncertainty.
Comparisons to the saturated liquid isobaric heat capacity data of Gunther and Steimle (1996) for the seven mixtures which they studied show very comparable deviations, with differences generally less than 1% for most of the mixtures except near the lowest temperatures (200 K) and near the critical region (where c p tends to increase rapidly with increasing temperature). The R-134a/152a system is the only exception, with deviations of less than 1% at the highest temperatures, but with steadily increasing deviations at lower temperatures, with a maximum of 5% at 200 K. This is the only system with vapor measurements, and the model represents these data (Türk et al., 1996) with an average absolute deviation of 0.37%.
Speed of sound measurements in the vapor phase for the R-32/125, R-32/134a, R-125/134a, R-125/143a, and R-32/125/134a mixtures were given by Hozumi (1996) , Hurley et al. (1997) , and Ichikawa et al. (1998) . Comparisons of the model to these data are shown in Figure 15 for the binary mixtures and Figure 16 for the ternary mixture. The average absolute deviations for these systems range between 0.01 and 0.04% in the speed of sound. In the liquid phase of the R-134a/152a system, the mixture model represents the speed of sound measurements of Beliajeva et al. (1999) and Grebenkov et al. (1994) within an average absolute deviation of about 0.3% as shown in Figure 17 .
Accuracy Assessment
Based on comparisons to experimental data, the equation is generally accurate to 0.1% in density, 0.5% in heat capacity and speed of sound, and 0.5% for calculated bubble point pressures. The model is valid from 200 to 450 K up to 60 MPa as verified by experimental data.
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