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Abstract
We revisit Sapozhenko’s classic proof on the asymptotics of the number of in-
dependent sets in the discrete hypercube {0, 1}d and Galvin’s follow-up work on
weighted independent sets. We combine Sapozhenko’s graph container methods
with the cluster expansion and abstract polymer models, two tools from statisti-
cal physics, to obtain considerably sharper asymptotics and detailed probabilistic
information about the typical structure of (weighted) independent sets in the hy-
percube. These results refine those of Korshunov and Sapozhenko and Galvin, and
answer several questions of Galvin.
1 Introduction
Let Qd denote the discrete hypercube of dimension d: the graph with vertex set {0, 1}d
with edges between vectors that differ in exactly one coordinate. An independent set
in a graph G is a set of vertices that induce no edges. Let i(G) denote the number of
independent sets of G.
Korshunov and Sapozhenko proved the following result on the number of indepen-
dent sets of the hypercube.
Theorem 1 (Korshunov and Sapozhenko [17]).
i(Qd) = (1 + o(1)) · 2
√
e · 22d−1
as d→∞.
A beautiful and influential proof of Theorem 1 was later given by Sapozhenko in [22].
See [8] for an exposition of this proof.
One of our main results in this paper will be to reinterpret Sapozhenko’s proof
in terms of the cluster expansion from statistical physics. This allows us to compute
additional terms in the asymptotic expansion of i(Qd) among other things. For instance,
we can compute the asymptotics to the third order in 2−d.
∗University of Oxford, jenssen@maths.ox.ac.uk.
†University of Illinois at Chicago, math@willperkins.org.
1
Theorem 2.
i(Qd) = 2
√
e · 22d−1
(
1 +
3d2 − 3d− 2
8 · 2d +
243d4 − 646d3 − 33d2 + 436d+ 76
384 · 22d +O
(
d6 · 2−3d))
as d→∞.
More generally, we give a formula and an algorithm for computing the asymptotics
to arbitrary order in 2−d.
Theorem 1 (along with Sapozhenko’s techniques) provided the first glimpse of a rich
landscape of phenomena concerning independent sets in Qd. To describe the phenomena
we take the perspective of statistical physics. The independence polynomial of the
hypercube is
Z(λ) =
∑
I∈I(Qd)
λ|I| ,
where I(Qd) is the set of all independent sets of Qd. In particular, Z(1) = i(Qd). The
independence polynomial is the partition function of the hard-core model from statis-
tical physics: a probability distribution on independent sets weighted by the fugacity
parameter λ. This distribution is defined by
µ(I) =
λ|I|
Z(λ)
.
The hard-core model (or hard-core lattice gas) is a simple model of a gas, and in
statistical physics it is most commonly studied on the integer lattice Zd. As is common
in the literature, we will refer to vertices contained in an independent set drawn from
the hard-core model as ‘occupied’.
Let E ⊂ V (Qd) be the set of ‘even’ vertices of the hypercube whose coordinates
sum to an even number and let O ⊂ V (Qd) be the ‘odd’ vertices whose coordinates
sum to an odd number. We note that Qd is a bipartite graph with bipartition (E ,O).
Kahn [15] showed that for constant λ, typical independent sets drawn from µ contain
either mostly even vertices or mostly odd vertices, and thus the hard-core model on Qd
exhibits a kind of ‘phase coexistence’ in the language of statistical physics.
By generalizing Sapozhenko’s techniques, Galvin [7] was able to describe the typical
structure of independent sets drawn from µ in greater detail and for a wider range of
parameters λ. We need two definitions to describe these results.
Definition 3. For an independent set I ∈ I(Qd), we say E is the minority side of the
bipartition if |E ∩ I| < |O∩ I| and the majority side otherwise. If E is the minority side,
then O is the majority side and vice versa.
Definition 4. A set S ⊂ E (or O), is 2-linked if the subgraph of Qd induced by the
vertex set S ∪N(S) is connected; in other words, S is connected in the graph Q2d (the
square of the graph Qd).
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Galvin showed that for the hard-core model on Qd at fugacity λ = 1 + s/d with
s constant, the number of occupied vertices on the minority side is asymptotically
distributed as a Poisson random variable with mean e−s/2/2 and with high probability
(whp) all 2-linked components of occupied vertices on the minority side are of size 1 [7,
Theorem 1.4]. He conjectured that there is in fact a series of thresholds at which 2-
linked components of size t emerge in a Poisson fashion and asked as an open problem
for the distribution of occupied 2-linked components of size t on the minority side for
all t.
Here we prove his conjecture and answer his question in a strong form, essentially
determining the asymptotic joint distribution of the number of 2-linked occupied com-
ponents of all sizes on the minority side.
Theorem 5. The threshold for the emergence of a 2-linked occupied component of size
t on the minority side of the hard-core model on Qd is
λ∗t = 2
1/t − 1 + 2
1+1/t(t− 1) log d
td
+
s
d
.
In particular,
• if s→∞ then whp there are no components of size t;
• if s→ −∞ then whp there are components of size t;
• if s is constant then the distribution of the number of 2-linked occupied components
of size t on the minority side converges to a Poisson distribution with mean
e−st2
−1/t
22−2/t−t(21/t − 1)t
∑
|Aut (T)|−1
where the sum is over all trees T on t vertices and Aut(T ) denotes the automor-
phism group of the tree T .
In fact we prove much more detailed probabilistic results. Define the defect type of
a 2-linked component S of E or O to be the isomorphism class of the induced subgraph
Q2d[S]. In particular there is a unique defect type of size 1 (an isolated vertex), a unique
defect type of size 2 (two vertices at distance 2 in Qd), but two defect types of size 3:
3 vertices whose distance-2 graph forms a clique and 3 vertices whose distance-2 graph
forms a path. For a given defect type T , let XT be the random variable that counts the
number of 2-linked occupied components of type T on the minority side in the hard-core
model on Qd. Let mT = EXT and σ
2
T = var(XT ).
We determine the limiting distribution of the number of each type of defect and
show that the number of defects of different types are asymptotically independent.
Theorem 6. There is a constant C0 > 0 such that if λ ≥ C0 log d/d1/3 and T is a
defect type then the following holds. If T and λ are such that mT → ρ as d → ∞ for
some constant ρ > 0, then
XT ⇒ Pois(ρ) ,
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where ‘⇒’ denotes convergence in distribution. If T and λ are such that mT → ∞ as
d→∞, then
X˜T =
XT −mT
σT
⇒ N(0, 1) .
Moreover, suppose we have two finite sets of defect types T1,T2 so that for each T ∈ T1,
there exists ρT > 0 so that mT → ρT , and for each T ∈ T2, mT → ∞. Then the
collection of random variables {XT }T∈T1 ∪ {X˜T }T∈T2 converges in distribution to a
collection of independent Poisson and standard normal random variables.
We remark that the condition that λ ≥ C0 log d/d1/3 is a technical requirement of a
container lemma due to Galvin which is a key ingredient in our proofs (see Lemma 11
below). We expect that Theorem 6 in fact extends to the range λ > (1 + Ω(1)) log d/d.
There is a close connection between computing accurate estimates of the partition
function and deriving probabilistic information about the hard-core model. As a key
step in proving his probabilistic results, Galvin gave a significant generalization of The-
orem 1 to counting weighted independent sets in the hypercube; that is, computing the
asymptotics of Z(λ) for general λ.
Theorem 7 (Galvin [7]). For λ ≥ √2− 1 + (
√
2+Ω(1)) log d
d ,
Z(λ) = (2 + o(1)) · exp
[
λ
2
(
2
1 + λ
)d]
· (1 + λ)2d−1 . (1)
Moreover, there is a constant C0 > 0 so that for λ ≥ C0 log d/d1/3,
Z(λ) = 2(1 + λ)2
d−1 · exp
(
λ
2
(
2
1 + λ
)d
(1 + o(1))
)
. (2)
The formula (1) generalizes Theorem 1, and determines the asymptotics of Z(λ) for
λ >
√
2−1, while the formula (2) finds the asymptotics of logZ(λ) for λ = Ω(log d/d1/3).
Our techniques based on the cluster expansion will allow us to sharpen Theorem 7
considerably: we find a formula that can be used not only to determine the asymptotics
of Z(λ) for all constant λ but also to give an expansion of logZ(λ) to arbitrary order
in 2−d.
To write the formula we need some notation that comes from polymer models in the
statistical mechanics of lattice systems [18]. Before we introduce these notions formally,
we describe some of the intuition underlying the proof of Theorem 2 and the results to
come. An immediate lower bound on Z(λ) of 2(1+λ)2
d−1 − 1 comes by considering the
contribution from independent sets which lie entirely in one side of the bipartition of
Qd. We call the collection of independent sets which lie entirely in E (or O) the even
(odd) ground state. Taking λ = 1, for example, there is a constant factor gap between
this trivial lower bound i(Qd) ≥ 2 · 22d−1 − 1 and the correct asymptotics of Theorem 1.
Therefore a constant proportion of independent sets do not belong to a ground state.
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However, almost all independent sets are very close to a ground state independent set.
Thus it is natural to describe independent sets in terms of their deviations from a ground
state: given a subset X ⊆ E , let p(X) denote the probability that an independent set I
chosen according to µ satisfies I∩E = X. When X is small, we think of it as a deviation
from the odd ground state and note that the relative ‘cost’ of such a deviation is
p(X)
p(∅) =
λ|X|
(1 + λ)|N(X)|
. (3)
We denote this cost, or weight, of a deviation X by w(X). Crucially, the weight w(X)
factorizes over the 2-linked components of X, and so we define an even polymer to be
any 2-linked subset of E , and define its weight by (3). We define odd polymers similarly.
The language of polymer models allows us to relate the partition function Z(λ) to
the partition function of a (multivariate) hard-core model on an auxiliary graph whose
vertices are polymers and each polymer S has its associated weight w(S) as its fugacity.
A key feature of this transformation is that while at large λ an independent set drawn
from µQd,λ is typically very structured, the corresponding deviations on the minority
side are typically unstructured and behave almost independently. Using the cluster
expansion, we are then able to extract almost complete probabilistic information from
our model. In particular it allows us to precisely quantify the contribution to Z(λ) from
small deviations, and allows us to compute logZ(λ) to essentially arbitrary accuracy.
The cluster expansion is a powerful and classical tool in the rigorous study of statis-
tical mechanics. In our context, it is the multivariate Taylor expansion of the logarithm
of the partition function of our auxiliary hard-core model. Studying this infinite series
naturally leads to the question of convergence. Verifying the convergence of the cluster
expansion amounts to showing that the number of polymers of a given weight is not
too large. This is where the container method of Sapozhenko comes in. In fact, all of
the ingredients needed to show that this polymer model has a convergent cluster expan-
sion are already present in Sapozhenko’s work and Galvin’s extensions. In some sense
Sapozhenko rediscovered the concept of a polymer model and computed the smallest
order terms of the cluster expansion by hand. Certainly the intuition behind the specific
polymer model is clear in his work.
We now venture to make some of the above mentioned notions more concrete. Recall
that an even/odd polymer is a 2-linked subset of E/O respectively. The size of a polymer
S, |S|, is the number of vertices in S. Since Qd exhibits symmetry between E and O
we will restrict our attention to even polymers. We say two even polymers S1, S2 are
compatible if dG(S1, S2) > 2; that is if S1 ∪ S2 is not 2-linked. Otherwise S1 and S2 are
incompatible (and note that each polymer is incompatible with itself). For a tuple Γ of
even polymers, the incompatibility graph, H(Γ), is the graph with vertex set Γ and an
edge between any two incompatible polymers. An even cluster Γ is an ordered tuple of
even polymers so that H(Γ) is connected. The size of a cluster Γ is |Γ| =∑S∈Γ |S|. Let
C be the set of all even clusters and Ck the set of all even clusters of size k.
Recall that for a polymer S, we define its weight to be w(S) = λ|S|(1 + λ)−|N(S)| .
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For a cluster Γ we define
w(Γ) = φ(H(Γ))
∏
S∈Γ
w(S) ,
where φ(H) is the Ursell function of a graph H, defined by
φ(H) =
1
|V (H)|!
∑
A⊂E(H)
spanning, connected
(−1)|A| . (4)
Finally for k ≥ 1 we define
Lk =
∑
Γ∈Ck
w(Γ) .
Note that by symmetry Lk would be identical if we had considered odd polymers and
odd clusters instead.
We can now state our formula for Z(λ).
Theorem 8. Suppose λ ≥ C0 log d/d1/3 and λ is bounded as d→∞. Then for all fixed
k ≥ 1,
Z(λ) = 2(1 + λ)2
d−1 · exp

 k∑
j=1
Lj + εk


where for each fixed k, |εk| = O
(
2dλk+1d2k
(1+λ)d(k+1)
)
as d→∞. Moreover, Lk can be computed
in time eO(k log k).
In fact, it is not essential that λ remain bounded as d→∞: a similar formula holds
for all values of λ with an addition of exp(−2d/d4) to εk, but for simplicity here we
focus on the more interesting cases when λ is bounded or tends to 0.
As a quick check, note that at λ = 1, L1 = 1/2 since there are 2
d−1 polymers of size
1 and each has weight 2−d, and so Theorem 8 implies that i(Qd) = 2 · 22d−1e1/2+o(1),
recovering Theorem 1.
More generally, Theorem 8 extends Theorem 7. For instance, we can give a closed-
form formula for the asymptotics of Z(λ) for any constant λ.
Corollary 9. For any fixed t ≥ 1 and for λ ≥ 21/t − 1 + 21+1/t(t−1) log dtd + ω(1)d ,
Z(λ) = (2 + o(1))22
d−1
exp

t−1∑
j=1
Lj

 . (5)
For example, if λ ≥ 21/3 − 1 + 27/3 log d3d + ω(1)d , then
Z(λ) = (2 + o(1)) · exp
[
λ
2
(
2
1 + λ
)d(
1 +
(2λ2 + λ3)d(d− 1)− 2
4(1 + λ)d
)]
(1 + λ)2
d−1
.(6)
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We find it rather remarkable how well the two tools from statistical physics, polymer
models and the cluster expansion, work with the graph container method, and we expect
many further applications of this combination of methods. See [21] for a survey of the
graph container method. In forthcoming work, Keevash and the first author [13] apply
this combination of methods to resolve conjectures of Galvin and Engbers [5] and Kahn
and Park [16] on the number of q-colorings of Qd. As a future research direction, we ask
whether these statistical physics tools can be used in conjunction with the method of
hypergraph containers [1, 23] to derive finer asymptotics and probabilistic information
in some of the many extremal combinatorics problems in which hypergraph containers
have been deployed.
The paper is organized as follows: We introduce abstract polymer models and the
cluster expansion in Section 2, and then specialize to the hypercube and prove Theo-
rem 8 in Section 3. We prove the probabilistic results of Theorems 5 and 6 in Section 4.
We explicitly compute L1, L2, and L3 and prove Theorem 2 in Section 5.
Related work
As Galvin remarked in [7], only a few properties of the hypercube Qd are needed in
deriving Theorem 7; the same is true for Theorems 6 and 8. The essential properties
are that the graph be bipartite and that some isoperimetric estimates hold (of the form
of Lemma 12 below). In fact, using an approach to approximate counting based on
the cluster expansion [12, 14], one could obtain efficient algorithms to approximate the
partition function ZG(λ) and to sample from the hard-core model for a class of graphs
with these properties. The polymer models used in [14, 20, 3] to sample from the hard-
core model on random regular bipartite graphs are very similar to the ones used here.
For a similar class of bipartite graphs Galvin and Tetali [10] showed that the Glauber
dynamics Markov chain for sampling from the hard-core model exhibits slow mixing;
that proof is also based on extending the ideas of Sapozhenko.
2 Polymer models and the cluster expansion
Here we introduce the main tools we will use, abstract polymer models [11, 18] and the
cluster expansion, both tools from statistical physics that have been used extensively
to study phase diagrams of lattice spin models. We have already encountered the
terms ‘polymer’ and ‘cluster’ in the previous section. Indeed, the polymers from the
introduction are concrete examples of a more general notion which we introduce now.
Let P be a finite set whose elements we call ‘polymers’. We equip P with a complex-
valued weight w(S) for each polymer S as well as a symmetric and reflexive incompatibil-
ity relation between polymers. We write S ≁ S′ if polymers S and S′ are incompatible.
Let Ω be the collection of pairwise compatible sets of polymers from P, including the
empty set of polymers. Then the polymer model partition function is
Ξ(P) =
∑
Γ∈Ω
∏
S∈Γ
w(S) ,
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where the contribution from the empty set is 1.
A cluster is an ordered tuple of polymers whose incompatibility graph H(Γ) is
connected. Let C be the set of all clusters. The cluster expansion is the formal power
series in the weights w(S)
log Ξ(P) =
∑
Γ∈C
w(Γ) ,
where
w(Γ) = φ(H(Γ))
∏
S∈Γ
w(S) ,
and φ(H) is the Ursell function as defined in (4). In fact the cluster expansion is
simply the multivariate Taylor series for log Ξ(P) in the variables w(S), as observed by
Dobrushin [4]. See also Scott and Sokal [24] for a derivation of the cluster expansion
and much more.
A sufficient condition for the convergence of the cluster expansion is given by a
theorem of Kotecky´ and Preiss.
Theorem 10 ([18]). Let f : P → [0,∞) and g : P → [0,∞) be two functions. Suppose
that for all polymers S ∈ P,∑
S′≁S
|w(S′)|ef(S′)+g(S′) ≤ f(S) , (7)
then the cluster expansion converges absolutely. Moreover, if we let g(Γ) =
∑
S∈Γ g(S)
and write Γ ≁ S if there exists S′ ∈ Γ so that S ≁ S′, then for all polymers S,∑
Γ∈C
Γ≁S
|w(Γ)| eg(Γ) ≤ f(S) . (8)
As a preview of one of the applications of the above theorem, we remark that (8)
can be used to give tail bounds on the cluster expansion. This will allow us to show
that certain truncations of the cluster expansion serve as good approximations to the
logarithm of the partition function.
3 Polymers in the hypercube
We now return to our specific setting with polymers derived from the hard-core model
on Qd. These polymers will essentially be the same as those defined in Section 1. Here
we will study the cluster expansion of this polymer model in depth.
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3.1 Preliminaries
We begin with some notation and lemmas from [7].
For a set A ⊆ E (and analogously for A ⊆ O), let |A| denote the number of vertices
of A, N(A) be the set of neighbors of A, and ‖A‖ = |{v ∈ E : N(v) ⊆ N(A)}|. Clearly
‖A‖ ≥ |A|. Let G(a, b) = {A ⊆ E : A 2-linked, ‖A‖ = a, |N(A)| = b}.
The following lemma of Galvin is based on the graph container method of Sapozhenko [22].
This is a key technical ingredient in [22, 7] and in the results of this paper.
Lemma 11 ([7]). There exist constants C0, C1 > 0, so that for all λ ≥ C0 log d/d1/3,
all a ≤ 2d−2, and all v ∈ E,
∑
A∈G(a,b)
A∋v
λ|A|
(1 + λ)b
≤ d exp
(
−C1(b− a) log d
d2/3
)
.
In what follows, we will always assume that λ ≥ C0 log d/d1/3 to allow us to apply
Lemma 11.
We will also use the following isoperimetric estimates, which come from [6, 17] but
can also be found in [7].
Lemma 12. Suppose S ⊆ E (or S ⊆ O). Then
1. If |S| ≤ d/10, then |N(S)| ≥ d|S| − 2|S|2.
2. If |S| ≤ d4, then |N(S)| ≥ d|S|/10.
3. If |S| ≤ 2d−2, then |N(S)| ≥
(
1 + 1
2
√
d
)
|S|.
We also make use of the following, from, e.g. [9].
Lemma 13. The number of 2-linked subsets S ⊂ E of size t which contain a given
vertex v is at most (ed2)t−1.
3.2 The defect polymer model
We begin by fixing a side of the bipartition which we call the defect side. Let us suppose
this side is E (the case where O is the defect side will be identical).
We define a polymer to be a 2-linked subset S of the defect side in Qd so that
‖S‖ ≤ 2d−2. Let P be the set of all such polymers (we will make use of a subscript, as
in PE or PO, if we want to indicate which is the defect side). Two polymers S, S′ are
compatible if S ∪ S′ is not 2-linked. Let Ω be the set of all pairwise compatible sets of
polymers from P. The weight functions are defined as
w(S) =
λ|S|
(1 + λ)|N(S)|
.
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Let Ξ = Ξ(P) denote the resulting polymer model partition function (and note that by
symmetry Ξ is the same regardless of the defect side).
The partition function Ξ is the normalizing constant of a probability distribution ν
on Ω defined by
ν(Γ) =
∏
S∈Γw(S)
Ξ(P) .
Using ν we can define a probability measure µˆ on I(Qd) as follows:
1. With probability 1/2 choose D = E or D = O to be the defect side.
2. Choose a polymer configuration Γ ∈ ΩD from ν and assign all vertices of ∪S∈ΓS
to be occupied on the defect side D.
3. For each vertex v on the non-defect side that is not blocked by an occupied vertex
on the defect side, include v in the independent set independently with probability
λ
1+λ .
The resulting distribution µˆ is not exactly the hard-core model µ on Qd, but we will
show that the two distributions are very close in total variation distance. Moreover,
we will show that a scaling of the partition function Ξ is a very good approximation
of the hard-core partition function Z(λ). Note that the defect side need not be the
minority side: in step 3 we may choose no vertices to be occupied opposite the defect
side. Nevertheless, we will show below that with very high probability the defect side
is in fact the minority side of an independent set sampled according to µˆ (Lemma 17
below).
Lemma 14. We have∣∣∣logZ(λ)− log [2(1 + λ)2d−1Ξ]∣∣∣ = O (exp(−2d/d4)) . (9)
Moreover,
‖µˆ− µ‖TV ≤ 2 exp(−2d/d4) .
We will prove Lemma 14 after showing that the polymer model satisfies the Kotecky´–
Preiss condition. Lemma 14 allows us to work with Ξ and ν to prove Theorems 6
and 8. In particular, to prove Theorem 8 we will approximate Ξ by truncating the
cluster expansion for log Ξ and exponentiating. To prove Theorem 6 we will prove
the probabilistic statements for polymer configurations sampled from ν and then use
Lemmas 14 and 17 to transfer these results to results about the minority side of an
independent set drawn from µ.
We define the truncated cluster expansion of log Ξ as
Tk =
∑
Γ∈C:
|Γ|<k
w(Γ) .
We now show that condition (7) holds for the defect polymer model with appropriate
choices of functions f(·) and g(·), and thus Tk gives a good approximation to log Ξ.
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Lemma 15. For integers d, k ≥ 1, let
γ(d, k) =


log(1 + λ)(dk − 3k2)− 7k log d if k ≤ d10
d log(1+λ)k
20 if
d
10 < k ≤ d4
k
d3/2
if k > d4 .
Then ∑
Γ∈C
|Γ|≥k
|w(Γ)| ≤ d−3/22d−1e−γ(d,k) , (10)
In particular, for k fixed as d→∞,
|Tk − log Ξ| ≤ d7k−3/22d(1 + λ)−dk+3k2 . (11)
Proof. Let g : P → [0,∞) be defined by g(S) = γ(d, |S|) and define f : P → [0,∞) by
f(S) = |S|/d3/2. We will show that the Kotecky´–Preiss condition (7) holds. That is,
for every S ∈ P, ∑
S′≁S
w(S′)ed
−3/2|S′|+g(S′) ≤ |S|/d3/2 . (12)
To prove this we will show that for all v ∈ E ,∑
S∋v
w(S)ed
−3/2 |S|+g(S) ≤ 1
d5/2
,
and this will suffice since S′ ≁ S if and only if S′ ∋ v for some v ∈ N2(S) and
|N2(S)| ≤ d2|S|. We will break up the sum according to the different cases of γ(d, k).
First we sum over S with |S| ≤ d10 . We use the fact that for such S, |N(S)| ≥
d|S| − 2|S|2 by Lemma 12, and that there are at most exp(3k log d) 2-linked sets S of
size k that contain a fixed vertex v by Lemma 13.
∑
S∋v
|S|≤ d
10
w(S)ef(S)+g(S) ≤
d/10∑
k=1
e3k log d
λk
(1 + λ)dk−2k2
ekd
−3/2+log(1+λ)(dk−3k2)−7k log d
≤
∑
k≥1
exp
(
3k log d+ k log λ+ kd−3/2 − k2 log(1 + λ)− 7k log d
)
≤
∑
k≥1
exp
(
−4k log d+ kd−3/2
)
which is at most 1
3d5/2
for d large enough.
We next sum over S with d10 < |S| ≤ d4. We use the fact that for such S, |N(S)| ≥
d|S|/10 by Lemma 12.
∑
S∋v
d/10<|S|≤d4
w(S)ef(S)+g(S) ≤
d4∑
k=d/10
e3k log d
λk
(1 + λ)dk/10
ekd
−3/2+dk log(1+λ)/20
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=d4∑
k=d/10
exp
(
k
(
d−3/2 + log λ+ 3 log d− d log(1 + λ)
20
))
,
and so if λ ≥ C0 log d/d and d is large enough, then this sum is at most 13d5/2 .
Now turning to S with d4 < |S| ≤ 2d−2, we have that |N(S)| ≥ |S|(1 + 1/(2√d)),
and so
∑
S∋v
d4<|S|≤2d−2
w(S)ef(S)+g(S) =
∑
d4<a≤2d−2
(1+1/(2
√
d))a≤b≤2d−1
∑
S∋v
‖S‖=a,|N(S)|=b
λ|S|
(1 + λ)b
e2|S|d
−3/2
≤
∑
d4<a≤2d−2
(1+1/(2
√
d))a≤b≤2d−1
e2ad
−3/2
∑
S∋v
‖S‖=a,|N(S)|=b
λ|S|
(1 + λ)b
≤
∑
a>d4
b≥(1+1/(2
√
d))a
e2ad
−3/2
d exp
(
−C1(b− a) log d
d2/3
)
,
where the last inequality comes from applying Lemma 11. In the sum, we have (b−a) ≥
a/(2
√
d) and a > d4, and so
2a
d3/2
+ log d− C1(b− a) log d
d2/3
≤ −ad−7/6
for large enough d, and so∑
S∋v
d4<|S|≤2d−2
w(S)ef(S)+g(S) ≤
∑
d4<a≤2d−2
(1+1/(2
√
d))a≤b≤2d−1
exp(−ad−7/6)
≤ 2d
∑
a>d4
exp(−ad−7/6)
≤ 1
3d5/2
for d large enough. Putting the three bounds together gives (12).
To prove the lemma we now apply Theorem 10, applying (8) for the polymer S
containing the single vertex v to obtain:∑
Γ∈C,Γ≁v
|w(Γ)|eg(Γ) ≤ d−3/2 .
Summing over all v gives ∑
Γ∈C
|w(Γ)|eg(Γ) ≤ 2d−1d−3/2 . (13)
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Since γ(d, k)/k is non-increasing in k, we have g(Γ) ≥ γ(d, |Γ|), and then keeping only
terms in the previous inequality corresponding to clusters of size at least k, we have∑
Γ∈C
|Γ|≥k
|w(Γ)| ≤ d−3/22d−1e−γ(d,k)
as desired.
The Kotecky´–Preiss condition also allows us to prove a simple large deviation result
for the total size of all polymers in a random polymer configuration drawn from ν.
Suppose X is a random variable whose moment generating function EetX is defined
for t in a neighborhood of 0. We will make extensive use of the cumulant generating
function of X, defined as
ht(X) = logEe
tX ,
that is, the logarithm of the moment generating function.
Lemma 16. Let Γ be a random configuration drawn from the distribution ν. Then with
probability at least 1− exp(−2d/d4), we have
|Γ| ≤ 2d/d2 .
Proof. We introduce an auxiliary polymer model with modified polymer weights:
w˜(S) = w(S)e|S|d
−3/2
.
Let Ξ˜ be the associated polymer model partition function. Then log Ξ˜− log Ξ = ht(|Γ|)
at t = d−3/2 where Γ is a random polymer configuration from the original polymer
model.
In the proof of Lemma 15, all of the estimates hold if we were to replace f(S) =
|S|/d3/2 by f˜(S) = 2|S|/d3/2. Therefore the proof shows that the Kotecky´–Preiss
condition holds for the polymer weights w˜(S), and the functions f(S), g(S) as above.
Applying (8) and summing over all polymers of size 1 gives
log Ξ˜ ≤
∑
Γ∈C
|w˜(Γ)|
≤ 2d−1d−3/2e−γ(d,1)
≤ 2d−1d11/2(1 + λ)3−d .
Then since Ξ ≥ 1, we have
hd−3/2(|Γ|) ≤ log Ξ˜
≤ 2d−1d11/2(1 + λ)3−d .
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By Markov’s inequality we have
Pr[|Γ| > 2d/d2] ≤ e−t2d/d2Eet|Γ| ,
and setting t = d−3/2 gives
Pr[|Γ| > 2d/d2] ≤ exp
[
− 2
d
d7/2
+
d11/22d−1
(1 + λ)d−3
]
≤ exp(−2d/d4)
for large enough d since for λ ≥ C0 log d/d1/3, (1 + λ)d grows faster than any fixed
polynomial in d.
This large deviation bound allows us to show that with very high probability over
an independent set drawn from µˆ, the defect side is the minority side.
Lemma 17. With probability at least 1− 2 exp(−2d/d4) over the random independent
set I drawn from µˆ, the minority side of the bipartition is the defect side.
Proof. Let D andM denote the defect and minority side respectively selected under µˆ.
By Lemma 16 we have
Pr[M 6= D] ≤ Pr[M 6= D | |Γ| ≤ 2d/d2] + exp(−2d/d4) .
Conditioned on any choice of Γ for which |Γ| ≤ 2d/d2, the size of the intersection of I
with the non-defect side has a Bin(N,λ/(1+λ)) distribution for some N ≥ (1−2/d)2d−1 .
By the Chernoff bound, the probability that the size of this intersection is ≤ 2d/d2 is
at most exp(−2d/d1/3). The result follows.
Now we can prove Lemma 14.
Proof of Lemma 14. We say an independent set I is captured by the odd polymer model
if every 2-linked component S of O∩I has ‖S‖ ≤ 2d−2 and captured by the even polymer
model if every 2-linked component S of E ∩ I has ‖S‖ ≤ 2d−2. If we view 2(1 + λ)2d−1Ξ
as the sum of (1 + λ)2
d−1
Ξ for Ξ representing the odd polymer model and (1 + λ)2
d−1
Ξ
for Ξ representing the even polymer model, then each I that is captured by the odd
polymer model contributes λ|I| to the first summand and each I that is captured by the
even polymer model contributes λ|I| to the second summand.
Observe first that every I ∈ I(Qd) is captured by either the odd or the even polymer
model. For if not, then such I would contain a set S ⊂ O with ‖S‖ > 2d−2 and a set
S′ ⊂ E with ‖S′‖ > 2d−2. However this is impossible since then N(S) = N(‖S‖) > 2d−2,
so that N(S) ∩ ‖S′‖ 6= ∅ and so S ∩N(S′) = S ∩ N(‖S′‖) 6= ∅, contradicting the fact
that I is an independent set.
It remains to bound the contribution to 2(1+λ)2
d−1
Ξ from independent sets that are
counted twice. That is, bound
∑
I∈B λ
|I| where B denotes the collection of independent
sets that are captured by both the odd and even polymer models. However, any such
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independent set can be selected by µˆ conditioned on the event that M 6= D (using the
notation of Lemma 17). Letting I denote the independent set selected by µˆ we have by
Lemma 17 that
Pr[I ∈ B ∧M 6= D] =
∑
I∈B λ
|I|
2(1 + λ)2d−1Ξ
≤ 2 exp(−2d/d4) . (14)
All together this gives the inequalities
(1− 2 exp(−2d/d4))2(1 + λ)2d−1Ξ ≤ Z(λ) ≤ 2(1 + λ)2d−1Ξ ,
and so
log[2(1 + λ)2
d−1
Ξ]−O(exp(−2d/d4)) ≤ logZ(λ) ≤ log[2(1 + λ)2d−1Ξ] ,
which gives (9). Recall one formula for the total variation distance between discrete
probability measures:
‖µ− µˆ‖TV =
∑
I:µˆ(I)>µ(I)
µˆ(I)− µ(I) .
The total variation distance bound is then immediate from (14) as the only independent
sets that have higher probability under µˆ than µ are those that are counted twice.
Now we can prove Theorem 8.
Proof of Theorem 8. First we prove the estimate |Lr| = O
(
2dλrd2(r−1)
(1+λ)dr−r2
)
for r fixed. Let
Γ be a cluster with |Γ| = r. Since V (Γ) := ⋃S∈Γ S is a 2-linked set of size at most r,
there are O(2dd2(r−1)) possibilities for V (Γ) by Lemma 13. Given a set X ⊆ V (Qd)
of size at most r, there are at most a constant number of clusters Γ of size r such
that V (Γ) = X. It follows that the number of clusters of size r is O(2dd2(r−1)). By
Lemma 12, the weight of any cluster of size r is O(λr/(1+λ)dr−r
2
) (note that the Ursell
function of a cluster of size r is simply a constant). The claimed estimate on |Lr| follows.
Let k ≥ 1 be fixed. By (11) we have that
ε′k := |Tk+2 − log Ξ| ≤ d7(k+2)−3/22d(1 + λ)−d(k+2)+3(k+2)
2
and so
Ξ = exp


k+1∑
j=1
Lj + ε
′
k

 .
It follows from Lemma 14 that
Z(λ) = 2(1 + λ)2
d−1
exp


k∑
j=1
Lj + Lk+1 + ε
′
k +O(exp(−2d/d4))


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= 2(1 + λ)2
d−1
exp


k∑
j=1
Lj + εk

 ,
where |εk| = O
(
2dλk+1d2k
(1+λ)d(k+1)
)
(it is here we use that λ is bounded as d→∞).
Finally we show that Lk can be computed in time e
O(k log k). Let X be the family
of all 2-linked subsets of E of size at most k which contain the vertex 0 = (0, . . . , 0).
Given S ∈ X, we call a coordinate i active for S if xi = 1 for some x ∈ S. We note that
every S ∈ X has at most 2k active coordinates. For A ⊆ [d], we let XA denote the set
of elements in X whose set of active coordinates is precisely A.
For m ∈ [k], we will construct the list Lm of all the elements S ∈ X with |S| = m
and whose set of active coordinates are a subset of [2k]. We do so iteratively. Suppose
we have constructed the list Lm. For a vertex v ∈ V (Qd), and {i, j} ⊆ [d], let vij
denote the vertex of Qd obtained by flipping the ith and jth coordinate of v. For each
pair {i, j} ⊆ [2k], S ∈ Lm and v ∈ S, add S ∪ {vij} to the list Lm+1 if vij /∈ S. This
procedure generates the whole list Lm+1 and shows that |Lm+1| ≤ m
(2k
2
)|Lm| and so
|Lk| ≤ k!
(2k
2
)k
= eO(k log k). For m ∈ [k] and a ∈ [2k], let Lam denote the subset of Lm
consisting of those sets whose active coordinates are precisely [a]. Note that we can
generate the list Lam in time eO(k log k) by checking the elements of Lm one by one.
For a cluster Γ, we define the active coordinates of Γ to be the active coordinates
of the set V (Γ) =
⋃
S∈Γ S. For fixed a ∈ [2k] and m ∈ [k], we generate the list Gm,k,a
of all clusters of size k containing 0 with active coordinates [a] and |V (Γ)| = m. To
do this we run through each S ∈ Lam and create the list of clusters Γ of size k with
V (Γ) = S. We claim that this can be done in time eO(k log k). Recall that a cluster
of size k is an ordered set of polymers (γ1, . . . , γℓ) such that
∑ℓ
i=1 |γi| = k. Let us fix
S ∈ Lam. Since there are at most 2k ordered integer partitions of k, it suffices to show
that for a fixed such partition (m1, . . . ,mℓ) (so that
∑
imi = k) we may find, in time
eO(k log k), all clusters (γ1, . . . , γℓ) for which |γi| = mi for all i and
⋃
i γi = S. To do this
we can simply check each element of
( S
m1
)× . . .× ( Smℓ) (a set of size at most eO(k log k))
to see if it constitutes a legitimate cluster.
By symmetry of coordinates and vertex transitivity of Qd we have
Lk = 2
d−1
k∑
j=1
1
j
2k∑
a=1
(
d
a
) ∑
Γ∈Gj,k,a
w(Γ) .
Finally we note that by using an algorithm of Bjo¨rklund, Husfeldt, Kaski, and Koivisto
[2, Theorem 1], we may calculate the Ursell function of a cluster Γ ∈ Gj,k,a in time eO(k).
Moreover for a set S ∈ Laj where j ∈ [k], we can calculate |N(S)| in time O(k2). We
can therefore calculate w(Γ) in time eO(k).
4 Probabilistic properties via the cluster expansion
Here we use the cluster expansion to prove Theorems 5 and 6 and Corollary 9. Using
Lemmas 14 and 17 we see that up to O(exp(−2d/d4)) total variation error, we may
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replace the minority side of an independent set drawn from µ with the defect side of
an independent set drawn from µˆ; or in other words, a polymer configuration drawn
from ν. Thus in this section we will let XT denote the (random) number of polymers of
type T in a random polymer configuration Γ drawn from ν, and prove the conclusions
of Theorems 6 and 5 for these random variables. We will also assume throughout this
section that C0 log d/d
1/3 ≤ λ ≤ 2. Theorem 6 is vacuous if λ > 2 since mT → 0 for all
types T in that case; the formula (5) in Corollary 9 holds for λ > 2 by Theorem 7.
We begin with some preliminaries on cumulants of random variables. Recall the
cumulant generating function of a random variable X, ht(X) = logEe
tX . The kth
cumulant of X is defined by taking derivatives of ht(X) and evaluating at 0:
κk(X) =
∂kht(X)
∂tk
∣∣∣∣∣
t=0
.
In fact the cumulants of X are related to the moments of X by a non-linear change of
basis (see e.g. [19]). In particular, κ1(X) = EX and κ2(X) = var(X). Moreover, if a
random variable X has a distribution determined by its moments, and if for a sequence
of random variables Xn we have limn→∞ κk(Xn) = κk(X) for all k ≥ 1, then Xn
converges to X in distribution (denoted Xn ⇒ X). We will use this fact in conjunction
with the following fact.
Fact 18. If X has a Poisson distribution with mean m, then κk(X) = m for all k. If X
has a standard normal distribution (mean 0, variance 1) then κ1(X) = 0, κ2(X) = 1,
and κk(X) = 0 for all k ≥ 3.
We also need a few preliminaries about defect types. First, for fixed t the number of
defect types of size t is bounded independent of d. Let τ(S) denote the type of a polymer
S. The weight of a polymer S is determined by τ(S), since |N(S)| is determined by the
number of edges of S in the graph Q2d[S]. Let wT denote w(S) for S of type T . Using
Lemma 12, we have the simple bounds
λt
(1 + λ)dt
≤ wT ≤ λ
t
(1 + λ)dt−2t2
(15)
for a type T of size t and d large enough. Note that for any fixed k ≥ 1 and any type T ,
we have dkwT → 0 as d →∞; that is, each polymer weight decays super-polynomially
fast in d. We denote by nT = nT (d) the number of polymers of type T .
Lemma 19. Let T be a defect type of a fixed size t. Then
2d−1
t
≤ nT ≤ 2
d−1
t
(ed2)(t−1) . (16)
Moreover, if T is a tree defect type then
nT = (cT + o(1))2
dd2t−2
where cT = 2
−t|Aut(T )|−1 and if T is not a tree then
nT = O(2
dd2t−3) .
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Proof. By the vertex transitivity of Qd, every vertex of E (or O) is contained in the
same number of polymers of type T . Let us denote this number by nT,v and note that
nT = 2
d−1nT,v/t. The lower bound in (16) follows from the fact that if there exists
a polymer with type T , then certainly nT,v ≥ 1 . The upper bound follows from the
fact that every vertex of Qd is contained in at most (ed
2)(t−1) 2-linked sets of size t by
Lemma 13.
Since T is a connected graph we may fix an ordering (x1, . . . , xt) of the vertices of
T so that Ti := T [{x1, . . . , xi}] is connected for all i ∈ [t]. We let di denote the degree
of the vertex xi in the graph Ti.
We will construct an injective graph homomorphism ϕ : T → Q2d[E ] recursively as
follows. Suppose that we have constructed an injective graph homomorphism ϕi : Ti →
Q2d[E ] for some i ≤ t − 1 and let mi denote the number of such homomorphisms. We
now extend ϕi to an injective graph homomorphism ϕi+1 : Ti+1 → Q2d[E ]. We consider
two cases.
If di+1 > 1, then ϕi+1(xi+1) must lie in the joint neighborhood of ϕi(x) and ϕi(y)
for some x, y ∈ V (Ti). For any pair of vertices u, v ∈ E their codegree in Q2d[E ] is at
most 2(d − 2) and so there are at most 2(d − 2) choices for ϕi+1(xi+1) whence
mi+1 ≤ 2(d − 2)mi . (17)
Suppose now that di+1 = 1 and let Ri denote the set of possible choices for
ϕi+1(xi+1). We note that u ∈ Ri if and only if u is adjacent to ϕi(xi) and non-adjacent
to ϕi(xj) for j < i in Q
2
d[E ]. Again using the fact that the maximum codegree in Q2d[E ]
is 2(d − 2) it follows that (d2)− 2(d− 2) ≤ |Ri| ≤ (d2). We then have that((
d
2
)
− 2(d − 2)
)
mi ≤ mi+1 ≤
(
d
2
)
mi . (18)
If T is not a tree then di+1 > 1 for some i ≤ t − 1. It follows by (17) and the upper
bound of (18) that mt = O(2
dd2(t−1)−1) = O(2dd2t−3). The bound nT = O(2dd2t−3)
follows from the fact that nT = mt/|Aut(T )| where Aut(T ) denotes the automorphism
group of the graph T (recall that t is a constant).
If T is a tree then di+1 = 1 for all i ≤ t−1 and so by (18)mt = (1+o(1))2d−1d2(t−1)2−(t−1).
The result follows.
Now fix a defect type T and let XT be the number of polymers of type T in Γ. We
introduce modified polymer weights w˜, given by
w˜(S) = w(S)et1τ(S)=T .
Let Ξ˜ be the corresponding polymer model partition function. Then we have
EetXT =
∑
Γ
ν(Γ)et
∑
S∈Γ 1τ(S)=T
=
1
Ξ
∑
Γ
∏
S∈Γ
w(S)et1τ(S)=T
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=
Ξ˜
Ξ
,
and so
κk(XT ) =
∂k
∂tk
log
Ξ˜
Ξ
∣∣∣∣∣
t=0
=
∂k log Ξ˜
∂tk
∣∣∣∣∣
t=0
.
If the cluster expansion for log Ξ˜ converges absolutely, we can write
κk(XT ) =
∂k
∂tk
∑
Γ∈C
w˜(Γ)
∣∣∣∣∣
t=0
=
∑
Γ∈C
w(Γ)YT (Γ)
k , (19)
where YT (Γ) =
∑
S∈Γ 1τ(S)=T , the number of polymers of type T in the cluster Γ.
The following lemma gives bounds on cluster weights using the Kotecky´–Preiss con-
dition. Theorem 6 will then follow in a series of corollaries.
Lemma 20. Consider a fixed defect type T , and let k ≥ 1 be a fixed integer. Then∑
Γ∈C
w(Γ)YT (Γ)
k = (1 + o(1))nTwT (20)
as d→∞.
Moreover if {T1, . . . , Tℓ} is a fixed set of distinct defect types, and k1, . . . kℓ are fixed
positive integers, then
∑
Γ∈C
|w(Γ)|
ℓ∏
i=1
YTi(Γ)
ki = O
(
d7ℓ2d
ℓ∏
i=1
wTi
)
. (21)
Proof. In the sum in (20), if we consider only clusters made of up a single polymer of
type T then we get a contribution of exactly nTwT , and so it remains to show that the
contribution of all other terms is o(nTwT ). Let t denote the number of vertices in a
graph of type T . We first consider the contribution to the sum (20) from clusters Γ
with YT (Γ) = 1 and |Γ| > t. By (10), we may bound this contribution by∑
Γ∈C
|Γ|≥t+1
|w(Γ)| ≤ d−3/22d−1e−γ(d,t+1) = d11/22d−1(1 + λ)−d(t+1)+3(t+1)2 = o(nTwT ) ,
since from (15) and (16)
nTwT ≥ 2
d−1λt
t(1 + λ)dt
.
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Consider now the contribution to the sum (20) from clusters Γ with YT (Γ) = y > 1.
For such a cluster we have
g(Γ) ≥ y[log(1 + λ)(dt − 3t2)− 7 log d]
and so using (13) we may bound this contribution by
2d−1d−3/2e−y[log(1+λ)(dt−3t
2)−7 log d]yk = ykd7y−3/22d−1(1 + λ)−dyt+3yt
2 ≤ 2d−1(1 + λ)−3dyt/4 ,
where the above inequality holds for d large enough (independent of y). The result
follows since
∞∑
y=2
2d−1(1 + λ)−3ydt/4 ≤ 2d(1 + λ)−3dt/2 = o(nTwT ).
Next we turn to (21). Consider a cluster Γ with YT1(Γ) = y1, . . . , YTℓ(Γ) = yℓ, where
y1, . . . , yℓ ≥ 1. Then we have
g(Γ) ≥
ℓ∑
j=1
yj[log(1 + λ)(dtj − 3t2j)− 7 log d]
where tj is the size of a polymer of type Tj. Again by (13), the contribution of such
clusters to the sum in (21) is therefore at most
2d−1
d3/2
ℓ∏
j=1
y
kj
j d
7yj (1 + λ)−dtjyj+3t
2
jyj = O

2dd7ℓ ℓ∏
j=1
wTj

 ℓ∏
j=1
y
kj
j d
7(yj−1)(1 + λ)−dtj (yj−1)+3t
2
j yj .
Finally, let K = max{k1, . . . kℓ, t1, . . . tℓ}, so that summing over all positive integer
vectors ~y = (y1, . . . , yℓ), we have
∑
~y
ℓ∏
j=1
y
kj
j d
7(yj−1)(1 + λ)−dtj (yj−1)+3t
2
j yj ≤
∑
~y
ℓ∏
j=1
yKj d
7(yj−1)(1 + λ)−d(yj−1)+3K
2yj
≤
∞∑
s=0
∑
~y:∑
(yj−1)=s
d7s(1 + λ)−ds
∏
j
yKj (1 + λ)
3K2yj
= (1 + λ)3K
2ℓ
∞∑
s=0
∑
~y:∑
(yj−1)=s
d7s(1 + λ)−(d−3K
2)s
∏
j
yKj
≤ (1 + λ)3K2ℓ
∞∑
s=0
∑
~y:∑
(yj−1)=s
(s+ ℓ)Kd7s(1 + λ)−(d−3K
2)s
20
≤ (1 + λ)3K2ℓ
∞∑
s=0
sℓ(s+ ℓ)Kd7s(1 + λ)−(d−3K
2)s
= O(1) .
Putting these estimates together yields (21).
An immediate corollary of Lemma 20 gives the asymptotics of mT , σ
2
T for a given
type T .
Corollary 21. Let T be a defect type. Then
mT = (1 + o(1))nTwT
and
σ2T = (1 + o(1))nTwT .
Proof. These formulae follow from (19) and (20) by taking k = 1 and k = 2 respectively.
We can also use Lemma 20 to prove Poisson convergence.
Corollary 22. Suppose for a given type T and fugacity λ we have mT → ρ > 0 as
d→∞. Then XT ⇒ Pois(ρ).
Proof. Using Fact 18, it is enough to show that κk(XT )→ ρ for all k ≥ 1. By (19) and
our assumption we have
mT =
∑
Γ∈C
w(Γ)YT (Γ) = ρ+ o(1),
and therefore using (19) again,∑
Γ∈C
w(Γ)YT (Γ)
k = ρ+ o(1)
for all k ≥ 1.
In a similar fashion, we obtain asymptotic normality if mT →∞.
Corollary 23. Fix a type T . If λ is such that mT → ∞ as d → ∞, then X˜T =
(XT −mT )/σT ⇒ N(0, 1).
Proof. By Fact 18, it suffices to show that κ1(X˜T )→ 0, κ2(X˜T )→ 1, and κk(X˜T )→ 0
for all k ≥ 3. By the definition of X˜T , we have κ1(X˜T ) = 0 and κ2(X˜T ) = 1. By
translation invariance and scaling of higher cumulants, for k ≥ 3 we have
κk(X˜T ) =
1
σkT
κk(XT )
21
=
1
σkT
∑
Γ∈C
w(Γ)YT (Γ)
k
by (19). By Lemmas 20 and 21 we have
∑
Γ∈C w(Γ)YT (Γ)
k = (1 + o(1))σ2T , and so for
k ≥ 3,
κk(X˜T ) = O
(
σ2−kT
)
→ 0
as d→∞ since our assumption on mT implies σT →∞.
To study the joint distribution of the counts of different defect types, it is convenient
to work with the joint cumulants of a collection of random variables. Given a set of
random variables (X1, . . . ,Xℓ) and non-negative integers k1, . . . , kℓ, we define the joint
cumulant
κ
(
X
(k1)
1 , . . . ,X
(kℓ)
ℓ
)
=
∂
∑
i ki∏
i ∂t
ki
i
logEe
∑ℓ
i=1 tiXi
∣∣∣
t1,...,tℓ=0
.
In particular, with this notation
κk(X) = κ(X
(k)) .
We will use the fact that the joint cumulants of independent random variables vanish;
that is, if ℓ ≥ 2, X1, . . . ,Xℓ are independent random variables, and k1, . . . , kℓ are positive
integers, then
κ
(
X
(k1)
1 , . . . ,X
(kℓ)
ℓ
)
= 0 .
Generalizing formula (19) to collections of random variables, we can express the
joint cumulants of defect type counts via a modified cluster expansion. Let {T1, . . . , Tℓ}
be a set of distinct defect types and let k1, . . . , kℓ be non-negative integers. Then
κ
(
X
(k1)
T1
, . . . ,X
(kℓ)
Tℓ
)
=
∑
Γ∈C
w(Γ)
ℓ∏
i=1
YTi(Γ)
ki .
Corollary 24. Consider two fixed sets T1 and T2 of distinct defect types so that for
each T ∈ T1, mT → ρT for some ρT > 0, and for each T ∈ T2, mT → ∞ as d → ∞.
Then the collection of random variables {XT }T∈T1 ∪{X˜T }T∈T2 converges in distribution
to a collection of independent Poisson and standard normal random variables.
Proof. We will use the fact that the distribution of a collection of Poisson and normal
random variables is determined by its joint moments. Therefore it suffices to show
that the joint cumulants of {XT }T∈T1 ∪ {X˜T }T∈T2 converge to the joint cumulants
of a collection of independent Poisson and standard normal random variables. From
Corollaries 22 and 23 we know that joint cumulants involving only one of the random
variables converge to the corresponding joint cumulant of the collection of independent
Poisson and normal random variables. The joint cumulant involving more than one of
22
a collection of independent random variables is 0, and therefore it suffices to show that
for T1, . . . , Tj ∈ T1, and Tj+1, . . . , Tℓ ∈ T2,
κ(X
(k1)
T1
, . . . ,X
(kj )
Tj
, X˜
(kj+1)
Tj+1
, X˜
(kℓ)
Tℓ
)→ 0 (22)
as d → ∞ as long as least two of the ki’s are positive. Since σ2T → ρT > 0 for T ∈ T1,
it will suffice to show (22) when we center and normalize all of the random variables,
that is, for T1, . . . , Tℓ ∈ T1 ∪ T2,
κ(X˜
(k1)
T1
, . . . , X˜
(kℓ)
Tℓ
)→ 0
as long as at least two of the ki’s are positive. WLOG we can assume that ℓ ≥ 2, ki ≥ 1
for all i, and that wT1 ≥ wT2 ≥ · · · ≥ wTℓ . By scaling and translation invariance, we
have
κ(X˜
(k1)
T1
, . . . , X˜
(kℓ)
Tℓ
) =
ℓ∏
i=1
1
σkiTi
κ(X
(k1)
T1
, . . . ,X
(kℓ)
Tℓ
)
=
ℓ∏
i=1
1
σkiTi
∑
Γ
w(Γ)
ℓ∏
i=1
YTi(Γ)
ki .
Then using (21) from Lemma 20 we have
∣∣∣κ(X˜(k1)T1 , . . . , X˜(kℓ)Tℓ )
∣∣∣ = O
(
ℓ∏
i=1
1
σkiTi
· d7ℓ · 2d
ℓ∏
i=1
wTi
)
.
First suppose that k1 ≥ 2. Then since σTi = Ω(1) for all i and 2dwT1 = O(σ2T1), we have
∣∣∣κ(X˜(k1)T1 , . . . , X˜(kℓ)Tℓ )
∣∣∣ = O
(
d7ℓσ2−k1T1
ℓ∏
i=2
wTiσ
−ki
Ti
)
= O
(
d7ℓwT2
)
= o(1)
since wT tends to 0 faster than any fixed polynomial in d for any type T . On the other
hand if we have k1 = 1, then
∣∣∣κ(X˜(k1)T1 , . . . , X˜(kℓ)Tℓ )
∣∣∣ = O
(
d7ℓw
1/2
T1
w
1/2
T2
σ1−k2T2
ℓ∏
i=3
wTiσ
−ki
Ti
)
= O
(
d7ℓw
1/2
T1
)
= o(1) .
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Theorem 6 follows from Corollaries 22, 23, and 24. We now prove Corollary 5.
Proof of Theorem 5. We can assume in what follows that λ ≤ 2, since if λ > 2 whp
there are no occupied vertices on the minority side (Theorem 1.2 of [7]).
First we show that if λ = 21/t − 1 + 21+1/t(t−1) log dtd + ω(1)d , then whp there are no
2-linked components of size t on the defect side.
Let T the type of a polymer of size t. We have the bounds
λt
(1 + λ)td
≤ wT ≤ λ
t
(1 + λ)td−2t2
,
where the upper bound uses Lemma 12, and so wT = Θ(λ
t(1 + λ)−dt) = Θ((1 + λ)−dt)
for this range of λ. By Lemma 13, nT = O(2
dd2(t−1)), and so by Corollary 21,
mT = O
(
2dd2(t−1)
(1 + λ)dt
)
.
Now plugging in λ = 21/t − 1 + 21+1/t(t−1) log dtd + sd for some s, we have
mT = O

 2dd2(t−1)(
21/t + 2
1+1/t(t−1) log d
td +
s
d
)dt


= O

 d2(t−1)(
1 + 2(t−1) log dtd +
s2−1/t
d
)dt


= O
(
e−st2
−1/t
)
,
and so as s → ∞, mT → 0. This is true for any type T of size t, and since there
are a constant number of such types, Markov’s inequality shows that whp there are no
polymers of size t in Γ if λ = 21/t − 1 + 21+1/t(t−1) log dtd + ω(1)d .
Now suppose λ = 21/t − 1 + 21+1/t(t−1) log dtd − ω(1)d . Consider a type T where T is
isomorphic to a tree on t vertices. In this case we have nT = Θ(2
dd2(t−1)) by Lemma 19,
and so for λ = 21/t − 1 + 21+1/t(t−1) log dtd + sd the previous calculation gives
mT = Ω
(
e−st2
−1/t
)
.
In particular if s→ −∞, mT →∞. By Corollary 21, σ2T ∼ mT , and so by the second-
moment method (Paley-Zygmund inequality), XT ≥ 1 whp.
To prove the second part of Theorem 5, suppose that λ = 21/t−1+ 21+1/t(t−1) log dtd + sd
for s fixed as d → ∞. Then for any type T of size t that is not a tree, by Lemma 19
we have mT = o(1) as d → ∞, and since there is a constant number of such types,
we know that whp there are no non-tree 2-linked components of size t on the minority
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side. Let T1, . . . , Tℓ be the defect types of size t that are trees. The proof of Lemma 19
shows that in fact every tree on t vertices is a defect type. Note that for each i we
have that wTi = λ
t(1+λ)−dt+2(t−1). Then by Lemma 19 and Corollary 21 we have that
mTi = (cTi+o(1))(λ
t(1+λ)−dt+2(t−1)2dd2(t−1)) for each i, and so by a similar calculation
as above we have that mTi → ρi as d→∞ where
ρi =
1
2t|Aut(Ti)|e
−st2−1/t(21/t − 1)t22(1−1/t) .
By Corollary 24, the collection of random variables XT1 , . . . ,XTℓ converges to a collec-
tion of independent Poisson random variables with mean ρ1, . . . , ρℓ, and therefore their
sum is distributed as Poisson with mean
∑ℓ
i=1 ρi, completing the proof of Theorem 5.
Calculating this mean explicitly amounts to calculating |Aut(T )| for every tree T on t
vertices, a task whose running time depends only on t (a constant).
The proof of Corollary 9 involves a similar calculation.
Proof of Corollary 9. We may again assume that λ ≤ 2 since for larger λ, Z(λ) = (2 +
o(1))(1+λ)2
d−1
by Theorem 7. Now fix t ≥ 1 and take λ = 21/t−1+ 21+1/t(t−1) log dtd + ω(1)d .
We then can apply Theorem 8 with k = t to obtain
Z(λ) = 2(1 + λ)2
d−1 · exp

 t∑
j=1
Lj + εt

 .
But by the same calculation as above in the proof of Corollary 5 we have
|Lt| = O
(
2dd2(t−1)
(1 + λ)dt
)
= o(1) ,
and
|εt| = O
(
2dd2t
(1 + λ)d(t+1)
)
= o(1) ,
and so
Z(λ) = (2 + o(1))(1 + λ)2
d−1
exp

t−1∑
j=1
Lj

 .
The example formula (6) follows from the computation of L1, L2 given below in
Section 5.
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5 Computation of the cluster weights
Here we compute L1, L2, L3 explicitly to use in Theorem 2 and Corollary 9.
Proposition 25. We have
L1 =
2dλ
(1 + λ)d
· 1
2
L2 =
2dλ2
(1 + λ)2d
· (2λ+ λ
2)d(d− 1)− 2
8
L3 =
2dλ3
48(1 + λ)3d
[
8 + 2(8λ− 2λ2 + 4λ3 + 11λ4 + 4λ5)d+ 3(−4λ+ 12λ2 + 4λ3 − 9λ4 − 4λ5)d2
+ 2(−2λ− 22λ2 − 16λ3 + λ4 + 2λ5)d3 + 3(4λ2 + 4λ3 + λ4)d4]
At λ = 1, this is
L1 =
1
2
L2 = 2
−d · 3d
2 − 3d− 2
8
L3 = 2
−2d · 27d
4 − 74d3 − 3d2 + 50d+ 8
48
.
Polymers There is a single type of polymer of size 1. There are 2d−1 of these, and
each has weight λ(1 + λ)−d.
There is a single type of polymer of size 2. There are 2d−3d(d− 1) of these and each
has weight λ2(1 + λ)−2d+2.
There are two types of polymers of size 3: those that form a clique in the distance
2 graph and those that form a path on 3 vertices. There are 2d−2d(d − 1)(d − 2)/3 of
the first type and each has weight λ3(1 + λ)−3d+5; there are 2d−4d(d− 1)(d− 2)(d− 3)
of the second type and each has weight λ3(1 + λ)−3d+4.
Clusters There is a single cluster type of size 1, each consisting of single polymer of
size 1, with Ursell function 1. Thus
L1 =
2dλ
(1 + λ)d
· 1
2
There are two types of clusters of size 2: an ordered pair of incompatible polymers
of size 1, of which there are 2d−1 + 2d−2d(d− 1), with Ursell function −1/2 and weight
λ2(1 + λ)−2d, and one polymer of size 2 with Ursell function 1 and count and weight
given above.
All together this gives:
L2 = −1
2
(
2d−1 + 2d−2d(d− 1)
)
λ2(1 + λ)−2d + 2d−3d(d− 1)λ2(1 + λ)−2d+2
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=
2dλ2
(1 + λ)2d
· (2λ+ λ
2)d(d − 1)− 2
8
.
At λ = 1 this is
2−d · 3d
2 − 3d− 2
8
.
There are five types of clusters of size 3:
1. One polymer of size 3, first type: 2d−2d(d− 1)(d− 2)/3 of weight λ3(1 + λ)−3d+5,
Ursell function 1.
2. One polymer of size 3, second type: 2d−4d(d − 1)(d − 2)(d − 3) of weight λ3(1 +
λ)−3d+4, Ursell function 1.
3. Three polymers of size 1, incompatibility graph is a triangle: 2d−1 +3 · 2d−2d(d−
1) + 2d−1d(d− 1)(d − 2) of weight λ3(1 + λ)−3d, Ursell function 1/3.
4. Three polymers of size 1, incompatibility graph is a path on 3 vertices: 3·2d−3d(d−
1)(d − 2)(d− 3) of weight λ3(1 + λ)−3d, Ursell function 1/6.
5. One polymer of size 2, one of size 1: 2d−2d(d − 1)[d(d − 1) − 2(d − 2)] of weight
λ3(1 + λ)−3d+2, Ursell function −1/2.
All together this gives:
L3 =
2dλ3
48(1 + λ)3d
[
8 + 2(8λ− 2λ2 + 4λ3 + 11λ4 + 4λ5)d+ 3(−4λ+ 12λ2 + 4λ3 − 9λ4 − 4λ5)d2
+ 2(−2λ− 22λ2 − 16λ3 + λ4 + 2λ5)d3 + 3(4λ2 + 4λ3 + λ4)d4]
At λ = 1 this is
2−2d · 27d
4 − 74d3 − 3d2 + 50d+ 8
48
Proof of Theorem 2. Theorem 8 tells us that
i(Qd) = 2 · 22d−1 · exp (L1 + L2 + L3 +O(L4))
= 2
√
e · 22d−1 · exp (L2 + L3 +O(L4))
since L1 = 1/2. If we write Lk = ak−12−(k−1)d, then we have
i(Qd) = 2
√
e · 22d−1 · exp
(
a12
−d + a22−2d +O(a32−3d)
)
.
Since the Taylor series for exp(a1x+ a2x
2 + a3x
3) around x = 0 is
1 + a1x+
(
a21
2
+ a2
)
x2 +O
((
a31 + a1a2 + a3
)
x3
)
,
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we have
i(Qd) = 2
√
e · 22d−1
(
1 + L2 +
L2
2
2
+ L3 +O(L
3
2
+ L2L3 + L4)
)
= 2
√
e · 22d−1
(
1 +
3d2 − 3d− 2
8 · 2d +
243d4 − 646d3 − 33d2 + 436d+ 76
384 · 22d +O
(
d6 · 2−3d))
which gives Theorem 2.
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