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Abstract
Comparisons of the positive and negative halves of the distributions of parity-odd event
variables in particle-physics experimental data can provide sensitivity to sources of non-
standard parity violation. Such techniques benefit from lacking first-order dependence on
simulations or theoretical models, but have hitherto lacked systematic means of enumerating
all discoverable signals. To address that issue this paper seeks to construct sets of parity-odd
event variables which may be proved to be able to reveal the existence of any Lorentz-invariant
source of non-standard parity violation which could be visible in data consisting of groups of
real non space-like four-momenta exhibiting certain permutation symmetries.
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1 Introduction
1.1 Non-standard parity violation, and why searches for it are important
It is rightly beyond doubt that the laws of physics violate parity. The elegant experiments of
the 1950s [1, 2, 3] unambiguously showed that the weak interaction of the Standard Model can
tell the difference between our universe and its mirror image. Nonetheless, only a single attempt
[4] has yet been made to look in Large Hadron Collider (LHC) data to see whether they provide
evidence of non-standard parity violating mechanisms which operate only at high energies probed
by that machine. As one of us has already noted in the introduction of [4], the scarcity of tests of
non-standard sources of parity violation at these new energies:
. . . is largely a pragmatic response to the obstacles presented by the LHC: its beams are
not polarised, its detectors are not sensitive to polarizations, and it is mathematically
impossible to construct a parity violating spin-averaged matrix element within any
CP -conserving Locally Lorentz-Invariant quantum field theory (LLIQFT), effective or
otherwise.1 Given that the only route to probing parity-violation in the Standard Model
at the LHC would be from within the C-even part of its (very small) CP -violating
sector,2 it is not surprising that no such analyses have yet been performed.3
It would be wrong, however, to conclude that genuine tests of parity violation are therefore of
limited value. On the contrary: a purely data-driven search for non-standard sources of parity
violation was proposed and tested [4] on CMS Open Data [8] and demonstrated that genuine tests
of parity-invariance are very straightforward to make at the LHC and can (in principle) provide
very large signatures for models which are either (a) strongly CP -violating LLIQFTs, or (b) not
even LLIQFTs at all! While it is true that there is an overwhelming theoretical preference for
LLIQFTs (the Standard Model itself is one, as are most popular extensions including those featuring
supersymmetry, leptoquarks, technicolor, axions, additional gauge interactions, etc.) there is no
law of nature which demands that new physics be describable only by such theories. Moreover,
given the lack of evidence for new physics found at LHC thus far, the need for the community to
search in all possible hiding places is surely greater than ever. In particular, it is hard to imagine
any reason why every possible attempt should not be made to test and re-test the fundamental
symmetries of nature every time a door opens onto a new energy range.
We argue, therefore, that it is important to have tools which allow us to systematically discover
and/or exclude as-yet unconstrained source of parity violation both in non-LLIQFTs and in strongly
CP -violating LLIQFTs. Among those, we choose to restrict ourselves to considering only Lorentz-
invariant theories, however there is no requirement that others need make the same choice.
1.2 The lack of frameworks for structuring such searches
Having established the need for such searches, the next concern is whether a framework already
exist which support their execution. This question was faced by [4] and answered in the negative.
A significant obstacle to the generality of the results of that particular search was the observation
that the number of potential parity-odd variables with which it could have looked for signals
was unlimited in size and lacked any coherent structure. Consequently the event-variables which it
used were poorly motivated. A secondary consequence of this arbitrariness was that, although that
search saw no evidence of non-standard parity violation, it could not make quantitative statements
about the extent of areas remaining most untested after its publication, nor give any guide as to
where best future searches should probe.
It is to find solutions to such problems that the present paper directs itself.
1To reveal the existence of parity-violation a model must possess at least one matrix element having both a
parity-even and a parity-odd part. After trace identities have removed spinor sums, the only parity-odd expressions
which can remain in a Lorentz-invariant |M |2 are contractions of the totally antisymmetric alternating tensor with
groups of four linearly independent four-momenta: µνστaµbνcσdτ . While such terms are parity-odd, they are
also time-odd. Assuming CPT -symmetry, such a matrix element therefore also violates CP . CP -conserving local
Lorentz-invariant quantum field theories therefore cannot generate parity violating differential cross sections.
2One could, in principle, demonstrate parity-violation unambiguously by using a ‘genuine CP -odd’ observable
(such as one of those described in [5]) on a C-even final state.
3This limitation does not prevented the LHC from making measurements of parity-violating parameters within
models in which a particular mechanism of parity-violation is present by assumption. For example, the differences
between the axial and vector couplings of the Z-boson in the Standard Model violate parity and were measured in
[6, 7]. However, neither of these papers incontrovertibly demonstrates that nature violates parity
The reason is simple: the angles from which forward-backward asymmetries are calculated are even under parity,
unlike primary observables from the experiments of the 1950s. The very same forward backward asymmetries could
therefore also be explained, at least in principle, by some alternative parity conserving theory.
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1.3 Reducing a problem from infinite size to finite size
We seek to bring some order to the field of searches for non-standard sources of Lorentz-invariant
parity violation so that such searches may become more tractable, and so that they may lose some
of the arbitrariness that would otherwise be present in their choices of search strategy or event
variables. We will attempt to do so by proposing a set of soon-to-be-defined requirements on
groups of parity-odd event variables (they shall be called sufficiency, necessity/irreducibility,
minimality, reality, continuity and invariance under certain symmetries) using which we
will prove that the number of event-variables needing to be considered (given a class of events,
such ‘events with three jets’) may be reduced from a potentially infinite size to one of of finite size,
without any loss of generality.
So far as the authors are aware there are no existing works aiming to achieve the same objective.
The closest in spirit is perhaps [5], which reminds its readers that ‘genuine’ tests of CP -violation
may be made at colliders like the LHC. Nonetheless, its primary target is CP not P , and even to
the extent to which its results apply to pure parity violation, it has other objectives in its sights.
Other works (such as [9] and [10]) share our interest in answering questions involving the coupling
of Lorentz invariance and permutation invariances. However they choose (actively in the case of
[9]4, and implicitly in the case of [10]) to make themselves completely blind to any potential sources
of parity violation. [It should be emphasised that the last remark is not intended as a criticism of
either of the aforementioned works! On the contrary: given the lack of relevance of parity-violation
to the goals that each work targets, each work has a good reason for avoiding sensitivity to parity
as an extraneous complicating factor.]
1.4 Our objectives
We set out to find sets S = {Vi | i = 1, 2, . . .} of event variables Vi (functions on particle physics
events) with the following properties:
• [reality]: that each event variable Vi shall map an event of a (suitably defined) class Ω to a
real number,
• [parity oddness]: that each event variable Vi shall be parity odd (that is to say, would
change sign under ~x→ −~x),
• [continuity]: that the mapping shall be continuous (that is to say: small changes to the
energy, or the mass or to any component of the momentum of a particle in the event shall
lead to only small changes in the value of the event variable Vi),
• [invariance under specific symmetries]: that all event variables Vi shall be invariant
under a common symmetry group of choice (for example in each of the illustrative deriva-
tions in this paper we require Lorentz-invariance together with invariance under arbitrary
permutation of the momenta of objects belonging to a common class such as ‘all jets’ or or
‘all photons’),
• [sufficiency]: that the set S = {Vi | i = 1, 2, . . .} of all the variables shall have the collective
property that at least one Vi shall evaluate to a non-zero value for every event in Ω which
is chiral (an event will be defined to be chiral if it cannot be mapped onto itself by a parity
reversal followed by the action of an arbitrary element of the chosen symmetry group),
• [necessity/irreducibility]: that every variable in the set S shall be necessary (or, equiv-
alently, that the set itself shall be irreducible), by which we mean that there shall be no
variable V ∈ S such that the set S \ {V } has the same sufficiency property possessed by S,
and
• [minimality]: that where two sets S1 and S2 share all the above properties but differ in
cardinality, we shall favour the one with the smaller number of elements.
The reality requirement is present purely to ensure that we can count event variables on a well
defined basis. Any event variable could be decomposed into a parity-even and parity-odd part.
The former parts cannot ever help us identify instances of parity-violation so the presence of the
requirement of parity oddness in the variables which we seek should therefore be self explanatory.
4Indeed, the top-tagger of [9] actively inverts the parity 50% of its jet clusters (aiming to put any tertiary
source of jet substructure in the first quadrant of the its jets’ cones) in order to gain performance from the resulting
standardization of the data it inputs to its neural net. That such a regularisation step may be performed by that
work is because no non-trivial parity structure is expected in lone quark or gluon jets.
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We hope that the motivation for the sufficiency and necessity criteria is also readily apparent:
without the former property the set of variables one would lack sensitivity to any parity-violating
theory able to map all of its chiral events to zeros in the elements Vi, while without the latter
property sets of variables could be large and wasteful. The minimality constraint likewise seeks
to push us toward simple solutions.
The benefits of requiring invariance under specific symmetries are numerous. If the
intended use of the event variables is as inputs to a machine learning algorithm, then a clear benefit
is that such an algorithm will not need to use precious training data to learn to about symmetries
which are already obvious from context.5 In short: such algorithms should generalise better. This
could be especially important if the training set is size-constrained or costly to produce. If the
event variable is destined for some other process, then it remains the case that use of invariant
variables removes the opportunity for an analysis (whether intentionally or accidentally) to make
selections or predictions which are unphysical in a set of ways we can choose.
1.5 The continuity requirement in more detail
The reason for including the requirement of continuity, however, deserves in depth discussion.
In truth we impose this constraint simply because we are prejudiced toward believing that it is
‘a good thing’ for any two events to share near-identical descriptions when projected onto event-
variables-space if those events, for all practical purposes, are almost indistinguishable from each
other experimentally. Why? Because any subsequent analysis can only see data through the lens
provided by the event variables, and if near-indistinguishable events were to map to separated parts
of event-variable-space, then trivial perturbations in data-space map into large perturbations in
the analysis which must then be un-learned or compensated for by the analyser, be he or she a
human or a neural net or some other machine learning algorithm. This seems to add at best an
unnecessary complication, and at worst a dangerous one.6
The requirement of continuity is, however, a very strong one. Most of the difficulty in the
rest of the paper comes from our having demanded it.
Continuity is a requirement which is not present in the most common descriptions of complex
particle physics events, all of which record contain data structures which store jet momenta (or
the momenta of other groups of similar particles) in order of decreasing transverse momentum.
While this (or any similar) sorting process renders any subsequent event-variables invariant with
respect to permutations of the orders of the jets (prior to sorting) – this being a property which
we also desire – it is a not-often-appreciated fact that this same sorting process has the negative
consequence that it makes the map from events to event variables discontinuous. For example:
the dot product between the momenta of the first and second most energetic jets in an event (or
the related variable cos (∆θ(j1, j2))) can change discontinuously when the properties of those three
jets are continuously varied. All that is necessary for this to happen is for the the second and third
most energetic jets to approach each other’s energy while each has a different angles to the most
energetic jet. This means that machine learning algorithms given such inputs are being asked not
only to do important tasks (separating b-jets from light quark jets, say) but are also being asked to
waste resources in learning to do similar things in widely separated part of the input space which
appear to be different but, in actual fact, may be physically indistinguishable from each other!
Continuity, therefore, might be expected to be beneficial in allowing machine learning algorithms
to focus their finite resources on the relevant rather than the irrelevant tasks in hand.
Were the requirement for continuity to be removed, many of the task of the paper would
becomes almost trivial. Construction of the desired sets of event-variables would begin by sort-
ing the momenta within each class of identical particles so as to produce intermediate momenta
with the requisite permutation invariance.7 Then all pseudo-scalar Lorentz-contractions of those
intermediate momenta would be formed and would themselves constitute a sufficient though not
usually irreducible set of event-variables. Further work could be done to try to pare that set down
to one which was irreducible – if the resulting reduction were felt necessary. Alternatively one
5For example: knowing that there is no information content in the ordering of n jet momenta in some set s has
the effect of multiplying the value of a training set by a factor of n-factorial. Knowing that there is no information
in a global rotation allows one training data sample to stand in for an infinite number of copies of itself sitting at
all possible rotations.
6The correction can fail to be done well, or may not be done at all, or may use precious resources of either the
analyser or the neural net, etc.
7This step is not entirely trivial as structures are needed to cope with every possible tie-breaker situation that
can arise during the sort process. Tie-breaker situations cannot be brushed under the carpet either as they can be
the norm rather than exceptions. For example, the lack of a frame-independent way of distinguishing one beam
from another in a collider colliding identical particles creates many problems.
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could simply accept the additional computational cost of using a sufficient but not irreducible
set of event-variables.
It remains to be determined whether our prejudice motivating the requirement of continuity
is worth the additional complication and cost it imposes on the construction of event variables.
Our hunch is that the requirement is an important one, but that it only becomes so when the
number n of momenta subject to a permutation symmetry has grown sufficiently large that the
cost of coping with a number of discontinuities likely to grow as n! (when working with naïvely
constructed event variables) outweighs the costs of deriving a much smaller number of continuous
but individually more powerful event variables.8 It is therefore possible that the most complex
permutation symmetry we have used in our illustrations (S2 × S3) is simply too simple to see
any significant benefit deriving from the continuity requirement we have imposed.9 It would
be interesting for future work to try to create variables for S2 × Sn symmetries so as to probe
performance for all values of n between 2 and O(10) – or the maximum number of jets recorded
in appreciable numbers within LHC runs.
1.6 Our use of illustrative examples
Unfortunately we are not able to present a turn-handle algorithm for generating the appropriate
set of event variables, having all the aforementioned properties, given a ‘general’ or ‘arbitrary’
class of events Ω. Instead, this paper illustrates the process of how one can go about constructing
a set of event variables with the right properties given a concrete class of event, Ω1, which one
is interested in analysing. This process is then repeated for a number of other event classes Ω2,
Ω3, . . . . The event classes have (we hope) been chosen to be sufficiently interesting that they
illustrate the structure and nature of the calculations which would need to be performed for more
complicated event classes beyond those considered.
The simplest event classes we consider are those one could use when looking for non-standard
sources of Lorentz-invariant parity violation in two-jet or three-jet events at colliders. The most
general class of events we consider is one in which each event is assumed to contain five important
momenta among which an S2 interchange symmetry is present between two of them, and an S3
interchange symmetry is present between the others. In this class of events there are no restrictions
on whether those momenta are in the initial or final state, or are even observed at a collider.
The only high-level physics-based requirements which have been woven into to the very fabric
of our framework (and which might be absent from a purely abstract mathematical attempt at
solving the same problem) are: (i) that momenta which comprise event-data are assumed to be
time-like or null (not space-like) and (ii) they are assumed to have entirely real (not complex)
components.
We caution the reader against becoming anxious upon seeing the long list of special cases
presented in the mid sections of the paper. Although some of these sections (e.g. Section 3.2) have
alarming titles, the final results which they lead to are more general than they may at first appear.
Although it was necessary to break many proofs down into small components, each acting on very
narrow classes of events, these are only ingredients forming part of a divide-and-conquer strategy
aiming at investigating a simpler whole.
1.7 The bigger picture
As the bulk of the paper comprises theorems and proofs tailored very much to the details of the
specific event classes used as illustrations, it may be helpful to contrast those direct attacks on
the problem with a more general description of the fundamental ideas underlying our results. This
8The previously mentioned [9] perhaps takes a different view. It comments that “While one could use advanced
pre-processing beyond some kind of ordering of the input 4-momenta, our earlier study [by which it means [11]]
suggests that this is not necessary.” This statement is made more interesting by the fact that [11] appears to make
no statements about the benefits or dis-benefits of four-momentum ordering strategies. It appears to make no
statements about four-momentum ordering strategies of any kind. Instead [11] processes images of jets projected
onto eta-phi space. Such objects have lost all notion of momentum ordering by an entirely different means. If
background work in support of [11] had indeed considered issues connected with ordering of four-momenta, but the
conclusions from those studies were simply not mentioned the final paper, it is unclear whether that work considered
small sets of four-momenta (in which case we would likely agree) or large sets of four-momenta (in which case there
could be scope for disagreement or debate between us).
9In the (pq)→ (abc)+X scenario which we consider toward the end of the paper, a naïve transverse-momentum-
based sorting approach for the (abc) momenta in the (pq) rest frame would result in only one discontinuity among
the sorted (abc) dot products, and one ‘separated duplication’ caused by the inability to distinguish in a frame-
independent way between the concepts of positive and negative rapidity when p and q are presumed to represent
identical particles.
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might both help readers to see the ‘wood for the trees’ and pave the way for future generalizations
(e.g. with additional symmetries or more complicated events).
To that end: suppose we have some physical system, whose dynamics is known to be invariant
under a symmetry group H and which is known to have some notion of parity, under which
the dynamics may or may not be invariant.10 Rather than thinking of parity as some definite
transformation of the physical system (say ‘~x→ −~x’), it is helpful to think of it as an extension of
the group H by Z/2. That is to say, we have another group G, of which H is a normal subgroup,
such that G/H is isomorphic to Z/2, and that the non-trivial element of this Z/2 subgroup is what
we call parity.11 The phenomenologically interesting question then becomes: we know that H is a
symmetry of our system, but is G?
To give a somewhat trivial example, suppose our system is invariant under translations in
space. Then, rather than arbitrarily choosing coordinates x on our space and defining parity as
the transformation ~x→ −~x reflecting points in our arbitrarily chosen origin, we should think about
the reflections through all possible origins, each of which is related to every other by a translation.
Now suppose we collect some data, which we call events, each of which is a point in a space
X with the property that G (and H) have a well-defined action on X (for example, we might
choose some space of particles’ energy and momenta, measured in a particular reference frame).12
Because we know H to be a symmetry of the system, it makes sense to collate events which lie on
a common orbit of H, since there is nothing to be learnt by keeping them separate. Now, because
H is a normal subgroup of G, there is a well-defined action of G/H ∼= Z/2, i.e. parity, on the space
X/H of H-orbits of X. Moreover, we can partition the orbits themselves into non-chiral orbits,
which are fixed under the action of Z/2 and the chiral orbits, which are not fixed (and which
therefore contain precisely two distinct H-orbits of X). The chiral orbits are the ones that are of
interest to us, because they allow us the possibility of testing directly whether parity is indeed a
symmetry of our dynamical system. One can do this, for example, by examining whether, in a run
of observations of events, we obtain a statistically-significant discrepancy in the number of events
observed in each member of any such pair of orbits.
This simple observation is hindered, in general, by the fact that both the space of possible
events and the resulting space of possible H-orbits will be infinitely large, requiring us to somehow
combine many orbits in order to have a chance of reaching a statistically significant discrepancy in
a finite number of observations. We would like to do so in a way which discards as little information
as possible. One way to do so is to look for observables (i.e. nice functions on the underlying space
X, e.g. polynomials) which are not only H-invariant (so induce well-defined functions on X/H
which are oblivious to useless information), but which are also parity odd (meaning that they
return values of opposite sign on each of an orbit pair), giving one the hope of establishing whether
parity is a symmetry or not. Since any function can be decomposed into a piece which is parity
odd and parity even, there is again no loss of information here; rather, we are simply throwing
away the useless, parity even part.
Ideally, one would like to have a set of functions of this nature that is large enough to be able
to separate all of the H-orbits from one another, so that again no physical information is lost in
passing from events to observables. This is, in essence, the goal of this paper. In order to achieve
it, we make full use of the freedom to restrict the possible events to those which are physically
observable at colliders and elsewhere, enabling us to reduce the size of the set of functions as much
as possible.
1.8 Alternative data-only constraints on non-standard sources of parity
violation
If it were desired to retain the ability to make statements about non-standard parity-violation
which are primarily based on data alone (not using comparisons of data and Monte Carlo at first
order), and if it were acceptable to lose the requirements connected with sufficiency, an interesting
approach would be to randomly flip the parity of 50% of LHC events in software, and then attempt
to train a machine learning algorithm to distinguish the flipped from the non-flipped events. Such
methods would be many in number, limited only by the creativity of the algorithms used. They
would frequently come with neither the qualified coverage guarantees provided by the sets of
variables proposed in the present paper, nor with assurances that algorithms is blind to (perhaps
permutation) symmetries known to be uninteresting, nor with assurances that the algorithms
respect symmetries known or presumed by choice to be fundamental (perhaps Lorentz-invariance).
10H will later be the Lorentz group without parity, together with some permutation symmetry.
11G will later be the Lorentz group with parity, together with some permutation symmetry.
12X will later be the space of all momenta.
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Such methods would, however, have set up costs for new event classes which are orders of magnitude
below those associated with the construction of sets of variables in the manner suggested in the
current paper. While the present paper is the third in a series beginning with [12] and [13], the
fourth13 may well be one which compares the current proposal to such alternative methods.
1.9 The structure of the rest of the paper
• Section 2 prepares the ground for many subsequent calculations, most importantly by provid-
ing axiomatic definitions of what we wish to consider as events at colliders, what we mean by
classes of events, a nomenclature for describing the interchange symmetries on them which
may be of interest, and what it means for events to be chiral or non-chiral under parity, etc.
• Section 3 then determines explicit conditions under which events in certain classes actually
are chiral. The classes of events considered include (in no particular order) the following:
1. (pq)→ (ab) +X,
2. (pq)→ (abc) +X,
3. X → (pq) + (ab) + Y , and
4. X → (pq) + (abc) + Y ,
• For each of the classes of events just mentioned, Section 4 then obtains sets of parity-odd
event variables about which strong statements can be made concerning their sufficiency and
irreducibility properties. This section is, arguably, the most important of the paper, since
its outputs are the main results contained herein. In particular:
• For events of the form (pq)→ (ab) +X, (ab)→ (pq) +X or X → (ab) + (pq) +Y , Section 4.1
identifies a set S containing three Lorentz-invariant event variables (S = {X1, X2, X3}) which
are insensitive to (pq)- and (ab)-permutations and which are proved to satisfy the desired
reality, parity oddness, continuity, invariance, necessity, and sufficiency properties
defined in the introduction. Each of the variables in S is defined in a manifestly frame
independent way.
• Section 4.1 also identifies a related set Sˆ containing three similar Lorentz-invariant variables
(Sˆ = {Xˆ1, Xˆ2, Xˆ3}). These may only be used to ascribe parities to events of the form
(pq)→ (ab) +X. Despite this limitation, the variables of Sˆ are arguably simpler and easier
to interpret than those of S, and so may be of use to some.
• No claim is made that either set S or Sˆ is globally minimal for the class of events with
which it is concerned. That is to say: it has not been proved that there does not exist
some other set S? containing only one or two event variables but which retains all the stated
properties. Nonetheless, we conjecture that there is indeed no smaller set S? and that S and
Sˆ are therefore examples of minimal sets.
• Section 4.2 directs itself toward the generation of a set, S19, containing nineteen Lorentz-
invariant event variables (S19 = {V1, . . . , V19}) which are insensitive to (pq)- and (abc)-
permutations and which, for events of the form (pq) → (abc) + X, are proved to satisfy the
reality, parity-oddness, continuity, invariance, necessity and sufficiency properties
already described. The event variables in S19 are defined in a manifestly frame independent
way.
• No claim or conjecture is made that S19 is globally minimal. That is to say it has not been
proved that there does not exist some other set S# containing eighteen or fewer event vari-
ables which retains all the stated properties including sufficiency. Nonetheless, Section 4.2.8
discusses the circumstantial evidence which suggests that S19 might not be a minimal set.
• Sections 4.3 and 4.4 work toward finding a superset of S19 named S28 containing twenty-
eight Lorentz-invariant event variables (S28 = {V1, . . . , V28}) which are insensitive to (pq)-
and (abc)-permutations. For events having an interchangeable pair of particles (pq) and
an interchangeable triplet of particles (abc) (neither of which need be in the initial state)
the event variables in S28 are proved to satisfy the reality, parity-oddness, continuity,
invariance and sufficiency properties already described. The event variables in S28 are
defined in a manifestly frame independent way. The set S28 is not demonstrated to be
irreducible.
13Likely to be ‘Mastandrea and Lester et.al.’
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• Section 4.5 describes downloadable support materials which may assist readers wishing to
validate calculations using the event variables V1 to V28.
• Section 5 and beyond then discuss the potential uses of the event variables previously defined,
their relationship to related ideas, and scope for future development.
2 Preliminary calculations, definitions and notation, etc.
Definition 2.1. A is defined to be the set containing all four-vectors having real energies and real
momentum components: A =
{
p | p = (E, ~p) , ~p ∈ R3, E ∈ R} .
Definition 2.2. V is defined to be the proper subset of A containing all forward-time-directed
non-spacelike four-vectors: V =
{
p | p =
(√
m2 + |~p|2, ~p
)
, ~p ∈ R3,m ≥ 0
}
⊂ A.
Definition 2.3. M is defined to be the proper subset of V containing all forward-time-directed
timelike non-massless four-vectors: M =
{
p | p =
(√
m2 + |~p|2, ~p
)
, ~p ∈ R3,m > 0
}
⊂ V.
Definition 2.4. N is defined to be the proper subset of V containing all forward-time-directed
null (massless) four-vectors: N =
{
p | p = (|~p|, ~p) , ~p ∈ R3} ⊂ V.
Remark. M ∪ N = V and M ∩ N = ∅. The zero-vector is contained within N.
Remark. A generic element of x ∈ An (or Vn or Mn or Nn) will frequently use bold-face to
emphasise that it has n components. Where these components themselves need to be indexed, the
most common notation will take the form x = (p1, . . . , pn) for pi ∈ A (or Vn or Mn or Nn).
Remark. The set A can easily be extended to a vector space over the field R by the addition of
the usual operators allowing vector addition and scalar multiplication. The same is not true
for V or M or N since these do not contain inverse elements for the vector addition operator.
Nonetheless, Lemmas 2.6 and 2.7 are related and still hold.
Lemma 2.5. If p and q are both in V then p.q ≥ 0.
Proof. p.q =
√
m2p + |~p|2
√
m2q + |~q|2 − ~p · ~q ≥ |~p||~q| − |~p||~q| cos θpq ≥ |~p||~q| − |~p||~q| = 0.
Lemma 2.6. If p and q are both in V, and λ and µ are non-negative real numbers, then λp+µq ∈ V.
Proof. It is evident from the condition on λ and µ that the time component of λp + µq will be
non-negative (as required). The only non-trivial check required, therefore, is that λp+µq has a non-
negative squared-mass. This may be shown by considering (λp+µq)2 = λ2m2p+µ2m2q+2λµ(p·q) ≥
2λµ(p · q) ≥ 0. (The last inequality uses Lemma 2.5.)
Lemma 2.7. If p and q are both in M, and λ and µ are positive real numbers, then λp+µq ∈M.
Proof. The proof for this lemma is a trival extension of the proof of Lemma 2.6. The only difference
is that this time use may be made of the fact that λ2m2p and µ2m2q are both strictly greater than
zero.
Lemma 2.8. If p ∈ V and p 6= 0 then Ep > 0 in every frame.14
Proof. If p is in V and p 6= 0 the either ~p 6= 0 or m 6= 0. Since Ep =
√
m2 + |~p|2 then Ep > 0.
Lemma 2.9. If p and q are both in V then p.q ≥ mpmq.
Proof. If mp = 0 or mq = 0 then the result is already proved by Lemma 2.5. It is only necessary
to prove the result, therefore, in the case that mp 6= 0 6= mq. In this case:
p.q =
√
m2p + |~p|2
√
m2q + |~q|2 − ~p · ~q
=
√
m2p + |~p|2
√
m2q + |~q|2 − |~p||~q| cos θpq
≥
√
m2p + |~p|2
√
m2q + |~q|2 − |~p||~q|
= mpmq
(√
1 + x2
√
1 + y2 − xy
)
14We exclude from the concept of ‘frame’ anything reached only as a limit (i.e. with an infinite Lorentz ‘γ’).
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where x = |~p|/mp and y = |~q|/mq. The lemma shall therfore be proved if it can be demonstrated
that the function f(x, y) =
√
1 + x2
√
1 + y2−xy is greater than or equal to one for all non-negative
x and y. Trivially f(x, y) ≥ 1 if either x = 0 or y = 0. We will only need to show that this is also
true when both x and y are strictly positive: x > 0 and y > 0. At extrema of f :
0 =
∂f
∂x
=
x
√
1 + y2√
1 + x2
− y and
0 =
∂f
∂y
=
y
√
1 + x2√
1 + y2
− x.
These constraints are redundant with each other and may be jointly written as
y
√
1 + x2 = x
√
1 + y2 (1)
whose solutions are contained within those of y2(1+x2) = x2(1+y2) which is equivalent to y2 = x2
or even x = y given, as we have already noted, that it suffices to consider only those solutions
having x ≥ 0 and y ≥ 0. We may limit ourselves therefore to checking for extrema among the
cases (x, y) = (λ, λ) for λ ≥ 0 – and moreover note that all such potential solutions do indeed
solve ∂f∂x =
∂f
∂y = 0 (meaning that they are not artefects introduced when (1) was squared). We
therefore try such solutions in f(x, y):
f(λ, λ) =
√
1 + λ2
√
1 + λ2 − λ2 = 1
independently of λ. We therefore see that f(x, y) has a degenerate extremum along the line
(x, y) = (λ, λ) and has no other extrema, except perhaps at infinity. The lemma will therefore be
proved if we can demonstrate that the degenerate extremum just found is a minimum. To do this it
suffices to find one point above the line and one point below it15 having values of f(x, y) which are
greater than 1. The proof is concluded, therefore, by noting that f(1, 0) = f(0, 1) =
√
2 > 1.
Definition 2.10. A partition of n things into m classes having ni > 0 things in each class i will
be denoted P (n,m,n) where n = (n1, . . . , nm) and n =
∑m
i=1 ni.
Remark. When analysing an event of the form
pp→ jjj + µ+ + µ− +X
then the partition of interest would be P (7, 4, (2, 3, 1, 1)). In this, the n = 7 shows us we understand
the momenta of seven objects (two incoming protons and five outgoing identified particles), m = 4
tells us that there are four identifiable classes of particles in the event (namely: (i) incoming
protons; (ii) jets, (iii) muons; and (iv) anti-muons) while the n = (2, 3, 1, 1) shows us how many of
those particles there are in each successive category.
Definition 2.11. We define the group S(V, P (n,m,n)) ∈ Aut(Vn) to be
S(V, P (n,m,n)) = SO+(1, 3)× Sn1 × Sn2 × · · · × Snm
where SO+(1, 3) is the part of the Lorentz Group which is connected to the identity16, Sn1 is the
symmetric group of order n1 which permutes the first n1 momenta within any x ∈ Vn, and Sn2 is
the symmetric group of order n2 which permutes the next n2 momenta within any x ∈ Vn, and so
on. The Lorentz group acts on every element of x ∈ Vn coherently.
Definition 2.12. For every integer n ≥ 1, an event e in an event class E (Vn, G) is an element
x ∈ Vn together with a symmetry group G ∈ Aut(Vn):
E (Vn, G) = Vn ×Aut(Vn) (2)
= {e | e = (x, G),x ∈ Vn, G ∈ Aut(Vn)} . (3)
Remark. We are primarily interested in event classes E (Vn, G) for which the symmetry group G
is of the form G = S(V, P (n,m,n)). In a small abuse of notation, we therefore extend the notation
of an event class E (Vn, G) by making the following short-hand definition:
15Finding two points excludes the possibility of a degenerate inflection.
16SO+(1, 3) is sometimes called the group of proper (i.e. not parity-altering) orthochronous (i.e. not time-
reversing) Lorentz transformations.
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Definition 2.13.
E (P (n,m,n)) ≡
def
E (Vn, S(V, P (n,m,n))).
Definition 2.14. We define two events e and f to be equivalent (written ‘e ∼ f ’) if and only if
(i) they are in the same event class, and (ii) they can be transformed into each other by an element
of the group each contains. More formally, if e = (x, Ge) ∈ E (Vn(e), Ge) and f = (y, Gf ) ∈
E (Vn(f), Gf ) then
(e ∼ f) ⇐⇒ (n(e) = n(f) and Ge = Gf and ∃ g ∈ Ge s.t. x = gy).
Remark. The relation ∼ just given is an equivalence relation.
Definition 2.15. The parity operator P is defined to act on p ∈ V, x ∈ Vn and e ∈ E (V n, G) as
follows:
P · p ≡P · (E, ~p) ≡
def
(E,−~p) , (4)
P · x ≡P · (p1, . . . , pn) ≡
def
(P · p1, . . . ,P · pn) , and (5)
P · e ≡P · (x, G) ≡
def
(P · x, G) . (6)
Definition 2.16 (event chirality). An event e ∈ E (Vn, G) is defined to be non-chiral if and
only if e ∼P · e, where ∼ is the equivalence relation given in Definition 2.14. Similarly, an event
for which this is not true may be termed chiral.
Definition 2.17. If E is a set of events, we define ℵ(E ) to be the set of chiral events in E , and
♥(E ) to be the set of non-chiral events in E :
ℵ(E ) = {e | e ∈ E , e 6∼P · e} , and (7)
♥(E ) = {e | e ∈ E , e ∼P · e} . (8)
Remark. ♥(E ) ∪ ℵ(E ) = E and ♥(E ) ∩ ℵ(E ) = ∅.
Definition 2.18. Since every event e = (x, G) contains a group G ∈ Aut(Vn), we can define an
action of G on the events in E (Vn, G) in a natural way. Concretely, for any G ∈ Aut(Vn), we
define the action of g ∈ G on e ∈ E (Vn, G) as follows:
g · e ≡ g · (x, G) ≡
def
(g · x, G).
Corollary 2.19. It follows from Definitions 2.16 and 2.18 that an event e ∈ E (Vn, G) will be
non-chiral if and only if there exists a g ∈ G such that g · e =P · e.
Lemma 2.20. If p ∈ V and q ∈ V then p2q2 ≤ (p.q)2 (or equivalently ∆2(p, q) ≤ 0).
Proof. The result may be obtained by squaring Lemma 2.9.
Lemma 2.21. If p ∈ V and q ∈ V then p2q2 < (p.q)2 (or equivalently ∆2(p, q) < 0) is a necessary
and sufficient condition for p and q: (a) to have a centre-of-mass frame; and (b) to have equal and
opposite non-zero three-momenta in that frame.
Proof. To prove necessity, we first assume that p and q have a centre of mass frame in which ~p
and ~q are not only equal and opposite (which would be required by definition of such a frame)
but that they also have |~p| > 0 in that frame. Concretely, we assume pµ =
(√
m2p + |~p|2, ~p
)
and
qµ =
(√
m2q + |~p|2,−~p
)
for some ~p 6= ~0. Hence, in such a case:
(p.q)2 − p2q2 = (
√
m2p + |~p|2
√
m2q + |~p|2 + |~p|2)2 −m2pm2q (9)
= (m2p + |~p|2)(m2q + |~p|2) + 2|~p|2
√
m2p + |~p|2
√
m2q + |~p|2 + |~p|4 −m2pm2q (10)
= (m2p +m
2
q)|~p|2 + 2|~p|4 + 2|~p|2
√
m2p + |~p|2
√
m2q + |~p|2 (11)
= |~p|2
(
(m2p +m
2
q) + 2|~p|2 + 2
√
m2p + |~p|2
√
m2q + |~p|2
)
(12)
≥ 4|~p|4, (13)
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which is greater than zero (by assumption), so concluding the proof of necessity.
To prove sufficiency we will need to show that (p2q2 < (p.q)2) implies ((p and q have a centre
of mass frame) and (p and q are not stationary in that frame)). This may be done by proving the
contrapositive statement: “If ((p and q do not have a centre of mass frame) or (p and q have a
centre of mass frame but are stationary in it)) then (p2q2 ≥ (p.q)2)”. If p and q have a centre of
mass frame but are stationary in it, then equation (12) shows that p2q2 = (p.q)2 agreeing with half
of the contrapositive statement. It therefore only remains to show what happens when p and q fail
to have a rest frame. We need only consider the case in which p+ q is non-zero, since if p+ q = 0
then p2q2 ≥ (p.q)2 is trivially satisfied. We therefore assume in what follows that p+ q 6= 0.
Failure to have a rest frame means that the velocity of (p+ q) in the any frame must be equal
to the velocity of light, or else it would be possible to catch up with (p + q) from some frame.
Let us therefore evaluate the velocity of (p+ q) in an arbitrary frame defined (up to rotation) by
unit-mass four-momentum Λ which is taken to be at rest in that frame. In that frame, we know
from Lemma 2.8 that Ep+q > 0 since Lemma 2.6 places p+ q in V, and p+ q 6= 0 by assumption.
Therefore we may safely say that:
βp+q|Λ =
|~p|p+q
Ep+q
∣∣∣∣
Λ
=
√
E2p+q −m2p+q
Ep+q
∣∣∣∣∣∣
Λ
=
√
(Λ.(p+ q))2 − (p+ q)2
Λ.(p+ q)
(14)
and so a failure of (p+ q) to have a rest frame must imply that
(β2p+q
∣∣
Λ
= 1) =⇒ (Λ.(p+ q))
2 − (p+ q)2
(Λ.(p+ q))2
= 1 (15)
=⇒ (Λ.(p+ q))2 − (p+ q)2 = (Λ.(p+ q))2 (16)
=⇒ (p+ q)2 = 0 (17)
=⇒ p2 + q2 + 2(p.q) = 0 (18)
=⇒ p2 = q2 = (p.q) = 0 (19)
using Lemma 2.5 three times in the last step. Accordingly, we see that it is indeed the case that
p2q2 ≥ (p.q)2 since both left and right hand sides are identically zero.
Lemma 2.22. If p ∈ V and q ∈ V then p2q2 = (p.q)2 (or equivalently ∆2(p, q) = 0) is a necessary
and sufficient condition for there to exist non-negative real numbers λ ≥ 0 and µ ≥ 0, not both
zero, such that λp = µq.
Proof. To prove necessity, assume first that λ ≥, µ ≥ 0, λp = µq and that λ and µ are not both
zero. Without loss of generality, assume that µ is non-zero. This assumption permits q to be
written as q = λµp and so both p
2q2 and (p.q)2 are equal to (p2)2 λ
2
µ2 .
To prove sufficiency, we begin with the assumption that (p.q)2 = p2q2 and the knowledge that
p ∈ V and q ∈ V. The latter two permit us to write p and q as by pµ =
(√
m2p + |~p|2, ~p
)
and
qµ =
(√
m2q + |~q|2, ~q
)
. To complete the proof we will consider two cases separately: (i) both p and
q are massless, and (ii) at least one of p and q (without loss of generality p) has mass m > 0.
In case (i) our parameterisation changes to pµ = (|~p|, ~p) and qµ = (|~q|, ~q) and so:
0 = (p.q)2 − p2q2 (20)
= (|~p||~q| − ~p.~q)2 − 0202 (21)
= (|~p||~q|(1− cos θ))2 (22)
which tells us that ~p = 0, ~q = 0, or ((cos θ = 0) ∧ (~p 6= 0 6= ~q)). In the sub-case that ~p = 0 then
(λ, µ) = (1, 0) satisfies the lemma. In the sub-case that ~q = 0 then (λ, µ) = (0, 1) satisfies the
lemma. In the remaining sub-case, (λ, µ) = (|~q|, |~p|) satisfies the lemma.
In case (ii) at least one of p and q has a non-zero mass. Without loss of generality, assume that
it is p which has a non-zero mass mp 6= 0. If the relationship λp = µq can be proved in one frame
it will be true in all frames, so we choose to prove it in a convenient frame, namely the rest-frame
of p. In that frame our parameterization becomes: pµ = (mp,~0) and qµ =
(√
m2q + |~q|2, ~q
)
, and
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so
0 = (p.q)2 − p2q2 (23)
=
(
mp
√
m2q + |~q|2 − 0
)2
−m2pm2q (24)
= m2p(m
2
q + |~q|2)−m2pm2q (25)
= m2p|~q|2 (26)
and so eithermp = 0 or ~q = 0. In the sub-case in whichmp=0, then p = (0,~0) and so (λ, µ) = (1, 0)
satisfies the lemma. In the sub-case in which ~q = 0 we have q = (mq,~0) and so (λ, ν) = (mq,mp)
satisfies the lemma (recall that mp is non-zero).
Definition 2.23 (collision events). Motivated by Lemma 2.21 we define the set of all collision
events with a symmetry group G to be the set of all events of the form e = ((p, q, . . .), G) ∈
E (Vn, G) for which p2q2 < (p.q)2 (equivalently ∆2 (p, q) < 0):
E c(Vn, G) =
{
e | e = ((p, q, . . .), G) ∈ E (Vn, G), p2q2 < (p.q)2} ⊂ E (Vn, G).
Remark. Note to have enough space to hold p and q every collision event will need to have n ≥ 2.
Lemma 2.24. If p ∈ V and q ∈ V and there exist λ ≥ 0 and µ ≥ 0, not both zero, such that
λp = µq then one of the following seven non-overlapping conditions pertains:
1. p = q = 0
2. p = 0 while q ∈M (and so q 6= 0),
3. q = 0 while p ∈M (and so p 6= 0),
4. p = 0 while q 6= 0 is an otherwise unconstrained element of N,
5. q = 0 while p 6= 0 is an otherwise unconstrained element of N,
6. p = µq 6= 0 and q = λp 6= 0 for some λ > 0, µ > 0, and both p and q are in M,
7. p = µq 6= 0 and q = λp 6= 0 for some λ > 0, µ > 0, and both p and q are in N.
Proof. Left as an exercise for the reader.
Lemma 2.25. If p and q are both in V then the following five statements are equivalent:
• (p.q) = mpmq,
• (p.q)2 = p2q2,
• ∆2(p, q) = 0,
• there exists a λ ≥ 0 and a µ ≥ 0, not both zero, such that λp = µq,
• the event falls into any of the categories listed in Lemma 2.24.
Proof. The equivalence of the first three statements is a trivial consequence of the definitions of
invariant mass and Gram Determinants. Equivalence of the fourth to the second follows from
Lemma 2.22. Equivalence of the fifth to the fourth follows from Lemma 2.24.
Definition 2.26 (non-collision events). Lemmas 2.9, 2.20 and 2.22 show us that the only
events with symmetry group G which the definition of collision event excludes are: (i) events
with symmetry group G having fewer than two particles (i.e. events in E (V0, G) ∪ E (V1, G)), and
(ii) events e = ((p, q, . . .), G) ∈ E (Vn, G) for which any of the five (equivalent) statements in
Lemma 2.25 applies. We therefore define an event in either category (i) or category (ii) above to
be a non-collision event.
Lemma 2.27 (every collision event has an axis in a frame in which (p+q) is stationary).
If follows from Lemma 2.21 and Definition 2.23 that the directions of mutual approach or departure
of p and q in a collision event can always be used to define a unique axis in the rest frame of
(p+ q).
Corollary 2.28. If e = ((p, q, · · · ), G) is a collision event then p+ q ∈M.
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Proof. That e = ((p, q, · · · ), G) is a collision event tells us that p, q ∈ V and p2q2 < (p.q)2. From
Lemma 2.6 it is already clear that p + q ∈ V, so it only remains to show that (p + q)2 > 0. Since
p, q ∈ V, then p2 ≥ 0, q2 ≥ 0 and Lemme 2.5 tells us that (p.q) ≥ 0. Therefore p2q2 < (p.q)2
may be re-written
√
p2
√
q2 < (p.q) and so (p + q)2 = p2 + q2 + 2(p.q) > p2 + q2 + 2
√
p2
√
q2 =√
p2 +
√
q2)2 ≥ 0, and thus (p+ q)2 > 0.
Definition 2.29 (transverse plane). If e is a collision event, we define its transverse plane,
TP(e), to be the set containing all momenta in V whose spatial parts are perpendicular to ~p − ~q
in the (p+ q) rest frame:
TP(e) =
{
r
∣∣∣∣ r ∈ V, G( r , p+ qp− q, p+ q
)
= 0
}
.
Remark. This definition makes sense as Lemma 2.32 tells us that a Gram determinant of the form
shown measures the dot product between ~r and ~p− ~q in the (p+ q)-rest frame.
Lemma 2.30. The momenta a and b in a collision event e = ((p, q, a, b, · · · ), G) are reflections
of each other in TP(e) if and only if(
G
(
a+ b, p+ q
p− q, p+ q
)
= 0
)
∧ (∆3 (a− b, p, q) = 0).
Proof. The first criterion says that in the (p + q)-rest frame ~a + ~b is perpendicular to the beam
axis (see Lemma 2.32). The second criterion says that (~a−~b) has no transverse component in the
(p+ q)-rest frame (this may be seen by coupling Lemma 2.34 with invariance properties of Gram
determinants). If the former is true, it asserts that az = −bz in the (p+ q)-rest frame. If the latter
is true it asserts that ~aT = ~bT in the same frame. If both are true it asserts that if ~a = (x, y, z)
then ~b = (x, y,−z) which indeed shows that ~a and ~b are reflections of each other in the transverse
plane. Conversely, assuming that ~a = (x, y, z) then ~b = (x, y,−z) the given condition may be
shown to be true by reversing the argument just given.
Lemma 2.31. If a ∈ A and Λ ∈M then the energy of a in the rest frame of Λ is given by:
Ea
∣∣∣∣
Λ
=
a.Λ√
Λ2
.
Lemma 2.32. If a, b ∈ A and Λ ∈M then use of Lemma 2.31 shows that ~a.~b in the rest frame of
Λ is given by:
(~a.~b)
∣∣∣∣
Λ
= EaEb
∣∣∣∣
Λ
− (EaEb − ~a.~b)
∣∣∣∣
Λ
=
a.Λ√
Λ2
b.Λ√
Λ2
− a.b = (a.Λ)(b.Λ)− (a.b)Λ
2
Λ2
= − 1
Λ2
G
(
a,Λ
b,Λ
)
in which we have used a Gram determinant and notation from Definition A.1.
Lemma 2.33. If a ∈ A and Λ ∈ M, then using Lemma 2.32 the square of the magnitude of the
three momentum of a in the rest frame of Λ is:
|~a|2
∣∣∣∣
Λ
= (~a.~a)
∣∣∣∣
Λ
= − 1
Λ2
G
(
a,Λ
a,Λ
)
=
−∆2 (a,Λ)
Λ2
in which we have used a symmetric Gram determinant and notation from Definition A.2.
Lemma 2.34. If a, p ∈ A, Λ ∈M, and −∆2 (p,Λ) > 0, then the square of the transverse momen-
tum of ~a with respect to the axis which ~p defines is:
|~aT |2
∣∣∣∣
Λ
=
∆3 (a, p,Λ)
−∆2 (p,Λ) .
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Proof. An ugly argument follows:
|~aT |2
∣∣∣∣
Λ
= |~a|2
∣∣∣∣
Λ
− (~a.~p)
2
|~p|2
∣∣∣∣
Λ
=
−∆2 (a,Λ)
Λ2
−
1
Λ4G
(
a,Λ
p,Λ
)2
−∆2(p,Λ)
Λ2
=
−∆2 (a,Λ)
Λ2
−
G
(
a,Λ
p,Λ
)2
−∆2 (p,Λ) Λ2 =
∆2 (a,Λ) ∆2 (p,Λ)−G
(
a,Λ
p,Λ
)2
−∆2 (p,Λ) Λ2
=
∣∣∣∣ a2 a.Λa.Λ Λ2
∣∣∣∣ ∣∣∣∣ p2 p.Λp.Λ Λ2
∣∣∣∣− ∣∣∣∣ a.p a.Λp.Λ Λ2
∣∣∣∣2
−∆2 (p,Λ) Λ2
=
(a2Λ2 − (a.Λ)2)(p2Λ2 − (p.Λ)2)− ((a.p)Λ2 − (a.Λ)(p.Λ))2
−∆2 (p,Λ) Λ2
=
(a2Λ2p2Λ2 − a2Λ2(p.Λ)2 − (a.Λ)2p2Λ2 + (a.Λ)2(p.Λ)2)− ((a.p)2Λ4 + (a.Λ)2(p.Λ)2 − 2(a.p)Λ2(a.Λ)(p.Λ))
−∆2 (p,Λ) Λ2
=
a2Λ2p2Λ2 − a2Λ2(p.Λ)2 − (a.Λ)2p2Λ2 + (a.Λ)2(p.Λ)2 − (a.p)2Λ4 − (a.Λ)2(p.Λ)2 + 2(a.p)Λ2(a.Λ)(p.Λ)
−∆2 (p,Λ) Λ2
=
a2Λ2p2 − a2(p.Λ)2 − (a.Λ)2p2 − (a.p)2Λ2 + 2(a.p)(a.Λ)(p.Λ)
−∆2 (p,Λ) =
∆3 (a, p,Λ)
−∆2 (p,Λ) .
A more elegant argument would start by proving that
(~a×~b).(~c× ~d)
∣∣∣∣
Λ
=
G
(
a, b, Λ
c, d, Λ
)
Λ2
and would then use that result to evaluate the RHS of:
|~aT |2
∣∣∣∣
Λ
=
|~a× ~p|2
|~p|2
∣∣∣∣∣
Λ
.
Lemma 2.35. In the rest frame of Λ the vector triple product ~a ×~b · ~c of the spatial momenta
within aµ, bµ and cµ is given by:(
~a×~b · ~c
)∣∣∣
Λ
= 0123
µνστΛ
µaνbσcτ√
Λ2
(see notes on ‘epsilon notation’ in Section A.2) (27)
= 0123
[Λ, a, b, c]√
Λ2
(see same section for notation). (28)
Proof. The expression of (27) is manifestly Lorentz invariant. It is therefore true if it is true in some
frame. In the rest frame of Λ it takes the form Λµ =
(√
Λ2, (0, 0, 0)
)
. In this form the required
result follows naturally, with the 0123 needed to ensure the sign of the answer is independent of
the choice of sign convention within .
Lemma 2.36. In the (p + q) rest frame of a collision event e = ((p, q, a, · · · ), G) the square of
the transverse momentum of a with respect to the beam axis is given by:
|~aT |2
∣∣∣∣
Λ
=
∆3 (a, p, q)
−∆2 (p, q) . (29)
Proof. Lemma 2.34 gives us the first step:
|~aT |2
∣∣∣∣
Λ
=
∆3 (a, p, p+ q)
−∆2 (p, p+ q)
This simplifies to the result given using the property that matrix determinants (in this case Gram
determinants) are insensitive to the addition of any multiple of some row (or column) to another
row (or column). Note also that collision events have ∆2 (p, q) < 0 by Definition 2.23, so there
is no risk of division by zero in Equation (29).
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Lemma 2.37. For any two vectors ~a,~b ∈ Rn: (|~a| = |~b|) ⇐⇒ ((~a−~b).(~a+~b) = 0).
Proof. (|~a| = |~b|) ⇐⇒ (|~a|2 = |~b|2) ⇐⇒ (|~a|2 − |~b|2 = 0) ⇐⇒ (~a.~a − ~b.~b = 0) ⇐⇒
(~a.~a+ ~a.~b−~b.~a−~b.~b = 0) ⇐⇒ ((~a−~b).(~a+~b) = 0).
Definition 2.38. Ω(pq)→(abc)X ≡
def
E c(P (5, 2, (2, 3))) with x = (p, q, a, b, c).
Remark. This definition is useful for referring quickly and concisely to collision events of the form
(pq) → (abc) + X which live in E c(P (5, 2, (2, 3))) with x = (p, q, a, b, c) and have the symmetry
group G = SO+(1, 3)× S2(pq)× S3(abc).
Definition 2.39. Ω(pq)(abc)X ≡
def
E (P (5, 2, (2, 3))) with x = (p, q, a, b, c).
Remark. This definition is useful for referring quickly and concisely to events having entities p, q,
a, b, c and possibly also other things X, which live in E (P (5, 2, (2, 3))) with x = (p, q, a, b, c) and
have the symmetry group G = SO+(1, 3)× S2(pq)× S3(abc).
Definition 2.40. Ω(pq)→(ab)X ≡
def
E c(P (4, 2, (2, 2))) with x = (p, q, a, b).
Remark. This definition is useful for referring quickly and concisely to collision events of the
form (pq)→ (ab) +X which live in E c(P (4, 2, (2, 2))) with x = (p, q, a, b) and have the symmetry
group G = SO+(1, 3)× S2(pq)× S2(ab).
Definition 2.41. Ω(pq)(ab)X ≡
def
E (P (4, 2, (2, 2))) with x = (p, q, a, b).
Remark. This definition is useful for referring quickly and concisely to events having entities p, q,
a, b and possibly also other things X, which live in E (P (4, 2, (2, 2))) with x = (p, q, a, b) and have
the symmetry group G = SO+(1, 3)× S2(pq)× S2(ab).
3 Conditions under which certain types of event are chiral
3.1 Non-collision events e ∈ Ω(pq)(ab)X
Lemma 3.1. Every non-collision event in Ω(pq)(ab)X is non-chiral.
Proof. Definition 2.26 reminds us that for every non-collision event in Ω(pq)(ab)X there will exist
a λ ≥ 0 and a µ ≥ 0 (not both zero) such that λp = µq. Equivalently, p and q must be linearly
independent. This means that of the four vectors in the set {pµ, qµ, aµ, bµ} at most three are
linearly independent. This is too few independent momenta to create a non-zero pseudoscalar
though dotting with an µνστ .
3.2 Non-collision events e ∈ Ω(pq)(abc)X for which at least one of p and q is
massive
In this section we will find a condition which specifies whether or not a non-collision event
e ∈ Ω(pq)(abc)X is non-chiral given that which at least one of p and q is massive. The condition is
given in Corollary 3.4.
Lemma 3.2. For each non-collision event e ∈ Ω(pq)(abc)X for which at least one of p and q is
massive, there is a frame in which both p and q have no spatial momentum. It is the rest frame of
(p+ q).
Proof. Since at least one of p and q has a mass assume, without loss of generality, that mp > 0,
i.e. p ∈M. The particle p therefore has a rest frame. We will show that in this frame the particle
q also has no spatial momentum. Definition 2.26 tells us that our non-collision event must be in
one of the seven configurations listed in Lemma 2.24. Our additional requirement that (without
loss of generality) p ∈ M further constrains our event e to be in configuration 3 or configuration
6 of Lemma 2.24. In configuration 3 we see that q has no spatial momentum since it is the zero
four-vector: q = 0. In configuration 6 we are told that there exists a λ > 0 such that q = λp which
shows us that in a frame in which p has no spatial momentum then q shall also have none.
Corollary 3.3. In the (p+ q) rest frame every non-collision event e ∈ Ω(pq)(abc)X for which at
least one of p and q is massive may be parameterized by the five non-negative masses mp, mq, ma,
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mb and mc together with the three spatial momenta ~a, ~b and ~c which in that frame ~p = ~q = ~0. At
least one of mp and mq is non-zero. We may represent such an event notationally as follows:
e =

p q a b c
mp mq ma mb mc
~0 ~0 ~a ~b ~c
 . (30)
Remark. The task in-hand is to identify which events of the form (30) are chiral and which are
not. Recall that Definition 2.16 says that an event is non-chiral if and only if its parity inverted
form,
P · e =

p q a b c
mp mq ma mb mc
~0 ~0 −~a −~b −~c
 , (31)
can be mapped onto e by the action of an element of the symmetry group, which in our case
consists of Lorentz boosts, rotations, permutations of (pq) and permutations of (abc). To get a
match with p and q it is clear that by working in the (p + q) frame we can now exclude Lorentz
boosts from further consideration. Likewise, p and q do not need permuting, and even if they did,
such permutations would only affect mp and mq. We therefore only need consider permutations of
(abc) and global rotations R. In principle there are six permutations of (abc) to consider: 1, (ab),
(bc), (ca), (abc) and (cba). We shall only consider h1 = R, h2 = (ab) · R and h3 = (abc) · R since
the effects of the remaining ones may be inferred from these three by symmetry.
h1 ·P · e = R ·P · e=

p q a b c
mp mq ma mb mc
~0 ~0 −R~a −R~b −R~c
 , (32)
h2 ·P · e = (ab) ·R ·P · e=

p q a b c
mp mq mb ma mc
~0 ~0 −R~b −R~a −R~c
 , (33)
h3 ·P · e = (abc) ·R ·P · e=

p q a b c
mp mq mb mc ma
~0 ~0 −R~b −R~c −R~a
 . (34)
3.2.1 Case h1: ‘R ·P · e = e’
For events to be non-chiral under this case we shall need ~a = −R~a, ~b = −R~b and ~c = −R~c. This
will be the case if either:
• ~a = ~b = ~c = ~0; or
• R represents a rotation of 180 degrees about some axis, and that all of ~a, ~b and ~c lie in
the plane which is orthogonal to the axis of this rotation. [It may be helpful to refer to
Lemma B.7.]
Case h2 is satisfied if and only if [a, b, c, p+ q] = 0.
3.2.2 Case h2: ‘(ab) ·R ·P · e = e’
For events to be non-chiral under this case we shall need ma = mb, ~a = −R~b, ~b = −R~a and
~c = −R~c. Note that these relations require that: (~a = R2~a); (~b = R2~b) and; ((~a 6= ~0) ⇐⇒ (~b 6=
~0) ⇐⇒ (R2 = 1)). Case h2 will be satisfied, therefore, if ma = mb and least one of the following
is true:
1. ~a = ~b = ~c = ~0; or
2. ~a = ~b = 0 and ~c 6= ~0 (in which case R must be a rotation of 180 degrees about some axis
perpendicular to ~c); or
3. ~a 6= ~0 6= ~b and R = 1 (in which case it must be the case that ~a = −~b and ~c = ~0); or
4. ~a 6= ~0 6= ~b and R is a rotation of 180 degrees about some axis (in which case it must be the
case that ~c is in the plane orthogonal to the axis of rotation).
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Figure 1: Diagram of a non-chiral configuration of momenta described in the text.
Sub-cases 1, 2 and 3 all have [a, b, c, p + q] = 0 and so are also sub-cases of h1 (though R may
have a different interpretation). The only ‘new’ way of being non-chiral provided by Case h2 is
therefore sub-case 4. It says that ma = mb and that ~a and ~b are reflections of each other in a plane
which also holds ~c. We may exclude from consideration both the case in which ~a = ~b and the case
~c = ~0, since both of these place ~a, ~b and ~c into a common plane, thus making them sub-cases of
Case h1. The geometry of the new non-chiral case is shown in Figure 1. The condition shown
can be summarised by the requirement:
(ma = mb) ∧
(
|~a| = |~b|
)
∧
(
~a · ~c = ~b · ~c
)
(35)
or in Lorentz-invariant form as(
a2 = b2
) ∧ (G(a, p+ q
a, p+ q
)
= G
(
b, p+ q
b, p+ q
))
∧
(
G
(
a, p+ q
c, p+ q
)
= G
(
b, p+ q
c, p+ q
))
. (36)
Using Lemma B.2 (having set s therein to p+ q) we note that (36) may be written more symmet-
rically as
(
a2 − b2 = 0) ∧ (G(a, p+ q
a, p+ q
)
−G
(
b, p+ q
b, p+ q
)
= 0
)
∧
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
= 0
)
(37)
which, in the compressed notation later to be introduced in (58), may be written as(
a2 − b2 = 0) ∧ (gaa − gbb = 0) ∧ (ga−ba+b+c = 0) (38)
or, if using also (229), may be written as:(
a2 − b2 = 0) ∧ (ga−ba+b = 0) ∧ (ga−ba+b+c = 0) (39)
according to taste. Note the similarity of the above constraints to those in the relevant row(s) of
(67).
3.2.3 Case h3: ‘(abc) ·R ·P · e = e’
For events to be non-chiral under this case we shall need ma = mb = mc, ~a = −R~b, ~b = −R~c
and ~c = −R~a. Note that these relations require that: (~a,~b,~c) = −R3 · (~a,~b,~c). By Lemma B.7,
therefore, ~a, ~b and ~c must all lie on a common plane which is perpendicular to the axis of rotation
of R. This means that any configuration satisfying Case h3 is already to be found as a special case
of Case h1. Case h3 therefore adds no new ways of being non-chiral.
18
3.2.4 Summary of all cases
Corollary 3.4. A non-collision event e ∈ Ω(pq)(abc)X for which at least one of p and q is massive
is non-chiral if and only if
[a, b, c, p+ q] = 0
∨
(
a2 − b2 = 0) ∧ (gaa − gbb = 0) ∧ (ga−ba+b+c = 0)
∨(
b2 − c2 = 0) ∧ (gbb − gcc = 0) ∧ (gb−ca+b+c = 0)
∨(
c2 − a2 = 0) ∧ (gcc − gaa = 0) ∧ (gc−aa+b+c = 0)
 .
Note that the conditions inside the curly brakets have been written in the form of (38) however
they could just have easily been written using the alternative variations (37) or (39).
Proof. This result is just an ‘or’ of the conditions obtained after consideration of cases h1 to h3
above, together with the other cases that would be obtained from them by symmetry.
3.3 Non-collision events e ∈ Ω(pq)(abc)X for which both p and q are massless
In this section we will find a condition which specifies whether or not a non-collision event
e ∈ Ω(pq)(abc)X is non-chiral given that both of p and q are massless. The condition is given in
Corollary 3.6.
If (a + b + c)2 = 0 then all of a, b and c must be massless and must all point in the same
direction (i.e. there will exist α ≥ 0 and β ≥ 0, not both zero, such that αa = βb, etc). In such
a case there are at most three linearly independent Lorentz-vectors in the event, namely p and q
together with at most one of a, b and c. These are too few to construct a non-zero pseudoscalar
from contraction with an epsilon alternating tensor. Such an event therefore non-chiral.
Similarly, if p = 0 = q then again there are too few linearly independent Lorentz-vectors to
construct a non-zero pseudoscalar. Such events are therefore also non-chiral.
If (a+ b+ c)2 > 0 and at least one of p and q is not the zero-vector, then more work needs to be
done to determine whether or not the event is chiral. However, in this case the non-zero mass of
(a+ b+ c) means there is a natural frame in which we can work, namely that in which (a+ b+ c)
is at rest. In the remainder of Section 3.3 (and its subsections) we will work in that frame and will
assume (without loss of generality) that p is not the zero-vector.
Although we have already chosen a rest-frame in which to work, we have not yet used the
freedom to orient that frame. Definition 2.26 tells us that, since we are considering only non-
collision events, there must exist a λ ≥ 0 and a µ ≥ 0, not both zero, such that λp = µq. This
means that in the frame in which we have chosen to work, at least one of ~p and ~q is non-zero, and
furthermore if both are non-zero then both point in the same direction. We therefore choose to
orient our frame such that ~p and ~q are parallel to the z-axis and so that neither of them has a
negative z-component.17
Corollary 3.5. Every non-collision event e ∈ Ω(pq)(abc)X having (a + b + c)2 > 0 and having
at least one of p and q non-zero may, in the (a+ b+ c)-rest frame, be parameterized by the three
non-negative masses ma, mb and mc, two non-negative scalars pz and qz (at least one of which is
non-zero), three transverse momenta ~aT , ~bT and ~cT (each having two components) jointly satisfying
aT +~bT + ~cT = ~0T and three other scalars az, bz and cz jointly satisfying az + bz + cz = 0. We
may represent such an event notationally as follows:
eˆ =
 0 0 ma mb mc0 0 a b c
pz qz az bz cz
 with

pz, qz,ma,mb,mc ≥ 0,
pz + qz > 0,
a,b, c ∈ C,
a + b + c = 0,
az, bz, cz ∈ R andaz + bz + cz = 0
 . (40)
Remark. The task in-hand is to identify which events of the form (40) are chiral and which are
not. Recall that Definition 2.16 says that an event is non-chiral if and only if its parity inverted
17At least one of them will have a positive z-component.
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form,
P · e =
 0 0 ma mb mc0 0 −a −b −c
−pz −qz −az −bz −cz
 , (41)
can be mapped onto e by the action of an element of the symmetry group, which in our case consists
of Lorentz boosts, rotations, permutations of (pq) and permutations of (abc). Since every element
g in the symmetry group has an inverse, we may instead choose to apply the above definition not
toP · e but to g ·P · e. We will do so, choosing g to be a rotation of 180 degrees about the x axis,
this being something that will ensure that the momenta of p and q are thereby already mapped
into agreement:
Rx(pi) ·P · e =
 0 0 ma mb mc0 0 a∗ b∗ c∗
pz qz az bz cz
 . (42)
What elements of the symmetry group can be used to map Rx(pi) ·P · e back onto e? Since we
already have a match for p and q we must not break this match. This rules out the use of rotations
except for those about the z-axis. Boosts are also ruled out for those same reason. Interchanges of
p and q could, in principle, be applied if pz = qz. However such swaps achieve nothing. All we need
consider, therefore, are rotations Rz(θ) about the z-axis by an arbitrary angle θ, together with any
permutation of a, b and c. Though there are six such permutations, it will only be necessary to
examine three of them (1, (ab) and (abc)) since the behaviour of the others may be determined
by symmetry from these. We therefore consider three cases as follows:
Rz(θ) ·Rx(pi) ·P · e =
 0 0 ma mb mc0 0 a∗eiθ b∗eiθ c∗eiθ
pz qz az bz cz
 , (43)
(ab) ·Rz(θ) ·Rx(pi) ·P · e =
 0 0 mb ma mc0 0 b∗eiθ a∗eiθ c∗eiθ
pz qz bz az cz
 , (44)
(abc) ·Rz(θ) ·Rx(pi) ·P · e =
 0 0 mb mc ma0 0 b∗eiθ c∗eiθ a∗eiθ
pz qz bz cz az
 . (45)
The above cases will be considered with the complex number a, b and c in polar form, vis a = |a|eiα,
b = |b|eiβ and c = |c|eiγ .
3.3.1 Case h1: ‘Rz(θ) ·Rx(pi) ·P · e = e’
This case requires
((a = 0) ∨ (θ − α+ 2napi = α)) ∧ ((b = 0) ∨ (θ − β + 2nbpi = β)) ∧ ((c = 0) ∨ (θ − γ + 2ncpi = γ))
which is equivalent to
((a = 0) ∨ (α = 1
2
θ + napi)) ∧ ((b = 0) ∨ (β = 1
2
θ + nbpi)) ∧ ((c = 0) ∨ (γ = 1
2
θ + ncpi))
which is the same as requiring that all non-zero elements of the set {a,b, c} must have the same
complex argument to within a pi, This is itself the same as saying that ~a, ~b, ~c, ~p and ~q are all in
a common plane. Note: it is no surprise that ~a, ~b, ~c are in a common plane. This is inevitable
given that we are working in the (a + b + c) rest frame. The ‘extra’ requirement here is only
that p and q can be added while remaining in one plane. Since ~p and ~q are necessarily collinear
(and not anti-parallel) it is sufficient to test that (~p + ~q) lie in the same plane as each of the
other two vectors. I.e. in the (a + b + c) rest frame we wish to enforce the requirement that
~a ×~b · (~p + ~q) = ~b × ~c · (~p + ~q) = ~c × ~a · (~p + ~q) = 0. This constraint may be written in Lorentz
invariant form as [a, b, p+ q, a+ b+ c] = [b, c, p+ q, a+ b+ c] = [c, a, p+ q, a+ b+ c] = 0 however,
given standard properties of determinants these are all equivalent to the single constraint
[a, b, c, p+ q] = 0.
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3.3.2 Case h2: ‘(ab) ·Rz(θ) ·Rx(pi) ·P · e = e’
This case requires ma = mb, az = bz and |a| = |b| together with
((a = 0) ∨ ((θ − β + 2napi = α) ∧ (θ − α+ 2nbpi = β))) ∧ ((c = 0) ∨ (θ − γ + 2ncpi = γ))
which is equivalent to ma = mb, az = bz and |a| = |b| together with
((a = 0) ∨ (1
2
(α+ β) =
1
2
θ + npi)) ∧ ((c = 0) ∨ (γ = 1
2
θ + ncpi)). (46)
Given that we have a constraint |a| = |b| we may break this down into four sub-cases:
1. |a| = |b| = |c| = 0,
2. |a| = |b| = 0 and |c| 6= 0, and
3. |a| = |b| 6= 0.
Sub-cases 1 and 2 above are manifestly already contained within Case h1 and so do not represent
‘new’ sources of non-chirality for these events and so may be ignored. Only sub-case 3 tells us
something new. It tells us that a non-collision event of the type we are considering will be non-
chiral if, in the (a+ b+ c) rest frame, ~a and ~b have transverse18 momenta with equal magnitudes
and have the same component in the (~p + ~q)-direction provided that, whenever ~c has a non-zero
transverse momentum, ~c lies in the plane in which ~a mirrors ~b and which also includes (~p+ ~q).
Note that the mirror plane just mentioned is poorly defined if ~a and ~b are axial (that is to say
they are along ~p+ ~q direction) however this case may be ignored since it is a sub-case of Case h1.
The case where ~a = ~b and off axis may also be ignored as another a sub-case of Case h1, even
though the mirror plane is well defined in this case.
The forms of non-chiral event contained in the above and not already contained within the
[a, b, c, p+ q] = 0 condition of Case h1 may be written
(ma = mb) ∧ (az = bz) ∧ (|~a| = |~b|) ∧ ((~a−~b) · ~c = 0) (47)
which, having defined Σ = a+ b+ c, can re-written in Lorentz-invariant form as
(a2 = b2) ∧
(
G
(
a− b,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (a,Σ) = ∆2 (b,Σ)) ∧
(
G
(
a,Σ
c,Σ
)
= G
(
b,Σ
c,Σ
))
. (48)
Using Lemma B.2 (having set s therein to Σ) we note that (48) may be written more symmetrically
as
(a2 = b2) ∧
(
G
(
a− b,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (a,Σ) = ∆2 (b,Σ)) ∧
(
G
(
a,Σ
Σ,Σ
)
= G
(
b ,Σ
Σ,Σ
))
(49)
however the properties of Gram determinants ensure that
(
G
(
a,Σ
Σ,Σ
)
= G
(
b ,Σ
Σ,Σ
))
is always true
(since the left and right hand sides of this equation are both identically zero) so we may write our
condition in the simpler and final form:
(a2 = b2) ∧
(
G
(
a− b,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (a,Σ) = ∆2 (b,Σ)) . (50)
3.3.3 Case h3: ‘(abc) ·Rz(θ) ·Rx(pi) ·P · e = e’
In this case, although many constraints are required to be satisfied we will only need to consider
three. They are those which say az = bz = cz. These, together with the already made requirement
that az + bz + cz = 0 reduce to az = bz = cz = 0. These place all of ~a, ~b and ~c on the plane
transverse to ~p + ~q meaning that, in the (a + b + c) rest frame ~a ×~b · (p + q), ~b × ~c · (p + q) and
~c×~a · (p+ q) must all be zero. This case is therefore a sub-case of Case h1 and adds nothing new.
18Here ‘transverse’ means with respect to the (~p+ ~q)-axis in our frame.)
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3.3.4 Summary of all cases
Corollary 3.6. A non-collision event e ∈ Ω(pq)(abc)X for which both p and q are massless is
non-chiral if and only if
(a+ b+ c)2 = 0
∨
(p = 0) ∧ (q = 0)
∨
[a, b, c, p+ q] = 0
∨
(a2 = b2) ∧
(
G
(
a− b,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (a,Σ) = ∆2 (b,Σ))
∨
(b2 = c2) ∧
(
G
(
b− c,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (b,Σ) = ∆2 (c,Σ))
∨
(c2 = a2) ∧
(
G
(
c− a,Σ
p+ q,Σ
)
= 0
)
∧ (∆2 (c,Σ) = ∆2 (a,Σ))

wherein Σ stands for a+ b+ c.
Proof. This result is just an ‘or’ of the conditions obtained after consideration of cases h1 to h3
above, together with the other cases that would be obtained from them by symmetry, and together
with the two earlier results just preceding them concerning (i) the case (a + b + c)2 = 0 and (ii)
the case p = q = 0.
3.4 Collision events in either Ω(pq)→(abc)X or Ω(pq)→(ab)X
Theorem 3.7. A collision event e ∈ Ω(pq)→(abc)X is chiral if and only if C is true, where
C ≡ (51)
(((a, b, p, q) 6= 0) ∨ ((b, c, p, q) 6= 0) ∨ ((c, a, p, q) 6= 0))
∧
(a2 6= b2) ∨
(
G
(
a− b, p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
a− b, p+ q
a+ b, p+ q
)
6= 0
)
∨
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
6= 0
)
∨ (a = b)
∧
(b2 6= c2) ∨
(
G
(
b− c, p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
b− c, p+ q
b+ c, p+ q
)
6= 0
)
∨
(
G
(
b− c , p+ q
a+ b+ c, p+ q
)
6= 0
)
∨ (b = c)
∧
(c2 6= a2) ∨
(
G
(
c− a, p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
c− a, p+ q
c+ a, p+ q
)
6= 0
)
∨
(
G
(
c− a , p+ q
a+ b+ c, p+ q
)
6= 0
)
∨ (c = a)
∧
(p2 6= q2) ∨
(
G
(
a , p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
b , p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
c , p+ q
p− q, p+ q
)
6= 0
)
∧
(p2 6= q2) ∨ (a2 6= b2) ∨
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
6= 0
)
∨
(
G
(
a+ b, p+ q
p− q, p+ q
)
6= 0
)
∨ (∆3 (a− b, p, q) 6= 0)
∧
(p2 6= q2) ∨ (b2 6= c2) ∨
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
6= 0
)
∨
(
G
(
b+ c, p+ q
p− q, p+ q
)
6= 0
)
∨ (∆3 (b− c, p, q) 6= 0)
∧
(p2 6= q2) ∨ (c2 6= a2) ∨
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
6= 0
)
∨
(
G
(
c+ a, p+ q
p− q, p+ q
)
6= 0
)
∨ (∆3 (c− a, p, q) 6= 0)
.
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Proof. The proof of Theorem 3.7 is long and not particularly illuminating. Exposition of it is
therefore delayed until Sections 3.4.1 to 3.4.15 so as not to disrupt the arguments about to be
made.
Corollary 3.8. It follows from Theorem 3.7 almost by inspection19 that a collision event e ∈
Ω(pq)→(ab)X is chiral if and only if B is true, where
B ≡ (52)
(((a, b, p, q) 6= 0))
∧
(a2 6= b2) ∨
(
G
(
a− b, p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
a− b, p+ q
a+ b, p+ q
)
6= 0
)
∨ (a = b)
∧
(p2 6= q2) ∨
(
G
(
a , p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
b , p+ q
p− q, p+ q
)
6= 0
)
∧
(p2 6= q2) ∨ (a2 6= b2) ∨
(
G
(
a+ b, p+ q
p− q, p+ q
)
6= 0
)
∨ (∆3 (a− b, p, q) 6= 0)
.
Definition 3.9. Because the constraints C and B just written are rather big and bulky, we will
benefit from writing them in a compressed notation. It will be particularly important to be able
to see, at a glance, which quantities within them change sign under interchange of p and q (these
will be denoted with a subscript ·pq), which quantities are completely antisymmetric in a, b and/or
c (these will be denoted with superscripts ·abc or ·ab etc.), and which change sign under parity
(these will be denoted with a P). Having made those symmetries clear, it will then be easier to
plot a path toward combining the ingredients into functions which are invariant under the required
interchange symmetries. We therefore make the following definitions:
Pabpq (0) ≡ abpq ≡ [a, b, p, q], (53)
Pabcpq (1) ≡ abpq + bcpq + capq, (54)
Pabcpq (2) ≡ abpqbcpqcapq, (55)
Ppq(3) ≡ (abpq − bcpq)(bcpq − capq)(capq − abpq), (56)
Pabcpq (C) ≡Pabcpq (1) + iPabcpq (2) (57)
gxy ≡ G
(
x, p+ q
y, p+ q
)
, (58)
Gpq(0) = Fpq (0) ≡ p2 − q2, (59)
Fpq (1) ≡ ga+b+cp−q , (60)
Fpq (2) ≡ gap−qgbp−qgcp−q, (61)
F abcpq (3) ≡ ga−bp−qgb−cp−qgc−ap−q , (62)
F ···pq (
0
1
2
) ≡ (Fpq(0), Fpq(1), Fpq(2)) , (63)
Gpq(1) ≡ ga+bp−q, (64)
Gabpq(2) ≡ ga−bp−q , and (65)
fab ≡ a2 − b2. (66)
19The result may be obtained either by substituting the zero four-vector in place of c in the statement of Theo-
rem 3.7 and then simplifying the resulting expression, or by considering the steps of the proof of Theorem 3.7 which
would have been required had there been no c to begin with.
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Lemma 3.10. A collision event e ∈ Ω(pq)→(abc)X is chiral if and only if C is true where:
C = (67)
(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0) ∨ (Ppq(3) 6= 0)
∧
(fab 6= 0) ∨ (ga−bp−q 6= 0) ∨ (ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (a = b)
∧
(f bc 6= 0) ∨ (gb−cp−q 6= 0) ∨ (gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (b = c)
∧
(f ca 6= 0) ∨ (gc−ap−q 6= 0) ∨ (gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (c = a)

∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨ (Fpq(2) 6= 0) ∨ (F abcpq (3) 6= 0)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)

Proof. This is an almost trivial re-writing of the condition C (of (51)) using the notation of
Definition 3.9 together with a few applications of Lemma B.4.
Lemma 3.11. A collision event e ∈ Ω(pq)→(ab)X is chiral if and only if B is true where:
B = (68)
Pabpq (0) 6= 0
∧
(fab 6= 0) ∨ (Gabpq(2) 6= 0) ∨ (ga−ba+b 6= 0)
∧
(Gpq(0) 6= 0) ∨ (Gpq(1) 6= 0) ∨ (Gabpq(2) 6= 0)
∧
(Gpq(0) 6= 0) ∨ (Gpq(1) 6= 0) ∨
{
(fab 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
}
.
Proof. This is largely just a matter of substituting the new notation into the expression already
given in (52)). Only two things are worth remarking:
• the ‘. . . ∨ (a = b)’ part of (52) has been omitted as it is incompatible with the very first
‘abpq 6= 0’ requirement, and
• naïve notational substitution for
(
G
(
a , p+ q
p− q, p+ q
)
6= 0
)
∨
(
G
(
b , p+ q
p− q, p+ q
)
6= 0
)
would re-
sult in
(
gap−q 6= 0
) ∨ (gbp−q 6= 0) however it has been rendered instead as (Gpq(1) 6= 0) ∨
(Gabpq(2) 6= 0) meaning
(
ga+bp−q 6= 0
) ∨ (ga−bp−q 6= 0) since we crave statements which are either
(ab)-even or (ab)-odd.
3.4.1 Start of proof of Theorem 3.7
Remark. Given Lemma 2.27 we can work with any event in Ω(pq)→(abc)X in the (p+ q) rest frame,
having aligned ~p with the positive z-axis and ~q with the negative z-axis. In such a frame, the
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following quantities in eˆ uniquely describe any event in Ω(pq)→(abc)X :
eˆ =
 mp mq ma mb mc0 0 a b c
p −p az bz cz
 with

mp,mq,ma,mb,mc ≥ 0,
p > 0,
a,b, c ∈ C, and
az, bz, cz ∈ R
 , (69)
provided that we take, respectively, the real and imaginary parts of a to represent the x and y
components of a (and similarly for b and c).
Definition 3.12. We name a matrix eˆ which has the properties shown above to be the event
representation of an event e ∈ Ω(pq)→(abc)X .
Remark. One may naturally extend the action of the parity operator, P, and of elements of the
symmetry group G, to an action on event representations eˆ. We will make such an extensions
implicitly rather than explicitly, as happens in the next lemma:
Lemma 3.13.
P · eˆ =
 mp mq ma mb mc0 0 −a −b −c
−p p −az −bz −cz
 . (70)
Proof. The result follows directly from Definition 2.15.
Recall that we are attempting to find the conditions under which collision events e ∈ Ω(pq)→(abc)X
are non-chiral. Corollary 2.19 reminds us that in order to identify such events it suffices to find
all those eˆ for which there exists a g ∈ G such that g · eˆ =P · eˆ. However, because
(
pix
yz
)
·P · eˆ =
 mp mq ma mb mc0 0 −a∗ −b∗ −c∗
p −p az bz cz
 (71)
has fewer minus signs than P · eˆ and is identical to eˆ in all but three ‘cells’, it is more convenient
for us to find the non-chiral collision events by searching for all eˆ for which there exists a g ∈ G
such that g · eˆ =
(
pix
yz
)
·P · eˆ. The inclusion of the
(
pix
yz
)
has no effect on the set of events so
obtained since G is a group. Furthermore, every element of g ∈ G can be written as a product of
an element of SO+(1, 3) with one of the twelve elements of the following group H:
H =
{
1,
(
pix
yz
)
(pq)
}
⊗ {1, (ab), (ac), (bc), (abc), (cba)}
in which, once more, the
(
pix
yz
)
operator has been added only for convenience, to reduce the
number of minus signs appearing in later work. We can therefore reduce the task of finding non-
chiral collider events to having to find only those events eˆ for which there exists an element
s ∈ SO+(1, 3) such that s · h · eˆ =
(
pix
yz
)
·P · eˆ for some h in H.
It is easy to check that every for every element h ∈ H:
s · h · eˆ = s · h ·
 mp mq ma mb mc0 0 a b c
p −p az bz cz
 (72)
= s ·
 ? ? ? ? ?0 0 ? ? ?
p −p ? ? ?
 with p > 0. (73)
Since we require that the RHS of Equation (73) must match the
(
pix
yz
)
·P ·eˆ shown in Equation (71)
we can see that the only elements s ∈ SO+(1, 3) which need be considered are those which leave the
spatial components of ~p and ~q invariant.20 Any boost would necessarily modify some component
of ~p or ~q we know that the only permissible options for s are rotations which, since they must
20That we can make such a statement derives ultimately from Lemma 2.27.
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leave the z-axis invariant, are rotations about z. We have therefore reduced the task of proving
Theorem 3.7 to finding the events eˆ for which there exists an angle θ and an element h ∈ H such
that (
θx
xy
)
· h · eˆ =
(
pix
yz
)
·P · eˆ (74)
whose RHS we already know.
Definition 3.14. Let us define ♥(h, θ,Ω(pq)→(abc)X) to be the set of non-chiral collision events
e ∈ ♥(Ω(pq)→(abc)X) ⊂ Ω(pq)→(abc)X which satisfy Equation (74):
♥(h, θ,Ω(pq)→(abc)X) ≡
def
{
e
∣∣∣∣ e ∈ Ω(pq)→(abc)X ,( θxxy
)
· h · eˆ =
(
pix
yz
)
·P · eˆ
}
.
Similarly, let us define ♥(h,Ω(pq)→(abc)X) to be the set of non-chiral collision events e ∈
♥(Ω(pq)→(abc)X) ⊂ Ω(pq)→(abc)X which satisfy Equation (74) for some θ:
♥(h,Ω(pq)→(abc)X) ≡
def
{
e
∣∣∣∣ e ∈ Ω(pq)→(abc)X ,( θxxy
)
· h · eˆ =
(
pix
yz
)
·P · eˆ, θ ∈ R
}
=
⋃
θ∈R
♥(h, θ,Ω(pq)→(abc)X).
Corollary 3.15. In terms of the quantities just defined, our goal, ♥(Ω(pq)→(abc)X), may be written
as:
♥(Ω(pq)→(abc)X) =
⋃
h∈H
♥(h,Ω(pq)→(abc)X).
The action of
(
θx
xy
)
on any event representation eˆ is nice, as it only multiplies each element
of the complex row of the representation by eiθ. Since there are only twelve elements of H (we
will define them to be { h1=1, h2=(ab), h3=(ac), h4=(bc), h5=(abc), h6=(cba), h7=
(
pix
yz
)
(pq),
h8=
(
pix
yz
)
(pq)(ab), h9=
(
pix
yz
)
(pq)(ac), h10=
(
pix
yz
)
(pq)(bc), h11=
(
pix
yz
)
(pq)(abc), h12=
(
pix
yz
)
(pq)(cba)
}) we can now enumerate all twelve LHSs of Equation (74):(
θx
xy
)
h1eˆ =
 mp mq ma mb mc0 0 aeiθ beiθ ceiθ
p −p az bz cz
, ( θx
xy
)
h7eˆ =
 mq mp ma mb mc0 0 a∗eiθ b∗eiθ c∗eiθ
p −p −az −bz −cz
,
(
θx
xy
)
h2eˆ =
 mp mq mb ma mc0 0 beiθ aeiθ ceiθ
p −p bz az cz
, ( θx
xy
)
h8eˆ =
 mq mp mb ma mc0 0 b∗eiθ a∗eiθ c∗eiθ
p −p −bz −az −cz
,
(
θx
xy
)
h3eˆ =
 mp mq mc mb ma0 0 ceiθ beiθ aeiθ
p −p cz bz az
, ( θx
xy
)
h9eˆ =
 mq mp mc mb ma0 0 c∗eiθ b∗eiθ a∗eiθ
p −p −cz −bz −az
,
(
θx
xy
)
h4eˆ =
 mp mq ma mc mb0 0 aeiθ ceiθ beiθ
p −p az cz bz
, ( θx
xy
)
h10eˆ =
 mq mp ma mc mb0 0 a∗eiθ c∗eiθ b∗eiθ
p −p −az −cz −bz
,
(
θx
xy
)
h5eˆ =
 mp mq mb mc ma0 0 beiθ ceiθ aeiθ
p −p bz cz az
, ( θx
xy
)
h11eˆ =
 mq mp mb mc ma0 0 b∗eiθ c∗eiθ a∗eiθ
p −p −bz −cz −az
,
(
θx
xy
)
h6eˆ =
 mp mq mc ma mb0 0 ceiθ aeiθ beiθ
p −p cz az bz
, ( θx
xy
)
h12eˆ =
 mq mp mc ma mb0 0 c∗eiθ a∗eiθ b∗eiθ
p −p −cz −az −bz
,
(75)
at least one of which will equal(
pix
yz
)
·P · eˆ =
 mp mq ma mb mc0 0 −a∗ −b∗ −c∗
p −p az bz cz
 .
for some θ if eˆ is non-chiral. In (75) six of of the constraints have been coloured blue. This is
because these constraints are strongly related to another black one in the list. (We will see how
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later.) The ‘hard work’ only needs to be invested in the black cases. Once those are done, results
relating to the remaining blue ones will follow trivially.
We now take the black constraints from (75) and re-write their complex numbers in polar form
by making the following replacements:
a→ |a|eiα, (76)
b→ |b|eiβ , and (77)
c→ |c|eiγ . (78)
This results in: (
θx
xy
)
h1eˆ =
 mp mq ma mb mc0 0 |a|ei(θ+α) |b|ei(θ+β) |c|ei(θ+γ)
p −p az bz cz
 ,
(
θx
xy
)
h2eˆ =
 mp mq mb ma mc0 0 |b|ei(θ+β) |a|ei(θ+α) |c|ei(θ+γ)
p −p bz az cz
 ,
(
θx
xy
)
h5eˆ =
 mp mq mb mc ma0 0 |b|ei(θ+β) |c|ei(θ+γ) |a|ei(θ+α)
p −p bz cz az
 ,
(
θx
xy
)
h7eˆ =
 mq mp ma mb mc0 0 |a|ei(θ−α) |b|ei(θ−β) |c|ei(θ−γ)
p −p −az −bz −cz
 ,
(
θx
xy
)
h8eˆ =
 mq mp mb ma mc0 0 |b|ei(θ−β) |a|ei(θ−α) |c|ei(θ−γ)
p −p −bz −az −cz
 ,
(
θx
xy
)
h11eˆ =
 mq mp mb mc ma0 0 |b|ei(θ−β) |c|ei(θ−γ) |a|ei(θ−α)
p −p −bz −cz −az
 ,
(79)
needing to equal(
pix
yz
)
·P · eˆ =
 mp mq ma mb mc0 0 |a|ei(pi−α) |b|ei(pi−β) |c|ei(pi−γ)
p −p az bz cz
 .
3.4.2 Case h1
h1 = 1.
((a = 0) ∨ (θ + α = pi − α+ 2napi)) ∧ ((b = 0) ∨ (θ + β = pi − β + 2nbpi)) ∧ ((c = 0) ∨ (θ + γ =
pi − γ + 2ncpi))
=⇒ ((a = 0) ∨ (α = 12 (pi − θ) + napi)) ∧ ((b = 0) ∨ (β = 12 (pi − θ) + nbpi)) ∧ ((c = 0) ∨ (γ =
1
2 (pi − θ) + ncpi))
=⇒ the three-momenta ~a, ~b and ~c must all live in a common plane containing the beam
axis, but are otherwise unconstrained. This can be written in a frame-independent way using the
Lorentz contraction shorthand notation of (223) as:
abpq = acpq = bcpq = 0. (80)
A rigorous proof of the above statement is left as an exercise for the reader.
3.4.3 Case h2
h2 = (ab).
(ma = mb) ∧ (az = bz) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ (θ + β = pi − α + 2napi)) ∧ ((a = b =
0) ∨ (θ + α = pi − β + 2nbpi)) ∧ ((c = 0) ∨ (θ + γ = pi − γ + 2ncpi))
=⇒ (ma = mb) ∧ (az = bz) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((α+ β = pi − θ + 2napi) ∧ (α+ β =
pi − θ + 2nbpi))) ∧ ((c = 0) ∨ (γ = 12 (pi − θ) + ncpi))
=⇒ (ma = mb) ∧ (az = bz) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ (α + β = pi − θ + 2nabpi)) ∧ ((c =
0) ∨ (γ = 12 (pi − θ) + ncpi))
Expanding over the four cases (a = 0 ∧ c = 0), (a 6= 0 ∧ c = 0) (a = 0 ∧ c 6= 0) and
(a 6= 0 ∧ c 6= 0):21
21Here and in similar places some terms have been highlighted in blue. This is to provide either emphasis to
changed terms, or to assist in identifying pairs of opening and closing brackets, etc.
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=⇒ (ma = mb) ∧ (az = bz) ∧ (|a| = |b|) ∧ ([(a = b = c = 0)] ∨ [(a = b = 0) ∧ (|c| > 0) ∧ (γ =
1
2 (pi− θ) + ncpi)]∨ [(|a| > 0)∧ (c = 0)∧ (α+ β = pi− θ+ 2nabpi)]∨ [(|a| > 0)∧ (|c| > 0)∧ (α+ β =
pi − θ + 2nabpi) ∧ (γ = 12 (pi − θ) + ncpi)])
Removing the constraints which only constrain something outside of eˆ and scaling the second
last constraint:
=⇒ (ma = mb)∧ (az = bz)∧ (|a| = |b|)∧ ([(a = b = c = 0)]∨ [(a = b = 0)∧ (|c| > 0)]∨ [(|a| >
0) ∧ (c = 0)] ∨ [(|a| > 0) ∧ (|c| > 0) ∧ ( 12 (α+ β) = 12 (pi − θ) + nabpi) ∧ (γ = 12 (pi − θ) + ncpi)])
Replacing second-last constraint with an equivalent constraint:
=⇒ (ma = mb)∧ (az = bz)∧ (|a| = |b|)∧ ([(a = b = c = 0)]∨ [(a = b = 0)∧ (|c| > 0)]∨ [(|a| >
0) ∧ (c = 0)] ∨ [(|a| > 0) ∧ (|c| > 0) ∧ ( 12 (α+ β)− γ = (nab − nc)pi) ∧ (γ = 12 (pi − θ) + ncpi)])
Removing, again, constraints that only fix things outside of eˆ:
=⇒ (ma = mb)∧ (az = bz)∧ (|a| = |b|)∧ ([(a = b = c = 0)]∨ [(a = b = 0)∧ (|c| > 0)]∨ [(|a| >
0) ∧ (c = 0)] ∨ [(|a| > 0) ∧ (|c| > 0) ∧ ( 12 (α+ β)− γ = (nab − nc)pi)])
Removing constraints that are just more stringent versions of things we already have covered
in Case
(
θx
xy
)
1 , since we only need new events:
=⇒ (ma = mb) ∧ (az = bz) ∧ (|a| = |b|) ∧ ([(|a| > 0) ∧ (c = 0)] ∨ [(|a| > 0) ∧ (|c| >
0) ∧ ( 12 (α+ β)− γ = (nab − nc)pi)])
Factorizing:
=⇒ (ma = mb)∧(az = bz)∧(|a| = |b|> 0)∧([(c = 0)]∨[(|c| > 0)∧( 12 (α+β)−γ = (nab−nc)pi)])
=⇒ (ma = mb) ∧ (az = bz) ∧ (|~a| = |~b|) ∧ (|a|> 0)
∧([(c = 0)] ∨ [(|c| > 0) ∧ (1
2
(α+ β)− γ = (nab − nc)pi)]) (81)
or alternatively (using Lemma 2.37)
=⇒ (ma = mb) ∧ (az = bz) ∧ ((~a−~b).(~a+~b) = 0) ∧ (|a|> 0)
∧([(c = 0)] ∨ [(|c| > 0) ∧ (1
2
(α+ β)− γ = (nab − nc)pi)]). (82)
=⇒ the most general event of this type may be constructed by: (i) defining a plane P
containing the beam axis; (ii) putting the four-momentum c anywhere in P ; (iii) placing the four-
momentum a anywhere; (iv) giving b the same mass as a; and (v) and positioning ~b such that it is
the reflection of ~a in P .
Writing all of (81) or (82) in frame-invariant form is annoying, although the first four terms of
either are easy. Using Lemmas 2.32, 2.33 and 2.36 they become:
(a2 = b2) ∧
(
G
(
a− b, p+ q
p− q, p+ q
)
= 0
)
∧ (∆2 (a, p+ q) = ∆2 (b, p+ q)) ∧ (∆3 (a, p, q)> 0) (83)
or using Lemma B.1 as
(a2 = b2) ∧
(
G
(
a− b, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧ (∆3 (a, p, q)> 0) (84)
and these restrict ~a and ~b to run from the origin to points on the circumference of a circle which
lies in the plane z = z0 and which is centred on the point (x, y, z) = (0, 0, z0), for some z0. The
problematic part is the last part which should place ~c on the plane in which ~a mirrors ~b:
([(c = 0)] ∨ [(|c| > 0) ∧ (1
2
(α+ β)− γ = (nab − nc)pi)]). (85)
It is tempting to try to use ((a+b)cpq = 0) since it says that in the (p+q) rest frame (~a+~b), ~c and ~p
all lie in a common plane! Alas, while this correctly constrains ~c under most circumstances, it fails
to constrain ~c when ~a+~b = 0. This is a problem because in such circumstances ~c needs still to be
on the plane in which ~a mirrors ~b. Another tempting idea is to seek to assert that (~a−~b).~c should
be zero in the (p+ q) rest frame. Again, this successfully constrains c under most circumstances,
but (alas) fails to do so when ~a = ~b.
Since each of the two previous ideas works when the other fails, one could sum their squares,
and require that that is zero, but this would both (i) be ugly, and (ii) would square away the
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(pq)-oddness of the former and the (ab)-oddness of the latter, which isn’t usually ideal as (as will
be seen later) we will need (ab)-oddness here.
However, the failure of (~a−~b).~c = 0 to constrain ~c when ~a = ~b could be countered by deliberately
excluding that case from consideration. Specifically, in the case where ~a = ~b then ~c is supposed
to sit in the same plane as ~a (or ~b) and ~p — but events of that type are already included in case
h1 = 1, and we therefore do not need to include them here. The best way to excluding events for
which ~a = ~b, given that we already have a constraint here that ma = mb, is just to exclude events
in which a = b (that’s a comparison between four vectors).22 Therefore, in order to implement
(85) as an add-on to (83) or (84) we append the following::(
G
(
a− b, p+ q
c , p+ q
)
= 0
)
∧ (a 6= b). (86)
The form of (86) fits better with (84) than with (83) since the linearity of Gram Determinants
ensures that ((
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧
(
G
(
a− b, p+ q
c , p+ q
)
= 0
))
⇐⇒
⇐⇒
((
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
= 0
))
.
in which last term is (perhaps) nicer than the term it replaces insofar as the former contains an
a+b+c, which is invariant under the discrete part of our symmetry group, while the latter contains
a lone c, which is not. We therefore can say that the all the new non-chiral events brought by
case h2 are contained within the condition:
(a2 = b2) ∧
(
G
(
a− b, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧ (∆3 (a, p, q)> 0)
∧
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
= 0
)
∧ (a 6= b) .
Is it possible to remove the “(∆3 (a, p, q) > 0)” term? If we were to remove this part, we would
allow ~a and ~b to be axial. If ~a and ~b were axial, then given that they have the same z-value under
our constraint, they would actually be co-incident. This is already forbidden by the (a 6= b) term
above. Therefore the “(∆3 (a, p, q) > 0)” term is redundant and can be removed, leaving us with:
(a2 = b2) ∧
(
G
(
a− b, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
= 0
)
∧ (a 6= b) .
3.4.4 Case h3
h3 = (ac).
Everything here works the same as with h2 = (ab) except with b↔ c.
3.4.5 Case h4
h4 = (bc).
Everything here works the same as with h2 = (ab) except with a↔ c.
3.4.6 Case h5
h5 = (abc).
(ma = mb = mc) ∧ (|a| = |b| = |c|) ∧ (az = bz = cz) ∧ ((a = b = c = 0) ∨ ((θ + β =
pi − α+ 2n1pi) ∧ (θ + γ = pi − β + 2n2pi) ∧ (θ + α = pi − γ + 2n3pi)))
=⇒ (ma = mb = mc) ∧ (|a| = |b| = |c|) ∧ (az = bz = cz) ∧ ((a = b = c = 0) ∨ ((α + β =
pi − θ + 2n1pi) ∧ (β + γ = pi − θ + 2n2pi) ∧ (α+ γ = pi − θ + 2n3pi)))
But
(α+ β = pi − θ + 2n1pi) ∧ (β + γ = pi − θ + 2n2pi)
22Other options which just target ~a = ~b could include demanding that |~a−~b|2 6= 0 or that abpq 6= 0. The former
could be written using Lemma 2.33 as ∆2 (a− b, p+ q) 6= 0 which is (ab)-even and (pq)-even. The latter is (ab)-odd
and (pq)-odd. Alas, excluding events with abpq = 0 may exclude MORE than we want to exclude. For example,
it also excludes events in which ((~aT = −~bT 6= 0) ∧ (az = bz)) for which it would be acceptable to have ~c at right
angles to both ~aT and ~bT , and which would consequently place such an event outside of Case h1.
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=⇒
α− γ = 2(n1 − n2)pi = 0 mod 2pi
and similarly
α− β = 0 mod 2pi
γ − β = 0 mod 2pi
and so
α = β = γ mod 2pi
meaning that the four-momenta a, b and c must all share a common mass, and must have ~a = ~b = ~c.
The above constraint is a more restrictive sub-case of Case h1 = 1 and therefore this case may
hereafter be discarded.
3.4.7 Case h6
h6 = (cba).
This case may hereafter be discarded for the same reasons as Case h6 = (abc).
3.4.8 Case h7
h7 =
(
pix
yz
)
(pq).
(mp = mq) ∧ (az = bz = cz = 0) ∧ ((a = 0) ∨ (θ − α = pi − α + 2napi)) ∧ ((b = 0) ∨ (θ − β =
pi − β + 2nbpi)) ∧ ((c = 0) ∨ (θ − γ = pi − γ + 2ncpi))
=⇒ (mp = mq) ∧ (az = bz = cz = 0) ∧ ((a = 0) ∨ (θ = pi + 2napi)) ∧ ((b = 0) ∨ (θ =
pi + 2nbpi)) ∧ ((c = 0) ∨ (θ = pi + 2ncpi))
So far as eˆ is concerned (i.e. ignoring constraints that only affect θ, n1, n2 and n3) we have:
=⇒ (mp = mq) ∧ (az = bz = cz = 0) ∧ ((a = 0) ∨ (−) ∧ ((b = 0) ∨ (−) ∧ ((c = 0) ∨ (−)
=⇒ (mp = mq) ∧ (az = bz = cz = 0)
=⇒ mp = mq, while the four-vectors a, b and c may lie anywhere on collision event’s
transverse plane (see Definition 2.29). This condition may be re-phrased in a frame-independent
way as follows:
(p2 = q2) ∧
(
G
(
a , p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
b , p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
c , p+ q
p− q, p+ q
)
= 0
)
.
3.4.9 Case h8
h8 =
(
pix
yz
)
(pq)(ab).
(mp = mq) ∧ (ma = mb) ∧ (az + bz = cz = 0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((θ − β =
pi − α+ 2n1pi) ∧ (θ − α = pi − β + 2n2pi))) ∧ ((|c| = 0) ∨ (θ − γ = pi − γ + 2n3pi))
Alphas and betas to LHS:
=⇒ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz = 0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((α − β =
pi − θ + 2n1pi) ∧ (β − α = pi − θ + 2n2pi))) ∧ ((c = 0) ∨ (θ = pi + 2n3pi))
De-duplicating alphas and betas:
=⇒ (mp = mq)∧ (ma = mb)∧ (az + bz = cz = 0)∧ (|a| = |b|)∧ ((a = b = 0)∨ ((pi− θ+ (n1 +
n2)pi = 0) ∧ (α− β = (n1 − n2)pi))) ∧ ((c = 0) ∨ (θ = pi + 2n3pi))
Expanding over c = 0 vs c 6= 0:
=⇒ [(c = 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz = 0) ∧ (|a| = |b|) ∧ ((a = b =
0) ∨ ((pi − θ + (n1 + n2)pi = 0) ∧ (α − β = (n1 − n2)pi))) ∧ ((c = 0) ∨ (θ = pi + 2n3pi))] ∨ [(c 6=
0)∧(mp = mq)∧(ma = mb)∧(az+bz = cz = 0)∧(|a| = |b|)∧((a = b = 0)∨((pi−θ+(n1 +n2)pi =
0) ∧ (α− β = (n1 − n2)pi))) ∧ ((c = 0) ∨ (θ = pi + 2n3pi))]
Capitalising on the above expansion:
=⇒ [(~c = 0)∧(mp = mq)∧(ma = mb)∧(az+bz = 0)∧(|a| = |b|)∧((a = b = 0)∨((pi−θ+(n1+
n2)pi = 0)∧(α−β = (n1−n2)pi)))]∨ [(c 6= 0)∧(mp = mq)∧(ma = mb)∧(az+bz = cz = 0)∧(|a| =
|b|)∧((a = b = 0)∨((pi−θ+(n1+n2)pi = 0)∧(α−β = (n1−n2)pi)∧(θ−pi = 2n3pi)))∧(θ = pi+2n3pi)]
De-duplicating theta-phi terms in c 6= 0 part:
=⇒ [(~c = 0)∧ (mp = mq)∧ (ma = mb)∧ (az + bz = 0)∧ (|a| = |b|)∧ ((a = b = 0)∨ ((pi− θ+
(n1 + n2)pi = 0) ∧ (α− β = (n1 − n2)pi)))] ∨ [(c 6= 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz =
0)∧ (|a| = |b|)∧ ((a = b = 0)∨ ((α−β = (n1−n2)pi)∧ (n1 +n2 = 2n3)∧ (2(pi− θ) + (n1 +n2)pi =
−2n3pi))) ∧ (θ = pi + 2n3pi)]
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But n1 + n2 = 2n3 =⇒ n1 − n2 = 2(n3 − n2), while knowledge that ‘n1 + n2 = 2n3’ allows
you to re-write ‘2(pi − θ) + (n1 + n2)pi = −2n3pi’ as ‘pi − θ + 2n3pi = 0’ so:
=⇒ [(~c = 0)∧(mp = mq)∧(ma = mb)∧(az+bz = 0)∧(|a| = |b|)∧((a = b = 0)∨((pi−θ+(n1+
n2)pi = 0)∧(α−β = (n1−n2)pi)))]∨ [(c 6= 0)∧(mp = mq)∧(ma = mb)∧(az+bz = cz = 0)∧(|a| =
|b|)∧((a = b = 0)∨((α−β = 2(n3−n2)pi)∧(n1 +n2 = 2n3)∧(pi−θ+2n3pi = 0)))∧(θ = pi+2n3pi)]
Removing redundancy:
=⇒ [(~c = 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = 0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((pi − θ+
(n1 + n2)pi = 0) ∧ (α− β = (n1 − n2)pi)))] ∨ [(c 6= 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz =
0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((α− β = 2(n3 − n2)pi) ∧ (n1 + n2 = 2n3))) ∧ (θ = pi + 2n3pi)]
In second blue block, θ is now mentioned only once, and we are not interested in θ so it may
be removed as it is now only constraining itself:
=⇒ [(~c = 0)∧ (mp = mq)∧ (ma = mb)∧ (az + bz = 0)∧ (|a| = |b|)∧ ((a = b = 0)∨ ((pi− θ+
(n1 + n2)pi = 0) ∧ (α− β = (n1 − n2)pi)))] ∨ [(c 6= 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz =
0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ ((α− β = 2(n3 − n2)pi) ∧ (n1 + n2 = 2n3)))]
Now, in second blue block n1 is only constraining itself, and θ is only constraining itself in the
first red block, so more things can be removed:
=⇒ [(~c = 0)∧ (mp = mq)∧ (ma = mb)∧ (az + bz = 0)∧ (|a| = |b|)∧ ((a = b = 0)∨ (α− β =
(n1 − n2)pi))] ∨ [(c 6= 0) ∧ (mp = mq) ∧ (ma = mb) ∧ (az + bz = cz = 0) ∧ (|a| = |b|) ∧ ((a = b =
0) ∨ (α− β = 2(n3 − n2)pi))]
Factorizing:
=⇒ (mp = mq)∧ (ma = mb)∧ (az + bz = 0)∧ [[(~c = 0)∧ (|a| = |b|)∧ ((a = b = 0)∨ (α− β =
(n1 − n2)pi))] ∨ [(c 6= 0) ∧ (cz = 0) ∧ (|a| = |b|) ∧ ((a = b = 0) ∨ (α− β = 2(n3 − n2)pi))]]
This implies that non-chiral collider events in this case must have (mp = mq) and (ma = mb)
and:
1. particle c should be at rest in the (p + q) rest frame, while ~a and ~b are equal and opposite
but are otherwise unconstrained; or
2. particle c should be at rest in the (p+ q) rest frame, and ~a is free to point wherever it likes,
so long as ~b is the reflection of ~a in the transverse plane of the event; or
3. particle c may lie anywhere on the transverse plane other than at the origin, and ~a is free
to point wherever it likes, so long as ~b is the reflection of ~a in the transverse plane of the
event.
Enumerated point 1 above is a more restrictive sub-case of pre-existing Case h1 = 1, and so it
may hereafter be disregarded.
Furthermore, enumerated points 2 and 3 above above may be combined into a single simpler
case, giving us instead the final result that:
The non-chiral collider events provided by this case that are not already covered
by earlier cases must have mp = mq and ma = mb, but allow ~c to lie anywhere on the
transverse plane, and permit ~a to point wherever it likes, so long as ~b is then the
reflection of ~a in the transverse plane of the event.
Using Lemma 2.30, the above constraint may be re-phrased in a frame-independent way as follows:
(p2 = q2) ∧ (a2 = b2) ∧
(
G
(
c , p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
a+ b, p+ q
p− q, p+ q
)
= 0
)
∧ (∆3 (a− b, p, q) = 0) ,
which (using the linear properties of Gram Determinants) can be re-written more symmetrically
as
(p2 = q2)∧(a2 = b2)∧
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
= 0
)
∧
(
G
(
a+ b, p+ q
p− q, p+ q
)
= 0
)
∧(∆3 (a− b, p, q) = 0) .
3.4.10 Case h9
h9 =
(
pix
yz
)
(pq)(ac).
Results here are the same as those of Case h8 =
(
pix
yz
)
(pq)(ac) except with b↔ c.
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3.4.11 Case h10
h10 =
(
pix
yz
)
(pq)(bc).
Results here are the same as those of Case h8 =
(
pix
yz
)
(pq)(ac) except with a↔ c.
3.4.12 Case h11
h11 =
(
pix
yz
)
(pq)(abc).
=⇒ (mp = mq) ∧ (ma = mb = mc) ∧ (|a| = |b| = |c|) ∧ (az = −bz = cz = −az) ∧ ((a = b =
c = 0) ∨ ((θ − β = pi − α+ 2n1pi) ∧ (θ − γ = pi − β + 2n2pi) ∧ (θ − α = pi − γ + 2n3pi)))
which is evidently just a more restrictive version of Case h7 =
(
pix
yz
)
(pq), and so may subse-
quently be ignored.
3.4.13 Case h12
h12 =
(
pix
yz
)
(pq)(cba).
This case may subsequently be ignored for the same reason as Case h11 =
(
pix
yz
)
(pq)(abc).
3.4.14 Summary of all cases
The above results, when brought together, establish that a collision event e ∈ Ω(pq)→(abc)X is
non-chiral if and only if:
(((a, b, p, q) = 0) ∧ ((b, c, p, q) = 0) ∧ ((c, a, p, q) = 0))
∨
(a2 = b2) ∧
(
G
(
a− b, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
a− b, p+ q
a+ b, p+ q
)
= 0
)
∧
(
G
(
a− b , p+ q
a+ b+ c, p+ q
)
= 0
)
∧ (a 6= b)
∨
(b2 = c2) ∧
(
G
(
b− c, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
b− c, p+ q
b+ c, p+ q
)
= 0
)
∧
(
G
(
b− c , p+ q
a+ b+ c, p+ q
)
= 0
)
∧ (b 6= c)
∨
(c2 = a2) ∧
(
G
(
c− a, p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
c− a, p+ q
c+ a, p+ q
)
= 0
)
∧
(
G
(
c− a , p+ q
a+ b+ c, p+ q
)
= 0
)
∧ (c 6= a)
∨
(p2 = q2) ∧
(
G
(
a , p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
b , p+ q
p− q, p+ q
)
= 0
)
∧
(
G
(
c , p+ q
p− q, p+ q
)
= 0
)
∨
(p2 = q2) ∧ (a2 = b2) ∧
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
= 0
)
∧
(
G
(
a+ b, p+ q
p− q, p+ q
)
= 0
)
∧ (∆3 (a− b, p, q) = 0)
∨
(p2 = q2) ∧ (b2 = c2) ∧
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
= 0
)
∧
(
G
(
b+ c, p+ q
p− q, p+ q
)
= 0
)
∧ (∆3 (b− c, p, q) = 0)
∨
(p2 = q2) ∧ (c2 = a2) ∧
(
G
(
a+ b+ c, p+ q
p− q , p+ q
)
= 0
)
∧
(
G
(
c+ a, p+ q
p− q, p+ q
)
= 0
)
∧ (∆3 (c− a, p, q) = 0)
.
The above result, once negated, concludes the proof of Theorem 3.7.
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3.4.15 End of proof of Theorem 3.7
4 Continuous Lorentz-invariant permutation-invariant parity-
odd event variables for chiral events in various classes
Each of the remaining parts of this section is named according to the class of events for which
the results within it are relevant.
For each class of event we seek to identify one or more sets of continuous, parity-odd, Lorentz-
invariant, appropriately permutation-invariant event variables about which strong statements can
be made concerning their necessity and sufficiency.23
We begin in Section 4.1 by considering a very simple case: events in Ω(pq)(ab)X . For those the
event variables may be written down with minimal effort. Though these variables are novel, the
result is presented here less on account of its potential usefulness to physics than for its ability to
serve as an example which illustrates, in miniature, the structure of the arguments being used to
construct sufficient sets of parity-odd variables for the classes of event which then follow.
In Section 4.2, we address the more complex task of creating a set of necessary and suffi-
cient parity-odd variables which can ascribe parities first to chiral collision events of the form
e ∈ Ω(pq)→(abc)X , and which are invariant under both the S2 permutation of (pq) and the S3 per-
mutation of (abc). Sections 4.3 and 4.4 extend these variables to a set which is able to ascribe a
non-zero parity to any events in e ∈ Ω(pq)(abc)X , regardless of whether the (pq)-component is or
is not in the initial state.
Finally, Section 4.5 describes resources which may help readers wishing to reproduce calcual-
tions from places within Section 4.
4.1 Events in Ω(pq)(ab)X
Lemma 4.1 (Sufficiency of X1, X2 and X3). For any u1, u2 ∈ R with u1 6= 0 and u2 6= 0 at least
one of the three quantities:
X1 =P
ab
pq (0)G
ab
pq(2), (87)
X2 =P
ab
pq (0)<
[(
fab + iu1g
a−b
a+b
) (
Gpq(0) + iu2Gpq(1)
)]
, and (88)
X3 =P
ab
pq (0)=
[(
fab + iu1g
a−b
a+b
) (
Gpq(0) + iu2Gpq(1)
)]
(89)
will be non-zero for any event e ∈ Ω(pq)(ab)X which is chiral.
Proof. Events in Ω(pq)(ab)X are either collision events or non-collision events. Lemma 3.1 has
already shown that the only events in Ω(pq)(ab)X capable of being chiral are collision events.
Attempts to construct parity odd variables may therefore, without any loss of generality, focus
entirely on collision events. With that in mind, the desired result follows from inspection of
(68), together with the fact that the product of two complex numbers is non-zero if and only if
each of the complex numbers themselves is non-zero. Note that the quantities u1 and u2 permit
quantities like X2 and X3 to be dimensionally self-consistent. The quantities u1 and u2 therefore
represent a sort of ‘gauge freedom’ within the definitions of X1, X2 and X3. The choice of u1 and
u2 values can affect which of X1, X2 and X3 is/are non-zero for any given event, but their choice
cannot affect the statement that at least one of X1, X2 or X3 is non-zero for each chiral event
e ∈ Ω(pq)(ab)X .
Lemma 4.2 (Irreducibility ofX1, X2 andX3). None of the quantitiesX1, X2 X3 can be omitted
from the statement of Lemma 4.1 without invalidating it.
Proof. To demonstrate that Xj cannot be omitted from the statement of Lemma 4.1 without
invalidating it, it is sufficient to find an event e ∈ Ω(pq)(ab)X for which Xj 6= 0 and for which
Xk = 0 for all k 6= j. To this end we observe (making use of the different types of Lorentz-vector
notation described in Section A.1) that:
• X1 may not be omitted since:
aµ = [0; (ax,+y,+z)],
bµ = [0; (bx,−y,−z)],
pµ = (e, (0, 0,+p)),
qµ = (e, (0, 0,−p))
 =⇒
 X1 = −32(ax + bx)e3p2yz,X2 = 0,
X3 = 0
 (90)
23The definition of necessity and sufficiency which is being used in this context may be found in the introduction.
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or
aµ = [0; (λ cosα,+y, λ sinα)],
bµ = [0; (λ cosβ,−y, λ sinβ)],
pµ = (e, (0, 0,+p)),
qµ = (e, (0, 0,−p))
 =⇒
 X1 = −16e3p2yλ2(cosα+ cosβ)(sinα− sin η),X2 = 0,
X3 = 0

(91)
• while X2 may not be omitted since:
aµ = [0; (ax,+y, z)],
bµ = [0; (bx,−y, z)],
pµ = (e, (0, 0,+p)),
qµ = (e, (0, 0,−p))
 =⇒
 X1 = 0,X2 = −128(ax − bx)(ax + bx)2e5p2u1u2yz,
X3 = 0
 (92)
or 
aµ = [ma; (ax,+y, z0)],
bµ = [mb; (bx,−y, z0)],
pµ = (ep, (0, 0,+p)),
qµ = (eq, (0, 0,−p))
 =⇒
 X1 = 0,X2 = (something that can be non-zero),
X3 = 0
 (93)
when z0 = − (a
2
x−b2x)(e2p−e2q)u1
4(m2a−m2b)pu2
,
• and finally X3 may not be omitted since:
aµ = [0; (ax,+y, 0)],
bµ = [0; (bx,−y, 0)],
pµ = (ep, (0, 0,+p)),
qµ = (eq, (0, 0,−p))
 =⇒
 X1 = 0,X2 = 0,
X3 = −(ax − bx)(ax + bx)2(ep − eq)(ep + eq)4pu1y

(94)
or 
aµ = [ma; (x,+y, z)],
bµ = [mb; (x,−y, z)],
pµ = (e, (0, 0,+p)),
qµ = (e, (0, 0,−p))
 =⇒
 X1 = 0,X2 = 0,
X3 = −64e3(ma −mb)(ma +mb)p2u2xyz
 . (95)
Corollary 4.3. The quantities X1, X2 and X3 defined in Lemma 4.1 are defined in a co-ordinate
free way, and may be computed both for collision events and non-collision events. However, if
one is willing to work just with collision events, one could choose to work in the frame in which
~p is equal and opposite to ~q, with both ~p and ~q parallel to the z-axis, and with the axes oriented
such that pz > 0, (see Lemmas 2.21 and 2.27). By glancing at the form of X1, X2 and X3 in
that frame one may write down three alternative variables Xˆ1, Xˆ2 and Xˆ3 which may be easier to
understand but share the key properties of X1, X2 and X3.
Xˆ1 = ((~a×~b) · ~ˆp)((~a−~b) · ~ˆp)
= (axby − aybx)(az − bz), (96)
Xˆ2 = ((~a×~b) · ~ˆp) <
[(
(ma −mb) + iu1(|~a| − |~b|)
)(
(mp −mq) + iu2(~a+~b) · ~ˆp
)]
= (axby − aybx)
(
(ma −mb)(mp −mq)− u1u2(|~a| − |~b|)(az + bz)
)
, (97)
Xˆ3 = ((~a×~b) · ~ˆp) =
[(
(ma −mb) + iu1(|~a| − |~b|)
)(
(mp −mq) + iu2(~a+~b) · ~ˆp
)]
= (axby − aybx)
(
u1(|~a| − |~b|)(mp −mq) + u2(ma −mb)(az + bz)
)
. (98)
Note, these hatted variables are not identical to the un-hatted ones X1, X2 and X3. Rather
they are a different set of variables which nevertheless satisfy their own equivalent of Lemma 4.1
(provided that e is a collision event in Ω(pq)→(ab)X).
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Figure 2: The method by which C is split into disjoint sub-cases, C1, C2, C3 and C4. Note that
the development of the second cyan box out of the first follows from the requirement within C that
(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0) ∨ (Ppq(3) 6= 0).
4.2 Collision events in Ω(pq)→(abc)X
We will first identify a set S19 of 19 variables which, between them, will assign at least one non-zero
parity to every chiral collision event e ∈ Ω(pq)→(abc)X , that is to say to any collision event
satisfying the constraint C of (67). S19 will therefore have the sufficiency property mentioned
in the introduction. The equivalent task for events in Ω(pq)→(ab)X was performed (in Lemma 4.1)
largely by inspection. With the addition of c the task in hand will take longer to accomplish.
Once the set S19 has been constructed, we will prove that it has the irreducible property
mentioned in the introduction.
4.2.1 Four sub-cases of C: C1, C2, C3 and C4.
We begin by partitioning C into four disjoint sub-cases, C1, C2, C3 and C4 as shown in Figure 2.
For each sub-case Ci we will find a set of variables S
(i)
19 that will have the sufficiency property
for any collisions event in Ω(pq)→(abc)X satisfying Ci. The set S19 will then be defined to be the
union of these sets, S19 = S
(1)
19 ∪ S(2)19 ∪ S(3)19 ∪ S(4)19 , and will therefore, by construction, have the
desired sufficiency property for any event satisfying C.
Definition 4.4. The following five variables V1, . . . , V5 are all parity-odd, are manifestly Lorentz-
invariant, are manifestly invariant under permutations of a, b and c, and are manifestly invariant
under exchange of p and q:
V1 =P
abc
pq (1)F
abc
pq (3), (99)
V2 =P
abc
pq (2)F
abc
pq (3), (100)
V3 =Ppq (3)Fpq (0), (101)
V4 =Ppq (3)Fpq (1), (102)
V5 =Ppq (3)Fpq (2), (103)
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4.2.2 A set of variables S(1)19 to cover C1
Lemma 4.5. The set
S
(1)
19 = {V3, V4, V5} (104)
assigns at least one non-zero parity to every event in C1 as required.
Proof. The result follows trivially from the definition of C1. [Recall that C1 = C ∧ (Ppq (3) 6=
0) ∧ ((Fpq (0) 6= 0) ∨ (Fpq (1) 6= 0) ∨ (Fpq (2) 6= 0)) .]
4.2.3 A set of variables S(2)19 to cover C2
Lemma 4.6. The set
S
(2)
19 = {V1, V2} (105)
assigns at least one non-zero parity to every event in C2 as required.
Proof. Recall that
C2 =
(
C ∧ (another constraint) ∧ (Pabcpq (C) 6= 0) ∧ (F abcpq (3) 6= 0)
)
=
(
C ∧ (another constraint) ∧ ((Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0)) ∧ (F abcpq (3) 6= 0))
which is sufficient to ensure that at least one of V1 and V2 is non-zero on C2.
4.2.4 A set of variables S(3)19 to cover C3
Definition 4.7. Suppose f(x, y; z) is a function which takes as arguments three four-momenta (x,
y and z) and which returns are real or complex Lorentz scalar (and not a pseudoscalar!). Suppose
also that f is antisymmetric in the first two arguments: f(x, y; z) = −f(y, x; z). Given such an f ,
define the event variable P(f) as follows:24
P(f) ≡
def
∑
Perms of
{a, b, c}
{
Ppq (3) · F abcpq (3) · gap−q · gcp−q · f(a, c; b)
}
. (106)
By construction such an event variable is parity-odd, Lorentz invariant, and invariant under per-
mutations of both (abc) and (pq). Since there 3! perms of {a, b, c} such a function is a sum of six
terms.
Definition 4.8. Define two auxiliary functions of four-momenta, f6(x, y; z) and f7(x, y; z) as
follows:
f6(x, y; z) = 
xz
pq − yzpq , (107)
f7(x, y; z) = x
2 − y2. (108)
In terms of those auxiliary functions defined two new event variables V6 and V7 as follows:
V6 ≡P(f6) ≡
∑
Perms of
{a, b, c}
{
Ppq (3) · F abcpq (3) · gap−q · gcp−q ·
(
(abpq)
2 − (cbpq)2
)}
, and (109)
V7 ≡P(f7) ≡
∑
Perms of
{a, b, c}
{
Ppq (3) · F abcpq (3) · gap−q · gcp−q · (a2 − c2)
}
. (110)
Remark. The remainder of Section 4.2.4 will be directed toward proving Lemma 4.19. This lemma
will show that the set of event variables S(3)19 = {V6, V7} is sufficient to assign a non-zero parity to
any chiral collision event in C3. A first step toward doing so is to consider the conditions C3 in
more detail.
24Perhaps it would be better called an event functional.
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Writing out C3 explicitly we see that:
C3
≡(
Ppq(3) 6= 0) ∧ (Fpq(0) = 0) ∧ (Fpq(1) = 0) ∧ (Fpq(2) = 0) ∧ (F abcpq (3) 6= 0) ∧ (Pabcpq (C) = 0)
) ∧ C
=
(Pabcpq (C) = 0) ∧ (Ppq(3) 6= 0) ∧ (Fpq(0) = 0) ∧ (Fpq(1) = 0) ∧ (Fpq(2) = 0) ∧ (F abcpq (3) 6= 0)
∧
(
FALSE︷ ︸︸ ︷
Pabcpq (1) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
Pabcpq (2) 6= 0) ∨ (
TRUE︷ ︸︸ ︷
Ppq(3) 6= 0)
∧
(fab 6= 0) ∨
TRUE︷ ︸︸ ︷
(ga−bp−q 6= 0)∨(ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (a = b)
∧
(f bc 6= 0) ∨
TRUE︷ ︸︸ ︷
(gb−cp−q 6= 0)∨(gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (b = c)
∧
(f ca 6= 0) ∨
TRUE︷ ︸︸ ︷
(gc−ap−q 6= 0)∨(gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (c = a)

∧
(
FALSE︷ ︸︸ ︷
Fpq(0) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
Fpq(1) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
Fpq(2) 6= 0) ∨ (
TRUE︷ ︸︸ ︷
F abcpq (3) ≡def g
a−b
p−qg
b−c
p−qg
c−a
p−q 6= 0)
∧
(
FALSE︷ ︸︸ ︷
Fpq(0) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)
 .
in which the second, third and fourth ‘TRUE’ remarks follow from the true ‘(F abcpq (3) ≡def g
a−b
p−qg
b−c
p−qg
c−a
p−q 6=
0)’ statement. We may therefore simplify the above expression for C3, re-writing it as:
C3 = (111)
(F ···pq (
0
1
2
) = 0) ∧ (F abcpq (3) 6= 0)
∧
(Pabcpq (1) = 0) ∧ (Pabcpq (2) = 0) ∧ (Ppq(3) 6= 0)
∧
(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)
 (112)
.
Lemma 4.9. When C3 is satisfied, it is necessarily the case that one of the elements of {gap−q, gbp−q, gcp−q}
is zero while the other two are non-zero and are unequal to each other.
Proof. Inspection of (111) shows that C3 =⇒
(
(Fpq(2) = 0) ∧ (F abcpq (3) 6= 0)
)
. The result therefore
follows from an application of Lemma B.6 using the assignments x = gap−q, y = gbp−q and z = gcp−q,
having noted the definitions of Fpq(2) and F abcpq (3) in (61) and (62).
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Lemma 4.10. When C3 is satisfied, it is necessarily the case that one of the elements of {gap−q, gbp−q, gcp−q}
is zero while the other two sum to zero but are themselves non-zero.
Proof. Inspection of (111) shows that C3 =⇒
(
(Fpq(1) = 0) ∧ (Fpq(2) = 0) ∧ (F abcpq (3) 6= 0)
)
. The
result therefore follows from an application of Lemma B.5 using the assignments x = gap−q, y = gbp−q
and z = gcp−q, having noted the definitions of Fpq(1), Fpq(2) and F abcpq (3) in (60) to (62).
Lemma 4.11. When C3 is satisfied, it is necessarily the case that one of the elements of {abpq, bcpq, capq}
is zero while the other two sum to zero but are themselves non-zero.
Proof. Inspection of (111) shows that C3 =⇒
(
(Pabcpq (1) = 0) ∧ (Pabcpq (2) = 0) ∧ (Ppq(3) 6= 0)
)
.
The result therefore follows from an application of Lemma B.5 using the assignments x = abpq,
y = bcpq and z = capq, having noted the definitions of Pabcpq (1), Pabcpq (2) and Ppq(3) in (54) to
(56).
Lemma 4.12. For an event satisfying C3:
(
(f(b, c; a) 6= 0) ∧ (gap−q = 0)
)
∨(
(f(c, a; b) 6= 0) ∧ (gbp−q = 0)
)
∨(
(f(a, b; c) 6= 0) ∧ (gcp−q = 0)
)
 =⇒ [P(f) 6= 0] .
Proof. For an event satisfying C3 Lemma 4.9 has already shown us that one of the elements of
{gap−q, gbp−q, gcp−q} is zero while the other two are non-zero. The g which vanishes will ‘switch off’
four of the six terms in the sum which defines P(f) in (106). Suppose, without loss of generality,
that gbp−q = 0 and
gap−q 6=0 6= gcp−q (113)
In such a case:
P(f)
∣∣∣∣
gbp−q=0
=
∑
Perms of
{a, c}
{
Ppq(3) · F abcpq (3) · gap−q · gcp−qf(a, c; b)
}
=Ppq(3) · gap−q · gcp−q ·
∑
Perms of
{a, c}
{
F abcpq (3) · f(a, c; b)
}
=Ppq(3) · gap−q · gcp−q ·
{
F abcpq (3) · f(a, c; b) + F cbapq (3) · f(c, a; b)
}
=Ppq(3) · gap−q · gcp−q ·
{
F abcpq (3) · f(a, c; b) + (−F abcpq (3)) · (−f(a, c; b))
}
=Ppq(3) · gap−q · gcp−q · 2 · F abcpq (3) · f(a, c; b). (114)
We recognise, therefore, that in such a case P(f) is non-zero if f(a, c; b) is non-zero since the
remaining terms in the product (114) are non-zero either due to (113) or due to constraints in
C3.
Lemma 4.13. For an any collision event e in Ω(pq)→(abc)X the following result holds:
C3 =⇒

(Pabcpq (1) = 0) ∧ (Pabcpq (2) = 0) ∧ (Ppq(3) 6= 0)
∧
(Fpq(2) = 0) ∧ (F abcpq (3) 6= 0)

=⇒

[
(abpq = 0) ∧ (bcpq = −capq 6= 0) ∧
{
(~a−~b) ∝ ~p in the (p+ q) rest frame
}]
∨[
(bcpq = 0) ∧ (capq = −abpq 6= 0) ∧
{
(~b− ~c) ∝ ~p in the (p+ q) rest frame
}]
∨[
(capq = 0) ∧ (abpq = −bcpq 6= 0) ∧
{
(~c− ~a) ∝ ~p in the (p+ q) rest frame
}]
 .
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Proof. The existence of the first implication has already been noted in the proofs of Lemmas 4.9 and
4.11. Regarding the second implication: Lemma 4.9 tells us that of the elements of {gap−q, gbp−q, gcp−q},
exactly one is zero, while the other two are neither zero nor equal to each other. Since the state-
ment of the lemma which we are trying to prove is invariant under any permutation of a, b and c
we may assume, without loss of generality, that
gbp−q = 0 and 0 6= gap−q 6= gcp−q 6= 0. (115)
Lemma 4.11 tells us that of the elements of {abpq, bcpq, capq} only one is zero, while the other two sum
to zero but are not zero themselves. There are then three separate possibilities for the epsilons,
each of which can be parameterized by some Y ∈ R with Y 6= 0: Case a : bcpq = 0 and capq = −abpq = Y,Case b : capq = 0 and abpq = −bcpq = Y,
Case c : abpq = 0 and bcpq = −capq = Y.
 (116)
The result of the Lemma 4.13 will be proved if it is proved in each of the three cases listed above.
The proof of the Lemma for ‘Case b’ will proceed differently to those for ‘Case a’ and ‘Case c’ on
account of our having made b special in (115). Proofs in each of the three sub-cases follow. Each
proof proceeds in the (p+ q) rest-frame, which Lemma 2.27 tells us always exists.
Case a. Making use of Lemma 2.35 this case asserts that
~b× ~c · ~p = 0, (117)
~c× ~a · ~p = X, (118)
~b× ~a · ~p = X (119)
for some X ∈ R with X 6= 0. Subtracting the last two equations gives:
(~c−~b)× ~a · ~p = 0. (120)
This tells us that (~c −~b), ~a and ~p are linearly dependent, i.e. there exists some constants σ, λ, µ
(not all zero) such that
σ(~c−~b) + λ~a+ µ~p = 0. (121)
If λ 6= 0 then we would have
~a =
σ
λ
(~b− ~c)− µ
λ
~p
from which we could deduce that
~a× ~c · ~p = σ
λ
~b× ~c · ~p = 0 (using (117))
which would contradict (118). It must therefore be the case that λ = 0. As λ = 0, we know that:
(i) σ and µ are not both zero; and (ii) equation (121) can be re-written as:
σ(~c−~b) + µ~p = 0. (122)
Neither ~c − ~b nor ~p is the zero vector (since ~c = ~b would contradict (115) while ~p = 0 would
contradict both (118) and the assumption that e is a collision event) so both σ and µ must be
non-zero. Therefore
~c−~b = −µ
σ
~p (σ 6= 0,µ 6= 0). (123)

Case b. This case asserts that
~c× ~a · ~p = 0, (124)
~a×~b · ~p = X, (125)
~c×~b · ~p = X (126)
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for some X ∈ R with X 6= 0. Subtracting the last two equations gives:
(~a− ~c)×~b · ~p = 0. (127)
This tells us that (~a − ~c), ~b and ~p are linearly dependent, i.e. there exists some constants α, β, γ
(not all zero) such that
α(~a− ~c) + β~b+ γ~p = 0. (128)
We will now prove that γ 6= 0 by assuming that γ = 0 and getting a contradiction. If it were the
case that γ = 0 we could re-write (128) as:
α(~c− ~a) = β~b (129)
together with the new requirement that at least one of α and β is non-zero. Note, however, that
neither ~c − ~a nor ~b is the zero vector (since ~a = ~c would contradict (115) while ~p = 0 would
contradict both (125) and the assumption that e is a collision event) so having one of α and β
non-zero and the other zero is impossible. We can therefore say that γ = 0 implies α 6= 0 and
β 6= 0. Evaluating G
( • , p+ q
p− q, p+ q
)
on each side of (129), and using the linear properties of Gram
Determinants, gives:
αgcp−q − αgap−q = βgbp−q (130)
which (using (115)) may be re-written as:
α
(
gcp−q − gap−q
)
= 0 (131)
which contradicts either (115) or the already established requirements that α 6= 0. Accordingly,
from this contradiction we conclude that γ 6= 0 as originally desired.
Next we will prove that α 6= 0, also by contradiction. If it were the case that α = 0, then
since we now know that γ 6= 0 we could re-write (128) as ~p = −βγ~b which would contradict (125).
Accordingly α 6= 0 as required.
Knowing that α 6= 0 and γ 6= 0 we may now rewrite (128) as
~a− ~c = −β
α
~b− γ
α
~p (α 6= 0, γ 6= 0) (132)
so that
~a×~b · ~c = (~a− ~c)×~b · ~c
=
(
−β
α
~b− γ
α
~p
)
×~b · ~c
= −γ
α
~p×~b · ~c
=
γ
α
X (by (126)) (133)
which is non-zero since all of γ, α and X are themselves non-zero.
We will now show that β = 0. To do this, note that (132) can be arranged to read:
~p =
α
γ
(~c− ~a)− β
γ
~b (α 6= 0, γ 6= 0) (134)
and thus
0 = ~c× ~a · ~p (from (124))
= ~c× ~a ·
(
α
γ
(~c− ~a)− β
γ
~b
)
(using (134))
= −β
γ
~c× ~a ·~b
= −βX
γα
(using (133))
=⇒ (β = 0) (since X 6= 0, γ 6= 0 and α 6= 0). (135)
Putting the above result together with (132) it is seen that in ‘Case b’ it is always the case that:
~a− ~c = −γ
α
~p (α 6= 0, γ 6= 0). (136)

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Case c. The proof of the lemma for ‘Case c’ is exactly the same as the proof of the lemma for
‘Case a’ but with a↔ c. 
This concludes the proof of Lemma 4.13.
Corollary 4.14. For an any collision event e in Ω(pq)→(abc)X the following result holds:
C3 =⇒

(Pabcpq (1) = 0) ∧ (Pabcpq (2) = 0) ∧ (Ppq(3) 6= 0)
∧
(Fpq(2) = 0) ∧ (F abcpq (3) 6= 0)
 =⇒ ([a, b, c, (p+ q)] 6= 0).
Proof. The proof of Lemma 4.13 was divided into three cases: (a), (b) and (c). In (123) of case
(a) it was seen that
~c−~b = −µ
σ
~p (σ 6= 0,µ 6= 0) (137)
which shows that
~a×~b · ~c = ~a×~b · (~c−~b) = ~a×~b · (−µ
σ
~p) =
µ
σ
~b× ~a · ~p = µ
σ
X (by (119))
which is non-zero since none of µ, σ or X is zero. In (133) of case (b) it was already observed that
~a×~b ·~c 6= 0. Case (c) would proceed exactly as case (a) but with a↔ c. In all cases, therefore, we
have seen that ~a×~b · ~c 6= 0. This, together with Lemma 2.35 concludes the proof.
Definition 4.15 (C3 brace shorthand). Symbolically, we shall denote the curly braced part of
(112), reproduced here:
(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0),
 (138)
with this symbol: 
 .
We will fill this symbol with ticks (3), crosses (7) or circles (◦) to indicate which of the corre-
sponding conditions are true, false or unconstrained respectively. For example, 3 ◦ ◦◦ ◦ 7◦ ◦ ◦

would mean that (fab 6= 0) and (∆3(b − c, p, q) = 0), with the state of all other constraints
unspecified.
Lemma 4.16. If the constraints of C3 in (112) are satisfied, then the brace shorthand of
Definition 4.15 must take one of the following six forms: ◦ 3 ◦◦ 3 ◦
3 7 ◦
 ,
 ◦ 3 ◦◦ 3 ◦◦ 7 3
 ,
 ◦ 3 ◦3 7 ◦◦ 3 ◦
 ,
 ◦ 3 ◦◦ 7 3◦ 3 ◦
 ,
 3 7 ◦◦ 3 ◦◦ 3 ◦
 ,
 ◦ 7 3◦ 3 ◦◦ 3 ◦
 ,
which may be summarised more succinctly as ◦ 3 ◦◦ 3 ◦
3 7 ◦
 ,
 ◦ 3 ◦◦ 3 ◦◦ 7 3
 , and all row permutations thereof
 .
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Proof. That the centre column need always contain two ticks and one cross is easy to show.
Lemma 4.10 tells us that of the elements of {gap−q, gbp−q, gcp−q, } only one is zero, while the other
two sum to zero but are not zero themselves. Suppose, without loss of generality, that gbp−q = 0
while the other two are non-zero but sum to zero gap−q + gcp−q = 0. In such a case it is trivial to
see that the central column of constraints is: ga+bp−q 6= 0gb+cp−q 6= 0
gc+ap−q 6= 0
 =
 gap−q 6= 0gcp−q 6= 0
0 6= 0
 =
 33
7
 . (139)
The proof is completed by noting that in order for the C1 constraints to be satisfied, there must
be at least one tick in every row of the brace shorthand.
Lemma 4.17. V6 of (109) is non-zero when the C3 constraint of (112) is satisfied by an event
having one of the following three types: ◦ 3 ◦◦ 3 ◦◦ 7 3

D
,
 ◦ 3 ◦◦ 7 3◦ 3 ◦

E
,
 ◦ 7 3◦ 3 ◦◦ 3 ◦

F
.
Proof. If we can show the result for { }D it will follow for { }E and { }F by symmetry. The
proof of Lemma 4.16 has already shown that the central column of { }D implies that gbp−q = 0
and so Lemma 4.12 tells us that V6 will be non-zero if we can show that
(
abpq
)2 − (bcpq)2 6= 0 when
{ }D pertains. To prove that
(
abpq
)2 − (bcpq)2 is not zero, we use Lemma 4.13. This lemma tells
us that we may choose to divide the problem into three sub-cases, one for each of the line in this
expression:
[
(abpq = 0) ∧ (bcpq = −capq 6= 0) ∧
{
(~a−~b) ∝ ~p in the (p+ q) rest frame
}]
∨[
(bcpq = 0) ∧ (capq = −abpq 6= 0) ∧
{
(~b− ~c) ∝ ~p in the (p+ q) rest frame
}]
∨[
(capq = 0) ∧ (abpq = −bcpq 6= 0) ∧
{
(~c− ~a) ∝ ~p in the (p+ q) rest frame
}]
 . (140)
In the case shown in the first line of (140) we see that
(
abpq
)2 − (bcpq)2 = − (bcpq)2 6= 0 as desired.
In the case shown in the second line of (140) we see that
(
abpq
)2 − (bcpq)2 = (abpq)2 6= 0 as desired.
The case shown in the third line of (140) is more problematic, however. Naïve substitution gives(
abpq
)2−(bcpq)2 = 0 which is not the result we desire. We must show, therefore, that the case shown
in the third line above is incompatible with { }D and is therefore impossible. Specifically, the
incompatibility comes from the tick in the bottom right hand corner of { }D. This tick asserts
that ∆3(a− c, p, q) 6= 0 which, given Lemma 2.36, tells us that ~a−~c cannot be parallel to ~p in the
(p + q) rest frame. This statement, however, is incompatible with the ((~c − ~a) ∝ ~p) requirement
in the third line of (140). In all the cases which are compatible with { }D we have shown that(
abpq
)2 − (bcpq)2 6= 0. This concludes the proof.
Lemma 4.18. V7 of (110) is non-zero when the C3 constraint of (112) is satisfied by an event
having one of the following three types: ◦ 3 ◦◦ 3 ◦
3 7 ◦

A
,
 ◦ 3 ◦3 7 ◦◦ 3 ◦

B
,
 3 7 ◦◦ 3 ◦◦ 3 ◦

C
.
Proof. If we can show the result for { }A it will follow for { }B and { }C by symmetry. The
proof of Lemma 4.16 has already shown that the central column of { }A implies that gbp−q = 0
and so Lemma 4.12 tells us that V7 will be non-zero if we can show that a2 − c2 6= 0 when { }A
pertains. However this is precisely what the tick in the bottom left corner of { }A guarantees.
Lemma 4.19. Given the definitions of V6 and V7 in (109) and (110) respectively, the variables
within the set
S
(3)
19 = {V6, V7} (141)
assign at least one non-zero parity to every event in C3 as required.
Proof. This theorem is just a synthesis of Lemmas 4.18 and 4.17.
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Remark. We do not currently use Corollary 4.14. In principle it would permit [a, b, c, (p + q)] to
be used in place of the product
Ppq(3) · F abcpq (3)
in (106), (109) and (110). This substitution would change (and simplify!) the definition of P(f),
which in turn would change (and simplify!) the definitions of V6 and V7. This substitution would
not affect the sufficiency proofs associated with V6 and V7, however, it complicates the proofs
associated with their joint necessity and so we therefore avoid making it. It remains possible
that the difficulty demonstrating the irreducibility of the final set of nineteen variables (when
this substitution is made and we have a new V6 and V7) is a sign that that alternative set of 19
variables is not irreducible, and that therefore our own S19 is not a minimal set. This line of
enquiry should be investigated further.
4.2.5 A set of variables S(4)19 to cover C4
Recall that
C4
=(
(Ppq(3) = 0) ∧ (F abcpq (3) = 0)
) ∧ C
=
(Ppq(3) = 0) ∧ (F abcpq (3) = 0)
∧
(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
Ppq(3) 6= 0)
∧
(fab 6= 0) ∨ (ga−bp−q 6= 0) ∨ (ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (a = b)
∧
(f bc 6= 0) ∨ (gb−cp−q 6= 0) ∨ (gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (b = c)
∧
(f ca 6= 0) ∨ (gc−ap−q 6= 0) ∨ (gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (c = a)

∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨ (Fpq(2) 6= 0) ∨ (
FALSE︷ ︸︸ ︷
F abcpq (3) 6= 0)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)

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and thus
C4 = (142)
(F abcpq (3) ≡def g
a−b
p−qg
b−c
p−qg
c−a
p−q = 0)
∧[
(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0)
] ∧ (Ppq(3) = 0) (143)
∧
(fab 6= 0) ∨ (ga−bp−q 6= 0) ∨ (ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (a = b)
∧
(f bc 6= 0) ∨ (gb−cp−q 6= 0) ∨ (gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (b = c)
∧
(f ca 6= 0) ∨ (gc−ap−q 6= 0) ∨ (gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (c = a)
 (144)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨ (Fpq(2) 6= 0)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)

.
Lemma 4.20. C4 of (142) is incompatible with a = b and is incompatible with b = c and is
incompatible with c = a.
Proof. Given the (a, b, c)-symmetry of C4 it is sufficient to prove that C4 is incompatible with
a = b. Suppose therefore, without loss of generality, that a = b. In this case, abpq = 0 and so
Pabcpq (2) = 
ab
pq
bc
pq
ca
pq = 0. Independently, a = b implies that bcpq = −capq. This in turn means that
Pabcpq (1) = 
ab
pq + 
bc
pq + 
ca
pq = 0− capq + capq = 0. These two results (Pabcpq (1) = 0 and Pabcpq (2) = 0)
are in conflict with (143) which itself requires that at least one of them be non-zero.
Corollary 4.21. We may therefore re-write C4 in an arguably simpler and more explicit form in
which the ‘a = b’ options are removed and replaced by explicit (albeit redundant) statements to
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the contrary:
C4 = (145)
(a 6= b) ∧ (b 6= c) ∧ (c 6= a)
∧
(F abcpq (3) ≡def g
a−b
p−qg
b−c
p−qg
c−a
p−q = 0)
∧[
(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0)
] ∧ (Ppq(3) = 0)
∧
(ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (fab 6= 0) ∨ (ga−bp−q 6= 0)
∧
(gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (f bc 6= 0) ∨ (gb−cp−q 6= 0)
∧
(gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (f ca 6= 0) ∨ (gc−ap−q 6= 0)
 (146)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨ (Fpq(2) 6= 0)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)

.
Remark. The present goal is to find a set of parity-odd variables, at least one of which is provably
non-zero for any event satisfying C4. One way to do so is to find a set of parity-odd variables which
has that same desired property, but on a wider (i.e. less restrictive) class of events. We therefore
now define a less restrictive class of events, C4A, with a view to finding Parity-odd variables which
work for any event satisfying its requirements:
Definition 4.22 ( C4 = C4A ∧ C4B). Noting that C4 is a chain of ‘anded’ requirements, we split
the constraint into two parts C4A and C4B such that C4 = C4A ∧ C4B :
C4A ≡
def

(Pabcpq (1) 6= 0) ∨ (Pabcpq (2) 6= 0)
∧
(ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (fab 6= 0) ∨ (ga−bp−q 6= 0)
∧
(gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (f bc 6= 0) ∨ (gb−cp−q 6= 0)
∧
(gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (f ca 6= 0) ∨ (gc−ap−q 6= 0)

∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨ (Fpq(2) 6= 0)

(147)
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and
C4B ≡
def
(a 6= b) ∧ (b 6= c) ∧ (c 6= a)
∧
(F abcpq (3) ≡def g
a−b
p−qg
b−c
p−qg
c−a
p−q = 0) ∧ (Ppq(3) = 0) (148)
∧
(Fpq(0) 6= 0) ∨ (Fpq(1) 6= 0) ∨

(fab 6= 0) ∨ (ga+bp−q 6= 0) ∨ (∆3(a− b, p, q) 6= 0)
∧
(f bc 6= 0) ∨ (gb+cp−q 6= 0) ∨ (∆3(b− c, p, q) 6= 0)
∧
(f ca 6= 0) ∨ (gc+ap−q 6= 0) ∨ (∆3(c− a, p, q) 6= 0)

.
Lemma 4.23. If f(x, y) is a real or complex valued function which changes sign under exchange
of its arguments (i.e. f(x, y) = −f(y, x)) then the function
pi(a, b, c) ≡
def
f(a, b)f(b, c)f(c, a) (149)
is totally antisymmetric in a, b and c. If, furthermore, f(a, b) 6= 0, f(b, c) 6= 0, f(c, a) 6= 0, then
pi(a, b, c) is non-zero.
Proof. Since the function pi(a, b, c) is evidently invariant under cyclic permutations of three labels
(a, b and c) it will be totally antisymmetric if it changes sign under the transposition of two of
those labels. Without loss of generality, therefore, consider only pi(b, a, c) = f(b, a)f(a, c)f(c, b) =
−f(a, b)f(c, a)f(b, c) = −pi(a, b, c) proving anti-symmetry. Under the additional conditions stated,
the function is evidently non-zero as it is a product of non-zero quantities required. [NB: Lemma 4.23
is just a special case of Lemma 4.24. One may therefore prove Lemma 4.23 as a corollary to
Lemma 4.24 by simply setting g(x, y) equal to f(x, y) therein.]
Lemma 4.24. If f(x, y) and g(x, y) are real or complex valued functions which change sign under
exchange of their arguments (i.e. f(x, y) = −f(y, x) and g(x, y) = −g(y, x)) then the function
σ(a, b, c) ≡
def
f(a, b)f(b, c)g(c, a) + f(b, c)f(c, a)g(a, b) + f(c, a)f(a, b)g(b, c) (150)
is totally antisymmetric in a, b and c. If, furthermore, f(a, b) 6= 0, f(b, c) 6= 0, f(c, a) = 0 and
g(c, a) 6= 0, then σ(a, b, c) is non-zero.
Proof. Since the function σ(a, b, c) is a sum of terms related by cyclic permutations of three labels
(a, b and c) it is totally antisymmetric if it changes sign under the transposition of two of those
labels. Without loss of generality, therefore, consider only
σ(b, a, c) = f(b, a)f(a, c)g(c, b) + f(a, c)f(c, b)g(b, a) + f(c, b)f(b, a)g(a, c)
= −f(a, b)f(c, a)g(b, c)− f(c, a)f(b, c)g(a, b)− f(b, c)f(a, b)g(c, a) (antisymmetry: f, g)
= −(f(a, b)f(c, a)g(b, c) + f(c, a)f(b, c)g(a, b) + f(b, c)f(a, b)g(c, a)) (factorizing)
= −(f(b, c)f(a, b)g(c, a) + f(c, a)f(b, c)g(a, b) + f(a, b)f(c, a)g(b, c)) (reordering sum)
= −(f(a, b)f(b, c)g(c, a) + f(b, c)f(c, a)g(a, b) + f(c, a)f(a, b)g(b, c)) (commuting products)
= −σ(a, b, c) (151)
proving anti-symmetry. Under the additional conditions stated, σ(a, b, c) = f(a, b)f(b, c)g(c, a) +
0 + 0 = f(a, b)f(b, c)g(c, a) 6= 0 as required.
Remark. The proof would fail if f and g were quaternion-valued functions. This is because quater-
nions do not always commute, and so the last step in the proof of anti-symmetry would not be
valid.
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Definition 4.25. Define six functions fi(x) as follows:
f1(x) ≡
def
gxx = ∆2(x, p+ q), (152)
f2(x) ≡
def
gxa+b+c (153)
f3(x) ≡
def
x2, (154)
f4(x) ≡
def
gxp−q, , (155)
f5(x) ≡
def
∆2 (x,Σ) ≡ ∆2 (x, a+ b+ c) , (156)
f6(x) ≡
def
G
(
x ,Σ
p+ q,Σ
)
≡ G
(
x , a+ b+ c
p+ q, a+ b+ c
)
(157)
and let δfxyi ≡def fi(x)− fi(y) denote their differences.
Furthermore, define two complex functions f1C(x) and f2C(x):
f1C(x) ≡
def
f1(x) + if2(x), (158)
f2C(x) ≡
def
f3(x) + if4(x), (159)
and again let δfiC(x, y) ≡
def
fiC(x)− fiC(y) denote their differences.
Lemma 4.26. Using the functions of Definition 4.25 we may write the curly-brace-enclosed con-
straints of (147) more symmetrically as either three sets of four real constraints ((160)) or as three
sets of two complex constraints ((161)):
C4A{} ≡
def

(ga−ba+b 6= 0) ∨ (ga−ba+b+c 6= 0) ∨ (fab 6= 0) ∨ (ga−bp−q 6= 0)
∧
(gb−cb+c 6= 0) ∨ (gb−ca+b+c 6= 0) ∨ (f bc 6= 0) ∨ (gb−cp−q 6= 0)
∧
(gc−ac+a 6= 0) ∨ (gc−aa+b+c 6= 0) ∨ (f ca 6= 0) ∨ (gc−ap−q 6= 0)

≡

(δfab1 6= 0) ∨ (δfab2 6= 0) ∨ (δfab3 6= 0) ∨ (δfab4 6= 0)
∧
(δf bc1 6= 0) ∨ (δf bc2 6= 0) ∨ (δf bc3 6= 0) ∨ (δf bc4 6= 0)
∧
(δf ca1 6= 0) ∨ (δf ca2 6= 0) ∨ (δf ca3 6= 0) ∨ (δf ca4 6= 0)
 (160)
≡

(δf1C(a, b) 6= 0) ∨ (δf2C(a, b) 6= 0)
∧
(δf1C(b, c) 6= 0) ∨ (δf2C(b, c) 6= 0)
∧
(δf1C(c, a) 6= 0) ∨ (δf2C(c, a) 6= 0)
 . (161)
Proof. The proof of equivalence for column three of (160) is trivial; the proof for columns two
and four follows from the linearity of Gram Determinants; while the proof for column one requires
Lemma B.1.
Definition 4.27. In a similar manner to Definition 4.15 we use shapes like: 3 ◦ ◦ ◦◦ ◦ 7 ◦◦ ◦ ◦ ◦
 and
 3 ◦◦ 7◦ ◦
 (162)
to represent, respectively, the status of the twelve real constraints in (160) and the six complex
constraints in (161).
Lemma 4.28. Self-consistency dictates that no column of constraints in (162) can contain one
tick and two crosses.
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Proof. Consider, for example, a configuration like: ◦ ◦ 3 ◦◦ ◦ 7 ◦◦ ◦ 7 ◦
 .
It asserts that a2 6= b2 and b2 = c2 and c2 = a2. This is not self consistent. The same argument
works for any column, because in each column every constraint takes the form δf(a, b) ≡ f(a) −
f(b) 6= 0 for some f .
Corollary 4.29. Any event satisfying C4A matches at least one of the following ten cases (or row
permutations thereof): 3 ◦ ◦ ◦3 ◦ ◦ ◦
3 ◦ ◦ ◦

1
 3 ◦ ◦ ◦3 ◦ ◦ ◦
7 3 ◦ ◦

2
 3 ◦ ◦ ◦3 ◦ ◦ ◦
7 7 3 ◦

3
 3 ◦ ◦ ◦3 ◦ ◦ ◦
7 7 7 3

4 7 3 ◦ ◦7 3 ◦ ◦
7 3 ◦ ◦

5
 7 3 ◦ ◦7 3 ◦ ◦
7 7 3 ◦

6
 7 3 ◦ ◦7 3 ◦ ◦
7 7 7 3

7
 7 7 3 ◦7 7 3 ◦
7 7 3 ◦

8 7 7 3 ◦7 7 3 ◦
7 7 7 3

9
 7 7 7 37 7 7 3
7 7 7 3

10
,
(163)
or equivalently such an event matches at least one of the following three complexly-constrained
cases (or row permutations thereof): 3 ◦3 ◦
3 ◦

1C
,
 3 ◦3 ◦
7 3

2C
,
 7 37 3
7 3

3C
. (164)
Note that case { }10, though needed for C4A, is not needed for C4 since it is in conflict with the F
constraint shown to the left of (148).
Lemma 4.30. For any of the ten cases, { }i, shown in (163) (or for any of the three cases, { }iC,
shown in (164)) it is possible to construct a real or complex valued function fi(a, b, c) (respectively
fiC(a, b, c)) which is totally antisymmetric in a, b and c, and which is never zero when the associated
constraint ({ }i or { }iC) is true.
Proof. Every case i has one of two properties. Either: (i) it has three ticks in a single column -
call it column j; or (ii) it has two ticks and one cross in one column (call it j) and a third tick in
a different column (call it s) in the same row as the cross in column j. Lemmas 4.23 is sufficient
to guarantee that for real-constrained cases with ‘property (i)’ then
fi(a, b, c) ≡
def
3δfabj δf
bc
j δf
ca
j (165)
is an antisymmetric function with the desired properties, while Lemma 4.24 is sufficient to guar-
antee that for real-constrained cases having ‘property (ii)’ that
fi(a, b, c) ≡
def
δfabj δf
bc
j δf
ca
s + δf
ab
j δf
bc
s δf
ca
j + δf
ab
s δf
bc
j δf
ca
j (166)
will work. Similarly, for the complex cases one has correspondingly success with
fiC(a, b, c) ≡
def
3δfabjCδf
bc
jCδf
ca
jC (167)
and
fiC(a, b, c) ≡
def
δfabjCδf
bc
jCδf
ca
sC + δf
ab
jCδf
bc
sCδf
ca
jC + δf
ab
sCδf
bc
jCδf
ca
jC. (168)
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Definition 4.31. To aid in emphasising commonalities in the above, we can define a universal
functional Uabcpq [f(x, y), gpq(x, y)], which takes two antisymmetric25 functions f(x, y) and gpq(x, y)
as inputs, and which returns a totally antisymmetric function of a, b and c. Specifically:
Uabcpq [f(x, y), gpq(x, y)] = f(a, b)f(b, c)gpq(c, a) + f(a, b)gpq(b, c)f(c, a) + g(a, b)pqf(b, c)f(c, a).
Note that because Uabcpq is linear in its second argument, gpq(x, y), it inherits whatever (pq)-evenness
or (pq)-oddness is carried by that second argument. Because we have presented the definition of
Uabcpq using an implicitly (pq)-odd function gpq(x, y) we have given Uabcpq a subscript which indicates
that inherited symmetry. However U could just as easily be used with a (pq)-even function g(x, y),
in which case it would be denoted Uabc rather than Uabcpq .
Definition 4.32.
Pabcpq (C(u)) ≡def
(
Pabcpq (1)
)3
+ iuPabcpq (2), and (169)
Fpq(C(u)) ≡
def
Fpq(1) + iuFpq(2). (170)
Definition 4.33. The following six complex-valued functions:
v[1C] =Pabcpq (C(u2 )) · Uabcpq [δfxy1 + iu1δfxy2 , (δfxy1 + iu1δfxy2 ) · Fpq(C(u3 ))],
v[2C] =Pabcpq (C(u5 )) · Uabcpq [δfxy1 + iu4δfxy2 , (δfxy1 + iu4δfxy2 ) · Fpq(0) ],
v[3C] =Pabcpq (C(u8 )) · Uabcpq [δfxy1 + iu6δfxy2 , δfxy3 · Fpq(C(u7 )) ],
v[4C] =Pabcpq (C(u11)) · Uabcpq [δfxy1 + iu9δfxy2 , δfxy3 · Fpq(0) + iu10 · (δfxy4 )pq ],
v[5C] =Pabcpq (C(u12)) · Uabcpq [δfxy3 , δfxy3 · Fpq(C(u13)) ] and
v[6C] =Pabcpq (C(u15)) · Uabcpq [δfxy3 , δfxy3 · Fpq(0) + iu14 · (δfxy4 )pq ]
are defined in terms of fifteen real constants, {u1, . . . , u15}, whose only constraint is that each
be non-zero. In the definition above, the two occurrences of the expression δfxy4 have each been
wrapped in subscripted brackets: δfxy4 → (δfxy4 )pq. This wrapping is purely to emphasise the (pq)-
oddness which δfxy4 has and which is not shared by δf
xy
1 , δf
xy
2 or δf
xy
4 ; no operation is performed
by this bracketing.
Remark (Purpose of the ui). Later on we will be using the twelve real and imaginary parts of
v[1C] to v[6C] as real parity-odd event variables which cover C4. The reason for using intermediate
complex functions here, even though the ultimate goal is real variables is to permit the use of an
efficient ‘trick’ that is exploited in the second bullet point of the proof of Lemma 4.35. As the
remarks at the end of Lemma B.8 explain in more detail, the ‘magic’ of that trick is that the the
algebraic structure of the complex numbers allows a chain of anded pairwise ors to be expressed
as no more than two real constraints, and so their use tends to result in fewer real variables at the
end. Nonetheless, it is little more than a ‘trick’ and so it should not be a surprise if later a better
approach is found that results in a smaller set of event variables. As soon as complex numbers are
introduced, the ui appear as a ‘gauge freedom’ of sorts – either out of necessity if unit consistency
is required – or to permit secondary optimisation. The next remark discusses both of these.
Remark (Choosing values for ui). Where this document requires each ui to given a concrete value,
we shall set each of them to 1. However, in practical applications it would be sensible to set each
ui so that it balances the scales and units of the real and imaginary parts of the complex number
it is used to build.
For example, u3 is used to create the complex number Fpq(C(u3)) = Fpq(1) + iu3Fpq(2). Since
Fpq(2) has the same units as the cube of Fpq(1), it is likely that setting u3 = 1 will lead to
Fpq(1) + iu3Fpq(2) being dominated by either its real or its imaginary part. This is not desirable.
Ideally u3 would be better chosen to be something similar to the ratio of the root mean square
values of Fpq(1) and Fpq(2), averaged on the data for which usage is expected. Alternatively the ui
could simply be treated as hyperparameters for arbitrary optimisation. Although is nothing wrong
with this latter approach, it may still be advisable to initialise any hyperparameter optimisation
process with values of the ui that set sensible scales (as described above) in order to reduce the
chance of that process getting stuck in a local optimum rather than the global optimum.
Yet another approach which can reduce (but not remove) some of the difficulty in finding good
values for the ui quantities is illustrated by the use of the power three seen in the definition of
25By antisymmetric we mean that f(x, y) = −f(y, x) and gpq(x, y) = −gpq(y, x).
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Pabcpq (C(u)) in (169). This power at least ensures that u is dimensionless, thereby removing a
reason for its optimal scale to vary in response to unit-changes in inputs. A similar trick could be
applied in (170), however inserting a third power there makes it much harder to find the example
events needed in Lemma 4.38 when proving that the variables in S19 are all necessary. For that
reason we omit an extra power of three in (170), however this does not mean that such a definition
must be avoided by any end user.
Remark (Using fewer ui). If a user decides to optimise the ui for a particular purpose but is
concerned about the potential for over training, then it seems likely that the eighteen ui values
above could perhaps be reduced to four degrees of freedom with little loss of performance by setting
the following internal constraints:
u1 = u4 = u6 = u9, (171)
u2 = u5 = u8 = u11 = u12 = u15, (172)
u3 = u7 = u13, (173)
u10 = u14. (174)
This reduction may work since each of u1, u4, u6 and u9 exist to scale δf
xy
1 with respect to δf
xy
2
and so it seems likely that a common value might work for all of them. Similar arguments may be
advanced for the other groups.
Corollary 4.34. Each of the six functions in Definition 4.33 is Lorentz-invariant, parity-odd, and
invariant with respect to permutations of (abc) or (pq).
Proof. The Lorentz-invariant is trivially inherited from each function’s ingredients. The parity-
oddness results from each variable having one and only one parity odd factor — which in all cases
has the form (
(
Pabcpq (1)
)3
+ iuPabcpq (2)) for some non-zero u ∈ R. The invariance with respect to
permutations of (abc) or (pq) may be seen by checking that every product contains both an even
number of (abc)-odd terms and an even number of (pq)-odd terms as indicated by their superscripts
or subscripts.
Lemma 4.35. With reference to functions written in Definition 4.33 and the brace notation of
(163), the following claims regarding sufficiency coverage are made:
• v[1C] and v[2C] collectively cover { }1, { }2 and { }5,
• v[3C] and v[4C] collectively cover { }3, { }6, and { }7,
• v[4C] alone covers { }4, and
• v[5C] and v[6C] collectively cover { }8 and { }9.
Proof. The proof appeals to:
• Lemma 4.30;
• the fact that any n real or complex numbers are all non-zero if and only if their product is
non-zero;
• the fact that C4 guarantees that Pabcpq (C(u)) 6= 0 for any non-zero u ∈ R;
• the fact that C4 guarantees that ((Fpq(0) 6= 0) ∨ (Fpq(C(u)) 6= 0)) for any non-zero u ∈ R;
and
• the locations within each brace { }i from which the ingredients of each function is drawn.
Regarding the last of those bullet points, we present below a visual guide which uses round brackets
to show which pairs of real constraints have been combined into a single complex constraint, and
which (by their absence) which have not:
• v[1C] and v[2C] both draw from
 (3 3) ◦ ◦(3 3) ◦ ◦
(3 3) ◦ ◦
,
• v[3C] draws from
 (3 3) ◦ ◦(3 3) ◦ ◦
(7 7) 3 ◦
,
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• v[4C] draws from
 (3 3) ◦ ◦(3 3) ◦ ◦
(7 7) (3 3)
,
• v[5C] draws from
 7 7 3 ◦7 7 3 ◦
7 7 3 ◦
,
• v[6C] draws separately from
 7 7 3 ◦7 7 3 ◦
7 7 3 ◦
 and from
 7 7 3 ◦7 7 3 ◦
7 7 7 3
.
Corollary 4.36. If
V 8 = <[v[1C]], V 9 = =[v[1C]], (175)
V10 = <[v[2C]], V11 = =[v[2C]], (176)
V12 = <[v[3C]], V13 = =[v[3C]], (177)
V14 = <[v[4C]], V15 = =[v[4C]], (178)
V16 = <[v[5C]], V17 = =[v[5C]], (179)
V18 = <[v[6C]], V19 = =[v[6C]] (180)
then the set
S
(4)
19 = {V8, V9, V10, V11, V12, V13, V14, V15, V16, V17, V18, V19} (181)
will ascribe at least one non-zero real parity to every collision event e satisfying C4, as required.
Proof. The proof is follows directly from Corollary 4.34 and Lemma 4.35.
4.2.6 The sufficiency and necessity of the variables in S19
Corollary 4.37 (Sufficiency). If the set of parity-odd invariant event variables S19 is defined as
follows:
S19 = S
(1)
19 ∪ S(2)19 ∪ S(3)19 ∪ S(4)19 (182)
in terms of subsets defined in (104), (105), (141) and (181), then Lemmas 4.5, 4.2.3 and 4.19
together with Corollary 4.36 prove that the nineteen variables contained in S19 will assign at least
one non-zero parity to every chiral collision event e ∈ Ω(pq)→(abc)X .
Lemma 4.38 (Necessity). Each of the 19 event variables in S19 can be shown to be necessary
(at least in the case in which each of the constants u1, . . . , u18 in Definition 4.33 are set equal to 1
in whatever unit system is used) by the explicit construction of a collision event e ∈ Ω(pq)→(abc)X
which results in a non-zero parity for that variable, and a zero-parity for every other variable in
S19.
Proof. Below are listed nineteen special collision events within Ω(pq)→(abc)X which are named
Event[1] to Event[19]. The numbering is such that Event[n] has the property that each of the vari-
ables in {V1, . . . , V19} \ {Vn} evaluates to zero while Vn alone is non-zero. Event[n] thus serves to
demonstrate the necessity of retaining Vn within S19. Note that although the aforementioned prop-
erties are independent of the choice of the non-zero real (but otherwise free) constants u1, . . . , u18
in Definition 4.33, some valid values of those constants cause the example events to have complex
momenta. Nonetheless, it may be observed that the example events have been chosen such that no
event has complex momenta when all those ui constants take the value of 1. This is demonstrated
(for any events which retain dependence on any ui) by showing what form the momenta in those
events take for unit ui values. It may thus be seen that all example events may, simultaneously,
be built of real and timelike momenta in V, as required.
Event[1] =

pµ = (1, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(
3
√
17
4 ,
(
− 12 , 0,−
√
5
4
))
,
bµ =
(
1
4
√
113 + 40
√
3,
(
3
√
3
8 ,
3
8 , 0
))
,
cµ =
(√
73
4 ,
(
1
2 , 0,
√
5
4
))

, (183)
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Event[2] =

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(
1
4
√
3
2
(
9 +
√
3
)
,
(
−
√
3
2 , 0,
1
4
√
3
2
(
1 +
√
3
)))
,
bµ =
(
1
4
√
3
2
(
7 +
√
3
)
,
(
− 3
√
3
8 ,− 38 ,− 14
√
3
2
(
1 +
√
3
)))
,
cµ =
(√
3
2 ,
(
−
√
3
4 ,− 34 , 0
))

, (184)
Event[3] =

pµ = (2, (0, 0, 1)) ,
qµ = (3, (0, 0,−1)) ,
aµ =
(√
3, (1, 0, 1)
)
,
bµ =
(√
3, (1, 0,−1)) ,
cµ =
(√
11, (1, 1, 0)
)
 , (185)
Event[4] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ =
(
5
4 , (0, 0,−1)
)
,
aµ =
(√
2, (0, 1, 0)
)
,
bµ =
(√
2, (1, 0, 0)
)
,
cµ =
(√
3, (1, 0, 1)
)
 , (186)
Event[5] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ =
(
5
4 , (0, 0,−1)
)
,
aµ =
(
3
2 ,
(
1, 0, 12
))
,
bµ =
(
3
2 ,
(
1, 0, 12
))
,
cµ = (2, (1, 1,−1))
 , (187)
Event[6] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ =
(
5
4 , (0, 0,−1)
)
,
aµ =
(√
3, (1, 0, 1)
)
,
bµ =
(√
5, (1, 0, 0)
)
,
cµ = (2, (1, 1,−1))
 , (188)
Event[7] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ =
(
5
4 , (0, 0,−1)
)
,
aµ =
(√
3, (1, 0, 1)
)
,
bµ =
(√
21
2 ,
(
1
2 , 1, 0
))
,
cµ =
(√
11, (1, 0,−1))
 , (189)
Event[8] =

pµ = (1, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(
1
8
√
3u1(u21−3)
u3−3u21u3 + 64,
(
0, 0,
i
√
3
√
u1
√
u21−3
8
√
(3u21−1)u3
))
,
bµ =
(
1
8
√
3u1(u21−3)
u3−3u21u3 + 320,
(
0, 2,
i
√
3
√
u1
√
u21−3
8
√
(3u21−1)u3
))
,
cµ =
(
1
8
√
3u1(u21−3)
u3−3u21u3 + 128,
(
1, 0,
i
√
3
√
u1
√
u21−3
8
√
(3u21−1)u3
))

=

pµ = (1, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(√
67
8 ,
(
0, 0,−
√
3
8
))
,
bµ =
(√
323
8 ,
(
0, 2,−
√
3
8
))
,
cµ =
(√
131
8 ,
(
1, 0,−
√
3
8
))

(when ui → 1), (190)
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Event[9] =

pµ = (1, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(√
3(1167u21+202)
64(644u31u3−321u1u3)
+ 1,
(
0, 0,
√
3501u21+606
8
√
u1(644u21−321)u3
))
,
bµ =
(√
3(1167u21+202)
64(644u31u3−321u1u3)
+ 3,
(
−1, 1,
√
3501u21+606
8
√
u1(644u21−321)u3
))
,
cµ =
(√
3(1167u21+202)
64(644u31u3−321u1u3)
+ 102,
(
10, 1,
√
3501u21+606
8
√
u1(644u21−321)u3
))

=

pµ = (1, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(√
24779
323
8 ,
(
0, 0,
37
√
3
323
8
))
,
bµ =
(
3
√
7347
323
8 ,
(
−1, 1, 37
√
3
323
8
))
,
cµ =
(
3
√
234739
323
8 ,
(
10, 1,
37
√
3
323
8
))

(when ui → 1), (191)
Event[10] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ = (2, (0, 0,−1)) ,
aµ =
(
1
2
√
1
2u4
(√
u24 + 48− u4
)
+ 8,
(
1
2
√
1
2u4
(√
u24 + 48− u4
)
+ 4, 0, 0
))
,
bµ =
(√
2,
(
1
2 ,
√
3
2 , 0
))
,
cµ =
(
1
2
√
1
2u4
(√
u24 + 48− u4
)
+ 8,
(
− 12
√
1
2u4
(√
u24 + 48− u4
)
+ 4, 0, 0
))

=

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
11
2 ,
(√
7
2 , 0, 0
))
,
bµ =
(√
2,
(
1
2 ,
√
3
2 , 0
))
,
cµ =
(√
11
2 ,
(
−
√
7
2 , 0, 0
))

(when ui → 1), (192)
Event[11] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
3, (1, 1, 0)
)
,
bµ =
(√
3,
(√
2, 0, 0
))
,
cµ =
(√
3, (−1,−1, 0))
 , (193)
Event[12] =

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
3(7+5
√
2)u8
2048u7
+ 3,
(
1, 1,
√
3
2 (7+5
√
2)
√
u8
32
√
u7
))
,
bµ =
(√
3(7+5
√
2)u8
2048u7
+ 3,
(
√
2, 0,
√
3
2 (7+5
√
2)
√
u8
32
√
u7
))
,
cµ =
(√
3(7+5
√
2)u8
2048u7
+ 6,
(
1,−1,
√
3
2 (7+5
√
2)
√
u8
32
√
u7
))

=

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
3 +
3(7+5
√
2)
2048 ,
(
1, 1, 132
√
3
2
(
7 + 5
√
2
)))
,
bµ =
(√
3 +
3(7+5
√
2)
2048 ,
(√
2, 0, 132
√
3
2
(
7 + 5
√
2
)))
,
cµ =
(√
6 +
3(7+5
√
2)
2048 ,
(
1,−1, 132
√
3
2
(
7 + 5
√
2
)))

(when ui → 1), (194)
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Event[13] =

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
81
1024u7u8
+ 3,
(
1, 1, 932√u7√u8
))
,
bµ =
(√
81
1024u7u8
+ 5,
(
−2, 0, 932√u7√u8
))
,
cµ =
(√
81
1024u7u8
+ 6,
(
1,−1, 932√u7√u8
))

=

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
3153
32 ,
(
1, 1, 932
))
,
bµ =
(√
5201
32 ,
(−2, 0, 932)) ,
cµ =
(
5
√
249
32 ,
(
1,−1, 932
))

(when ui → 1), (195)
Event[14] =

pµ = (2, (0, 0, 1)) ,
qµ = (1, (0, 0,−1)) ,
aµ =
(√
2, (1, 0, 0)
)
,
bµ =
(√
2, (0, 1, 0)
)
,
cµ =
(√
13
2 , (−1, 0, 0)
)
 , (196)
Event[15] =

pµ =
(
5
4 , (0, 0, 1)
)
,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
3, (1, 1, 0)
)
,
bµ =
(√
2, (1, 0, 0)
)
,
cµ =
(√
11, (1,−1, 0))
 , (197)
Event[16] =

pµ =
(
3
2 , (0, 0, 1)
)
,
qµ =
(
3
2 , (0, 0,−1)
)
,
aµ =
(√
29
6 ,
(
1, 0, 2√
3
))
,
bµ =
(√
19
3 ,
(
1, 1,− 1√
3
))
,
cµ =
(√
10
3 ,
(
1,−1,− 1√
3
))

, (198)
Event[17] =

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
81
1024u12u13
+ 5,
(
2, 0, 932√u12√u13
))
,
bµ =
(√
81
1024u12u13
+ 8,
(
−1,−√3, 932√u12√u13
))
,
cµ =
(√
81
1024u12u13
+ 13,
(
−1,√3, 932√u12√u13
))

=

pµ = (2, (0, 0, 1)) ,
qµ = (2, (0, 0,−1)) ,
aµ =
(√
5201
32 ,
(
2, 0, 932
))
,
bµ =
(√
8273
32 ,
(−1,−√3, 932)) ,
cµ =
(√
13393
32 ,
(−1,√3, 932))

(when ui → 1), (199)
Event[18] =

pµ =
(
3
2 , (0, 0, 1)
)
,
qµ =
(
3
2 , (0, 0,−1)
)
,
aµ =
(√
5,
(
1,
√
3, 1
))
,
bµ =
(√
6,
(
1,−√3, 1)) ,
cµ =
(√
6, (1, 0,−2))
 , (200)
Event[19] =

pµ =
(
4
3 , (0, 0, 1)
)
,
qµ =
(
4
3 , (0, 0,−1)
)
,
aµ =
(√
3,
(√
2, 0, 0
))
,
bµ =
(√
3, (0, 1, 1)
)
,
cµ =
(√
17
2 , (0,−1, 1)
)
 . (201)
Remark. Note that since we have shown necessity only in the case that the ui values are chosen
in appropriate ranges (those which keep the event momenta of these particular example events
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real) then it remains possible that for certain cleverly chosen values of the ui some of the variables
Vk might no longer perform tasks not covered by other variables, and so the set may then be
reducible. Whether this possibility can be used to shrink S19 to a smaller and more minimal
set of event variables has not been fully investigated. Nonetheless, preliminary tests suggest that
there is nothing to be gained by such a procedure. For example: the only ui for which the ui = 1
step of the proof was needed were these:
u1 and u3 for V8 and V9
u4 for V10
u7 and u8 for V12 and V13
u12 and u13 for V17
. A quick investigation
focusing only on the necessity of V9 has shown that for any (u1, u3) 6= 0 it is possible to construct
an event for which V9 6= 0 and every other Vk = 0.26 The process for constructing such events
is tiresome and results in no tangible benefit (beyond confirming that a given Vk is universally
necessary) and so the same task has not been re-attempted for the remaining variables V8, V10.
V12, V13 and V17. However, the authors do not think it would be impossible to construct such
events if the need were strong enough. We therefore make the claim (without proof) that for any
{uk} all the set S19 = {V1, . . . , V19} is irreducible on collision events e ∈ Ω(pq)→(abc)X .
4.2.7 Simplifications to the set S19 valid for LHC three photon events
We note, without proof, that of the nineteen variables in S19, all but nine of them are non-zero
when mp = mq (as it is at the LHC) and ma = mb = mc = 0 (as it is if none of the reconstructed
particles carry mass information).
An LHC collaboration looking at massless three-jet or three-photon events could therefore use
just the nine variables in:
S9 = {V1, V2, V4, V5, V6, V8, V9, V14, V15}. (202)
4.2.8 Discussion concerning the Minimality of the set S19
Remark (Minimality). In Corollary 4.37 and Lemma 4.38 we saw that the variables of S19 are
necessary and sufficient for the purposes of ascribing parities to chiral collision events in
Ω(pq)→(abc)X . But are they minimal? Is there a smaller set of variables that can accomplish the
same goals?
The simple answer to the above question is that we do not know. However, despite this, there
are a number of pieces of circumstantial evidence which suggest that they may not comprise a
minimal set:
• In the first remark following the proof of Lemma 4.38 it has already been noted that the
possibility has not been excluded that there exist values of ui not all equal to 1 (in appropriate
units) such that some of the variables in S19 might be un-necessary and the set itself
reducible.
• The fact that a sufficient set of parity-odd event variables might ever need to contain more
than one variable could be said to stem from the fact that any given parity-odd variable can
have roots (i.e. can evaluate to zero) on events which are chiral as well as non-chiral.27
The greater the order of a polynomial the larger is the number of roots it contains, and
correspondingly the greater is the chance that some of these additional unrequested roots
will occur on chiral events in Ω(pq)→(abc)X rather than in unphysical places. All of the
variables contained in S19 are polynomial functions of momentum components, and many of
them have high orders, and so have enlarged chances of having undesirable ‘chiral roots’ –
which in turn necessitate the presence of yet more more parity-odd variables to assign parities
to those roots. At no point in our argument have we demonstrated that the constructions of
our variables represent polynomials with the least possible order – or that they have related
beneficial properties. There is therefore no reason to believe that the solution found need be
minimal.
26No proof of the statement just made is presented in this document. However an encoding of the
events which make V9 necessary for any (u1, u3) may be found in the python reference implementation
reference-implementation.py supplied with this paper, and a mathematica notebook parity-variables.nb which
accompanies it provides some background to explain how these reference events were constructed. For more infor-
mation see Section 4.5.
27Parity-odd variables necessarily evaluate to zero on non-chiral events, but this does not preclude them to
having zeros on other events.
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• A specific example of the argument just made was already alluded to in the remark following
the proof of Lemma 4.19 where it was noted that it had not been possible to demonstrate
irreducibility for a variant S19 in which the (lower order) quantity [a, b, c, (p + q)] had
been used in place of the (much higher order) ingredient Ppq(3) · F abcpq (3) in the parity-odd
variables covering events in C3. This suggests that variables V6 and V7 are more complicated
than they need to be, or (equivalently) that there is a better partition of C into than the
C1 ∨C2 ∨C3 ∨C4 split used here. The reasons that C3 does not fit well with [a, b, c, (p+ q)]
is that Corollary 4.14 shows only that C3 =⇒ ([a, b, c, (p+ q)] 6= 0). It does not show that
([a, b, c, (p+ q)] 6= 0) =⇒ C3. In fact, [a, b, c, (p+ q)] can even be non-zero on non-collision
events that are not even in C, which is a fact used by all of the variables in (215)!
• The variables in S19 cover a broader class of events than was originally required, since no use
was made of some of the constraints in C4B when covering C4. It is possible that exploitation
of the unused constraints in C4B . could allow a smaller set of variables to be created.
• The complex ‘tricks’ used in Definition 4.33 and discussed in the remarks following it and in
Lemma B.8, while helpful, seem rather arbitrary. Were there a four-dimensional commutative
division algebra (e.g. were the quaternions, H, commutative in multiplication) then we could
have used an even more powerful trick – and would have ended up with a smaller set than
S19. Alas the quaternions are not commutative in multiplication, and we know of no four
dimensional alternatives which are.28 Nonetheless, the reduction provided by this ‘trick’
feels wholly accidental and unrelated to the nature of the problem being solved, so it seems
unlikely it is the best ‘trick’ that could have been used.
• Finally (and this is a very subjective point!) the ‘gauge freedom’ presented by the ui seems
ugly, undesirable and unnecessarily complicated. The irreducibility and sufficiency prop-
erties of the set of all variables is unaffected by the ui values, and yet the individual parities
are strongly influenced by the ui. This does not seem to be a welcome state of affairs.
In summary: it would not be surprising to discover that a set of event variables could be constructed
which was smaller than S19 and yet shared all its other desired properties.
4.3 Non-collision events e ∈ Ω(pq)(abc)X
Definition 4.39. The following three functions
v[1,C, non-coll,mp +mq > 0] = [a, b, c, p+ q] · Uabc[δfxy1 + iuncm1 δfxy2 , δfxy1 + iuncm1 δfxy2 ], (203)
v[2,C, non-coll,mp +mq > 0] = [a, b, c, p+ q] · Uabc[δfxy1 + iuncm2 δfxy2 , δfxy3 ], (204)
v[1,R, non-coll,mp +mq > 0] = [a, b, c, p+ q] · Uabc[δfxy3 , δfxy3 ] (205)
are defined in terms of two real constants: uncm1 6= 0 and uncm2 6= 0.
Definition 4.40. The following three functions
v[1,C,non-coll,mp = mq = 0] = [a, b, c, p+ q] · Uabc[δfxy5 + iuncn1 δfxy6 , δfxy5 + iuncn1 δfxy6 ], (206)
v[2,C, non-coll,mp = mq = 0] = [a, b, c, p+ q] · Uabc[δfxy5 + iuncn2 δfxy6 , δfxy3 ], (207)
v[1,R, non-coll,mp = mq = 0] = [a, b, c, p+ q] · Uabc[δfxy3 , δfxy3 ] (208)
are defined in terms of two real constants: uncn1 6= 0 and uncn2 6= 0 and the functions δfxy5 and δfxy6
defined just after (156) and (157).
Definition 4.41. Since v[1,R, non-coll,mp + mq > 0] and v[1,R, non-coll,mp = mq = 0] have
identical definitions, we may remove the parts of their name listing constraints on mp and mq and
instead refer both of them as
v[1,R, non-coll] ≡
def
v[1,R, non-coll,mp +mq > 0] (209)
≡ v[1,R, non-coll,mp = mq = 0].
Lemma 4.42. By putting Corollary 3.4 together arguments similar to those used in Corollary 4.34
and Lemma 4.35, the three functions of Definition 4.39 may be shown to be parity-odd event
variables, and that at least one of them will be non-zero when evaluated on a any chiral non-
collision event for which at least one of p or q is massive.
28Frobenius’s Theorem relating to real division algebras presumably prevents any progress in this direction.
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Lemma 4.43. By putting Corollary 3.6 together arguments similar to those used in Corollary 4.34
and Lemma 4.35, the three functions of Definition 4.40 may be shown to be parity-odd event
variables, and that at least one of them will be non-zero when evaluated on a any chiral non-
collision event for which both p and q are massless.
Definition 4.44. The variables
V20 = <[v[1,C,non-coll,mp +mq > 0]], V21 = =[v[1,C, non-coll,mp +mq > 0]], (210)
V22 = <[v[2,C,non-coll,mp +mq > 0]], V23 = =[v[2,C,non-coll,mp +mq > 0]], (211)
V25 = <[v[1,C, non-coll,mp = mq = 0]], V26 = =[v[1,C, non-coll,mp = mq = 0]], (212)
V27 = <[v[2,C, non-coll,mp = mq = 0]], V28 = =[v[2,C, non-coll,mp = mq = 0]], (213)
together with
V24 = v[1,R, non-coll] (214)
permit the definition of the set
S(non-coll) = {V20, V21, V22, V23, V24, V25, V26, V27, V28}. (215)
Corollary 4.45. The nine variables in the set S(non-coll) of (215) assign at least one non-zero real
parity to every non-collision event e ∈ Ω(pq)(abc)X .
Proof. Lemma 4.42 shows that variables V20, V21, V22, V23 and V24 achieve the stated aim for
chiral non-collision events for which at least one of p and q is massive, while Lemma 4.43 shows
that variables V24, V25, V26, V27 and V28 achieve the stated aim for chiral non-collision events
for which both p and q are massless. There are no other types of chiral non-collision event to
be considered.
4.4 Events e ∈ Ω(pq)(abc)X
4.4.1 Sufficiency of the variables in S28
Lemma 4.46. If the set of parity-odd invariant event variables S28 is defined as follows:
S28 = S
(1)
19 ∪ S(2)19 ∪ S(3)19 ∪ S(4)19 ∪ S(non-coll) (216)
in terms of subsets defined in (104), (105), (141), (181) and (215), then Lemmas 4.5, 4.2.3 and 4.19
together with Corollaries 4.36 and 4.45 prove that the twenty-eight variables in S28 will assign at
least one non-zero parity to every chiral event e ∈ Ω(pq)(abc)X .
4.4.2 Necessity of the variables in S28
Necessity has not been demonstrated for each of the variables in S28 over events e ∈ Ω(pq)(abc)X .
Equivalently, the set S28 has not been shown to be irreducible.
4.5 Support materials and a reference implementation for the discussed
event variables
A python script reference-implementation.py has been placed on the arXiv in the ancillary
support files location belonging to this paper. This script can calculate the variables V1 to V28
defined in this paper, and can do so with arbitrary precision when the input four momenta have
integer values for E, px, py and pz. The implementation is primarily intended to allow users
to validate other implementations which they may build for their own purposes, rather than to
provide a library for direct use in analyses. It is therefore optimised for readability rather than
speed or ability to be vectorised or compiled. If there is sufficient interest, the ancillary files may
later be modified to contain other implementations (or links to implementations elsewhere) which
are better optimised for other purposes.
The ancillary files also contain a Mathematica [14] notebook which implements definitions of
the event variables V1 to V28 as well as many test cases. It may be possible for some readers to add
code to that notebook which could export implementations of the event variables in other formats
of their choice.
The variables X1, X2, X3, Xˆ1, Xˆ2 and Xˆ3 are not implemented in any of the ancillary files at
the first release, but could appear in a later releases of the ancillary files at the request of readers.
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5 Discussion
5.1 Are multiple geometric parities unavoidable?
Arguably, the most surprising of our results is that for none of the non-trival event classes which
we have considered have we managed to construct a parity-odd variable without ‘unwanted’ zeros
on chiral events. This is equivalent to noting that for none of the non-trivial event classes
have we managed to find a minimal set containing only a single parity-odd event variable. This
observation is noteworthy in that it suggests that that for at least some classes of event (even
rather simple ones!) one cannot talk about:
‘the geometric parity of an event’
but must instead talk about:
‘the geometric parities of an event’.
In short: the geometry of events cannot always be boiled down to a single parity.
A skeptic might counter the last statement with the following objection:
In no case have the authors proved that any of their sets of derived parity-odd event
variables are minimal. Perhaps, despite their best efforts, the authors have simply
failed to spot a single event variable V whose sign always represents the geometric
parity of any event in the given class.
This first concern is worth taking seriously, in part for the reasons already given in Section 4.2.8.
Even though we do not ourselves believe that events in all classes can be given a single all-
encompassing parity, it may still be the case that we have simply not been creative enough in
the event classes we have considered in this document. That possibility cannot be excluded.
Emboldened, such a skeptic may then overreach by making a second (false) claim as follows:
Furthermore, I suggest that the authors bring the proliferation of parities entirely upon
themselves via their introduction of an unnecessary and self-imposed requirement to
consider only continuous event variables. Without that burdensome requirement, for
any event class, no matter how complex, there will always exist a parity ‘bit’ which
ascribes a +1 or a -1 to any genuinely chiral event and ascribes a zero to all others.
5.1.1 Multiple parities are not an unintended consequence of continuity!
The skeptic’s second statement is false for the following reason. If the skeptic’s claim were true, it
would imply that one could construct a continuous parity-odd event variable having the same sign
as the skeptic’s discontinuous parity bit. This construction could be accomplished by multiplying
the bit’s value at a given event (just ±1) by the distance29 of that event from the nearest boundary
surface on which events are non-chiral. The existence of a discontinuous parity thus always
implies the existence of a continuous parity. This proves that our self-imposed restriction to
continuous event variables has not, in itself, prevented us finding minimal sets containing only
a single event variable of the required type.
5.1.2 What then does the complexity of the results tell us?
With continuity not the cause of the proliferation of parities, and with all the other parts of the
analysis framework listed in Section 1.4 appearing to be there of necessity rather than by choice,
the conclusion appears to be that multiple parities proliferate either:
(a) on account of lack of creativity (or bad luck) on the part of the authors (the skeptic’s first
argument), or
(b) as an unintentional and unnecessary byproduct of an objective of Section 1.4 whose impor-
tance we have overlooked, or
(c) because the parity of an event (having certain symmetries) inherently contains more than
one ‘bit’ of information.
29This would necessitate the creation of some parity-even metric on the space of events.
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If the conclusion is in fact (c), then we can report that it is seen initially to be surprising or
counter-intuitive.30 At first sight it seems reasonable that only a single bit of information should
be needed to distinguish a chiral event from its mirror image. Someone advancing such a view
might say: ‘record the components of the momenta with respect to an orthonormal basis (just as
ATLAS [15] or CMS [16] might) and then use a single extra bit of information to record whether
the basis just used was left-handed or right-handed.’ Such an argument might appear compelling
at first sight, but closer scrutiny reveals that although flipping such a bit does indeed flip the
parity of a chiral event, the bit does not itself record the parity of the event but rather of the
(uninteresting) co-ordinate system used.31 One sees, therefore, that the parity of the event is
somehow encoded only jointly across both the co-ordinate system’s bit and the myriad momentum
components evaluated with respect to that basis. Even then, work presumably would still need to
be done to remove an event parity’s dependence on the basis chosen. Perhaps the complexity of
parity is not so surprising after all!
The overall message appears, therefore, to be that the geometric parity of an event, particularly
one with non-trivial symmetries, can be a remarkably complex thing. For some event classes it
may be more correct to talk about ‘the geometric parities of an event’ in the plural, rather than in
the singular, and those ‘parities’ may encode more than one bit of information. Finally, an event’s
parity should not be confused with the parity of the co-ordinate system which was used to record
it – since this is a very different thing.
5.1.3 Is this new?
If multiple event parities are indeed unavoidable for some event classes, then almost certainly
there will already exist a theorem proving it (or an equivalent result) somewhere within the math-
ematical literature. But even if such a result is well known to the mathematical community, its
existence currently remains unknown to both the authors of this note and the community of particle
physicist colleagues whom they have canvassed. As such, disseminating awareness of the issue and
promoting further discussions in the area of tests of non-standard parity violation is presumably
worthwhile.
5.2 Could Ω(pq)→(ab)X results have been derived from Ω(pq)→(abc)X results?
In principle we could have derived parity-odd event variables to cover events in Ω(pq)→(ab)X (or
respectively in Ω(pq)(ab)X) by setting cµ → 0 in variables suited to events in Ω(pq)→(abc)X (or
respectively in Ω(pq)(abc)X) since the zero Lorentz-vector is unique in being the only Lorentz-vector
which is constant in all frames. However, a set of variables which is minimal or irreducible for
events in Ω(pq)→(abc)X need not necessarily be minimal or irreducible for events in Ω(pq)→(ab)X ,
after the cµ → 0 replacement. This, and the fact that the resulting event variables (and their
derivation) is much simpler for Ω(pq)→(ab)X than for events in Ω(pq)→(abc)X , motivated their separate
treatment.
5.3 Illustrations of potential utility of the proposed framework
5.3.1 pp→ jj +X or pp→ γγ +X at the LHC
An experimental collaboration such at ATLAS [15] or CMS [16] seeking to find evidence of non-
standard sources of parity violation [4] in two-jet or two-photon events could, in principle, make
any parity-blind selection, and could then pick two real constants u1 6= 0 and u2 6= 0, and then in
terms of those it could fix upon either (i) the set S of three un-hatted variables S = {X1, X2, X3}
of (87) to (89), or (ii) the set Sˆ of three hatted variables Sˆ = {Xˆ1, Xˆ2, Xˆ3} of (96) to (98), and
then could look for a data-data asymmetry between the positive and negative halves of each of the
Xi (or Xˆi) distributions resulting from application of the chosen selection.
Furthermore, it is likely that the collaborations would quickly realise that their X3 (or Xˆ3)
values were always be identically zero and so may omitted from the above programme32 which
need only use the two remaining variables. In such a situation X2 (and Xˆ2) may then be shown
to be proportional to u1u2. Consequently the choice u1 = u2 = 1 may (literally!) be proved to be
as good as any other.
30At least among the particle physics colleagues with whom we have discussed the matter.
31Among the ways this statement may be verified is by noting that the aforementioned ‘bit’ exists even if the
event itself is non-chiral!
32This would occur if inputs are supplied for whichmp = mq (which should be the case in a proton-proton collider)
and if ma and mb are set equal to zero (or are the same as each other – which is highly likely for reconstructed jets
and/or photons at the LHC).
59
[Aside: In the remainder of this section the discussion will be written as if the un-hatted set of
variables had been chosen, however every statement may be interpreted as applying to both hatted
and un-hatted choices.]
The collaboration would know that, despite confining itself to just the two variables in {X1, X2},
it would not be reducing the number of sources of non-standard parity violation to which it might
be sensitive. On the contrary, one of the results of this paper is the proof that any source of
non-standard parity violation discoverable in two jet or two photon events would have to show up
in at least one of these two variables given a clever enough event-selection.
Of course, this does not mean the task of discovery is simple. There is no such thing as
a free lunch! Importantly: nothing in our analysis has shown what event selection(s) will be
required to enable those sources to be seen with the strongest significance above any backgrounds.
Furthermore, making a parity blind selection can itself be a tricky thing to do. The first things
seen could even be evidence of parity-violating mis-calibrations of the detector. There is therefore
(just as one would expect) no ‘magic button’ that can make a non-standard parity violation light
up brightly. Physicists will not be made redundant! The only benefit of our calculation, in this
specific example, is that it has reduced the scope of the problem that the physicist needs to tackle.
Prior to our work the number of variables one might have needed to test for non-standard
parity violation in pp → γγ events could have been unbounded in length. Our paper shows that,
on the contrary, the experimentalist need focus on creating innovative selections for (in principle)
no more than two test distributions.
5.3.2 pp→ jjj +X or pp→ γγγ +X at the LHC
Consider the wrangling and unhappy discussions contained within [4] concerning the choice of
event variable to use in a three-jet test of non-standard parity violation in CMS open data. Instead
of settling on the arbitrary and poorly motivated choice made therein, the authors of that study
could, using the results of our paper, now choose to concentrate only on the nine variables contained
within S9 of (202) safe in the knowledge that (in principle) doing so would not limit their discovery
potential. [Recall that S9 ⊂ S19.]
5.3.3 pp→ jjjj + e+e− at the LHC
An analysis team wishing to look for sources of non-standard parity violation in events with
permutation (or other) symmetries we have not yet considered would have to derive the parity-odd
event variables appropriate to their event class. They would need to follow a similar set of steps
to those presented in this paper, hopefully benefiting from components of the framework presented
here.
6 Conclusion
The first two papers in this series [12, 13] set out general methods for constructing sets of continuous
parity-even event variables (with given permutation, Lorentz and other symmetries) having the
property that those sets could be proven to contain all physically relevant information contained
within the momenta of an event barring any information associated with the handedness of the
event.
This paper has shown how those those results could be extended via the creation of additional
sets of continuous but this time parity-odd event variables (with given permutation, Lorentz or
other symmetries) which may be proven to have sensitivity to all potentially discoverable sources
of non-standard parity violation lurking in the data.
It is somewhat unusual (and beneficial!) that the natural way in which such variables might be
used would be see physicists searching for asymmetries between the positive and negative halves of
their distributions. This is in contrast to the more frequent approach of having to compare events
recorded in data with those simulated by Monte-Carlo event generators. Such first-order data-data
sensitivity (rather than data-MC sensitivity) is particularly rare in LHC Beyond Standard Model
searches.
To illustrate the process of constructing such variables, particular symmetry groups were chosen
corresponding to simple processes, and sets of variables satisfying the required properties were
generated.
In one example, it was noted that collider events having three important jets in the final state
(pp → jjj + X) could be characterised by an S2 × S3 symmetry where the S2 is a permutation
symmetry over the two colliding particles, and S3 is a permutation symmetry over the final-state
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three jets. For such events a set of nineteen event variables was constructed and was proved to
be able to parameterize any Lorentz-invariant source of non-standard parity violation discoverable
from within them. Furthermore, the variables in this set were shown to be irreducible in the sense
that none of them could be omitted without rendering one or more forms of non-standard parity
violation invisible.
Smaller sets of variables were shown to be able to accomplish similar objectives in cases where,
say, the masses of the colliding particles and/or final state jets could be neglected. Indeed, in the
case of the symmetric colliders like the LHC (colliding identical protons) it was noted that only
nine of the above nineteen variables would be needed if the jets were recorded as massless particles
(or if they were photons).
Appropriate sets of variables were also computed for processes in which there were fewer par-
ticles (e.g. only an S2 × S2 symmetry). In the simplest case of all – entirely massless pp→ jj +X
– just two variables were shown to be sufficient for sensitivity to all non-standard parity violating
processes.
Larger sets of variables (twenty-eight in the case of S2×S3) were shown to be able to accom-
plish a similar objective and a more general case in which no pairs of the momenta were assumed
(necessarily) to represent colliding particles. Such general cases are relevant to, for example, di-
rect dark-matter searches in which permutation symmetry might apply to non-colliding final-state
momenta (e.g. X → γγ + jjj + Y ).
The authors are not aware of any similar attempts to produce sets of parity-off variables having
the provable coverage/sensitivity properties of those reported here. It is hoped, therefore, that the
sorts of variables proposed here will facilitate the growth of a new generation of exhaustive yet
model independent searches for sources of non-standard parity violation – searches which hitherto
were only possible to approach in model-dependent ways.
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Appendices
A Notation not strongly specific to this paper
A.1 Lorentz vector notation
A Lorentz-vector pµ having energy E and three-momentum (px, py, pz) may be denoted component-
wise either as
pµ =

E
px
py
pz
 or pµ = (E, (px, py, pz)) (217)
depending on the available space. Sometimes it is more convenient to parameterize the four-vector
by specifying its invariant mass m together with its three momentum. In those cases the following
alternative notation is used:
pµ = [m; (px, py, pz)] (218)
and the energy is therefore taken to be give by E =
√
m2 + p2x + p
2
y + p
2
z.
A.2 Epsilon notation
There are two alternating tensors we may come across which we will distinguish by using ε with
roman indices for one, and  with Greek indices for the other. Here is a summary:
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A.2.1 The Euclidean epsilon: ε
• Symbol: ε;
• Indices: always Roman;
• Rank: Can have any rank. All these are valid: εab, εabc, εabcd, εabcde, . . . ;
• Index Range: Indices will be integers in the set {1, 2, . . . , n} where n is the rank;
• Raising/Lowering: means nothing: εabcde = ε ba cde = εabcde;
• Sign convention: ε12345... = +1;
• Complete antisymmetry: ε...i...j... = −ε...j...i...;
• Relationship to determinants∣∣∣∣∣∣∣∣∣

a1 b1 c1 · · ·
a2 b2 c2 · · ·
a3 b3 c3 · · ·
...
...
...
. . .

∣∣∣∣∣∣∣∣∣ = εijk··· aibjcj · · · (219)
A.2.2 The Lorentz epsilon: 
• Symbol: ;
• Indices: always Greek, (however see the ‘Lorentz vector contraction shorthand’ bullet
point further down);
• Rank: Always four, as in: µνστ ;
• Index Range: Indices are taken to be integers in {0, 1, 2, 3} with 0 representing the time
component;
• Raising/Lowering: is meaningful and done with the metric, e.g. : µνστ = ανστgµα;
• Complete antisymmetry: ...µ...ν... = −...ν...µ...;
• Sign convention: Because the metric has an odd number of negative components, 1234 =
−1234 so 1234 and 1234 cannot both be +1 although one of them is defined to be so. We
never reveal which of them is plus one and which is minus one. Instead we leave an explicit
0123 in any expression (e.g. (28)) which depends on the convention.
• Lorentz vector contraction shorthand: Contraction with Lorentz vectors having Roman
labels is sometimes written in a short form which places the Lorentz vectors themselves where
the indices would be. For example i.e. abc(p+q) is sometimes used as a shorthand notation
for µνστaµbνcσ(p + q)τ . Where such notation might lead to confusion, the same quantity
would instead be represented by the expression [a, b, c, p+ q].
A.2.3 Summary of epsilon-related notation
εijklmnopq is fine, (220)
αβγδζηθικ is not fine, (221)
µνστ = −µνστ , (222)
abcd = µνστa
µbνcσdτ = [a, b, c, d], (223)
γ5 = iγ0γ1γ2γ3 = γ5, (224)
(g00, g11, g22, g33) = (1,−1,−1,−1).. (225)
Note that we do not choose which of 0123 or 0123 is +1 but instead simply leave 0123 in any
expression which depends on the convention.
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A.3 Gram Determinants
Definition A.1. Following Byckling and Kajantie we define the Gram determinant of the vectors
p1, . . . , pn; q1, . . . , pn to be the determinant of the matrix M containing the scalar products of the
vectors, (M)ij = pi.qj . In other words
G
(
p1, . . . , pn
q1, . . . , qn
)
=
∣∣∣∣∣∣∣
p1.q1 p1.q2 · · · p1.qn
...
...
...
pn.q1 pn.q2 · · · pn.qn
∣∣∣∣∣∣∣ . (226)
Definition A.2. Also following Byckling and Kajantie, we denote the symmetric Gram determi-
nant of the vectors p1, . . . , pn; as follows:
∆n(p1, . . . , pn) = G
(
p1, . . . , pn
p1, . . . , pn
)
. (227)
B Mathematical Identities, etc.
Lemma B.1. The following is an identity between Gram determinants:
∆2 (a,Λ)−∆2 (b,Λ) ≡ G
(
a− b,Λ
a+ b,Λ
)
(228)
which, in the notation of (58), reads as follows:
gaa − gbb ≡ ga−ba+b . (229)
Proof.
G
(
a− b,Λ
a+ b,Λ
)
=
∣∣∣∣ (a− b).(a+ b) (a− b).ΛΛ.(a+ b) Λ.Λ
∣∣∣∣ (230)
= (a− b) · (a+ b)Λ2 − (a− b).Λ(a+ b).Λ (231)
= a2Λ2 − b2Λ2 − (a.Λ)2 + (b.Λ)2 (232)
= ∆2 (a,Λ)−∆2 (b,Λ) . (233)
Lemma B.2. The following is an identity among Gram determinants:[
(∆2 (a, s) = ∆2 (b, s)) ∧
(
G
(
a, s
c, s
)
= G
(
b, s
c, s
))]
⇐⇒ (234)[
(∆2 (a, s) = ∆2 (b, s)) ∧
(
G
(
a− b , s
a+ b+ c, s
)
= 0
)]
.
[Aside: when s ∈ M and a and b are both in V then this lemma has the interpretation that,
in the rest frame of s, the following is true: [(|~a| = |~b|) ∧ ((~a − ~b) · ~c = 0)] ⇐⇒ [(|~a| =
|~b|) ∧ ((~a−~b) · (~a+~b+ ~c) = 0)].]
Proof. When ∆2 (a, s) = ∆2 (b, s) we know that
G
(
a, s
a, s
)
= G
(
b, s
b, s
)
. (235)
In this case[
G
(
a, s
c, s
)
= G
(
b, s
c, s
)]
⇐⇒
[
G
(
a, s
c, s
)
+G
(
a , s
a+ b, s
)
= G
(
b, s
c, s
)
+G
(
a , s
a+ b, s
)]
⇐⇒
[
G
(
a , s
a+ b+ c, s
)
= G
(
b, s
c, s
)
+G
(
a, s
a, s
)
+G
(
a, s
b, s
)]
⇐⇒
[
G
(
a , s
a+ b+ c, s
)
= G
(
b, s
c, s
)
+G
(
b, s
b, s
)
+G
(
b, s
a, s
)]
⇐⇒
[
G
(
a , s
a+ b+ c, s
)
= G
(
b , s
a+ b+ c, s
)]
⇐⇒
[
G
(
a− b , s
a+ b+ c, s
)
= 0
]
.
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Lemma B.3. ((x 6= 0)∨ (y 6= 0)∨ (z 6= 0)) ⇐⇒ ((x+y+z 6= 0)∨ (xy+yz+zx 6= 0)∨ (xyz 6= 0)).
Proof. Negating both sides, may be seen that it is sufficient to prove that ((x = 0) ∧ (y = 0) ∧
(z = 0)) ⇐⇒ ((x + y + z = 0) ∧ (xy + yz + zx = 0) ∧ (xyz = 0)). The ‘ =⇒ ’ direction
is evidently trivial. We consider therefore only the ‘ ⇐= ’ direction. We begin therefore with
((x+ y+ z = 0)∧ (xy+ yz+ zx = 0)∧ (xyz = 0)). The xyz = 0 part tells us (w.l.o.g.) that z = 0.
Putting this in the remaining two equations gives (x+ y = 0) ∧ (xy = 0). This in turn shows that
(w.l.o.g.) y = 0, and one more iteration shows us that x = 0. Clearly a similar argument works
for any complete set of elementary symmetric polynomials, however big the order.
Remark. Lemma B.3 turns the statement “(x 6= 0) ∨ (y 6= 0) ∨ (z 6= 0)” into another one involving
the properties of two polynomials of odd order (x + y + z and xyz) and one polynomial of even
order (xy + yz + zx). The next lemma (Lemma B.4) is a variant which turns the same statement
into another which uses only polynomials of odd order. The oddness of the polynomials will make
Lemma B.4 much more useful to us than Lemma B.3.
Lemma B.4. ((x 6= 0) ∨ (y 6= 0) ∨ (z 6= 0)) ⇐⇒ ((x + y + z 6= 0) ∨ (x − y)(y − z)(z − x) 6=
0) ∨ (xyz 6= 0)).
Proof. Negating both sides, may be seen that it is sufficient to prove that ((x = 0)∧ (y = 0)∧ (z =
0)) ⇐⇒ ((x+y+z = 0)∧ (x−y)(y−z)(z−x) = 0)∧ (xyz = 0)). The ‘ =⇒ ’ direction is evidently
trivial. We consider therefore only the ‘ ⇐= ’ direction. The xyz = 0 part tells us (w.l.o.g.) that
z = 0. Putting this in the remaining two equations gives (x+y = 0)∧ (xy(x−y) = 0). The first of
those tells us that y = −x. Substituting this into the xy(x − y) = 0 gives −2x3 = 0 which shows
us that x = 0 and thence that x = y = z = 0.
Lemma B.5.
(x+ y + z = 0) ∧ (xyz = 0) ∧ ((x− y)(y − z)(z − x) 6= 0) (236)
⇐⇒
((x = −y 6= 0) ∧ (z = 0)) ∨ ((y = −z 6= 0) ∧ (x = 0)) ∨ ((z = −x 6= 0) ∧ (y = 0)).) (237)
Proof. For the ‘(236) ⇐= (237)’ direction, and given the cyclic (x, y, z)-symmetry, suppose
w.l.o.g. that ((x = −y 6= 0) ∧ (z = 0)). This supposition would make (236) read (0 = 0) ∧ (0 =
0)∧ ((2x)(−x)(−x) 6= 0) which is evidently true under the supposition. For the ‘(236) =⇒ (237)’
direction, we can see that the middle requirement of (236) forces at least one of x, y and z to be
zero, which therefore makes (237) trivially true.
Lemma B.6. (This is a weaker version of Lemma B.5.)
(xyz = 0) ∧ ((x− y)(y − z)(z − x) 6= 0) (238)
⇐⇒
((0 6= x 6= y 6= 0) ∧ (z = 0)) ∨ ((0 6= y 6= z 6= 0) ∧ (x = 0)) ∨ ((0 6= z 6= x 6= 0) ∧ (y = 0))). (239)
Proof. For the ‘(238) =⇒ (239)’ direction, we can see that the middle requirement of (238) forces
at least one of x, y and z to be zero. Suppose, without loss of generality, that it forces x = 0. This
leaves the other condition of (238) reading −y(y− z)z 6= 0, which implies that neither y nor z can
be zero, and that y 6= z. This makes (239) trivially true. For the ‘(238) ⇐= (239)’ direction,
and given the cyclic (x, y, z)-symmetry, suppose w.l.o.g. that ((0 6= y 6= z 6= 0) ∧ (x = 0)). This
supposition would make (238) read (0 = 0) ∧ ((−y)(y − z)(z) 6= 0) which is evidently true under
the supposition.
Lemma B.7. If R is an orthogonal matrix for which R~z = ~z, if n is a positive integer, and if
~a = −Rn~a then ~a · ~z = 0. [Remark: We will use this lemma mostly when R is a rotation matrix
with axis ~z.]
Proof. As R is an orthogonal matrix (R−1 = RT ) we may deduce from the supplied conditions that
~z = RT~z and so ~z = (RT )n~z = (Rn)T~z. Therefore ~a · ~z = (−Rn~a) · ~z = −(Rn~a) · ~z = −(Rn~a)T~z =
−(~aT (Rn)T )~z = −~aT ((Rn)T~z) = −~aT~z = −~aT · ~z.
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Lemma B.8. For (xa, ya), (xb, yb), (xc, yc) ∈ R2 the following is true:
[(xa, ya) 6= 0 ∧ (xb, yb) 6= 0 ∧ (xc, yc) 6= 0]
⇐⇒ (240)
yaybxc + yaxbyc + xaybyc − xaxbxc 6= 0
∨
yaxbxc + xaybxc + xaxbyc − yaybyc 6= 0
 . (241)
Proof. Any n complex numbers are all non-zero if and only if their product is non-zero. Therefore
three two-vectors (xa, ya), (xb, yb) and (xc, yc) in R2 are all non-zero vectors if and only if <(p) 6= 0
or =(p) 6= 0 where
p = (xa + iya)(xb + iyb)(xc + iyc) (242)
= (xaxbxc − xcyayb − xbyayc − xaybyc) + i(xbxcya + xaxcyb + xaxbyc − yaybyc). (243)
Remark. Note that although this lemma has been stated with three anded constraints, it is evident
that any number of anded constraints could have been tied together in a similar way, and that
independently of the length of that product, only two real constraints would have appeared in
the equivalent of (B.8). Note that one could have avoided complex numbers altogether if one had
chosen to prove the following less useful (though still valid) result:
[(xa, ya) 6= 0 ∧ (xb, yb) 6= 0 ∧ (xc, yc) 6= 0]
⇐⇒ (244)
[(xaxbxc 6= 0) ∨ (xaxbyc 6= 0) ∨ (xaybxc 6= 0) ∨ (xaybyc 6= 0)∨ (245)
(yaxbxc 6= 0) ∨ (yaxbyc 6= 0) ∨ (yaybxc 6= 0) ∨ (yaybyc 6= 0)] . (246)
The reason this latter result is often less useful for the construction of event variables, however, is
that the number of real variables obtained (eight in this example) grows as two to the power of
the number of anded constraints! It is for this reason (a desire to reduce the final number of event
variables) that complex products and complex numbers have been used in the second bullet point
in the proofs of Lemmas 4.1 and 4.35 or in Definition 4.33 and in similar places.
Lemma B.9. If (xa, ya), (xb, yb), (xc, yc) ∈ R2, and if sign(x) evaluates to: +1 if x > 0, to 0 if
x = 0, and to −1 if x < 0, then the following is true:
[(xa, ya) 6= 0 ∧ (xb, yb) 6= 0 ∧ (xc, yc) 6= 0]
⇐=
sign(yaybxc + yaxbyc + xaybyc) 6= sign(xaxbxc)
∨
sign(yaxbxc + xaybxc + xaxbyc) 6= sign(yaybyc)
 . (247)
Proof. Let λ, ν ∈ R be any two non-zero real numbers, λ 6= 0 6= µ, and let R be the square of their
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ratio, R = (λ/µ)2 > 0. Then:
[(xa, ya) 6= 0 ∧ (xb, yb) 6= 0 ∧ (xc, yc) 6= 0]
⇐⇒
∀λ 6= 0, µ 6= 0, [(λxa, µya) 6= 0 ∧ (λxb, µyb) 6= 0 ∧ (λxc, µyc) 6= 0]
⇐⇒ (by Lemma B.8)
∀λ 6= 0, µ 6= 0,

λµ2 (yaybxc + yaxbyc + xaybyc) 6= λ3xaxbxc
∨
λ2µ(yaxbxc + xaybxc + xaxbyc) 6= µ3yaybyc

⇐⇒
∀R > 0,

(yaybxc + yaxbyc + xaybyc) 6= Rxaxbxc
∨
R(yaxbxc + xaybxc + xaxbyc) 6= yaybyc
 . (248)
It remains, therefore, to show that (248) is implied by (247). We will do so by proving the
contrapositive, namely that ‘not (248)’ implies ‘not (247)’ . Using the abbreviations:
yaybxc + yaxbyc + xaybyc → A,
xaxbxc → B,
yaxbxc + xaybxc + xaxbyc → C, and
yaybyc → D,
we may write:
(not (248)) ⇐⇒ {∃R > 0 s.t. [(A = RB) ∧ (RC = D)]}
=⇒ [(signA = signB) ∧ (signC = signD)]
⇐⇒ (not (247)).
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