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Abstract
The problem of polynomial factorization is translated into the problem of constructing a
Wiener–Hopf factorization, and three algorithms are designed for the solution of the latter
problem. These algorithms are based on solving linear systems with large (but finite) circulant
and Toeplitz matrices. The algorithms are of low complexity and, perhaps most importantly,
they are extremely lucid. An upper bound for the condition number of the problem of poly-
nomial factorization is given in terms of the condition number of a certain Toeplitz matrix.
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1. Introduction
Suppose we are given a polynomial
p(z) = p0 + · · · + pn−1zn−1 + zn (p0 /= 0) (1)
and we know that m  1 zeros are located in {z ∈ C : |z| < r < 1} and that n−m 
1 zeros are contained in {z ∈ C : |z| > R > 1}. We want to factorize p(z) into a
product v(z)(z) of two polynomials
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v(z) = v0 + · · · + vm−1zm−1 + zm, (2)
(z) = 0 + · · · + n−m−1zn−m−1 + zn−m (3)
such that all zeros of v(z) (resp. (z)) are of modulus less than r (resp. greater than
R). Without loss of generality we assume that m  n−m.
Several algorithms for the solution of this problem were proposed in [11,15–
17,19]. The algorithm designed by Pan [15,16] has the best asymptotic computation-
al complexity bound, but its implementation is not straightforward due to its high
logical complexity and, moreover, its effectiveness is still unclear. For the so-called
problem of spectral factorization, that is, for the case where n = 2m and pn−j = p¯j
for j = 0, 1, . . . , m, easy-to-use algorithms are described and analyzed in [8].
It is well known since about Gohberg and Feldman’s book [7] that the above
problem is equivalent to the construction of a Wiener–Hopf factorization of the Lau-
rent polynomial a(z) = z−mp(z). However, except for the algorithm of [10] and the
MinPh algorithm of [8], this equivalence has not been thoroughly exploited until
the recent papers [1–3]. Paper [3] is a systematic treatise of the interplay between
polynomial computations and their counterparts in Toeplitz matrices, and it con-
tains a detailed analysis of iterative algorithms of the Graeffe type for obtaining a
Wiener–Hopf factorization.
The purpose of this paper is to reveal some more of the benefits one can receive by
passing to Toeplitz matrices. We show three extremely simple ways of translating the
problem of polynomial factorization into problems on the inversion of infinite matri-
ces. The latter problems are solved by the finite section method. What results is three
algorithms that are distinguished by great lucidity and low complexity. Moreover,
our approach allows us to establish bounds for the condition number of the problem
of polynomial factorization and to give asymptotic bounds for the accuracy of our
algorithms. This paper does not contain deep new theorems, and all the mathematics
we are using is well known. However, we believe that the ease of all our arguments
discloses the essence of the matter and shows the full beauty of the idea of replacing
polynomial factorization by Toeplitz matrix computations, without any veiling by
too many technical details.
We thank Bernd Silbermann for drawing our attention to the finite section method
in connection with the problem of Wiener–Hopf factorization and the referees for
valuable remarks on an earlier version of this paper.
2. Toeplitz matrices
Let T be the complex unit circle. Given a continuous function c : T → C with
Fourier coefficients {ck}k∈Z, we let
T (c) = (cj−k)∞j,k=1 and Tq(c) = (cj−k)qj,k=1
denote the infinite and q × q Toeplitz matrices generated by c. The matrix T (c)
induces a bounded operator on 2(N) whose norm is ‖c‖∞, the maximum of |c(z)|
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over |z| = 1. We think of Tq(c) as an operator on Cq with the 2 norm. The operator
T (c) is invertible if and only if c has no zeros on T and the winding number of the
map c : T → C is zero (see, e.g., [5,7]).
Now let p(z), v(z), (z) be the polynomials (1), (2), (3), put
a(z) = z−mp(z) = p0z−m + · · · + pn−1zn−m−1 + zn−m,
u(z) = z−mv(z) = 1 + vm−1z−1 + · · · + v0z−m, (4)
and leave (z) as it is. The problem raised in the introduction is equivalent to
the search for a Wiener–Hopf factorization, that is, for a representation a(z) =
u(z)(z) where (z) and u(z) are of the form (3) and (4), (z) /= 0 for |z|  R
and u(z) /= 0 for |z|  r . It can be readily verified that if a(z) = u(z)(z) is a
Wiener–Hopf factorization, then T (u) is upper triangular, T () is lower triangular,
and
T (a) = T (u)T (),
T −1(u) = T (u−1), T −1q (u) = Tq(u−1),
T −1() = T (−1), T −1q () = Tq(−1),
where T −1(u) := (T (u))−1, etc. The following result is well known.
Lemma 2.1. If q  n−m, then Tq(a−1) is an invertible matrix.
Proof. There are several ways to prove this (see, e.g., [7, Lemma III.6.1] or [4,14]).
The perhaps simplest proof is as follows. Let L(c) = (cj−k)∞j,k=−∞ be the Laurent
matrix generated by a continuous function c : T → C. The matrix L(c) induces a
bounded operator on 2(Z), and L(c) is invertible if and only if c has no zeros on
T, in which case L−1(c) = L(c−1). Let Rq be the projection on 2(Z) defined by
(Rqy)j = yj for j ∈ {1, . . . , q} and (Rqy)j = 0 otherwise. Put Sq = I − Rq . The
operator
Tq(a
−1) = RqL(a−1)Rq |ImRq
is invertible if and only if SqL(a)Sq |Im Sq is invertible (see, e.g., Lemma 2.9 of
[5]). The matrix of the latter operator splits into four natural blocks. One of the non-
diagonal blocks is zero, because q  n−m, and the diagonal blocks are the Toeplitz
matrix generated by a and the transpose of this matrix. As these two matrices are
invertible, so also is SqL(a)Sq |Im Sq . 
Let x = Tq()e1 where e1 = (1 0 0 · · ·)T. Clearly, x gives us the first q coef-
ficients 0, . . . , q−1 of (z) (j := 0 for j > n−m). The following simple result
provides us with three identities for x that can be used to compute x.
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Proposition 2.2. We have
Tq(a
−1)x = e1 for q > n−m, (5)
Tq(
−1)x = e1 for q  1, (6)
x = Tq(u−1)Tq(a)e1 for q > n−m. (7)
Proof. Let Pq be the projection on 2(N) that acts by the rule (Pqy)j = yj for
j ∈ {1, . . . , q} and (Pqy)j = 0 otherwise. Set Qq = I − Pq . Then
Tq(a
−1)Tq()e1 = PqT (a−1)PqT ()e1
= PqT (a−1)T ()e1 − PqT (a−1)QqT ()e1
= PqT (a−1)T ()e1 (because QqT ()e1 = 0 if q > n−m)
= PqT (u−1)T (−1)T ()e1 = PqT (u−1)e1 = e1,
which is (5). Equality (6) is trivial. Finally,
Tq(u
−1)Tq(a)e1 = Tq(u−1)PqT (u)T ()e1
= Tq(u−1)PqT (u)PqT ()e1 + Tq(u−1)PqT (u)QqT ()e1
= Tq(u−1)PqT (u)PqT ()e1 (because QqT ()e1 = 0 if q > n−m)
= Tq(u−1)Tq(u)PqT ()e1 = PqT ()e1 = x,
which completes the proof of (7). 
Formula (5) immediately yields the following strategy: compute the Fourier coef-
ficients of a−1 and solve the Toeplitz system Tq(a−1)x = e1 (recall Lemma 2.1). To
employ formula (6), we compute the first q entries of the first column of T −1(a).
Since T −1(a)e1 = T (−1)T (u−1)e1 = T (−1)e1, these entries form just the first
column of the Toeplitz matrix Tq(−1) and thus determine Tq(−1) completely. It
remains to solve the lower-triangular Toeplitz system Tq(−1)x = e1. To take ad-
vantage of (7), we compute the first q entries d0, . . . , dq−1 of the first row of T −1(a).
Clearly, eT1T
−1(a) = eT1T (−1)T (u−1) = −10 eT1T (u−1). As the 1, 1 entry of T (u−1)
is 1, it follows that 0 = d−10 and that the first row of Tq(u−1) is (1, d1d−10 , . . . ,
dq−1d−10 ). With the first row we have all of Tq(u−1). We finally multiply the up-
per-triangular Toeplitz matrix Tq(u−1) by Tq(a)e1, that is, by the first column of
Tq(a).
Thus, what we are left with is algorithms for computing either the 2q − 1 central
Fourier coefficients of a−1, or the first q entries of the first column of T −1(a), or the
first q entries of the first row of T −1(a). Equivalently, we need PqT (a−1)Pq or the
first column or first row of PqT −1(a)Pq .
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3. Algorithms based on the finite section method
The first rows and columns of PqT −1(a)Pq can be obtained by the finite section
method: it is well known (see, e.g., [5,7]) that if a is continuous and T (a) is invert-
ible, then the matrices TN(a) are invertible for all sufficiently large N and T −1N (a)PN
converges strongly to T −1(a) on 2(N). In particular,
PqT
−1
N (a)e1 → PqT −1(a)e1, eT1T −1N (a)Pq → eT1T −1(a)Pq. (8)
In order to execute the finite section method, we need to know something about
the N’s for which TN(a) is invertible and something about the rate of convergence in
(8). These questions have been studied in [13,14,18], for example (also see [4,5,7]).
In particular, the following result is known. We give a sketch of the proof for the
reader’s convenience. Put
! = max(r, 1/R), σ = r/R.
Theorem 3.1. There exist positive constants γ (a, r, R) and δ(a, r, R) depending
only on a, r, R such that if γ (a, r, R)σN < 1, then TN(a) is invertible and∥∥PqT −1N (a)e1 − PqT −1(a)e1∥∥1  δ(a, r, R)!N, (9)∥∥eT1T −1N (a)Pq − eT1T −1(a)Pq∥∥1  δ(a, r, R)!N . (10)
Proof. LetK = T (a−1)− T −1(a). The operator TN(a) = PNT (a)PN |ImPN is in-
vertible if and only if
QNT
−1(a)QN |ImQN = QN(T (a−1)−K)QN |ImQN
is invertible (again see, e.g., Lemma 2.9 of [5]). The latter operator is certainly in-
vertible if
‖QNKQN‖ ‖T −1(a−1)‖ < 1, (11)
where here and in the following ‖ · ‖ is always the operator norm on 2. Standard
computations (see, e.g., [5]) give
K = H+(−1)H−(u−1) (12)
= H+(a−1u)H−(a−1) = H+(a−1)[T (u)]T[T ()]TH−(a−1)
= H+(a−1)[T −1(a−1)]TH−(a−1), (13)
where [·]T denotes transposition and the Hankel operators H±(c) are defined by
H+(c) = (cj+k−1)∞j,k=1, H−(c) = (c−j−k+1)∞j,k=1.
For j  1,
(a−1)j = 12i
∫
|z|=1
z−j−1 dz
a(z)
= 1
2i
∫
|z|=R
z−j−1 dz
a(z)
,
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whence |(a−1)j |  (min|z|=R |a(z)|)−1(1/R)j . This implies that
‖QNH+(a−1)‖ 
∞∑
j=N+1
|(a−1)j |  1
min|z|=R |a(z)|
1
R − 1
1
RN
. (14)
Analogously one can show that
‖H−(a−1)QN‖  1
min|z|=r |a(z)|
1
1/r − 1 r
N . (15)
Estimating ‖QNKQN‖ with the help of (13)–(15) we see that (11) holds if
‖T −1(a−1)‖2
min|z|=r |a(z)| min|z|=R |a(z)|
1
R − 1
1
1/r − 1
( r
R
)N
< 1. (16)
Using (12) instead of (13) we obtain in a similar way that (11) is valid whenever
‖T −1(a−1)‖
min|z|=r |u(z)| min|z|=R |(z)|
1
R − 1
1
1/r − 1
( r
R
)N
< 1. (17)
Finally, proceeding exactly as in the proof of Theorem 2.15 of [5] (but considering
all operators on the space 1), one can verify that
∥∥T −1N (a)e1 − PNT −1(a)e1∥∥1  δ(a, r, R)!N,
where δ(a, r, R) is some constant. This gives (9). Estimate (10) can be proved anal-
ogously. 
Theorem 3.1 tells us that the first N0 such that TN(a) is invertible for N  N0
is generically not an astronomic number. Clearly, (16) and (17) provide us with
different upper bounds for the constant γ (a, r, R). In some cases things are
actually much simpler. For instance, if the distance of the convex hull of the range
a(T) to the origin is positive (which happens, in particular, if a is positive), then
TN(a) is invertible for all N  1 by virtue of the Brown–Halmos theorem (see
Proposition 2.17 of [5]).
Let now Tq(˜−1) and Tq(−1) be the lower-triangular Toeplitz matrices whose
first columns are PqT −1N (a)e1 and PqT −1(a)e1, respectively. By Theorem 3.1,
∥∥Tq(˜−1)− Tq(−1)∥∥ ‖˜−1 − −1‖∞ 
q−1∑
j=0
∣∣(˜−1)j − (−1)j ∣∣
= ∥∥PqT −1N (a)e1 − PqT −1(a)e1∥∥1 = O(!N).
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Thus, for the solutions of Tq(˜−1)x˜ = e1 and Tq(−1)x = e1 we obtain
‖x˜ − x‖2
‖x‖2 
‖Tq()‖O(!N)
1 − ‖Tq()‖O(!N)  ‖‖∞ O(!
N)+ O(!2N). (18)
Algorithm 1. We now arrive at the following algorithm with formula (6). Fix q >
n−m and choose N  q so that !N is of the same order as the admitted relative
approximation error ε > 0 and so that TN(a) is invertible. Of course, we may choose
q and N as powers of 2. Solve the system TN(a)y˜ = e1 (or find at least the first q
components of the solution), which costs O(N log2 N) operations, let Tq(˜−1) be the
lower-triangular Toeplitz matrix whose first column is (y˜0, . . . , y˜q−1)T, and solve the
system Tq(˜−1)x˜ = e1, which costs O(q log q) operations. The resulting x˜ approxi-
mates the vector x of the coefficients of , and the error is ‖x˜ − x‖2/‖x‖2 = O(ε).
Algorithm 2. In a similar way we can exploit (7). Fix q and N as powers of 2
such that N  q > n−m, such that !N is of the same order as ε, and such that
TN(a) is invertible. Solve the system eT1 = y˜TTN(a) (or find at least the first q com-
ponents of the solution), let Tq(u˜−1) be the upper-triangular Toeplitz matrix whose
first row is (1, y˜1y˜−10 , . . . , y˜q−1y˜
−1
0 ), and denote by x˜ the product of Tq(u˜
−1) and
the first column of Tq(a). The costs are O(N log2 N)+ O(q log q). The x˜ obtained
approximates the coefficients x of  and
‖x˜ − x‖2
‖x‖2  0‖u
−1‖∞O(!N)+ O(!2N) = O(ε).
We now turn to an algorithm based on (5). Such an algorithm requires the central
q × q block of the Laurent matrix L−1(a) = L(h) = (hj−k)∞j,k=−∞ generated by
h := a−1. The inverses of Laurent matrices can be approximated by the inverses of
circulant matrices. Let N > n be an even number (in practice it will be a power of 2)
and let CN(a) be the N ×N circulant matrix whose first row is(
a0 a−1 · · · a−m 0 · · · 0 an−m an−m−1 · · · a1
)
.
Lemma 3.2. The matrix of CN(a) is invertible for all N > n and
C−1N (a) =

 1
N
N−1∑
µ=0
ω
µ(j−1)
N ω
µ(k−1)
N
a(ω
µ
N)


N
j,k=1
, (19)
where ωN = exp(2π i/N).
Proof. The circulant matrix with the first row (b0 bN−1 bN−2 · · · b1) can be
represented in the form
U∗N diag
(
b(ω
j
N)
)N−1
j=0 UN, (20)
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whereUN :=
(
1/
√
N
)(
ω
(j−1)(k−1)
N
)N
j,k=1 and b(z) := b0 + b1z+ · · · + bN−1z
N−1
.
In our case
b(z) = a0 + a1z+ · · · + an−mzn−m + a−mzN−m + · · · + a−1zN−1,
and since ωjNN = 1 for all j , it follows that b(ωjN) = a(ωjN) for all j . As a(z) /= 0
for |z| = 1, the matrix (20) has the inverse
U∗N diag
(
1/b(ωjN)
)N−1
j=0 UN = U
∗
N diag
(
1/a(ωjN)
)N−1
j=0 UN,
which gives (19). 
Lemma 3.2 implies that the j, k entry [C−1N (a)]j,k converges to
1
2π
∫ 2π
0
e−iθ(j−k)
a(eiθ )
dθ = hj−k = [L−1(a)]j−k.
In particular,
h˜k(N) := 1
N
N−1∑
µ=0
ω
µk
N
a
(
ω
µ
N
) → hk as N →∞ (21)
for k = −N/2, . . . , N/2 − 1. As the following theorem shows, the convergence in
(21) is exponential.
Theorem 3.3. There exists a positive constant η(a, r, R) depending only on a, r, R
such that |h˜k(N)− hk|  η(a, r, R)!N/2 for k = −N/2, . . . , N/2 − 1.
Proof. Define gN(j) by
h
(
ω
j
N
) =
N/2−1∑
k=−N/2
hkω
jk
N + gN(j).
It can be easily checked that
h˜k(N)− hk = 1
N
N−1∑
j=0
gN(j)ω
jk
N . (22)
Estimating the Fourier coefficients of h = a−1 as in the proof of Theorem 3.1, we
get
|hk|  max
(
1
min|z|=r |a(z)| ,
1
min|z|=R |a(z)|
)
!|k|,
whence |gN(j)|  η(a, r, R)!N/2 for all j . The assertion is now obvious from equal-
ity (22). 
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Put
h˜(z) =
N/2−1∑
k=−N/2
h˜k(N)z
k (23)
and let x and x˜ be the solutions of the systems Tq(h)x = e1 and Tq(h˜)x˜ = e1. We
then have
‖x˜ − x‖2
‖x‖2 
‖T −1q (h)‖ ‖Tq(h˜− h)‖
1 − ‖T −1q (h)‖ ‖Tq(h˜− h)‖
,
and since T −1q (h) = T −1q (a−1) and
‖h˜− h‖∞ 
N/2−1∑
k=−N/2
|h˜k(N)− hk| = O(N!N),
we arrive at the estimate
‖x˜ − x‖2
‖x‖2 =
∥∥T −1q (a−1)∥∥O(N!N)+ O(N2!2N).
Algorithm 3. In summary, formula (5) leads to the following algorithm. Choose q
and N as powers of 2 such that N  q > n−m and such that N!N is comparable
with ε. Compute
h˜k(N) := 1
N
N−1∑
µ=0
ω
µk
N
a
(
ω
µ
N
) ,
which can be done with O(N logN) operations. Define h˜ by (23) and solve the sys-
tem Tq(h˜)x˜ = e1, which costs O(q log2 q) operations. The resulting vector x˜ is an
approximation of the coefficients x of  such that ‖x˜ − x‖2/‖x‖2 = O(ε).
Of course, part of Algorithm 3 resembles the evaluation/interpolation technique
proposed in [6], where the power sums
m∑
j=1
ζ kj =
1
2i
∫
T
zkp′(z) dz
p(z)
of the zeros ζj of p(z) in the open unit disk are computed by numerically integrating
zkp′(z)/p(z) along the unit circle. The coefficients of the factor u(z) are recovered
from the power sums by solving Newton’s equations.
Different algorithms for approximating the central q × q block of the Laurent
matrix L−1(a) and for approximating the first q entries of T −1(a)e1 are described
in [3]. These algorithms, which have doubly exponential convergence, are based
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on Graeffe iterations and cyclic reduction. The acceleration provided by the doubly
exponential convergence is paid by a higher logical complexity of the algorithms
and by a computational cost per step which, even though asymptotically the same,
involves larger multiplicative constants. Thus, the problem of selecting the most suit-
able algorithm for an effective implementation of polynomial factorization remains
delicate. Clearly, the overall performance of each algorithm depends on the features
of the specific polynomial to be factored.
4. The condition number of polynomial factorization
Using Toeplitz matrices, we can estimate the condition number of the problem
of polynomial factorization very easily. Let p(z) and p˜(z) be two polynomials of
the form (1) and suppose ‖p˜ − p‖∞  ε‖p‖∞. If ε > 0 is sufficiently small, then
p˜(z) = v˜(z)˜(z) with polynomials v˜(z) and ˜(z) of the form (2) and (3) such that
all zeros of v˜(z) (resp. ˜(z)) have modulus less than r (resp. larger than R). Put
a(z) = z−mp(z) and let ‖ · ‖2 be the norm in L2(T); thus, if c(z) =∑j cj zj is a
polynomial, then ‖c‖22 = 2
∑
j |cj |2.
Proposition 4.1. For all sufficiently small ε > 0,
‖˜− ‖2
‖‖2  ε cond T (a
−1) max |p(z)|
min |p(z)| + O(ε
2),
where condT (a−1) := ‖T (a−1)‖‖T −1(a−1)‖ and the maximum and minimum are
taken over z ∈ T.
Proof. Let a˜(z) = z−mp˜(z). Then a˜ = a + µ with ‖µ‖∞  ε‖a‖∞. We know from
Proposition 2.2 that the coefficients of  and ˜ are the solutions x and x˜ of the systems
T (a−1)x = e1 and T (a˜−1)x˜ = e1. Clearly, a˜−1 = a−1 + σ with σ = −µa−1/(a +
µ). It follows that
‖˜− ‖2
‖‖2 =
‖x˜ − x‖2
‖x‖2 
‖T −1(a−1)‖ ‖T (σ)‖
1 − ‖T −1(a−1)‖ ‖T (σ)‖ ,
and since
‖T (σ)‖ ‖σ‖∞  ‖µ‖∞‖a
−1‖∞
min |a(z)+ µ(z)| 
ε‖a‖∞‖a−1‖∞
min |a(z)| − ε‖a‖∞
= ε‖a‖∞‖a
−1‖∞
min |a(z)| + O(ε
2) = ε‖T (a−1)‖ max |p(z)|
min |p(z)| + O(ε
2),
we arrive at the assertion. 
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In the case of spectral factorization, Proposition 4.1 can be simplified to the fol-
lowing.
Corollary 4.2. If n = 2m and pn−j = p¯j for j = 0, 1, . . . , m, then
‖˜− ‖2
‖‖2  ε
(
max |p(z)|
min |p(z)|
)2
+ O(ε2)
for all sufficiently small ε > 0, the maximum and minimum over |z| = 1.
Proof. The conditions imposed upon p imply that a(z) = z−mp(z) is real valued for
z ∈ T. As a has no zeros on T, the function a is either positive or negative on T. But
in these cases cond T (a−1) = max |a|/min |a|, so that the corollary is immediate
from Proposition 4.1. 
The following result provides us with an a posteriori estimate for the condition
number of T (a−1), which plays an important role in Theorem 3.1 and Proposi-
tion 4.1.
Proposition 4.3. Let ˜ and u˜ be polynomials of the form (3) and (4) such that ˜(z) /=
0 for |z|  1 and u˜(z) /= 0 for 1  |z| ∞. Suppose a = u˜˜+ b and |b(z)| 
ε|u˜(z)˜(z)| for z ∈ T, where ε is some constant satisfying 0 < ε < 1/2. Then
cond T (a−1)  1 − ε
1 − 2ε ‖a
−1‖∞‖u˜‖∞‖˜‖∞.
Proof. Put c := ˜−1bu˜−1 and (1 + c)−1 =: 1 + d . We then have the factorization
T (a−1) = T (u˜−1)T (1 + d)T (˜−1) (see, e.g., [5, Proposition 1.13]). Since ‖c‖∞ 
ε < 1/2, it follows that ‖d‖∞  ε/(1 − ε) < 1. This implies that T (1 + d) = I +
T (d) is invertible and that
‖T −1(1 + d)‖  1
1 − ‖d‖∞ 
1 − ε
1 − 2ε .
As T −1(a−1) = T (˜)T −1(1 + d)T (u˜), we obtain that
‖T (a−1)‖‖T −1(a−1)‖  ‖a−1‖∞ ‖˜‖∞ 1 − ε1 − 2ε‖u˜‖∞. 
The numerical stability of Algorithms 1–3 is easily understood. These algorithms
can be divided into two stages: the approximation of a finite portion of the solu-
tion of an infinite system and the subsequent solution of a finite Toeplitz system.
For instance, the first stage of Algorithm 3 consists in approximating 2q − 1 coeffi-
cients of a−1, i.e., the central entries of the Laurent matrix L−1(a). The second stage
requires the solution of the system Tq(a−1)x = e1. The condition number of the
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former computation is bounded by condL(a) = max |a(x)|/min |a(x)|, while the
condition number of the latter is cond Tq(a−1). Therefore both stages are numerically
well conditioned if the number cond Tq(a−1)max |a(z)|/min |a(z)| is not too large.
Notice that cond Tq(a−1) converges to cond T (a−1) as q →∞ (see Corollary 3.9
of [5]). Thus, Algorithm 3 is numerically stable if the two stages are solved with
numerically stable algorithms. The same cannot be said, for example, of the (quite
popular) algorithms which are based on König’s theorem, where in the second stage
we encounter immensely large condition numbers.
König’s theorem (see [9, Theorem 3.1.2] and [12]) says the following. Let N >
m+ 1, let TN(p) be the N ×N lower-triangular Toeplitz matrix whose first col-
umn is (p0 p1 · · · pN−1)T, where pk := 0 for k > n, and let TN(c) be the inverse
of TN(p). Notice that TN(c) is also a lower-triangular Toeplitz matrix. Let VN de-
note the lower-left (m+ 1)× (m+ 1) block of TN(c). Then VN is invertible for
all sufficiently large N , and if x = (x0 x1 · · · xm)T is the solution of VNx = e1,
then xj /xm = vj + O((r/R)N) for j = 0, 1, . . . , m− 1, where v0, v1, . . . , vm−1 are
the coefficients of polynomial (2). This theorem reduces polynomial factorization
to computing m+ 1 components of a large lower-triangular Toeplitz system and
to solving an (m+ 1)× (m+ 1) Toeplitz system. Both computations can be per-
formed with a low computational cost by means of FFT. However, one can show
that condVN →∞ as N →∞, which reveals that any algorithm based on König’s
theorem is numerically unstable if only N has to be chosen very large. The following
simple example illustrates this feature.
The polynomial p(z) =∑10i=0 zi + 4z5 has five zeros of modulus less than 0.83
and five zeros of modulus greater then 1.21. Hence, we may take r/R = 0.68.
Since p(z) is positive and 1.5 < p(z)  15 for |z| = 1, the coefficient (maxp(z)/
minp(z))2 in Corollary 4.2 is less than 100. Table 1 shows the condition numbers
of VN and of T8(h˜), where h˜ is computed through (19) and (21). Table 2 reports
the maximum modulus of the coefficients of the residual error v˜(z)˜(z)− p(z),
where the approximate factors v˜(z) and ˜(z) are determined by the algorithm based
on König’s theorem and by Algorithm 3. The computation was performed with
Table 1
Condition numbers of the matrices VN and T8(h˜)
N 16 32 64 128 256
condVN 2.8 × 104 1.6 × 108 1.5 × 1016 7.6 × 1032 1.9 × 1064
cond T8(h˜) 4.2 3.6 3.6 3.6 3.6
Table 2
Residual errors generated by the algorithm based on König’s theorem and by Algorithm 3
N 16 32 64 128 256
König’s 1.6 × 10−2 2.0 × 10−5 5.0 × 10−11 5.0 × 10−7 3.2
Algorithm 3 7.8 × 10−1 3.7 × 10−2 6.0 × 10−5 6.7 × 10−11 8.8 × 10−16
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MathematicaTM, where the default precision of 16 decimal digits was used for the
computation of the residual errors and the larger precision of 100 decimal digits
for the computation of the spectral condition number of VN . Table 2 might suggest
that König’s theorem works very well, because the result for N = 32 or N = 64 is
satisfactory and much better than the quality gotten with Algorithm 3. However, in
the case at hand the polynomial is of the modest degree n = 10, which is not yet the
terrain where instabilities may cause havoc.
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