We consider a stochastic flow in which individual particles follow skew Brownian motions, with each one of these processes driven by the same Brownian motion. One does not have uniqueness for the solutions of the corresponding stochastic differential equation simultaneously for all real initial conditions. Due to this lack of the simultaneous strong uniqueness for the whole system of stochastic differential equations, the flow contains lenses, that is, pairs of skew Brownian motions which start at the same point, bifurcate, and then coalesce in a finite time. The paper contains qualitative and quantitative (distributional) results on the geometry of the flow and lenses.
Introduction and main results.
The present paper is a continuation of [1] and [4] where an investigation of a stochastic flow of skew Brownian motions driven by a single Brownian motion was initiated. We will study multiple strong solutions to the stochastic differential equation defining the skew Brownian motion. For a fixed starting point, the strong solution to that equation is unique. However, there exist exceptional times ("bifurcation times") when multiple solutions start. We will call pairs of such solutions "lenses" and we will study their properties. Our paper is devoted to a detailed study of a model that belongs to a family of processes analyzed in a series of recent interesting papers by Le Jan and Raimond [9, 10, 11, 12] . We will explain how our model fits into that more general framework at the end of the Introduction.
A skew Brownian motion is a process that satisfies the stochastic differential equation for all s, x ∈ R and t ≥ s, a.s.
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(ii) The processes t → X s,x− t and t → X s,x+ t are Hölder continuous, for all s, x ∈ R, a.s.
(iii) With probability 1, for all s, x ∈ R simultaneously, the pairs of processes (X ), t ∈ [s, u]}, is a lens, then s will be called a bifurcation time.
(ii) We will call a bifurcation time s semi-flat if for some s 1 > s, either A bifurcation time which is not semi-flat will be called ordinary.
It is easy to see that if {(X s,x− t , X s,x+ t ), t ∈ [s, u]}, is a lens, then x = 0. Hence, we will use the term "bifurcation time s" rather than "bifurcation point (s, x)." A similar remark applies to the lens endpoint u, that is, for every lens X s,x− u = X s,x+ u = 0. Theorem 1.3. (i) With probability 1, the family of all lens endpoints, that is, u ∈ R such that for some s, x ∈ R, u is the endpoint of a lens {(X s,x− t , X s,x+ t ), t ∈ [s, u]}, is infinite and countable.
(ii) There exist uncountably many bifurcation times, a.s.
Part (i) of Theorem 1.3 should be clear in view of the following assertion which appears in the next section as Lemma 2.3(i). For any rational times s 1 < s 2 , with probability 1, the range of Q ∋ x → X s 1 ,x s 2 consists of two semiinfinite "intervals" (−∞, y 1 ] ∩ Q and [y 2 , ∞) ∩ Q, and a countable set S ⊂ (y 1 , y 2 ) which does not have accumulation points inside (y 1 , y 2 ). It would be interesting to find a direct link between that result and Theorem 1.4 above, for example, via a time reversal argument; so far, we are unable to provide such a direct link.
The next result is concerned with solutions to (1.3). For a deterministic function t → B t , the pair of equations (1.3) and (1.2) have a clear meaning, not depending on any probabilistic concepts (but that does not mean that a solution must exist for every deterministic B t ). Hence, for any "fixed" Brownian paths B t , we can consider all solutions to (1.3) and (1.2) with a given initial condition (s, x). Theorem 1.5. (i) With probability 1, there exist (s, x) ∈ R 2 where three distinct solutions to (1.3) start.
(ii) There are no (s, x) where four distinct solutions start.
We believe that "ordinary" bifurcation times are typical and "semi-flat" bifurcation times are less typical. This informal claim is supported by Theorems 1.3(ii) and 1.4(ii). One can probably formalize the claim by computing the Hausdorff dimensions of ordinary and semi-flat bifurcation times for various values of β. We will not do this in the present paper. Instead, we will focus on a subfamily of bifurcation times and the corresponding lenses because we can give several fairly explicit formulas in this special case.
We will write X t , x ∈ Q, denotes the family of unique strong solutions to (1.3). For rational x, we will write
t . We will call a bifurcation time s anticipated if it corresponds to a lens {(X s,0− t , X s,0+ t ), t ∈ [s, u]}, and for some y ∈ R, we have X y+ s = 0 and X y− s = 0. In other words, an anticipated bifurcation point may appear only on the trajectory of one of the processes X y− t or X y+ t for some real y. Note that X 0− t ≡ X 0+ t , a.s., and that for every x = 0, there exists a random
If s is a bifurcation time, U s will denote the lens {(X
We let U s (t) = ∆, a cemetery state, for is at 0. If β > 0, then J s t is the indicator function of the intervals where Z s t is increasing. Let Q x,y denote the distribution of {(X 0,x t , X 0,y t ), t ≥ 0} killed at the time ζ = inf{t > 0 : X 0,x t = X 0,y t }. Note that ζ < ∞, a.s., by the result in [1] . Although we have defined X 0,x t and X 0,y t for rational x and y only, it is clear that the definition of the distribution Q x,y applies to any real x and y.
The next theorem involves a σ-finite measure Q on C[0, ∞) 2 . We will now introduce some notation related to this measure. The measure Q is supported on pairs of trajectories, say, ({X t , t ≥ 0}, { X t , t ≥ 0}). There exists a process {B t , t ≥ 0} (whose trajectories have Brownian path properties away from t = 0), and
where
We write L t = L t + L t , σ t = inf{s : L s > t}, and Z t = β|L σt − L σt |. Hence, Z t is the distance between the two components of the Q-lens on the time scale defined by the local time clock. Finally, we let ℓ = inf{t ≥ 0 : X t = X t } and ℓ Z = inf{t ≥ 0 : Z t = 0}. Theorem 1.6. (i) Let G denote the set of all anticipated bifurcation times. With probability 1, all anticipated bifurcation times are times when the Brownian motion B t attains its running extremum, that is, if s ∈ G, then B s = sup t≤s B t or B s = inf t≤s B t . The set G is countable.
(ii) There exists a unique (up to a multiplicative constant) σ-finite measure Q on C[0, ∞) 2 which is Markov on every interval (s, ∞), s > 0, with the transition probabilities Q x,y , and such that both paths start from 0, Q-a.e. We have lim y↓0 (1/y)Q −y,0 = cQ, for a constant c. We will normalize Q so that c = 1 in the last formula.
(iii) Let |C| denote the Lebesgue measure of C ⊂ R. For a suitable normalization of Q, (nonrandom) Borel sets A ⊂ R and bounded continuous functions f :
The point process B is not Poisson.
(v) Let Q Z,J be the Q-distribution of the process (Z t , J t ). Assume that β > 0 and let A be the collection of all pairs (B s , {(Z s t , J s t ), t ∈ [0, ℓ s Z ]}), where s ∈ G. Let D be the space of cadlag functions mapping a finite or infinite interval [0, ζ] to [0, ∞) × {0, 1}. Then A is a Poisson point process on R × D with intensity measure
An analogous result holds in the case β < 0, by symmetry.
The measure Q is the "distribution" of a lens U s . Theorem 1.6 shows that the point process of lenses has only some of the properties of the familiar excursion processes. It is not a Poisson point process, but one can find a Poisson point structure by restricting attention to a functional of a lens, namely, (Z s t , J s t ). The point process of lenses does satisfy a Maisonneuvetype formula (1.9) (cf. [13] ). A similar remark applies to the "lens law" Q. The lens law Q is not invariant under time-reversal, but the functional Z t of a lens is invariant under this transformation.
As a byproduct of the proof of Theorem 1.6, we obtain the following Williams-type decomposition of Z t under Q [see the remark before the proof of Theorem 1.6(vi) for an alternative presentation]. The process Z t is piecewise linear on every closed interval contained in (0, ℓ Z ). The slope of Z t is either β or −β, at almost every t. Suppose that β > 0, condition the process Z t on {sup t≥0 Z t = b} and let ν be such that Z ν = b. For t < ν, the process Z t changes the slope from β to −β at the rate (1 − β)/(2Z t ), and from −β to β at the rate (1 + β)/(2Z t ). By Theorem 1.6(vi), the evolution of Z t for t > ν, may be described using time-reversal. Moreover, {Z t , t ∈ [0, ν]} and
The rest of the paper contains some additional results and the proofs of the main theorems; it is divided into two more sections. The next section deals with the definition and properties of the flow and the existence of ordinary and semi-flat bifurcation times. The last section is devoted to anticipated bifurcation times and their distributions.
We will now explain how some of our results can be derived from those of [9, 10, 11, 12] , although we will use our own elementary methods in the 7 formal proofs to keep our paper self-contained. The semigroup corresponding to the skew Brownian motion is symmetric. By [9] , it is possible to construct a coalescing flow ϕ s,t such that for every function f in the domain of the generator of skew Brownian motion, for all x and s < t,
This shows that ϕ s,t (x) = x + B t − B s + βL s,x t , a property analogous to (1.3). For s = 0, any n ≥ 1, and any x 1 , x 2 , . . . , x n , one can solve (1.3) simultaneously for all initial conditions x 1 , x 2 , . . . , x n . One can show that this n-point motion is Feller and then one can apply a result from [10] to prove that there exists a unique, up to a modification, coalescing flow solving (1.3). Our processes X s,x− t and X s,x+ t are cadlag and caglad modifications of the flow, in the space variable. Lemma 2.2 can be deduced from the flow property. Lemma 2.5 follows from the fact that the flow is coalescing.
2. Skew Brownian motion flow. We fix some β ∈ (−1, 0) ∪ (0, 1) in this section, until stated otherwise.
Recall the notation and definitions from Section 1. The modulus of continuity δ [a,b] (r) of the Brownian path on the interval [a, b] is defined by
Proposition 2.1. With probability 1, for all rational s, x with s ≤ a,
Proof. Since rationals are countable, it is enough to prove the proposition for fixed s and x. Let X s,x t and L s,x t be as in (1.3). For any t > 0, let
, and this contradicts the definition of g(t). Similarly, X Since for every α < 1 2 the Brownian motion is α-Hölder continuous, the same is true for X s,x t , for all rational s and x simultaneously. Lemma 2.2. With probability 1, for all rational
Proof. The claim is a part of Proposition 1.7 of [4] .
Proof of Proposition 1.1(i) and (ii). Fix some real s and x and an arbitrarily small ε > 0. Find γ > 0 so small that 
Lemma 2.3. (i)
For any rational times s 1 < s 2 , with probability 1, the range of Q ∋ x → X s 1 ,x s 2 consists of two semi-infinite "intervals" (−∞, y 1 ]∩Q and [y 2 , ∞) ∩ Q, and a countable set S ⊂ (y 1 , y 2 ) which does not have accumulation points inside (y 1 , y 2 ). If x ∈ Q and X s 1 ,x
Proof. (i) Standard arguments can be used to derive (i) from Theorem 1.2 of [4] . (ii) The argument proving (i) does not depend on the assumption that x's are rational numbers but on the fact that rationals are countable. Since Λ is countable, the same argument applies. Lemma 2.4. With probability 1, s is not a bifurcation time for any s which is a local extremum of B t .
Proof. Consider the stochastic differential equation (1.3) with s = 0, rational x = 0, driven by a three-dimensional Bessel process B t in place of the Brownian motion. Recall that the path properties of the three-dimensional Bessel process are the same as those of the Brownian motion on any fixed time interval [s 1 , s 2 ], with 0 < s 1 < s 2 < ∞, by the Cameron-Martin-Girsanov formula ( [7] , Section 3.5). For every x = 0, there exists (random) s 3 > 0 such that B t = −x for all t ≤ s 3 . Hence, we have strong existence and uniqueness for solutions to (1.3) with s = 0, simultaneously for all rational x = 0, driven by a three-dimensional Bessel process B t , on every interval [s 1 , s 2 ] ⊂ (0, ∞) and, in fact, on the whole interval [0, ∞).
Since the three-dimensional Bessel process is transient, it is easy to see that P (L 0,−1
and so
This and the definition of
show that L 0,0− t = 0 for all t ≥ 0 with probability greater than or equal to p 1 . The event A = s>0 {L 0,0− t = 0, t ∈ [0, s]} belongs to the germ σ-field F 0+ and its probability is bounded below by p 1 > 0 so P (A) = 1, by Blumenthal's 0-1 law. If A occurs, we must have L 0,0− ∞ = 0, because the three-dimensional Bessel process never returns to 0 a.s. This proves that P (L 0,0− ∞ = 0) = 1 a.s. Now we go back to solutions of (1.3) driven by a Brownian motion B t . Suppose β ≤ 0, consider any rational numbers 0 ≤ r 1 < r 2 < ∞ and let s denote the unique time when B t attains its minimum on [r 1 , r 2 ]. Note that s < r 2 a.s. It is well known that {B t+s − B s , t ∈ [0, r 2 − s]} has the same path properties as the three-dimensional Bessel process (this follows, e.g., from Williams' decomposition, see [15] , Section VII.4). Hence, L
We obviously have L s,0+ t = 0 for t ∈ [0, r 2 − s], so s is not a bifurcation time. It is easy to see that s is not a bifurcation time when β > 0. Every local minimum of B t is the global minimum over some interval [r 1 , r 2 ] with rational endpoints, so our argument holds for all local minima simultaneously. The local maxima can be dealt with in an analogous way.
Proof of Proposition 1.1(iii). Fix arbitrary real s and x. Let s 1 be the smallest time greater than or equal to s with the property that B s 1 = −x + B s and B s 1 is not a local extremum of B t . All local extrema of B t occur at different levels so there is at most one local extremum s 2 ∈ [s, s 1 ) with the property that B s 2 = −x + B s .
Consider X It is easy to see that s 2 cannot be a local maximum of B t . If it is, the Brownian motion B t has to stay below −
We will now assume that s 2 is a local minimum of B t . If β > 0, the definition of X s,x− t implies that it is the sum of x + B t − B s and a nondecreasing process. Hence, it stays above 0 on some interval (s 2
Proof. Consider any rational s 3 < min(s 1 , s 2 ) and note that, for sufficiently large K < ∞ and all rationals x with |x| > K, L s 3 ,x s 1 = L s 3 ,x s 2 = 0. Choose rational x 3 and x 4 with the property that X s 3 ,x 3
Recall that if {(X
Proof of Theorem 1.3(i). Consider any lens {(X
and note that by Lemma 2.7, for some s 1 , s 2 , x 1 , x 2 ∈ Q and u 1 ∈ (s, u), we have X coalesce, for some rational s 1 , s 2 , x 1 , x 2 ∈ Q. The set of such points is countable. It is easy to see that it is also infinite.
Note that in the next two lemmas T 1 denotes a bifurcation time.
Lemma 2.8. The following holds with probability 1 for all s, t 1 , x ∈ R simultaneously. Suppose that s < t 1 and X
Proof. Clearly, T 1 ≥ T 2 . Suppose that T 1 > T 2 , note that t 1 ≥ T 1 and let t 2 ∈ (T 2 , T 1 ). Then, by Lemma 2.7, there exist s 1 , s 2 , x 1 , x 2 ∈ Q such that X T 1 is not a local extremum, it follows that B t crosses the level y infinitely often in every interval (T 1 , T 1 + δ), δ > 0. By Lemma 2.8, L 
Proof of Theorem 1.3(ii).
Recall that we call a bifurcation time ordinary if it is not semi-flat. First, we are going to show that if s is an ordinary bifurcation time and s 1 > s is such that X s,0− s 1 = X s,0+ s 1 , then for every ε > 0, there exists an ordinary bifurcation time s 2 ∈ (s,
s+ε . Since s is an ordinary bifurcation time, we can find s 3 ∈ (s, s 1 ∧ (s + ε/2)) such that both processes X s,0− · and X s,0+ · cross 0 in the interval (s 3 , s 1 ∧ (s + ε/2)). This and Lemma 2.3 imply that the set {X t,y s 1 , t ≤ s 3 , X t,y s 3 ∈ [X s,0− s 3 , X s,0+ s 3 ], t, y ∈ Q} is finite; let x 1 be the second largest element of this set and denote x 2 = X s,0+ s 1 , that is, the largest element of the set. For t < s 1 , let Γ t = inf{y ∈ Q : X t,y s 1 = X s,0+ s 1 } and note that Γ t is not constantly equal to 0 on any interval (s, s + δ) because s is an ordinary bifurcation time. Let s 4 ∈ (s, s + (s 3 − s)/2) be so close to s that X with rational u and z, and the last process does not pass through bifurcation points, a.s., and the same holds for X s,0+ · . This completes the proof of our claim. Recall that s is an ordinary bifurcation time and s 1 > s is such that X s,0− s 1 = X s,0+ s 1 . We will construct a family of ordinary bifurcation times u with u ∈ [s, ((s + s 1 )/2) ∧ s 3 ) in the following inductive way. Start with an ordinary bifurcation time s 0 such that s 0 ∈ (s, (s + (s + s 1 )/2) ∧ s 3 ), X s,0− 
s+2 −1 . We can find inductively ordinary bifurcation times s 0k 1 k 2 ...kn for all n ≥ 2, with k j = 0, 1, with the following properties. Suppose that s 0k 1 k 2 ...kn have been defined for n ≤ m and let δ m be the minimum of distances between distinct elements of {s 0k 1 k 2 ...kn , n ≤ m, k j = 0, 1}. Then for any k j = 0, 1, j = 1, 2, . . . , m, find ordinary bifurcation times s 0k 1 k 2 ...km0 and s 0k 1 k 2 ...km1 with
It follows from (2.1) that the sequence (s 0k 1 , s 0k 1 k 2 , s 0k 1 k 2 k 3 , . . .) converges for any choice of 0, k 1 , k 2 , k 3 , . . . The family S of limit points is uncountable. We will show that every element of S is a bifurcation time. Fix any u ∈ S and any u 1 ∈ (u, s 1 ). Find 0, k 1 , k 2 , k 3 , . . . such that s 0,k 1 ,k 2 ,k 3 ,...,km ↑ u. We will use excursion theory in the next proof and the proof of Theorem 1.6. Various accounts of excursion theory may be found in [2, 15] , Chapter XII, and [16] , Chapter 8. Some of the most relevant material is contained in [13] . We will use Proposition 4.1 and Theorem 5.1 of [3] .
Proof of Theorem 1.4. (i) We will use the method of Watanabe [19] . First we will construct a family of "excursions" whose starting points are semi-flat bifurcation points. Then we will assemble these excursion into a Brownian motion, as in [19] .
Assume without loss of generality that β ∈ (−1, − 1 3 ) and fix a large K < ∞ whose value will be specified later. Let B 1 t , B 2 t , . . . be independent Brownian motions starting from 0 and let B k t = B k t − β2 −k . Define processes X k t by equations analogous to (1.3) and (1.2):
In other words, Y k t is a process assembled from X k t , X 
It is elementary to check that the processes Y k t and A k t satisfy the equation analogous to that for X k t and B k t :
Let Q k denote the distribution of A k t and let α =
2Kβ . We will argue that lim k→∞ 2 αk Q k exists and defines an excursion law H for Brownian motion.
Let
The event {U k < S k } is the same as the first excursion of Y k t above 0 of height greater than −Kβ L k t and the first excursion of Y k t below 0 which reaches the level β L k t occuring after L k t increases by 2 −k . According to the excursion theory, on the time scale corresponding to the local time L k t , the point process of arrivals of excursions of Y k t above 0 with height greater than −Kβ L k t is a Poisson point process with the variable intensity, equal to f 1 (s) = −(1 + β)/(2Kβ(s + 2 −k )). The intensity for the analogous point process of arrivals of excursions of Y k t below 0 which hit β L k t is equal to f 2 (s) = −(1 − β)/(2β(s + 2 −k )). Hence, the probability that none of these excursions occurs before L k t increases by 2 −k is equal to
Elementary calculations show that this is equal to 2 −α . Let U n k = inf{t > 0 : L k t ≥ 2 −n } for n < k. By induction and the strong Markov property,
It follows that for every fixed n and all k > n, the measures 2 αk Q k give the same mass to paths of Y k t in the set {U n k < S k }. It is clear from the construction of processes Y k t that for a fixed n, the conditional distribution F n k of U n k given {U n k < S k } is nondecreasing in k, that is, the distribution F n k+1 is stochastically larger than F n k . If we show that the expectations of F n k are uniformly bounded in k, that will prove that the distributions F n k converge as k → ∞. Let c 1 be the expected lifetime of a Brownian excursion above 0 conditioned on not hitting level 1. It is well known that c 1 < ∞. By scaling, the expectation of excursion lifetime conditioned on not hitting level a is equal to c 1 a 2 . For k > n, the expectation of F n k is equal to
so F n k 's converge as k → ∞. This and the strong Markov property applied at U n k imply that the distributions of
we have similar convergence for distributions of A k t 's. The integer n is arbitrary, so we conclude that H = lim k→∞ 2 αk Q k exists.
It is clear from the definition that H is a σ-finite measure which is the "distribution" of a process {A t , 0 ≤ t ≤ S} satisfying
and such that for every s > 0, the distribution of {A t , t ∈ [s, S]} given {S > s} is a Brownian motion stopped at S.
By (2.3), the H-expectation of S ∧ inf{t > 0 : L t = 1} is bounded by n≥0 c 2 × 2 −3n 2 nα < ∞, assuming α < 3. Since the H-measure of {inf{t > 0 : L t = 1} < S} is finite, the H-measure of {S > s} is finite for every s > 0. It follows from the definition of H and (2.2) that the H-measure of Lpaths hitting level 2 −n is equal to 2 nα . This and the easy fact that H has the same space-time scaling properties as the Brownian motion imply that H(S > s) = c 3 s −α/2 . Hence, the H-expectation of S on the set {S < 1} is finite if α < 2. Recall that β ∈ (−1, − 1 3 ) and note that we can choose K so large that α < 2. Now generate a Poisson point process of excursions on the product of [0, ∞) and the space of stopped continuous paths with intensity given by the product of the Lebesgue measure and H. The excursions can be assembled into a Brownian path, as in [19] , because the H-expectation of S on the set {S < 1} is finite. The starting points of constituent excursions in this Brownian path are semi-flat bifurcation points-this follows from (2.4) and the fact that S > 0 for H-almost every path.
(ii) This part of the proof is based on a classical covering argument. Suppose without loss of generality that β ∈ (−1/3, 0) and let γ = (β − 1)/(2β). Then γ > 2. Let S = inf{t > 0 : L 0,0 t = 1} and T ε = inf{t > 0 : B t = −ε}, for ε > 0. The event {S < T ε } is the same as that the first excursion of X 0,0 · below 0, starting at a time s, which hits the level −ε + βL 0,0 s occurring after time S. We calculate the probability of this event using excursion theory, as in part (i) of the proof, 
Fix some n > 1 and α ∈ (2, γ), let ε = 1/n and s k = k/n, for k = 0, 1, . . . , n. Let A k be the event that there exists a semi-flat bifurcation time u ∈ [s k−1 , s k ] with the following properties:
The following standard estimate for Brownian motion,
applies also to all skew Brownian motions driven by B t because of Proposition 2. By scaling, for t > 0, the distribution of ρ t is the same as that of √ tρ 1 , and it is also the same as the distribution of inf x∈Q |x + βL
|. Hence, for every a, p > 0, P (inf x∈Q |x + βL
| < a) < p, for sufficiently large t. Note that the random set {x + βL t,x 1 : x ∈ Q} is increasing in t. It follows that for every a, p > 0, and sufficiently large t,
1 , y 2 = inf{y ∈ Γ : y > y 1 } and y 3 = sup{y ∈ Γ : y < y 1 }. It follows from Theorem 1.2 of [4] that y 1 is an isolated point in Γ, so y 3 < y 1 < y 2 , a.s. Let Λ t = {x ∈ Q : X t,x 1 = y 1 } and s 0 = inf{t : Λ t = ∅}. We will prove that s 0 > −∞ and then we will show that three distinct solutions to (1.3) start at (s 0 , 0).
Suppose that s 0 = −∞ with positive probability. Find a, p 1 > 0 such that P (|y 1 | < a/2, s 0 = −∞) > p 1 . According to (2.9), we can find t > 0 so large that
Find t 1 > t such that with probability greater than 1 − p 1 /4, there exists t 2 ∈ (t, t 1 ), such that
for all rational x, and, hence, s 0 ≥ t 2 > t 1 . We see that P (s 0 < t 1 ) < p 1 /2 + p 1 /4, which contradicts the assumption that P (|y 1 | < a/2, s 0 = −∞) > p 1 . It follows that
, and γ + = lim sup t↓s 0 λ + t . We will first prove that γ − = γ + . Suppose that γ + − γ − = b > 0 and find s 1 < s 0 and s 2 > s 0 so close to s 0 that sup t,u∈[
and it follows that for some x ∈ Q, X s 1 ,x s 2 ∈ (λ − s 2 , λ + s 2 ). This implies that x ∈ Λ s 1 , so Λ s 1 = ∅ and inf{t : Λ t = ∅} ≤ s 1 < s 0 , a contradiction. Suppose that J 0 = 0. The "probability" that a Brownian excursion has an absolute height greater than x is 1/x, according to the usual excursion law. It follows from the above that the arrival time of the first negative excursion of X 0,x t , with the absolute height exceeding Z t , has the distribution of the first jump arrival time in the Poisson process with variable intensity (1 − β)/(2Z t ), on the local time scale. This is the same as the jump rate for J t from 0 to 1. Similarly, the jump rate for J t from 1 to 0 is the same as the rate of arrival of the first jump in the Poisson process with variable intensity (1 + β)/(2Z t ). The formula for the generator follows directly from our description of the (Z t , J t ) evolution.
(ii) It is elementary to check that the function
is harmonic for the semigroup of (Z t , J t ), using the explicit formulas for the generator given in part (i). For v > 0, let T v = inf{t : Z t ≥ v}. We will show that
Since h is positive, it follows that N t = h(Z t , J t ) is a positive martingale. By the main result in [1] , Z t → 0, a.s., as t → ∞, so N t → 0, a.s., as t → ∞. By the optional stopping theorem applied to N t at time T v ∧ t, we get, for v > z,
Note that 0 < N t 1 {Tv >t} ≤ v1 {Tv >t} and N t 1 {Tv>t} → 0 as t → ∞. It follows from the dominated convergence theorem that for v > z,
s., and this completes the proof of (3.5). We obtain (3.6) in the same manner from
Suppose that (Z 0 , J 0 ) = (x, 0) and let S be the time of the first jump of J t to 1. It follows easily from our description of the evolution of (Z t , J t ) in part (i) of the proof (see also [1] ) that
Hence, the density of Z S /Z 0 is 1−β 2β z (1−3β)/(2β) for z ∈ (0, 1). By the strong Markov property applied at S and (3.6), the probability that (Z 0 , J 0 ) will return to its starting point, that is, (x, 0), is equal to
Hence, the expected number of returns to (x, 0) (including the starting time) is
Since the slope of Z t is β, the density of the expectation of the occupation measure at (x, 0) is equal to (1 + β)/(2β 2 ), as claimed in (3.1). Note that this number does not depend on x, so by the strong Markov property applied at the first hitting time of z < x, the same formula holds for all z ≤ x, as stated in (3.1).
If z > x, the probability that Z t will ever hit z is equal to (x/z) · (1 − β)/(1 + β), by (3.5) . This combined with the strong Markov property at the hitting time of z and the first part of (3.1) yields the second part of (3.1).
Formula (3.2) can be obtained from (3.1) by noting that for z > x, the number of visits to (z, 1) is the same as the number of visits to (z, 0), a.s. For z < x, the number of visits to (z, 1) is one less than the number of visits to (z, 0).
The other two formulas can be obtained in a very similar manner so the rest of the proof is left to the reader.
We will give two constructions of Q. The first one, presented as a formal proof of Theorem 1.6(ii), is based on an explicit representation of Q in terms of h-processes. This construction is followed by a remark containing the second construction, based on Maisonneuve's ideas [13] . The second construction is shorter and has a more abstract character.
without loss of generality that β > 0. It is enough to prove the formula for sets A of the form (a, b), with b < 0 or a > 0. Suppose that a > 0 and fix some ε > 0. Let T 1 be the infimum of times t such that for some lens U s 1 with s 1 ∈ G and B s 1 ∈ (a, b) , we have L s 1 ,0+ t ≥ L s 1 ,0− t + ε. Note that T 1 is a stopping time. Clearly, {U s 1 (t), t ≥ T 1 − s 1 } has the same transition probabilities as Q and its value at time T 1 − s 1 is (−ε, 0). Similarly, let T k be the infimum of times t > T k−1 such that for some lens U s k with s k ∈ G and B s 1 ∈ (a, b) , we have L s k ,0+ t ≥ L s k ,0− t + ε. We see that T k is a stopping time and {U s k (t), t ≥ T k − s k } has the same transition probabilities as Q. Summing over all k and using (3.7), we obtain (1.9) for functions f which depend only on the post-T process, where T is the infimum of times such that Z t = ε. The general result is obtained by letting ε → 0.
The case b < 0 requires an application of (3.8) instead of (3.7) because if we follow an analogous argument, we have U s 1 (T 1 − s 1 ) = (0, ε) and not U s 1 (T 1 − s 1 ) = (−ε, 0). This explains the factor 1−β 1+β on the left-hand side of (1.9).
Remark 3.1. We will now sketch an alternative construction of the lens law Q. We need the usual general Markov process setup, with some probability space (Ω, F, P ), filtration {F t } and shift operators θ t on Ω that act on the Brownian motion B t as usual, that is, B s (θ t ) = B s+t − B t , and on X x t in the following manner: X x s (θ t ) = X where L is the length (in time units) of the lens,l(u) is its lower limit at time u andū(u) is its upper limit. Since ∞ t=0 e −t 1 2 ∞ −∞ e −|x| dx dt = 1, and in the half-plane R + × R, lenses do not intersect each other (although they may touch), we see that ∞ 0 e −t dA t ≤ 1. It can be easily verified that A t+s = A t + A s • θ t . Thus, (A t ) is a raw additive functional of F t , and since no (F t ) stopping time passes through its jumps, its dual predictable projection(Ã t ) is a continuous additive functional of (F t ), which we shall call the lens local time. The functional x → X x · is monotone, in the usual sense of inequality between functions. The family of such functionals is "good" so arguing as in [13] , we can prove that there exists a kernel Q X· such that, for every (F t )-predictable V and F -measurable f ,
Note further that the evolution of a lens (its width, the position of its upper and lower parts during times between its formation and its coalescence, etc.)
is independent of the value of the function X · s at time s when the lens starts. It only depends on the Brownian motion (B t • θ s ) t≥0 and the fact that at time s, X x s = 0 for some x, and for a sequence x n increasing in n, with X xn s < 0 for all n, X xn s increases to 0 as n → ∞. All points s ∈ G satisfy this condition and, therefore,Ã does not charge points for which X · s does not satisfy this condition. In particular, L(θs) 0 e −u 1 2 (e −|l(u)| − e −ū(u) ) du depends only on (B t • θ s ) t≥0 . It follows, as in the derivation of "exit systems" in [13] , that if f is a function of the lens only and is independent of the particular form of X · · (θ s ), then Q X · s (f ) does not depend on X · s and we denote it Q(f ). The normalization given in Theorem 1.6(ii) corresponds to the following normalization ofÃ and Q in the present context,
