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Abstract: Contingency table analysis routinely relies on log linear mod-
els, with latent structure analysis providing a common alternative. Latent
structure models lead to a low rank tensor factorization of the probabil-
ity mass function for multivariate categorical data, while log linear models
achieve dimensionality reduction through sparsity. Little is known about
the relationship between these notions of dimensionality reduction in the
two paradigms. We derive several results relating the support of a log-linear
model to the nonnegative rank of the associated probability tensor. Moti-
vated by these findings, we propose a new collapsed Tucker class of tensor
decompositions, which bridge existing PARAFAC and Tucker decomposi-
tions, providing a more flexible framework for parsimoniously characteriz-
ing multivariate categorical data. Taking a Bayesian approach to inference,
we illustrate advantages of the new decompositions in simulations and an
application to functional disability data.
Bayesian; Categorical data; Contingency table; Graphical model; High-
dimensional; Low rank; Parafac; Tucker; Sparsity.
1. Introduction
Parsimonious models for contingency tables are of growing interest due to the
routine collection of data on moderate to large numbers of categorical variables.
We study the relationship between two paradigms for inference in contingency
table models: the log-linear model ([15], [4], [1]) and latent structure models
([40], [20], [30], [2], [33], [23], [21]) that induce a tensor decomposition of the
joint probability mass function ([14], [3]). In particular, we aim to understand
situations where the joint probability corresponding to a sparse log-linear model
has a low-rank tensor factorization, allowing us to connect the seemingly distinct
notions of parsimony in the two parameterizations.
˚This research was partially support by grants ES017436 and ES017240 from the National
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Let V “ t1, . . . , pu denote a set of p categorical variables. We use pyj , j P V q to
denote variables, with yj P Ij having dj “ |Ij | levels. Without loss of generality,
we assume Ij “ t1, . . . , dju. Let IV “ŚjPV Ij . Elements of IV are referred to
as cells of the contingency table; there are
śp
j“1 dj cells in total. We generically
denote a cell by i, with i “ pi1, . . . , ipq P IV . The joint probability mass function
of y “ py1, . . . , ypq is denoted by pi, with
pii1...ip “ Prpy1 “ i1, . . . yp “ ipq, i P IV . (1)
A p-way tensor T P Rd1ˆ...ˆdp is a multiway-array which generalizes matrices
to higher dimensions [27]. Two common forms of tensor decomposition which
extend the matrix singular value decomposition are the PARAFAC [24] and
Tucker [41, 9, 8] decompositions. Note that pi “ ppii1...ipqiPIV can be identified
with a Rd1ˆ...ˆdp -probability tensor, which is a non-negative tensor with entries
summing to one. Given n i.i.d. replicates of y, let npiq denote the cell-count of
cell i. We assume the cell counts are multinomially distributed according to the
probabilities in pi.
Inference for contingency tables often employs log-linear models that express
the logarithms of the entries in pi as a linear function of parameters related to
the index of each cell. Most of these parameters relate to interactions between
the variables [1]. A saturated log linear model has as many parameters as pi has
cells. To reduce dimensionality, it is common to assume a large subset of the
interaction parameters are zero, and estimate the model using L1 regularization
[36, 35] or Bayesian model averaging [11, 13, 34]. Zero interaction terms are easily
interpreted in terms of conditional and marginal independence relationships
among the variables. A significant literature exists on Bayesian inference for log-
linear models, focusing mainly on the development of novel conjugate priors [7,
34], model selection/averaging [31], and stochastic search algorithms to explore
the model space (e.g. [12]).
An alternative approach is to assume that the p variables are conditionally
independent given one or more discrete latent class indices, with dependence
induced upon marginalization over the latent variable(s). The attractiveness
of such latent class models arises partly from easy model fitting using data-
augmentation, with a Bayesian nonparametric formulation allowing the number
of latent classes to be learnt from the data [14]. [14] showed that a single latent
class model is equivalent to a reduced-rank non-negative PARAFAC decompo-
sition of the joint probability tensor pi, while the multiple latent class model in
[3] implied a Tucker decomposition. See also [42] and [28] for extensions of these
models to more complex settings.
Latent class models and log-linear models can be unified within a larger class
of graphical models with observed and unobserved variables (see e.g. [29, 25]).
In particular, [19] describes relationships between the number of components in
a PARAFAC expansion of pi and the topological structure of the correspond-
ing parameter space of a log-linear model, with consequences for estimation
and selection in latent structure models. Others have established additional
connections between latent structure models and the algebraic topology of the
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log-linear model [38, 39, 37, 18, 16, 31].
These two classes of models impose sparsity (or parsimony) in seemingly dif-
ferent ways, and to best of our knowledge, no connection has been established
yet. The class of sparse log-linear models is often considered a desirable data
generating class in high dimensional settings for flexibility and ease of interpre-
tation, and it is important to determine whether there exist low-rank expansions
for probability tensors corresponding to sparse log-linear models. Determining
whether a nontrivial relationship exists is a major focus of the paper. Working
with a class of weakly hierarchical log-linear models, we provide precise bounds
on the tensor ranks of sparse log-linear models. There are limited results on
ranks of higher-order tensors, and the techniques developed here may be of
independent interest.
A secondary goal of this work is to leverage insights from our theoretical
study to propose more flexible latent structure models. Our results show that
the effective number of parameters in latent structure models will grow expo-
nentially in the number of variables under some circumstances. We propose a
new tensor decomposition – referred to as the collapsed Tucker factorization –
that generalizes PARAFAC and Tucker factorizations, and leads to more par-
simonious representations of many probability tensors corresponding to sparse
log-linear models. We propose Bayes methodology for analyzing data under this
new factorization.
This paper is organized as follows. Section 2 introduces notation and provides
background relevant to log-linear models and latent structure models. Section
3 provides our main theoretical results on the rank of probability tensors corre-
sponding to sparse log-linear models. Section 4 presents additional results that
expand upon those in section 3 and motivate the proposed collapsed Tucker
model. Section 5 presents a numerical study of the Bayesian collapsed Tucker
model using simulations and a real data example. Section 6 gives further dis-
cussion of results and implications.
2. Notation and background
2.1. Log-linear models
A standard approach to contingency table analysis parametrizes pi as a log-linear
model satisfying certain constraints. For a subset of variables E Ă V , we adopt
the notation of [34] to denote by iE the cells in the marginal E-table, so that
iE P IE :“ŚjPE Ij . Let θEpiEq denote the interaction among the variables in
E corresponding to the levels in iE . With these notations, a log-linear model
assumes the form
logppiiq “
ÿ
EĂV
θEpiEq. (2)
As a convention, θH corresponds to E “ H. To identify the model we choose the
corner parameterization [1, 34], which sets θEpiEq “ 0 if there exists j P E such
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that ij “ 1. In the binary setting (dj “ 2 for all j) with corner parametrization,
any E for which θEpiEq ‰ 0 must have every element of iE equal to 2. In this
case we will represent θEpiEq as θE since there is no ambiguity. When d ą 2,
the notation θE refers to the collection of parameters tθEpiEq : iE P IEu, and
θE “ 0 indicates θEpiEq “ 0 for all iE P IE .
Let θ “ tθEpiEq : 1 R iEu denote the collection of the free model parame-
ters and Sθ denote the collection of nonzero elements of θ. A saturated model
includes all free model parameters, whence |Sθ| “ śj dj . Although any model
that is not saturated is technically sparse, when we refer to sparse log-linear
models we have in mind settings where |Sθ| !śj dj . We will be primarily con-
cerned with how the degree and structure of sparsity affects the nonnegative
tensor rank of pi.
An attractive feature of log-linear models is that the parameters are inter-
pretable as defining conditional and marginal independence relationships be-
tween the yj ’s. Particularly simple interpretations arise from the class of hierar-
chical log-linear models. A log-linear model is hierarchical [34, 10, 6] if for every
E Ă V for which θE “ 0, we have θF “ 0 for all F Ě E. Here we work with
a more general class of log-linear models that contains hierarchical models. We
refer to this class as weakly hierarchical.
Definition 2.1. A log linear model is weakly hierarchical when the following
condition is satisfied: if θEpiEq “ 0 for E Ă V and iE P IE , then θF pi1F q “ 0
for every F Ě E and i1F P IF such that i1j “ ij for all j P E.
When dj “ 2 for all j, weakly hierarchical models and hierarchical models
define identical subsets of log-linear models, but if any dj ą 2, the collection
of hierarchical models is a proper subset of the collection of weakly hierarchical
models. To see this, suppose a model is weakly hierarchical. Assume θE “ 0.
Then, θEpiEq “ 0 for all iE P IE . Let F Ě E. For any i1F P IF , θF pi1F q “ 0
by weak hierarchicality, since θEpi1Eq “ 0. Since i1F is arbitrary, we must have
θF “ 0, proving hierarchicality.
The essential difference between hierarchical and weakly hierarchical models
is illustrated by the following example. Let V “ t1, 2, 3u and d1 “ d2 “ d3 “ 4.
Suppose
Sθ “
 
θt1up2q, θt2up2q, θt3up2q, θt1,2up2, 2q, θt1,3up2, 2q, θt2,3up2, 2q, θt1,2,3up2, 2, 2q
(
.
In other words, any interactions that correspond to all variables in E taking
level 2 are nonzero, and all others are zero. This model is weakly hierarchical
but not hierarchical. For a model to be hierarchical, the collection of nonzero
parameters must be uniquely specified by a generator – a collection of subsets of
V . For weakly hierarchical models, some interactions corresponding to a single
subset E may be zero and others nonzero, so long as definition 2.1 is satisfied.
2.2. Tensor Factorization Models
An alternative to log-linear models is latent structure analysis ([40, 20, 30, 2,
33, 23, 21]), which assumes the y1, . . . , yp are conditionally independent given
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one or more latent class variables. In marginalizing out the latent class vari-
ables, one obtains a tensor decomposition of pi. Latent structure models inducing
PARAFAC and Tucker decompositions are briefly reviewed below.
2.2.1. PARAFAC models
An m-component non-negative PARAFAC decomposition [24] of a probability
tensor pi is given by
pi “
mÿ
h“1
νhλ
p1q
h b . . .b λppqh “
mÿ
h“1
νh
pâ
j“1
λ
pjq
h , (3)
where b denotes an outer product1, each λpjqh P ∆pdj´1q is an element of the
pdj ´ 1q dimensional simplex2, and ν P ∆pm´1q. By constraining ν and the λpjqh s
to be probability vectors, it is ensured that the entries of pi are non-negative
and sum to one. The vectors λ
pjq
h are referred to as the arms of the tensor.
A probabilistic PARAFAC decomposition ([14]) of pi can be induced by a
single index latent class model
yj | z ind.„ Multipt1, . . . , dju, λpjqz1 , . . . , λpjqzdj q,
Prpz “ hq “ νh, h “ 1, . . . ,m. (4)
Marginalizing over the latent variable z, we obtain expression (3).
Unlike matrices, there is no unambiguous definition of the rank of a tensor. A
notion of tensor rank is derived restricting attention to PARAFAC expansions.
The nonnegative PARAFAC rank of a nonnegative tensor M is the minimal
value of m for which there exist nonnegative vectors λ˜
pjq
h such that
M “
mÿ
h“1
pâ
j“1
λ˜
pjq
h . (5)
We will denote the nonnegative PARAFAC rank of a tensor M as rnk`P pMq.
Every nonnegative tensor M with dimension dp can be represented exactly by
a m-term nonnegative PARAFAC expansion with m ď dp´1, ensuring that the
factorization is flexible enough to characterize any pi. Note that in the case of
probability tensors, the definition in (5) is equivalent to the minimum m such
that (3) holds, since the weights νh can be absorbed into the arms λ
pjq
h .
1tÂpj“1 λpjqh ui1,...ip “śpj“1 λpjqhij
2∆pr´1q “ tx P Rr : xj ě 0@ j, řrj“1 xj “ 1u
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2.2.2. Tucker models
An m-component nonnegative Tucker decomposition [41, 9] alternatively ex-
presses the entries in pi as
pic1...cp “
mÿ
h1“1
. . .
mÿ
hp“1
φh1...hp
pź
j“1
λ
pjq
hjcj
, (6)
where φ is an mp core probability tensor and λ
pjq
h P ∆dj´1 for every h and j. The
Tucker decomposition can be thought of as a weighted sum of mp tensors each
having PARAFAC rank one with weights given by the entries in φ; conversely,
the PARAFAC is a special case of the Tucker decomposition where the core is
an mˆ 1 probability vector.
A probabilistic Tucker expansion of a probability tensor pi can be induced by
a latent class model with a vector of latent class indicators z “ pz1, . . . , zpq,
yj | z ind.„ Multipt1, . . . , dju, λpjqzj1, . . . , λpjqzjdj q,
Prpz1 “ h1, . . . , zp “ hpq “ φh1...hp . (7)
See [3] for a class of hierarchical models that induce a structured Tucker decom-
position of a probability tensor.
The Tucker decomposition gives rise to an alternative definition of the non-
negative tensor rank of a tensor M as the minimal value of m such that M can
be expressed exactly by an expansion of the form in (6). We will denote the
nonnegative Tucker rank of a tensor M as rnk`T pMq. In the case where dj “ d
for all j, rnk`T pMq ď d. The scale of Tucker ranks is quite different from that of
PARAFAC ranks because the core itself has dimension mp.
3. Main results: Tensor rank of sparse log-linear models
3.1. PARAFAC rank result for general p and d
We now provide bounds on the non-negative PARAFAC rank of joint probability
tensors. There are few results on ranks of tensors beyond three dimensions and
the techniques developed here are likely to be of independent interest. All proofs
are deferred to the Appendix. In addition to the bounds developed in this section
based on probabilistic arguments, we provide algebraic constructions in the two-
dimensional case in a supplementary document.
In the results that follow, we exploit the fact that a PARAFAC expansion
of a probability tensor has a dual representation as a latent variable model (4),
and the PARAFAC rank of a probability tensor can be defined in terms of the
support of the corresponding latent class variable. Remark 3.1 re-expresses an
observation from [32] that formalizes this relationship.
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Remark 3.1. Suppose pi is a
śp
j“1 dj probability tensor, and let y1, . . . , yp
be categorical random variables with joint distribution defined by pi. Then
rnk`P ppiq “
Ź
zPZ |sptpzq|, where Z is the collection of all finitely-supported,
discrete latent variables z such that
Prpy1 “ i1, . . . , yp “ ip|z “ hq “
pź
j“1
Prpyj “ ij |z “ hq, (8)
for all h P sptpzq and i P IV .
Therefore, if there exists a latent variable z such that (8) is satisfied, then the
rank of pi can be at most |sptpzq|. Our recipe to create such discrete random vari-
ables z is to partition the measure space Y on which py1, . . . , ypq is defined, with
a level of z introduced for each set in the partition. As a convention to simplify
notations, for subsets Bj Ă Ij , we shall identify the event ty1 P B1, . . . , yp P Bpu
with the event
Śp
j“1Bj in the discrete σ-algebra generated by IV . With this
convention, Y is identified with IV , so that we can avoid making references to
the abstract measure space Y and instead partition IV . For a partition P of
IV , and tA1, . . . , A|P|u denoting an (arbitrary) enumeration of the sets in P, we
define a discrete random variable z “ zP corresponding to P as
z “ h1Ah , h “ 1, . . . , |P|. (9)
Clearly, for any z as in (9), (8) is equivalent to
Prpy1 “ i1, . . . , yp “ ip|Ahq “
pź
j“1
Prpyj “ ij |Ahq, (10)
for all h “ 1, . . . , |P| and i P IV . In particular, for partitions Pj of Ij , we can
define the product partition P as
P “
pą
j“1
Pj :“
#
pą
j“1
Bj : Bj P Pj
+
. (11)
It follows from properties of the cartesian product that P indeed forms a parti-
tion of IV and |P| “śpj“1 |Pj |.
We now proceed to create random variables z that satisfy (8) (or equivalently
partitions P satisfying (10)). To begin with, observe that
Prpy1 “ i1, . . . , yp “ ipq
“ Prpy1 “ i1 | y2 “ i2, . . . , yp “ ipqPrpy2 “ i2, . . . , yp “ ipq
“
ÿ
c2PI2
. . .
ÿ
cpPIp
Prpy1 “ i1 | y2 “ c2, . . . , yp “ cpq1pi2“c2,...,ip“cpqPrpy2 “ c2, . . . , yp “ cpq.
Therefore, one such z can be obtained by setting P1 “ I1 and Pj “ ttcju : cj P
Iju for j ě 2, so that the event tz “ hu for each h designates an event of the
form I1 ˆ tc2u ˆ . . . ˆ tcpu. Clearly, this specification yields the trivial upper
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bound of dp´1 to the PARAFAC rank when all dj “ d. Our main target is to
show that much tighter bounds can be achieved under the assumption of weak
hierarchicality.
We introduce some additional notation here. For any θ, we represent the
nonzero two-way or higher interaction terms as Cθ “ tpE, iEq : |E| ě 2, θEpiEq ‰
0u and denote the subclass of non-zero two-way interactions as Cθ,2 “ tpE, iEq :
|E| “ 2, θEpiEq ‰ 0u. For a variable j P V , let Cpjqθ denote the levels of variable
j that share a non-zero two-way or higher order interaction with at least one
other variable. For weakly hierarchical models, it is sufficient to only search over
the non-zero two-way interactions, so that C
pjq
θ “ tcj P Ij : there exists j1 ‰
j and cj1 P Ij1 such that θtj,j1upcj , cj1q ‰ 0u.
If the model is weakly hierarchical, it follows from definition 2.1 that for any
subset C 1 of pCpjqθ qc, yj1C1 K yr´js, where yr´js “ py1, . . . yj´1, yj`1, . . . , ypq.
Thus, instead of having to let the levels of z vary over all events of the form tc2uX . . .Xtcpu(, one can coarsen the partition P in (11) by pooling together
all the levels in pCpjqθ qc to form a single element of Pj . Further improvement can
be achieved by scanning through the variables in a particular order and only
considering the subset of C
pjq
θ that correspond to non-zero two-way interactions
with variables that appear later in the ordering. We formalize the discussion in
Theorem 3.1 below.
Theorem 3.1. Suppose pi is a dp probability tensor generated by a weakly hier-
archical log-linear model. Let σ be a permutation on V . For each j “ 1, . . . , p´1,
denote G
pjq
σ “ tσpj` 1q, . . . , σppqu and define Bσpjq to be the following subset of
C
pjq
θ :
Bσpjq “ tiσpjq P Iσpjq : there exists f P Gpjqσ and if P If such that θtσpjq,fupiσpjq, if q ‰ 0u.
Then, the rank of pi is at most
ľ
σ
p´1ź
j“1
`| Bσpjq | `1˘ .
The bound in Theorem 3.1 gives the correct upper bound dp´1 when the
model is saturated, since then for any permutation σ we have |Bσpjq| “ pd´ 1q
for j “ 1, . . . , p´1. More importantly, there is a massive reduction in the upper
bound when the model is sparse; see Section 4.1 for multiple applications of
Theorem 3.1. The bound is easy to compute and provides a useful estimate on
the growth rate of the PARAFAC rank as d and/or p increases when the non-
zero interactions are uniformly spread. However, if the interactions are highly
structured, Theorem 3.1 may yield the trivial upper bound irrespective of the
true rank, as seen in Example 3.3 below.
Our next result provides sharper bounds on the PARAFAC rank. In the
first part of Theorem 3.2, we provide a “dimension-free” upper bound that isn’t
affected by increasing d as long as the true PARAFAC rank is constant. We then
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present a tight upper bound in the second part of Theorem 3.2 which cannot
be globally improved in the class of weakly hierarchical log-linear models.
Theorem 3.2. Suppose pi is a probability tensor corresponding to a weakly
hierarchical log-linear model. Let H “ tH1, . . . ,Hpu denote collections of sets
of indices, where each Hj Ă Ij. Given H, define TpCθ,Hq “ tpE, iEq P Cθ : ij P
Hj for some j P Eu and let
H “ tH : TpCθ,Hq “ Cθu. (12)
Assume C
pjq
θ ‰ H for all j. Then,
rnk`P ppiq ď
ľ
HPH
˜ź
jPV
p| Hj | `1q
¸
. (13)
For any l P V , set Wl “ tj P V ztlu :| Hj |“ d ´ 1u and W¯l “ V zWl. Then, a
tight upper bound on rnk`P ppiq is
ľ
HPH
ľ
lPV
¨˝ź
jPV
p| Hj | `1q ´
„ ź
jPWl
p| Hj | `1q
„ ź
jPW¯l
| Hj |
‚˛. (14)
Remark 3.2. By definition, TpCθ,Hq Ă Cθ, hence the condition TpCθ,Hq “ Cθ
in the definition of H in (12) equivalently requires that for every pE, iEq P Cθ,
ij P Hj for some j P E. Moreover, for weakly hierarchical models, TpCθ,Hq “
Cθ ô TpCθ,2,Hq “ Cθ,2.
Remark 3.3. Theorem 3.2 assumes C
pjq
θ ‰ H for all j, i.e., every variable
shares at least one second order interaction. Clearly, the set of variables which
do not satisfy the condition are marginally independent of all other variables
and do not contribute to the rank. Letting U “ tj : Cpjqθ “ Hu, the statement of
Theorem 3.2 will continue to hold without this assumption as long as we replace
all instances of V by V ˚ “ V zU .
The main strategy of proving Theorem 3.2 is once again to carefully construct
a partition P of IV and define z as in (9). For the first part of Theorem 3.2, we
construct P as in (11), with Pj consisting of the singleton sets tcju for cj P Hj
and the set H¯j “ IjzHj . It is then immediate that |Pj | “ |Hj | ` 1 and hence
|P| “ śpj“1p|Hj | ` 1q. Denoting this partition generated by H to be P0H for
future reference, the non-trivial part is to show that for any H PH , y1, . . . , yp
are conditionally independent given any set A in P0H . The tight upper bound in
the second part of Theorem 3.2 exploits that certain sets in P0H can be merged
without sacrificing the conditional independence. Indeed, in all the examples
where we could calculate the exact rank explicitly, the bound in (14) produces
the exact rank. However, to show that (14) provides the exact rank, we need an
additional condition; see Remark 3.4 below.
Remark 3.4. Let pi be a probability tensor corresponding to a weakly hierarchi-
cal log-linear model. Suppose for every H PH for which there exists H˚ PH
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such that Hj˚ Ď Hj for every j, the smallest partition AinfH satisfying (8) that
can be formed from unions of the events in A0H satisfies |AinfH | ě |AinfH˚ |. Then
(14) gives the exact value of rnk`P ppiq.
The calculation of the expressions in (13) and (14) can be more complicated
than the bound in Theorem 3.1. Studying the computational complexity asso-
ciated with calculating these expressions is left as a topic for further research.
However, we can explicitly calculate these expressions in the setting of Example
3.3 below and illustrate the improvement over Theorem 3.1. 3
Example 3.3. Suppose p “ 2 and d1 “ d2 “ d. Assume θt1,2up2, c2q ‰ 0 for
all c2 ě 2, θt1,2upc1, 2q ‰ 0 for all c1 ě 2 and θt1,2upc1, c2q “ 0 otherwise. Thus,
level 2 of variable 1 interacts with all levels except 1 of variable 2, and similarly,
level 2 of variable 2 interacts with all levels except 1 of variable 1. In addition,
for convenience of illustration, also assume that all main effects are zero, whence
log pii1i2 “ θ0 ` θt1,2upi1, i2q1piiě2 or i2ě2q.
Letting Jd denote the dˆd matrix of all ones, we can write pi “ eθ0Jd` p˜i, where
p˜i is a d ˆ d non-negative matrix with all entries except for the second row or
column equaling zero,
p˜ii1i2 “ eθt1,2upi1,i2q1piiě2 or i2ě2q.
In case of nonnegative matrices, rnk`P pAq equals the ordinary matrix rank rnkpAq
when rnkpAq ď 2 (see [22]). It is easy to see that the ordinary matrix rank
of p˜i is 2, since there are at most two linearly independent columns. Hence,
rnk`P pp˜iq “ 2 and applying Lemma A.1 in the Appendix, we conclude rnk`P ppiq ď
1`rnk`P pp˜iq ď 3. Barring pathological cases, the ordinary rank rnkppiq will always
be 3, and since rnk`P pAq ě rnkpAq for matrices ([5]), rnk`P ppiq will also be exactly
3.
In applying Theorem 3.1, we have |B1| “ |B2| “ d´ 1, so that we always get
the trivial upper bound d irrespective of the choice of σ.
Next, apply Theorem 3.2. Observe that H “ tt2u, t2uu PH , since all of the
interaction terms have either c1 “ 2 or c2 “ 2, and hence the upper bound in (13)
is reduced to 4 irrespective of the value of d. With this choice ofH, the expression
inside the minimum in (14) becomes p|H1|`1qp|H2|`1q´|H1||H2| “ 4´1 “ 3,
which returns the exact rank.
Although a detailed proof of Theorem 3.2 is provided in the appendix, we
highlight the salient features of the proof through the following Example 3.4,
which is an extension of Example 3.3 to higher dimensions with a more compli-
cated interaction structure.
3Note that here and in several later examples, we assume that the main effects tθEpiEq :
|E| “ 1u are zero for convenience. While formally these models are not weakly hierarchical,
the inclusion of nonzero main effects is irrelevant for the calculation of tensor ranks in these
examples.
imsart-generic ver. 2011/11/15 file: BPTD_structure-arxiv.tex date: April 3, 2014
J.E. Johndrow et al./Tensor rank of log-linear models 11
Example 3.4. Suppose p “ 3, d ě 2 arbitrary, and the non-zero interactions
are
θt1,2up2, c2q ‰ 0 for all c2 ě 2, θt2,3up2, c3q ‰ 0 for all c3 ě 2,
θt1,3upc1, 3q ‰ 0 for all c1 ě 2.
As in the previous example, all (except level 1) levels of all variables interact in
a structured way. Theorem 3.1 will again produce the trivial bound d2 for all
3! “ 6 permutations. However, letting H “ tt2u, t2u, t2uu, clearly H P H and
hence the PARAFAC rank is no more than 23 “ 8 by (13).
With this choice of H, consider the event A “ t2uˆ H¯2ˆ H¯3 in P0H , i.e., the
event corresponding to ty1 “ 2, y2 ‰ 2, y3 ‰ 2u. Fix a cell i “ p2, 4, 4q. We show
that (10) holds with i and A, i.e.,
Prpy1 “ 2, y2 “ 4, y3 “ 4 | Aq “ Prpy1 “ 2 | AqPrpy2 “ 4 | AqPrpy3 “ 4 | Aq
(15)
Following our convention of identifying sets in Y and IV , let A˚ “ t2u ˆ t4u ˆ
t4u P IV denote the set corresponding to ty1 “ 2, y2 “ 4, y3 “ 4u. Clearly,
A˚ Ă A, and hence PrpA˚ | Aq “ PrpA˚q{PrpAq in the left hand side of (15).
Observe that Prpy1 “ 2 | Aq “ 1. Next,
Prpy2 “ 4 | Aq “
ÿ
c3‰2
pi24c3
PrpAq “ PrpA
˚ | Aq
ÿ
c3‰2
pi24c3
pi244
.
Similarly,
Prpy3 “ 4 | Aq “
ÿ
c2‰2
pi2c24
PrpAq “ PrpA
˚ | Aq
ÿ
c2‰2
pi2c24
pi244
.
Thus, (15) is equivalent to showing
PrpAq
PrpA˚q “
ÿ
c2‰2
ÿ
c3‰2
pi24c3
pi244
pi2c24
pi244
. (16)
Next, by definition,
PrpAq
PrpA˚q “
ÿ
c2‰2
ÿ
c3‰2
pi2c2c3
pi244
“
ÿ
c2‰2
ÿ
c3‰2
pi2c2c3
pi2c24
pi2c24
pi244
. (17)
To complete the argument, compare the right hand sides of (16) and (17), and
note that for any c2 ‰ 2,
pi24c3
pi244
“ exptθ0 ` θt1,2up2, 4q ` θt1,3up2, c3qu
exptθ0 ` θt1,2up2, 4q ` θt1,3up2, 4qu
“ exptθ0 ` θt1,2up2, c2q ` θt1,3up2, c3qu
exptθ0 ` θt1,2up2, c2q ` θt1,3up2, 4qu “
pi2c2c3
pi2c24
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We now provide the main intuition behind the expression in (14). Fix l “ 3.
Observe that the partition P0H contains the sets t2u ˆ t2u ˆ t2u and t2u ˆt2u ˆ t1, 3, . . . , du. Merge these two sets to create a new partition which now
has 7 elements instead of the 8 in P0H . Following the argument in the display
after (11), we have conditional independence given t2u ˆ t2u ˆ I3. Since this is
the only set in the new partition that is not in P0H , the new partition satisfies
(10). Therefore, we see that it is possible to merge certain sets in P0H to create
a coarser partition that continues to satisfy (10). More specifically, we merge
those sets which have p|V | ´ 1q coordinate projections that are singleton sets;
see the Appendix for the proof in the general setting.
Example 3.4 is a simple yet non-trivial example of the general principles
underlying Theorem 3.2. We provide another example with greater degree of
complexity in the supplemental document.
The expansions in Theorems 3.1 and 3.2 consist of nearly sparse tensors, a
somewhat surprising result. The latent variable z in Theorem 3.2 is defined by
events of the form tiju and Hcj . Conditioning on events of the form tiju results
in the jth arm of the corresponding term of the PARAFAC expansion consisting
of a single 1 in the ij entry and zeros elsewhere. As a result, when the true tensor
is sparse, the PARAFAC expansions implicit in Theorems 3.1 and 3.2 consist
of many nearly sparse terms and a few nearly dense terms that arise from the
events Hcj . This means that sparsity in the log-linear parametrization implies
both reduced PARAFAC rank and sparsity in the tensor arms, an observation
that we develop further in section 5.
4. Additional rank results and corollaries
We now provide a number of corollaries to Theorem 3.1 that provide insight
into cases where a relatively low PARAFAC rank can be expected. These re-
sults make some additional assumptions about the support of the log linear
model. As a basis for comparison across the different cases, we will consider a
sequence of “true” models given by their parameter vectors θn and correspond-
ing probability tensors pin, where either dn Ñ8, pn Ñ8, or both, representing
cases of increasing dimension of pi, and determine what these settings imply
about the growth of the PARAFAC rank when the number of nonzero param-
eters in the log-linear model grows at a logarithmic rate in p or d. This is a
common paradigm in high-dimensional asymptotics (see e.g. [35]) and provides
a rough indication of the extent of dimension reduction that is achievable with
PARAFAC decompositions in different cases.
4.1. Corollaries of PARAFAC rank results
Corollary 4.1 shows that when the maximum number of interacting levels of all
variables is small relative to d the rank will be substantially reduced.
Corollary 4.1. If | Cpjqθ |ă m´ 1 for all j, rnk`P ppiq ă mp´1.
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Proof. This follows immediately from Theorem 3.1 by noting that the condition
| Cpjqθ |ă m´ 1 implies that | Bσpjq |ă m´ 1 for every permutation σ and every
j.
In the case where m ! d, the condition in corollary 4.1 reduces the PARAFAC
rank by a factor of pd{mqp´1. In the setting where dn Ñ 8, with mn — log dn,
we have rnk`P ppinq — logpdnqp, and thus this condition would give asymptotically
low-rank expansions when dn Ñ8 with pn fixed. However, the PARAFAC rank
still grows exponentially in pn, so this assumption is unhelpful in controlling the
growth of the PARAFAC rank when pn Ñ 8. By Theorem 3.2, the exact rank
will also grow exponentially at the rate pn´1, so in general the order of growth
in pn of the exact PARAFAC rank is the same as that given by corollary 4.1,
which relies on Theorem 3.1.
If we also assume that certain types of conditional independence exist, useful
bounds on the rate of growth in the PARAFAC rank in both d and p can be
obtained. Corollary 4.2 gives one such result.
Corollary 4.2. Suppose that the conditions in corollary 4.1 hold and for J Ă V ,
set ypJq “ tyj : j P Ju. Then if ypJcq are independent given the variables ypJq,
rnk`P ppiq ď m|J|.
The simplest such case is represented graphically by example 1 in figure 1:
a single star-graph, where y7 is the hub variable. More generally, the setting in
corollary 4.2 has a graphical representation where all edges involve at least one
of the variables in J . The PARAFAC rank then grows exponentially in |J |, not
p. If we take dn Ñ 8 and pn Ñ 8 with mn — logpdnq and |Jn| — logppnq, we
obtain rnk`P ppinq — logpdnqlog pn , so the growth in the rank slows to exponential
in log pn.
Similar bounds can be obtained when marginal independence exists, which
is represented graphically in Example 2 in figure 1 and formalized in corollary
4.3.
Corollary 4.3. Suppose the conditions of corollary 4.1 hold, and suppose J Ă V
with j P Jc ñ yj K yr´js, and |J | ă p. Then rnk`P ppiq ď mp|J|q.
Thus, under marginal independence, the PARAFAC rank will depend only on
the number of variables that are not marginally independent; the same result
that we obtained in corollary 4.2 with conditional independence replaced by
marginal independence. It follows we can also achieve the logpdnqlog pn growth
in the PARAFAC rank with the same assumptions on the growth of mn and
|Jn|. We now show that a slight variation on the PARAFAC decomposition can
eliminate the exponential factor of logppnq in cases where there are multiple
marginally independent cliques with no separators.
4.2. Independent PARAFACs
We first define a modified PARAFAC model. Divide y1, . . . , yp into k groups,
and let sj indicate the group membership of variable j. For each s P t1, . . . , ku
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define a PARAFAC expansion for the marginal probability tensor corresponding
to pis “ Prptyj : sj “ suq, as
pipsq “
msÿ
h“1
νsh
â
j:sj“s
λ
pjq
h .
We define the joint distribution of y1, . . . , yp as
pic1,...,cp “
kź
s“1
ź
j:sj“s
pipsqcj .
This model can be described succinctly as k independent PARAFACs. This is a
generalization of the sparse PARAFAC (sp-PARAFAC) model of [42] to the case
of more than two groups. This model is ideally suited to the case of a graphical
structure with k cliques and no separators, and gives much stronger control over
parameter growth when the truth has such a structure, as shown in Theorem
4.4
Theorem 4.4. Consider a sequence of hierarchical log-linear models for binary
data defined by parameters θn, where pn Ñ 8. Let Fn be the collection of all
cliques in the graphical representation of the model, and suppose | Fn |— kn.
Then if
Ž
FPFn | F |— log2ppnq and F X F˚ “ H for all F, F˚ P Fn with F ‰
F˚, the tensor pin can be expressed asymptotically by kn independent tensors
pi
p1q
n , . . . , pi
pknq
n with
řkn
s“1 rnk
`
P ppipsqn q — knpn.
An important conclusion is that in cases where the dependence has a par-
ticular structure, grouping variables and performing independent PARAFAC
decompositions for each of the marginal probability tensors corresponding to
the groups can reduce the effective number of parameters drastically and elimi-
nate exponential scaling in pn altogether. The approach outlined above is limited
to cases in which the graph has no separators – i.e. the cliques are marginally
independent. However, additional flexibility could be gained by introducing an-
other set of parameters to control dependence between the groups, an approach
that we ultimately propose through the collapsed Tucker model.
4.3. Collapsed Tucker Models
The results in section 3.1 and Theorem 4.4 indicate that in many cases, grouping
variables can substantially reduce the parameter complexity of tensor decom-
positions when the truth is a sparse log-linear model. In this section we propose
a novel tensor factorization model that, like the independent PARAFACs dis-
cussed in section 3, groups variables, but is more flexible. A corollary to Theorem
3.2 provides additional context and motivation for the proposed method.
Corollary 4.5. If pi is a probability tensor corresponding to a sparse log-linear
model then
rnk`T ppiq ď
ľ
HPH
ł
jPV
p|Hj | ` 1q,
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Ex. 5: simulation example
Fig 1. Example graphs
where H is the collection defined in the statement of Theorem 3.2.
The Tucker and PARAFAC decompositions represent two ends of the spec-
trum of tensor decomposition, with the PARAFAC having the simplest possible
core but a rank that scales exponentially in p (see Theorem 3.2), whereas the
Tucker has a mp core but a rank that, by Corollary 4.5, does not depend on
p at all. One can conceptualize tensor decompositions that are intermediate in
core complexity and rank scaling, which would correspond to more than one but
fewer than p latent variables. With this motivation, we propose a class of tensor
factorizations that bridge the PARAFAC and Tucker approaches. Specifically,
we let
pic1...cp “
mÿ
h1“1
. . .
mÿ
hk“1
φh1...hk
pź
j“1
λ
pjq
h˚j cj
, (18)
where hj˚ “ hsj with sj P t1, . . . , ku for j “ 1, . . . , p and k ! p when p is
moderate to large. The sj ’s are group indices for tyj : j P V u, with sj “ ρ
denoting that yj is allocated to group ρ. For a particular configuration of the
sj ’s, yr1:ps are assigned to k groups, and sj “ sj1 indicates that yj and yj1
belong to the same group. We refer to (18) as a collapsed Tucker (c-Tucker)
factorization.
Letting zi “ pzi1, . . . , zikqT denote a vector of group indices, the c-Tucker
model in (18) has a hierarchical representation where given zi, yr1:ps are con-
ditionally independent with prpyij “ cj | zi, sjq “ λpjqzisj cj . If k “ 1, we obtain
the PARAFAC model (4) and for k “ p we have the Tucker factorization model
in (7). When 1 ă k ! p, the core tensor φ in the c-Tucker has much smaller
dimension relative to the Tucker core.
The c-Tucker model with m “ 1 represents the joint distribution of the
variables as k independent rank one PARAFAC expansions. For m ą 1, the
model is a mixture of mk many m-term PARAFAC expansions. For any value
of k, we define the c-Tucker rank of a tensor pip0q as the minimal value of m such
that there exists an exact m-term c-Tucker representation of pip0q. We denote the
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nonnegative c-Tucker rank of a tensor M where the number of variable classes
is k as rnk`cT pM,kq. For any 1 ă k ă p, the nonnegative tensor ranks of a tensor
M obey the ordering rnk`P pMq ě rnk`cT pM,kq ě rnk`T pMq.
Theorem 4.4 shows that under certain circumstances, the c-Tucker rank can
be dramatically less than the PARAFAC rank. When the data are binary and the
graph consists of k independent cliques, we can represent the joint distribution
as k independent PARAFAC expansions each with rank at most 2|th:sj“hu|´1.
Since the c-Tucker model is a mixture of mk independent rank-m PARAFAC
expansions, the c-Tucker rank in this case is bounded above by 2|th:sj“hu|´1.
The c-Tucker model is considerably more flexible than an independent PARAFAC
model. In contrast to independent PARAFACs, interactions between variables in
different groups exist in the c-Tucker model whenever m ą 1. The PARAFAC
expansions conditional on the groups parametrize within-group interactions,
whereas the core parametrizes between-group interactions. Therefore the c-
Tucker model can substitute a lower-rank core and larger groups for a higher-
rank core and smaller groups. When the groups form cliques, the PARAFAC
rank for each group will grow exponentially in group size. Thus in the case
where there are few groups, the parameter complexity of a c-Tucker model will
be dominated by the PARAFAC rank of the groups, whereas as the number of
groups increases with constant p, the core dominates the parameter complexity.
If variable groups are inferred, the tradeoff between a more Tucker-like and more
PARAFAC-like model is automatic.
5. Estimation and applications for c-Tucker models
We present an algorithm for inference and computation for c-Tucker models
in the Bayesian paradigm, and provide guidance on prior choice. The model is
illustrated in simulation studies and an application to the functional disability
data from the national long term care survey (NLTCS).
5.1. Bayesian inference for c-Tucker models
Bayesian inference for c-Tucker models requires that we specify priors on the
parameters of the core, arms, and the group memberships of the variables. We
choose conjugate Dirichlet priors on the arms λ
pjq
h˚j cj
. The selection of prior hy-
perparameters on the arms is discussed in section 5.2. To facilitate posterior
computation, it is natural to model the probability tensor φ via a non-negative
PARAFAC decomposition φh1...hk “
řr
l“1 ξl
śk
s“1 ψ
psq
lhs
, where ξ “ tξlu is a vec-
tor of probabilities and ψ
psq
l “ tψpsqlh u are probability vectors of dimension m for
s “ t1, . . . , ku. We specify truncated Dirichlet process priors [26] on the latent
class probabilities Prpzis “ hq and fix the maximum number of latent classes
such that one or more of the classes will be nearly unoccupied. A similar ap-
proach is used for the arms tζpsqh u in the PARAFAC expansion of the core. We
choose a Dirichletp1{k, . . . , 1{kq prior on variable group probabilities.
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Our Bayes c-Tucker model can be expressed in hierarchical form as
yij | zi1, . . . , zik,λpjq „ Multinomialpt1, . . . , dju, λpjqzihsj 1, . . . , λ
pjq
zihsj
dj
q,
λ
pjq
h „ Diripah1, . . . , ahdj q,
zis | wi,ψpsq „ Multinomialpt1, . . . ,mu, ψpsqwi1, . . . , ψpsqwimq
prpwi “ lq “ ν˚l
ź
tăl
p1´ νt˚ q, ν˚l „ betap1, βq
ψ
psq
lh “ ζpsqlh
ź
h1ăh
p1´ ζpsqlh1 q, ζpsqlh „ betap1, δsq
s1, . . . , sp „ Multinomialpt1, . . . , ku, ξ1, . . . , ξkq
ξ „ Dirichletp1{k, . . . , 1{kq. (19)
The joint likelihood of pyi, zi1, . . . , zik, wiq for i “ 1, . . . , n given the model
parameters pλ,ψp1q, . . . ,ψpkq, β, δ1, . . . , δkq is given by»– kź
s“1
nź
i“1
ź
j:sj“s
djź
cj“1
!
λpjqziscj
)1pyij“cjqfiflˆ
«
kź
s“1
nź
i“1
mź
h“1
!
ψ
p1q
wih
)1pzis“hqffˆ « nź
i“1
kź
l“1
ν
1pwi“lq
l
ff
. (20)
Bayesian computation for this model can be performed using a straightforward
Gibbs sampler. The full conditionals and details of the computation are given
in appendix A.5.
5.2. Choices of priors on arms
Theorems 3.1 and 3.2 establish that PARAFAC expansions of sparse log-linear
models themselves consist of sparse terms. This suggests that the choice of
Dirichletp1, . . . , 1q priors on the arms in a Bayes PARAFAC model, as in [14],
may not concentrate efficiently around probability tensors corresponding to
sparse log-linear models. Because the c-Tucker is a mixture of PARAFACs, it is
likely that the same principle operates in the c-Tucker expansion. Therefore we
consider alternative priors on the tensor arms. Deriving explicit distributions
transforming between the tensor and log-linear parameterizations is analyti-
cally intractable, so we conduct simulations to study the induced prior on the
log-linear parameters for different choices of priors on tensor arms.
The top panel of Figure 2 shows the prior induced on main effects, 2-way
interactions, and 3-way interactions with a Dirichletp1, . . . , 1q prior on the arms,
with p “ 3, d “ 20, and where the number of components is five (m “ 5). These
histograms show the value of a single main effect, two-way interaction, and
three-way interaction from 10,000 Monte Carlo samples. To place substantial
prior probability on (approximately) sparse log-linear models, the induced prior
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on the interaction terms should be sharply peaked at zero with heavy tails. To
empirically illustrate the benefit of nearly sparse arms in inducing such priors
on log-linear model parameters, we sampled from a PARAFAC model in which
the value of ah in the Dirichletpah, . . . , ahq prior on the tensor arms is decreasing
in the component index h. Choosing ah “ 1 for h “ 1, ah “ 1{d for h “ 2, 3,
and ah “ 1{d2 for h “ 4, 5, we obtain the results in the second row of Figure 2.
Fig 2. Histograms of one main effect, one two-way interaction, and one three-way interaction
for two priors on tensor arms in a Bayes PARAFAC model. In each row, the left panel shows
the main effect, the center panel shows the two-way interaction, and the right panel shows
the three-way interaction. The top row shows histograms for ah “ 1 for all h, the second row
shows histograms for ah decreasing with h. All histograms are based on 10,000 Monte Carlo
draws.
Figure 3 shows histograms of the L1 norm of all of the main effects and
interaction terms for the same choices of priors on the tensor arms. While the
prior that sets ah “ 1 for all h induces a prior on the L1 norm for interaction
terms of both orders that has all of its mass bounded away from zero, the prior
with ah decreasing in h has a mode near zero in the L1 norm of the two-way
interactions. For three-way interactions, the mass is shifted toward zero for the
prior with decreasing ah. This confirms that the effect of concentrating the
prior around nearly sparse terms in the PARAFAC is empirically significant in
inducing shrinkage toward sparse log-linear models. We adopt similar Dirichlet
priors with decreasing concentration parameters for the arms in the c-Tucker
model.
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Fig 3. Histograms of L1 norm of main effects, two-way interactions, and three-way interac-
tions for two priors on tensor arms in a Bayes PARAFAC model. In each row, the left panel
shows the main effects, the center panel shows the two-way interactions, and the right panel
shows the three-way interactions. The top row shows histograms for ah “ 1 for all h, the
second row shows histograms for ah decreasing with h. All histograms are based on 10,000
Monte Carlo draws.
5.3. Simulation studies and application
Two simulations were conducted to illustrate the performance of the c-Tucker
model. In both cases, all yj are binary. Posterior computation was performed
using the MCMC algorithm described in appendix A.5. A burn-in of 10,000
iterations was performed, after which the MCMC was run for an additional
15,000 iterations, with samples gathered every tenth iteration.
In the first case, n “ 1000 observations were simulated from the graphical
model in example 3 of Figure 1. The graph determines Sθ, the elements of
which are sampled iid Np0, 9q, and θH is calculated so that pip0q is a probability
tensor. In this example p “ 7, d “ 2 and the contingency table has 128 cells.
The groups are specified a priori as sj “ 1 for j ď 4 and sj “ 2 for j ą 5.
The posterior probability Prprnk`P pφq ą 1q ă 0.001, and thus the posterior
correctly recovers the independence of the two cliques. Figure 4 shows a boxplot
of posterior samples of θE1 for all E
1 with |E1| “ 2. These posterior samples are
obtained by solving for the log-linear model parameters given posterior samples
of pi. The posterior concentrates around the true parameter values, but shrinks
them somewhat toward zero, as expected. The two-way interactions that are
truly zero have very narrow credible intervals centered at zero.
In the second simulation example, we simulate n “ 2000 observations from
the graphical model in example 5 of Figure 1, where again the graph determines
the support and nonzero elements of θ are sampled iid Np0, 3q. In this example
p “ 8 and pip0q has 256 cells, so the sample size relative to the parameter com-
plexity is the same as in the first simulation. We learn the group identities of the
variables with k “ 3. Table 1 shows ten groupings with the highest posterior
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Fig 4. Posterior samples and true parameter values for simulation of data with dependence
structure given in the graph in example 3 of Figure 1. The overlaid circles show the true
parameter values, the dark horizontal lines the median, and the length of the whiskers shows
a 95 percent posterior credible interval for each parameter.
probabilities and their corresponding posterior weights. The posterior proba-
bility that exactly two of the groups are occupied is 0.89. Notably, the groups
do not in general correspond to cliques. Since the c-Tucker model parametrizes
interactions between groups via the core and interactions within groups with
PARAFAC expansions, one would not necessarily expect the variable groups to
corresponding to cliques except when the cliques are marginally independent.
Shown in table 2 are the posterior means of pairwise Crame´r’s V for y1, . . . , y8,
with the true values displayed for comparison. The posterior means are very
similar to the true values. Figure 6 shows boxplots of posterior samples for the
interaction terms in this simulation study. Also shown are the true parame-
ter values (black circles) and parameter estimates obtained using lasso (blue
circles). The lasso penalty was selected using 10-fold cross-validation and esti-
mated using the glmnet package for R [17], with the main effects set to have
no penalty. The 95 percent posterior credible intervals for the c-Tucker model
have 96.5 percent coverage, and the c-Tucker model is at least as successful as
lasso at recovering the true parameter values. The intervals are in some cases
quite broad. We attribute this largely to the fact that the c-Tucker model, unlike
commonly employed priors on log-linear models, does not restrict the induced
log-linear model to be graphical, hierarchical, or even weakly hierarchical. It is
undoubtedly the case that in many instances there exist values of θ that do not
satisfy weak hierarchicality, yet for which pipθq « pip0q, leading to very similar
likelihood values. Therefore, the induced posterior for θ in the c-Tucker model
is likely a mixture of numerous weakly hierarchical and non-weakly hierarchi-
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cal log-linear models, leading to the relatively broad credible intervals that we
observe.
group 1 group 2 group 3 post. prob.
H t2, 4, 6, 7, 8u t1, 3, 5u 0.200
H t2, 4, 6, 7u t1, 3, 5, 8u 0.140
H t2, 4, 5, 6, 7, 8u t1, 3u 0.112
H t2, 4, 5, 6, 7u t1, 3, 8u 0.085
H t2, 4, 7, 8u t1, 3, 5, 6u 0.067
H t2, 4, 7u t1, 3, 5, 6, 8u 0.063
H t2, 4, 5, 7, 8u t1, 3, 6u 0.038
H t2, 4, 5, 7u t1, 3, 6, 8u 0.038
H t2, 4, 6u t1, 3, 5, 7, 8u 0.037
H t2, 4, 6, 8u t1, 3, 5, 7u 0.029
Table 1
Table of variable groupings with ten highest posterior probabilities for simulation example
with dependence structure given in example 5 of Figure 1.
y1 y2 y3 y4 y5 y6 y7 y8
y1 0.00 0.44 0.36 0.30 0.00 0.01 0.00 0.00
y2 0.41 0.00 0.78 0.53 0.00 0.01 0.00 0.00
y3 0.40 0.80 0.00 0.67 0.00 0.02 0.00 0.00
y4 0.28 0.53 0.64 0.00 0.00 0.02 0.00 0.00
y5 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.03
y6 0.01 0.02 0.02 0.02 0.00 0.00 0.09 0.02
y7 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.17
y8 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.00
Table 2
True pairwise Crame´r’s V (above the main diagonal) and posterior mean pairwise Crame´r’s
V (below the main diagonal) in simulation example for graphical model in example 5 of
figure 1.
We apply the model to analysis of functional disability data from the national
long term care survey (NLTCS). The data take the form of a 216 contingency
table, and are extensively described in [11]. We performed posterior computa-
tion using the MCMC algorithm described in appendix A.5. After a burn-in
period of 10,000 iterations, we collected samples every tenth iteration for 15,000
additional iterations. Table 3 shows the posterior means of pairwise Crame´r’s V
and PrpH1,ρ|yq, where H1,ρ “ 1pρ ą 0.1q and ρ is the pairwise Crame´r’s V. For
comparison, we reproduce the same results based on posterior samples for the
copula Gaussian graphical model from [11] in Table 4. Our results demonstrate
close agreement with [11].
6. Conclusion
The relationship between the sparsity of a log-linear model and the rank of
the associated probability tensor derived here is broadly applicable beyond the
scope of this paper. There are few results on the rank of tensors of general di-
mensions and thus the proof techniques employed here may be of independent
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interest. In addition, there is clear need for additional work on prior choice in
Bayesian latent structure models. The theoretical results obtained here provide
a basis for high-dimensional asymptotic studies of latent structure models with
sparse log-linear models as a truth class, and are also relevant for the devel-
opment of optimization-based penalized likelihood approaches for inference in
latent structure models. Moreover, there is a substantial computational burden
in transforming between the two parametrizations unless the sparsity pattern
in the log-linear model parameters can be determined directly from the tensor
expansion. Further development of the relationship between sparsity and tensor
rank could alleviate this important computational hurdle.
Appendix A: Proofs and auxiliary results
A.1. Auxiliary results
We state and prove lemma A.1 which is used to prove Theorem 3.1.
Lemma A.1. Let pi and ψ be two non-negative dp tensors. Then, rnk`P ppi˝ψq ď
rnk`P ppiqrnk`P pψq, where ˝ denotes a Hadamard product, and rnk`P ppi ` ψq ď
rnk`P ppiq ` rnk`P pψq.
Proof. Let rnk`P ppiq “ m, rnk`P pψq “ k and φ “ pi ˝ψ. For 1 ď j ď p, there exist
non-negative vectors λ
pjq
h P Rd`, h “ 1, . . . ,m and ζpjql P Rd`, l “ 1, . . . , k, such
that pi “ řmh“1 λp1qh b . . .b λppqh and ψ “ řkl“1 ζp1qh b . . .b ζppqh . Then, it is easy
to see that
φ “
mÿ
h“1
kÿ
l“1
γ
p1q
hl b . . .b γppqhl ,
where γ
pjq
hl “ λpjqh ˝ ζpjql for 1 ď j ď p. Clearly, for any j, γpjqhl P Rd` for h “
1, . . . ,m; l “ 1, . . . , k. Thus, rnk`P pφq ď mk.
In particular, if rnk`P pψq “ 1, we have rnk`P pφq ď m. This bound cannot be
globally improved, or in other words, the upper bound can be achieved. Take
for example, ψ “ ζp1q b . . .b ζppq, with ζpjq “ p1, . . . , 1qT for all j.
Finally, we note that if
pi “
m1ÿ
h“1
pâ
j“1
λ˜
pjq
h and ψ “
m2ÿ
h“1
pâ
j“1
ζ˜
pjq
h
then
pi ` ψ “
m1ÿ
h“1
pâ
j“1
λ˜
pjq
h `
m2ÿ
h“1
pâ
j“1
ζ˜
pjq
h
so rnk`P ppi ` ψq “ m1 `m2 “ rnk`P ppiq ` rnk`P pψq.
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Proof of Theorem 3.1
Without loss of generality, we assume σ is the identity permutation and drop
the corresponding subscripts. Let Pp1q be the partition of I1 consisting of the
singleton sets tcu for c P Dp1q and the set pDp1qqc. Weak hierachicality ensures
that y11py1PAq K y2:p for any A P Pp1q, where y2:p “ y2, . . . , yp. Using the fact
that for any two random variables Z1, Z2 and any measurable set A, Z11pZ1PAq K
K Z2 ô Z1 K Z2 | A, we have y1 K y2:p | A for any A P Pp1q. Enumerating the
sets in Pp1q as A1, . . . , Am1 , with m1 “ |Pp1q| “ |Dp1q| ` 1, we can write pi as
pic1...cp “
m1ÿ
h“1
νhλhc1ψhc2...cp , (21)
where for each 1 ď h ď m1, νh “ PrpAhq, λh P ∆pd´1q with λhc “ Prpy1 “ c |
Ahq and ψh is a dp´1 non-negative tensor representing the joint probability of
y2:p | Ah, i.e.,
ψhc2...cp “ Prpy2 “ c2, . . . , yp “ cp | Ahq.
Define dp tensors tpip1qh u and tpip2qh u by
pi
p1q
h “ λh b 1 . . .b 1
ppip2qh qc1...cp “ νhψhc2...cp .
The expansion of pi in (21) can now be written in tensor notation as pi “řm1
h“1 pi
p1q
h ˝pip2qh . Clearly rnk`P ppip1qh q “ 1 and it is easily verified that rnk`P ppip2qh q ď
rnk`P pψhq for all h. Therefore, using Lemma A.1 we have that rnk`P ppiq ď m1r,
where r “ rnk`P pψhq.
Recursively applying this process for the variables y2, . . . , yp, we can show
that r ďśpj“2mj “śpj“2p|Dpjq| ` 1q, so that
rnk`P ppiq ď
pź
j“1
t|Dpjq| ` 1u.
For any permutation σ, we can obtain a result as in the above display by scan-
ning through the variables in the sequence σp1q, . . . , σppq. Taking the minimum
over all permutations σ, we obtain the desired result.
Proof of (12) in Theorem 3.2
Fix H PH . Let H¯j “ IjzHj and let PH,j denote the partition of Ij consisting
of the singleton sets tiju for ij P Hj and the set H¯j . Define a partition P0H of
IV as the cartesian product of the partitions PH,j as in (11). We show that for
any set A P P0H , (10) is satisfied, i.e.,
Prpy1 “ i1, . . . , yp “ ip | Aq “
pź
j“1
Prpyj “ ij | Aq, (22)
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for any i P IV . Based on the discussion in Section 3.1, the random variable
z “ z0H corresponding to the partition P0H defined via (9) will then satisfy (8),
implying
rnk`P ppiq ď |P0H | “
pź
j“1
|PH,j | “
pź
j“1
p|Hj | ` 1q.
We now proceed to establish (22). Fix A P P0H . By construction,
A “
ą
kPJ¯
tcku ˆ
ą
jPJ
H¯j (23)
for some J Ă V , J¯ “ V zJ and ck P Hk for all k P J¯ . Without loss of generality,
we assume J “ tq, . . . , pu for some integer q ě 1.
Let I˜V denote the subset of IV consisting of cells i such that ik “ ck for
all k P J¯ and ij P H¯j for all j P J . It is easy to see that for any i R I˜V , (22)
is satisfied trivially since both sides are reduced to zero or one simultaneously.
Hence, it suffices to show that (22) holds for any i P I˜V .
Fix i P I˜V . Let Ai denote the subset of IV corresponding to the eventtyj “ ij , j P V u in Y, so that
Ai “
ą
jPV
tiju, P rpAiq “ pii.
Clearly, Ai Ă A, which implies PrpAi | Aq “ pii{PrpAq. Further, Prpyk “ ik |
Aq “ 1 for any k P J¯ , since ik “ ck for k P J¯ . Therefore, (22) reduces to showing
pii
PrpAq “
ź
lPJ
Prpyl “ il | Aq. (24)
For E Ă V , we introduce the notation
H¯E “
ź
jPE
H¯j .
We shall use α to generically denote an element of H¯J , i.e., α is a |J |-vector
of indices with αj the entry in α corresponding to variable j P J . For l P J ,
J p´lq shall denote the set Jztlu. We use αplq to generically denote an element
of H¯Jp´lq , with α
plq
j the entry in α
plq corresponding to variable j P J p´lq.
Finally, for a partition of V into J1, J2, J3, denote
pi
pJ1,J2,J3q
fjgkhl
:“ Pr
„ą
jPJ1
tfju ˆ
ą
kPJ2
tgku ˆ
ą
lPJ3
thlu

. (25)
For any l P J ,
Prpyl “ il | Aq “
Pr
„Ś
kPJ¯tcku ˆ tilu ˆ
Ś
jPJp´lq H¯j

PrpAq
“ pii
PrpAq
ÿ
αplqPH¯
Jp´lq
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
. (26)
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In the above display, we adopt the notation in (25), with V partitioned into
pJ¯ , tlu, J p´lqq and
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
“ Pr
„ą
kPJ¯
tcku ˆ tilu ˆ
ą
jPJp´lq
tαplqj u

.
From (26), we have
ź
lPJ
Prpyl “ il | Aq “
„
pii
PrpAq
|J| ÿ
αpqqPH¯
Jp´qq
¨ ¨ ¨
ÿ
αppqPH¯
Jp´pq
ź
lPJ
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
.
Substituting this in (24), we have (24) is equivalent to showing
„
PrpAq
pii
|J|´1
“
ÿ
αpqqPH¯
Jp´qq
¨ ¨ ¨
ÿ
αppqPH¯
Jp´pq
ź
lPJ
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
. (27)
Recalling the set A from (23), we have
PrpAq
pii
“
ÿ
αPH¯J
pi
pJ¯,Jq
ckαj
pii
,
implying „
PrpAq
pii
|J|´1
“
ÿ
αqPH¯J
¨ ¨ ¨
ÿ
αp´1PH¯J
ź
lPJp´pq
pi
pJ¯,Jq
ckαlj
pii
, (28)
where αq, . . . ,αp´1 denote |J | ´ 1 independent copies of the running index α,
and αlj is the entry in αl corresponding to variable j.
It now amounts to show that the expressions in the right hand side of (27) and
(28) are the same. We first argue that both expressions contain the same number
of terms. To see this, let |H¯j | “ mj . The expression of Prpyl “ il | Aq in (26)
is a sum over
ś
j‰lmj terms, and so
ś
lPJ Prpyl “ il | Aq has
ś
lPJ
ś
j‰lmj “ś
lPJ m
p|J|´1q
l terms. Accordingly, the right hand side in (27) has
ś
lPJ m
p|J|´1q
l
many terms. On the other hand, PrpAq{pii is a sum over
ś
jPJ mj terms, and
hence tPrpAq{piiup|J|´1q in (28) also has
ś
jPJ m
p|J|´1q
j terms.
Therefore, it now amounts to show that each term inside the summation in
the right hand side of (27) has a one-to-one correspondence with a term in the
right hand side of (28). We establish this by showing
ź
lPJ
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
“
ź
lPJp´pq
pi
pJ¯,Jq
ckαlj
pii
, (29)
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when for each l, α
plq
j “ αlj for all j ‰ l. Introducing additional notation, let
E “ tE “ E1Ytju : E1 Ă J¯ , j P J2u, Ep´lq “ tE “ E1Ytju : E1 Ă J¯ , j P J p´lqu
and Eplq “ tE “ E1 Y tlu : E1 Ă J¯u. For any l, clearly E is a disjoint union of
Ep´lq and Eplq. Let iplq denote the cell such that iplqk “ ck for k P J¯ and iplqj “ αlj
for j P J .
First, consider the expression in the right hand side of (29). We have
pi
pJ¯,Jq
ckαlj
pii
“ exp
„ ÿ
EĂV
"
θEpiplqE q ´ θEpiEq
*
“ exp
„ ÿ
EĂE
"
θEpiplqE q ´ θEpiEq
*
“ exp
„ ÿ
EĂEp´lq
"
θEpiplqE q ´ θEpiEq
*
exp
„ ÿ
EĂEplq
"
θEpiplqE q ´ θEpiEq
*
(30)
The first equality in the above display simply follows from the expression of
the cell probabilities for log-linear models in (2). The second inequality is the
key one which uses (i) since i
plq
k “ ik “ ck for all k P J¯ , all interaction terms
corresponding to E Ă J¯ cancel out between the numerator and denominator;
and (ii) any E Ă V such that |E X J | ě 2, θEpiplqE q “ θEpiEq “ 0, given weak
hierarchically and the condition Cθ “ TCθ,H . To see this, suppose that there
exists E Ă V with |E X J | ě 2 such that θEpiEq ‰ 0 for some i P A. By weak
hierarchicality, there must be j, j˚ P J such that θtj,j˚upαj , αj˚q ‰ 0 for some
pαj , αj˚q P H¯jˆH¯j˚ . Then θtj,j˚upαj , αj˚q R TCθ,H , contradicting Cθ “ TCθ,H .
Using the same argument and additionally the fact that α
plq
j “ αlj for all
j ‰ l, we can simplify the expression in left hand side of (29) as
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
“ exp
„ ÿ
EĂEp´lq
"
θEpiplqE q ´ θEpiEq
*
. (31)
Therefore,
ź
lPJp´pq
pi
pJ¯,Jq
ckαlj
pii
“
ź
lPJp´pq
exp
„ ÿ
EĂEp´lq
"
θEpiplqE q ´ θEpiEq
* ź
lPJp´pq
exp
„ ÿ
EĂEplq
"
θEpiplqE q ´ θEpiEq
*
“
ź
lPJ
exp
„ ÿ
EĂEp´lq
"
θEpiplqE q ´ θEpiEq
*
“
ź
lPJ
pi
pJ¯,tlu,Jp´lqq
ckilα
plq
j
pii
,
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establishing (29). The second inequality in the above display usedź
lPJp´pq
exp
„ ÿ
EĂEplq
"
θEpiplqE q ´ θEpiEq
*
“ exp
„ ÿ
EĂEp´pq
"
θEpiplqE q ´ θEpiEq
*
,
since Ep´pq “ Ťl‰p Eplq is a disjoint union.
Proof of (13) in Theorem 3.2
The main idea in this part of the proof is that we can merge certain sets in P0H
to create a coarser partition without sacrificing the conditional independence.
For a set A “ŚjPV Aj in P0H and J Ă V , let ΠJpAq denote
ΠJpAq “
ź
jPJ
Aj .
With a slight abuse of notation, we shall use ΠlpAq to denote the lth coordinate
projection, i.e., ΠlpAq “ Al.
Fix l P V and let V p´lq “ V ztlu. In this proof, we shall use α to denote a
V p´lq-cell suppressing the dependence on l. Given α, let
PαH,l “
 
A P P0H : ΠV p´lqpAq “
ą
j‰l
tαju
(
. (32)
Let A denote the collection of all V p´lq-cells α such that PαH,l is non-empty. For
α P A, let
Bα “
ď
APPαH,l
A. (33)
Note that for any α P A, | PαH,l |“ |Hl|`1, since ΠlpAq ranges over the elements
of PH,l, i.e., tilu for il P Hl and H¯l. It is also evident that Bα “Śj‰ltαjuˆIl.
We now create a coarser partition PplqH out of P0H by replacing the collection
of sets PαH,l by the single set Bα for every α P A, so that
PH,l “
ď
αPA
„`P0HzPαH,l˘Y  Bα(. (34)
The main idea is that if p|V | ´ 1q coordinate projections ΠjpAq are singletons
tαju, we can simply set the lth coordinate projection of A to be Il and achieve
conditional independence (22). This follows immediately from the expression in
the display after (11). However, our construction of P0H clearly contains sets of
the form
Ś
j‰ltαjuˆtilu for il P Hl and
Ś
j‰ltαjuˆH¯l which are redundant. To
avoid this redundancy, we merge these sets in PαH,l to form Bα “
Ś
j‰ltαjuˆIl
for every α P A.
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It only remains to calculate the cardinality of PH,l now. As pointed out in
the previous paragraph, | PαH,l |“ |Hl| ` 1 for all α P A, and hence the net
reduction in the number of elements from P0H to PH,l is
P0H ´ PH,l “| A | | Hl | .
It thus remains to calculate |A|. We need to count the number of distinct α
such that (32) is satisfied. Recall that for any A P P0H and any j P V , ΠjpAq
ranges over the elements of the partition PH,j . The number of singleton sets in
PH,j is |Hj | as long as |Hj | ă pd´ 1q (the sets tiju for ij P Hj). However, when
|Hj | “ pd´ 1q, H¯j is also a singleton set and hence the number of singleton sets
in PH,j in that case becomes |Hj | ` 1. Therefore, we conclude,
A “
„ ź
j‰l:|Hj |“d´1
p| Hj | `1q
„ ź
j‰l:|Hj |ăd´1
| Hj |

.
The proof is completed by noting |A||Hl| “ śjPWlp|Hj | ` 1qśjPW¯l |Hj | and
taking minimum over l P V and H PH .
A.2. Proof of Theorem 4.4
The condition that
Ź
FPFn |F | — log2ppnq gives that for each clique F the
number of nonzero parameters corresponding to that clique grows linearly in
pn. This follows because there are at most 2
p0 parameters for any clique F0
with |F0| “ p0, so we may have up to 2rlog2ppnqs « pn parameters corresponding
to each clique. There are kn cliques, each of which corresponds to a marginal
probability tensor pi
plq
n with rnk
`
P ppiplqn q — Oppnq. So the joint distribution can be
represented by the Hadamard product of kn probability tensors pi
p1q
n , . . . , pi
pknq
n ,
with rnk`P ppiplqn q — pn for every l “ 1, . . . , kn. Thus,
řkn
s“1 rnk
`
P ppipsqn q — knpn.
Supplementary Material
A.3. Supplemental results
The following proposition shows that in the two-dimensional case, the non-
negative rank can be bounded by one plus the minimum number of rows and
columns that contain all of the cells that differ from a rank one nonnegative
matrix. Figure 5 shows several examples of the essential principle the proof,
which is constructive. Although in the case of probability tensors corresponding
to log-linear models, this result is a corollary of Theorem 3.2, the constructive
approach is very instructive and provided intuition for the general result.
Proposition A.1. Suppose M is a dˆ d nonnegative matrix. Let λp1q, λp2q be
nonnegative vectors and set M˜ “ λp1q b λp2q with
CM “ tpc1, c2q : Mc1c2 ´ M˜c1c2 ‰ 0u, Cp1qM “ tc1 : pc1, c2q P CMu
C
p2q
M “ tc2 : pc1, c2q P CMu,
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and H “ tH : TpCM ,Hq “ CMu. Define |H| “ |H1| ` |H2|. Then rnk`P pMq ď
1`ŹHPH |H|.
Proof. Let H “ pH1, H2q be any element of H . Set
λ
p1q
0c1
“ λp1q1pc1 R H1q, and
λ
p2q
0c2
“ λp2q1pc2 R H2q,
and put M p0q “ λp1q0 b λp2q0 . Then for 1 ď h ď| H1 | set
λ
p1q
hc1
“ 1pc1 “ H1hq, and
λ
p2q
hc2
“MH1hc2 ,
where H1h is the hth element of (any ordering of) H1. Then set M
p1q “ř|H1|
h“1 λ
p1q
h b λp2qh . Finally for 1 ď h ď |H2| set
λ
p1q
hc1
“Mc1H2h1pc1 R H1q and,
λ
p2q
hc2
“ 1pc2 “ H2hq,
and putM p2q “ ř|H1|h“1 λp1qh bλp2qh . ThenM p0q`M p1q`M p2q “M and thereforeM
has a 1` |H| “ 1`ŹH1PH p|H 1|q-term nonnegative PARAFAC expansion.
A.4. Supplemental examples
We provide a more complicated example of the principles underlying Theorem
3.2 that includes nonzero three-way interactions. Let p “ 5 with d arbitrary and
suppose Sθ is given by
θ
p12q
2c2
‰ 0 for c2 ě 2 θp23q2c3 ‰ 0 for c3 ě 2
θ
p34q
2c4
‰ 0 for c4 ě 2 θp45q2c5 ‰ 0 for c5 ě 2
θ
p15q
c12
‰ 0 for c1 ě 2 θp24q2c4 ‰ 0 for c4 ě 2
θ
p14q
2c4
‰ 0 for c4 ě 2 θp124q224 ‰ 0
θ
p25q
2c5
‰ 0 for c5 ě 2 θp15q2c5 ‰ 0 for c5 ě 2
θ
p125q
224 ‰ 0,
so there are two nonzero three-way interactions. As in example 3.4, Theorem
3.1 gives the trivial bound of d4 for all 5! “ 120 permutations. Letting H “
tt2u, t2u, t2u, t2u, t2uu P H , we know rnk`P ppiq ď 25 “ 32. Consider the event
A “ t2u ˆ t2u ˆ t2u ˆ H¯4 ˆ H¯5 P P0H and the cell i “ p2, 2, 2, 4, 4q. We show
that ((10)) holds with A and i, i.e. that
PrpA˚ | Aq “ Prpy1 “ 2 | AqPrpy2 “ 2 | AqPrpy3 “ 2 | AqPrpy4 “ 4 | AqPrpy5 “ 4 | Aq
“ 1ˆ 1ˆ 1ˆ Prpy4 “ 4 | AqPrpy5 “ 5 | Aq.
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Fig 5. examples
Following the proof of Theorem 3.2, this is equivalent to showing
PrpAq
pi22244
“
ÿ
c4‰2
ÿ
c5‰2
pi2224c5
pi22244
pi222c44
pi22244
.
Since
PrpAq
pi22244
“
ÿ
c4‰2
ÿ
c5‰2
pi222c4c5
pi22244
“
ÿ
c4‰2
ÿ
c5‰2
pi222c4c5
pi222c44
pi222c44
pi22244
,
we need to show that
pi222c4c5
pi222c44
“ pi2224c5
pi22244
.
All main effects and interactions that correspond to variables y1, . . . , y4 will be
eliminated in the ratios on both sides, so we focus only on those involving y5.
This gives us that the left side of the above display (assuming c5 ‰ 4) is
exppθp5qc5 ´ θp5q4 ` θp15q2c5 ´ θp15q24 ` θp25q2c5 ´ θp25q24 ´ θp125q224 q.
The right side differs only in the value of y4, but since there are no 4, 5 inter-
actions at these levels of the variables and the level of y4 is the same in the
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numerator and denominator on the right side, the right side has the same value
as the left side, despite the fact that there are nonzero three-way interactions.
Note that θ
p124q
224 cancelled on the right side and was either zero or cancelled on
the left side as well (the latter occuring when c4 “ 4).
We now utilize the same setup to demonstrate the key principle in the proof
of 14 in Theorem 3.2. This principle can be described succinctly as the failure
of conditional independence upon replacing sets in the partition A0H with their
union when these sets do not have in common at least p ´ 1 singleton events.
Let
Aγ “ tt2u, t2u, t2u, t‰ 2u, t‰ 2uu
Aβ “ tt2u, t2u, t2u, t2u, t‰ 2uu
A˚ “ tt2u, t2u, t2u, t4u, t4uu.
and note that Aγ and Aβ share 3 “ p´ 2 singleton events. Then
Aγ YAβ “ tt2u, t2u, t2u, I4, t‰ 2uu.
Now we want to show that
PrpA˚ | Aq ‰ PrpI4 | AqPrp‰ 2 | Aq.
This will be true iff
pi222c4c5
pi222c44
‰ pi2224c5
pi22244
for one or more values of c4 P A4, c5 P A5. Here, unlike our previous example
using this setup, c4 can take any value in I4, including the value 2. However,
θt4,5up2, c5q ‰ 0 for any c5 ě 2. So now on the LHS we get
exp
 
θt5upc5q ´ θt5up4q ` θt1,5up2, c5q ´ θt1,5up2, 4q ` θt2,5up2, c5q´
θt2,5up2, 4q ´ θt1,2,5up2, 2, 4q ` θt4,5up2, c5q ´ θt4,5up2, 4q
(
.
when c4 “ 2 and c5 ‰ 4. But on the RHS we still get
exp
 
θt5upc5q ´ θt5up4q ` θt1,5up2, c5q ´ θt1,5up2, 4q`
θt2,5up2, c5q ´ θt2,5up2, 4q ´ θt1,2,5up2, 2, 4q
(
always, so there are events contained in A where the equality fails, and therefore
conditional independence does not hold.
A.5. Posterior computation for c-Tucker models
The conditional posteriors for all the parameters can be derived in closed form
using standard algebra and the sampler cycles through the following steps,
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Step 1. For j : sj “ s and h “ 1, . . . ,m, update λpjqh from the following Dirichlet
full conditional posterior distribution,
pipλpjqh | ´q „ Diri
ˆ
aj1 `
ÿ
i:zis“h
1pyij “ 1q, . . . , ajdj `
ÿ
i:zis“h
1pyij “ djq
˙
.
Step 2. Sample the latent class indicators zis for s P t1, . . . , ku from the following
full conditional distribution,
prpzis “ hs | ´q9
ˆ ź
j:sj“s
λ
pjq
hsyij
˙
ψ
psq
wihs
, hs “ 1, . . . ,m.
Step 3. Sample wi from the following full-conditional distribution,
prpwi “ l | ´q9νl
kź
s“1
ψ
psq
lzis
, l “ 1, . . . , k.
Step 4. Sample ν˚l from the following full-conditional distribution,
pipν˚l | ´q „ betap1`ml, β `ml`q l “ 1, . . . , k,
where ml “ řni“1 1pwi “ lq and ml` “ řni“1 1pwi ą lq.
Step 5. To update φ
psq
lh for s P t1, . . . , ku define npsqlh “
ř
i:wi“l 1pzis “ hq and
n
psq
lh` “
ř
i:wi“l 1pzis ą hq. Then, the full conditional posterior of φpsqlh is
pipφpsqlh | ´q „ Beta
ˆ
1` npsqlh , δ1 ` npsqlh`
˙
.
Step 6. Assuming a gammapaβ , bβq prior for β, the full conditional posterior is
pipβ | ´q „ gamma
ˆ
aβ ` k, bβ ´
kÿ
l“1
logp1´ ν˚l q
˙
.
Step 7. Assuming a gammapapsqδ , bpsqδ q prior for δs for each s P t1, . . . , ku, the full
conditional posterior is
pipδ1 | ´q „ gamma
ˆ
a
psq
δ `mk, bpsqδ ´
kÿ
l“1
mÿ
h“1
logp1´ φpsqlh q
˙
.
Step 8. The groups sj are updated sequentially. Set Lijl “ Prpyj “ yij |sj “
lq “ λpjqzlyj , and Ljl “
ś
i Lijl. Then sample sj as
pipsj “ l | ´q “ ξlLjlřk
l“1 ξlLjl
.
Step 9. Let nl “ řj 1sj“l, and sample ξ from
ppξ | ´q „ Dirichletpn1 ` 1{k, . . . , nk ` 1{kq.
A.6. Supplemental figures for section 6
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ADL IADL
1 2 3 4 5 6 1 2 3 4 5 6 7 8 9 10
ADL
1 - 1.00 1.00 0.00 0.00 0.37 1.00 1.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00 1.00
2 0.21 - 1.00 0.00 0.00 1.00 1.00 1.00 1.00 0.00 0.99 0.99 1.00 0.01 1.00 1.00
3 0.26 0.25 - 1.00 0.00 1.00 1.00 1.00 1.00 0.00 0.25 0.17 1.00 0.00 0.68 1.00
4 0.06 0.09 0.12 - 1.00 1.00 1.00 1.00 1.00 1.00 0.05 1.00 0.06 1.00 0.99 0.00
5 0.03 0.06 0.05 0.20 - 1.00 0.99 0.99 0.97 1.00 0.98 1.00 0.36 1.00 1.00 0.00
6 0.10 0.14 0.18 0.38 0.21 - 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 0.00
IADL
1 0.20 0.27 0.25 0.16 0.11 0.27 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2 0.14 0.20 0.19 0.20 0.15 0.32 0.42 - 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00
3 0.18 0.24 0.20 0.13 0.11 0.22 0.48 0.37 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 0.04 0.08 0.08 0.19 0.19 0.25 0.14 0.21 0.12 - 0.04 1.00 0.00 1.00 0.99 0.00
5 0.08 0.14 0.10 0.09 0.13 0.14 0.20 0.17 0.22 0.09 - 1.00 1.00 1.00 1.00 0.99
6 0.07 0.12 0.10 0.13 0.18 0.19 0.19 0.21 0.19 0.15 0.22 - 1.00 1.00 1.00 1.00
7 0.15 0.22 0.15 0.09 0.10 0.15 0.30 0.22 0.32 0.09 0.31 0.21 - 1.00 1.00 1.00
8 0.05 0.09 0.07 0.13 0.37 0.17 0.16 0.18 0.18 0.14 0.26 0.25 0.21 - 1.00 0.99
9 0.09 0.14 0.10 0.11 0.19 0.16 0.22 0.21 0.24 0.11 0.30 0.24 0.31 0.41 - 1.00
10 0.17 0.19 0.15 0.06 0.05 0.09 0.22 0.15 0.24 0.05 0.21 0.13 0.33 0.12 0.21 -
Table 3
Estimated Crame´r’s V associations (elements under the main diagonal) and posterior probabilities PrpH1,ρ|yp1:nqq (elements above the main
diagonal) in the NLTCS data estimated using the c-Tucker model.
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4
ADL IADL
1 2 3 4 5 6 1 2 3 4 5 6 7 8 9 10
ADL
1 - 1.00 1.00 0.00 0.00 0.61 1.00 1.00 1.00 0.00 0.00 0.00 0.99 0.00 0.00 1.00
2 0.21 - 1.00 0.43 0.00 1.00 1.00 1.00 1.00 0.00 0.99 1.00 1.00 0.08 1.00 1.00
3 0.26 0.25 - 1.00 0.00 1.00 1.00 1.00 1.00 0.00 0.05 0.45 1.00 0.00 0.14 0.99
4 0.07 0.10 0.15 - 1.00 1.00 1.00 1.00 1.00 1.00 0.38 1.00 0.32 1.00 0.98 0.00
5 0.03 0.06 0.05 0.21 - 1.00 0.99 1.00 0.98 1.00 1.00 1.00 0.32 1.00 1.00 0.00
6 0.10 0.14 0.20 0.38 0.21 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.03
IADL
1 0.21 0.28 0.28 0.18 0.11 0.28 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2 0.14 0.19 0.19 0.21 0.16 0.34 0.43 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
3 0.16 0.22 0.18 0.13 0.11 0.22 0.48 0.40 - 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 0.04 0.08 0.08 0.19 0.18 0.25 0.15 0.23 0.13 - 0.33 1.00 0.13 1.00 1.00 0.00
5 0.06 0.12 0.09 0.10 0.14 0.14 0.18 0.17 0.19 0.10 - 1.00 1.00 1.00 1.00 1.00
6 0.06 0.12 0.10 0.14 0.19 0.20 0.19 0.21 0.18 0.17 0.27 - 1.00 1.00 1.00 1.00
7 0.13 0.21 0.14 0.10 0.10 0.14 0.27 0.21 0.28 0.09 0.30 0.23 - 1.00 1.00 1.00
8 0.05 0.09 0.07 0.14 0.39 0.19 0.16 0.19 0.17 0.15 0.26 0.26 0.20 - 1.00 0.95
9 0.07 0.13 0.09 0.11 0.20 0.16 0.20 0.21 0.23 0.12 0.31 0.25 0.30 0.42 - 1.00
10 0.14 0.16 0.13 0.06 0.05 0.09 0.20 0.13 0.20 0.05 0.19 0.12 0.32 0.11 0.20 -
Table 4
Estimated Crame´r’s V associations (elements under the main diagonal) and posterior probabilities PrpH1,ρ|yp1:nqq (elements above the main
diagonal) in the NLTCS data estimated using copula Gaussian graphical model in [11].
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Fig 6. Boxplots of posterior samples for interaction terms for simulation example where variable groups are learned. Black markers indicate the
true parameter values in the simulation, blue markers indicate lasso parameter estimates.
i
m
s
a
r
t
-
g
e
n
e
r
i
c
v
e
r
.
2
0
1
1
/
1
1
/
1
5
f
i
l
e
:
B
P
T
D
_
s
t
r
u
c
t
u
r
e
-
a
r
x
i
v
.
t
e
x
d
a
t
e
:
A
p
r
i
l
3
,
2
0
1
4
J.E. Johndrow et al./Tensor rank of log-linear models 36
Supplement A: Title of the Supplement A
(http://www.e-publications.org/ims/support/dowload/imsart-ims.zip). Dum es-
set rex in accubitu suo, nardus mea dedit odorem suavitatis. Quoniam confort-
avit seras portarum tuarum, benedixit filiis tuis in te. Qui posuit fines tuos
References
[1] Alan Agresti. Categorical data analysis, volume 359. John Wiley & Sons,
2002.
[2] Theodore W Anderson. On estimation of parameters in latent structure
analysis. Psychometrika, 19(1):1–10, 1954.
[3] Anirban Bhattacharya and David B Dunson. Simplex factor models for
multivariate unordered categorical data. Journal of the American Statistical
Association, 107(497):362–377, 2012.
[4] Yvonne M Bishop, Stephen E Fienberg, and Paul W Holland. Discrete
multivariate analysis: theory and practice. Springer, 2007.
[5] Joel E Cohen and Uriel G Rothblum. Nonnegative ranks, decompositions,
and factorizations of nonnegative matrices. Linear Algebra and its Appli-
cations, 190:149–168, 1993.
[6] John N Darroch, Steffen L Lauritzen, and TP Speed. Markov fields and log-
linear interaction models for contingency tables. The Annals of Statistics,
pages 522–539, 1980.
[7] A Philip Dawid and Steffen L Lauritzen. Hyper markov laws in the statis-
tical analysis of decomposable graphical models. The Annals of Statistics,
pages 1272–1317, 1993.
[8] Lieven De Lathauwer, Bart De Moor, and Joos Vandewalle. On the best
rank-1 and rank-(r 1, r 2,..., rn) approximation of higher-order tensors.
SIAM Journal on Matrix Analysis and Applications, 21(4):1324–1342, 2000.
[9] Lieven De Lathauwer, Bart De Moor, and Joos Vandewalle. A multilin-
ear singular value decomposition. SIAM journal on Matrix Analysis and
Applications, 21(4):1253–1278, 2000.
[10] Petros Dellaportas and Jonathan J Forster. Markov chain monte carlo
model determination for hierarchical and graphical log-linear models.
Biometrika, 86(3):615–633, 1999.
[11] Adrian Dobra and Alex Lenkoski. Copula gaussian graphical models and
their application to modeling functional disability data. The Annals of
Applied Statistics, 5(2A):969–993, 2011.
[12] Adrian Dobra and He´le´ne Massam. The mode oriented stochastic search
(moss) algorithm for log-linear models with conjugate priors. Statistical
Methodology, 7(3):240–253, 2010.
[13] Adrian Dobra, Chris Hans, Beatrix Jones, Joseph R Nevins, Guang Yao,
and Mike West. Sparse graphical models for exploring gene expression data.
Journal of Multivariate Analysis, 90(1):196–212, 2004.
[14] David B Dunson and Chuanhua Xing. Nonparametric bayes modeling of
multivariate categorical data. Journal of the American Statistical Associa-
tion, 104(487), 2009.
imsart-generic ver. 2011/11/15 file: BPTD_structure-arxiv.tex date: April 3, 2014
J.E. Johndrow et al./Tensor rank of log-linear models 37
[15] Stephen E Fienberg and Alessandro Rinaldo. Three centuries of categor-
ical data analysis: Log-linear models and maximum likelihood estimation.
Journal of Statistical Planning and Inference, 137(11):3430–3445, 2007.
[16] Stephen E Fienberg, Patricia Hersh, Alessandro Rinaldo, and Yi Zhou.
Maximum likelihood estimation in latent class models for contingency table
data. arXiv preprint arXiv:0709.3535, 2007.
[17] Jerome H. Friedman, Trevor Hastie, and Rob Tibshirani. Regulariza-
tion paths for generalized linear models via coordinate descent. Jour-
nal of Statistical Software, 33(1):1–22, 2 2010. ISSN 1548-7660. URL
http://www.jstatsoft.org/v33/i01.
[18] Luis David Garcia, Michael Stillman, and Bernd Sturmfels. Algebraic ge-
ometry of bayesian networks. Journal of Symbolic Computation, 39(3):
331–355, 2005.
[19] Dan Geiger, David Heckerman, Henry King, and Christopher Meek. Strati-
fied exponential families: graphical models and model selection. The Annals
of statistics, 29(2):505–529, 2001.
[20] WILFRED A Gibson. An extension of anderson’s solution for the latent
structure equations. Psychometrika, 20(1):69–73, 1955.
[21] Leo A Goodman. Exploratory latent structure analysis using both identi-
fiable and unidentifiable models. Biometrika, 61(2):215–231, 1974.
[22] David A Gregory and Norman J Pullman. Semiring rank: Boolean rank
and nonnegative rank factorizations. J. Combin. Inform. System Sci, 8(3):
223–233, 1983.
[23] Shelby J Haberman. Log-linear models for frequency tables derived by indi-
rect observation: Maximum likelihood equations. The Annals of Statistics,
pages 911–924, 1974.
[24] Richard A Harshman. Foundations of the parafac procedure: models and
conditions for an” explanatory” multimodal factor analysis. 1970.
[25] K Humphreys and DM Titterington. Variational approximations for cat-
egorical causal modeling with latent variables. Psychometrika, 68(3):391–
412, 2003.
[26] Hemant Ishwaran and Lancelot F James. Gibbs sampling methods for
stick-breaking priors. Journal of the American Statistical Association, 96
(453), 2001.
[27] Tamara G Kolda and Brett W Bader. Tensor decompositions and applica-
tions. SIAM review, 51(3):455–500, 2009.
[28] Tsuyoshi Kunihama and David B Dunson. Bayesian modeling of tem-
poral dependence in large sparse contingency tables. arXiv preprint
arXiv:1205.2816, 2012.
[29] Steffen L Lauritzen. Graphical models. Oxford University Press, 1996.
[30] Paul Felix Lazarsfeld and Neil W Henry. Latent structure analysis.
Houghton, Mifflin, 1968.
[31] Gerard Letac and Helene Massam. Bayes factors and the geometry of
discrete hierarchical loglinear models. The Annals of Statistics, 40(2):861–
890, 2012.
[32] Lek-Heng Lim and Pierre Comon. Nonnegative approximations of nonneg-
imsart-generic ver. 2011/11/15 file: BPTD_structure-arxiv.tex date: April 3, 2014
J.E. Johndrow et al./Tensor rank of log-linear models 38
ative tensors. Journal of Chemometrics, 23(7-8):432–441, 2009.
[33] Albert Madansky. Determinantal methods in latent class analysis. Psy-
chometrika, 25(2):183–198, 1960.
[34] He´le`ne Massam, Jinnan Liu, and Adrian Dobra. A conjugate prior for
discrete hierarchical log-linear models. The Annals of Statistics, 37(6A):
3431–3467, 2009.
[35] Yuval Nardi and Alessandro Rinaldo. The log-linear group-lasso estimator
and its asymptotic properties. Bernoulli, 18(3):945–974, 2012.
[36] Volker Roth and Bernd Fischer. The group-lasso for generalized linear
models: uniqueness of solutions and efficient algorithms. In Proceedings
of the 25th international conference on Machine learning, pages 848–855.
ACM, 2008.
[37] Dmitry Rusakov and Dan Geiger. Asymptotic model selection for naive
bayesian networks. In Proceedings of the Eighteenth conference on Uncer-
tainty in artificial intelligence, pages 438–455. Morgan Kaufmann Publish-
ers Inc., 2002.
[38] Raffaella Settimi and Jim Q Smith. On the geometry of bayesian graphical
models with hidden variables. In Proceedings of the Fourteenth Conference
on Uncertainty in Artificial Intelligence, pages 472–479. Morgan Kaufmann
Publishers Inc., 1998.
[39] Jim Q Smith and J Croft. Bayesian networks for discrete multivariate data:
an algebraic approach to inference. Journal of Multivariate Analysis, 84(2):
387–402, 2003.
[40] Samuel A Stouffer, Louis Guttman, Edward A Suchman, Paul F Lazarsfeld,
Shirley A Star, and John A Clausen. Measurement and prediction. 1950.
[41] Ledyard R Tucker. Some mathematical notes on three-mode factor analysis.
Psychometrika, 31(3):279–311, 1966.
[42] Jing Zhou, Anirban Bhattacharya, Amy Herring, and David Dun-
son. Bayesian factorizations of big sparse tensors. arXiv preprint
arXiv:1306.1598, 2013.
imsart-generic ver. 2011/11/15 file: BPTD_structure-arxiv.tex date: April 3, 2014
