Computer modeling of pest population dynamics has assumed an important role in many integrated pest management programs. This approach would perhaps see even wider application if the existing modeling expertise were either more readily available or less expensive. Expert systems is a recently emerging technology that promises to reduce the expense associated with human expertise for some restricted problem domains. In this report I discuss development of a computer program, motivated from expert systems approaches, that automatically assembles a model describing insect population phenology. The ultimate goal of this research is to provide a system that generates an independent model comprising a complete life system description. Therefore, the current system represents only a first step toward meeting this goal. The current system is further restricted to the relatively straightforward case of building a phenological model based on laboratory data. Nevertheless, the system results in significant time saving for problems in this restricted domain, and its performance is judged to compare favorably with that of a human modeler.
ApPLICATIONS OF computer modeling techniques have made important contributions to integrated pest management (IPM) research (for review articles see Ruesink [1976] and Getz & Gutierrez [1982] ). This approach would perhaps see even wider application if the expertise necessary for implementation were more readily available or less costly, or both. One recently emerging technology which attempts to alleviate these two problems associated with human expertise is expert systems technology. An expert system can be described as "a computer program that uses expert knowledge to attain a high level of performance in a narrow problem area .,. to address problem areas that require years of special training and education for humans to master" ). In other words, expert systems are computer programs that to some extent replace human experts. Expert systems have as their underlying principle the goal of making sophisticiated computer capabilities available without requiring the user to become a computer sophisticate (Klahr & Waterman 1986 ). The recent unrelenting increases in computing power, combined with new ideas in the design of computer languages and operating systems, have resulted in startling advances in the area of expert systems (Klahr & Waterman 1986 .
Expert systems technology has been applied in diverse areas such as medical diagnosis, litigation, and international relations (see for a comprehensive bibliography of expert systems). Only recently has this technology begun to be applied in agricultural and entomological sciences (Holt 1985 , Lemmon 1986 ). Stone et al. (1986) discuss potential applications of expert systems in entomological and IPM problems. However, they failed to mention the potential of this technology for the design of simulation models. Application of expert systems for design of complex physical systems has been highly successful (e.g., O'Connor [1984] ), and by analogy, design applications in ecological problems are a potentially fruitful avenue for research.
The ultimate goal of research described in this paper is the development of a computer program capable of building an insect population model from life history information. As a first step toward meeting this goal, a computer program was developed that is capable of building a simulation model of population phenology. To remain consistent with the previous objective, the generated model must also provide a framework for a more detailed simulation that includes demographic variables, and the flexibility for embedding the generated model within a more complete description of community dynamics.
The basis for many, if not most, insect pest models is population phenology. This is a result of both the central position of timing to the adaptation of cold-blooded organisms in seasonal habitats, and the importance of accurate timing in design of efficient control strategies. A large number of phenological models for IPM applications have been based on laboratory experiments in which developmental observations are made for a series of constant-temperature experiments. The current model development system is restricted to these types of data, which may consist of either median developmental times (rates) or a more detailed description of percentile emergence times (rates). A sim- ilar model could, at least in theory, be developed from field observations of emergence times and a concurrent temperature record. However, the latter problem is more difficult, and it seems only prudent first to demonstrate the efficacy of the system for generation of models based on the more straightforward, and interpretable, laboratory data.
In keeping with the long-term objective of this research, the acronym PMDS (Pest Model Design System) is used to reference this model development tool. PMDS is written in FORTRAN 77 and currently structured for execution on a VAX computer with the UNIX operating system. The model that it produces is an independent FORTRAN 77 program that simulates insect population phenology and includes the structure for simulating other demographic processes such as recruitment and mortality.
System Description
Overview of the Problem. A model description of insect phenology requires an adequate data base, the conceptual basis to interpret these data, and analytical tools necessary for implementation of the conceptual model. A diagrammatic representation of how these sources of knowledge fit together and interact is given in Fig. 1 . Note that linking some components of this diagram can be accomplished without necessarily including inference capabilities. For example, the system could fit specified curves to data and build a user-designated model. (A) A gellt'ralized insect developmental rate curve. Descriptive parameters for this curve are: Th' the base temperature bdow which development does not proceed; ,p,the maximum developmental rate; p, a measure of increasing rate with increasing temperatures; t!.T, the width of decline phase in developmental rate above optimum temperature; and Tm. the thermal maximum. (B) Annual curves for ambient air and 2.5-cm soil temperaturt's at the Central Plains Experiment Range, Nunn, Colo. Note discontinuous scales on the Y-axis.(C) The integral t>quatiollthat is responsible for synthesis of the rate-temperature and temperature-time curves.
Although this application does not include the inference function of an expert system, it could result in significant time saving for a modeler.
Canonical Form for the Developmental Rate
Curve. The basis for modeling insect phenology centers about the developmental rate curve, where devt'lopmental rate is defined as the inverse of the time required to complete an instal' or life stage. A generalized developmental rate curve as a function of temperature is shown in Fig. 2A . This figure represents the shape of the curve over the full range of physiologically viable temperatures, which may or may not be experienced in a particular microhabitat. This generic form is well documented (Logan , Wagner et a!. 1984a ) and generally accepted enough to be considered a canonical form. The five descriptive parameters listed on this figure are sufficient for the description of the canonical form of the curve. Because these parameters have descriptive interpretation, they are synonymous with the term "ecological parameters" used by Lamb et a1. (1984) . Expression of the rate curve shown in Fig. 2A is not necessarily unique; in fact, the Loganl and Logan2 functions will always result in the same score. In case of a tie score, priority order will default to the function with the fewest parameters.
Once an initial ranking has been obtained, potential functions are tested for data constraints on two criteria-the minimum number of data points for parameter estimation (i.e., at least two points are required to fit a straight line), and information of declining developmental rate due to high temperature stress (Table 2 ). Constraints are imposed on the intitial ranking, and functional forms with unsatisfied constraints are eliminated. This process results in a final ranking of candidate functions to be considered for parameter estimation.
Model representation of the canonical form is accomplished through estimating parameters for developmental rate models in priority order. Curve fitting is accomplished either through linearization of the function and linear least squares regression, or through nonlinear least squares procedures. The nonlinear least squares routine used is based on Powell's (1965) function-minimizing algorithm. Past experience has demonstrated good convergence properties with this method in a wide variety of applications. Parameter fitting procedures are further discussed in Appendix 1. Programs or procedures that perform various functions on command from an expert system are called demons (Coulson & Saunders 1987) . In PMDS, a demon for parameter estimation is invoked once a final ranking of functional forms has been achieved. On return to the calling program, two possible conditions exist-either the demon was successful in parameter estimation or it wasn't. This information, combined with the existing knowledge base, allows several potential actions. These actions (goals) are listed, along with inferlemperature is often reduced through an appropriate microhabitat filter, as represented by the accompanying soil temperature curve.
Integration, both figuratively and literally, is accomplished through application of the equation in Fig. 2C , where developmental rate (r) is a function of temperature (T) , which in turn is a function of time (t) . The equation in Fig. 2C can be interpreted in either individual or population terms. For the individual, a developmental index (D,) of unity indicates that the individual has completed the life stage. For the population, a similar situation indicates that the median point has been reached in the distribution of developmental times. This equation embodies several assumptions, the most obvious of which is that developmental rates adjust instantaneously to changes in temperature, a reasonable assumption given the typically smooth, gradual nature of field temperature curves. Another assumption is lack of synergism due to fluctuating versus constant temperatures. This second assumption is more tenuous (Gregg 1982) but has been found to be approximately true for many situations.
Rate Curve Representation.
Various representatioIls of the developmental rate curve of Fig. 2A have been used in the past. A representative progressioIl of such curves is shown in Fig. 3 . Each of these curves has been used successfully as the physiological basis for modeling insect phenology. The degree of success in previous applications has depended largely on the particular ecological setting.
Three sources of information are used by PMDS to select the exact functional representation from the potential functions listed in Fig. 3 . These sources, listed in priority order, are (1) objectives of the program user, (2) the best representation of the canonical form of the developmental rate function, and (3) data constraints imposed by the minimum degrees of freedom required for curve fitting. Various possible actions at decision junctures are determined both by the performance of the system prior to the juncture point, and the options remaining to the system beyond the juncture.
Ecological knowledge is entered into the system through dialogue with the user. For each life stage, the system prompts for an evaluation of the importance of the various ecological parameters listed on Fig. 2A . User response is a numerical evaluation ranging from 0 to 10. The magnitude of the response corresponds to the degree of importance of the ecological parameter to the particular life stage in question. A 0 response indicates the parameter is definitely not important for the ecological setting in question, a response of 5 indicates neutrality (the parameter mayor may not be important), and a response of 10 indicates the user believes the parameter to be of critical importance to the developmental process under consideration. For example, in temperate zones, the description of life stages that occur in early spring or winter would most likely not emphasize representation of high temperature phenomena. Conversely, those in middle 
where n is the number of observations, k is the number of parameters in the ith function, and R,2 is computed as for YI the jth observed median developmental rate and gl' is the jth predicted developmental rate from the ith function. Once conflicts have been resolved, PMDS provides the option of viewing a plot of all functions that were successfully fitted to data. Through this qualitative evaluation, the program user can choose ential pathways, in the dependency network of Fig.  4 . The decision process is more complex and requires more detailed knowledge for an unsuccessful fit than for a successful fit. This is a reflection of the fact that failure cannot result from a successful fit; however, an unsuccessful fit does not necessarily imply failure. Both past history and future options must also be considered.
The inference procedure shown in Fig. 4 has "conflict resolution" as one of its goals. This goal is reached when fitting of curves in priority order results in ambiguity that must be resolved by other means. Because of the preceding model selection process, conflict resolution is not the typical statistical question of determining if one arbitrary function is better than another at some prechosen probability. However, it also does not seem fair to directly compare alternative functions (e.g., through R2 values) when the degrees of freedom (i.e., the number of functional parameters) may be unequal. To resolve this dilemma, Kvalseth (1985) suggests application of an adjusted coefficient of determination in which either to accept the functional relationship selected by PMDS or to override the decision by choosing an alternative form. In any case, after successfully determining functions for each life stage in the model, PMDS prints summary tables of data, ecological knowledge represented, ranking of functional forms, and the final fit determined by PMDS (see Appendix II).
This procedure essentially guarantees that some functional form will be £it to data. Practically speaking, the worst-case scenario is a linear £it, which is in fact the basis of most phenological models in use today (i.e., degree-day models). The only way I foresee complete failure is if the data set consists of only one point, or if the slope is in the wrong direction (i.e., at low temperatures, developmental rate decreases with increasing temperature). In either of these cases, PMDS would advise the user to consult with a human IPM modeling expert.
Including Variation. To this point, the description of PMDS capabilities provides sufficient information for a purely deterministic model of insect phenology. The only way this description can be expanded to a population concept is to assume that simulation of the median individual captures the essence of population processes. This mayor may not be the case, depending on the intended objectives of a specific model. Many important population processes, such as natural selection, include variation as an essential component. One approach to modeling variation that has been widely applied is that of Monte Carlo simulation. Monte Carlo approaches generate variation through multiple computer runs, each with new parameter values that are drawn from an appropriate sampling distribution. Limitations to Monte Carlo techniques include the cost of multiple computer runs, difficulty in estimating appropriate distribution functions for parameters, and the inability to capture some forms of variation (O'Neill 1979 ). An alternative to the Monte Carlo approach is one in which variation is explicitly included at a phenomenologicallevel. In this approach, all variants about the median are simulated simultaneously. Such models are not truly stochastic, in that identical model prediction will always result from a given set of initial conditions, and they differ from typical deterministic models in that prediction includes more than that for the median individual. The term "distribution model" has been used to differentiate this approach from both stochastic and purely deterministic models (Logan & Amman 1986) . If data are sufficient, PMDS proceeds to build a distribution model; if not, a purely deterministic model will be assembled. Because the detail of develop- Sharpe et al. (1977) (further described in Wagner et al. [1984bJ) . The basic assumption of this technique is that the distribution of normalized developmental times (or rates) for the various fixed temperature experiments are approximately coincident. Therefore, when normalized, the various curves assume the same shape, and one cumulative probability distribution can be used to describe the aggregated data. This curve can be used subsequently to model developmental times under continuously varying temperatures. Other distribution approaches do not require the same-shape assumption (e.g., Regniere [1984] ); however, these alternative approaches require more computer memory. In my opinion, there is currently insufficient evidence to warrant the additional computational overhead of relaxing the same-shape assumption.
The minimum data base required for including variation is the program user's best guess of the time required for the fastest and the slowest developing individuals to complete the life stage at any constant temperature. In this case, PMDS assumes that the distribution of developmental rates is approximately normal with finite end points A* for the developmental rate of the slowest and B* for that of the fastest. This distribution is then modeled by a hyper-power function (Stinner et al. 1975) G*(r*) = (1 -Z)6192.,2,63
where G* is the cumulative distribution of normalized developmental rates and r* is normalized developmental rate. A best-guess model such as this would find primary application in answering "what if" types of questions or in preliminary sensitivity analysis, or both.
If more complete information is known (i.e., the developmental times of individuals in each constant temperature experiment), PMDS proceeds by: (1) normalizing the observed developmental times (rates) by multiplying (dividing) the observed values by the median developmental rate; (2) the resulting data sets are combined to provide data for estimating two distributions, one describing the cumulative distribution of developmental rates and the other for the cumulative distribution of developmental times; (3) the parameter estimation demon is called to fit three cumulative probability distributions to each data set; and (4) the best fit of the six distributions is determined by comparison of adjusted R2 values (Kvalseth 1985) . The three distributions that are fitted have all been used previously to model insect phenology. These distributions are the three-parameter Weibull distribution (Wagner et al. 1984b ), the four-parameter hyper-power function of Stinner et al. (1975) , and the two-parameter logistic (Regniere 1984) . As in the previous case of determining the best model for developmental rates, PMDS provides the program user with graphic options to visually appraise performance and override choices made by PMDS.
Produced Model. The final task for PMDS is to take results for each life stage and construct a working simulation model describing population phenology. The general idea of a phenological model is the translation of insect physiological time to clock (calendar) time. An additional objective of PMDS is to provide a generalized modeling framework that can be easily modified to include demographic variables, such as life stage distribution, recruitment, and mortality. A PMDS-generated model should, therefore, perform two basic tasks. The first of these is translation of thermal to clock time. Second, an efficient and flexible bookkeeping scheme is necessary to keep track of demographic variables.
The same-shape model used by Sharpe et al. (1977) 
can be based either on the cumulative distribution of developmental rates [G(r)) or on the cumulative distribution of developmental times [F(t)]. Normalization transforms each of these distributions to their corresponding same-shape distributions [G*(r*)] and [F*(t*)]
, where t* is computed as the Di of Fig. 2C , and r* = Ilt*. Because the distribution of either developmental times or developmental rates can serve equally as the basis of modeling phenology, PMDS determines which distribution to use purely on the empirical basis outlined in the previous section. The relationship between the normalized distributions of developmental rates and developmental times is shown in Fig. 5 .
Perhaps the most widely used bookeeping algorithm for insect developmental models is based on a distributed delay approach (i.e., Erlang probability distributions). Distributed delay models often have worked quite well (e.g., Welch et al. [1978] , Gutierrez et al. [1984] ). However, there are difficulties with this technique. The underlying mathematical basis is arcane and difficult to explain to nonquantitative biologists. Distributive delay algorithms are also typically sensitive to changes in underlying rate functions and distribution relationships. A more intuitively straightforward and flexible approach is provided by capitalizing on a cohort concept of insect populations (Curry et al. 1978 , Logan 1979 , Shaffer & Gold 1985 , Wagner et al. 1985 , Logan & Amman 1986 .
A cohort is defined as all individuals in a particular life stage that are of approximately the same chronological age; in practice, this is equivalent to all individuals that entered a particular life stage during the same simulation time step. Two pieces A PMDS model treats instars or life stages as a dual representation. For computation of demographic variables, every individual in a particular life stage is considered as equivalent; however, for computation of phenology, each life stage is considered a collection of cohorts. The duality of a PMDS model also meets the requirement for a generalized modeling framework, and both recruitment and mortality are included in the computational structure of the produced model (also see Shaffer & Gold [1985] 
1.0). In this case m is computed as
and since all individuals in the jth cohort have completed the life stage, it can be dropped from the cohort vector. The updated number of cohorts comprising the ith life stage is then computed as the number of cohorts at the beginning of the time step (k,) minus the number of cohorts in which
The number of individuals remaining in the ith life stage is then computed as This has resulted in code that is highly portable. The produced model has been implemented on a wide variety of computers and operating systems, both in the United States and New Zealand, with minimal difficulties.
The programming environment used to develop PMDS had several requirements. Multitasking is the capacity for a computer to assign more than one concurrent computational task. Multitasking allows the executive program in PMDS to assign tasks conveniently to the appropriate demon. Efficient error trapping (detection of potentially fatal computational errors before they cause the program to crash) is required because fatal errors are not infrequent during execution of the numerical analysis procedures which are central to PMDS (e.g., nonlinear least squares programs). Finally, program development was facilitated by a megastructuring approach which allowed program modules to be developed independently and linked later in an object oriented fashion. These three capabilities were sufficiently provided by the UNIX operating system (Berkeley version 4.3) currently in use on the Natural Resource Ecology Laboratory VAX 11/730 computer. This computer was used exclusively in the development of PMDS.
In the current version of PMDS, executable UNIX script is central to operation of the system and is used to link various FORTRAN 77 modules that actually perform the system's functions, for error trapping in computational demons, to accomplish graphics functions, and to provide the summary tables produced by the report writer demon (see Fig. A2 .1, A2.2, and A2.5). Clearly, direct implementation of PMDS requires UNIX capabilities. This factor reduces the transportability of the system, although UNIX is essentially machine independent and available as either the principal or guest operating system on a wide variety of computers ranging from PCs to super computers (Crecine 1986).
Conclusions
Development of the FORTRAN 77 computer program that comprises the simulation model produced by PMDS predates the pest model development system by several years. Therefore, the code has already been :1pplied for the description of a variety of insect systems. It is presently in use as the basis for simulation of mountain pine beetle populations in the western United States (Logan & Amman 1986 ; J.A.L., unpublished data); sitona weevil in New Zealand (Logan et al. 1985) ; Colorado potato beetle in Massachusetts (Voss & Ferro, personal communication) and New York (Naranjo & Shoemaker, personal communication); and spider mite-phytoseiid interactions in New Zealand (Hayes 1986 ) and Nebraska (Berry & Holtzer, personal communication) . From these applications, it appears that the model structure is basically sound for T = (T",,, -T)/ flT where T is in degrees above an arbitrary base temperature (T"'i,,) ' Initial conditions for nonlinear least squares parameter estimation are obtained by: if; = r"'i"; P =
In [(r",,, -rl)/(T"n" -T,) ]; TM =' T"", -T"'i"; and where T" is optimum temperature and k, and k2 are empirical constants. Suggested starting values for nonlinear least squares parameter estimation are given in Stinner et al. (1975) as kl and k2 from the slope and intercept respectively of the line connecting the ordered pairs (T",,,,, y,) T,,,,,,,, for T",," , the temperature at which occurred the maximum developmental rate.
Logan!. The functional form for this curve is obtained from Logan et al. (1976, equation 6) Stinner. The functional form for this model is given in Stinner et al. (1975) and flexible enough to represent a wide variety of life systems (e.g., univoltine beetles as well as broadly overlapping generations of spider mites).
Experience for evaluation of PMDS itself is far more limited than for the produced model. However, when compared to my performance at the same task, the developmental rate model selection and curve fitting capabilities of PMDS are quite good. In fact, for some applications, I judge performance of the system to be better than I would have done in similar circumstances because PMDS tries options I probably would have passed by.
Model development by PMDS is extremely convenient. Work that previously took weeks can now be accomplished in a matter of hours. Therefore, widespread application of systems like PMDS should advance the conceptual development of IPM modeling approaches because of the convenience for modeling a large variety of problems. Likewise, this capability provides for objective comparison of different modeling approaches, a step that is currently seldom taken (Hochberg et al. 1986 ). With the dramatic reduction in overhead of model development, cost-effective model comparisons can be made. Performance evaluation of the knowledge base and inference components of the system can occur concurrently with the application of the system. Through this experience, modeling techniques with poor performance records can be discarded and new approaches conveniently implemented and evaluated.
It has been highly instructional to think about my own thought process and to attempt the design of a program that, for a restricted problem domain, emulates my modeling expertise. I am confident that systems such as PMDS will SOOnbe in general use by quantitative biologists. Just how far such systems can go toward achieving the goal of a true expert system (i.e., that it can be effectively used by nonmodelers) remains to be seen. Such an evaluation will be possible only after widespread program application by scientists with diverse backgrounds in a variety of settings. Toward this end, copies of PMDS can be obtained at duplication cost from the author. Logan 2. The functional form is from Logan et al. (1976, equation 10) , and is given by,
for T above an arbitrary base temperature Tm;n, a and K are empirical constants, and p and Tare defined as in Logan1.
Estimates PMOS program output for the problem summarized in Fig. A2 .1. Note that the parameter estimation demon failed in its attempt to fit the Logan2 model; however, PMOS managed to accommodate this terminal computational error without catastrophic consequences. PMOS program output for first-instar larvae of the mountain pine beetle. Note that the two models with the highest ranking were successfull'y fitted to the data, and of these, the Logan2 model was determined to be superior on the basis of adjusted R' values. purpose of including these examples is twofold. First, they demonstrate some of the inferential capabilities of the program; and second, they illustrate the report writing capabilities of PMDS.
In the first exam pIe (Fig. A2.l) , the full data set from Logan & Amman (1986) for mountain pine beetle egg development is used for parameter estimation. In particular, note that 30°C is an estimate of the thermal maximum for egg development. This single datum plays a crucial role in parameter estimation, because it is the only observation above the apparent high temperature threshold, and high temperatures were indicated to be the most ecologically important (Fig. A2.1, B) . Fig. A2 .2 illustrates the importance of this datum. In the example that produced this output, the same data set was used for parameter estimation, exclusive of the single observation above thermal maximum. Note that because this observation is lacking, the data set no longer satisfies the constraints required by the three models most capable of describing high temperature decline in development rates. However, the
