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Content
During Human–computer interaction (HCI), human can distinguish his own actions from the ac-
tions caused by the system or an external event. This feeling is called “Sense of Agency” (SoA;
Gallagher, 2000). This form of self-awareness is important not only for motor control but also for
the ascription of causal responsibility and serves as a key motivational force for human behaviour.
Scientifically, the formation of the SoA is still questioned, but a consensus has been found by ex-
plaining this formation with a causal chain: “Intention – Action – Effect”. This representation
combines at the same time external and internal information occurring before and after perform-
ing the action. Unfortunately, increasing the level of automation could dramatically impact the
development of this experience of agency (Berberian and al, 2012) and in parallel the acceptability
of the system (Baron, 1988). These authors assumed that impairment in sense of agency during
interaction with highly automated system could reflect impairment in the causal chain. Indeed,
by increasing the complexity of the automated system, the intention of the system could become
difficult to follow, and its actions difficult to understand, a phenomenon called system opacity. In
this study, we aimed to clarify the role of system opacity and human operator involvement in the
selection of action in the development of the experience of agency. We have conducted a study
where the subjects interact with systems in uncertain situations, during an avoidance task. The
task is derived from the experimental paradigm Random Dot Kinematogram (RDK). The subjects
(n=44) had to avoid a cloud of dots, orienting slightly on the left or the right. All along the main
task, they were supported by two help systems, one returning his relative confidence for the two
directions and the other not. The level of automation varied, the subject could answer to the trial
on his own (free trial), or he had to follow the choice imposed by the system (forced trial). The
uncertainty also varied, by changing the visibility of the target cloud, so that the difficulty of the
situation changed on each trial. On each trial, implicit measurement of the SoA has been made
(Intentionnal Binding, Haggard, Clark & Kalogeras, 2002) as well as an explicit measure of the
metacognitive trust (refer to the capacity of the subject if they managed to avoid the cloud of dots).
Final, at the end of each block, the acceptability of each system was measured, by assessing two
dimensions linked to the acceptability (Van der Laan and al, 1997), the Satisfaction and the Use-
fulness. The main results revealed that reducing opacity of the system, by showing the relative
confidence for the two directions, enhances the SoA. This also impacts positively the global per-
formance, the metacognitive trust and the acceptability of the automated system, specifically one
dimension, the usefulness. Taken together, these results offer some good recommendations for
the conception of automated systems and, accordingly, avoid the subject to be Out of the Loop
(Endsley & Kiris, 1995) by increasing the SoA of human.
