In this paper, we have suggested a class of ratio type estimators with a linear combination using two auxiliary variables with some known population mean of the study variable. The bias and the mean square error of the proposed estimators are derived. We identified sub-members of the class of ratio type estimators. The theoretical condition for which the the proposed the proposed estimators perform better than the sample mean, Olkin (1958) multivariate ratio, classical linear regression estimator, Singh (1965), Mohanty (1967) and Swain (2012) are derived. From the analysis, it is observed that the proposed estimators perform better than the sample mean and other existing ratio type estimators considered in this study.
Introduction
It is well known that efficient use of auxiliary variable improves the performance of ratio estimators. Therefore, with the aim of improving on the classical ratio estimator by (Cochran 1977, p151 ), many authors have suggested some ratio type estimators with known population parameters using single auxiliary variable. For example Tripathi and Khare (1994), Sisodia and Dwivedi (1981) , Upadhyaya and Singh (1999), Singh and Tailor (2004) , Cingi (2004,2006) , Singh and Kakran (1993) , Singh and Tailor (2003) , Yan and Tian (2010), Subramani and Kumarapandiyan (2012a ,2012b , 2012c , Jelani et al (2013) , Raja et al (2017) and Abid et al (2016) have proposed some ratio type estimators based on single auxiliary variable and they showed that their estimators were more efficient than the classical ratio estimator in some cases.
Sometimes, we may have prior information on two or more auxiliary variables that can be used to improve the estimation of the population mean of the study variable. Olkin (1958) was the first author to propose ratio estimator with multi-auxiliary variables to improve estimation. Authors like Abu-Dayyeh et al (2003) , Kadilar and Cingi (2005) , Lu and Yan (2014) have discussed extensively on ratio estimation. Singh (1965 Singh ( , 1967 , Perri (2007) , Swain (2012) and Mohanty (1967) also suggested some ratio cum-product type estimators and regression cum-ratio estimator for estimating the population mean using two auxiliary variables. In this study, we shall propose a class of ratio estimator with availability of information on two auxiliary variables with known population parameters on one of the auxiliary variables.
Consider a finite population = ( 1 , 2 , … ) of size N. Let Y be the study variable, X and Z be the auxiliary variables, respectively, taking values (yi, xi, zi ) on the i th unit ( = 1,2, … , ) of the population. Let ( ̅ , ̅ , ̅ ) be the population means of (y, x, z), respectively. It is assumed that the population means ̅ and ̅ of the auxiliary variables are known. For estimating the population mean ̅ of the study variable y, a simple random sample of size n is selected without replacement from the population S (1) and the variance of the unbiased estimator of 0 t is given as
Olkin (1958) proposed the traditional multivariate ratio estimator using two auxiliary variables X and Z , as follows
where 1 k and 2 k are the weights that satisfy the condition 1
The MSE of MR t is given by
The optimum values of 1 k and 2 k are given by * 1
where are the population correlation coefficients between their respective subscripts. 
The MSE of 2 is given by 
The MSE of is given by
Mohanty (1967) proposed ratio estimator using linear combination of the study variable and one of the auxiliary variables for estimating the population mean of the study variable.
Swain (2012) further proposed a generalized form of estimator proposed by Mohanty (1967) , given by
The optimum MSE of at 3 optimum is given by ( )
The proposed Estimator
Motivated by Cingi (2004, 2006) and Subramani and Kumarapandiyan (2013) , we propose a class of ratio estimator for estimating the population mean in simple random sampling using linear combination of two auxiliary variables in single phase sampling with assumed known population means of the auxiliary variables as follows:
Let A and G be either real values or assumed known population parameters of the auxiliary variable X such as skewness ( 1( ) ), kurtosis ( 2( ) ), coefficient of variation( ), first deciles( 1( ), ), second decile( 2( ) ), …, tenth decile ( 10( ),) , 0 < ≤ 1 and 1 and 2 are the known constants. The scalar takes values -1, (for product-type estimator) and + 1 (for ratio-type estimator).
To obtain the Bias and MSE of p t , up to the first order of approximation, let us define
We assume |∆ | < 1, |∆ | < 1, the expressions (1 + ∆ ) and (1 + ∆ ) are expandable to a convergent infinite series using binomial expansion. Retaining the terms s  up to power 2, we have
The bias is obtained by taking the expectation in (16) ) ) 1 (
Squaring both side of (16) and taking the expectation to the first degree of approximation. We get the mean square error of ( ) (   2  2  2  2  2  1   2  1   2  2  2  1   2   2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  1   2  2 
To obtain t 1 and t 2 optimum, we differentiate MSE( ) with respect to t 1 and t 2
Differentiating equation (18) w.r.t. 1 t and 2 t we get the optimum values of 1 t and 2 t respectively as 
Sub members of the Class
Estimators in this class are obtained by setting 1 = 0, 2 = 0, = 0 in (14) and (18), we have the usual sample per mean estimator as in (1) and the variance as in (2) z, respectively and = 1(ratio estimator), A= , G= in (14) then we have jth members of the class of ratio estimator for estimating the population mean using two auxiliary variables where j=1,..,20 and are given as follows: 20 (22) and the th estimator can be seen in Table 1 . Using large sample approximation, 
Efficiency Comparison
In this section we have derived the theoretical conditions for which the sub member of the proposed class of ratio estimators in (20) perform better than the existing estimators 0 , , , , 2 and the condition which the generalized class ( ) performed better than all the estimators considered in this study (i) The proposed estimators pj t , j=1,...,20 will be better than the sample mean 
The proposed estimators pj t , j=1,...,20 will be better than s t iff ( ) < ( )
The proposed estimators pj t , j=1,...,20 will be better than 
The proposed estimators pj t , j=1,...,20 will be better than
The optimum MSE ( ) opt will be better than the sub members 
The Percent Relative Efficiencies (PREs) of , , , 2 and the proposed , ( ) with respect to the usual sample mean 0 , are compared using the formula PRE = ( 0 ) (.) * 100 where (.) = or or or 2 or or or ( ) The higher the percent relative efficiency, the more efficient is the estimator.
Empirical Study
In this section, we computed mean square errors and percent relative efficiencies of the existing and new estimators and the results are given in Tables 2 and 3 . We considered the real life data sets by Chattefuee and Hadi (2006, p.187 ) and details of the data is as shown below 
Results and Discussion

Table 2: Results
We observed that all the existing estimators , , have no significant improvement on the classical regression estimator ( 2 ) using two auxiliary variables, because they have higher MSE and lower percent relative efficiency but they are more efficient than the traditional multivariate ratio estimator . and Swain (2012) estimator , because they have smaller MSE and higher percent relative efficiency except for estimators , j=11,…,20 at = 1 and , j=20 at = 0.8. We observed that the MSE of the proposed estimator , j=1,…,10, reduces as increases from 0.1 to 0.8 and the estimators are more efficient than the classical regression estimator( 2 ) because they have smaller MSE and higher PRE. The proposed estimators , j=1,…,10 at = 0.1 to 0.8 are the estimators that utilized known population parameters such as coefficient of variation, coefficient of kurtosis, coefficient of skewness and correlation coefficient and they are approximately equal to the MSE of at t 1 and t 2 optimum values. The MSE of estimators , j=11,…,20 also reduces as increases from 0.1 to 0.5 but they are not efficient as the optimum MSE of . In general, the proposed class of estimator at t 1 and t 2 optimum values, is the most efficient estimator because it has the least MSE and highest PRE. Alternatively, a good guess of for the proposed estimator , j=1,…,10 at between 0.1 to 0.8 inclusive is as efficient as estimator at t 1 and t 2 optimum values and they all perform better than the classical regression estimator with two auxiliary variables.
Conclusion
In this work, we have proposed a class of ratio type estimator with a linear combination using two auxiliary variables with known population parameters of the auxiliary variable(X). The conditions under which the proposed estimators perform theoretically better than other existing estimators given in this work are mentioned in section 3.0. Here, we conclude that the proposed class of ratio type estimator at t 1 and t 2 optimum values and some sub-members of the class of estimators , for stable transformation( ) perform better than all the existing estimators considered in this study. Therefore, we strongly recommend the proposed estimators over the existing ratio type estimators for practical applications. 
