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Abstract
Structural properties of finite posets R and S are studied which enforce
#H(P,R) ≤ #H(P, S) for every finite poset P , where H(P,Q) is the set
of order homomorphisms from P to Q. The concept of the strong Hom-
scheme is introduced. In the case of existence, a strong Hom-scheme from
R to S defines a one-to-one mapping ρP : H(P,R) → H(P, S) for every
poset P ∈ Pr, where Pr is a representation system of the non-isomorphic
finite posets. It is investigated which types of strong Hom-schemes from
R to S are induced by strict homomorphisms between the so-called EV-
systems of R and S. The results are applied on a previously developed
method to rearrange a poset R in such a way, that a strong Hom-scheme
exists between R and the poset S resulting from the rearrangement.
Mathematics Subject Classification:
Primary: 06A07. Secondary: 06A06.
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1 Introduction
This paper continues the work of the author about cardinalities of sets of order
homomorphisms. The starting point were the posets R and S shown in Figure
1(a). The author [1, Theorem 5] has proven that for these posets we have
#H(P,R) ≤ #H(P, S) for every finite poset P , where H(P,Q) is the set of
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Figure 1: Four examples for posets R and S with #H(P,R) ≤ #H(P, S) for
every finite poset P .
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order homomorphisms from the poset P to the poset Q. Three additional non-
trivial examples for “#H(P,R) ≤ #H(P, S) for every finite poset P” are shown
in the Figures 1(b)-(d); more can be found in [2], where also a detailed survey
over the research about sets of order homomorphisms and its results is presented.
Naturally, two questions come up:
• How can we systematically construct pairs of finite posets R and S with
#H(P,R) ≤ #H(P, S) for every finite poset P?
• What in the structure of finite posets R and S enforces #H(P,R) ≤
#H(P, S) for every finite poset P?
In [2], the author has addressed the first question. In particular, a method
for the rearrangement of a finite poset R has been developed which results in a
poset S with #H(P,R) ≤ #H(P, S) for every finite poset P . The method has
been used in constructing pairs of posets R and S with this property.
In the recent paper, a first attempt is made to tackle the second question.
After the preparatory Section 2, the concepts of the Hom-scheme and the G-
scheme are recalled from [2] in Section 3.1. A Hom-scheme ρ from R to S
defines a mapping ρP : H(P,R) → H(P, S) for every P ∈ Pr, where Pr is
a representation system of the non-isomorphic finite posets. A G-scheme is a
Hom-scheme obeying an additional regularity condition in mapping H(P,R) to
H(P, S) for every P ∈ Pr. A Home-scheme or G-scheme ρ is called strong iff
the mapping ρP is one-to-one for every P ∈ Pr.
In Section 3.2, the concept of the EV-system E(Q) of a poset Q is introduced.
It turns out in Section 3.3, that a strict homomorphism  : E(R) → E(S)
induces a G-scheme η from R to S which - under additional assumptions - is
“close to” being strong (Proposition 1). The G-schemes induced by a strict
homomorphisms  between EV-systems are characterized in Theorem 3. In
order to close the gap left by Proposition 1 to η being strong, an additional
regularity condition on  called “Condition 1” is introduced in Section 3.4. In
Theorem 4, we characterize G-schemes and strong G-schemes resulting from
homomorphisms  fulfilling this condition. Because Condition 1 is unwieldy
to check, we show in Proposition 2 how it can be replaced by more handy
conditions. By means of this proposition, it is easily seen in many cases that a
strong G-scheme exists between posets; examples are the posets in Figure 1(b)
and Figure 1(c).
In Section 4, the results are applied on the strong G-scheme ρ resulting from
the rearrangement method developed in [2]. It turns out that ρ is induced by a
strict homomorphism  : E(R)→ E(S), and in Proposition 3, we show that this
homomorphism  falls into the frame provided by Proposition 1. In Section 4.2,
a discussion of the posets in Figure 1(d) closes the paper.
For a strong Hom-scheme ρ and P, P ′ ∈ Pr with P 6= P ′, the mappings
ρP and ρP ′ are in principle independent from each other, no matter if P and
P ′ show similarities or not. Even in the case of ξ ∈ H(P,R) ∩ H(P ′, R), the
resulting homomorphisms ρP (ξ) ∈ H(P, S) and ρP ′(ξ) ∈ H(P ′, S) must not be
related to each other in any way. It are the G-schemes and in particular the
induced G-schemes which introduce some regularity by “mapping similar things
to similar things”. That makes them suitable for constructive approaches; at
least our attempts to construct strong Hom-schemes always resulted in induced
2
strong G-schemes. Therefore, we pay particular attention in the Theorems 3
and 4 to the question which type of regularity is introduced by them.
2 Basics and Notation
Let X be a non-empty set. A reflexive, antisymmetric, and transitive relation
≤ ⊆ X×X is called a partial order relation, the pair P = (X,≤) is called a
partially ordered set or simply a poset, and X is called the carrier of P . As
usual, we write x ≤ y for (x, y) ∈≤ and x < y for (x, y) ∈≤ and x 6= y.
For a set X, the diagonal (relation) is defined as ∆X ≡ {(x, x) | x ∈ X },
and (X,∆X) is called an antichain. A chain is characterized by x ≤ y or y ≤ x
for all x, y ∈ X; up to isomorphism, there is only one chain for every carrier.
For a finite set X of cardinality k ∈ N, we write Ak for the antichain on X, and
Ck for the chain on X (defined up to isomorphism). The length of a chain is its
cardinality; Ck has thus length k. The height of a poset is the maximum of the
lengths of the chains contained in it; e.g., Ak has height 1 and Ck has height k.
For posets P = (X,≤P ) and Q = (Y,≤Q) with X ∩ Y = ∅, their direct sum
P +Q and their ordinal sum P ⊕Q are defined as usual.
P is the class of all finite posets, and the set Pr is a representation system
of the non-isomorphic posets in P. For posets P,Q ∈ P, the set of order
homomorphisms from P to Q is denoted by H(P,Q), whereas S(P,Q) is the set
of strict order homomorphisms. “'” indicates isomorphism.
Given a poset P = (X,≤), we define for every B ⊆ X and for every x ∈ X
↓B ≡ {y ∈ X | y ≤ b for a b ∈ B } , ↓x ≡ ↓{x}, ↓◦ x ≡ (↓x) \ {x},
↑B ≡ {y ∈ X | b ≤ y for a b ∈ B } , ↑x ≡ ↑{x}, ↑◦ x ≡ (↑x) \ {x}.
If required, we label the arrows with the poset they are referring to.
In order to avoid repetitions, we agree on that X is always the carrier of the
poset P , and that Y is always the carrier of the poset Q. For a poset P , we
use the notation x ∈ P instead of x ∈ X, and for posets P and Q, we write
ξ : P → Q instead of ξ : X → Y for a homomorphism ξ ∈ H(P,Q). However,
a homomorphism ξ ∈ H(P,Q) is just a mapping, i.e., a triplet (X,Fξ, Y ) with
Fξ ⊆ X×Y fulfilling certain conditions. Thus, the partial order relations on X
and Y (making the mapping ξ a homomorphism) are not registered on ξ. In
Section 3, this fact forces us to maintain an accurate book-keeping about the
posets a homomorphism is related to.
Additionally, we use the following notation from set theory:
0 ≡ ∅,
n ≡ {1, . . . , n} for every n ∈ N.
A(X,Y ) is the set of mappings from X to Y . For f ∈ A(X,Y ) and A ⊆ X,
B ⊆ Y with f(X) ⊆ B, we write f |A for the pre-restriction of f to A and f |B
for the post-restriction of f to B. Furthermore, we use the symbol f−1(B) for
the pre-image of B ⊆ Y under f ; for y ∈ Y , we simply write f−1(y) instead of
f−1({y}).
Finally, we use the Cartesian product. Let I be a non-empty set, and let
Ni be a non-empty set for every i ∈ I. Then the Cartesian product of the sets
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Ni, i ∈ I, is defined as
∏
i∈I
Ni ≡
{
f ∈ A(I,⋃
i∈I
Ni
) | f(i) ∈ Ni for all i ∈ I} .
3 G-schemes induced by strict homomorphisms
between EV-systems
3.1 Strong Hom-schemes and strong G-schemes
For the investigation of pairs of finite posets R,S with #H(P,R) ≤ #H(P, S)
for all P ∈ P, the author has introduced the following concepts in [1, 2]:
Definition 1. Let P ∈ P, A ⊆ P , and x, y ∈ A. We say that x and y are
connected in A, iff there are z0, z1, . . . , zL ∈ A, L ∈ N0, with x = z0, y = zL
and z`−1 < z` or z`−1 > z` for all ` ∈ L. We define for all A ⊆ P , x ∈ A
γA(x) ≡ {y ∈ A | x and y are connected inA} .
For P,Q ∈ P, ξ ∈ H(P,Q), we define for all x ∈ X
Gξ(x) ≡ γξ−1(ξ(x))(x).
Gξ(x) is thus the set of all points, x is connected with in ξ
−1(ξ(x)).
Definition 2. Let R,S ∈ P. We call a mapping
ρ ∈
∏
P∈Pr
A(H(P,R),H(P, S)) (Cartesian product)
a Hom-scheme from R to S. We call a Hom-scheme from R to S a G-scheme
iff for every P ∈ Pr, ξ ∈ H(P,R), x ∈ P
GρP (ξ)(x) = Gξ(x). (1)
A Hom-scheme (G-scheme) ρ from R to S is called strong iff the mapping
ρP : H(P,R)→ H(P, S) is one-to-one for every P ∈ Pr. If P is fixed, we write
ρ(ξ) instead of ρP (ξ).
A Hom-scheme ρ from R to S is strong if we can determine ξ(x) by means
of ρ(ξ) for all x ∈ P , P ∈ Pr, ξ ∈ H(P,R). We say that we can reconstruct
ξ by means of ρ(ξ). Obviously, we can reconstruct ξ by means of ρ(ξ) if we
can determine ξ−1(v) for every v ∈ R by means of ρ(ξ) for every P ∈ Pr,
ξ ∈ H(P,R).
Let ρ be a (strong) Hom-scheme from R to S. For P, P ′ ∈ Pr with P 6= P ′,
the mappings ρP and ρP ′ are in principle independent from each other. Even
in the case of ξ ∈ H(P,R) ∩ H(P ′, R), the resulting homomorphisms ρP (ξ)
and ρP ′(ξ) can be totally different. It are the G-schemes and in particular the
induced G-schemes defined in Section 3.3 which ensure that “similar things are
mapped to similar things”. It is this regularity which makes them suitable for
constructive approaches, and we will pay particular attention to the question
which type of regularity is introduced by them.
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A (strong) G-scheme is a (strong) Hom-scheme obeying the regularity con-
dition (1) in mapping H(P,R) to H(P, S) for every P ∈ Pr. This regular-
ity condition is plausible if we regard a Hom-scheme as a technical appara-
tus which assigns to every ξ ∈ H(P,R) a well-fitting ρ(ξ) ∈ H(P, S). If
we allow Gξ(x) ⊂ Gρ(ξ)(x) for x ∈ P , then [2, Lemma 1] tells us that ρ(ξ)
preserves the structure of P around x worse than ξ, which is not satisfying.
And in the case Gξ(x) 6⊆ Gρ(ξ)(x), ρ(ξ) has to re-distribute the points of
Gξ(x) \ Gρ(ξ)(x) ⊆ Gξ(x) \ {x} in S. Because the sets Gξ(x) \ Gρ(ξ)(x) can
be arbitrarily complicated, this re-distribution process may require many single
case decisions, which is out of the scope of a technical apparatus.
There is an additional, slightly anxious aspect in strong G-schemes. Imagine
posets as structures providing services to each other via homomorphisms. For
the service provided by P towards R by means of ξ ∈ H(P,R), the servant
P organizes itself into working teams Gξ(x). A strong G-scheme from R to S
redirects all services intended for R towards S, without being noticed by any
working team in any servant P . The poset S is a perfect parasite!
It is easily seen [2, Corollary 3] that a homomorphism ξ ∈ H(P,Q) is strict
iff Gξ(x) = {x} for all x ∈ P . Because a G-scheme preserves the sets Gξ(x), we
have for every Hom-scheme ρ from R to S
ρ G-scheme ⇒ ρP (S(P,R)) ⊆ S(P, S) for all P ∈ Pr. (2)
One of the main results of [2] adds the direction “⇐” to this implication:
Theorem 1 ([2], Theorem 3). Let R,S ∈ P. There exists a strong G-scheme
from R to S iff
#S(P,R) ≤ #S(P, S) for all P ∈ P.
In the investigation of (strong) G-schemes, we can therefore restrict ourselves
to the following objects:
Definition 3. Let R,S ∈ P. We call a mapping
ρ ∈
∏
P∈Pr
A(S(P,R),S(P, S))
an S-scheme from R to S. We call an S-scheme from R to S strong iff the
mapping ρP : S(P,R)→ S(P, S) is one-to-one for every P ∈ Pr, ξ ∈ S(P,R).
In fact, every (strong) S-scheme can be extended to a (strong) G-scheme and
vice versa:
Theorem 2 ([2], Theorem 4). If η is a (strong) S-scheme from R to S, then
there exists a (strong) G-scheme ρ from R to S fulfilling
ηP = ρP |S(P,R) for all P ∈ Pr. (3)
On the other hand, if ρ is a (strong) G-scheme from R to S, then η defined as
in (3) is a (strong) S-scheme from R to S.
5
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Figure 2: The posets from Figure 1(b) and 1(c), their EV-systems, and one-
to-one homomorphisms between their EV-systems. In the EV-systems, the sets
E(R; v) with v ∈ R and E(S;w) with w ∈ S are encircled and labeled with the
respective v and w.
3.2 The EV-system of a poset
In mechanical engineering, the exploded-view drawing of an engine shows the
relationship or order of assembly of its components by distributing them in the
drawing area in a well-arranged and meaningful way. That is exactly what the
EV-system of a poset does with respect to the relations between its points:
Definition 4. Let Q be a poset. The EV-system E(Q) of Q is defined as
E(Q) ≡
{
(x,D,U)
∣∣∣ x ∈ Q,D ⊆ ↓◦x, U ⊆ ↑◦x} .
For a ∈ E(Q), we refer to the three components of a by a1, a2, and a3. We equip
E(Q) with a binary relation: For all a, b ∈ E(Q) we define
a <+ b ≡ {a1} ∪ a2 ⊆ b2 and {b1} ∪ b3 ⊆ a3,
and ≤+ ≡ <+ ∪ ∆E(Q). Additionally, we define for every x ∈ Q
E(Q;x) = {a ∈ E(Q) | a1 = x} .
The pair (E(Q),≤+) is a poset, and the mapping Q → E(Q) with x 7→(
x, ↓◦x, ↑◦x
)
is an embedding.
Figure 2 shows the EV-systems of the posets in Figure 1(b) and 1(c). The
sets E(Q;x), x ∈ Q, are encircled and labeled with x. For each point a in the
diagrams, a1 is thus given by this label, and we get a2 and a3 by looking at the
labels of the end points of lines starting in a and going downwards and upwards,
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respectively. The homomorphisms in the figure are both one-to-one; indeed, the
existence of a suitable strict homomorphism between EV-systems will play a
key role in what follows.
The following objects connect strict homomorphisms with EV-systems:
Corollary 1. Let P,Q ∈ P, and let ξ ∈ S(P,Q) be a strict homomorphism.
We define for every x ∈ P
αP,ξ(x) ≡
(
ξ(x), ξ(↓◦ x), ξ(↑◦ x)
)
.
Then, for every P,Q ∈ P and every ξ ∈ S(P,Q), the mapping αP,ξ : P → E(Q)
is a strict homomorphism. If P is fixed, we write αξ(x) instead of αP,ξ(x).
Proof. Let ξ ∈ S(P,Q). αξ is a well defined mapping from P to E(Q) because
of ξ(↓◦ x) ⊆ ↓◦ ξ(x) and ξ(↑◦ x) ⊆ ↑◦ ξ(x). For x, y ∈ P with x < y, we have
{ξ(x)} ∪ ξ(↓◦ x) = ξ(↓x) ⊆ ξ(↓◦ y) = αξ(y)2 and similarly {ξ(y)} ∪ ξ(↑◦ y) ⊆
αξ(x)3, hence αξ(x) <+ αξ(y).
The following simple strict homomorphisms will play an important role:
Corollary 2. For every Q ∈ P, the mapping
φQ : E(Q)→ Q,
a 7→ a1
is a strict homomorphism with
αE(Q),φQ(a) = a for all a ∈ E(Q). (4)
Proof. φQ is strict because a <+ b implies a1 ∈ b2 ⊆ ↓◦Q b1. αφQ(a) = φQ(a) =
a1 is trivial. Furthermore,
↓◦E(Q)a = {b ∈ E(Q) | {b1} ∪ b2 ⊆ a2 and {a1} ∪ a3 ⊆ b3 } , (5)
hence αφQ(a)2 = φQ
(
↓◦E(Q)a
)
=
{
b1
∣∣∣ b ∈ ↓◦E(Q)a} ⊆ a2. “⊇” holds because of
(a, ∅, {a1} ∪ a3) ∈ ↓◦E(Q)a for every a ∈ a2. αφQ(a)3 = a3 is shown in the same
way using
↑◦ E(Q)a = {b ∈ E(Q) | {a1} ∪ a2 ⊆ b2 and {b1} ∪ b3 ⊆ a3 } . (6)
3.3 Induced G-schemes
Definition 5. Let R,S ∈ P, and let  : E(R)→ E(S) be a strict homomorphism.
We define for every P ∈ Pr, ξ ∈ S(P,R), x ∈ P ,
ηP (ξ)(x) ≡ (αP,ξ(x))1.
We call η the S-scheme induced by . Similarly, we say that a G-scheme ρ from
R to S is induced by , iff ρP |S(P,R) = ηP for all P ∈ Pr.
Additionally, we define for all ξ ∈ S(P,R), P ∈ Pr
EP (ξ) ≡
{
x ∈ P ∣∣ αP,η(ξ)(x) ∈ (E(R))} .
We write η(ξ)(x) and E(ξ) in the case of a fixed poset P .
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The reader will observe that the set EP (ξ) can be determined by  and ηP (ξ)
for all ξ ∈ S(P,R), P ∈ Pr; knowledge about ξ is not required.
In the next two results, the reason for being interested in induced S-schemes
becomes visible. Firstly, in Lemma 1, we see that η is indeed an S-scheme.
Secondly, in Proposition 1, we show that under some additional assumptions,
ξ|EP (ξ) can be reconstructed by means of ηP (ξ), which is a good step forward
for η towards being strong.
Lemma 1. Let  be a strict homomorphism from E(R) to E(S). Then, for every
P ∈ Pr, ξ ∈ S(P,R), x ∈ P ,
η(ξ) ∈ S(P, S),
and η is an S-scheme. Furthermore,
αη(ξ)(x)2 ⊆ (αξ(x))2,
αη(ξ)(x)3 ⊆ (αξ(x))3.
Proof. According to the Corollaries 1 and 2, η(ξ) = φS ◦  ◦αξ is a combination
of strict homomorphisms, thus strict, and η is an S-scheme.
Let z ∈ αη(ξ)(x)2. There exists a y ∈ ↓◦ x with η(ξ)(y) = z. Corollary 1
delivers αξ(y) <+ αξ(x), hence (αξ(y)) <+ (αξ(x)), and the definition of <+
yields z = η(ξ)(y) = (αξ(y))1 ∈ (αξ(x))2. The proof of the second inclusion is
dual.
An S-scheme (G-scheme) can be induced by different homomorphisms. Let
 : E(R)→ E(S) be a strict homomorphism, and assume that S has a maximum
point m. Then ′ : E(R) → E(S), a 7→ ((a)1, (a)2, (a)3 ∪ {m}) is a strict ho-
momorphism from E(R) to E(S) inducing the same S-scheme as . Nevertheless,
the following proposition shows that it is beneficial to select  carefully, because
suitable properties of  guarantee that η is “close to” being strong:
Proposition 1. Let  be a strict homomorphism from E(R) to E(S). Assume
that for every a, b ∈ E(R)
(a) = (b) ⇒ a1 = b1, (7)
and assume additionally, that for every ξ ∈ S(P,R), P ∈ Pr
∀x ∈ E(ξ) : αη(ξ)(x) ∈ (E(R; ξ(x))) (8)
Then, for every v ∈ R and every ξ ∈ S(P,R), P ∈ Pr
ξ−1(v) ∩ E(ξ) =
⋃
a∈E(R;v)
α−1P,η(ξ)((a)); (9)
we can thus reconctruct ξ|E(ξ) by means of η(ξ) and .
Proof. Let v ∈ R and let V be the set on the right side of (9). For x ∈
ξ−1(v) ∩ E(ξ), assumption (8) delivers an a ∈ E(R; v) with αη(ξ)(x) = (a),
hence
x ∈ α−1η(ξ)(αη(ξ)(x)) = α−1η(ξ)((a)).
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We conclude x ∈ V due to a1 = v.
Now let x ∈ V , i.e., x ∈ α−1η(ξ)((a)) for an a ∈ E(R; v). Then x ∈ E(ξ).
According to (8), there exists a b ∈ E(R; ξ(x)) with αη(ξ)(x) = (b). Now we
get
(a) = αη(ξ)(x) = (b),
and assumption (7) yields v = a1 = b1 = ξ(x), hence x ∈ ξ−1(v).
Induced G-schemes and S-schemes are characterized as follows:
Theorem 3. Let ρ be an S-scheme (G-scheme) from R to S. Then ρ is induced
by a strict homomorphism from E(R) to E(S) iff, for all P,Q ∈ Pr, ξ ∈ S(P,R),
ζ ∈ S(Q,R), x ∈ P , y ∈ Q,
αP,ξ(x) = αQ,ζ(y) ⇒ ρP (ξ)(x) = ρQ(ζ)(y). (10)
In particular, if ρ is an S-scheme (G-scheme) fulfilling (10), then αE(R),ρ(φR) :
E(R)→ E(S) is a strict homomorphism inducing ρ.
Proof. Due to the definition of an induced G-scheme via an induced S-scheme,
we have to prove the statements for S-schemes only.
Let  : E(R) → E(S) be a strict homomorphism inducing the S-scheme ρ.
Then trivially, for all P,Q ∈ Pr, ξ ∈ S(P,R), ζ ∈ S(Q,R), x ∈ P , y ∈ Q with
αP,ξ(x) = αQ,ζ(y),
ρP (ξ)(x) = (αP,ξ(x))1 = (αQ,ζ(y))1 = ρQ(ζ)(y),
thus (10).
Now let ρ be an S-scheme from R to S fulfilling (10). We write φ instead
of φR. Because φ is strict according to Corollary 2 and ρ is an S-scheme, also
ρ(φ) : E(R)→ S is strict due to (2). With
(a) ≡ αE(R),ρ(φ)(a)
for all a ∈ E(R),  : E(R) → E(S) is a strict homomorphism according to
Corollary 1. Furthermore, due to (4), αE(R),φ(αP,ξ(x)) = αP,ξ(x) for all P ∈ Pr,
ξ ∈ S(P,R), x ∈ P , hence
(αP,ξ(x))1 = ρE(R)(φ)(αP,ξ(x))
(10)
= ρP (ξ)(x),
and ρ is induced by .
Using this result, it is not hard to construct (strong) G-schemes not being
induced. Let ρ be a G-scheme from R to S. With two disjoint isomorphic copies
S1 and S2 of S with isomorphisms pi1 : S → S1 and pi2 : S → S2, we define for
every P ∈ Pr, ξ ∈ H(P,R)
τP (ξ) ≡
{
pi1 ◦ ρP (ξ), if #P is odd;
pi2 ◦ ρP (ξ), if #P is even.
Then τ is a G-scheme from R to S1 + S2, and it is even strong if ρ is strong.
However, take P ∈ Pr with #P odd, ξ ∈ S(P,R), and ζ ∈ S(A1 + P,R) with
ζ|P = ξ. Then, for every x ∈ P , αP,ξ(x) = αA1+P,ζ(x), but τP (ξ)(x) ∈ S1 and
τA1+P (ζ)(x) ∈ S2, thus τP (ξ)(x) 6= τA1+P (ζ)(x) in contradiction to (10).
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3.4 Closing the gap
Even if we have found a strict homomorphism  : E(R) → E(S) fulfilling the
conditions in Proposition 1, there remains a gap for the induced S-scheme η to
being strong: how to reconstruct ξ|X\E(ξ)? The gap disappears if E(ξ) = P for
all ξ ∈ S(P,R), P ∈ Pr. The following condition does even more:
Condition 1. We say that a strict homomorphism  : E(R) → E(S) fulfills
Condition 1, iff for every P ∈ Pr, ξ ∈ S(P,R), x ∈ P
αP,η(ξ)(x) = (αP,ξ(x)). (11)
Besides E(ξ) = P , Condition 1 ensures (8) in Proposition 1 for all P ∈ Pr,
ξ ∈ S(P,R), x ∈ P . However, it does not imply (7). Let {a, b} be the carrier
of A2, and let {c} be the carrier of A1. Then E(A2) = {(a, ∅, ∅), (b, ∅, ∅)} ' A2
and E(A1) = {(c, ∅, ∅)} ' A1. The constant mapping  : E(A2) → E(A1) is
a strict homomorphism, and for every antichain P and every ξ ∈ S(P,A2) we
have trivially αP,η(ξ)(x) = (c, ∅, ∅) = (αP,ξ(x)). The homomorphism  thus
fulfills Condition 1, but not (7). A simple way to ensure the latter condition is
to postulate that  is one-to-one. The induced G-schemes resulting under these
assumptions are characterized in the following theorem:
Theorem 4. Let ρ be an induced S-scheme (G-scheme) and  ≡ αE(R),ρ(φ).
(1)  fulfills Condition 1, iff ρ fulfills the following regularity condition: for
every P,Q ∈ Pr, ξ ∈ S(P,R), ζ ∈ S(Q,R), x ∈ P , y ∈ Q
αP,ξ(x) ≤+ αQ,ζ(y) ⇒ αP,ρP (ξ)(x) ≤+ αQ,ρQ(ζ)(y), (12)
where “=” and “<+” on the left side imply “=” and “<+” on the right side,
respectively.
(2)  fulfills Condition 1 and is one-to-one, iff ρ fulfills (12) and is strong.
Proof. Due to the definition of an induced G-scheme via an induced S-scheme,
we have to prove the statements for S-schemes only. According to Theorem 3,
 is strict and ρ is induced by , hence ρ = η.
(1) If  fulfills Condition 1, then, for αP,ξ(x) ≤+ αQ,ζ(y),
αP,ρ(ξ)(x)
(11)
= (αP,ξ(x)) ≤+ (αQ,ζ(y)) (11)= αQ,ρ(ζ)(y)
with equality iff αP,ξ(x) = αQ,ζ(y).
Now assume that ρ fulfills (12). For P ∈ Pr, ξ ∈ S(P,R), x ∈ P , (4) yields
αP,ξ(x) = αφ(αP,ξ(x)), hence
αP,ρ(ξ)(x)
(12)
= αE(R),ρ(φ)(αP,ξ(x))) = (αP,ξ(x)).
(2) “⇒”: Assume that  is one-to-one and fulfills Condition 1. Due to
part (1), we only have to show that ρ is strong. (7) is trivially fulfilled for all
a, b ∈ E(R). Because Condition 1 implies E(ξ) = P and (8) for all x ∈ P ,
ξ ∈ S(P,R), P ∈ Pr, Proposition 1 delivers
ξ−1(v) =
⋃
a∈E(R;v)
α−1P,η(ξ)((a)).
for every ξ ∈ S(P,R), P ∈ Pr, v ∈ R. ηP is thus one-to-one for every P ∈ Pr,
and η is strong.
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The proof of “⇐” in Theorem 4(2) is more involved. Assume for the rest of
this section that ρ is an S-scheme from R to S fulfilling the regularity condition
(12). (“ρ strong” we do not need at the beginning.) Due to the first part of the
theorem,  = αE(R),ρ(φR) fulfills Condition 1. For our purpose, it is beneficial to
replace this description of  by a more intuitive one. We define:
Definition 6. For every a ∈ E(R)
M(a) ≡ a2 ⊕ {a1} ⊕ a3,
where the induced order is removed from a2 and a3 and instead, both are treated
as antichains. ι(a) : M(a) → R, x 7→ x, is the canonical inclusion mapping of
M(a) in R.
M(a) is thus isomorphic to A#a2 ⊕ A1 ⊕ A#a3 , and ι(a) ∈ S(M(a), R) is a
strict homomorphism with a = αM(a),ι(a)(a1). In an intuitive sense, M(a) is the
most simple poset providing such a strict homomorphism. We have αφ(a)
(4)
=
a = αM(a),ι(a)(a1), and because ρ fulfills (12), we get
(a) = αM(a),ρ(ι(a))(a1) for all a ∈ E(R).
This is the description of  we are using for the rest of this section.
Corollary 3. For every a ∈ E(R),
#(a)2 ≤ #a2,
#(a)3 ≤ #a3.
Proof. We have ↓◦M(a) a1 = a2, hence
(a)2 = αM(a),ρ(ι(a))(a1)2 = ρ(ι(a))
(
↓◦M(a) a1
)
= ρ(ι(a))(a2),
and the first inequality is proven because ρ(ι(a)) is a mapping. The second one
is dual.
Lemma 2. Assume that ρ is strong. Let P ∈ P, a ∈ E(R), and ξ ∈ H(P,R)
with ξ(P ) = M(a). If the post-restriction ξ|M(a) : P →M(a) is an isomorphism,
then ρP (ξ)(P ) = M((a)), and ρP (ξ)|M((a)) : P →M((a)) is an isomorphism,
too. In particular,
ρM(a)(ι(a))|M((a)) : M(a)→M((a))
is an isomorphism.
Proof. We have P = D⊕{p}⊕U with D ' A#a2 and U ' A#a3 . Furthermore,
ξ(D) = a2, ξ(p) = a1, and ξ(U) = a3, thus
αP,ξ(d) = (ξ(d), ∅, {a1} ∪ a3) = αM(a),ι(a)(ξ(d)) for all d ∈ D,
αP,ξ(p) = a = αM(a),ι(a)(a1) = αM(a),ι(a)(ξ(p)),
αP,ξ(u) = (ξ(u), {a1} ∪ a2, ∅) = αM(a),ι(a)(ξ(u)) for all u ∈ U.
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Due to (12), this yields αP,ρ(ξ)(x) = αM(a),ρ(ι(a))(ξ(x)) for all x ∈ P . Thus,
ρP (ξ)(p) = αP,ρ(ξ)(p)1 = αM(a),ρ(ι(a))(ξ(p))1
= αM(a),ρ(ι(a))(a1)1 = (a)1,
and for every d ∈ D we have
ρP (ξ)(d) = αP,ρ(ξ)(d)1 = αM(a),ρ(ι(a))(ξ(d))1
= ρM(a)(ι(a))(ξ(d)) ∈ ρM(a)(ι(a)) (a2)
= αM(a),ρ(ι(a))(a1)2 = (a)2.
Similarly, we get ρP (ξ)(u) ∈ (a)3 for every u ∈ U . Therefore, ρP (ξ)(P ) ⊆
M((a)) with ρP (ξ)(p) = (a)1, ρP (ξ)(D) ⊆ (a)2, and ρP (ξ)(U) ⊆ (a)3.
Now we prove that ρP (ξ) is one-to-one. It is sufficient to show that ρP (ξ)|D
and ρP (ξ)|U are both one-to-one. Let c, d ∈ D with ρP (ξ)(c) = ρP (ξ)(d). We
define ζ : P → R by
ζ(x) ≡

ξ(x), if x ∈ P \ {c, d};
ξ(d), if x = c;
ξ(c), if x = d.
and as above we get αP,ρ(ζ)(x) = αM(a),ρ(ι(a))(ζ(x)) for all x ∈ P . Now we get
for every x ∈ P \ {c, d}
ρP (ζ)(x) = αP,ρ(ζ)(x)1 = αM(a),ρ(ι(a))(ζ(x))1
= αM(a),ρ(ι(a))(ξ(x))1 = αP,ρ(ξ)(x)1 = ρP (ξ)(x)
and similarly
ρP (ζ)(c) = αM(a),ρ(ι(a))(ζ(c))1 = αM(a),ρ(ι(a))(ξ(d))1
= ρP (ξ)(d) = ρP (ξ)(c),
ρP (ζ)(d) = αM(a),ρ(ι(a))(ζ(d))1 = αM(a),ρ(ι(a))(ξ(c))1
= ρP (ξ)(c) = ρP (ξ)(d).
hence ρP (ζ) = ρP (ξ). Because ρ is strong, we have ζ = ξ, thus c = d, because
ξ is one-to-one. In the same way we see that ρP (ξ)|U is one-to-one. Therefore,
#a2 = #D ≤ #(a)2,
#a3 = #U ≤ #(a)3.
Corollary 3 yields equality, and ρP (ξ)|M((a)) : P →M((a)) is an isomorphism.
The last proposition follows with P = M(a) and ξ = ι(a).
The following lemma finishes the proof of Theorem 4(2):
Lemma 3. If ρ is strong, then  is one-to-one.
Proof. Let a, b ∈ E(R) with (a) = (b). Applying Lemma 2, we see that the
posets M(a), P ≡ M((a)) = M((b)), and M(b) are all three isomorphic.
Let m ≡ #a2 and n ≡ #a3. There exist (m!) · (n!) isomorphisms between P
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and M(a), between P and M(b), and between P and P . Let I(P,M(a)) and
I(P,M(b)) be the set of isomorphisms from P to M(a) and from P to M(b),
respectively. With
J (P ) ≡ {ι(a) ◦ pi | pi ∈ I(P,M(a))} ∪ {ι(b) ◦ pi | pi ∈ I(P,M(b))} ,
J (P ) is a subset of S(P,R) with #J (P ) ≥ (m!) · (n!); equality holds iff a = b.
Lemma 2 delivers that for each ξ ∈ J (P ) the mapping ρP (ξ)|P : P → P is an
isomorphism. Because ρ is strong, we conclude #J (P ) ≤ (m!) ·(n!), thus a = b,
and  is one-to-one.
We have introduced Condition 1 in order to close the gap left by Proposition
1 to η being strong. However, Condition 1 is unwieldy to check because it refers
to how αP,η(ξ)(x) looks for all P ∈ Pr, ξ ∈ S(P,R), x ∈ P . It is desirable to
have more handy conditions referring to  only.
Proposition 2. Let  : E(R) → E(S) be a strict homomorphism. Assume that
for a ∈ E(R)
#(a)2 ≤ #a2,
#(a)3 ≤ #a3,
(13)
and
∀ b, c ∈↓◦E(R) a : (b)1 = (c)1 ⇒ b1 = c1,
∀ b, c ∈ ↑◦ E(R)a : (b)1 = (c)1 ⇒ b1 = c1.
(14)
Then αη(ξ)(x) = (αξ(x)) for all P ∈ Pr, ξ ∈ S(P,R), x ∈ P with αξ(x) = a.
In particular,  fulfills Condition 1 if (13) and (14) hold for all a ∈ E(R).
Proof. Let P ∈ Pr, ξ ∈ S(P,R), x ∈ P with αξ(x) = a. For every y ∈↓◦ x, we
have αξ(y) ∈↓◦E(R) αξ(x) according to Corollary 1, hence
#αξ(x)2 = #
{
ξ(y)
∣∣∣ y ∈↓◦ x} (14)≤ #{(αξ(y))1 ∣∣∣ y ∈↓◦ x}
= #
{
η(ξ)(y)
∣∣∣ y ∈↓◦ x} = #αη(ξ)(x)2
Lemma 1≤ #(αξ(x))2
(13)
≤ #αξ(x)2,
thus #αη(ξ)(x)2 = #(αξ(x))2. Now Lemma 1 delivers αη(ξ)(x)2 = (αξ(x))2.
The proof of αη(ξ)(x)3 = (αξ(x))3 is dual, and αη(ξ)(x) = (αξ(x)) is shown.
The addendum is clear.
Using this result, it is immediately seen that the homomorphisms in the
Figures 2(a) and 2(b) fulfill Condition 1. Because they are both one-to-one, the
induced G-schemes are strong and fulfill (12) according to Theorem 4(2).
If  fulfills Condition 1, then, for all a ∈ E(R),
αE(R),η(φ)(a) = (αE(R),φ(a))
(4)
= (a),
13
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Figure 3: The concept of rearranging a poset R. Explanations in text.
hence αE(R),η(φ) = , and η fulfills (12) according to Theorem 4(1). Looking at
Corollary 3, we conclude that (13) is necessary for Condition 1. However, (14)
is not necessary, as we will show now.
For every poset Q of height 2, we have a2 = ∅ or a3 = ∅ for every a ∈ E(Q).
Let R be a connected poset of height 2 with at least three points. With 0 < 1
as carrier of C2, we define  : E(R)→ E(C2) by
(a) ≡

(0, ∅, {1}), if a3 6= ∅;
(1, {0}, ∅), if a2 6= ∅;
(0, ∅, ∅), otherwise .
 is a strict homomorphism fulfilling (13) for all a ∈ E(R). But because R is
connected and contains at least three points,  violates (14).
For P ∈ Pr, ξ ∈ S(P,R), x ∈ P ,
αη(ξ)(x)2 =
{
(αξ(y))1
∣∣∣ y ∈↓◦ x}
=
{
∅, if ↓◦ x = ∅;
{0}, otherwise
= (αξ(x))2.
αη(ξ)(x)3 = (αξ(x))3 is shown in the same way, and  fulfills Condition 1.
4 The rearrangement method
In [2], the author has developed a method how to rearrange a poset R in such a
way that a strong G-scheme ρ exists between R and the poset S resulting from
the rearrangement. In Section 4.1, we see that ρ is in fact induced by a strict
homomorphism  : E(R) → E(S) fulfilling the conditions of Proposition 1. In
Section 4.2, we discuss the posets in Figure 1(d) under this point of view.
4.1 ρ as an induced G-scheme
The concept of the rearrangement method is illustrated in Figure 3. We have a
finite poset R and subsets A, B, and W with A ∩W = ∅ and B ∩W = ∅. We
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cut all connections between W and A, replace them by connections between W
and B, and take the transitive hull of the resulting relation. The rearrangement
method developed in [2] specifies this concept as follows:
Definition 7 ([2], Definition 5). We agree on the following:
• R = (Z,≤R) is a finite poset.
• We have disjoint subsets A and W of Z, and A is convex.
• There is a subset B ⊆ Z with
W ∩ (↓RB ∪ ↑RB) = ∅, (15)
and β : A→ B is a mapping.
• On Z, we define a binary relation ≤s by setting
≤s ≡ ≤r ∪ <d ∪ <u
where ≤r ≡ ≤R \ ((W ×A) ∪ (A×W )) ,
<d ≡ {(w, β(a)) | (w, a) ∈≤R ∩(W ×A)} ,
<u ≡ {(β(a), w) | (a,w) ∈≤R ∩(A×W )} .
• ≤S is the transitive hull of ≤s.
In [2, Lemma 6], we have seen that S ≡ (Z,≤S) is a poset. Moreover, we
have shown:
Theorem 5 ([2], Theorem 5). For every P ∈ Pr and every ξ ∈ S(P,R), we
define the mapping ρP (ξ) : X → Z by
∀x ∈ X : ρP (ξ)(x) ≡
{
β(ξ(x)), if x ∈ Uξ,
ξ(x), otherwise
(16)
where
Uξ ≡ {x ∈ P | ξ(x) ∈ A and (αξ(x)2 ∪ αξ(x)3) ∩W 6= ∅} .
Assume additionally to the assumptions in Definition 7, that β is a bijective
homomorphism from A to B (equipped with the respective induced partial order)
and
∀a ∈ A : (↓◦R a) \W ⊆ ↓
◦
Rβ(a),
∀a ∈ A : (↑◦Ra) \W ⊆ ↑◦Rβ(a).
Then ρ is a strong G-scheme from R to S.
For P ∈ Pr, ξ ∈ S(P,R), x ∈ P , it is αξ(x) which determines ρ(ξ)(x).
Therefore, (10) holds, and ρ is according to Theorem 3 induced by
 ≡ αE(R),ρ(φ) : E(R)→ E(S),
a 7→ αρ(φ)(a).
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We have
Uφ = {a ∈ E(R) | a1 ∈ A, (a2 ∪ a3) ∩W 6= ∅} ,
hence, due to (16),
ρ(φ)(a) =
{
β(a1), if a ∈ Uφ,
a1, otherwise .
(17)
ρ(φ)(a) 6= a1 implies thus a ∈ Uφ and ρ(φ)(a) = β(a1), and we have ρ = η.
In order to see that  fulfills the conditions in Proposition 1, we have to
describe (a) explicitely. (a)1 = ρ(φ)(a) is trivial. For the determination of
(a)2, we recall the description (5) of ↓◦E(P )a from the proof of Corollary 2:
↓◦E(P )a = {b ∈ E(P ) | {b1} ∪ b2 ⊆ a2 and {a1} ∪ a3 ⊆ b3 } .
We have (a)2 = ρ(φ)
(
↓◦E(R) a
)
. By applying (17), we see a2 \ A ⊆ (a)2.
Furthermore,
• ({a1} ∪ a3) ∩W 6= ∅: Then every b ∈↓◦E(R) a with b1 ∈ A belongs to Uφ
and we conclude (a)2 = (a2 \A) ∪ β(a2 ∩A).
• ({a1}∪a3)∩W = ∅: Let x ∈ a2∩A. We have (x, ∅, {a1} ∪ a3) ∈
(
↓◦E(R) a
)
\
Uφ, thus x ∈ (a)2. Additionally, under all elements of ↓◦E(R) a with first
component x, it is (x, a2, ↑◦Rx) which has the largest second and third
component; therefore, β(x) ∈ (a)2 if (a2 ∪ ↑◦Rx) ∩W 6= ∅.
Making the same considerations for (a)3, we get all together
(a)1 = ρ(φ)(a),
(a)2 =
{
(a2 \A) ∪ β(a2 ∩A) if ({a1} ∪ a3) ∩W 6= ∅;
a2 ∪
{
β(x)
∣∣ x ∈ a2 ∩A, (a2 ∪ ↑◦Rx) ∩W 6= ∅} ; otherwise ;
(a)3 =
{
(a3 \A) ∪ β(a3 ∩A) if ({a1} ∪ a2) ∩W 6= ∅;
a3 ∪
{
β(x)
∣∣ x ∈ a3 ∩A, (a3 ∪ ↓◦Rx) ∩W 6= ∅} ; otherwise .
In particular, for all a ∈ E(R),
a2 \A ⊆ (a)2 ⊆ a2 ∪ β(a2 ∩A),
a3 \A ⊆ (a)3 ⊆ a3 ∪ β(a3 ∩A).
(18)
Furthermore, let P ∈ Pr, ξ ∈ S(P,R), x ∈ P and y ∈ ↓◦Px with ξ(y) /∈ A. Then
αξ(y) /∈ Uφ, thus ξ(y) = η(ξ)(y) ∈ αη(ξ)(x)2. This and the dual result yield.
αξ(x)2 \A ⊆ αη(ξ)(x)2,
αξ(x)3 \A ⊆ αη(ξ)(x)3.
(19)
We need the following technical lemma:
Lemma 4. On E(S), we define a binary relation  by setting for all s, t ∈ E(S)
s  t ≡ s1 = t1, s2 ⊆ t2, and s3 ⊆ t3.
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For s ∈ E(S), we define
O(s) ≡ {o ∈ E(R) | s  (o)} .
If there exists a t ∈ E(R) with
t2 \A ⊆ s2, t3 \A ⊆ s3, and (t)1 = (s)1 (20)
then
t ∈ Uφ ⇒ o1 = t1 for all o ∈ O(s).
In particular, for a, b ∈ E(R) with
a2 \A ⊆ (b)2 and a3 \A ⊆ (b)3,
and b2 \A ⊆ (a)2 and b3 \A ⊆ (a)3,
(21)
we have
(a)1 = (b)1 ⇒ a1 = b1.
Proof. Let t ∈ E(R) fulfill (20). If t ∈ Uφ, then (t2 ∪ t3) ∩W 6= ∅. Assume that
there exists a w ∈ t2 ∩W . Then, for o ∈ O(s),
w ∈ t2 \A
(20)
⊆ s2
o∈O(s)
⊆ (o)2
(18)
⊆ o2 ∪ β(o2 ∩A).
Due to W ∩ B = ∅, this means w ∈ o2, and (15) delivers o1 /∈ B. The case
t3 ∩W 6= ∅ is handled in a similar way. Therefore, o1 /∈ B.
Because of o ∈ O(s), we have (o)1 = (s)1 (20)= (t)1 (17)= β(t1) ∈ B, hence
o ∈ Uφ. We conclude β(o1) = (o)1 = (t)1 = β(t1), thus o1 = t1, because β is
one-to-one.
Finally, assume that a, b ∈ E(R) with (a)1 = (b)1 fulfill (21). With s ≡
(b), t ≡ a, and o ≡ b, the first part of the lemma delivers a ∈ Uφ ⇒ a1 = b1. By
reverting the roles of a and b, we get b ∈ Uφ ⇒ b1 = a1. And in the remaining
case a, b /∈ Uφ, we have a1 = (a)1 = (b)1 = b1.
Now we can prove:
Proposition 3.  fulfills the conditions (7) and (8) in Proposition 1. Addi-
tionally, ξX\E(ξ) can be reconstructed by means of η(ξ) and , and η is strong.
Proof. Condition (7): For a, b ∈ E(R) with (a) = (b), the first inclusions in
(18) deliver (21), and a1 = b1 follows with the addendum of Lemma 4.
Condition (8): Let P ∈ Pr, ξ ∈ S(P,R), x ∈ E(ξ). There exists an a ∈ E(R)
with αη(ξ)(x) = (a). For j ∈ {2, 3}, we have
aj \A
(18)
⊆ (a)j = αη(ξ)(x)j
Lemma 1⊆ (αξ(x))j ,
αξ(x)j \A
(19)
⊆ αη(ξ)(x)j = (a)j ,
and the addendum of Lemma 4 yields a1 = ξ(x), hence αη(ξ)(x) ∈ (E(R; ξ(x)).
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Now let x ∈ X \ E(ξ), thus αη(ξ)(x) /∈ (E(R)). Due to (19), we have
αξ(x)2 \ A ⊆ αη(ξ)(x)2 and αξ(x)3 \ A ⊆ αη(ξ)(x)3, and due to Lemma 1, we
have αξ(x) ∈ O(αη(ξ)(x)). With
Nx ≡
{
b1
∣∣ b ∈ O(αη(ξ)(x))} ,
the first part of Lemma 4 (with s ≡ αη(ξ)(x) and t ≡ αξ(x)) delivers
αξ(x) ∈ Uφ ⇒ #Nx = 1. (22)
In the case of #Nx = 1, we have Nx = {ξ(x)}, and we know ξ(x). And in the
case of #Nx > 1, (22) implies αξ(x) /∈ Uφ, hence ξ(x) = η(ξ)(x). For every x,
we can determine Nx by means of η(ξ) and . We can thus reconstruct ξ|X\E(ξ)
by means of η(ξ) and , and η is strong.
4.2 Example
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Figure 4: The posets R and S from Figure 1(d), their EV-systems, and a
homomorphism between them. Explanations in text.
Figure 4 shows on top the posets R and S from Figure 1(d) and their EV-
systems. By using the sets W ≡ {w}, A ≡ {a}, and B ≡ {b}, it is easily
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seen that S can be constructed from R by the rearrangement method described
in the previous section. There exists thus a strong G-scheme from R to S,
and according to Proposition 3, the strict homomorphism  : E(R) → E(S)
constructed in the last section fulfills (7) and (8) in Proposition 1.
 is indicated in the lower part of Figure 4. Presenting  in the usual way
by arrows would result in a bewildering number of crossing lines. Therefore,
only three point mappings are indicated by arrows. The rest is easily seen as
follows: The sub-poset of R drawn with bold lines is mapped to the isomorphic
bold-lined sub-poset of S, whereas the sub-poset of R drawn with dotted lines
is flipped and mapped to the M-shaped dotted sub-poset of S; the two shaded
points (p, {a}, ∅) and (p, {a, b}, ∅) of E(R) are both mapped to the shaded point
(p, {a, b}, ∅) of E(S). The total homomorphism is listed in the following table;
we have
Uφ = {(a, ∅, {w}), (a, ∅, {w, p})}
a ∈ E(R) (a) ∈ E(S)
(a, ∅, ∅) (a, ∅, ∅)
(a, ∅, {w}) (b, ∅, {w})
(a, ∅, {w, p}) (b, ∅, {p, w})
(a, ∅, {p}) (a, ∅, {p})
(b, ∅, ∅) (b, ∅, ∅)
(b, ∅, {q}) (b, ∅, {q})
(b, ∅, {p, q}) (b, ∅, {p, q})
(b, ∅, {p}) (b, ∅, {p})
a ∈ E(R) (a) ∈ E(S)
(w, ∅, ∅) (w, ∅, ∅)
(w, {a}, ∅) (w, {b}, ∅)
(p, ∅, ∅) (p, ∅, ∅)
(p, {a}, ∅) (p, {a, b}, ∅)
(p, {a, b}, ∅) (p, {a, b}, ∅)
(p, {b}, ∅) (p, {b}, ∅)
(q, ∅, ∅) (q, ∅, ∅)
(q, {b}, ∅) (q, {b}, ∅)
Let c ≡ (p, {a}, ∅) ∈ E(R) and d ≡ (p, {a, b}, ∅) ∈ E(R). For all points
a ∈ E(R) \ {c, d}, the conditions in Proposition 2 are fulfilled, but c violates
(13) and d violates (14). According to Proposition 2, the points c and d are the
only points a ∈ E(R) for which P ∈ Pr, ξ ∈ S(P,R), x ∈ P may exist with
αξ(x) = a and αη(ξ)(x) 6= (a).
Figure 5 shows three strict homomorphisms and their images resulting un-
der η. V ≡ A1 ⊕ A2 is the 3-point poset with V-shaped diagram, and N is the
4-point poset with N-shaped diagram. In the following tables, the objects of
interest in E(R) and E(S) are listed.
x ∈ C2 αξ(x) (αξ(x))) αη(ξ)(x)
0 (a, ∅, {p}) (a, ∅, {p}) (a, ∅, {p})
1 (p, {a}, ∅) (p, {a, b}, ∅) (p, {a}, ∅)
x ∈ V αζ(x) (αζ(x)) αη(ζ)(x)
00 (a, ∅, {w, p}) (b, ∅, {p, w}) (b, ∅, {p, w})
10 (w, {a}, ∅) (w, {b}, ∅) (w, {b}, ∅)
01 (p, {a}, ∅) (p, {a, b}, ∅) (p, {b}, ∅)
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Figure 5: Homomorphisms ξ ∈ S(C2, R), ζ ∈ S(V,R), and θ ∈ S(N,R), and
their images under η.
x ∈ N αθ(x) (αθ(x)) αη(θ)(x)
100 (b, ∅, {p}) (b, ∅, {p}) (b, ∅, {p})
001 (a, ∅, {w, p}) (b, ∅, {p, w}) (b, ∅, {p, w})
101 (p, {a, b}, ∅) (p, {a, b}, ∅) (p, {b}, ∅)
011 (w, {a}, ∅) (w, {b}, ∅) (w, {b}, ∅)
We have thus αξ(1) = αζ(01) = c, but αη(ξ)(1), αη(ζ)(01) 6= (c), and we
have αθ(101) = d, but αη(θ)(101) 6= (d). Therefore,  does not fulfill Condition
1. In consequence, η does not fulfill (12):
αξ(0) <+ αζ(01),
αξ(0) <+ αθ(101),
αζ(01) = αξ(1),
αζ(00) <+ αξ(1),
αθ(001) <+ αξ(1),
αη(ξ)(0) ‖ αη(ζ)(01),
αξ(0) ‖ αθ(101),
αη(ζ)(01) 6= αη(ξ)(1),
αη(ζ)(00) ‖ αη(ξ)(1),
αθ(001) ‖ αξ(1),
where “‖” indicates incomparability with respect to <+.
At the end of this paper, we show that no strong G-scheme exists from R to
S fulfilling (12). Assume that such a G-scheme ρ exists. Because (12) implies
(10), ρ is induced by  ≡ αρ(φ). Now let P ≡ R and let ξ be the identity
mapping of R. For αξ(a) = (a, ∅, {w, p}) and αξ(b) = (b, ∅, {p, q}), Lemma 2
delivers #(αξ(a))3 = 2 = #(αξ(b))3. Because b is the only point x ∈ S with
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#↑◦R x > 1, we conclude (αξ(a)), (αξ(b)) ∈ E(S; b), hence
η(ξ)(a) = (αξ(a))1 = b = (αξ(b))1 = η(ξ)(b).
Therefore,
αη(ξ)(p)2 = η(ξ)(ξ(↓
◦
R p)) = η(ξ)({a, b}) = {b}.
But for αξ(p) = (p, {a, b}, ∅), Lemma 2 delivers #(αξ(p))2 = 2. We have thus
αη(ξ)(p)2 6= (αξ(p))2, and  does not fulfill Condition 1. But via Theorem 4(2),
this is a contradiction to ρ being a strong G-scheme fulfilling (12).
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