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PROJECTION SCHEMES FOR STOCHASTIC PARTIAL
DIFFERENTIAL EQUATIONS
by Surya Mohan Prerapa
The focus of the present work is to develop stochastic reduced basis methods (SRBMs) for solving
partial diﬀerential equations (PDEs) deﬁned on random domains and nonlinear stochastic PDEs
(SPDEs). SRBMs have been extended in the following directions:
Firstly, an h-reﬁnement strategy referred to as Multi-Element-SRBMs (ME-SRBMs) is developed
for local reﬁnement of the solution process. The random space is decomposed into subdomains where
SRBMs are employed in each subdomain resulting in local response statistics. These local statistics
are subsequently assimilated to compute the global statistics. Two types of preconditioning strategies
namely global and local preconditioning strategies are discussed due to their merits such as degree
of parallelizability and better convergence trends. The improved accuracy and convergence trends
of ME-SRBMs are demonstrated by numerical investigation of stochastic steady state elasticity and
stochastic heat transfer applications.
The second extension involves the development of a computational approach employing SRBMs
for solving linear elliptic PDEs deﬁned on random domains. The key idea is to carry out spatial
discretization of the governing equations using ﬁnite element (FE) methods and mesh deformation
strategies. This results in a linear random algebraicsystem of equations whose coeﬃcients of expansion
can be computed nonintrusively either at the element or the global level. SRBMs are subsequently
applied to the linear random algebraic system of equations to obtain the response statistics. We
establish conditions that the input uncertainty model must satisfy to ensure the well-posedness of the
problem. The proposed formulation is demonstrated on two and three dimensional model problems
with uncertain boundaries undergoing steady state heat transfer. A large scale study involving a
three-dimensional gas turbine model with uncertain boundary, has been presented in this context.
Finally, a numerical scheme that combines SRBMs with the Picard iteration scheme is proposed
for solving nonlinear SPDEs. The governing equations are linearized using the response process from
the previous iteration and spatially discretized. The resulting linear random algebraic system of
equations are solved to obtain the new response process which acts as a guess for the next iteration.
These steps of linearization, spatial discretization, solving the system of equations and updating the
current guess are repeated until the desired accuracy is achieved. The eﬀectiveness and the limitations
of the formulation are demonstrated employing numerical studies in nonlinear heat transfer and the
one-dimensional Burger’s equation.to my parents ...Contents
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Introduction
1.1 Motivation
In the last two decades, modeling and simulation of highly complex problems have been made
possible by tremendous growth in computing power. Sophisticated numerical techniques have
also evolved to limit the discretization errors in the numerical simulations. However, some
degree of uncertainty is inevitable when dealing with many engineering and natural systems.
Disregarding or neglecting these variabilities, idealized (nominal) values of the parameters
like boundary, loading, boundary conditions and operating conditions are often selected for
modeling and simulation. In such simulations, the correlation between the numerical results
and the ﬁeld response (reality) remain unclear. Lack of information and intrinsic variability
may be pointed out as two main reasons for the existence of input uncertainty. For example
in a system undergoing diﬀusion, the micro-mechanical structure of the material may be
variable (leading to uncertain diﬀusivity) or the geometry of the system may be uncertain.
Also, some degree of uncertainty may be present in the operating conditions such as forcing
and boundary conditions. Reliability and safety of such systems can be questionable, based
on the degree of the input uncertainty especially in oﬀ-design or failure conditions. Hence a
realistic modeling and simulation of complex physical systems should take input uncertainties
into account to provide a reliable prognoses of the numerical solutions. This has motivated the
development of advanced stochastic solvers which propagate the input uncertainty through
the governing equations to obtain the response statistics thereby enabling the quantiﬁcation
of uncertainty in computational predictions.
1Chapter 1 Introduction 2
1.2 Background
Various mathematical theories have been adopted to model uncertainties such as probability
theory, possibility theory, evidence (Dempster-Shafer) theory, fuzzy set theory, imprecise
probability theory and Bayesian estimation theory; refer to [4] for details. The present work
primarily focuses on employing the probabilistic theory approach to deal with all types of
uncertainties. It is implicitly assumed here that the uncertainties can be described as random
variables or random ﬁelds.
Traditionally, physical systems are mathematically modeled by partial diﬀerential equa-
tions (PDEs) that govern the system response. Treating uncertainties in a probabilistic
framework, leads to PDEs with random coeﬃcients called stochastic partial diﬀerential
equations or SPDEs. The SPDEs with the prescribed deterministic/stochastic initial and
boundary conditions govern the system dynamics.
Numerical methods to analyze SPDEs can be broadly classiﬁed as parametric and non-
parametric approaches. The central idea underpinning non-parametric approaches [5–8] is to
employ the mean value of the coeﬃcient matrix in conjunction with the maximum entropy
principle to construct a random matrix model. Subsequently, the response statistics are ap-
proximated using Monte-Carlo methods. Non-parametric approaches are useful in situations
where limited data is available on the uncertain parameters. However the focus of the the-
sis is on parametric approaches – in other words, we assume that a complete probabilistic
characterization of the input uncertain parameters is available.
Figure 1.1(from [1]) lists the steps involved in analysis of uncertain systems employing
parametric approaches. Uncertainty models are typically constructed using the ﬁeld/experi-
mental data or by stochastic micro-mechanical analysis and is characterized by random ﬁelds
or kernel density estimates. The governing equations namely, the SPDEs in addition to the
characterized uncertainty completely deﬁne the problem in question. For computational pur-
poses where the variability is required to be expressed in terms of a ﬁnite number of random
variables, random ﬁeld discretization is carried out. A number of random ﬁeld discretiza-
tion techniques have been discussed in literature; see for example [2, 9–11]. The resulting
semi-discretized SPDEs are spatially discretized using ﬁnite element, ﬁnite diﬀerence or ﬁ-
nite volume techniques. Statistics of the response can be now computed by propagating the
uncertainty to the response.
Many existing techniques can be adopted for uncertainty propagation. They can beChapter 1 Introduction 3
Figure 1.1: Physics based parametric uncertainty analysis [1].
broadly classiﬁed as simulation techniques, local approximation methods, response surface
methods and spectral stochastic projection schemes. Simulation methods are very general
purpose in scope and hence can be applied to a variety of problems [12]. Monte-Carlo
techniques are widely used simulation methods to approximate the response statistics with
an arbitrary degree of accuracy [13, 14]. In practice, however, the associated cost can be
computationally prohibitive for large scale applications and high ﬁdelity systems. More ef-
ﬁcient alternatives based on sparse quadrature rules have been employed in [15–24]. Sparse
quadrature based on Smolyak’s construction have been extensively studied in the context
of stochastic collocation schemes. These approaches leverage the regularity of stochastic
variables in contrast to Monte-Carlo/quasi-Monte-Carlo schemes. Among the local approxi-
mation (perturbation) methods, Neumann series oﬀer an eﬃcient alternative to compute the
ﬁrst two statistical moments of the response; see [25–30] for details. The major drawback
of this class of methods is that the results become highly inaccurate for large coeﬃcient of
variation of the input random variables. The response surface methods are another class of
approximation techniques that are usually applied to construct linear or quadratic models
of the response quantities as a function of the basic random variables; [31]. By leveragingChapter 1 Introduction 4
the existing literature on function approximations (e.g. [32] [33]), more general nonlinear
models can however be constructed. However response surface methods do not scale well
to problems with large number of variabilities due to the curse of dimensionality1; see for
example, [34–36] and the references therein..
In recent years, stochastic projection schemes based on polynomial chaos (PC) expan-
sions have emerged as a powerful tool to analyze stochastic systems. The fundamentals
underpinning this approach is based on the homogeneous chaos theory proposed by Wiener
[37] as a generalization of Fourier series expansion. In the original work of Wiener, multi-
dimensional Hermite polynomials in terms of a set of Gaussian random variables are used
as (orthogonal) basis functions for representing stochastic processes. If the undetermined
constants are computed as coeﬃcients of Fourier-Hermite expansions, such expansions con-
verge for any second-order stochastic process in the L2 sense by the theorem of Cameron
and Martin [38]. Ghanem et al [39–44] and others [45, 46] have applied PC expansions to a
wide class of stochastic PDEs. These results show that unlike perturbation-based methods,
good accuracy can be attained with PC methods even when the coeﬃcients of variation of
the input random variables is large. Recently, Xiu and Karniadakis [3, 47] proposed gen-
eralized Polynomial Chaos (gPC) expansions, where basis functions from the Askey family
of hypergeometric polynomials are used. It was shown that by employing appropriate basis
functions depending on the input (e.g. Legendre polynomials for uniform distribution, La-
guerre polynomial functions for exponential distributions, etc.), faster convergence rates can
be attained compared to Hermite polynomials for non-Gaussian distributions. The method
is not limited only to continuous distributions but is also applicable to discrete distribu-
tions (e.g. Charlier Polynomial functions are used in the case of Poisson’s distribution). PC
projection schemes present the most general and extensively applied numerical methods for
uncertainty quantiﬁcation and propagation. They have been employed on a wide range of
steady state and transient problems ranging from deformation of elasto-plastic bodies [48],
ﬂuid ﬂow simulations using Euler and Navier-Stokes equations [49–52], nonlinear vibrations
[53] and multiphase ﬂows in heterogeneous random media [34, 35].
Nouy et al [54–56] proposed generalized spectral decomposition (GSD) methods to solve
linear and nonlinear SPDEs. GSD methods generalize the classical spectral decomposition,
namely the Karhunen-Lo` eve (KL) expansion where the solution is approximated by a series
1The curse of dimensionality arises from the fact that the number of hypercubes required to ﬁll out a
compact M-dimensional space grows exponentially with M.Chapter 1 Introduction 5
of terms, each of which being the product of a scalar stochastic function by a deterministic
function. Both these functions are not ﬁxed a priori but determined by solving a problem
which can be interpreted as an eigenvalue problem. Le Maˆ ıtre et al. [57, 58] introduced
Wiener-Haar expansions for representing stochastic processes. It has been shown that these
basis functions give more accurate representations at discontinuities compared to gPC expan-
sions. Babuˇ ska et al. [59] studied the convergence of Galerkin ﬁnite element approximations
of stochastic elliptic PDEs. A theoretical analysis was presented for the computational costs
involved in the Monte-Carlo Simulations (MCS) and the Galerkin projection schemes em-
ploying a spectral representation of the solution process. This analysis suggests that for
problems with a small number of random variables, the latter method is preferable especially
when the accuracy requirement is high. While for problems involving a large number of
variables, the Galerkin projection schemes lead to signiﬁcant increase in the dimensionality
of the problem resulting in computational costs comparable to that of MCS.
Stochastic Reduced Basis Methods (SRBMs) were recently introduced in the literature [60,
61] to solve linear random algebraic systems of equations arising from discretization of
stochastic PDEs. In this approach, the response process is approximated using basis vec-
tors spanning a preconditioned stochastic Krylov subspace. The Bubnov-Galerkin/Petrov-
Galerkin projection scheme is used to compute the undetermined coeﬃcients by solving a
reduced order deterministic system of equations. The basis vectors in SRBMs are problem
dependent – this is in contrast to gPC expansions where the basis functions are chosen solely
depending on the input distribution. Numerical studies on linear stochastic PDEs conducted
by Sachdeva et al. [62] suggest that SRBMs can be more accurate for a given order of expan-
sion compared to existing PC based approaches. In addition, it has also been observed that
the computational cost incurred by reduced order projection schemes is signiﬁcantly lower
than PC projection schemes. SRBMs are hybridized with PC expansions in [63] to deal with
non-Gaussian uncertainties.
However, application of SRBMs have so far been limited to linear systems where the
uncertainties arise in the coeﬃcients of PDEs. This motivates the development of advanced
stochastic projection schemes applicable to a wider class of SPDEs.
In this thesis, we primarily focus on steady-state heat transfer applications as they are a
very important class of partial diﬀerential equations (PDEs) which arise from mathematical
characterization of a variety of phenomena appearing in nature e.g., heat transfer, diﬀusion
in heterogeneous media, etc. The SPDE underlying stochastic steady state heat transferChapter 1 Introduction 6
has diverse applications in several areas such as petroleum reservoir characterization, water
resources modelling, population genetics, image noise correction, etc. This problem has
been studied by many researchers (see, for example [15, 16, 34–36, 64–68]) in the context of
steady-state diﬀusion in random heterogeneous media in the past. Projection schemes based
on Polynomial Chaos (PC) expansions have been employed in [64, 66, 67]. Our objective
is to propose faster projection schemes to solve both linear and nonlinear variants of this
SPDE which are general in scope and applicable to a wider class of problems. Note that all
the simulations presented in this thesis are performed over a machine with Intel Core 2 Duo
processor having a 2.4GHz clock speed and 1GB RAM.
1.3 Scope of the thesis
The main focus of this work is to develop reduced order projection schemes for complex
linear (geometric uncertainty) and nonlinear uncertainty propagation problems. In our model
problems, we assume input uncertainty models in order to purely focus on propagating these
uncertainties through the governing PDEs. Uncertainty modeling is a very important and
involved ﬁeld of research but it is not the focus of this thesis.
Here we adopt probability theory for uncertainty representation as opposed to possibility
theory, evidence theory, fuzzy set theory, etc. However, the applicability of reduced order
basis methods is not limited to uncertainty representation employing probability theory, but
is very general in scope. They can be applied to any parametrized system of equations
irrespective of how the uncertainty is modeled. This is due to the reason that only the post-
processing stage is dependent on the measure deﬁned on the space underlying the random
parameters.
In addition to the probability theory being employed here for uncertainty representation,
it should also be noted that the probabilistic uncertainties considered in this thesis are second
order stochastic processes (i.e., a ﬁnite variance) in contrast to white noise processes. A wide
body of literature can be found on dealing with white noise models (see for e.g. [69, 70] in
the context of diﬀusion in random heterogeneous media) and this topic is beyond the scope
of this thesis.
The initial part of the thesis focuses on the formulation of a h-reﬁnement strategy of
SRBMs (multi-element-SRBMs (ME-SRBMs)) as compared to the regular p-reﬁnement strat-
egy to improve the accuracy of the single element SRBMs for a given number of basis vectors.Chapter 1 Introduction 7
A theoretical result proving the convergence of an error metric employing ME-SRBMs is es-
tablished. Two preconditioning strategies have been suggested. Local preconditioning results
in a better approximation and hence faster convergence while global preconditioning strat-
egy is more realistic for large scale problems with many degrees of freedom. The approach
admits a very high degree of coarse-grained and ﬁne-grained parallelizability especially in
conjunction with a global preconditioning strategy. The improved accuracy of the method in
comparison to the standard single element formulation is demonstrated using three numeri-
cal studies dealing with stochastic steady state elasticity on a square domain and stochastic
steady state heat transfer on two domains (including a square surface and a 2D gas tur-
bine blade model). Although, the approach focuses on uniform uncertainty, it can be easily
extended to other types of distributions.
A novel computational framework employing reduced order projection schemes is pre-
sented for solving deterministic/stochastic partial diﬀerential equations deﬁned on random
domains. The central idea is to employ mesh deformation strategies in conjunction with stan-
dard ﬁnite element discretization to arrive at a system of linear random algebraic equations.
We present a theoretical result on the condition that the input uncertainty model needs
to satisfy to ensure the well-posedness of the problem. The method is demonstrated using
steady state heat transfer on a square domain with a rough wall represented by a random
ﬁeld model. We also present a numerical study involving steady state heat transfer on a 2D
model of a gas turbine blade where the uncertain core locations have a parametric represen-
tation. A three dimensional numerical study involving gas turbine blades with a simpliﬁed
cooling core uncertainty model is also presented. The numerical techniques presented here
can be readily applied to complex spatial domains. The stochastic to deterministic mesh
deformation can be performed using any of the available tools such as algebraic transfor-
mations, trans-ﬁnite interpolation and PDE based methods. The proposed approach also
renders the existing deterministic solvers reusable for stochastic analysis.
Finally, we present a computational approach to solve nonlinear stochastic PDEs em-
ploying SRBM expansions in combination with the Picard iteration scheme. The proposed
approach is very simple to implement and can potentially result in orders of magnitude
speed-up compared to simulation techniques. A theoretical result has been proved which
states the existence of a stochastic ﬁxed point for the model problem (with the uncertainty
model) under consideration. It is conjectured that the method is applicable to any nonlinear
SPDE where the deterministic version of the governing equations admit an unconditionallyChapter 1 Introduction 8
convergent and stable solution employing deterministic ﬁxed-point iteration scheme. Nu-
merical studies are presented using stochastic steady state heat transfer on a square domain
and in a L-shaped channel with nonlinear conductivity to showcase the eﬀectiveness of the
proposed approach. The limitations of the formulation are demonstrated using a case study
involving the Burger equation motivating future work in this direction.
1.4 Layout of the thesis
This thesis is organized as follows:
Chapter 2 introduces the notation used throughout the thesis. Preliminaries such as
Karhunen-Lo` eve expansion technique for random ﬁeld discretization and polynomial chaos
expansion to represent a random ﬁeld are covered. Spatial discretization of SPDEs employing
ﬁnite element methods is outlined. Finally, stochastic projection schemes including SSFEM
and SRBM are reviewed in detail.
In Chapter 3, we present a h-reﬁnement technique to improve the accuracy of SRBMs.
Two preconditioning strategies namely global and local preconditioning are discussed due
to their merits such as better degree of parallelizability and faster convergence trends. We
demonstrate the proposed approach on three numerical studies involving stochastic steady
state elasticity on a square domain and stochastic heat transfer over two diﬀerent domains.
In Chapter 4, a novel method is proposed to solve linear elliptic partial diﬀerential equa-
tions deﬁned on random domains using SRBMs. We demonstrate two mapping strategies
namely mapping in the continuum and discrete sense to map the stochastic domain onto a
deterministic domain before carrying out spatial discretization. Mathematical equivalence
between both the approaches is established. A condition on the input uncertainty model for
the well-posedness of the problem is proposed leading to the details on the spatial discretiza-
tion of the governing equations on the random domain. The eﬀectiveness of the numerical
approach is demonstrated using heat transfer on three spatial domains, namely, a square
domain with a rough wall, a two-dimensional proﬁle of a gas turbine blade where the core
center locations are considered to be uncertain and ﬁnally a three-dimensional gas turbine
blade model with a simpliﬁed model to represent uncertainty in the geometry. While the
ﬁrst numerical study involves the random ﬁeld description of the boundary, the other studies
have parametric representation of the randomness.
In Chapter 5, we present a numerical approach to solve nonlinear stochastic partial diﬀer-Chapter 1 Introduction 9
ential equations using reduced order projection schemes where the Picard iterative scheme has
been used to linearize the governing equations. Here, we discuss in detail, the linearization
and spatial discretization of the governing equations. Convergence criterion and the issues
involved in the current formulation are explained. Numerical studies involving stochastic
heat transfer analysis on a square plate and an L-shaped channel are presented to showcase
the eﬃciency of the method. A case study involving the 1D Burger equation is also presented
to explore the limitations of the method.
We conclude the thesis in Chapter 6 and outline future research directions.Chapter 2
Stochastic Galerkin projection
schemes
In this chapter we introduce the notation that is followed throughout the thesis. Preliminaries
such as generalized polynomial chaos and Karhunen-Lo` eve expansion are brieﬂy discussed.
Stochastic Galerkin projection schemes are reviewed and their application is illustrated for
a typical SPDE arising in stochastic heat transfer.
2.1 Preliminaries
2.1.1 Notation
Let (Ω,F,P) be a probability space, where Ω is the sample space, F is the σ-algebra asso-
ciated with Ω and P is a probability measure. Let ω ∈ Ω be a random event. Then any
random vector θ(ω) : Ω → Rd is said to be a second order stochastic process if it has a ﬁnite
second order moment on (Ω,F,P). Here d refers to the dimensionality of the vector θ. By
deﬁnition, L2(Ω,F,P) is a Hilbert space of random variables. Let u(θ) ∈ Cn and v(θ) ∈ Cn
be two stochastic vectors, then the expectation operator h·i is deﬁned as
hu∗(θ)v(θ)i =
Z
u∗(θ)v(θ)dP(θ),
where θ is a continuous random variable and the superscript ∗ denotes the complex conjugate
transpose. The norm induced by this inner product on the Hilbert space is deﬁned as
k u(θ) k=
p
hu∗(θ)u(θ)i. (2.1)
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2.1.2 Karhunen-Lo` eve expansion
The Karhunen-Lo` eve (KL) expansion of a random ﬁeld κ(x;ω) is a popular method for
random ﬁeld discretization as the expansion is performed over an optimal basis. It is based on
the spectral decomposition of the autocovariance function Cκκ(x,x0). The set of deterministic
functions over which any realization of the random ﬁeld κ(x;ω) is expanded are deﬁned by
the integral eigenvalue problem:
Z
D
Cκκ(x,x0)ϕ(x0)dx0 = λϕ(x). (2.2)
The above equation is a Fredholm integral equation of the second kind and the kernel of
integration Cκκ is bounded, symmetric and positive deﬁnite as it represents an autocovariance
function where λ represents the eigenvalues. Thus ϕ form a complete orthogonal basis on
L2(Ω,F,P). Also note that the eigen spectrum is real, positive, numerable and has zero as
the only possible limit point. Hence a given random ﬁeld, κ(x;ω), can be expanded around
its mean as follows:
κ(x;ω) = µ(x) +
∞ X
i=1
p
λiθi(ω)ϕi(x). (2.3)
where µ(x) is the mean of the random ﬁeld and {θi(ω)} are a set of random variables. For
computational applications, the ordered series given in the above equation is truncated to a
ﬁnite number of terms (d). The following are the properties of the KL expansion scheme
? The set of random variables {θi} are orthonormal with respect to the inner product.
Thus KL expansion separates the space and random variables in κ(x;ω).
? The accumulation point of the eigenvalues is zero. Thus the series terms can be re-
ordered in a descending order. Hence the expansion can be truncated for computational
problems with ﬁnite precision machines.
? The covariance eigenfunction basis {ϕi} is optimal such that the mean square error
resulting from the dth order truncation is minimized.
? KL expansion always under-represents the true variance of the random ﬁeld.
Equation 2.2 has a closed form solution only for special autocovariance functions deﬁned
on simple geometries [39]. Many numerical techniques are available in literature (refer to
[71, 72]) to solve the Fredholm integral equation of the second kind given by Equation 2.2.
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proposed by Keese [16]. It is a ﬁnite element discretization of KL expansion and the approx-
imation converges uniformly in variance. But it is important to note that the eigenfunction
basis so obtained is suboptimal. However, it has been shown that the approximation comes
closer to the actual solution by reﬁning the spatial discretization. Typically diﬀerent spatial
resolutions are used for KL expansion and uncertainty propagation. Finer resolutions are
used for the random ﬁeld discretization which is mapped onto a coarser resolution used for
uncertainty propagation.
2.1.3 Generalized Polynomial Chaos
In this section, we ﬁrst review the classical Polynomial Chaos (PC) and then introduce the
concept of generalized Polynomial Chaos (gPC). The classical PC approach is based on the
homogeneous chaos theory proposed by Wiener [37] as a generalization of Fourier series
expansion. PC basis deﬁned on L2(Ω,F,P) is based on Hermite polynomials of standard
normal random variables. These polynomials can be written as:
hn(x) = (−1)n
dn
h
e− 1
2x2i
dxn e
1
2x2
.
Hermite polynomials of independent standard normal random variables are orthogonal to
each other with respect to the inner product deﬁned in Equation 2.1 implying:
hhm(θi(ω))hn(θj(ω))i = 0, ∀m 6= n.
In the original work of Wiener, multi-dimensional Hermite polynomials in terms of a set of
independent standard normal random variables are used as (orthogonal) basis functions for
representing stochastic processes. Their construction is as follows: Consider the following
integer sequences:
β = {β1,β2,··· ,βp}, ∀ βj ≥ 0,
i = {i1,i2,··· ,ip}, ∀ ij > 0.
The multi-dimensional Hermite polynomial associated with the tuple of sequences (i,β) is:
Ψi,β(ω) =
p Y
k=1
hβk(θik(ω)). (2.4)
The set of all polynomials {Ψi,β(ω)} associated with all possible sequences (i,β) of any
length p forms a basis of L2(Ω,F,P). Let
Γp(θi1,θi2,··· ,θip) =
n
Ψi,β |
p X
k=1
βk = p
o
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The space spanned by {Γp} is a subspace of L2(Ω,F,P) and is called homogeneous chaos
of order p. Homogeneous chaoses of order p and q where p 6= q can be proved to be orthogonal
on L2(Ω,F,P) giving rise to Wiener decomposition, as
∞ M
k=0
Γk = L2(Ω,F,P), (2.5)
where
L
denotes inner sum of orthogonal subspaces. Due to the completeness property of
polynomial chaos, Γ0 equals unity, as a result of which the following properties hold for PC
functions:
hΓii = 0, ∀ i > 0,
hΓi Γji = 0, ∀ i 6= j,
in addition to:
Γ0 = 1.
For computational purposes, a ﬁnite dimensional PC is constructed in terms of a ﬁnite
number (d) of orthonormal Gaussian random variables. Karhunen-Lo` eve expansion of the
input random ﬁeld provides us with such a ﬁnite number of random variables. The ﬁnite
dimensional PC so constructed is called a homogeneous chaos of dimension d and order p.
The construction of a ﬁnite dimensional PC is as follows: Let β = {β1,β2,β3,··· ,βd} be a
set of integers such that 0 ≤ βk ≤ p and
d X
k=1
βk ≤ p. Then by Equation 2.4, the basis function
can be deﬁned as follows:
φβ =
d Y
i=1
hβi(θi). (2.6)
The lower dimensional (up to order p = 4) PC for up to d = 4 have been tabulated by
Ghanem and Spanos [39] which is shown in Table 2.1
The total number of basis polynomials P in a d-dimensional pth order basis is given by:
P =
p X
k=0
￿
d + k − 1
k
￿
.
Table 2.2 shows the number of basis functions P for a desired order p and dimensions d.
The ﬁnite dimensional PC basis have the following properties
φ0 = 1,
hφii = 0, ∀1 ≤ i ≤ P,
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Table 2.1: Two-dimensional Hermite polynomial chaos basis functions [2]
j p jth basis polynomial φj
0 p = 0 1
1 p = 1 θ1
2 θ2
3 p = 2 θ2
1 − 1
4 θ1θ2
5 θ2
2 − 1
6 p = 3 θ3
1 − 3θ1
7 θ2
￿
θ2
1 − 1
￿
8 θ1
￿
θ2
2 − 1
￿
9 θ3
2 − 3θ2
10 p = 4 θ4
1 − 6θ2
1 + 3
11 θ2
￿
θ3
1 − 3θ1
￿
12
￿
θ2
1 − 1
￿￿
θ2
2 − 1
￿
13 θ1
￿
θ3
2 − 3θ2
￿
14 θ4
2 − 6θ2
2 + 3
Table 2.2: Number of basis polynomials P for d-dimensional pth order expansion [2]
d p = 1 p = 2 p = 3 p = 4
2 3 6 10 15
4 5 15 35 70
6 7 28 83 210
As a consequence of the above construction of a ﬁnite dimensional polynomial chaos basis,
any second order stochastic process, u(θ) can be written as:
u(θ) =
P X
i=0
αiφi(θ).
In the equation above, if the undetermined constants {αi} are computed as coeﬃcients of
Fourier-Hermite expansions, such expansions converge for any second-order stochastic pro-
cess in the L2 sense by the theorem of Cameron and Martin [38]. Although convergence is
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Table 2.3: Orthogonal polynomials and their support spaces for diﬀerent types of random
variables [3]
Random variables (θ) Orthogonal polynomials (φn) Support region
Continuous Gaussian Hermite (−∞,∞)
Gamma Laguerre [0,∞)
Beta Jacobi [a,b]
Uniform Legendre [a,b]
Discrete Poisson Charlier {0,1,2,··· }
Binomial Krawtchouk {0,1,2,··· ,N}
Negative Binomial Meixner {0,1,2,··· }
Hypergeometric Hahn {0,1,2,··· ,N}
optimal only for the case of Gaussian random variables and near Gaussian random ﬁelds.
A more general framework called generalized polynomial chaos based on Askey chaos was
proposed by Karniadakis et al [47] for optimal convergence of other types of uncertainties.
In this method, the polynomials are chosen from hypergeometric polynomials of the Askey
scheme and are not restricted to Gaussian random variables. The type of the random vari-
ables are chosen according to the stochastic input and the weighting function of these random
variables determine the type of orthogonal polynomials to be used as the basis in the random
space. Table 2.3 shows the class of polynomials corresponding to the type of the random
variables exhibiting optimal convergence.
2.2 Discretization of SPDEs
Here, we discuss the steps involved in discretization of SPDEs using the steady state linear
stochastic heat equation given below as an example:
∇ · [κ(x;ω)∇u(x;ω)] = f(x;ω) (x;ω) ∈ D × Ω
Bu(x;ω) = g(x;ω) (x;ω) ∈ ∂D × Ω



, (2.7)
where κ(x;ω)1, f(x;ω) are random ﬁelds deﬁned on D × Ω while g(x;ω) is a random ﬁeld
deﬁned on ∂D×Ω. D and ∂D denote the physical domain and its boundary, respectively. B
is an operator indicating the type of boundary conditions, e.g., Dirichlet, Neumann, Robin
1The random ﬁeld κ(x;ω) is considered to be independent of the solution process.Chapter 2 Stochastic Galerkin projection schemes 16
or mixed boundary conditions. u(x;ω) : D × Ω → R is the solution process whose statistics
are of practical interest. Consider the Cartesian product space H = H1
0(D) × L2(Ω) with
the inner product deﬁned as:
(v,w)H =
*Z
D
∇v · ∇w dx
+
.
Now we seek a solution u ∈ H such that the bilinear form is equal to the linear form, i.e.
B(u,v) = L(v), ∀v ∈ H, (2.8)
where B(u,v), the bilinear form is given by
B(u,v) =
￿Z
D
κ∇u · ∇v dx
￿
,
and the linear form L is
L(v) =
￿Z
D
fv dx
￿
,
∀u,v ∈ H. We know that the variational formulation represented by Equation 2.8 has a
unique solution in H almost everywhere as a consequence of the Lax-Milgram lemma [73]
since the bilinear form B is coercive and continuous provided the conductivity κ(x;ω) is
bounded, i.e., 0 < κmin ≤ κ(x;ω) ≤ κmax < ∞.
The conductivity, κ(x;ω) needs to be represented by a ﬁnite set of random variables in
order to apply spatial discretization techniques namely ﬁnite element method, ﬁnite diﬀerence
method, ﬁnite volume method, etc. A number of random ﬁeld discretization techniques are
available in the literature including the mid-point method, shape function method, optimal
linear estimation, weighted integral methods, orthogonal series expansion and Karhunen-
Lo` eve expansion; see, for example, [2, 10, 11] and Section 2.1.2. Random ﬁeld discretization of
κ(x;ω) followed by truncation, using any of the afore-mentioned techniques result in a series
expansion in terms of a ﬁnite set of uncorrelated random variables {θ1(ω),θ2(ω),··· ,θd(ω)}
and basis functions {ϕ1(x),ϕ2(x),··· ,ϕd(x)} of the form:
κ(x;ω) = µ(x) +
d X
i=1
θi(ω)ϕi(x). (2.9)
This sets the stage for the spatial discretization of the SPDE which is performed employing
ﬁnite element framework. The starting point for the ﬁnite element analysis is the weak form
of the governing equations. This is obtained by multiplying the governing equation by a test
function and integrating by parts; a detailed overview can be be found in [74]. The domain is
subsequently divided into a number of elements and the ﬁeld variables are approximated overChapter 2 Stochastic Galerkin projection schemes 17
each ﬁnite element using a set of shape functions Ne(x). Substituting the approximations
into the weak form, we arrive at the expression for the element stiﬀness matrix as:
Ke(ω) =
Z
De
￿
∇Ne(x)
￿
κ(x;ω)
￿
∇Ne(x)
￿Tdx,
where De is a typical element.
When the conductivity is a Gaussian random ﬁeld, then the preceding equation after
substitution of the discretized random ﬁeld κ(x;ω) in Equation 2.9 is given as:
Ke(θ) = Ke
0 +
d X
i=1
Ke
iθi,
where
Ke
0 =
Z
De
￿
∇Ne(x)
￿
µ(x)
￿
∇Ne(x)
￿Tdx,
and
Ke
i =
Z
De
￿
∇Ne(x)
￿
ϕi(x)
￿
∇Ne(x)
￿Tdx.
The discretized stochastic conductivity has a more general expression of the form:
κ(x;ω) = µ(x) +
P X
i=1
κi(x)φi(θ(ω)), (2.10)
for non-Gaussian random ﬁeld models 2 following which the element stiﬀness and force ma-
trices can be expressed in general form given as:
Ke(θ) =
P X
i=0
Ke
iφi(θ),
fe(θ) =
P X
i=0
fe
i φi(θ),
(2.11)
for any form of uncertainties for κ, f and g. Here {φ0,φ1,··· ,φP} is the PC basis for the
space of random variables on L2(Ω,F,P).
Notes:
? Here θ denotes the vector of uncorrelated random variables arising from KL expansion
of the random ﬁelds κ, f and g‡ .
2e.g. lognormal random ﬁelds. The reader is referred to Appendix B for a detailed description of the
discretization of lognormal random ﬁelds.
‡Strictly speaking, the random variables appearing in Equation 2.11 for K
e(θ) are those arising from
Karhunen-Lo` eve expansion of κ(x,ω) alone. However, we group together all random variables arising from
random ﬁeld discretizations of κ, f and g in a single vector for notational convenience.Chapter 2 Stochastic Galerkin projection schemes 18
? For simplicity of notation and improving the clarity of the presentation, we shall hence-
forth assume that κ, f and g are statistically independent.
? Note that the above representation Equation 2.11 in a Hermite PC basis is optimal
only when f(x,ω) is a Gaussian random ﬁeld. For more general distributions, a spe-
cially constructed set of orthogonal polynomials may be necessary to ensure optimal
convergence [75].
? Similar element matrices arise in the case of geometric uncertainty and stochastic non-
linear problems. These expressions are revisited in Chapter 4 and Chapter 5.
Assembly of the element matrices and application of the speciﬁed boundary conditions
result in the following global linear stochastic system of equations:
K(θ)u(θ) = f(θ), (2.12)
where K(θ) ∈ Rn×n and f(θ) ∈ Rn, n being the number of degrees of freedom. When the
conductivity is Gaussian, these terms are of the following form:
K(θ) = K0 +
d X
i=1
Kiθi,
f(θ) = f0 +
d X
i=1
fiθi.
(2.13)
For the more general case of uncertainty such as non-Gaussian conductivity or geometric
uncertainty (these expressions are revisited in Chapter 4), K(θ) and f(θ) can be written as:
K(θ) =
P1 X
i=0
Kiφi(θ),
f(θ) =
P1 X
i=0
fiφi(θ),
(2.14)
in terms of a PC basis {φi}P
i=0 on L2(Ω,F,P) space.
2.3 The Spectral Stochastic Finite Element Method
The SSFEM is a spectral technique to solve SPDEs employing basis functions from Hermite
polynomial chaos. This method was initially proposed by Ghanem and Spanos [39] but a
general framework of basis functionals has been proposed by Xiu and Karniadakis [47]. In
this section, we discuss the various steps involved in solving a linear stochastic system of
equations (Equation 2.12) obtained as a result of discretization of SPDEs.Chapter 2 Stochastic Galerkin projection schemes 19
Given a stochastic system of equations of the form Equation 2.12, the response process is
expanded using a gPC basis as follows:
u(θ) =
P X
i=0
uiφi.
The general expression of the residual error ￿ due to this approximation is of the form:
￿ =
 
K(θ)
! 
P X
j=0
ujφj
!
−
 
f(θ)
!
.
The unknown coeﬃcients ui are obtained by employing an orthogonal projection of the
residual onto the PC basis in the Hilbert space L2(Ω,F,P). This projection can be expressed
as:
h￿φki = 0, ∀ 0 ≤ k ≤ P.
Equivalently:
P X
i=0
ujhK(θ)φjφki − hf(θ)φki = 0, ∀0 ≤ k ≤ P. (2.15)
The above equation can be easily computed for a given expansion of the random matrices.
For the case of Gaussian input uncertainty where K(θ) = K0 +
Pd
i=1 Kiθi and f(θ) = f0 +
Pd
i=1 fiθi, the LHS in Equation 2.15 can be written as K0ukhφ2
ki+
Pd
i=1
PP
j=0 Kiujhθiφjφki−
Pd
i=1 fihθiφki, ∀0 ≤ k ≤ P. In general when the input uncertainty is non-Gaussian, nonlinear
or the geometry is uncertain, K(θ) and f(θ) take a more general form given in (2.14). Then
the LHS in Equation 2.15 can be written as
PP1
i=0
PP
j=0Kiujhφiφjφki−
PP1
i=0 fihφiφki, ∀0 ≤
k ≤ P.
Equation 2.15 represents (P +1) system of equations in (P +1) unknown vectors, namely,
{u0,u1,··· ,uP}. Note that there are a total of n(P +1) number of unknowns for n degrees
of freedom. From Tables 2.1 and 2.2, it can be seen that the number of basis functions
P + 1 grow rapidly with increase in dimensionality of θ. Hence SSFEM involves large
computational costs for high dimensional applications. This motivated the development of
advanced stochastic solvers which result in a reduced order system of equations.
2.4 Stochastic Reduced Basis Methods
Stochastic Reduced Basis Methods [60, 61] are another class of subspace projection schemes
which are provably convergent and eﬃcient for high dimensional problems compared to PC
based methods.Chapter 2 Stochastic Galerkin projection schemes 20
Instead of a PC basis, SRBMs approximate the response process of the stochastic system
of equations 2.12 using basis vectors spanning the stochastic Krylov subspace deﬁned as
KN (K(θ),f(θ)) = span
￿
f(θ),K(θ)f(θ),(K(θ))2f(θ),··· ,(K(θ))N−1f(θ)
￿
.
Note that the basis vectors in SRBMs are problem dependent – this is in contrast to gPC
expansions where the basis functions are chosen solely depending on the input distribution.
We now state an important theorem from [61] which proves the existence of the solution of
Equation 2.12 in the stochastic Krylov subspace
Deﬁnition: For a random matrix, the minimal polynominal q can be deﬁned as the unique
monic random polynomial of smallest degree such that q(K(θ),θ) = 0.
Theorem 1. If the minimal random polynomial of a nonsingular random square ma-
trix K(θ) has a degree N, then the solution of the random algebraic system of equations
K(θ)u(θ) = f(θ) lies in the stochastic Krylov subspace KN(K(θ),f(θ)). Thus a stochastic
reduced basis representation of the solution process u(θ) can be written as
u(θ) = α0ψ0(θ) + α1ψ1(θ) + ··· + αN−1ψN−1(θ) = Ψ(θ)α,
where {ψi}N−1
i=0 are the basis vectors spanning KN(K(θ),f(θ)).
For large scale problems (with large n), the order of the minimal random polynomial
may be comparable to n. To address this issue, we solve the random algebraic system of
equations using a preconditioned stochastic Krylov subspace. A deterministic matrix M
is called a preconditioner of a stochastic matrix K(θ), if the order of the minimal random
polynomial of the transformed stochastic matrix MK(θ) is lower than that of the original
matrix K(θ). Hence, we observe accelerated convergence rates with basis vectors spanning
a preconditioned stochastic Krylov subspace which in turn is deﬁned as
KN (MK(θ),Mf(θ)) = span
￿
ψ0(θ),ψ1(θ),ψ2(θ),··· ,ψN−1(θ)
￿
,
where the stochastic basis vectors {ψi} can be recursively computed as follows
ψ0(θ) = Mf(θ)
ψ1(θ) = MK(θ)ψ0(θ)
ψ2(θ) = MK(θ)ψ1(θ)
. . .
ψN−1(θ) = MK(θ)ψN−2(θ)

         
         
. (2.16)Chapter 2 Stochastic Galerkin projection schemes 21
In theory, convergence can be guaranteed as long as the preconditioner M is invertible.
In [60, 61], the deterministic matrix hK(θ)i−1 is selected as the preconditioner. For a detailed
exposition on the theoretical and computational aspects of SRBMs, see Nair [76].
The residual error ￿(θ) due to the truncated reduced basis is:
￿(θ) =
 
K(θ)
! 
N−1 X
i=0
αiψi(θ)
!
−
 
f(θ)
!
.
This error can be minimized in a mean square sense by applying a Galerkin projection
which in the Hilbert space L2(Ω,F,P) is equivalent to the residual being an orthogonal
projection of the space spanned by preconditioned stochastic Krylov subspace i.e.,
hψT
k (θ)￿(θ)i = 0, ∀0 ≤ k ≤ N − 1, (2.17)
or equivalently:
N−1 X
i=0
αihψT
k (θ)K(θ)ψi(θ)i − hψT
k (θ)f(θ)i = 0, ∀0 ≤ k ≤ N − 1. (2.18)
The orthogonality condition imposed in equations Equation 2.17 and Equation 2.18 is
called a Bubnov-Galerkin projection scheme. Alternatively, the undetermined coeﬃcients
in SRBMs can be derived by employing an oblique projection scheme called, the Petrov-
Galerkin scheme that essentially enforces the condition that the stochastic residual error
vector is orthogonal to the subspace K(θ)ψk(θ) [61, 76] i.e.,
hψT
k (θ)KT(θ)￿(θ)i = 0, ∀0 ≤ k ≤ N − 1, (2.19)
which implies:
N−1 X
i=0
αihψT
k (θ)KT(θ)K(θ)ψii − hψT
k (θ)KT(θ)fi = 0, ∀0 ≤ k ≤ N − 1, (2.20)
From Equation 2.17, Equation 2.18, Equation 2.19 and Equation 2.20 one can infer that
SRBMs lead to a reduced order N × N system of equations after Galerkin projection. The
order of the equations reduced dramatically when compared to SSFEM.
The Galerkin condition imposed in the afore-mentioned equations is said to be imposed
in a weak sense as only the ensemble average of the random functions ψT
k (θ)￿(θ) are set to
zero. If the orthogonality condition is imposed for each realization of the random variable θ,
then the projection scheme is called a strong Galerkin scheme [76].
The reduced order system of equations Equation 2.18, Equation 2.20 can be simpliﬁed
by having a PC representation of K(θ),f(θ) and ψk(θ) the details of which are covered in
section 2.5.Chapter 2 Stochastic Galerkin projection schemes 22
The following result from [61] gives the error norm that is minimized by SRBMs employing
the Bubnov-Galerkin projection scheme to compute the undetermined coeﬃcients. This
result is later invoked in the context of ME-SRBMs.
Theorem 2. Let b u(θ) = Ψ(θ)α be a reduced order basis approximation of K(θ)u(θ) =
f(θ) in terms of N basis vectors. Here K(θ) ∈ Rn×n is a symmetric positive deﬁnite matrix,
u(θ),f(θ) ∈ Rn are random vectors, Ψ(θ) ∈ Rn×N is a matrix of stochastic basis vectors and
α ∈ RN is a vector of undetermined coeﬃcients. If the coeﬃcient vector α is computed by
imposing the Bubnov-Galerkin condition K(θ)Ψ(θ)α − f(θ) ⊥ Ψ(θ) which in turn implies
that
￿
ΨT(θ){K(θ)Ψ(θ)α − f(θ)}
￿
= 0, then the K-norm of the error deﬁned as
∆N = h{u(θ) − b u(θ)}TK(θ){u(θ) − b u(θ)}i
is minimized.
We present generalized SRBMs to deal with more general forms of uncertainty namely the
log-normal random ﬁelds (refer to Appendix B for details), geometric uncertainty (Chapter 4)
and nonlinear SPDEs (Chapter 5). Generalized SRBMs also simplify the implementation
aspects of SRBMs.
2.5 Generalized stochastic reduced basis methods
In the previous section, SRBMs were employed to solve a linear random algebraic system of
equations of the form Equation 2.12 where K(θ) and f(θ) are given by Equation 2.13. How-
ever for a non-Gaussian uncertainty, geometric uncertainty and nonlinearities the coeﬃcient
matrices take a more general form given by Equation 2.14. Generalized SRBMs were devel-
oped [63] to deal with the aforementioned uncertainties. In addition, hybridization of SRBM
and PC approaches simpliﬁes the implementation of the reduced order basis methods. In this
scheme, we expand the basis vectors {ψ0(θ),ψ1(θ),··· ,ψN−1(θ)} in a PC basis as they are
second-order stochastic processes and hence admit mean-square convergent representation in
a PC basis. In other words, the basis vector ψp(θ) for any p ≥ 0 is approximated as follows:
ψp(θ) ≈ b ψp(θ) =
Pp X
i=0
ψ
p
iφi(θ). (2.21)
Using Equation 2.14, the PC expansion coeﬃcients of ψ0(θ) = Mf(θ) can be written as:
ψ0
k = Mfk, ∀ 0 ≤ k ≤ P,
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From Equation 2.16, recall that ψp+1(θ) can be written in terms of ψp(θ) as follows:
ψp+1(θ) = MK(θ)ψp(θ)
≈
P X
i=0
Pp X
j=0
MKiψ
p
jφiφj
≈
Pp+1 X
k=0
ψ
p+1
k φk.
(2.22)
The unknown coeﬃcients in the PC expansion of ψp+1(θ), namely ψ
p+1
k can be obtained by
projecting them onto the PC basis as follows:
ψ
p+1
k =
P X
i=0
Pp X
j=0
MKiψ
p
jhφiφjφki
hφ2
ki
,∀ 0 ≤ k ≤ Pp+1 .
Due to the PC expansion of each basis vector, the set of basis vectors that approximately
span the preconditioned stochastic Krylov subspace b Ψ(θ) = {b ψ0(θ), b ψ1(θ), b ψ2(θ),··· , b ψN−1(θ)}
can be compactly rewritten in matrix notation as follows
b Ψ(θ) =
P2 X
i=0
Γiφi, (2.23)
where Γi =
￿
ψ0
i,ψ1
i,ψ2
i,··· ,ψN−1
i
￿
∈ Rn×N is a deterministic matrix and P2 = max(P0,P1,
P2,··· ,PN−1).
Thus the stochastic reduced basis representation of the response vector can be written as
b u(θ) = b Ψ(θ)α =
 
P2 X
i=0
Γiφi
!
α, (2.24)
where αT = {α0,α1,α2,··· ,αN−1} is a vector of undetermined deterministic coeﬃcients.
2.5.1 Stochastic Galerkin projection
Substituting Equation 2.24 and Equation 2.14 into the linear random algebraic system of
equations 2.12, we have
 
P X
i=0
Kiφi(θ)
!
b Ψ(θ)α =
P X
i=0
fiφi(θ). (2.25)
The stochastic residual error vector due to the SRBM approximation can be written as
￿(θ) =
 
P X
i=0
Kiφi(θ)
!
b Ψ(θ)α −
P X
i=0
fiφi(θ). (2.26)Chapter 2 Stochastic Galerkin projection schemes 24
In order to compute the unknown coeﬃcients namely, α, we apply a Galerkin projection
scheme where the error residual is made orthogonal to the basis vectors {b ψi(θ)}, i.e.,
 
P X
i=0
Kiφi(θ)
!
b Ψ(θ)α −
P X
i=0
fiφi(θ) ⊥ b ψi(θ), ∀ i ∈ {0,1,2,··· ,N − 1}. (2.27)
Imposing orthogonality between the stochastic residual error and the approximating space
of basis vectors in the L2 sense results in the following N × N reduced-order system of
deterministic equations:
*
P X
i=0
φi b Ψ(θ)TKi b Ψ(θ)
+
α =
*
P X
i=0
φi b Ψ(θ)Tfi
+
. (2.28)
Substituting the PC expanded set of SRBM basis vectors from Equation 2.23 into the
reduced order system of equations Equation 2.28 results in:
* 
P2 X
i=0
ΓT
i φi
! 
P X
j=0
Kjφj
! 
P2 X
k=0
Γkφk
!+
α =
* 
P2 X
i=0
ΓT
i φi
! 
P X
j=0
fjφj
!+
.
Simplifying the preceding equation using the orthogonality relation between the PC basis
functions, we have:
 
P2 X
i=0
P X
j=0
P2 X
k=0
ΓT
i KjΓk
￿
φiφjφk
￿
!
α =
P1 X
i=0
ΓT
i fihφ2
ii, (2.29)
where P1 = min(P,P2). Note that Equation 2.29 is a reduced order N × N system of
deterministic equations. Typically N <<< n and hence the preceding equations can be
eﬃciently solved for the unknown coeﬃcients α.
2.5.2 Post-processing
Given the generalized SRBM representation of the response process given by Equation 2.24,
the ﬁrst two statistical moments of the response process have the following simplistic expres-
sions. The mean of the response vector is the expectation operator applied to Equation 2.24,
i.e.,
µu =
￿
b u(θ)
￿
=
* 
P2 X
i=0
Γiφi
!+
α,
which reduces to the following simple expression due to the property of PC basis functions
namely, hφii = 0,∀ i > 0, i.e.,
µu = Γ0α.Chapter 2 Stochastic Galerkin projection schemes 25
The covariance matrix of the response can be written as
b uCov = h
￿
b u − µu
￿￿
b u − µu
￿Ti.
After some algebraic manipulations, b uCov can be compactly written as
b uCov =
P2 X
i=1
ΓiααTΓT
i hφ2
ii
We now focus on computing the norm of the residual error given by Equation 2.26. Since
￿(θ) is a stochastic function, it admits a PC decomposition of the form
￿(θ) =
 
P X
i=0
Kiφi(θ)
!
b Ψ(θ)α −
P X
i=0
fiφi(θ) =
P3 X
i=0
￿iφi, (2.30)
where P3 is the order of the PC decomposition used. Note that the order of decomposition
used here should be greater than the order of expansion of the stochastic basis vectors and
the linear algebraic system of equations given by Equation 2.12 and Equation 2.14 i.e.,
P3 > max(P,P2). Multiplying both sides of the preceding equation by φk and taking the
ensemble average leads to the following simple expression (again due to orthogonality of the
PC basis functions):
￿k =
P X
i=0
P2 X
j=0
KiΓjα
￿
φiφjφk
￿
− fk
￿
φ2
k
￿
￿
φ2
k
￿ . (2.31)
The L2-norm of the residual error can now be written as:
k ￿(θ) k=
￿
￿(θ)T￿(θ)
￿
=
P3 X
i=0
P3 X
j=0
￿T
i ￿j
￿
φiφj
￿
. (2.32)
In our numerical studies, we use the L2-norm of the residual error to analyze the convergence
trends of SRBMs. In addition to the K-norm error and norm of the residual error, we also
employ two other error metrics to study convergence namely the norm of the relative error
in mean and standard deviation which are deﬁned as
￿µ =
kµMCS−µSRBMk
kµMCSk ,
￿σ =
kσMCS−σSRBMk
kσMCSk ,
(2.33)
where the subscripts MCS and SRBM denote the quantities obtained from Monte-Carlo
simulation and SRBM approximation. It should be noted that the Galerkin projection (2.27)
ensures only the minimization of the K-norm error in light of the Theorem 2 in Section 2.4.
Hence K-norm is strictly non-increasing with the increase in the number of basis vectors. But
the error metrics ￿µ, ￿σ and the L2-norm of the residual error are not strictly non-increasing
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2.6 Summary
In this chapter we introduced the notation followed in the remaining chapters. We re-
viewed the classical PC leading to gPC and the Karhunen-Lo` eve expansion for random ﬁeld
discretization. Then we have discussed two class of stochastic projection schemes namely
SSFEM and SRBM which spectrally decompose the response process using diﬀerent types
of basis vectors. It is understood that SRBMs result in a reduced order system of equations
after the Galerkin projection resulting in high eﬃciency compared to SSFEM for high di-
mensional problems. Using SRBMs, the accuracy of the solution process can be enhanced by
increasing the number of basis vectors or increasing the PC order of the basis vectors. This is
p-reﬁnement of the response process. On the other hand, accuracy can also be improved by
decomposing the input random space into a number of subdomains. We discuss this strategy
called the h-reﬁnement in detail in the next chapter.Chapter 3
An h-reﬁnement version of SRBMs
Traditionally, using SSFEM and SRBMs, the accuracy of the response statistics is improved
by increasing the number of basis functionals. This type of reﬁnement is known as p-type
reﬁnement in algorithms which spectrally decompose the solution process. More recently,
Babuˇ ska et al [59], Maˆ ıtre et al [58], Xiu and Tartakovsky [77], Wan and Karniadakis [78]
came up with the idea of decomposing the input random space (h-reﬁnement) in order to
decrease the uncertainty in each subdomain, thus resulting in better accuracy in the response
statistics. Numerical experiments have shown that h-reﬁnement enhances the stability of
stochastic projection schemes when applied to non-linear problems, time dependent problems
and problems involving point discontinuities [78–80].
In this chapter, we propose multi-element Stochastic Reduced Basis Methods (ME-SRBMs)
to achieve h-reﬁnement of SRBMs. We note that the desired response statistics are integrals
with respect to the input PDFs and hence their accuracy is inversely proportional to the
variability in the random space. In addition, as with any Krylov subspace based method,
preconditioners have a signiﬁcant role to play in convergence as can be seen in the following
sections. Thus partitioning the space of the random inputs into disjoint elements provides
two-pronged beneﬁts, namely, better preconditioners and better cascade of local estimates
for the undetermined coeﬃcients. Summing up, the basic idea behind a multi-element for-
mulation is to compare the relative error in variance against a user-deﬁned tolerance and
then decompose the random space into a number of random elements or subdomains. The
objective of this chapter is to extend this concept of decomposing the input random space
to SRBMs and to demonstrate the two fold beneﬁts associated with such a formulation.
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3.1 Multi-Element Stochastic Reduced Basis Methods
In this section, we present a multi-element reformulation of SRBMs based on the ideas devel-
oped earlier in the context of PC projection schemes [78]. Let θ(ω) = [θ1(ω),θ2(ω),...,θd(ω)] :
Ω → Rd denote a d-dimensional random vector deﬁned on the complete probability space
(Ω,F,P) where θi ∀ i ∈ {1,2,...,d} are identical, independently distributed (IID) random
variables. We also assume that all the components of the vector θ : Ω → [−1,1]d are uniform
random variables with a constant joint PDF fθ = 1
2d. Deﬁne B as the decomposition of
[−1,1]d, such that
B =
H [
i
Bi
Bi = [ai
1,bi
1) × [ai
2,bi
2) × ··· × [ai
d,bi
d)
Bi
T
Bj = Ø ⇔ i 6= j,

     
     
where i,j ∈ {1,2,...,H}. Thus B is a partition of [−1,1]d into H non-overlapping elements
with the property
P(Bi
\
Bj) = 0, (3.1)
where P is the probability measure deﬁned on the Hilbert space L2(Ω,F,P). On each
random element deﬁne an indicator random variable Ij such that
Ij =



1 when θ ∈ Bj,
0 otherwise.
Thus I−1
j (1) = {θ | θ ∈ Bj}. Then it follows that
I−1
j (1)
\
I−1
k (1) = Ø ⇔ j 6= k.
We deﬁne a local random variable on I−1
j (1) as
χj = [χ
j
1,χ
j
2,...,χ
j
d] : I−1
j (1) → Bj ,
subject to the conditional PDF
fχj =
1
2dPr(Ij = 1)
,
where Pr(Ij = 1), the probability of Ij being 1 is given by
Pr(Ij = 1) =
d Y
i=1
b
j
i − a
j
i
2
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The local random variable χj is mapped to a new random variable θj = gj(χj) : I−1
j (1) →
[−1,1]d with conditional PDF fθj = 1
2d where gj(χj) is deﬁned such that χ
j
i =
b
j
i−a
j
i
2 θ
j
i +
b
j
i+a
j
i
2 ∀i ∈ {1,2,...,d}. This random variable transformation is done so that the PDF is
the same over all the elements which in turn results in simpler expressions for the moments
of the response.
As a consequence of the above decomposition of the input random space, the global
stochastic system of equations can be rewritten as a decoupled random algebraic system of
equations (deﬁned over a subdomain Bk) as follows:
K(g−1
k (θk))u(g−1
k (θk)) = f(g−1
k (θk)) ∀k ∈ {1,2,··· H}. (3.2)
These local or elemental systems of equations are solved for the response statistics using
SRBMs where the basis is chosen from the preconditioned stochastic Krylov subspace deﬁned
by (see Section 2.4):
Kk
N
￿
MkK(g−1
k (θk)),Mkf(g−1
k (θk))
￿
= span
n
ψk
0,ψk
1,ψk
2,··· ,ψk
N−1
o
,
where the local stochastic basis vectors ψk
i are recursively deﬁned as
ψk
0(g−1
k (θk)) = Mkf(g−1
k (θk))
ψk
1(g−1
k (θk)) = MkK(g−1
k (θk))ψk
0(g−1
k (θk))
ψk
2(g−1
k (θk)) = MkK(g−1
k (θk))ψk
1(g−1
k (θk))
. . .
ψk
N−1(g−1
k (θk)) = MkK(g−1
k (θk))ψk
N−2(g−1
k (θk))
In the above set of equations Mk represents a global or a local preconditioner. A global
preconditioner is deﬁned as
Mk = hK(θ)i−1 (3.3)
and a local preconditioner is deﬁned as
Mk = hK(g−1
k (θk))i−1. (3.4)
Thus the local approximate solution obtained by applying SRBMs to Equation 3.2 can
be written as
b uk(gk(θ)) = Ψkαk, (3.5)
where Ψk = [ψk
0,ψk
1,··· ,ψk
N−1] is a matrix of stochastic basis vectors and αk are the unde-
termined coeﬃcients computed by imposing the Galerkin condition. The Bubnov-GalerkinChapter 3 An h-reﬁnement version of SRBMs 30
condition is enforced as
￿(g−1
k (θk)) = K(g−1
k (θk))Ψkαk − f(g−1
k (θk)) ⊥ ψk
j, ∀0 ≤ j ≤ N − 1. (3.6)
The above condition results in the following reduced order N × N system of deterministic
equations
hψk
j
T
(g−1
k (θk))￿(g−1
k (θk))i = 0,∀0 ≤ j ≤ N − 1. (3.7)
The undetermined coeﬃcients obtained by solving the above system of equations are substi-
tuted into Equation 3.5 to compute the local statistics. These local statistics are assimilated
to compute the global statistics as shown in the next section. Absolute continuity on the
elemental boundaries is not required as the statistics are integrations with respect to the
conditional PDFs. More precisely, the integrals are zero on the elemental boundary region
due to Equation 3.1. The approximate global response process b u(θ) deﬁned on (Ω,F,P) can
be expressed in terms of local approximations b uj(θj) deﬁned on the elemental random space
(I−1
j (1),F
T
I−1
j (1),P(·|θ ∈ I−1
j (1))) as
b u(θ) =
H X
j=1
b uj(gj(θ))Ij. (3.8)
This formulation can also be extended to non-uniform uncertainty models by expanding each
of the random components using Legendre-chaos basis functions; see, for example, Wan and
Karniadakis [78].
We now present a result on the error norm that is minimized by ME-SRBMs that use
the Bubnov-Galerkin projection scheme to evaluate the undetermined coeﬃcients in each
random element.
Theorem 3. Let K(θ)u(θ) = f(θ) be a random algebraic system of equations where
θ : Ω → [−1,1]d is a uniform random vector whose components θj are IID random variables,
K(θ) ∈ Rn×n is a symmetric positive deﬁnite matrix and u(θ),f(θ) ∈ Rn are random vectors.
The space of the random vector θ is decomposed into H disjoint elements where θk denotes
the local random variable. If SRBMs with N basis vectors are employed locally to compute the
approximate solution b uk(gk(θ)) for the above system of equations where in turn a Bubnov-
Galerkin projection scheme is used to compute the undetermined coeﬃcients, then the global
K-norm error given by
∆N =
￿
{u(θ) − b u(θ)}TK(θ){u(θ) − b u(θ)}
￿
(3.9)
is minimized.Chapter 3 An h-reﬁnement version of SRBMs 31
Proof : Let b u(θ) be the approximated solution process. It can be expressed in terms
of local approximate solutions as in Equation 3.8. Then the global K-norm error given by
Equation 3.9 can be rewritten as
∆N =
Z
B
{u(θ) −
H X
k=1
b uk(gk(θ))Ik}TK(θ){u(θ) −
H X
k=1
b uk(gk(θ))Ik}
￿1
2
￿d
dθ.
After applying Bayes theorem and the law of total probability on the preceding equation, we
have
∆N =
H X
k=1
Pr(Ik = 1)
Z
Bk
xT(χk)K(χk)x(χk)fχkdχk
=
H X
k=1
Pr(Ik = 1)
Z
[−1,1]d
xT(g−1
k (θk))K(g−1
k (θk))x(g−1
k (θk))
1
2ddθk
=
H X
k=1
∆k
NPr(Ik = 1)
, (3.10)
where x(χk) = u(χk) − b uk(gk(χk)), ∆N is the global K-norm error and the local K-norm
error is deﬁned as
∆k
N =
D
{xT(g−1
k (θk))K(g−1
k (θk))x(g−1
k (θk))}
E
(3.11)
in the kth random element for SRBM expansion with N basis vectors. Note that K(g−1
k (θk))
is a symmetric positive deﬁnite matrix. Hence xT(g−1
k (θk))K(g−1
k (θk))x(g−1
k (θk)) > 0 for
any nonzero x(θk) ∈ Rn, which leads to the conclusion that ∆k
N > 0 for any k ∈ {1,2,··· ,H}.
Also note that according to Theorem 2 in Chapter 2, if SRBMs in conjunction with the
Bubnov-Galerkin projection scheme is applied locally, then the local K-norm error (∆k
N, ∀k ∈
{1,2,··· ,H}) is minimized. Hence from the preceding argument and equation Equation 3.10,
it follows that the global K-norm error is also minimized.
2
Theorem 3 implies that the K-norm error is a strictly non-increasing function of the
number of subdomains (H). On the other hand if the Petrov-Galerkin scheme is used to
evaluate the undetermined coeﬃcients locally, we conjecture that the global L2 norm of the
residual error is minimized – this in turn will imply that the residual error norm is a strictly
non-increasing function of the number of random elements.
It is to be noted that the Galerkin condition imposed in Equation 3.7 is said to be
a weak Galerkin condition because only the ensemble average of the random functions
ψk
j
T
(g−1
k (θk))￿(g−1
k (θk)),∀j ∈ {0,1,··· ,N − 1} are set to zero. In contrast, the strongChapter 3 An h-reﬁnement version of SRBMs 32
Galerkin scheme applied to the global stochastic system of equations, enforces the above con-
dition more stringently, i.e. the orthogonality of the basis and the residual error is enforced
for each realization of θ. This is accomplished by expanding the undetermined coeﬃcients in
a global PC basis and subsequently applying a weak Galerkin condition; see Nair [76] for de-
tails. In the case of ME-SRBMs, a piecewise representation of the undetermined coeﬃcients
(deﬁned over local partitions of the random space) is employed. Hence ME-SRBMs can be
thought of as a projection scheme that implements a relaxed version of the strong Galerkin
condition.
3.2 Computational aspects
3.2.1 Preconditioners
Preconditioners enhance the convergence characteristics of Krylov subspace methods. A wide
variety of preconditioning strategies have been explored in the literature in the context of
solving deterministic systems of equations. For a deterministic system of equations Ku = f,
any matrix M which closely approximates K−1 and is invertible acts as a good preconditioner.
In comparison, for random algebraic systems of equations of the form K(θ)u(θ) = f(θ), it
is sought to construct a deterministic preconditioner M that is a close approximation to
the random matrix K(θ)−1. In other words, the degree of the minimal random polynomial
of the matrix MK(θ) must be lower than that of the matrix K(θ). Thus an incomplete
Cholesky factorization or the inverse of the deterministic matrix hK(θ)i works well in an
average sense as a preconditioner for random algebraic systems of equations. In previous
studies on SRBMs, the deterministic matrix hK(θ)i−1 has been used as a preconditioner to
accelerate stochastic Krylov methods with a great degree of success [60–63, 76].
As discussed in the preceding section, in the case of ME-SRBMs, we can employ two
types of preconditioners, namely, the global preconditioner given by Equation 3.3 or the
local preconditioner given by Equation 3.4. The motivation behind using a local precon-
ditioner is that it provides a better approximation to hK(θ)i−1 as compared to the global
preconditioner in any random element. On the other hand global preconditioning is compu-
tationally more eﬃcient than local preconditioning since only a single preconditioner has to
be constructed. Both local and global preconditioning strategies admit coarse grained and
ﬁne grained parallelization. Using a global preconditioner, a substantial gain in execution
speeds can be achieved owing to the fact that the preconditioner is computed only once andChapter 3 An h-reﬁnement version of SRBMs 33
stored in a shared memory space, which can be accessed by other individual nodes. The
major advantage with local preconditioning is that the rates of convergence are orders of
magnitudes faster than with using global preconditioners.
3.2.2 Post-processing
We now outline how the subdomain response process approximations obtained using ME-
SRBMs can be postprocessed to compute the ﬁrst two statistical moments of the global
response. Using Bayes theorem and the law of total probability, the mth moment of the
global approximation can be written as
hb um(θ)i =
Z
B
b um(θ)
￿1
2
￿d
dθ =
H X
j=1
Pr(Ij = 1)
Z
Bj
b um
j (θj)
￿1
2
￿d
dθj. (3.12)
From Equation 3.8 and Equation 3.12, the mean of the response process can be written as
µ = hb u(θ)i =
H X
j=1
Pr(Ij = 1)µj, (3.13)
where µj is the elemental mean given by hb uj(θj)i.
The local covariance of the jth element is given by
b u
j
COV = h(b uj(θj) − µj)(b uj(θj) − µj)∗i
= hb uj(θj)b u∗
j(θj)i − µjµj∗.
(3.14)
It can be noted that
hb u(θ)b u∗(θ)i =
H X
j=1
Pr(Ij = 1)hb uj(θj)b u∗
j(θj)i. (3.15)
Hence, the global or the overall response covariance can be computed using Equation 3.14
and Equation 3.15 as shown below
b uCOV = h(b u(θ) − µ)(b u(θ) − µ)∗i
= hb u(θ)b u∗(θ)i − µµ∗
=
H X
j=1
Pr(Ij = 1)(b u
j
COV + µjµj∗
) − µµ∗.
(3.16)
3.3 Numerical Studies
In this chapter we present numerical studies to illustrate the application of ME-SRBMs to
model problems in steady state stochastic elasticity problem and stochastic heat transferChapter 3 An h-reﬁnement version of SRBMs 34
in media with random material properties. Results are presented for uniform uncertainty
models which are compared against those obtained using direct MCS. Note that we carry
out MCS after Karhunen-Lo´ eve (KL) expansion of the input random ﬁelds. This is because
our primary focus is on the error from ME-SRBMs and hence it makes sense to eliminate
the error introduced by the truncation of KL expansion which is well documented. The con-
vergence trends of the response mean and standard deviation, K-norm error, and residual
error norm are studied. The variables considered are the number of stochastic basis vec-
tors (p-convergence), the degree of decomposition of the random space (h-convergence) and
global/local preconditioning strategies.
Note that in all the subsequent plots, we use the abbreviation ME-SRBM(N, ”type”) to
denote the results obtained using N stochastic basis vectors and a given type of precondition-
ing strategy (global or local). The graphs depicting the convergence show the norm relative
error in mean and standard deviation which are deﬁned as in Equation 2.33.
3.3.1 Steady state elasticity problem
x 
y  Loading F 
E
Figure 3.1: Schematic of plate problem.
A thin square plate of unit length (i.e. [0,1] × [0,1]) clamped at one edge and subjected
to uniform in-plane tension at the opposite edge as shown in Fig. 3.1. This problem has been
described in [39] and used in [63] for studying the convergence behavior of PC projection
schemes. The random ﬁeld representing uncertainty in Young’s modulus of this structure isChapter 3 An h-reﬁnement version of SRBMs 35
Figure 3.2: Four realizations of the Young’s modulus ﬁeld.
discretized using the standard Karhunen-Lo´ eve(KL) expansion. The exponential correlation
function shown below is used to represent uncertainty
C(x,y) = exp
￿
−
|x1 − x2|
b1
−
|y1 − y2|
b2
￿
. (3.17)
and the mean of the random ﬁeld is considered to be unity.
The spatial domain is decomposed into 16 square four noded quadrilateral elements as
shown in Fig. 3.1, which leads to a total of 50 DOF considering 2 DOF/node. The external
loads are assumed to be deterministic and of unit magnitude. The modulus of the elasticity
of the plate is modeled as 2D uniform random ﬁeld with the exponential correlation model
given by Equation 3.17 with b1 = b2 = 1. The random ﬁeld is discretized using KL expansion
scheme with four and six terms being retained respectively.
ME-SRBMs with up to 2 basis vectors and up to 16 subdomains are applied to compute
the ﬁrst two statistical moments of the displacement. The input standard deviation σ has
been set to 0.2 which represents a high degree of input variability in this case. Figure 3.2
shows few realizations of the Young’s modulus ﬁeld.
A Monte-Carlo simulation with a 1 million sample size is used to generate benchmark
results against which diﬀerent metrics are compared. The convergence trends obtained for
the case when 2 and 4 terms are retained in the KL expansion of the Young’s modulus are
shown in Figure 3.3 and Figure 3.4, respectively. It can be seen from the ﬁgures that the error
in standard deviation decreases (compared to the single element case which corresponds toChapter 3 An h-reﬁnement version of SRBMs 36
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Figure 3.3: Convergence trends on the steady state elasticity problem: (a) Percentage
norm relative error in mean (￿µ from Equation 2.33) (b) percentage norm relative error in
standard deviation (￿σ from Equation 2.33) (c) K-norm error (d) norm of residual error using
up to 2 basis vectors as a function of number of subdomains and diﬀerent preconditioners
when only two terms are retained in the KL expansion.Chapter 3 An h-reﬁnement version of SRBMs 37
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Figure 3.4: Convergence trends on the steady state elasticity problem: (a) Percentage
norm relative error in mean (￿µ from Equation 2.33) (b) percentage norm relative error in
standard deviation (￿σ from Equation 2.33) (c) K-norm error (d) norm of residual error using
up to 2 basis vectors as a function of number of subdomains and diﬀerent preconditioners
when only four terms are retained in the KL expansion.Chapter 3 An h-reﬁnement version of SRBMs 38
the standard SRBM formulation) as the number of random elements is increased. Also local
preconditioning results in faster convergence of the error in standard deviation as compared to
global preconditioning. The above mentioned ﬁgures also show a consistent drop in K-norm
error and residual error norm as the number of random elements is increased. Accelerated
convergence is observed with both metrics for ME-SRBMs with local preconditioning.
3.3.2 Stochastic steady state heat transfer on a square surface
We ﬁrst consider the stochastic steady state heat equation considered earlier by Xiu and
Karniadakis [64]
∇ · [κ(x,y;ω)∇u(x,y;ω)] = 0 (x,y) ∈ [−1,1] × [−1,1]
with the boundary conditions
u(−1,y;ω) = 1,
∂u
∂x
(1,y;ω) = 0, u(x,−1;ω) = 0,
∂u
∂y
(x,1;ω) = 0
The conductivity κ(x,y;ω) is a stochastic process with certain distribution and a given
correlation function with the mean ﬁeld being ¯ κ(x,y;ω) = 1. Due to the nonhomogeneous
Dirichlet boundary conditions, the stochastic system of equations after the imposition of
boundary conditions are of the form K(θ)u(θ) = f(θ), where K(θ) : Rd → Rn×n, u(θ),f(θ) :
Rd → Rn and n denotes the total number of free degrees of freedom.
The input correlation function we adopt for this numerical example is of the form
C(r) = σ2e−r/b, r ≥ 0 (3.18)
where r is the Euclidean distance between two points in 2D space, σ = 0.4 is the input stan-
dard deviation and b = 1 is the correlation length. In order to reduce the dimensionality of
the problem, we apply KL decomposition for random ﬁeld discretization. Since no analytical
eigenvalues and eigenvectors can be obtained for the KL eigenvalue problem for the above
mentioned correlation function, we perform numerical KL decomposition. The numerical
KL decomposition is based on the ﬁnite element approximation of the KL integral eigenvalue
problem, proposed by Keese and the reader is referred to [16] for the discretization error
introduced by such an approximation.
The convergence trends obtained for the case when 2 and 4 terms are retained in the KL
expansion of the conductivity are shown in Figure 3.5 and Figure 3.6, respectively. It can
be seen from the ﬁgures that the error in standard deviation decreases (compared to theChapter 3 An h-reﬁnement version of SRBMs 39
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Figure 3.5: Convergence trends on the steady state heat transfer problem on a square
domain: (a) Percentage norm relative error in mean (￿µ from Equation 2.33) (b) percentage
norm relative error in standard deviation (￿σ from Equation 2.33) (c) K-norm error and (d)
Norm of residual error using up to 2 basis vectors as a function of number of subdomains
(H) and diﬀerent preconditioners when only two terms are retained in the KL expansion.Chapter 3 An h-reﬁnement version of SRBMs 40
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Figure 3.6: Convergence trends on the steady state heat transfer problem on a square
domain: (a) Percentage norm relative error in mean (￿µ from Equation 2.33) (b) percentage
norm relative error in standard deviation (￿σ from Equation 2.33) (c) K-norm error and (d)
norm of residual error using up to 2 basis vectors as a function of number of subdomains
(H) and diﬀerent preconditioners when only four terms are retained in the KL expansion.Chapter 3 An h-reﬁnement version of SRBMs 41
single element case which corresponds to the standard SRBM formulation) as the number of
random elements is increased. Also local preconditioning results in faster convergence of the
error in standard deviation as compared to global preconditioning. It is also worth noting
that for certain number of random elements (H), the local preconditioning strategy is as good
as the strategy employing a higher number of basis vectors with global preconditioning. The
above mentioned ﬁgures also show a consistent drop in K-norm error and residual error norm
as the number of random elements is increased. Accelerated convergence is observed with
both metrics for ME-SRBMs with local preconditioning. Recall that the Galerkin projection
scheme imposed here minimizes an energy norm or the K-norm error and its convergence is
guaranteed due to Theorem 3. On the other hand, the decrease in residual error may not be
strictly monotonic as the number of subdomains is increased for any type of preconditioner
used. Similarly no guarantees exist for the strict non-increasing nature of norm relative error
in mean and standard deviation. The error metrics ￿µ, ￿σ and residual error norm have been
plotted to demonstrate the accuracy achieved by the formulation at convergence.
Since the method works well for this simple problem, we move onto a more complex geom-
etry with increased number of degrees of freedom. Further, this problem involves convective
heat transfer boundary conditions instead of the Dirichlet and Neumann boundary conditions
applied earlier.
3.3.3 Stochastic steady state heat transfer on a 2D HP turbine blade
In the high pressure (HP) stage or the ﬁrst stage of a turbine, the blades are subjected to
a high temperature ﬂow due to the hot gases produced by the combustor. To counter the
thermal stresses created by this high speed and temperature, the turbine blades are often
internally cooled by pumping relatively cool air into the cooling holes. We consider the
case when the conductivity of the material of a simpliﬁed turbine blade is represented by a
random ﬁeld. Note that this problem has been adapted from reference [81] where thermal
analysis over an aerofoil has been performed subject to convective heat transfer boundary
conditions.
Finite element mesh on a 2D blade proﬁle is shown in Figure 3.7. We solve the heat transfer
equation deﬁned by Equation 5.1 with convective heat transfer boundary conditions. The
heat transfer rate is given by
− → q = −κ(x,y;ω)∇u(x,y;ω),Chapter 3 An h-reﬁnement version of SRBMs 42
Figure 3.7: Finite element mesh on a 2D turbine blade proﬁle.
where κ(x,y;ω) is the thermal conductivity of the blade material which in turn is a stochas-
tic process with a certain probability distribution and the correlation function deﬁned by
Equation 3.18 with the mean ﬁeld being ¯ κ(x,y;ω) = 1 and u(x,y;ω) is the temperature.
The input standard deviation is ﬁxed at σ = 0.2 and the correlation length (b) is considered
to be unity. For the blade surface, the heat ﬂux out of the blade is given by
− → q · − → n = hext(u − uext)
where − → q ·− → n is the heat ﬂux out of the blade, − → n is the unit normal out of the blade surface,
hext is the external convective heat transfer coeﬃcient and uext is the temperature of the
ﬂow external to the blade. Similarly, the heat ﬂux into the cooling passage is given by
− → q · − → n = hint(u − uint)
− → n is still out of the blade i.e., into the cooling passage, hint and uint are the internal convective
heat transfer coeﬃcient and the temperature of the ﬂow in the cooling passage respectively.
The dimensions of the blade are normalized using chord length (L) during meshing. Hence
x
L and
y
L are the coordinates of the grid. The temperatures of ﬂow on the boundaries
are uext = 1300◦ C and uint = 200◦ C. The convective heat transfer coeﬃcients in non-
dimensional form are given by
hextL
¯ κ(x,y;ω)
= 14.0 ,
hintL
¯ κ(x,y;ω)
= 4.7.
The mean and standard deviation of the temperature distribution on the blade obtained
using MCS with 50,000 samples are shown in Figure 3.8. The convergence trends for the
case when 2 and 4 terms are retained in the KL expansion of the conductivity ﬁeld areChapter 3 An h-reﬁnement version of SRBMs 43
(a) (b)
Figure 3.8: (a) Mean and (b) standard deviation of the temperature distribution over the
turbine blade.
shown in Figure 3.9 and Figure 3.10, respectively. Similar to the observations made in the
preceding numerical example, the ﬁgures show that the error in standard deviation decreases
(as compared to the single-element case) consistently as the number of random elements is
increased. Also local preconditioning results in a faster convergence of the error in standard
deviation as compared to global preconditioning. The above mentioned ﬁgures also show a
consistent drop in K-norm error and residual error norm as the number of random elements
is increased. Accelerated convergence is observed with both metrics when ME-SRBMs are
used with local preconditioners. The K-norm error monotonically decreases in agreement
with the theory for all the cases.
It has already been pointed out that global preconditioning results in a high degree of
parallelization and faster speed of execution than an algorithm using local preconditioning
as the former algorithm involves only O(1) matrix inversion operations compared to the
O(Hd) inversion operations of the latter. But in general local preconditioners result in faster
convergence. At this stage, it is not clear as to what preconditioning strategy is more eﬃcient
for a given problem and for a given degree of accuracy. In practice, the global preconditioningChapter 3 An h-reﬁnement version of SRBMs 44
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Figure 3.9: Convergence trends on the steady state heat transfer problem on the 2D proﬁle
of a gas turbine blade: (a) Percentage norm relative error in mean (￿µ from Equation 2.33)
(b) percentage norm relative error in standard deviation (￿σ from Equation 2.33) (c) K-
norm error (d) norm of residual error using up to 2 basis vectors as a function of number of
subdomains (H) and diﬀerent preconditioners when only two terms are retained in the KL
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Figure 3.10: Convergencetrends on the steady state heat transfer problem on the 2D proﬁle
of a gas turbine blade: (a) Percentage norm relative error in mean (￿µ from Equation 2.33)
(b) percentage norm relative error in standard deviation (￿σ from Equation 2.33) (c) K-
norm error (d) norm of residual error using up to 2 basis vectors as a function of number of
subdomains (H) and diﬀerent preconditioners when only four terms are retained in the KL
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strategy is computationally eﬃcient for large scale problems with many random variables.
3.4 Summary
In this chapter, we proposed a multi-element formulation of stochastic reduced basis projec-
tion schemes for solving linear random algebraic systems of equations arising from discretiza-
tion of stochastic partial diﬀerential equations. The objective of this work is to enhance the
accuracy of SRBMs for a given number of basis vectors. This has been achieved by decompos-
ing the random space into multiple subdomains and applying SRBMs to local partitions of
the random space. The elemental or local statistics are subsequently assimilated to estimate
the global statistics. Numerical studies indicate that ME-SRBMs provide more accurate
statistics compared to standard single-element SRBMs. In contrast to p-reﬁnement, the
h-reﬁnement strategies proposed here (ME-SRBMs) admit a large degree of parallelization.
Although, ME-SRBMs are conceptually simple and oﬀer improved accuracy, they suﬀer from
the curse of dimensionality since Hd local decoupled systems of equations need to be solved
if a random space of d dimensions is decomposed into H subdomains along each dimension.
This number rapidly blows into unrealistic proportions for problems with many uncertain
variables. It is expected that the incorporation of adaptive domain decomposition schemes
will alleviate this problem to some extent.
ME-SRBMs can be used to improve the accuracy of SRBM approximations for large scale
problems with a large degree of input uncertainty where p-reﬁnement may be computationally
prohibitive. Adaptive strategies can be formulated based on ME-SRBMs in order to improve
the accuracy of solution process for a ﬁxed number of SRBM basis vectors. We discuss
possible adaptive strategies employing ME-SRBMs in the remaining chapters.Chapter 4
Finite element methods for PDEs
on random domains
In the previous chapter, reduced order basis methods have been applied to solve SPDEs
involving uncertainties in constitutive laws. In this chapter, we propose a novel methodology
to tackle deterministic or stochastic PDEs deﬁned on stochastic domains which we refer to as
geometrical uncertainty. Geometrical uncertainties arise in natural and engineering systems
due to a number of reasons, including measurement errors, lack of information, manufacturing
variability, thermal eﬀects or wear occurring in service.
Tackling material uncertainty is relatively straight-forward and simple compared to the
multi-fold challenges posed by solving geometrical uncertainty problems especially for mul-
tiply connected complex geometries.
Some of the earlier attempts to represent geometric variability were based on simpli-
ﬁed, deterministic surface inhomogeneities. Symmetrical aspersions are used in [82, 83] to
represent surface indentations while semispheres were used to represent protrusions in [84].
Sinusoidal undulations and periodic non-linearities represent more general forms of surface
roughness that have been used in the literature e.g. [85, 86]. Fractal representations of geo-
metrical variability have also been proposed in the literature, e.g., deterministic approaches
(Von Koch’s [87, 88] fractals, Minkowski’s fractals) and their random generalizations. Much
of the work on statistical characterization of response in the presence of geometric uncer-
tainty is based on the application of simulation techniques, sensitivity-based approaches and
response surface methodology; see, for example, references [89–92].
More recently, some studies have focused on the development of numerical methods for
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directly solving the governing PDEs given general statistical descriptions of geometric un-
certainty. Such strategies are attractive since they potentially oﬀer better eﬃciency and
faster convergence rates compared to simulation techniques. Canuto and Kozubek [93] pro-
posed a ﬁctitious domain approach where the original PDE is transformed into a saddle
point problem in a so-called ﬁctitious domain and the boundary condition on the stochastic
boundary is enforced via a Lagrangian multiplier. Honda [94] proposed a spectral stochastic
boundary element method to deal with statistical descriptions of geometric uncertainty. This
approach employs a Taylor series expansion to express the dependence of the boundary ele-
ment matrices on the uncertain geometric parameters. The resulting linear random algebraic
system of equations are solved using the Ghanem-Spanos polynomial chaos (PC) projection
scheme [39]. Harbrecht et al [95] proposed a perturbation based second moment formalism
to deal with PDEs on random domains assuming normal perturbations with small ampli-
tudes. Nouy et al [96] employed an extended stochastic ﬁnite element method for this class
of problems where the random geometries have an explicit representation in terms of random
level-set functions. Subsequent analysis is performed by Galerkin projection at stochastic
and deterministic levels.
Xiu and Tartakovsky [97, 98] proposed a novel methodology to tackle surface rough-
ness and geometrical uncertainties. The surface roughness was represented by random ﬁelds
and the original deterministic/stochastic PDE with stochastic boundary transformed into a
stochastic PDE (SPDE) over a deterministic domain using stochastic mappings. This trans-
formation enables the use of existing numerical techniques for solving SPDEs on deterministic
domains such as stochastic projection schemes based on Weiner-Askey PC expansions [64]
or stochastic Krylov methods [76]. However, it is worth noting here that the transformed
stochastic equations may be more complicated than the original governing equations and
existing analysis codes cannot be directly reused.
In the present chapter, we propose an approach for solving deterministic/stochastic PDEs
deﬁned on domains with random boundaries that allows existing deterministic ﬁnite element
formulations (which is henceforth referred to as nonintrusive formulations) to be leveraged.
The central idea is to work with mesh-based representations of random geometries, where the
connectivity information is deterministic but the coordinates of the mesh nodes are random.
This stochastic mesh-based representation of random domains is arrived at by solving an
auxiliary PDE with appropriate random boundary conditions. Mesh deformation strategies
has been employed previously in the literature [92, 99, 100] to deal with geometric uncertaintyChapter 4 Finite element methods for PDEs on random domains 49
problems in the context of Monte-Carlo simulations and response surface methods. However,
the focus of the present work is to propound a theoretical analysis on the conditions that
the geometric uncertainty model must satisfy in order to ensure well-posedness. In addition,
we prove an equivalence between the proposed approach and the Xiu-Tartakovsky method.
The advantages oﬀered by the proposed formulation are outlined below:
? The underlying governing equations do not change in contrast to the Xiu-Tartakovsky
method thus enabling the reusabililty of existing deterministic formulations.
? Adaptive sparse quadrature formulations can be eﬃciently leveraged by employing the
element level collocation variant of the current formulation, thereby enabling a high
degree of parallelizability.
? Admissible boundary perturbations are veriﬁable apriori.
? The wealth of knowledge available on mesh deformation strategies can be leveraged
when dealing with high geometric variabilities.
? If the statistics on an unperturbed landmark on the nominal geometry is the subject
of interest, it can be handled by the method by ﬁxing the particular nodes on the
geometry during mesh deformation.
Discretization of the governing SPDE on a random mesh with ﬁxed connectivity and
random mesh coordinates subsequently leads to a linear random algebraic system of equations
which can be solved for the response statistics using a wide variety of methods such as PC
projection schemes [3, 39, 40, 64], reduced-order projection schemes [60, 61, 63], sparse
quadrature schemes [18] and generalized spectral decomposition methods [54, 55].
The remainder of the chapter is organized as follows. A model boundary value problem on
a random domain is introduced in the next section. Section 4.2 describes the random domain
representation in continuum sense employed by the Xiu-Tartakovsky method and discrete
sense considered in the current formulation. Section 4.3 deals with spatial discretization
of the governing PDEs. Numerical studies on three model problems are presented and the
convergence trends of the proposed approach are studied in Section 4.4. We conclude the
chapter in the ﬁnal section and highlight some directions for further work.Chapter 4 Finite element methods for PDEs on random domains 50
4.1 Problem deﬁnition
Geometrical uncertainties arise in many biological, geotechnical and engineering applications
where the phenomenon under question is deﬁned over random domains bounded by random
boundaries. Random boundaries can be represented using level-set functions as in [96] where
the boundary is expressed as
∂D(ω) = {x| r(x;ω) = 0,ω ∈ Ω},
where the level-set function r(x;ω) is generally taken as the signed distance function to the
hypersurface: r(x,ω) = ± distance(x,∂D(ω)). Here (Ω,F,P) denotes a probability space,
where Ω is a set of events, F is the σ-algebra associated with Ω and P is a probability
measure. However, a level set representation of random boundaries can be readily computed
only for simple geometrical entities such as a circle, ellipse, sphere, etc. To model complicated
random geometries using level-set representations, more sophisticated schemes such as those
proposed in [101] are required. In the present work, we consider a more general model for
representing uncertain boundaries which is described in detail below.
Real-life geometric uncertainty applications are complex and arise in a number of engi-
neering and biomedical applications where a ﬁnite number of image/measurement samples
are available from Coordinate Measurement Machines (CMM), X-ray scans, Computerized
Tomography (CT) scans and Magnetic Resonance Imaging data [102–105]. A reduced order
model of the boundary variability can be constructed from the boundary ensemble data us-
ing Principal Component Analysis (PCA) [106]. The truncated PCA representation of the
ensemble data can be written in the general form:

   
   
x1
x2
x3

   
   
+
d X
i=1
θi(ω)ϕi(x1,x2,x3),∀ω ∈ Ω and (x1,x2,x3) ∈ ∂D0. (4.1)
where ∂D0 represents the nominal boundary, {ϕi(x1,x2,x3)} are the vector-valued PCA
eigenfunctions and {θi}d
i=1 are uncorrelated random variables. In the analysis that follows
we make the stronger assumption that {θi}d
i=1 are statistically independent. This assumption
is not limiting since in practice we can express the original variables in terms of indepen-
dent random variables using a polynomial chaos expansion in conjunction with the Bayesian
estimation approach proposed by Ghanem and Doostan [107].
Henceforth, for simplicity of notation, we use x = (x1,x2,x3) and ξ = (ξ1,ξ2,ξ3) to
denote the coordinate system of the nominal and random domains, respectively. As a resultChapter 4 Finite element methods for PDEs on random domains 51
the random boundary can be compactly rewritten as
∂D(ω) = {x + κ(x,ω) : ∂D0 × Ω → R3|x ∈ ∂D0}, (4.2)
where κ(x,ω) : ∂D0 × Ω → R3 is a vector valued random ﬁeld whose components along the
x1,x2,x3 directions κx1, κx2 and κx3 are zero-mean random ﬁelds. This random boundary
description is general in scope, tractable and applicable to a number of real-life geometric
uncertainty applications.
We illustrate our approach using the Poisson equation deﬁned on a three-dimensional
random domain. To begin with, consider the Poisson equation on a deterministic domain
D0 given below:
∇2
xv(x) = a(x) in D0,
Bu(x) = b(x) on ∂D0,
(4.3)
where B is a boundary operator and the subscript on the ∇ operator denotes derivative with
respect to that particular coordinate system. We assume that a ∈ C∞(D0), b ∈ C∞(∂D0)
and ∂D0 is C∞ which implies u ∈ C∞(D0). We assume that the reference domain D0 is a
bounded subdomain of R3 with suﬃciently smooth, closed, orientable manifold as boundary
∂D0 ∈ Cp,p > 2.
Now the deterministic Poisson equation on a stochastic domain can be posed as
∇2
ξv(ξ) = a(ξ) in D(ω),
Bv(ξ) = b(ξ) on ∂D(ω),
(4.4)
subject to ω ∈ L2(Ω,F,P). We now state the condition under which the stated boundary un-
certainty model (4.2) results in a well-posed problem for the Poisson equation deﬁned on the
random domain. For some vector valued stochastic function κ(x,ω) ∈ L2(Ω,Cp(∂D0)), we
consider the family of surfaces ∂D = {x+κ(x,ω) : ∂D0×Ω → R3|x ∈ ∂D0} ∈ Cp−1(∂D0,R)
where κ(x,ω) is a vector valued random ﬁeld whose components along the x1,x2,x3 direc-
tions are zero-mean random ﬁelds by construction, i.e., hκxii = 0,∀i = {1,2,3}. With the
representation of the uncertain boundary in place, we focus on the problem of random domain
representation in the next section.
4.2 Random domain representation
Given the random boundary representation (4.2), we now seek an appropriate representation
for the stochastic domain D. This is performed by mapping the stochastic domain ontoChapter 4 Finite element methods for PDEs on random domains 52
the deterministic domain (or a nominal domain) denoted by D0. This step can be either
performed in a continuum sense as presented in [97, 98] or in a discrete sense using a stochastic
mesh deformation strategy as presented here. We shall show later in this chapter that both
approaches are mathematically equivalent.
4.2.1 Mapping in continuum sense
We now brieﬂy outline the Xiu-Tartakovsky method [97, 98] for solving PDEs deﬁned over
random domains. We approach the derivation using the notion of covariant and contra-
variant metric tensors [108]. The random domain D(ω) ⊂ R3 is mapped on to the deter-
ministic domain D0 ⊂ R3 using the bijective mapping function x = x(ξ,ω) whose inverse is
deﬁned as ξ = ξ(x,ω). Here x denotes the coordinate system of the deterministic domain
D0. The mapping can be represented as
ξ ∈ D(ω) ↔ x ∈ D0 (4.5)
The stochastic mapping (4.5) of D(ω) on to the deterministic domain D0 can be con-
structed via solutions of an operator problem (such as the Laplace equation, biharmonic
equation or the elasticity equations) with appropriate boundary conditions. In [97], the
Laplace equation was solved to compute the mapping function, i.e.,
∇2
xξ = 0 in D0,
with appropriate random Dirichlet boundary conditions dictated by the boundary uncer-
tainty model.
The Jacobian of the stochastic to deterministic coordinate transformation can be deﬁned
as J :=
￿∂ξj
∂xi
￿
ij. The mapping is bijective if J is invertible which translates to the determinant
of the transformation Jacobian not vanishing anywhere in D0. The covariant metric tensor
of the coordinate transformation can then be deﬁned as [108, 109]
G = JJT. (4.6)
The coordinate mapping (4.5) transforms the original Poisson equation deﬁned over a
random domain presented in (4.4) into a stochastic Poisson equation on the deterministic
domain D0. The transformed operator problem can be stated as: for P-almost everywhere
ω ∈ Ω,a0 ≡ a(x(ξ)) : D0 × Ω → R, ﬁnd u : D0 × Ω → R such that
1
√
g
3 X
i=1
3 X
j=1
∂
∂xi
 
√
ggij ∂u
∂xj
!
= a0(x,ω), (4.7)Chapter 4 Finite element methods for PDEs on random domains 53
with the corresponding transformed boundary conditions. This equation is provably equiva-
lent to the transformed Poisson equation presented in [97] when the Jacobi of transformation
is computed as given in [97]. In the preceding equation, g is the determinant of the covariant
metric tensor G deﬁned in (4.6). Here each element of G is given by gij and gij are deﬁned
as follows
gij =
Gij
g
,
where Gij is the cofactor of the gij in the determinant g. Note that g ≡ g(x,ω) and gij ≡
gij(x,ω) in (4.7) and we use this dependence in a later section. A detailed derivation of the
transformed SPDE is presented for the two-dimensional Poisson equation in Appendix A.
Now we state classical results dealing with the ellipticity and existence of a weak solution
of the transformed SPDE model (4.7); the interested reader is referred to [110] for detailed
proofs of these results.
Lemma 1: The transformed PDE (4.7) is elliptic iﬀ the following condition is satisﬁed:
ζTA(x,ω)ζ > 0,P−almost surely, (4.8)
where A(x,ω) is a 3×3 matrix with the components −
√
ggij, ∀x ∈ D0,ω ∈ Ω and ζ 6= 0 ∈ R3.
Also a unique weak solution exists for the transformed problem if
√
ggij and its ﬁrst order
derivatives lie in L∞(D0) × L2(Ω) P-almost surely.
We wish to highlight here that although the continuum mapping approach was illustrated
for the Poisson equation, the same principles can be used for more general PDE models.
4.2.2 Mapping in discrete sense
We now focus on constructing a stochastic mesh representation of random domains wherein
the connectivity of the mesh is deterministic but the coordinates of the nodes are random
variables. The nominal domain of deﬁnition D0 is assumed to be discretized using a good
quality mesh. Given a random domain D bounded by a stochastic boundary ∂D, we can map
the mesh of the nominal domain onto the random domain D(ω) using a standard mesh defor-
mation strategy based on the Laplace, biharmonic, linear elasticity or spring analogy based
equations; see, for example, [111–117]. The central idea is to solve an auxiliary PDE with
appropriate random boundary conditions to establish a relationship between the coordinates
of the mesh nodes and the underlying random variable vector θ deﬁned in equation (4.1).
Mesh perturbation or grid deformation algorithms have been applied to a wide range of
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immiscible ﬂuids and aeroelastic simulation of wings. Mesh deformation algorithms fail due
to generation of elements with negative areas and volumes [113, 114]. These element reversals
or ﬂips are caused when nodes pass other nodes or edges. A target mesh with no element
ﬂips is called a valid mesh, which can be formally deﬁned as follows [113]:
Deﬁnition: A valid mesh is a mapping η(x) from D1 to D2 = {y|y = η(x)∀x ∈ D1}, such
that η(x1) = η(x2) iﬀ x1 = x2.
To illustrate, let us consider the case when the Laplace equation based mesh deformation
strategy is employed. In the Laplace equation based mesh deformation strategy, we solve
the following three (along each spatial dimension) decoupled random Dirichlet problems to
deform the baseline mesh
∇2
xξi = 0 in D0,∀i = {1,2,3}
ξi = (xi + κxi(x,ω)) on ∂D0.
(4.9)
It can be noted that given a ﬁnite-dimensional representation of the random ﬁelds κx1,
κx2, and κx3 in terms of the random variable vector θ, numerical solution of the preceding
equation provides a relationship between the coordinates of the mesh nodes and θ. It is
also possible to use other approaches, for example, the Navier-Lam´ e equations to deform the
baseline mesh [117]. We employ the Navier-Lam´ e equation based mesh deformation approach
in the 3D numerical study discussed in Section 4.4.2.2.
In what follows, we present further analysis using the Laplace equation based stochas-
tic mesh deformation strategy, where a ﬁnite element (FE) discretization is employed to
solve (4.9). It is important to note here that the overall approach and the main theoretical
results derived here remain valid for alternative mesh deformation strategies. The nominal
domain D0 is divided into elements with shape functions {Ni} deﬁned over the nodes of the
elements with the properties Nj(xj) = 1 and Nj(xk) = 0,∀j 6= k where xj represents the
coordinates of the jth vertex in the baseline mesh. Deﬁne a matrix A as:
A(i,j) =
Z
D0
∇Ni · ∇Nj dx.
The matrix A is sparse symmetric positive deﬁnite with nonzero entries corresponding to
the pairs of neighboring nodes in the ﬁnite element mesh. Let AI denote the submatrix of A
whose rows and columns are indexed by the interior nodes and let AB denote the submatrix
of A whose rows are indexed by the interior nodes and whose columns are indexed by the
boundarynodes. Let z be a vector consisting of the xi coordinates and ζ be a vector consisting
of the ξi coordinates for all the nodes on the nominal mesh and the target perturbed mesh,Chapter 4 Finite element methods for PDEs on random domains 55
respectively, for some i = {1,2,3}.
The interior nodal coordinates along each spatial direction can be obtained as a solution
to the following system of equations
AIζI = −ABζB
= −AB
￿
zB + κxi(θ)
￿
,
where the subscripts I and B denote the interior and boundary nodes, respectively, and κxi
represents the vector consisting of the function κxi (component of the vector valued random
ﬁeld κ(x,θ) along the ith spatial direction) sampled over the boundary nodes xB. The
preceding linear algebraic system of equations with random right hand side can be solved
to obtain the coordinates of the interior mesh nodes ζI along each spatial direction as a
function of θ.
Note that A is implicitly dependent on nodal shape functions and hence on the nominal
mesh. Further, the mesh deformation is a function of the boundary perturbation κ(x,θ),
a d-dimensional random ﬁeld. For any given realization θ(k) ∈ Rd, the deformed grid is a
mapping from D0 to D(θ(k)) such that
D(θ(k)) = {ξ|ξ = η(x) + γ(η(x),θ(k))∀x ∈ D0},
where η(x) represents the mesh on the nominal domain D0 and γ(η(x),θ(k)) is the vector-
valued deformation ﬁeld applied to the nominal mesh.
For simplicity of notation, for any random realization θ(k) ∈ Rd, let s denote the grid
perturbation direction given by
γ(η(x),θ(k))
kγ(η(x),θ(k))k where ||γ(η(x),θ(k))|| denotes the magnitude
of perturbation. Thus for any realization, θ(k) ∈ Rd, a grid perturbation can be denoted as
η(x)+s||γ(η(x),θ(k))||. Note that s is deﬁned realization-wise and hence represents a point-
wise deterministic vector. We use s extensively in the following lemma which establishes the
condition under which mesh deformation results in a valid mesh. The result presented below
uses the analysis of Burg [113] to establish conditions that the boundary uncertainty model
must satisfy in order to ensure that all realizations of the stochastic mesh representation are
valid meshes.
Lemma 2: For any realization θ(k) ∈ Rd, a randomly deformed mesh is a valid mesh if
and only if ∇ k γ(η(x),θ(k)) k ·s 6= −1,∀x ∈ D0, where k γ(η(x),θ(k)) k is the perturbation
magnitude and s is the perturbation direction with k s k= 1.
Proof: For any realization θ(k) ∈ Rd and any given point x ∈ D0 and a deformation
direction, s, restrict ξ to the space such that η(ξ) = η(x) + ts. Assume that the deformedChapter 4 Finite element methods for PDEs on random domains 56
mesh is valid which implies that η(x) + s k γ(η(x),θ(k)) k= η(ξ) + s k γ(η(ξ),θ(k)) k iﬀ
x = ξ. Hence x 6= ξ iﬀ η(x) + s k γ(η(x),θ(k)) k6= η(ξ) + s k γ(η(ξ),θ(k)) k. Subtracting
both sides with η(x) and taking the dot product with s results in
(η(x) + s k γ(η(x),θ(k)) k −η(x)) · s 6= (η(ξ) + s k γ(η(ξ),θ(k)) k −η(x)) · s,
k γ(η(x),θ(k)) k 6= (η(ξ) − η(x)) · s+ k γ(η(ξ),θ(k)) k,
k γ(η(x),θ(k)) k 6= (η(x) + ts − η(x)) · s+ k γ(η(x) + ts,θ(k)) k,
k γ(η(x),θ(k)) k 6= t+ k γ(η(x) + ts,θ(k)) k,
which implies
k γ(η(x) + ts,θ(k)) k − k γ(η(x),θ(k)) k
t
6= −1
which by taking the limit t → 0 results in the following condition
∇ k γ(η(x),θ(k)) k ·s 6= −1. (4.10)
2
4.2.2.1 Remarks:
? If the deformed mesh is valid then mesh deformation is an invertible operation.
? This result is valid not just for Laplace based deformation but also for other mesh
deformation strategies.
? An important consequence of this result is that if the deformation direction is perpen-
dicular to the gradient of deformation function, then an inﬁnite amount of deformation
is tolerated.
? If a diﬀusion equation is employed for mesh deformation instead of the Laplace equation
where the virtual diﬀusivity of each element is assumed to be inversely proportional
to the element area/volume [116], mesh collapses or element ﬂips can be alleviated to
a large extent. There are various alternative strategies [113, 114] that can be adopted
in situations where the Laplace equation based mesh deformation approach fails to
create valid meshes. Note that Lemma 2 holds irrespective of the type of the mesh
deformation strategy employed.
We have presented two strategies so far for mapping the random domain onto a deter-
ministic nominal domain, i.e., in a continuum sense (Xiu-Tartakovsky method [97, 98]) andChapter 4 Finite element methods for PDEs on random domains 57
in a discrete sense using stochastic mesh deformation algorithms. In the following section,
we present details of spatial discretization aspects of the original governing PDEs using a
stochastic mesh representation obtained by the discrete mapping approach.
4.3 Spatial discretization employing a stochastic mesh repre-
sentation
Recall that in our approach we map the stochastic domain onto the deterministic domain by
deforming the nominal mesh via the solution of an auxiliary operator equation such as the
Laplace or elasticity equations. Thereby, the mesh connectivity remains the same but the
mesh coordinates are expressed as functions of the random variable vector θ. If the pertur-
bations are admissible (following Lemma 2) then a weak solution of the original governing
equations (4.4) exists due to the Lax-Milgram lemma [110] since D(θ) ⊂ R3 is bounded with
a closed, bounded and orientable manifold as a boundary for any realization of θ. As a
consequence, the stochastic element stiﬀness matrix obtained from spatial discretization of
the governing equations (4.4) on a stochastic mesh representation can be written in the form
Ke(θ) =
Z
De(θ)
∇ξNT∇ξN dξ,
where the integration is performed over an element De(θ) whose nodal coordinates are ran-
dom. This random element can be mapped onto the corresponding deterministic element
in the mesh of the nominal domain D0 using the Jacobian of transformation J computed
as
￿ ∂ξi
∂xj
￿
ij. Using the Jacobian of transformation, ∇ξN can be written as J−1∇xN and
dξ =
√
g dx due to which the stochastic element stiﬀness matrix can be written as:
Ke(θ) =
Z
De
0
∇xNT J−1T
J−1 ∇xN
√
gdx
=
Z
De
0
∇xNT G−1(θ) ∇xN
√
g(θ)dx.
(4.11)
Similarly the force vector can be written as
fe(θ) =
Z
De
0
aJ−1(θ)N
√
g(θ)dx. (4.12)
As an aside, it can be shown that the stochastic element matrices obtained via ﬁnite ele-
ment spatial discretization of the transformed SPDE (4.7) derived using the Xiu-Tartakovsky
method [97, 98] are of the form given by (4.11) and (4.12) which is proved later in this section.Chapter 4 Finite element methods for PDEs on random domains 58
Now, Ke(θ) and fe(θ) are second order stochastic processes and hence these terms admit
PC expansions of the form
Ke(θ) =
P1 X
i=0
Ke
iφi(θ) and fe(θ) =
P1 X
i=0
fe
i φi(θ). (4.13)
In practice, however, the PC expansion coeﬃcients Ke
i and fe
i are not easy to compute,
particularly for complex ﬁnite element formulations. We shall return to the issue of eﬃcient
computation of the PC coeﬃcients of the element matrices later in Section 4.1.
Assembly of the stochastic element matrices (4.13) and application of appropriate bound-
ary conditions lead to a linear random algebraic system of equations of the form
K(θ)u(θ) = f(θ), (4.14)
where K(θ) ∈ Rn×n and f(θ) ∈ Rn are the global coeﬃcient matrix and right hand side,
respectively. u(θ) ∈ Rn represents the solution process whose statistics are to be computed.
Here n denotes the total number of degrees of freedom and as a result of ﬁnite element
assembly K(θ) and f(θ) are given in a PC expansion as follows
K(θ) =
P1 X
i=0
Kiφi(θ)
f(θ) =
P1 X
i=0
fiφi(θ)

    
    
, (4.15)
where {φi(θ)}
P1
i=0 are PC basis functions and Ki and fi are deterministic PC expansion coef-
ﬁcients. The coeﬃcients in the global matrices given in (4.15) can be alternatively computed
nonintrusively, the details of which can be found in the subsection 4.3.2. The linear ran-
dom algebraic system of equations in a PC basis can be solved to approximate the solution
statistics employing one of the methods proposed in [3, 39, 40, 63, 64].
4.3.1 Element-level formulation
The PC coeﬃcients of the element matrices, namely Ke
i and fe
i in (4.13), are not straightfor-
ward to compute for complex element formulations. This is because the terms G−1(θ),
√
g(θ)
and J−1(θ) tend to be general nonlinear functions of θ. In such cases, the PC expansion
coeﬃcients of the element matrices can be computed nonintrusively using a stochastic mesh
deformation algorithm and sparse quadrature schemes. For example, by leveraging the or-
thogonality of the PC basis functions, the PC expansion coeﬃcient Ke
i can be computedChapter 4 Finite element methods for PDEs on random domains 59
as
Ke
i =
hKe(θ)φi(θ)i
hφ2
i(θ)i
, ∀0 ≤ i ≤ P1.
The terms in the numerator can be evaluated using Monte-Carlo methods or sparse
quadrature schemes. Sparse quadrature schemes based on Smolyak’s construction have been
extensively studied in the context of the so called stochastic collocation method [18–24].
Smolyak quadrature requires quadrature formulas Q
(i)
1 ,Q
(i)
2 ,Q
(i)
3 ,··· in each dimension i.
Assume that every formula Q
(i)
l of level l exactly integrates polynomials of degrees not ex-
ceeding kl (independent of i) with respect to the measure P, with kl+1 ≥ kl. Additionally,
assume that each Q
(i)
l has the same number of nodes Zl, where all lowest order methods use
only one node, Z1 = 1. The set of nodes used by Q
(i)
l will be called Ξ
(i)
l = {θ
(i)
l,1,θ
(i)
l,2,··· ,θ
(i)
l,Zl}
and the weights will be denoted by w
(i)
l,1,w
(i)
l,2,···w
(i)
l,Zl. For a function of m random variables
ψ(θ1,θ2,··· ,θm), a sparse quadrature formula can be constructed as a tensor product of
one-dimensional rules as follows:
Ql = Q
(1)
l1 ⊗ Q
(2)
l2 ⊗ ··· ⊗ Q
(m)
lm ,
which can be applied to estimate the term hKe(θ)φi(θ)i as follows
hKe(θ)φi(θ)i =
Zl1 X
z1=1
···
Zlm X
zm=1
w
(1)
l1,k1 ···w
(m)
lm,zmKe(θ
(1)
l1,z1 ···θ
(m)
lm,zm)φi(θ
(1)
l1,z1 ···θ
(m)
lm,zm).
Similarly, fe
i can be computed.
A key advantage of the element level formulation is that it allows for the possibility of large
scale parallelization since the PC expansion coeﬃcients corresponding to each element can
be computed independently of each other. We discuss next a global formulation to compute
the unknown coeﬃcients in (4.15).
4.3.2 Global formulation
Instead of computing the element stiﬀness matrices in a PC basis as discussed in the previous
section, we can compute the coeﬃcients of expansion in (4.15) nonintrusively as follows:
Kj =
hK(θ)φj(θ)i
hφ2
j(θ)i
,
fj =
hf(θ)φj(θ)i
hφ2
j(θ)i
.
(4.16)
The denominators in the preceding equations can be easily calculated for any PC basis
function; see, for example, references [39, 64]. The inner products in the numerators ofChapter 4 Finite element methods for PDEs on random domains 60
equation (4.16) can be approximated using a sparse quadrature rule as follows:
hK(θ)φj(θ)i =
Zl1 X
z1=1
···
Zlm X
zm=1
w
(1)
l1,k1 ···w
(m)
lm,zmK(θl1,z1 ···θlm,zm)φj(θl1,z1 ···θlm,zm), (4.17)
and
hf(θ)φj(θ)i =
Zl1 X
z1=1
···
Zlm X
zm=1
w
(1)
l1,k1 ···w
(m)
lm,zmf(θl1,z1 ···θlm,zm)φj(θl1,z1 ···θlm,zm), (4.18)
where θ(k) and wk denote the quadrature points and weights, respectively. The kernel of
the summation namely K(θl1,z1 ···θlm,zm) and f(θl1,z1 ···θlm,zm) on the other hand can be
computed by repeatedly invoking the deterministic solver on the deformed meshes at the
quadrature points. A number of quadrature schemes suitable for evaluating multidimensional
integrals of the form considered here can be found in the literature; see Cools [118] for a
review and Xiu [119] for an overview of applications to uncertainty analysis. Note that each
quadrature point θ(k) represents a new boundary and hence a new domain of deﬁnition of
the problem.
4.3.3 Remarks:
Note that while employing the mesh deformation approach, some elements deform to a lesser
degree compared to other elements particularly when employing spatially varying diﬀusivity
parameters [116]. This reduction in geometrical variability in a local region implies that fewer
number of quadrature points are required to approximate the PC expansion coeﬃcients of
the element matrices – this fact can be exploited by adaptive sparse quadrature schemes
[20]. The global PC expansion approach on the other hand does not oﬀer this advantage.
Therefore, element level formulations are expected to be computationally advantageous in
situations where ﬁnite element assembly of K(θ(k)) and f(θ(k)) (arising out of complicated
PDEs and element types) are computationally expensive.
The following lemma proves the equivalence between Xiu-Tartakovsky [97, 98] method
with the current approach.
Lemma 3: Consider a well posed Poisson problem deﬁned on a stochastic domain bounded by
a suﬃciently regular stochastic boundary given by Equation 4.4. The random domain D(ω) ⊂
R3 is mapped on to a deterministic domain D0 ⊂ R3 using an bijective mapping function
ξ = ξ(x,ω) whose inverse is deﬁned as x = x(ξ,ω) as described in Section 4.2.1. Then
the ﬁnite element discretization of the transformed PDE (using a mesh with deterministicChapter 4 Finite element methods for PDEs on random domains 61
shape functions {Ni(x)} deﬁned over the nodes) results in an element stiﬀness matrix of the
form Equation 4.11
Proof: The variational form of the transformed PDE Equation 4.7 can be written as:
B(u,w) = (a0,w),∀w ∈ H1(D0) × L2(Ω),
where B(u,w) is given by
B(u,w) =
Z
D0
∇xuTG−1∇xw
√
g dx.
Substituting the ﬁnite element shape functions deﬁned over the nominal domain into the
above bilinear form, the element stiﬀness matrix can be written in the form Equation 4.11.
2
The linear random algebraic system of equations Equation 4.14 where K(θ) and f(θ) are
given by Equation 4.15 can be solved employing a variety of approaches namely PC projection
schemes[3, 39, 40, 64], generalized spectral decomposition methods [54–56] or reduced basis
projection schemes presented in the Chapter 2. The reader is referred to Chapter 2 for details
on stochastic projection schemes and post-processing of the response process obtained from
these approaches.
Remark: If statistics on an unperturbed landmark on the nominal geometry are desired,
the element nodes on the geometry could be ﬁxed during mesh deformation.
4.4 Numerical studies
In this section we present three numerical studies in two and three dimensions. The ﬁrst
study involves heat transfer on a rough square domain with a random ﬁeld model describing
the rough boundary which has been discretized using the Karhunen-Lo´ eve expansion scheme.
The second numerical study deals with heat transfer analysis on a 2D section of a gas turbine
blade where the uncertainties namely, the cooling core centers are considered to be stochastic
in nature. The large scale numerical study involves a three-dimensional model of the gas
turbine blade with a simpliﬁed uncertainty model for the cooling holes. Although we have a
random ﬁeld model and a parametric form describing the respective uncertainties in the two
numerical studies, the solution methodology is the same for these the studies.
Note that the governing linear random algebraic system of equations are truncated to a
ﬁnite order of PC basis functions where the truncation order depends on the degree of de-
pendence of the solution process on the geometric uncertainty. Highly nonlinear dependenceChapter 4 Finite element methods for PDEs on random domains 62
of the response process on the input uncertainty warrants a higher order PC expansion of
the random algebraic system of equations and vice versa.
The accuracy of the SRBM based approach is compared against benchmark Monte-Carlo
simulations. Computing the solution for each realization of the random variable vector θ
involves the following steps: (a) for a given realization of the random vector θ, a geometry is
ﬁrst generated which is followed by (b) deforming the nominal mesh by employing the Laplace
based mesh deformation for 2D case studies and a more robust Navier-Lam´ e equation based
scheme for the 3D study. (c) The governing equations are then discretized over this mesh
which in turn are solved to obtain the response. The aforementioned steps of generating
random realizations of θ (and the geometry), perturbing the nominal mesh to the new mesh
and solving the governing equations is repeated K number of times, where K represents
the Monte-Carlo sample size. At any given spatial coordinate on the nominal domain, the
true solution is computed by using the shape function approximation and the statistics are
computed by post-processing across the samples.
Similarly, employing the SRBM based approach the governing equations can be discretized
resulting in a linear random algebraic system of equations in the form Equation 4.14 and
Equation 4.15. Here the unknown coeﬃcients in Equation 4.15 can be non-intrusively com-
puted by repeatedly invoking steps (a), (b) outlined above which is followed by discretizing
the governing equation on the new random mesh. The resulting random system of equations
are subsequently solved by employing reduced order basis projection schemes. Convergence
trends are presented with respect to two error metrics, namely, ￿µ and ￿σ deﬁned as follows:
￿µ =
k µMCS − µSRBM kL2
k µMCS kL2
and ￿σ =
k σMCS − σSRBM kL2
k σMCS kL2
. (4.19)
For the sake of compactness, we use the notation SRBM(r, N, s) to denote an approximation
to the response process obtained by solving a linear random algebraic system of equations
whose coeﬃcient matrix and right hand side are represented in a rth order PC expansion
employing N reduced order basis vectors. Here each SRBM basis vector has been truncated
to a sth order PC basis. We study the convergence trends of the error metrics as a function
of r, N and s.
4.4.1 Diﬀusion in a square domain with a rough wall
Consider steady-state heat transfer problem deﬁned by Equation 4.4 with f = 0, in a two-
dimensional domain described by D(ω) = {(x,y)| − 1 ≤ x ≤ 1,−1 + κ(x,ω) ≤ y ≤ 1}.Chapter 4 Finite element methods for PDEs on random domains 63
The bottom boundary is modeled as a rough wall with mean hκ(x,ω)i = 0 and exponential
two-point covariance function
Cκ(x,ω) = exp
￿
−
|x − z|
b
￿
, (4.20)
where b > 0 is the correlation length. Here we set b = 1 which corresponds to moderate
boundary roughness. Finally we set u = 1 on the boundary x = −1, u = 0 on the rough
bottom boundary and homogeneous Neumann boundary conditions elsewhere.
(a) (b)
Figure 4.1: (a) Five sample realizations of the rough wall of the plate generated with the
ten-term (d = 10) KL expansion and (b) mesh on the nominal domain.
Karhunen-Lo´ eve (KL) expansion of κ(x,ω) is performed to decompose the random ﬁeld
governing the rough bottom boundary. This involves the solution of the following Fredholm
integral equation of the second kind
Z
Cκ(x,z)ϕ(z)dz = λϕ(x), (4.21)
where λ and ζ(x) are the eigenvalues and eigenfunctions of the KL integral eigenvalue prob-
lem.
Then the random ﬁeld κ(x,ω) can be expressed as:
κ(x,ω) ≈ σ
d X
k=1
p
λkζk(x)θk(ω), (4.22)
where the random variables {θk(ω)}d
k=1 are considered to be uncorrelated uniform random
variables deﬁned on [−1,1]. Also the parameter σ is used to control the maximum deviationChapter 4 Finite element methods for PDEs on random domains 64
of the rough surface. In the current numerical example we set σ = 0.05 and employ a ten-
term KL expansion (d = 10) so that more than 95% of the variance is captured and thus
limiting the truncation error. A few realizations of the random bottom boundary are shown
in Figure 4.1(a). Finite element mesh on the nominal domain is shown in Figure 4.1(b).
Using equations 4.15, 4.16, 4.17 and 4.18 with mesh deformation, the problem is spatially
discretized resulting in a linear random algebraic system of equations in a Legendre chaos
basis. The response process is then approximated using SRBMs.
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Figure 4.2: (a) Mean and (b) standard deviation of temperature proﬁles on the line y =
−0.8.
Figure 4.2 shows the mean and standard deviation of the ﬁeld variable using a benchmark
Monte-Carlo simulation and SRBM approximations along the line y = −0.8. It can be
noted that the mean is approximated with very high accuracy. SRBM approximations with
N = 2 were computed on the linear random algebraic system of equations in terms of ﬁrst
and second order PC basis functions while the benchmark MCS solution has been computed
using 10000 samples. One may notice that the SRBM approximations converge with the
increase in order of PC expansions in this ﬁgure. Similarly the approximations improve by
increasing the number (N) of reduced order basis vectors. The residual error norm given by
Equation 2.32 is used to monitor the approximation errors while using SRBMs.
Figure 4.3 shows the trends of the error metric ￿σ. It can be observed that this error
metric converges as the number of basis vectors is increased. Also, in ﬁgure 4.3, it can beChapter 4 Finite element methods for PDEs on random domains 65
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Figure 4.3: ￿σ for increasing number of basis vectors (N) and a given order of PC
expansion (r,s).
observed that higher order PC expansion of each basis vector leads to better accuracy. The
error metric ￿µ was observed to be very small for all values of r,N and s (of the order of
10−4) and hence the trends of this metric are not shown here. It is worth noting here that
the reduced order basis expansion minimizes the K-norm error by Theorem 2 in Section 2.4.
Hence strictly monotonic convergence can only be guaranteed for the K-norm error and not
for other error metrics such as the residual error, ￿µ and ￿σ employing the Galerkin projection.
The relative error in mean and standard deviation have been presented to illustrate the level
of accuracy that can be attained with a given order of PC expansion.
4.4.2 Heat transfer on a turbine blade model
Now we present numerical studies on complex 2D and 3D geometries involving gas turbine
blades. Gas turbine blades in modern aero engines are subjected to tremendous temper-
atures and pressures. In order to counter the thermal stresses developed due to the high
temperature regime, these blades need to be cooled constantly. Hence they are provided
with artiﬁcial cooling through a series of cooling holes by growing the blades as single crys-
tals over a sacriﬁcial core material which is removed after growth completion, leaving a series
of hollow cooling cores in place. Relatively cold air is circulated through these cooling holes
resulting in the cooling of the blades. Owing to various factors in the manufacturing process,Chapter 4 Finite element methods for PDEs on random domains 66
the cooling holes vary from blade-to-blade and batch-to-batch due to which the turbine blade
geometry varies. These variations may adversely eﬀect the life of the turbine blade neces-
sitating frequent maintenance and replacement. Driven by the need to reduce maintenance
and warranty costs, improve product quality and reliability, manufacturers are increasingly
inclined to innovate optimal designs which are tolerant to geometrical and material uncer-
tainties. Optimization of the blades [120] is only possible when the optimization goals and
constraints are quantiﬁed. Quantifying the goals under design constraints in the presence of
uncertainties impels probabilistic analysis of the turbine blades. A turbine blade with a set
of three cooling holes running through the geometry is shown in Figure 4.4.
Figure 4.4: Turbine blade with cooling holes
Employing a probabilistic approach, the governing equations with uncertainties or the
Stochastic Partial Diﬀerential Equations (SPDEs) are discretized and subsequently solved
to obtain the response statistics. Earlier attempts on probabilistic analysis of turbine blades
employed Monte-Carlo simulations and response surface methods [92, 121, 122]. Monte-Carlo
simulations can be computationally prohibitive for large scale and high ﬁdelity models with
many degrees of freedom. On the other hand response surface methods are not accurate for
problems with a high degree of variability. Thus in order to reduce the computational time
of the probabilistic thermal analysis of turbine blades, we employed the numerical scheme
presented in this chapter.
We present two numerical studies involving heat transfer analysis on a gas turbine bladeChapter 4 Finite element methods for PDEs on random domains 67
in two and three dimensions. Here the governing equations are discretized on a random mesh
obtained by perturbing the nominal mesh. The Laplace equation based mesh deformation
strategy has been employed for the 2D case study and the Navier-Lam´ e equation based mesh
deformation strategy for the 3D case. Here the random coeﬃcient matrix and the right hand
side are nonintrusively computed employing mesh deformation in conjunction with equations
4.17 and 4.18. The resulting linear random algebraic equations are solved employing SRBMs
to compute the response statistics. The approach results in highly accurate results at a
modest computational cost compared to the benchmark Monte-Carlo simulation. Navier-
Lam´ e operator based mesh deformation strategy has been employed for the 3D case study
(in contrast to Laplace operator based strategy applied to 2D case study) in order to demon-
strate the ease of employing new mesh deformation strategies in the current computational
framework.
Note that we ignore thin ﬁlm cooling of the blade surface in all our numerical studies.
Also note that we ignore material uncertainties in the turbine blade and only deal with
geometrical uncertainties.
4.4.2.1 2D case study
Here we deal with a simplistic 2D model of the turbine blade where the moments of the
temperature proﬁle are the subject of interest. A typical turbine blade proﬁle with a few
possible core positions is shown in Figure 4.5(a). Finite element mesh on the nominal blade
geometry is shown in Figure 4.5(b).
The heat equation (4.4) with convective heat transfer boundary conditions is solved on
this stochastic domain. The heat transfer rate is given by
− → q = −∇u(x,y).
The heat ﬂux out of the blade is given by:
− → q · − → n = hext(u − uext),
where − → q ·− → n is the heat ﬂux out of the blade, − → n is the unit normal out of the blade surface,
hext is the external convective heat transfer coeﬃcient and uext is the temperature of the
ﬂow external to the blade. Similarly, the heat ﬂux into the cooling passage is given by
− → q · − → n = hint(u − uint),Chapter 4 Finite element methods for PDEs on random domains 68
(a) (b)
Figure 4.5: (a)Turbine blade geometry with possible core positions and (b) mesh on the
nominal blade geometry.
where − → n is still out of the blade i.e., into the cooling passage, hint and uint are the internal
convective heat transfer coeﬃcient and the temperature of the ﬂow in the cooling passage,
respectively. The temperatures of ﬂow on the boundaries are uext = 1300◦ C and uint =
200◦ C. The convective heat transfer coeﬃcients in non-dimensional form are given by
hext = 14.0 and hint = 4.7.
In the current problem setup, the core centers are assumed to be uncertain. They are
varied independently and uniformly along each spatial direction with the limits being ±4%
of the nominal core centre location. Also note that all the cores are assumed to move by
the same amount in each spatial direction for the sake of simplicity, thus making it a two
variable problem.
A Monte-Carlo simulation with 10000 samples has been performed to compute the mean
and standard deviation of the temperature proﬁle. The nodal connectivity has been kept
consistent across the sample runs by deforming the nominal mesh for various realizations
of the core locations. The mesh deformation has been performed employing the Laplace
equation where the boundarynodes are perturbed according to the speciﬁed deformations and
the interior nodes deformed solving the Laplace equation with speciﬁed Dirichlet boundary
conditions (new boundary coordinates resulting from the perturbations). Here note thatChapter 4 Finite element methods for PDEs on random domains 69
the x and y coordinates are perturbed independently of each other which may result in
element reversals or mesh collapses for complicated geometries (as can be seen in the following
section).
The mean and standard deviation of the temperature proﬁles can be seen in Figure 4.6.
It can be observed that mean proﬁle remains similar to the mean proﬁle obtained for the
case of material uncertainty (refer to Section 3.3.3). As anticipated, the standard deviation
proﬁle shows more variations near the cooling cores as compared to the blade outer surface.
Figure 4.6: (a) Mean and (b) standard deviation of temperature proﬁle mapped onto the
nominal geometry.
In order to apply SRBMs to the problem, the governing equations are expanded in a second
order PC basis which in turn result in a linear random algebraic system of equations given
by Equation 4.14 and Equation 4.15. Here the coeﬃcients of expansion are nonintrusively
computed (using 2000 samples) following equations (4.16), (4.17) and (4.18). Again mesh
deformation strategy has been leveraged for consistency of the connectivity across diﬀerent
expansion terms.
Figure 4.7(a) shows the absolute error in mean which is the absolute diﬀerence between
the Monte-Carlo and the SRBM estimates on the outer proﬁle of the blade. Reduced order
basis methods with varying number of basis vectors have been applied on the linear random
algebraic system of equations in terms of second and third order Legendre chaos basis func-
tions. Although, one may observe some errors for lower number of basis vectors, the meanChapter 4 Finite element methods for PDEs on random domains 70
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Figure 4.7: (a) Absolute error in mean compared to MCS mean and the (b) standard
deviation proﬁles of the temperature on the outer edge of the blade.
Figure 4.8: Absolute error in (a) mean and (b) standard deviation of temperature proﬁle
mapped onto the nominal geometry.Chapter 4 Finite element methods for PDEs on random domains 71
converges to the benchmark Monte-Carlo solution as the PC expansion and the number of
basis vectors is increased. Similar trends can be observed in Figure 4.7(b) which displays the
standard deviation from Monte-Carlo simulations and various orders of PC expansions and
the number of SRBM basis vectors. Reduced order basis expansions tend to over-estimate
the standard deviation for lower orders of PC expansion. Figure 4.8 shows the approximation
error in computing the mean and standard deviation over the blade domain. The maximum
absolute error in mean in 0.45 which translates to about 0.001% error and the maximum
absolute error in standard deviation is 0.8 which translates to 5% error. Note that SRBMs
overestimate the moments at spatial locations where the values are near to zero and hence
resulting in high percentage errors. Thus we present the results here in terms of absolute
errors as compared to percentage errors. However these inaccuracies at small values can be
eliminated by employing higher order PC expansions and higher number of reduced order
basis vectors.
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Figure 4.9: ￿σ for increasing number of basis vectors (N) and a given order of PC expansion
(r,s).
Figure 4.9 shows the error metric ￿σ when the PC expansion orders of the coeﬃcient
matrices in (4.14), (4.15) and the number of basis vectors are increased. It can be observed
that this metric converges as the number of basis vectors (N) is increased. In general better
accuracy is achieved for higher order Legendre chaos expansion of the coeﬃcient matrices
and the basis vectors. As discussed earlier in the context of the preceding numerical study,Chapter 4 Finite element methods for PDEs on random domains 72
monotonic convergence of the error metric ￿σ as a function of r,N and s cannot be guaranteed
in theory since this error norm is not being minimized by the Galerkin projection scheme.
However, we report the trends of this error metric to illustrate the accuracy of the results
obtained. The error metric ￿µ was observed to be very small for all values of r,N and s (of
the order of 10−4) and hence the trends of this metric are not shown here.
In the current numerical study, Monte-Carlo simulations with 10000 samples take about
2.8 hours. While SRBM expansions with ﬁve basis vectors employing third order Legendre
chaos expansions of the coeﬃcient matrices takes about 34 seconds to achieve the same
degree of accuracy. However, note that the nonintrusive simulations (with 2000 samples)
for computing the PC coeﬃcients takes about 6 minutes. These nonintrusive computations
could be signiﬁcantly speeded up using sparse quadrature schemes.
4.4.2.2 3D case study
Now we deal with a 3D model of the cooling core uncertainty problem in the turbine blade.
Here we consider a simpliﬁed uncertainty model for the core uncertainties. The actual statis-
tical uncertainty model could be obtained by employing Coordinate Measurement Machine
data or the ultra-sound measurements on a statistical sample of the blades. However as a
proof of concept we employ a simpliﬁed model where the core coordinates are ﬁxed at the
base and upper surface. Perturbations at interior core coordinates are applied as follows
κx(x,θ) = θ1σx sin(πz),
κy(x,θ) = θ2σy sin(πz),
κz(x,θ) = 0,
(4.23)
along x, y and z directions where θ1 and θ2 are chosen to be uniform random variables in the
range [−1,1]. The FE mesh nodal coordinates in the nominal mesh have been normalized to
ﬁt in a unit cube, due to which the applied perturbations result in zero displacements at the
upper and lower surfaces of blade. In addition, the uncertainty model also results in very
low perturbations at regions where blade thickness is small. The magnitude of perturbation
is limited by σ which in this case has been chosen to be 0.03.
The heat equation (4.4) with convective heat transfer boundary conditions has been solved
on the stochastic 3D domain. The problem settings and the convective boundary conditions
are exactly similar to the conditions applied to the 2D proﬁle of the blade in the preceding
section.
A Monte-Carlo simulation with 2000 samples has been performed to compute the meanChapter 4 Finite element methods for PDEs on random domains 73
(a) (b)
Figure 4.10: (a) Mean and (b) standard deviation of the temperature proﬁle.
(a)
(b)
Figure 4.11: (a) Mean and (b) standard deviations along three diﬀerent 2D sections (nor-
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and standard deviation of the temperature proﬁle. The nodal connectivity has been kept
consistent across the sample runs by deforming the nominal mesh for various realization of
the core perturbations.
In order to demonstrate the ease of employing alternative mesh deformation strategies,
the Navier-Lam´ e equation based mesh perturbation has been applied here. We present
a brief introduction to the governing equations of the Navier-Lam´ e equation based mesh
deformation. Let D0 ⊂ R3 be the nominal domain bounded by a closed, orientable and
regular boundary denoted by ∂D0. The equations governing the displacement of the internal
nodes can then be written as
∇2 · σ + f = 0, on D0, (4.24)
where σ is the Cauchy stress tensor and f is the external force. For linear elasticity, σ is
deﬁned as
σ = ρ tr(￿(w))I + 2τ￿(w),
where w is the displacement, tr() is the trace operator, ρ and τ are the Lam´ e constants, I is
the identity tensor and ￿(w) is the strain tensor
￿(w) =
1
2
￿
∇w + (∇w)T￿
.
The Dirichlet boundary conditions are represented as
w = g on ∂D0.
The Navier-Lam´ e equation with the prescribed perturbations on the core given by Equa-
tion 4.23 and zero displacements on the blade surface are applied as Dirichlet boundary
conditions. The resulting equations are solved to obtain the displacements of the interior
nodal coordinates. Navier-Lam´ e equation based mesh perturbation strategy is more robust
than Laplace based mesh perturbation as a coupled system of equations are solved to obtain
the perturbed mesh coordinates in x, y and z directions simultaneously, in contrast to the
latter approach. This results in good quality meshes and alleviates element reversals to a
large extent.
The mean and standard deviation of the temperature proﬁles can be seen in Figure 4.10.
Figure 4.11 shows the ﬁrst two moments of the temperature proﬁle on three diﬀerent 2D
sections along the length of the blade. It can be observed from Figure 4.6 that the standard
deviation values are high on the airfoil section of the blade due to high geometrical variability
imposed by the uncertainty model in that section. An interesting trend that emerges whenChapter 4 Finite element methods for PDEs on random domains 75
comparing the 2D study to 3D study in Figure 4.6(b) and Figure 4.11(b) is that standard
deviation is now higher at the blade outer surface compared to near zero standard deviations
in 2D case study. The outer sections of the blade are critical to the proper functioning
of the blade. Hence the impact of the cooling core location and shape uncertainty on the
outer surface is of immense interest. The interesting trend presented above highlights the
importance of the 3D study that has been conducted.
In order to apply SRBMs to the problem, the discretized governing equations are ex-
panded in a PC basis which in turn results in a linear random algebraic system of equations
given by Equation 4.14 and Equation 4.15. Here the coeﬃcients of expansion are nonintru-
sively computed (using 500 samples) following equations Equation 4.16, Equation 4.17 and
Equation 4.18. Again Navier-Lam´ e based mesh deformation strategy has been leveraged for
consistency of the connectivity across diﬀerent expansion terms.
Figure 4.12: ￿σ for increasing number of basis vectors (N) and a given order of PC
expansion (r,s).
Figure 4.12 shows the error metric ￿σ when the PC expansion orders of the coeﬃcient
matrices in (4.14), (4.15) and the number of basis vectors are increased. It can be observed
that this metric converges as the number of basis vectors (N) is increased. In general better
accuracy is achieved for higher order Legendre chaos expansion of the coeﬃcient matrices
and the basis vectors. As discussed earlier in the context of the two-dimensional problem,
monotonic convergence of the error metric ￿σ as a function of r,N and s cannot be guaranteedChapter 4 Finite element methods for PDEs on random domains 76
in theory since this error norm is not being minimized by the Galerkin projection scheme.
However, we report the trends of this error metric to illustrate the accuracy of the results
obtained. The error metric ￿µ was observed to be very small for all values of r,N and s (of
the order of 10−4) and hence the trends of this metric are not shown here.
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Figure 4.13: Percentage error in standard deviation on the blade outer surface for a typical
2D section (normal to the z-axis).
Figure 4.13 shows the percentage error in standard deviation on the outer surface of a
typical 2D section of the blade for second order Legendre chaos expansion of the coeﬃcient
matrices and varying order of PC expansions of the reduced order basis vectors. It has been
observed that the error decreases in general with the increase in the order of the PC basis
for expanding SRBM basis vectors in a weighted average sense. Thus the value decreases
where the magnitude of deviation is higher and increase at locations where the variation is
low. Similar trend has been observed for higher order of PC expansion of the coeﬃcient
matrices. Note that highest percentage error in standard deviation is less than 1% showing
that the current approach converges to highly accurate results. Similarly the percentage
error in mean has been observed to be less than 0.1% over the same 2D section for second
and third order expansion of the coeﬃcient matrices.
In the current numerical study, the nominal mesh consists of 32776 nodes and 125209
elements. The surface and volume meshes of the nominal turbine blade are shown in Fig-
ure 4.14. A benchmark Monte-Carlo simulation with 2000 samples takes about 10 hours.Chapter 4 Finite element methods for PDEs on random domains 77
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Figure 4.14: (a) Volume mesh and (b) the surface mesh on the nominal turbine blade.
The computational time with the current approach is about 2.5 hours when ten reduced or-
der basis vectors (where each vector is expanded in fourth order Legendre chaos expansion)
are employed over linear random algebraic system of equations in third order PC expansion.
Reduced order projection scheme with ten basis vectors where each vector is truncated to
a fourth order PC expansion takes about 77 seconds. While the bulk of the computational
time (about 2.5 hours) is taken by the nonintrusive computation of the coeﬃcient matrices.
However, note that the nonintrusive simulations can be sped by employing sparse quadrature
schemes.
4.5 Summary
In this chapter, we propose a novel approach for solving linear elliptic partial diﬀerential
equations on random domains. The central idea underpinning the proposed formulation is
to combine ﬁnite element discretization with a mesh deformation strategy to enable a ﬁnite-
dimensional approximation of the original governing equations. A weak condition on the
admissible boundary perturbations to ensure the well-posedness of the problem has been
proposed. Equivalence has been established with with the Xiu-Tartakovsky method [97, 98].
The proposed approach does not lead to complex SPDEs and it also renders the originalChapter 4 Finite element methods for PDEs on random domains 78
deterministic solvers reusable in contrast to the Xiu-Tartakovsky method. The resulting
linear random algebraic system of equations obtained by the current discretization scheme
can be subsequently solved using generalized stochastic reduced basis methods to compute
the statistics of the solution process. Numerical studies are presented for heat transfer in a
square domain with a rough wall and two studies involving gas-turbine blades to demonstrate
that the proposed approach converges to highly accurate solutions as the expansion order is
increased at signiﬁcantly lower computational costs compared to simulation techniques. It
is anticipated that further computational gains can be achieved by employing more eﬃcient
multidimensional sparse quadrature schemes to perform the nonintrusive computations.
Adaptive algorithms based on the ideas presented in Chapter 3 could be developed to
tackle problems with high geometric variability. The input random space underlying the
random boundary can be decomposed into subdomains reducing the variability in each sub-
domain where local preconditioners (local nominal meshes in this case) in conjunction with
robust mesh deformation algorithms could be employed for improved approximations.
We have only dealt with linear SPDEs so far. In the next chapter, we propose an inexact
Picard iterative scheme to solve nonlinear SPDEs.Chapter 5
Inexact Picard iterative scheme for
steady-state nonlinear SPDEs
In the previous chapters, we have analyzed linear stochastic PDEs employing reduced order
projection schemes. In this chapter, we develop an inexact Picard iterative scheme to solve
nonlinear SPDEs.
Earlier attempts to solve nonlinear SPDEs employed Monte-Carlo simulations [123], re-
sponse surface methods [124] and perturbation methods [34, 35]. For example Tartakovsky et
al. considered nonlinear ﬂow in heterogeneous random media in [34, 35], where the nonlinear
SPDEs are linearized employing Kirchoﬀ mapping and are subsequently approximated using
a ﬁrst-order perturbation method. Note that a special form of nonlinearity was considered
which admits linearization using Kirchoﬀ mapping and more general forms of nonlinearity
do not necessarily admit such a linearization step [125]. Sparse quadrature schemes have
been introduced by Matthies et al in [15, 16] in order to analyze nonlinear stochastic PDEs.
Also projection schemes based on Polynomial Chaos (PC) expansions have been employed
more recently in [48–53]. In the PC based projection schemes, the nonlinear random ﬁelds
are expanded in a PC basis. The resultant governing equations in PC basis are then spa-
tially discretized and iteratively solved using Newton-Raphson scheme to obtain the response
statistics.
Recall from the previous chapters that SRBMs have been found to perform very eﬃciently
for linear SPDEs. Thus SRBMs’ eﬃciency could be leveraged while analyzing nonlinear
SPDEs where at each iterative step (irrespective of the iteration scheme) a linear SPDE is
being solved after linearizing the original nonlinear governing equations. In this chapter, we
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employ Picard iterative step for linearization where we start with an initial guess solution
which is assumed to be in a PC basis without loss of generality. This guess is used to
linearize the governing equations. Then the SPDE is spatially discretized which results in a
linear random algebraic system of equations in a PC basis which in turn can be solved using
the generalized SRBMs discussed in Chapter 2. The current guess is now updated with the
SRBM approximation of the new solution and is used to again linearize the original governing
equations. These iterative steps of linearization of the SPDE, spatial discretization, solving
the resultant system of equations and updating the current guess are repeatedly carried out
till the desired accuracy is achieved. We present three numerical studies dealing with the heat
transfer equation and Burger’s equation involving nonlinearities in the constitutive laws. The
method is numerically convergent for the heat transfer studies and provides accurate results
at signiﬁcantly lower computational costs compared to MCS methods. But the limitations of
the formulation are apparent in the case of Burger’s equation where quasi-Newton methods
are warranted for better eﬃciency.
The remainder of this chapter is organized as follows: In the next section, we present
some preliminary theoretical context and describe the model nonlinear heat transfer equation
studied in the present work. The detailed formulation of the proposed numerical scheme is
discussed in Section 5.2. The computational and implementation aspects of the proposed
approach are also discussed in Section 5.2. In Section 5.3, numerical studies are presented for
three test problems. We summarize the chapter in Section 5.4 and highlight some directions
for future research.
5.1 Problem deﬁnition
In this section we present the problem deﬁnition for a model nonlinear stochastic steady-state
heat transfer equation and prove a theoretical result establishing the existence of a ﬁxed point
for the nonlinear SPDE under consideration. Under the deﬁnitions of the probability space
and the inner product (expectation) given in Section 2.1, consider the following nonlinear
stochastic steady-state heat transfer equation
∇.[κ(x,u,ω)∇u(x,ω)] = f(x,ω) in D × Ω
Bu(x,ω) = g(x,ω) on ∂D × Ω



(5.1)
where f(x,ω) is a random ﬁeld deﬁned on D × Ω and g(x,ω) is a random ﬁeld deﬁned
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respectively. B is an operator indicating the type of boundary conditions that are imposed,
e.g., Dirichlet, Neumann or mixed boundary conditions. u(x,ω) is the ﬁeld variable whose
spatial statistics are sought to be computed.
Following Matthies and Keese [15, 16] (which was originally adopted in the context of
diﬀusion), we model the nonlinear stochastic conductivity ﬁeld κ(x,u,ω) as
κ(x,u,ω) = b κ(x,ω) + λu2(x,ω), (5.2)
where b κ(x,ω) is a random ﬁeld and λ is a parameter governing the degree of nonlinearity.
Before delving into the numerical algorithms for solving Equation 5.1, it is important
to investigate if a solution (ﬁxed point) indeed exists for the SPDE. We deﬁne a couple of
function spaces which are going to be used extensively in this chapter.
Deﬁnition: Let 1 ≤ p ≤ ∞. Then Lp(Ω) space is the set of all measurable functions from
Ω to R whose absolute value raised to the pth power has a ﬁnite Lebesgue integral
Deﬁnition: For p ≥ 1, Wk
p (D) refers to the set of all functions u ∈ Lp(D) such that all
derivatives of u of orders lesser than or equal to k belong to Lp(D)
We investigate the appropriate function spaces to deﬁne u and f for the well-posedness of
the problem Equation 5.1. In contrast to the case where the conductivity is linear, we need to
deﬁne the spatial part in a Sobolev space W1
p(D) with p > 2. Hence u(x,ω) ∈ W1
p(D)×Lp(Ω).
On the other hand f(x,ω) should be in the dual space of W1
p(D) × Lp(Ω), namely, f ∈
W∗(D) × Lq(Ω) where W∗(D) = W−1
q (D) and q is related to p as 1/p + 1/q = 1.
Since the nonlinearity in Equation 5.2 is quadratic in nature, if p = 4, we can deﬁne a
continuous nonlinear operator [110] on W1
p(D) × Lp(Ω), as follows
N = (b κ(x,ω) + λu2(x,ω))∇u(x,ω), ∀u ∈ W1
p(D) × Lp(Ω).
Deﬁne a semi-linear (linear in v) form on W1
p(D) × Lp(Ω) as follows
a(u,v) =
￿Z
D
∇v · N(u)dx
￿
,∀u,v ∈ W1
p(D) × Lp(Ω).
Now consider the variational formulation given by
a(u,v) = L(v),∀u,v ∈ W1
p(D) × Lp(Ω), (5.3)
where the linear form L is deﬁned as
L(v) =
￿Z
D
fvdx
￿
.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 82
The variational formulation Equation 5.3 has a unique solution for all f ∈ W∗(D) × Lq(Ω)
by the well-known Lax-Milgram lemma [126], provided N(u) > 0. We ensure the positivity
of N(u) by considering the conductivity to be bounded from below and above, i.e.,
0 < κmin < κ(x,u,ω) < κmax < ∞.
The stochastic linear component of the conductivity, i.e., the term b κ(x,ω) in (2), can be
ensured to be positive-valued by choosing an appropriate random ﬁeld model (e.g. lognormal
random ﬁeld. Refer to Appendix B for the details on discretizing lognormal random ﬁelds.).
The term u2(x,ω) in the conductivity model (2) is always positive valued everywhere.
To justify the application of the Picard iteration scheme, we prove that the following
Dirichlet problem
∇.[κ(x,u,ω)∇u(x,ω)] = f(x,ω) in D × Ω
u(x,ω) = g(x,ω) on ∂D × Ω



with the nonlinearity model Equation 5.2 and the assumptions listed above has a unique
ﬁxed point.
Theorem: For a given v ∈ W1
p(D) × Lp(Ω), deﬁne an operator T(ω) by letting u = Tv be
the unique solution in W2
p(D) × Lp(Ω) of the linear Dirichlet problem
∇.[κ(x,v,ω)∇u(x,ω)] = f(x,ω) in D × Ω
u(x,ω) = g(x,ω) on ∂D × Ω,



, (5.4)
where f ∈ W∗(D) × Lq(Ω) and g ∈ W1
p(∂D) × Lp(Ω). Then T(ω) has a ﬁxed point.
Proof: To prove that T(ω) has a ﬁxed point, we use the well-known Leray-Schauder theo-
rem [126]. This theorem states that T has a ﬁxed point, if it is a compact mapping from a
Banach space W2
p × Lp(Ω) into itself and there exists a constant M such that
||u||W 2
p×Lp(Ω) ≤ M,∀u ∈ W2
p × Lp(Ω),
and σ ∈ [0,1] satisfying u = σTu.
We now need to show that the operator T deﬁned earlier via the linearized problem
(4) is continuous and compact. T maps bounded sets in W1
p × Lp(Ω) into bounded sets
in W2
p × Lp(Ω) by global Schauder estimate [126] which in turn are precompact in W2
p ×
Lp(Ω) by Arzela’s theorem. In order to prove the continuity of T, let {vm} be a convergent
sequence (converging to v) in W1
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W2
p ×Lp(Ω), every subsequence in turn has a convergent subsequence. Let {T¯ vm} be such a
convergent subsequence with the limit u ∈ W2
p × Lp(Ω). Then since
∇.[κ(x,v,ω)∇u(x,ω)] − f(x,ω)
= lim
m→∞
∇.[κ(x, ¯ vm,ω)∇T¯ vm(x,ω)] − f(x,ω) = 0,
we must have u = Tv and hence the original sequence {Tvm} itself converges to u. This
concludes our proof that a ﬁxed point indeed exists for the map T which gives the solution
of the Dirichlet problem given by Equation 5.1. 2
We model the linear component of the conductivity by a lognormal random ﬁeld, which
can be deﬁned by a transformation of a Gaussian random ﬁeld Y (x,ω) as
b κ(x,ω) = exp(Y (x,ω)). (5.5)
Karhunen-Lo` eve expansion [16, 39, 71] of a lognormal random ﬁeld results in a set of ran-
dom variables whose probabilistic structure cannot be easily determined. Ghanem [127] pro-
posed to discretize the underlying Gaussian random ﬁeld Y (x,ω) using the Karhunen-Lo` eve
expansion scheme and then expand the lognormal ﬁeld in a Hermite PC basis. Interested
reader is referred to Appendix B for details on the lognormal random ﬁeld discretization.
The discretized lognormal random ﬁeld can be expressed in the form
b κ(x,ω) ≈
P1 X
i=0
b κi(x)φi(θ). (5.6)
Here we use the symbol θ to denote the vector of uncorrelated random variables arising from
Karhunen-Lo` eve discretization of the random ﬁelds Y , f and g, and {φi} denotes a set of
Hermite PC basis functions. We shall henceforth assume that b κ(x,ω), f(x,ω) and g(x,ω)
are statistically independent. Recall from Section 2.2 that this assumption is primarily made
for notational convenience and to improve clarity of presentation.
Since we assumed that f(x,ω) is a random ﬁeld on W∗×Lq(Ω), it can also be represented
in the general Hermite PC expansion form1
f(x,ω) ≈
Pf X
i=0
fi(x)φi(θ). (5.7)
1Recall from Section 2.2 that this representation in a Hermite PC basis is optimal only when f(x,ω) is a
Gaussian random ﬁeld. For more general distributions, a specially constructed set of orthogonal polynomials
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Before moving onto linearization and the spatial discretization of the model nonlinear
SPDE described in this section, note that generalized SRBMs (refer to Section 2.5) are
employed to solve linear random algebraic systems of equations of the form K(θ)u(θ) = f(θ)
where K(θ) and f(θ) are given in a PC expansion of form 2.14. The response process is
given as:
u(θ) = Ψ(θ)α =
 
Pu X
i=0
Γiφi(θ)
!
α =
Pu X
i=0
uiφi, (5.8)
where ui = Γiα, Ψ(θ) = {ψ0(θ),ψ1(θ),ψ2(θ),··· ,ψN−1(θ)} are reduced order basis vec-
tors, Γi =
￿
ψ0
i,ψ1
i,ψ2
i,··· ,ψN−1
i
￿
∈ Rn×N is a deterministic matrix and αT = {α0,α1,α2,··· ,αN−1}
is a vector of undetermined deterministic coeﬃcients which can be computed employing
Galerkin projection (refer to Section 2.5.1). Here N denotes the number of SRBM basis
vectors employed, n denotes the number of degrees of freedom and {φi(θ)} are the PC basis
functions.
5.2 Picard iteration scheme
In this section, we present an inexact Picard iteration scheme that employs SRBMs for solving
the model nonlinear SPDE presented in Section 5.1. Recall that the linear component of
conductivity b κ(x,ω) in Equation 5.2 has been represented in a PC basis in Equation B.3.
We now discuss linearization of the nonlinear component so that the overall conductivity is
in a PC basis which in turn facilitates spatial discretization of the governing equations.
We employ the Picard iteration scheme to linearize the nonlinear governing equations.
Let u0 be an initial guess of the solution which is assumed to be expanded in a PC basis
without loss of generality as follows:2
u0(x,θ) =
P0 X
i=0
u0i(x)φi(θ).
The nonlinear conductivity in Equation 5.2 is linearized with u0 and then the governing
equations Equation 5.1 are spatially discretized. The linear algebraic system of equations that
arise are solved using generalized SRBMs presented in the earlier section. The approximation
to the response thus obtained (which is in a PC basis – see Equation 5.8) is then used to
linearize the governing equations. These equations are spatially discretized and this iterative
cycle is repeated until convergence.
2u0 is stochastic if an approximate solution to the nonlinear system is known or it can be deterministic in
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Let the solution at any iterative step be written as v. Then the next iterate u is computed
by solving the following linearized equation
∇.[κ(x,v,ω)∇u(x,ω)] = f(x,ω) in D × Ω
Bu(x,ω) = g(x,ω) on ∂D × Ω



. (5.9)
It can be seen that the structure of Equation 5.9 is similar to the linear SPDE considered in
Chapter 3. Hence SRBMs can be directly applied to approximate u.
In brief, the continuum equations are spatially discretized using ﬁnite element approxima-
tions resulting in a linear random algebraic system of equations represented in a PC basis.
The solution of this system of equations is approximated using basis vectors spanning the
preconditioned stochastic Krylov subspace and the current guess is updated to the new re-
sponse obtained and substituted in Equation 5.9. These steps of updating the current guess
and uncertainty propagation are repeated until an appropriate stopping criterion is met.
In the sections that follow, we outline the steps involved in spatial discretization of the
linearized governing equations, computing the stochastic reduced basis approximation at
each iteration, the stopping criterion and the post-processing steps.
5.2.1 Spatial discretization
A ﬁnite element spatial discretization is assumed where the spatial domain D ⊂ R3 is divided
into subdomains using a ﬁnite element mesh. Consider a typical ﬁnite element De with shape
functions {Ne
i (x)} ∈ Wh ⊂ W deﬁned over its nodes. Here Wh is a ﬁnite element space with
the maximum element diameter h > 0. Then the vector representation of the ﬁnite element
approximation of the solution over the element De can be written as
ue(x,θ) = Ne(x)ue(θ). (5.10)
Similarly, from the previous iteration, we have the ﬁnite element approximation of the current
guess solution v over the same discretized spatial domain. Substituting these ﬁnite element
approximations into the weak form of the governing equations yields the following expressions
for the element matrices
Ke(θ) =
Z
De
∇Ne(x)[b κ(x,θ) + λv2(x,θ)](∇Ne(x))Tdx,
fe(θ) =
Z
De
f(x,θ)(Ne(x))Tdx.
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From Equation 5.7 and Equation 5.11, the element force vector can be written as
fe(θ) =
Z
De
Pf X
i=0
fi(x)(Ne(x))Tφi(θ)dx,
=
Pf X
i=0
￿Z
De
fi(x)(Ne(x))T)dx
￿
φi(θ).
(5.12)
where fi(x) can be approximated over the element De (using centroid3, shape function,
spatial average or other approximations) and the element force vector can be computed
using a quadrature rule (e.g., the Gauss quadrature scheme) of appropriate order . Recall
that b κ(x,θ) is already available in a PC expansion (refer to Equation B.3). It can be readily
seen from Equation 5.11 that once we represent the nonlinear term v2(x,θ) in a PC basis,
the element stiﬀness matrix can be readily computed.
From the previous iterative step, we have a stochastic reduced basis approximation of the
current guess response v(x,θ) in the form Equation 5.8, i.e.,
v(x,θ) =
Pv X
i=0
vi(x)φi(θ). (5.13)
With v(x,θ) expressed in a PC basis, the term v2(x,θ) can also be readily written in a PC
basis as
v2(x,θ) =
Pv2 X
i=0
ηi(x)φi(θ), (5.14)
where ηk(x) = hv2(x,θ)φki/hφ2
ki. Hence from Equation B.3 and Equation 5.14 the conduc-
tivity can be written as
κ(x,v(x,θ),θ) = b κ(x,θ) + λv2(x,θ),
=
Pk X
i=0
￿
b κi(x) + ληi(x)
￿
φi(θ),
(5.15)
where Pk = max(P1,Pv2). Now substituting Equation 5.15 into the expression for the element
stiﬀness matrix Equation 5.11 leads to
Ke(θ) =
Pk X
i=0
Ke
iφi(θ),
where
Ke
i =
Z
De
∇Ne(x)[b κi(x) + ληi(x)](∇Ne(x))Tdx. (5.16)
3The value of fi(x) over an element is approximated by its value at the centroid of the element.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 87
The structure of equations Equation 5.16 and Equation 5.12 is similar to equations for
the element matrices that arise when spatially discretizing linear SPDEs. The functions
(fi(x),b κi(x),ηi(x)) can be approximated over each element using various approximation tech-
niques, for example, centroid, spatial average or shape function based approximations. As-
sembly of the element matrices and incorporation of appropriate boundary conditions thus
leads to a linear random algebraic system of equations of the form Equation 2.12, where
the global stiﬀness and force matrices are given by Equation 2.14 (here P ≥ max(Pk,Pf)).
The resulting equations Equation 2.12 are iteratively solved to approximate the response
statistics.
5.2.2 Convergence criterion and numerical issues
We terminate the iterations when the L2-norm of the diﬀerence between the consecutive
solutions v(θ) and u(θ) is less than or equal to the user speciﬁed tolerance ￿tol, i.e.,
||u(θ) − v(θ)|| < ￿tol. (5.17)
The L2-norm in the preceding equation can be simpliﬁed (using orthogonality of PC basis
functions) as
||u(θ) − v(θ)|| =
￿￿
u(θ) − v(θ)
￿T￿
u(θ) − v(θ)
￿￿1
2
,
=
￿ P
0
X
i=1
￿
ui − vi
￿T￿
ui − vi
￿
hφ2
ii
￿ 1
2
,
where P
0
≥ max(Pu,Pv)
In Equation 2.12, when the conductivity is nonlinear, note that both the current guess
and updated solutions namely, v(θ) and u(θ) are expanded using SRBMs (and PC basis).
Ideally, u(θ) should be expanded in a higher order SRBM basis (and hence a higher order
PC basis) compared to v(θ) for numerical stability. But increasing the order of the basis
at each iterative step is not computationally feasible. Hence the basis is truncated in real-
world applications which may adversely eﬀect the stability of the iterative scheme in certain
cases. This problem can be alleviated by using an adaptive approach wherein the number of
stochastic basis vectors is chosen based on the residual norm (which can be readily estimated,
for example, using the approximation given in Equation 2.32) in the numerical approximation
of Equation 2.12. Alternatively, h-reﬁnement strategies [128] can be employed to reﬁne the
approximation locally in the probability space so that lower order global basis vectors canChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 88
provide better accuracy. We shall later demonstrate numerically in Section 5.3 that the
inexact Picard iteration scheme converges satisfactorily for the model problem considered
for various strengths of nonlinearity.
The converged response process given in the form Equation 5.8 can be post-processed to
obtain the statistical moments of the response process and error metrics such as the L2-norm
of the residual error, K-norm error which we use in the numerical studies to analyze the
convergence trends. Computation of the statistical moments and error metrics can be found
in Section 2.5.2. In the following section, we outline the steps to deal with other forms
of nonlinearities in the context of inexact Picard iteration schemes employing PC/SRBM
projection methods.
5.2.3 Treating other types of nonlinearities
In the previous sections, we focused on additive type of nonlinearities. SPDEs with more
general forms of nonlinearities can also be tackled using the proposed numerical scheme. For
example, consider a multiplicative uncertainty model [34, 35, 125] where the conductivity is
written in the form
κ(x,u,θ) = b κ(x,θ)u(x,θ).
Although, the above nonlinearity can be linearized by transforming the ﬁeld variable
using the Kirchoﬀ transformation [34, 35], it can be alternatively treated using the proposed
stochastic Picard iterative scheme. Given a PC basis representation of both the linear random
conductivity and the response process as Equation B.3 and Equation 5.13, the nonlinear
conductivity can be expanded in a higher order PC basis as follows:
κ(x,u,θ) =
P
0
X
k=0
κk(x)φk,
κk(x) =
P1 X
i=0
Pu X
j=0
b κi(x)uj(x)
hφiφjφki
hφ2
ki
,
where P
0
≥ max(P1,Pu).
The above equation when substituted into the variational formulation gives rise to a lin-
earized system of equations from where the procedure follows according to the steps described
in the preceding sections. We wish to highlight here that the present approach can be readily
applied to a wide range of nonlinear stochastic heat transfer problems, provided we have an
accurate PC representation of the constitutive laws.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 89
5.3 Numerical studies
In this section, three numerical studies are presented to show the merits and de-merits of
the formulation. Two studies are on heat transfer over two diﬀerent spatial domains with
nonlinear coeﬃcients. The ﬁrst study is a simple nonlinear heat equation deﬁned on a L-
shaped domain where the uncertainties are random variables in the conductivity, forcing and
boundary conditions. The second study employs a random ﬁeld model for the conductivity.
The present formulation works well for both these studies where one can observe signiﬁcant
speed-up compared to MCS. The ﬁnal study deals with one-dimensional Burger equation
with the viscosity considered as a random variable.
For the sake of compactness, we use the notation SRBM(r, N, s) to denote an approx-
imation to the response process obtained by solving a linear random algebraic system of
equations whose coeﬃcient matrix and right hand side are represented in a rth order PC
expansion employing N reduced order basis vectors. Here each SRBM basis vector has been
truncated to a sth order PC basis. We study the convergence trends of the error metrics as
a function of r, N and s.
5.3.1 Steady-state heat transfer in an L-shaped channel
We consider a stationary heat transfer problem deﬁned (originally studied in the context
of diﬀusion in [56]) on a L-shaped channel D ⊂ R2 represented in Figure 5.1 where D =
((−1,0) × (−1,1))
S
((0,1) × (0,1)). Homogeneous Dirichlet boundary conditions have been
applied on the boundary Γ1. A normal ﬂux g is imposed on the boundary Γ2. Zero ﬂux
conditions have been applied on the other boundaries represented by Γ0. A source term f is
imposed on D1 = (0,1) × (0,1) portion of the domain.
The stochastic solution, u(x,ω) ∈ R,∀x ∈ D and ω ∈ Ω must satisfy almost surely,
−∇ · ((κ0 + κ1u2)∇u) =
(
0 in D − D1
f in D1
−(κ0 + κ1u2)∂u
∂n =
(
0 on Γ0
g on Γ2
u = 0 on Γ1,
(5.18)
where κ0 and κ1 are conductivity parameters. The conductivity parameters and source terms
are parametrized in terms of uniform random variables θ1,θ2,θ3 and θ4 each distributed onChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 90
f D
g
Γ2
Γ1
(a) (b)
Figure 5.1: (a) Schematic of the problem statement (b) Finite element mesh on the problem
domain.
[−1,1] given as:
κ0 = µκ0(1 + cκ0
√
3θ1),
κ1 = µκ1(1 + cκ1
√
3θ2),
f = µf(1 + cf
√
3θ3),
g = µg(1 + cg
√
3θ4).
(5.19)
The deterministic parameters in the above equation are set to the following values:
µκ0 = 3, µκ1 = 1.5, µf = 6, µg = 2.25,
Cκ0 = 0.2, Cκ1 = 0.2, Cf = 0.2, Cg = 0.2,
(5.20)
The spatial domain is discretized using a ﬁnite element mesh with 504 nodes and 924
triangular elements (refer to Figure 5.1(b)). A benchmark Monte-Carlo simulation with
100000 samples in four dimensions has been performed. Figure 5.2 shows the mean and
standard deviations of the ﬁeld variable u. Inexact Picard iteration scheme has been imple-
mented where the response process has been truncated to either second or third order PC
expansions. Varying number of reduced order basis vectors have been employed to study
convergence. From Figure 5.3 it can be observed that the numerical approach results in
highly accurate results where the maximum percentage errors in mean is less than 0.1% and
less than 1% in the case of standard deviation. The maximum percentage errors in mean andChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 91
(a) (b)
Figure 5.2: (a) Mean and (b) standard deviation of the temperature proﬁle.
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Figure 5.3: (a) Maximum absolute percentage error in mean and (b) maximum absolute
percentage error in standard deviation for varying orders of PC expansion (r,s) and number
of basis vectors (N).Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 92
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Figure 5.4: Convergence trends of the inexact Picard iteration scheme: L2-norm of the
diﬀerence in solutions from successive iterations employing (a) second order PC and (b)
third order PC.
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Figure 5.6: Absolute percentage error proﬁles in (a) mean and (b) standard deviation
employing ﬁve reduced order basis vectors in conjunction with third order PC expansions of
the coeﬃcient matrices, the right hand side and the basis vectors (SRBM(3,5,3)).
standard deviation tend to increase slightly after four basis vectors which may be attributed
to Monte-Carlo errors. Figure 5.4 shows the convergence metric namely the L2-norm of the
diﬀerence in the consecutive response guesses for second and third order PC truncation of
the response process. It can be clearly observed that the iteration count decreases when
the accuarcy of approximation is increased at each iterative step by increasing the number
of SRBM basis vectors. Figure 5.5 shows the time (in seconds) required for convergence
employing varying orders of PC expansion and number of reduced order basis vectors. As
expected, the computational time increases for higher order PC expansions when the number
of SRBM basis vectors is increased. From ﬁgures 5.3 and 5.4 it may be concluded that the
case SRBM(3,5,3) leads to the most accurate solution which takes about 400 seconds for
convergence. This is signiﬁcantly faster compared to the 9 days required for the MCS with
100000 samples.
Figure 5.6 shows the absolute percentage error in mean and standard deviation over the
L-shaped domain for the case when the response process is truncated in a third order PC
expansion and ﬁve SRBM basis vectors have been employed. It shows that the approach leads
to highly accurate results everywhere in the problem domain where the maximum percentageChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 94
errors in mean and standard deviation are 0.01% and 0.33% respectively.
This numerical study has been originally presented in [56] in the context of diﬀusion
where it was analyzed employing generalized spectral decomposition method. We compare
the results obtained by GSD and the current approach in the following section.
5.3.1.1 Comparison with generalized spectral decomposition method
Here we compare the inexact Picard iteration scheme with the generalized spectral decom-
position method presented in [56]. The generalized spectral decomposition (GSD) method
consists in searching an optimal decomposition of the solution to a stochastic problem under
the form
PM
i=1 uiϕi(θ), where the ui are deterministic functions while ϕi(θ) are functions
of the input random variables. In this context, the set of {ϕi} are understood as a reduced
basis.
Optimal decompositions could be easily deﬁned if the solution u were known (by employ-
ing KL expansion or other spectral decomposition methods). In the case of linear symmetric
elliptic coercive problems, by deﬁning an optimal decomposition with respect to the un-
derlying optimization problem, the functions ui were shown to be solutions of an eigen-like
problem. Nouy and Maˆ ıtre [56] presented ad-hoc algorithms based on classical (which they
call Algorithm 1) and improved (called Algorithm 2) power method for classical eigenprob-
lems for the resolution of the eigen-like problem in nonlinear SPDEs. We now deﬁne two
metrics given as
ρµ =
|µMCS−µSRBM|
sup(µMCS) ,
ρσ =
|σMCS−σSRBM|
sup(σMCS) ,
(5.21)
for the comparison study.
Here we consider the results generated using inexact Picard scheme when ﬁve SRBM
basis vectors in terms of third order PC expansions which in turn have been employed on
the stationary heat transfer equation deﬁned on the L-shaped domain. The error metrics ρµ
and ρσ have been computed for the above mentioned problem settings. These metrics have
been compared against ρµ and ρσ in [56] where a seventh order expansion, namely M = 7
has been employed. Figure 5.7 shows the new relative errors in mean and standard deviation
computed using Equation 5.21. Comparing these results with [56], we conclude that the
maximum error in mean obtained employing inexact Picard iteration scheme is at least a
20 times lower than the results obtained employing GSD method. In addition, note that
the inexact Picard scheme employs a lower PC expansion as compared to the GSD method.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 95
(a) (b)
Figure 5.7: (a) ρµ and (b) ρσ employing ﬁve reduced order basis vectors in conjunction
with third order PC expansions (SRBM(3,5,3)).
On the other hand maximum error in standard deviation are slightly higher(less than 0.0035
compared to less than 0.003) compared to the results generated by GSD method employing
Algorithm 1 and Algorithm 2. This can be attributable to the higher order expansions
employed in GSD method. The spatial variation in the relative error in standard deviation
generated using the SRBM based approach is more comparable to the trend generated by
Algorithm 1. Algorithm 2 on the other hand, seems to generate results with very small errors
(<< 0.003) everywhere spatially. It is anticipated that similar accuracy could be achieved
employing higher order PC expansions in the Picard iterative scheme.
In this study, the randomness in the PDE is only present through random variables in
the conductivity, forcing and boundary conditions. In the following numerical study, we deal
with a random ﬁeld representation of the stochastic conductivity.
5.3.2 Heat transfer on a square domain
Consider a square domain deﬁned by D = [0,1]2 with homogeneous Neumann boundary
conditions on the walls (x = 0,x = 1) and Dirichlet boundary conditions u = 0 and u =
1 on the lower and upper boundaries respectively. The stochastic conductivity given byChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 96
Equation 5.2 is nonlinear on the domain with no sources or sinks. The linear stochastic
component of the conductivity given by b k(x,ω) is modeled as a statistically homogeneous
lognormal random ﬁeld with an isotropic exponential covariance function,
CY (r) = σ2
Y exp(−r/b),
where r = |x −y| and b is the correlation length. We have set the correlation length b = 0.2
and the mean of the lognormal random ﬁeld hb k(x,ω)i = 1 and variance σ2
Y = 1. Refer to
Appendix B for details on the lognormal random ﬁeld discretization. The parameter that
controls the degree of nonlinearity namely λ in Equation 5.2 is set to λ = 0,0.1,0.5,1 to
represent linear, weak, moderate and strong nonlinear conductivities, respectively. A ﬁnite
element spatial discretization was performed using a mesh of triangular elements with 2763
degrees of freedom and 5528 elements; see Figure 5.8.
Figure 5.8: Finite element mesh on the square domain.
A Monte-Carlo simulation with 100000 samples is ﬁrst conducted to generate a set of
benchmark results against which the performance of the inexact stochastic Picard iteration
scheme is compared. The underlying Gaussian random ﬁeld Y (x,ω) of the lognormal model
for the linear conductivity term b κ(x,ω) is discretized using the Karhunen-Lo` eve expansion
scheme [39] and ten random variables are retained in the expansion. b κ(x,θ) is then expanded
in a second order Hermite PC basis in terms of ten Gaussian random variables. For all the
numerical studies, we start with an initial guess of zero and the iterations are terminatedChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 97
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Figure 5.9: (a) Maximum percentage error in mean (b) and maximum percentage error in
standard deviation for diﬀerent strengths of nonlinearities for the case SRBM(2,N,2).
when the norm given in Equation 5.17 is less than or equal to 10−6. The Monte-Carlo mean
and standard deviation are computed from the solutions of these simulations. Note that
errors involved in these simulations are only due to truncated representation of b κ(x,ω) and
not due to the truncation of PC expansions of the response process.
We now present some error metrics computed by comparing the results generated by
MCS and the proposed numerical approach that employs the Picard iterative scheme in
conjunction with SRBMs. We restrict the expansion of b κ(x,θ) to a second order PC basis in
terms of ten Gaussian random variables for all the strengths of nonlinearities (λ). The initial
guess is considered to be zero over the entire spatial domain and the iterations are terminated
when the L2-norm of the diﬀerence between successive solutions is less than or equal to 10−6.
Convergence is studied for varying number of SRBM basis vectors where each stochastic basis
vector is truncated to a second order PC expansion. For each case, the inexact Picard scheme
takes around 12 iterations to meet the stopping criterion in Equation 5.17 with ￿tol = 10−6.
Figure 5.9 shows two error metrics namely maximum errors in mean and standard devia-
tion respectively. This ﬁgure shows that the numerical scheme provides good approximations
for the response statistics as the number of basis vectors is increased. The linear problem
(λ = 0) is similar to the one dealt in [36] – the errors obtained by employing SRBMs areChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 98
considerably small compared to those obtained using perturbation-based moment methods
in that study. Our results also suggest that the errors in the mean and standard deviation
tend to decrease when the strength of nonlinearity is increased. This trend can be attributed
to the fact that the standard deviation of the response decreases with increase in the value
of λ due to the chosen structure for the nonlinearity model. As a consequence, the proposed
stochastic Picard iteration scheme converges to improved approximations for the mean and
standard deviation of the response.
Figure 5.10 shows the spatial distribution of the percentage error in standard deviation
for the strongly nonlinear case (λ = 1) when 7 basis vectors are employed to approximate the
solution process. It can be seen that the maximum error in the standard deviation is 3.4%
which is remarkable considering that we set the variance of the conductivity ﬁeld σ2
Y = 1.
Theoretically, higher order PC expansion of basis vectors would lead to improved ap-
proximations at the expense of a signiﬁcant increase in computational complexity. In our
numerical studies, we did not ﬁnd any signiﬁcant increase in the accuracy of the solutions
using higher order PC representation of the basis vectors. Hence, we have presented the
results only with second order PC expansions which agree well with the benchmark results.
Figure 5.10: Spatial distribution of percentage error in standard deviation for λ = 1 using
7 basis vectors namely SRBM(2,7,2).
In addition to converging to good approximations, our approach is orders of magnitude
faster than the benchmark Monte-Carlo simulation when the number PC basis functions isChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 99
order of magnitudes lower in comparison to the number of degrees of freedom. To illustrate,
we consider the number of ﬂoating point operations required by MCS and SRBM for a two-
dimensional elliptic SPDE spatially discretized on a structured mesh. It can be shown that
MCS will take NsNiterO(n2) ﬂoating point operations, where Ns is the sample size, Niter is
the average number of Picard iterations conducted for each realization of the input random
variables, and n is the total number of degrees of freedom. On the other hand, SRBMs require
NiterO(n1.5) to compute the preconditioner at each inexact Picard iteration and an additional
O(PPu + PP2
u) matrix-vector operations for Galerkin projection (see Equation 2.29). In
practice if P,Pu <<< n, it is expected that the computational cost of SRBMs will be orders
of magnitude lower than MCS. For this problem (with n = 2763), SRBM based approach is
about 800 times faster compared to MCS to obtain the ﬁrst two moments with same level
of accuracy which translates to about 125 deterministic evaluations compared to 100000
evaluations taken by MCS. We expect the computational advantages oﬀered by SRBMs to
be more dramatic for problems with more degrees of freedom.
The numerical studies discussed so far demonstrated the applicability of the current for-
mulation to simple problems. In the following study dealing with 1D Burger’s equation, we
discuss the limitations of the inexact ﬁxed point scheme and motivate the need for more
sophisticated schemes.
5.3.3 1D Burger’s equation
We now consider the Burger’s equation in one dimension where the viscosity is considered
to be random. The stochastic Burger’s equation is given by:
∂f(ω)
∂x
− µ(ω)
∂2u(ω)
∂x2 = 0, on x = [−3,3],ω ∈ L2(Ω,F,P) (5.22)
with the Dirichlet boundary conditions u = 0 and u = 1 imposed at x = −3 and x = 3
respectively. The viscosity, µ, has been taken to be a Gaussian random variable with a mean
¯ µ = 0.25 and a coeﬃcient of variation COV (µ) ≡ σ
µ = 10% where σ refers to the standard
deviation. Here f(ω) is chosen to be u(ω)(1
2 − u(ω)) in which case the PDF of the PDE has
an analytical solution given by [129]
P(u) =
exp
￿
−
￿
x
4tanh−1￿
1−2u
￿ + ¯ µ
￿2
/2σ2
￿￿ ￿
￿ ￿
￿
x ￿
u−1
￿
utanh−1￿
1−2u
￿2
￿ ￿
￿ ￿
￿
8
√
2πσ
. (5.23)
Finite diﬀerence spatial discretization of the stochastic Burger’s equation where the in-
terval [−3,3] is divided into N + 2 sections each with a step length h using an upwindingChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 100
scheme results in the following discretized set of equations:
1
2
￿
ui − ui−1
h
￿
−
u2
i − u2
i−1
2h
−
µ
h2
￿
ui−1 − 2ui + ui+1
￿
= 0, (5.24)
where ui refers to the solution at the ith grid point ∀i ∈ {0,1,2,3,··· ,N + 1}.
The viscosity can be expressed in terms of a standard normal random variable θ as follows:
µ = ¯ µ + σθ. (5.25)
Employing the stochastic inexact ﬁxed-point scheme discussed in the preceding sections
we can linearize Equation 5.24 as follows:
1
2
￿
u
(k)
i − u
(k)
i−1
h
￿
−
u
(k−1)
i u
(k)
i − u
(k−1)
i−1 u
(k)
i−1
2h
−
µ
h2
￿
u
(k)
i−1 − 2u
(k)
i + u
(k)
i+1
￿
= 0, (5.26)
where u
(k)
i refers to the solution computed at the ith grid point on kth iteration. Equation 5.26
can be equivalently expressed as:
u
(k)
i−1
￿
−
1 − u
(k−1)
i − u
(k−1)
i−1
2h
−
µ
h2
￿
+u
(k)
i
￿
1 − u
(k−1)
i − u
(k−1)
i−1
2h
+
2µ
h2
￿
− u
(k)
i+1
µ
h2 = 0,∀k ≥ 1
(5.27)
We start with the iterative process with an initial guess u(0) in a PC basis and using
Equation 5.27 iterate until the convergence criterion given in Equation 5.17 is met. Let u(k−1)
expanded in a PC basis (as in Equation 5.13) be the current guess after k − 1 iterations.
From Equation 5.13, the solution at the ith grid point can be expressed as:
u
(k−1)
i =
P X
j=0
u
j
iφj(θ), (5.28)
where {φj(θ)} are Hermite polynomials in terms of the standard normal random variable θ.
Substituting Equation 5.28 and the expansion of µ from Equation 5.25 in Equation 5.27 we
obtain a linear random algebraic system of equations of the form Equation 4.14 where K
and f are given by Equation 4.15, Kj ∈ RN×N and fj ∈ RN,∀0 ≤ j ≤ P. The expressions
for {Kj} and {fj} are given as follows:
K0 =

 


s0 t0 0 ···
r0 s0 t0 0···
0 ··· r0 s0

 


K1 =

 


s1 t1 0 ···
r1 s1 t1 0···
0 ··· r1 s1

 


Kj =

 


sj 0 0 ···
rj sj 0 0···
0 ··· rj sj

 


, ∀1 ≥ j ≤ P
f0
N = −t0 f1
N = −t1
f
j
i = 0 elsewhere
(5.29)Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 101
r0 = −
1−u0
i−u0
i−1
2h −
¯ µ
h2, s0 =
1−u0
i−u0
i−1
2h +
2¯ µ
h2, t0 = −
¯ µ
h2,
r1 = −
−u1
i−u1
i−1
2h − σ
h2, s1 =
−u1
i−u1
i−1
2h + 2σ
h2, t1 = − σ
h2,
rj = −
−u
j
i−u
j
i−1
2h , sj =
−u
j
i−u
j
i−1
2h ,
(5.30)
Here we set ¯ µ to 0.25 and the coeﬃcient of variation of µ i.e σ
¯ µ to 10%. A Monte-Carlo
simulation has been performed over the linear algebraic system of equation given above
which forms the benchmark solution for the SPDE. This simulation has been performed by
employing 100000 samples on a uniform grid with h = 0.001 which took about 12 hours to
compute the ﬁrst two moments of the response. The mean and standard deviation proﬁles
of the solution are given in Figure 5.11. It may observed that at x = 0, the solution is
deterministic in nature i.e. the variance of the solution is zero. If the viscosity parameter
is a random ﬁeld in contrast to the random variable model considered here, the centerline
solution may be stochastic in nature.
The proposed inexact Picard scheme has been employed to obtain the response statistics
by truncating the solution process at each iteration to a second order PC expansion. The
initial guess is set to the deterministic response with viscosity set as µ = ¯ µ. Convergence
trends are studied by incrementing the number of reduced order basis vectors. The percentage
error in computing mean and standard deviation along with the approximate mean and
standard deviation proﬁles along x using diﬀerent number of SRBM vectors are shown in
5.11. It can be observed that the approximate moments converge to Monte-Carlo solutions
when the number of SRBM basis vectors are increased. It can be inferred from 5.11 (c)
that maximum percentage error in approximating the mean is a little over 1% at a location
where the mean is very close to zero. Thus it can be concluded that the proposed scheme
results in good approximations of the mean. Similarly, it has been observed that percentage
errors in standard deviation (refer 5.11) are less than 1% everywhere except in the small
neighbourhood of the centerline where true standard deviation is close to zero. This trend
can be alleviated by further reﬁning the grid.
The computational times required for inexact Picard iteration scheme employing three,
four and ﬁve SRBM basis vectors in terms of second order truncated PC representation of
each basis vectors are 291s, 495s and 396s respectively which are considerably faster compared
to the 12 hours taken by Monte-Carlo simulations.
Figure 5.12 shows the L2-norm of the diﬀerence in the PC expansion of the solutions from
successive iterations. Here, it can be inferred that the convergence albeit slow is monotonicChapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 102
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Figure 5.11: (a) Mean proﬁle (b) Standard deviation of the proﬁle (c) absolute percentage
error in mean at each spatial location and (d) absolute percentage error in standard deviation
for varying number of SRBM basis vectors employing second order PC expansions.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 103
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Figure 5.12: The convergence criteria namely the norm in the diﬀerence of the successive
solutions with each iteration for varying number of SRBM basis vectors employing second
order PC expansions
in nature with a dramatic decrease observed in the ﬁrst few iterations. The tolerance is set
to 10−5 for both the inexact Picard scheme and Monte-Carlo simulations. The convergence
slows down signiﬁcantly after 10−4. The number of iterations for the convergence of the
stochastic problem is still comparable to that of the convergence of deterministic solution.
It has been observed that the norm of the diﬀerence of the solution between successive
iterations oscillates wildly towards the end when higher order PC expansions are employed
to represent each SRBM basis vector. Thus Picard iterative in conjunction with the upwind
ﬁnite diﬀerence scheme does not present a stable iterative scheme for the stochastic problem.
Even when the convergence is monotonic in the case of second order PC expansions, it is very
slow. Also the convergence is highly sensitive to the initial guess. Newton scheme [129] works
well for the determinstic case where the convergence is obtained in about 20 iterations for the
same tolerance level. This motivates the development of stochastic Newton iterative schemes
with line search to tackle the Burger’s equation with randomly parametrized viscosity.Chapter 5 Inexact Picard iterative scheme for steady-state nonlinear SPDEs 104
5.4 Summary
In this chapter, we propose an inexact Picard iteration scheme for analysis of nonlinear
stochastic PDEs. The central idea underpinning the proposed formulation is to combine
the Picard iteration scheme with generalized stochastic reduced basis methods that employs
basis vectors spanning a preconditioned stochastic Krylov subspace. We show the existence
of a ﬁxed point for a speciﬁc nonlinear stochastic heat equation. Numerical studies were
presented for heat equation on an L-shaped and square domains with stochastic conduc-
tivity. Comparison studies have been conducted for linear and weakly/strongly nonlinear
conductivity models. The results on heat equation show that the present numerical scheme
provides good approximations for the response statistics as the expansion order is increased
while taking signiﬁcantly less computational time compared to standard Monte Carlo simu-
lation. We then present a numerical study on 1D Burger equation where the method does
not work well. The proposed formulation is not stable for this problem when higher order
PC expansions have been employed to expand the SRBM basis vectors. For low order PC
expansion the convergence is monotonic but very slow. In addition convergence is highly
sensitive to the initial guess.
The proposed approach can be enhanced further by employing adaptive multi-element
generalizations discussed in Chapter 3 or by adaptively increasing the number of stochastic
basis vectors using estimates of the residual norm. It is also of interest to develop Newton-
Raphson-SRBM formulations based on the ideas presented here since this may provide faster
convergence rates. The proposed approach is general in scope and can be applied to sim-
ple nonlinear stochastic elliptic partial diﬀerential equations such as the numerical studies
presented on heat transfer. A general rule-of-thumb for the applicability of this formulation
is the stability of the determinstic ﬁxed point iterative scheme on the deterministic version
of the PDE. If the deterministic Picard scheme is unconditionally stable, then the inexact
Picard iterative scheme can be employed to tackle the stochastic problem. A theoretical
analysis of the convergence of the proposed iterative numerical scheme would be useful to
gain further insights into the convergence characteristics of the stochastic Picard iteration
scheme.Chapter 6
Concluding remarks and future
work
6.1 Conclusions
The focus of this thesis is to employ SRBMs to solve a class of linear and nonlinear elliptic
SPDEs arising in heat transfer analysis of engineering and natural systems. The contributions
of the research are as follows:
1 In Chapter 3, h-reﬁnement strategy of stochastic reduced basis methods (multi-element
SRBMs or ME-SRBMs) has been presented for solving linear random algebraic systems
of equations which enhance the accuracy of SRBMs for a given number of basis vectors.
Here the random space is decomposed into multiple subdomains and then SRBMs are
applied on the local partitions of the random space. The elemental or local statistics
are subsequently assimilated to estimate the global statistics. Theoretical result on the
convergence of the K-norm error has been presented. Two preconditioning strategies
namely global and local preconditioning strategies have been presented. Local precon-
ditioning results in better approximations compared to global preconditioning strat-
egy. But the computational costs employing local preconditioning strategy are higher.
Hence for large scale problems with many degrees of freedom, global preconditioning
strategy should be employed for eﬃciency. Numerical studies indicate that ME-SRBMs
provide more accurate statistics compared to standard single-element SRBMs. In con-
trast to p-reﬁnement, the h-reﬁnement strategies (ME-SRBMs) admit a large degree
of parallelization. The method presented in the current form however suﬀers from the
105Chapter 6 Concluding remarks and future work 106
curse of dimensionality for large scale problems with large number of random variables.
However, adaptive spatial decomposition algorithms could be developed based on the
ideas presented in this chapter.
2 A novel approach to solve linear elliptic PDEs on random domains has been proposed
in Chapter 4. The governing PDEs are spatially discretized (using ﬁnite elements) by
employing mesh deformation strategy resulting in a linear random algebraic system of
equations in a PC basis. Mesh deformation facilitates the consistency in local-global
connectivity across the diﬀerent coeﬃcients of PC expansion which are in turn com-
puted non-intrusively using PC projection schemes. We have proved the equivalence of
the method with a state-of-the-art technique to tackle geometric uncertainty where the
domain mapping is performed in continuum contrary to the mapping in discrete sense
performed in this chapter. Also, a weak condition on the degree of perturbation for
the well-posedness of the problem has been established. Numerical studies involving
heat transfer studies on two-dimensional domains indicate that the proposed approach
converges to highly accurate solutions at modest computational costs. We have also
presented a large scale numerical study involving three-dimensional gas turbine blade
model where the cooling core geometries are uncertain. This study also shows that
the method converges to highly accurate solutions at signiﬁcantly lower computational
costs compared to simulation techniques. Moreover the method is very general scope
and can be applied to wide class of PDEs deﬁned on random domains. Various mesh
deformation techniques could be easily incorporated into the presented framework and
the existing deterministic solvers could be easily employed to analyze the stochastic
problem.
3 SRBMs in combination with the Picard iterative scheme have been applied to nonlinear
SPDEs in Chapter 5. The important steps that are central to this new formulation are
to linearize the governing equations using the response process from the last iterative
step and subsequently discretizing the governing equations which results in a linear
random algebraic systems of equations. This system of equations are then solved using
SRBM projection schemes to obtain the response process which acts as the next solution
guess. This iterative procedure is continued till a desired accuracy is achieved. Two
numerical studies involving heat transfer on an L-shaped channel and square domain
have been presented which show convergence for varying degree of nonlinearities onChapter 6 Concluding remarks and future work 107
increasing the number of SRBM basis vectors. The technique provided highly accurate
results and the computational gains are orders of magnitude compared to Monte-Carlo
simulations. These numerical studies suggest that the stochastic inexact Picard scheme
could be employed to problems where the deterministic setting of the problem has a
solution via the deterministic Picard iterative scheme. Finally, a numerical study in-
volving the 1D Burger equation has been presented where the method is not stable for
higher orders of PC expansions. It has also been observed that for some settings conver-
gence can be very slow, motivating the need to develop more sophisticated techniques
such as stochastic inexact Newton schemes based on SRBMs.
6.2 Future work
Further research should primarily focus on improving the computational eﬃciency and ro-
bustness of the aforementioned formulations, the details of which are as follows:
? ME-SRBMs : In Chapter 3 the random space has been divided into a ﬁxed number of
subdomains where SRBM approximations of the response process have been obtained.
However for large scale complex problems with a large number of variables, this ap-
proach suﬀers from the curse of dimensionality. In such a case, the notion of adaptive
spatial decomposition can be eﬃciently leveraged. The input random space could be
adaptively decomposed based on the residual error norm or other error metric and
highly accurate solutions could be thus be obtained employing relatively smaller num-
ber of reduced order basis vectors in a local region. Numerical approaches employing
adaptive h-reﬁnement strategies could be developed to tackle geometrical uncertainties
and nonlinearities in the governing equations in addition to solving SPDEs where the
uncertain constitutive laws exhibit a high degree of variability.
? Geometric Uncertainty:
1. Eﬃcient computation of stochastic coeﬃcient matrices: In Chapter 4, we
have employed Monte-Carlo method to compute the coeﬃcients of PC expansion in
the numerical studies. Alternative strategies should be investigated for eﬃciently
computing the stochastic coeﬃcient matrices. This will involve the development
of sparse quadrature schemes and intrusive formulations.Chapter 6 Concluding remarks and future work 108
2. Adaptivity: Adaptive strategies employing ME-SRBMs could be investigated
in the context of the global and element level formulations. In the global-level
formulation, the random space underlying the stochastic domain can be decom-
posed into subdomains thus reducing the variability in each subdomain. Then
a robust mesh deformation strategy could be applied in conjunction with local
preconditioning (in this context refers to a local nominal mesh) can be applied
to obtain robust deformed meshes thus eliminating element reversals or mesh col-
lapses. SRBM approximation with smaller number of basis vectors could then be
employed to obtain the response process in each random element. The statistics
from the local response processes could then be assimilated to compute the global
statistics.
Adaptivity could also be studied in the context of the element-level formulation
where assigning variable material properties during mesh deformation based on
the elemental area/volume alleviates element reversals or mesh collapses. Lower
order PC expansions of the matrices can be performed for elements which un-
dergo smaller deformations during the mesh deformation process. Higher order
PC expansions can be employed on the other hand for elements undergoing large
deformations. This notion of adaptivity could be leveraged to improve the eﬃ-
ciency of the element-level formulations for tackling geometric uncertainty.
? Nonlinearities:
1. Faster iterative schemes: The inexact Picard scheme is shown to be slow and
not unconditionally convergent for the 1D Burger’s equation study in Chapter 5.
Faster iterative schemes like the Newton-Raphson scheme could be investigated
to tackle more complex nonlinear problems where the Picard scheme is not un-
conditionally convergent or sluggish.
2. Theoretical analysis: It is also anticipated that some theoretical results may be
established on the convergence of stochastic Newton and Picard iteration schemes
employing SRBMs.
3. Adaptivity: Adaptive schemes could be explored in order to improve the conver-
gence and stability characteristics of the SRBMs used in combination with Picard
iteration scheme. There can be two possible adaptive strategies based on monitor-
ing the residual error norm and employing ME-SRBMs. Firstly, the residual errorChapter 6 Concluding remarks and future work 109
norm which is indicative of the errors due to PC truncation can be monitored and
used to determine the desired order of PC expansion of SRBM basis vectors.
Adaptive strategies employing ME-SRBMs can alternatively be used for large scale
problems (with a large number of degrees of freedoms) where increasing the order
of SRBM expansion may not be feasible. The response process can be reﬁned
adaptively in a region in the input probability space where the approximations
are error-prone. Thus the convergence characteristics can be improved.
? Orthonormalization of the basis : SRBMs can be implemented as Arnoldi process
to orthonormalize the basis vectors. This will lead to improved numerical stability
when large number of basis vectors are employed.
? Transient analysis : SRBMs have been employed for dealing with only steady state
systems so far. Transient stochastic systems could also be investigated in the future.Appendix A
A 2D case study for the domain
transformed heat equation
Here we present a 2D case study to derive the transformed Equation 4.7 when the coordinates
are mapped from stochastic to deterministic domain in continuum. The Jacobian of the
coordinate transformation can be written as:
J =


∂ξ1
∂x1
∂ξ2
∂x1
∂ξ1
∂x2
∂ξ2
∂x2


where x = {x1,x2} ∈ D0 and ξ = {ξ1,ξ2} ∈ D(ω). Then, the covariant metric tensor G is
given by:
G = JJT =


g11 g12
g21 g22


where {gij} are given as:
g11 =
￿
∂ξ1
∂x1
￿2
+
￿
∂ξ2
∂x1
￿2
g12 =
∂ξ1
∂x1
∂ξ1
∂x2 +
∂ξ2
∂x1
∂ξ2
∂x2
g21 = g12
g22 =
￿
∂ξ1
∂x2
￿2
+
￿
∂ξ2
∂x2
￿2
.
Now G−1 = (gij) where gij are given as:
g11 = g22/g
g12 = −g21/g
g21 = −g12/g
g22 = g11/g,
(A.1)
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here g is the determinant of G and we denote the determinant of J as
√
g. Partial derivatives
in the nominal and target domains are connected through J as follows:


∂
∂ξ1
∂
∂ξ2

 = J−1


∂
∂x1
∂
∂x2

, (A.2)
due to which the partial derivatives of u in the domain D(ω) can be written as:
∂u
∂ξ1 = 1 √
g
￿
∂ξ2
∂x2
∂u
∂x1 −
∂ξ2
∂x1
∂u
∂x2
￿
∂u
∂ξ2 = 1 √
g
￿
∂ξ1
∂x1
∂u
∂x2 −
∂ξ1
∂x2
∂u
∂x1
￿
.
(A.3)
From the above equations Equation A.2 and Equation A.3, the left hand side of the Poisson
equation can be obtained as follows:
∂
∂ξ1
￿
∂u
∂ξ1
￿
+ ∂
∂ξ2
￿
∂u
∂ξ2
￿
= 1 √
g
 
h
∂ξ1
∂x2
∂
∂x1
￿
1 √
g
∂ξ1
∂x2
∂u
∂x1
￿
+
∂ξ2
∂x2
∂
∂x1
￿
1 √
g
∂ξ2
∂x2
∂u
∂x1
￿i
| {z }
a
−
h
∂ξ1
∂x2
∂
∂x1
￿
1 √
g
∂ξ1
∂x1
∂u
∂x2
￿
+
∂ξ2
∂x2
∂
∂x1
￿
1 √
g
∂ξ2
∂x1
∂u
∂x2
￿i
| {z }
b
−
h
∂ξ1
∂x1
∂
∂x2
￿
1 √
g
∂ξ1
∂x2
∂u
∂x1
￿
+
∂ξ2
∂x1
∂
∂x2
￿
1 √
g
∂ξ2
∂x2
∂u
∂x1
￿i
| {z }
c
+
h
∂ξ1
∂x1
∂
∂x2
￿
1 √
g
∂ξ1
∂x1
∂u
∂x2
￿
+
∂ξ2
∂x1
∂
∂x2
￿
1 √
g
∂ξ2
∂x1
∂u
∂x2
￿i
| {z }
d
!
.
(A.4)
Now the terms (a), (b), (c), (d) in Equation A.4 can be written as:
a = ∂
∂x1
￿
1 √
g
h￿
∂ξ1
∂x2
￿2
+
￿
∂ξ2
∂x2
￿2i
∂u
∂x1
￿
−
￿
∂ξ1
∂x2
∂2ξ1
∂x1∂x2
1 √
g
∂u
∂x1 +
∂ξ2
∂x2
∂2ξ2
∂x1∂x2
1 √
g
∂u
∂x1
￿
= ∂
∂x1
￿
√
gg11 ∂u
∂x1
￿
−
￿
···
￿
b = − ∂
∂x1
￿
1 √
g
h
∂ξ1
∂x1
∂ξ1
∂x2 +
∂ξ2
∂x1
∂ξ2
∂x2
i
∂u
∂x2
￿
+
￿
∂ξ1
∂x1
∂2ξ1
∂x1∂x2
1 √
g
∂u
∂x2 +
∂ξ2
∂x1
∂2ξ2
∂x1∂x2
1 √
g
∂u
∂x2
￿
= ∂
∂x1
￿
√
gg12 ∂u
∂x2
￿
+
￿
···
￿
c = − ∂
∂x2
￿
1 √
g
h
∂ξ1
∂x1
∂ξ1
∂x2 +
∂ξ2
∂x1
∂ξ2
∂x2
i
∂u
∂x1
￿
+
￿
∂ξ1
∂x2
∂2ξ1
∂x2∂x1
1 √
g
∂u
∂x1 +
∂ξ2
∂x2
∂2ξ2
∂x2∂x1
1 √
g
∂u
∂x1
￿
= ∂
∂x2
￿
√
gg21 ∂u
∂x1
￿
+
￿
···
￿
d = ∂
∂x2
￿
1 √
g
h￿
∂ξ1
∂x1
￿2
+
￿
∂ξ2
∂x1
￿2i
∂u
∂x2
￿
−
￿
∂ξ1
∂x1
∂2ξ1
∂x2∂x1
1 √
g
∂u
∂x2 +
∂ξ2
∂x1
∂2ξ2
∂x2∂x1
1 √
g
∂u
∂x2
￿
= ∂
∂x2
￿
√
gg22 ∂u
∂x2
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−
￿
···
￿
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Recall from Section 4.1 that ∂D0 ∈ C∞ due to which the mixed derivatives ∂2/∂x1x2,
∂2/∂x2x1 are equal. Thus summation of the terms (a), (b), (c) and (d) from Equation A.4
and Equation A.5 results in a compact expression for the transformed PDE in the form of
Equation 4.7 as the {···} terms cancel each other.Appendix B
Discretization of lognormal random
ﬁelds
A lognormal random ﬁeld can be deﬁned by a transformation of a Gaussian random ﬁeld
Y (x,ω) as follows:
b κ(x,ω) = exp(Y (x,ω)), (B.1)
Karhunen-Lo´ eve expansion (refer to Section 2.1.2) of a lognormal random ﬁeld results in a set
of random variables whose probabilistic structure cannot be easily determined and hence such
expansions are of no practical interest. Ghanem [127] proposed to discretize the underlying
Gaussian random ﬁeld (using Karhunen-Lo´ eve or other such expansions) and then expand
the lognormal ﬁeld in a PC basis using Equation B.1. This approach leads to analytical
expressions for this random ﬁeld model. The Gaussian random ﬁeld is discretized using one
of the many available techniques such as the Karhunen-Lo´ eve expansion scheme so that the
random ﬁeld is characterized by a ﬁnite set of random variables as follows:
Y (x,ω) ≈ µg(x) +
d X
i=1
gi(x)ξi,
where µg(x) is the mean of the random ﬁeld, ξ = {ξ1,ξ2,··· ,ξd} are uncorrelated random
variables and g(x) = {g1(x),g2(x),g3(x),··· ,gd(x)} are the product of eigenvectors and
square root of eigenvalues of the KL integral eigenvalue problem (refer to Section 2.1.2). The
above equation can be re-written using the vectors ξ and g(x) as follows:
Y (x,ω) ≈ Y (x,ξ) = µg(x) + g(x)Tξ. (B.2)
Substituting Equation B.2 in Equation B.1, the lognormal random ﬁeld b κ(x,ω) can be
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expanded in a Hermite PC basis in terms of Gaussian random variables as follows1:
b κ(x,ω) ≈ exp(µg(x) + g(x)Tξ) ≈
P1 X
i=0
b κi(x)φi(ξ). (B.3)
where the coeﬃcients b κi are obtained after orthogonal projection onto the PC basis as follows:
b κi(x) =
hexp(µg(x) + g(x)Tξ)φii
hφ2
ii
,∀0 ≤ i ≤ P1.
Closed form expressions exist for the various expansion coeﬃcients in the above equation.
The ﬁrst coeﬃcient b κ0 corresponding to φ0 = 1 is the mean value of the random ﬁeld b κ(x,ω)
given by:
b κ0(x) = exp(µg(x) +
1
2
d X
i=1
g2
i (x)) = exp(µg(x) +
1
2
σ2
g(x)), (B.4)
where σg(x) is the standard deviation of the underlying Gaussian ﬁeld Y (x,ω). The other
terms after some algebraic manipulations simplify to:
b κi(x) = b κ0(x)
hφi(ξ + g(x))i
hφ2
ii
. (B.5)
Referring to the representation Equation 2.6 of the polynomials φi(ξ), above equation can
be simpliﬁed as:
b κ0(x)
hφi(ξ + g(x))i
hφ2
ii
= b κ0(x)
d Y
j=1
gj(x)βj
d Y
j=1
βj!
. (B.6)
As a result of Equation B.4, Equation B.5, Equation B.6, the PC representation of the
discretized lognormal random ﬁeld is as follows:
b κ(x,ξ) = b κ0(x)
X
β
d Y
j=1
gj(x)βj
d Y
j=1
βj!
φβ(ξ), (B.7)
where the summation ranges over the ﬁnite number (P1) of the PC basis functions with β
deﬁned as in Equation 2.6.
1Note that this equation is the most general form to represent any kind of uncertainty including the
Gaussian uncertainty in which case the polynomials {φi} are of the ﬁrst order.Bibliography
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