Abstract. We completely describe the asymptotic behaviour of the Riemann mapping function and its derivatives at an analytic cusp. We achieve the same for the inverse of the mapping function.
1 Introduction and results
Introduction
In the literature, there exists a complete asymptotic description of the mapping function at an analytic corner (i.e., the boundary at a given boundary point -let's say the origin -of a given simply connected and proper domain in the complex plane consists of two regular analytic arcs with non-zero opening angle). The work of Lichtenstein and Warschawski [4, 7, 9] establishes the asymptotic behaviour of the mapping function at an analytic corner and of its derivatives. The mapping function behaves like z 1/α , where πα is the opening angle of the analytic corner (we consider mapping functions onto the upper half plane and assume, applying Carathéodory's theorem on prime ends, that the origin is mapped to the origin). Lehman [3] has then obtained the stronger result that the mapping function at an analytic corner (and its inverese) can be developed in a generalized power series. This expansion completely characterizes the asymptotics of the mapping function. We also refer to Pommerenke [5, Chapter 3] . The latter result was used in [1] to embed the Riemann mapping theorem at analytic corners into modern real geometry. Hence, from a geometric point of view it is desirable and necessary to understand the mapping function also at analytic cusps; i.e. if the angle between the two regular analytic arcs vanishes. But there is a gap in the literature. There are results for arbitrary cusps (see for example Warschawski [8] ), but not suitable ones for the analytic setting (and such are also not just corollaries from the general ones). In [2] , the first author has given the asymptotic behaviour of the mapping function and its inverse in the special case of so-called analytic cups with small perturbation of angles. Only upper bounds for the derivatives of these mappings have been established. In the present paper, we are able to obtain in the general case of arbitrary analytic cusps a nice description of the asymptotic behaviour of the mapping function, its inverse and the derivatives of these mappings. The quantities used in the description are geometric invariants of the given analytic cusp. The precise results will be presented below after a preliminary section, introducing the setting. In the main part of the article, the results are proven.
= 0,
Given a non-vanishing real or complex power series h(t) = ∞ j=0 a j t j , its order is given by ord(h) := min{j ∈ N 0 : a j = 0} and its leading coefficient by lc(h) := a ord(h) . Moreover, we set ord(0) := ∞.
Results
Let Ω be a proper and simply connected domain in C. After applying a translation, we assume that 0 ∈ ∂Ω. A regular analytic curve in the plane is an analytic mapping γ : I → C such that γ ′ (t) = 0 for all t ∈ I where I is an interval. A compact trace of a regular analytic curve is called a regular analytic arc.
Definition
We say that Ω has an analytic cusp at 0 if the boundary of Ω at 0 consists of two regular analytic arcs such that the opening angle of Ω at 0 vanishes.
Assume from now on that Ω has an analytic cusp at 0. We find ε > 0 and analytic curves γ, γ :] − ε, ε[→ C with non-vanishing derivatives such that the boundary of Ω at 0 is given by the regular analytic arcs Γ := γ([0, ε/2]) and Γ := γ([0, ε/2]). We perform the following reductions: By shrinking ε > 0 if necessary we obtain after complexification that γ : B(0, ε) → C is a conformal map onto its image. Applying the inverse γ −1 we can assume that γ is given by the identity and that Γ is a segment contained in the positive real axis.
In this situation, the arc Γ is also tangent to the positive real axis. We write γ(t) = |γ(t)|exp iarg γ(t) in polar coordinates. For t sufficiently close to 0 we have arg(γ(t)) = arctan Im γ(t) Re γ(t) =: η(t).
Since γ(0) = 0 and γ ′ (0) ∈ R >0 we have ord Re(γ(t)) = 1 and ord Im(γ(t)) ≥ 2. Hence, it follows that |γ(t)| and η(t) are real analytic at 0 and that ord |γ(t)| = 1. Therefore, |γ(t)| is locally invertible at 0 and we can parameterize γ close to 0 by the distance from the origin using the parameter s := |γ| −1 (t). We obtain γ(s) = sexp iµ(s) where µ(s) is real analytic at 0. Relabeling γ and γ, we may assume that µ(s) is positive for small positive s. This transformation is a geometrical invariant of Ω. From the asymptotic behaviour of the Riemann mapping function of the transformed domain one can compute the asymptotic behaviour of the Riemann mapping function of the original domain.
In view of the above reductions we assume from now on the following setup for the rest of the paper.
General assumption
There is some R > 0 such that 
Definition
The power series ∢ Ω (t) is called the angle function of Ω. We call N Ω = N := ord ∢ Ω (t) the order of tangency of Ω and a Ω = a := lc ∢ Ω (t) the coefficient of tangency of Ω.
Ω (t) be the multiplicative inverse of ∢ Ω (t). We write this Laurent series in the form t
ver, we set σ Ω = σ := πb N .
The tuple (c Ω,0 , . . . , c Ω,
The asymptotic tuple of Ω is a geometric invariant of the cusp of the domain Ω at 0. Let Φ : Ω → H be a conformal map with Φ(0) = 0. Then the arc Γ is mapped to the positive real axis and the arc Γ is mapped to the negative real axis. Let N be the order and a be the coefficient of tangency of Ω. Let (c 0 , . . . , c N −1 , σ) ∈ R N +1 be the asymptotic tuple of Ω.
Theorem A and B completely describe the asymptotic behaviour of the Riemann mapping Φ and its derivatives.
Theorem B
For k ∈ N we have that
Let Ψ : H → Ω be a conformal map with Ψ(0) = 0. Theorem C 1 und D completely describe the asymptotic behaviour of the Riemann mapping Ψ and its derivatives.
Theorem C We have
Ψ(z) ≃ − π aN log(|z|) 1 N at 0 on H. Theorem D For k ∈ N we have that Ψ (k) (z) ∼ Ψ(z) N +1 z −k ∼ − 1 log(z) 1+ 1 N z −k at 0 on H.
Proof of the results
We use the above notations: Let N be the order and a be the coefficient of tangency of Ω. Let (c 0 , . . . , c N −1 , σ) ∈ R N +1 be the asymptotic tuple of Ω. Let ∢ Ω (t) = ∞ j=N a j t j and let ∢ −1
Ω → H and Ψ : H → Ω be conformal maps which map 0 to 0.
Proof of Theorem A Lemma Consider the Möbius transformation
f : H → E 1 , z → 2z/(z + i), where E 1 := {z ∈ C : |z −1| < 1}. Let ϕ := f • Φ. Then Φ(z) ∼ ϕ(z) and arg Φ(z) = arg ϕ(z) + π 2 + o(1) at 0 on Ω. Proof: Let ∞ j=1 d j z j be the power series expansion of f at 0. Then d 1 = 0. From ϕ(z) = ∞ j=1 d j Φ(z) j we see that Φ(z) ∼ ϕ(z). Moreover, we have arg ϕ(z) = arg 2Φ(z) Φ(z) + i = arg Φ(z) − arg Φ(z) + i . Since lim z→0 arg Φ(z) + i = π 2 we get arg Φ(z) = arg ϕ(z) + π 2 + o(1).
Proposition
The following holds:
(1)
Proof:
converge for small δ > 0. 
where t := |z|. Setting h(t) := −π δ t dr/ r∢ Ω (r) we obtain for small positive δ
with a constant D ∈ R (depending on the choice of δ). Since
it follows that
Therefore, we obtain that
This shows the desired asymptotic of the modulus. We deal with the argument. We have that
Since lim t→0
Case 2: d = 1. We apply the transformation ω : C \ R ≤0 → C, ω(z) = √ z, to Ω and set Ω := ω(Ω). Then Ω fulfils the general assumption and ∢ Ω (t) = 
. Since ∢ Ω fulfils the condition of Case 1, we obtain the following estimates for the modulus and the argument of the mapping function Φ = Φ • ω, setting s = √ t:
where ( c 0 , c 1 , σ) is the asymptotic tuple of Ω and ∢ Using this and pluging in s = √ t we end up with
for the modulus. Since arg ω(z) = arg
Lemma
Let A be a nonempty subset of C such that 0 ∈ A and let f, g :
Proof of Theorem A:
On Ω we set 
So it is enough to show that Re H(z) = H(|z|) + o(1). We have that
Re
By the power series expansion of cosine we see that
) for z ∈ Ω close to 0. Using this we obtain
and Claim 1 is proven. By the power series expansion of sine we get
On Ω close to the origin we have
Applying Proposition 2.2(2) and using the definition of the asymptotic tuple we obtain
and Claim 2 is proven.
Claim 2
By Claim 1 and 2 and the definition of the complex logarithm we obtain that at 0
for some D ∈ R. Applying Lemma 2.3 we deduce that
and Theorem A is shown.
Recall the definition of small perturbation of angles in [2] .
Definition (cf. [2, Definition 3])
We say that Ω has small perturbation of angles if
The main result of [2] (see [2, Theorem 6 & Lemma 5] ) is included in Theorem A:
Corollary
If Ω has small perturbation of angles then
The coefficients of the multiplicative inverse ∢ −1
Since a N +1 = . . . = a 2N = 0 we obtain b j = 0 for 0 < j ≤ N. By the definition of the asymptotic tuple we get c 0 = − π aN , c j = 0 for j ∈ {1, . . . , N − 1}, and σ = 0. Hence Theorem A implies the assertion.
The following example (cf. [2, Remark 8(i)]) does not have small perturbation of angles but can be handled now:
Proof:
The angle function of Ω is given by ∢ Ω (t) = t − t 2 . So N Ω = 1. By Theorem A we get Φ(z) ∼ z σ exp (c 0 /z) where c 0 = −πb 0 and σ = πb 1 and t −1 (b 0 + b 1 t + . . .) is the multiplicative inverse of t − t 2 . One computes b 0 = b 1 = 1, and we are done.
Proof of Theorem B 2.7 Proposition
Given k ∈ N, we have that
at 0.
Proof: Let
By the formula of Faà di Bruno for the derivatives of the composition of two functions and the fact that exp (k) (z) = exp(z) for k ∈ N we see that
for l ∈ N 0 (note that c 0 = 1/a = 0) and since 1j 1 + . . .
Given (j 1 , . . . , j k ) ∈ T k , we have that j 1 + . . . + j k ∈ {1, . . . , k} and that j 1 + . . . + j k = k if and only if (j 1 , j 2 , . . . , j k ) = (k, 0, . . . , 0). Thus, it follows that
Proof of Theorem B: Let r, s ∈ R with 0 < s < r such that γ(t) = texp i∢ Ω (t) is injective on B(0, r) and that B(0, s) ⊂ γ(B(0, r)). Let Ω ′ := {z ∈ C | z ∈ Ω} and Ω ′′ := z ∈ C | z ∈ B(0, s) and γ(γ −1 (z)) ∈ Ω and set Ω :
. By reflection at analytic arcs, we have that Φ has a holomorphic extension Φ to Ω given by
The function F (z) = exp N −1 j=0 c j z j−N + σ log(z) is holomorphic on C \ R ≤0 and hence on Ω (after shrinking r and s if necessary).
at 0 on Ω ′′ . Therefore, we have to show that
where
Since γ(z) = zexp (i∢ Ω (z)) we see by the power series expansion of the exponential function that γ(z) j−N = z j−N + o(1) for j ∈ {0, . . . , N − 1}. Applying Lemma 2.3, we obtain
Hence F γ(z) ∼ F (z) at 0 on Ω ′′ and thus
We also have that γ −1 (z) = z + O(z N +1 ). So similarly to above we get that
Thus, we see that
and Claim 1 is proven.
Claim 1
Claim 2: There is some ρ > 0 such that B(z, 2ρ|z| N +1 ) ⊂ Ω for all sufficiently small z ∈ Ω ∪ Γ ∪ Γ.
Proof of Claim 2:
at 0. Reflecting at the positive real axis, we find some ρ 1 > 0 such that B(t, 2ρ 1 t N +1 ) ⊂ Ω for all sufficiently small t > 0. Similarly, we have dist z, Γ ∼ |z| N +1 at 0 on Γ. Reflecting at the analytic arc Γ (note that γ(z) ∼ z) we find some ρ 2 > 0 such that B(z, 2ρ 2 |z| N +1 ) ⊂ Ω for all z ∈ Γ sufficiently small. Take ρ := min{ρ 1 , ρ 2 }.
Claim 2
For k ∈ N 0 let ρ k := ρ/2 k and
Proof of Claim 3:
We show it by induction on k.
We obtain the base case by Claim 1.
k → k + 1 : By the inductive hypothesis there exists a holomorphic function h :
By Proposition 2.7 we have that
on Ω k+1 and are done. Let η := ρ k+2 . By Claim 2 we have that B(z, η|z| N +1 ) ⊂ Ω k for all z ∈ Ω k+1 . We obtain by the Cauchy estimate that at 0 on Ω k+1 .
Claim 3
Claim 3, Theorem A and Proposition 2.7 finish the proof of Theorem B.
Example
Let Ω be as in Example 2.6. Then where N is the order and a the coefficient of tangency of Ω.
Let Ω be as in Example 2.6. We have that Ψ(z) ≃ − π log(z) at 0 on H.
Proof of Theorem D 2.10 Proposition Let
It follows inductively by the product rule that, given k ∈ N, there are d k,1 , . . . , d k,k ∈ R with d k,1 = 0 such that
This gives the claim.
