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a b s t r a c t
This paper considers a general family of Stein rule estimators for the coefficient vector
of a linear regression model with nonspherical disturbances, and derives estimators for
the Mean Squared Error (MSE) matrix, and risk under quadratic loss for this family of
estimators. The confidence ellipsoids for the coefficient vector based on this family of
estimators are proposed, and the performance of the confidence ellipsoids under the
criterion of coverage probability and expected volumes is investigated. The results of a
numerical simulation are presented to illustrate the theoretical findings, which could be
applicable in the area of economic growth modeling.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A major advancement in the theory of linear regression was the introduction of Stein-rule estimators proposed by
Stein [8] and James and Stein [6]. Over the past few decades, it has received the attention of researchers in the fields of
econometrics and statistics, with many new classes of Stein-rule estimators having been proposed in the literature in the
process. It has been found that under many realistic situations, the class of these biased estimators dominates the ordinary
least squares (OLS) estimators, i.e., Stein-type estimators often performbetter thanOLS estimators, generalized least squares
(GLS) estimators or the feasible generalized least squares (FGLS) estimators.
However, the class of shrinkage estimators has not received much attention in the literature due to the major drawback
that measuring precision is not straightforward. Hence the use of these estimators for the purpose of estimation and
hypothesis testing is an important issue to be addressed. Two different approaches are generally used to tackle this problem.
The first is the conventional approach using the variance of the related least squares estimates as a measure of precision
of these Stein-type estimators. This approach can produce misleading estimates, and the hypothesis testing results often
leads to inappropriate conclusions, as the variances of both the estimators are generally not the same. The second realistic
approach is to use the estimated MSE matrix of these biased estimators directly as a measure of precision.
A great amount of literature is available on the estimation ofMSEmatrices of different classes of Stein-type estimators. For
example,Menjoge [7] considered the family of KK class estimators proposed byUllah andUllah [10], and derived an unbiased
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estimator of its risk, assuming that the error variance is known. Hill and Fomby [5] examined the properties of shrinkage
estimators applied to linear regression with i.i.d. errors and known error covariance, using Monte Carlo experiments. Ullah
et al. [9] considered a general family of shrinkage estimators, and obtained the small and large sample approximations for
the estimators as well as F-ratios, based upon these estimators. Carter et al. [1] on the other hand considered the Stein rule
estimator for a regression model with unknown error variance, and derived estimators of its bias vector and MSE matrix
and the confidence ellipsoids for the coefficient vector based upon the Stein-rule estimator. Tran Van Hoa [11] and Tran Van
Hoa and Chaturvedi [14] proposed a generalization of Stein rule estimator, termed two stage Hierarchal Information (2SHI)
estimator, and established the dominance of this estimator over OLS and Stein rule estimators. Tran VanHoa [12] applied the
2SHI estimator tomodel short term interest rates in Australia whereas Tran Van Hoa [13] applied it for estimating themodel
for China’s investment and growth. Chaturvedi and Shukla [3] considered Stein rule estimator based on FGLS estimator
for the model with non spherical disturbances and derived its asymptotic distribution. Chaturvedi et al. [2] obtained an
estimator for the bias vector and the MSE matrix of the Stein-rule estimator for a model with unknown error covariance
matrix. Moreover, Chaturvedi et al. used the estimator of MSE matrix to form the confidence ellipsoids for the coefficient
vector. Wan et al. [15] proposed a general family of improved Stein-type estimators, and obtained unbiased estimators of
the MSE matrices of this class of estimators. They also used the estimated MSE matrix to form the confidence ellipsoids
for the parameter vector, and observed that the resulting confidence set had a smaller expected squared volume than both
the standard OLS confidence set, based upon the proposed family of Stein-type estimators, as well as the OLS estimated
covariance matrix.
This study can be viewed as an extension ofWan et al.’s [15]modelswith non-spherical disturbances. This paper proposes
a general family of shrinkage estimators which encompasses most of the popular classes of Stein-type estimators, such as
the Stein-rule (SR) estimator, Double-K (KK) estimators, Minimum Mean Square Error, Feasible Minimum Mean Square
Error, and Admissible Feasible Minimum Mean Square Error (MMSE, FMMSE and AFMMSE) estimators as special cases.
The unbiased estimators are derived for the bias vector and the MSE matrix when error covariance matrix is known and
consistent estimators for theMSEmatrix are derivedwhen error covariancematrix is unknown. This study further forms the
confidence ellipsoids for the parameter vector based on these estimated MSE matrices for the proposed class of estimators,
and forms the confidence ellipsoids based upon the FGLS variance for the proposed class of estimators as well as for the
FGLS estimators. Finally, these confidence ellipsoids are compared using coverage probability criterion as well as applying
expected volume criterion to demonstrate the usefulness of the proposedmethod. The structure of the rest of the paper is as
follows. In the subsequent sections, the model is introduced and the estimationmethods are discussed followed by deriving
the unbiased estimators of the MSE matrix and the construction of confidence ellipsoids based on various estimators.
Section 4 presents the comparison of the coverage probabilities of the proposed confidence ellipsoid whereas Section 5
demonstrates the derivation of the corresponding volumes of the ellipsoids. An empirical comparison of various estimators
is presented in Section 6. The final section contains some concluding remarks.
2. The model, estimators and the estimation methods
Consider the following linear regression model
y = Xβ + u (2.1)
where y(n×1) is a vector of observations on a dependent variable, X(n×p) is a non-stochastic matrix of observations on p
explanatory variables, β(p×1) is a vector of unknown regression coefficients, and u(n×1) is a vector of disturbances, assumed
to follow a normal distribution with E(u) = 0, E(uu′) = σ 2Ω−1(θ). The elements ofΩ ≡ Ω(θ) are assumed to be known
functions of a q× 1 parameter vector θ , which belongs to an open setΘ of q-dimensional Euclidean space; and the matrix
X has full column rank.
First, we consider the case where θ is known. The generalized least squares (GLS) estimator of β is given by
β∗ = [X ′Ω(θ)X]−1X ′Ω(θ)y; Ω(θ) = Ω (2.2)
which is unbiased with covariance matrix σ 2(X ′ΩX)−1. An unbiased estimator for the covariance matrix is
Vˆ (β) = s∗2[X ′ΩX]−1 (2.3)
where s∗2 = ϑ/h;ϑ = (y− Xβ∗)′Ω(y− Xβ∗); and h = n− p.
Now, consider the class of shrinkage estimators
β∗S =
[
1− r(η
∗)
η∗
]
β∗ (2.4)
where,
η∗ = β
∗′X ′ΩXβ∗
ϑ
and r(η∗) is a function of η∗.
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Obviously, β∗S dominates β∗ in the sense that
E[(β∗S − β)′X ′ΩX(β∗S − β)] < E[(β∗ − β)′X ′ΩX(β∗ − β)] (2.5)
if
(i) p ≥ 3; 0 ≤ r(η∗) ≤ 2(p− 2)/(h+ 2),
r(η∗) is not always equal to zero or 2(p− 2)/(h+ 2), and
(ii) r ′(η∗) ≥ 0.
The estimator β∗S is biased. An unbiased estimator of the bias vector of β
∗
S is given by
Bˆ(β∗S ) = β∗S − β∗
= − r(η
∗)
η∗
β∗. (2.6)
Theorem 1. An unbiased estimator of the MSE matrix M(β∗S ) of the estimator β
∗
S is given by
Mˆ(β∗S ) = s∗2(X ′ΩX)−1 +
1
η∗2
r2(η∗)β∗β∗′ − hs∗2 1
η∗
∫ 1
0
th/2r(η∗/t)dt(X ′ΩX)−1
− 2
∫ 1
0
th/2
−2
[
t
η∗
r ′(η∗/t)− (t/η∗)2r(η∗/t)
]
dtβ∗β∗′. (2.7)
The proof is given in Appendix.
In many cases, e.g. an SR estimator, it is observed that r(η∗) is a constant. In these cases, Eq. (2.7) reduces to the corre-
sponding expression given in [1].
In order to calculate the estimator given by Eq. (2.7), one needs to use numerical integration, and hence the form defined
above is not readily computable. In order to overcome this drawback, an alternative approach is to derive an estimator of
the ‘scaled’ MSE of β∗S , defined asM(σ−1β
∗
S ).
Theorem 2. An unbiased estimator of scaled MSE matrix M(σ−1β∗S ) is given by
M˜(σ−1β∗S ) =
[
1− 2 hs
∗2
β∗′X ′ΩXβ∗
r

β∗′X ′ΩXβ∗
hs∗2
]
(X ′ΩX)−1
+ hs
∗2
(β∗′X ′ΩXβ∗)2
[
(h+ 2)r2

β∗′X ′ΩXβ∗
hs∗2

+ 4r

β∗′X ′ΩXβ∗
hs∗2

−4β
∗′X ′ΩXβ∗
hs∗2
r ′

β∗′X ′ΩXβ∗
hs∗2
[
1+ r

β∗′X ′ΩXβ∗
hs∗2
]]
β∗β∗′. (2.8)
See Appendix for the proof of the theorem.
Thus, an alternative indirect estimator ofM(β∗S ) is given by
Mˆ∗(β∗S ) = s∗2M˜(σ−1β∗S ). (2.9)
Note that Eq. (2.9) involves no integrals, and thus has a computational advantage over Eq. (2.7). We now consider the case
where θ is unknown, in which we replace θ by its consistent estimator, say θˆ , to obtain the following feasible generalized
least square (FGLS) estimator of β
βˆ = [X ′Ω(θˆ)X]−1X ′Ω(θˆ)y. (2.10)
Further, we can estimate the covariance matrix σ 2[X ′Ω(θˆ)X]−1 consistently by
Vˆ (βˆ) = s2[X ′Ω(θˆ)X]−1
where s2 = υ/h, υ = (y− X βˆ)′Ωˆ(y− X βˆ) and h = n− p. By replacing θ by θˆ in β∗S , we obtain the following general family
of shrinkage estimators
βˆS =
[
1− r(ηˆ)
ηˆ
]
βˆ (2.11)
where ηˆ = βˆ
′X ′ΩˆX βˆ
υ
; Ωˆ ≡ Ω(θˆ)
and r(ηˆ) is a real valued function of ηˆ.
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In the same way, we obtain a consistent estimate of the MSE matrix M(βˆS) of βˆS , say, simply by replacing θ by its
consistent estimator θˆ in Eq. (2.7). Thus, a consistent estimate ofM(βˆS) is given by
Mˆ(βˆS) = s2(X ′ΩˆX)−1 +

hs2
βˆ ′X ′ΩˆX βˆ
2
r2

βˆ ′X ′ΩˆX βˆ
hs2

βˆβˆ ′ − hs2 hs
2
βˆ ′X ′ΩˆX βˆ
∫ 1
0
th/2r

βˆ ′X ′ΩˆX βˆ
hs2t

dt(X ′ΩˆX)−1
− 2
∫ 1
0
th/2
−2

hs2t
βˆ ′X ′ΩˆX βˆ
r ′

βˆ ′X ′ΩˆX βˆ
hs2t

−

hs2t
βˆ ′X ′ΩˆX βˆ
2
r

βˆ ′X ′ΩˆX βˆ
hs2t

dtβˆβˆ ′. (2.12)
Similarly, replacing θ by θˆ in Eq. (2.9) leads to the indirect estimator of the MSE matrix of βˆS , given by
Mˆ∗(βˆS) = s2M˜(σ−1βˆS) (2.13)
where the right hand side of (2.13) is expressed as,
M˜(σ−1βˆS) =

1− 2 hs
2
βˆ ′X ′ΩˆX βˆ
r

βˆ ′X ′ΩˆX βˆ
hs2

(X ′ΩˆX)−1 + hs
2
(βˆ ′X ′ΩˆX βˆ)2

(h+ 2)r2

βˆ ′X ′ΩˆX βˆ
hs2

+ 4r

βˆ ′X ′ΩˆX βˆ
hs2

− 4 βˆ
′X ′ΩˆX βˆ
hs2
r ′

βˆ ′X ′ΩˆX βˆ
hs2

1+ r

βˆ ′X ′ΩˆX βˆ
hs2

βˆβˆ ′.
3. Construction of confidence ellipsoid
In order to construct confidence ellipsoids for the coefficient vector β , we first make the following assumptions on our
model (2.1):
(i) X ′ΩX is of order Op(n)
(ii) X ′Ωu is of order Op(n1/2).
Let us consider the following quadratic forms that define the confidence ellipsoid for the vector of coefficients β:
QG = (βˆ − β)′[s2(X ′ΩˆX)−1]−1(βˆ − β) (3.1)
QS1 = (βˆs − β)′[s2(X ′ΩˆX)−1]−1(βˆs − β) (3.2)
QS2 = (βˆs − β)′[Mˆ(βˆs)]−1(βˆs − β) (3.3)
QS3 = (βˆs − β)′[M˜(βˆs)]−1(βˆs − β). (3.4)
The confidence ellipsoids corresponding to Eqs. (3.1)–(3.4) are given, respectively, by
CG = {β : QG ≤ c} (3.5)
CS1 = {β : QS1 ≤ c} (3.6)
CS2 = {β : QS2 ≤ c} (3.7)
CS3 = {β : QS3 ≤ c} (3.8)
where c is a positive scalar. In addition to the assumptions (i) and (ii) above, we further assume that
(iii) r ′

β ′X ′ΩXβ
nσ 2

= r ′(η) ≡ O(n−1)
r ′′

β ′X ′ΩXβ
nσ 2

= r ′′(η) ≡ O(n−1)
r ′′

βˆ ′X ′ΩˆX βˆ
hs2

= r ′′(ηˆ) ≡ O(n−1)
(iv) |r ′′(.)| is monotone and decreasing.
It must be noted that the above assumptions may be referred as conditions (i)–(iv) in the rest of this paper. Further note
that these conditions ((i)–(iv)) can be satisfied for all the well known forms of various estimators, such as the Stein-rule
estimator, the SR, KK, MMSE, FMSE and the AFMMSE estimators.
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Let Gh(c) = P(χ2h ≤ c) denote the c.d.f. of a χ2 variate with h d.f. and h∗ is a non-singular n × p matrix, so that
u = σh∗(X ′ΩX)1/2ω. Further note that,
Pj = 1√n (X
′Ωj − AjA−1X ′Ω);
Pjk = 12√n (X
′Ωjk − AjA−1X ′Ωk − AjA−1AkA−1X ′Ω − AjkA−1X ′Ω).
µ0 = p(p− 2)4n −
1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
µ1 = − p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
µ2 = p(p+ 2)4n ; µ
∗
0 = µ0 − µ; µ∗1 = µ1 + µ; µ∗2 = µ2; µ∗∗0 = µ0 − µ∗
µ∗∗1 = µ1 + µ∗; µ∗∗2 = µ2
µ = σ
2k∗n
2β ′X ′ΩXβ
(k∗n− 2(p− 2))− 2r ′(η) (3.9)
µ∗ = (p− 2)σ
2
ϕ
[
k∗ − h+ 2
2
∫ 1
0
th/2r(η/t)dt
]
+ 2
[
r ′(η)− n
2
∫ 1
0
th/2
−1
r ′(η/t)dt
]
(3.10)
k∗ = r(η)
= r

β ′X ′ΩXβ
nσ 2

.
We observe that PjX = PjkX = 0.
Theorem 3. The approximate coverage probabilities of CG, CS1, CS2 and CS3, up to order O(n−1), are given respectively by
P(QG ≤ c) = Gp(c)+
2−
i=0
µiGp+2i(c) (3.11)
P(QS1 ≤ c) = Gp(c)+
2−
i=0
µ∗i Gp+2i(c) (3.12)
P(QS2 ≤ c) = Gp(c)+
2−
i=0
µ∗∗i Gp+2i(c) (3.13)
P(QS3 ≤ c) = Gp(c)+
2−
i=0
µiGp+2i(c). (3.14)
The proof of Theorem 3 is given in Appendix at the end of the paper.
4. Comparison of the coverage probabilities
This section demonstrates the comparison of the coverage probabilities of the proposed confidence ellipsoid. Let us begin
our discussion from Theorem 3. Note that from equations (3.11), (3.12) and (3.14), we can easily observe the following
equality,
P(QS1 ≤ c)− P(QG ≤ c) = −µ[Gp(c)− Gp+2(c)]
= P(QS1 ≤ c)− P(QS3 ≤ c). (4.1)
From condition (i), it can be inferred that µ < 0 when p ≥ 3 and k∗ < 2(p− 2)/n. Thus, at least to order O(n−1), P(QS1 ≤
c) − P(QG ≤ c) = P(QS1 ≤ c) − P(QS3 ≤ c) ≥ 0. In other words, the confidence ellipsoid based on βˆS and the estimated
FGLS covariance matrix have larger coverage probability than that based on βˆ , and the estimated FGLS covariance matrix as
well as that based on βˆS and the estimated scaled MSE matrix. Again, from (3.12) and (3.13)
P(QS1 ≤ c)− P(QS2 ≤ c) = −(µ+ µ∗)[Gp(c)− Gp+2(c)]. (4.2)
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If r(.) is a constant then P(QS1 ≤ c)− P(QS2 ≤ c) > 0. On the other hand, if r(.) is not a constant, then from condition (ii)
h+ 2
2
∫ 1
0
th/2r(η/t)dt > r(η). (4.3)
Thus
µ+ µ∗ = σ
2k∗n
2β ′X ′ΩXβ

k∗n− 2(p− 2)+ σ
2n(p− 2)
β ′X ′ΩXβ

r(η)− h+ 2
2
∫ 1
0
th/2r(η/t)dt

− n
∫ 1
0
th/2
−1
r ′(η/t)dt

. (4.4)
We observe that as long as p ≥ 3 and k∗ < 2(p − 2)/n, the expression given by (4.4) is negative and, up to order
O(n−1), P(QS1 ≤ c) − P(QS2 ≤ c) > 0. Therefore, up to order O(n−1), the coverage probability for QS1 exceeds that of
QS2 for the entire class of estimators βˆS satisfying conditions (i)–(iv) described above. Finally, from Eqs. (3.11), (3.13) and
(3.14) it is clear that
P(QS2 ≤ c)− P(QG ≤ c) = µ∗[Gp(c)− Gp+2(c)]
= P(QS2 ≤ c)− P(QS3 ≤ c). (4.5)
Following Eqs. (3.9) and (4.3), we observe that if p ≥ 3 and r ′(η) = r ′′(η) = O(n−2), up to order O(n−1), µ∗ < 0 as long
as r(.) is not a constant. Hence P(QS2 ≤ c) − P(QG ≤ c) = P(QS2 ≤ c) − P(QS3 ≤ c) < 0, provided the above mentioned
conditions are satisfied. In other words, if r(.) is not a constant, then CG as well as CS3 is preferred over CS2 in terms of
coverage probability. An important point that should be noted is that this finding contrasts that of [1] for the case of an SR
estimator, P(QS2 ≤ C) = P(QG ≤ C) = P(QS3 ≤ c), up to order O(n−1).
5. Comparison of the expected volumes
Denoting the volumes corresponding to the confidence ellipsoids CG, CS1, CS2, and CS3 byVG, VS1, VS2, andVS3 respectively,
we have
V 2S1 =
|s2(X ′ΩˆX)−1|(cπ)p
Γ
 p
2 + 1
2 = gs2p; (5.1)
V 2G = V 2S1; (5.2)
V 2S2 =
|Mˆ(βˆ)|(cπ)p
Γ
 p
2 + 1
2 ; (5.3)
V 2S3 =
|Mˆ∗(βˆ)|(cπ)p
Γ
 p
2 + 1
2 (5.4)
where
g = (cπ)
p
|X ′ΩˆX | Γ  p2 + 12 .
Now, up to order O(n−1)
npV 2S1 = npV 2G = σ 2pnpg

1+ pd+ p(p− 1)
2
d2

. (5.5)
Further, we have
npV 2S2 = σ 2pnpg

1+ pd+ p(p− 1)
2
d2 + nk∗λ∗σ 2 − 2n
∫ 1
0
th/2
−1
r ′(η/t)dt
− 2nσ
2(h+ 2)
β ′X ′ΩXβ
(p− 2)
∫ 1
0
th/2
−1
r ′(η/t)dt

(5.6)
npV 2S3 = σ 2pnpg
[
1+ pd+ p(p− 1)
2
d2 + nk∗λ∗σ 2 − 2(p− 2)λ∗σ 2 − 4r ′(η)
]
. (5.7)
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Table 1
Comparison of different estimators.
Variable Beta Cap Bias RMSE RMSE∗
FGLS Constant −2.3023400546 1.0263713445 1.0263676723
ln(I) 0.5146048834 0.1423162001 0.1423148770
ln(L) 0.2196587804 0.1074235491 0.1074232297
ln(H) 0.1220025566 0.1532398459 0.1532397769
ln(A) 0.4471703858 0.0842143842 0.0842126959
FGSR Constant −2.3022383678 0.0001016868 1.0252376209 1.0252987324
ln(I) 0.5145821550 −0.0000227284 0.1421590405 0.1422011693
ln(L) 0.2196490788 −0.0000097016 0.1073048863 0.1073085952
ln(H) 0.1219971681 −0.0000053885 0.1530705534 0.1530598583
ln(A) 0.4471506357 −0.0000197500 0.0841214331 0.0841837883
FGKK Constant −2.3023061595 0.0000338951 1.0259935914 1.0259785338
ln(I) 0.5145973073 −0.0000075760 0.1422638350 0.1422651124
ln(L) 0.2196555466 −0.0000032338 0.1073840110 0.1073821663
ln(H) 0.1220007605 −0.0000017961 0.1531834382 0.1531792086
ln(A) 0.4471638025 −0.0000065833 0.0841834131 0.0841879126
AFMMSE Constant −2.3013516747 0.0009883799 1.0226982932 1.0827911822
ln(I) 0.5143839668 −0.0002209166 0.1418080788 0.1641626637
ln(L) 0.2195644823 −0.0000942981 0.1070390205 0.1121506611
ln(H) 0.1219501817 −0.0000523749 0.1526907539 0.1527769832
ln(A) 0.4469784184 −0.0001919674 0.0839150231 0.1110759707
OT Constant −2.3023332979 0.0000067567 1.0262960334 1.0262874813
ln(I) 0.5146033731 −0.0000015102 0.1423057602 0.1423040103
ln(L) 0.2196581358 −0.0000006446 0.1074156665 0.1074148165
ln(H) 0.1220021985 −0.0000003580 0.1532286001 0.1532276554
ln(A) 0.4471690734 −0.0000013123 0.0842082096 0.0842065465
Thus, we obtain that up to order, O(n−1),
np(V 2S2 − V 2G ) = σ 2pnpg

nk∗λ∗σ 2 − 2n
∫ 1
0
th/2
−1
r ′(η/t)dt − 2nσ
2(h+ 2)
β ′X ′ΩXβ
(p− 2)
∫ 1
0
th/2
−1
r ′(η/t)dt

(5.8)
np(V 2S3 − V 2G ) = σ 2pnpg

nk∗λ∗σ 2 − 2(p− 2)λ∗σ 2 − 4r ′(η) (5.9)
np(V 2S2 − V 2S3) = σ 2pnpg

2(p− 2)λ∗σ 2 + 4r ′(η)− 2n
∫ 1
0
th/2
−1
r ′(η/t)dt
− 2nσ
2(h+ 2)
β ′X ′ΩXβ
(p− 2)
∫ 1
0
th/2
−1
r ′(η/t)dt

. (5.10)
Hence E(V 2G ) = E(V 2S1) > E(V 2S3) > E(V 2S2), whenever p ≥ 3 and k∗ ≤ 2(p− 2)/n. Obviously, in terms of expected squared
volume, the confidence ellipsoid CS2 is mostly preferred.
6. Monte Carlo study
For computational justification of the above results, we compute the estimatedMSEmatrices numerically using both the
procedures. For this purpose, we use data collected by Gary R. Smith from sources such as American Metal Market, Metals
Week, and Department of Commerce Publications (see [4, page 499]) and use the model
ln Ct = β1 + β2 ln It + β3 ln Lt + β4 lnHt + β5 ln At + ut
where
C = 12 month average US domestic price of copper (cents per pound)
I = 12 month average index of industrial production
L = 12 month average London Metal Exchange Price of copper (pounds sterling)
H = Number of housing starts per year
A = 12 month average price of aluminum (cents per pounds).
Weestimate the rootmean square errors of estimated regressionparameters corresponding to each of independent variables
using both of the equations for the estimation of MSE matrix. The results are provided in Table 1. Here, RMSE and RMSE∗
denote the root mean square errors obtained from Eqs. (2.12) and (2.13), respectively.
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Themain finding of our analysis is that the estimated rootmean square errors are approximately the samewhen obtained
using the two different methods. Hence any one of the methods can be used for the estimation purpose. However, since the
computation of RMSE∗ is much easier than RMSE, it may be an obvious choice.
We further observed that for the particular example in hand, all other Stein-type shrinkage estimators dominate the FGLS
estimator, and the AFMMSE estimator dominates all other estimators in terms of estimated RMSE. We further observe that
other estimators dominate the FGMMSE estimator, but none of the estimators uniformly dominate the others in terms of
the estimated RMSE.
7. Concluding remarks
The Stein rule estimators and their various generalizations have been applied for estimating various econometricmodels,
particularly economic growth models, and lead to estimators with improved risk properties. However, the models used
in most of the applications assume that disturbances are i.i.d., an assumption which is rarely satisfied in practice. When
applying an estimator one also requires an estimator of its MSE matrix, which can be further used for estimating the risk
of estimators and to construct the confidence ellipsoids for parameters. The present paper derives consistent estimators
for the MSE matrix and the scaled MSE matrix of a general family of shrinkage estimators for models with non spherical
disturbances and develops confidence ellipsoids based on these estimators. Using large sample approximations, it has been
demonstrated that the confidence ellipsoids obtained by utilizing shrinkage estimators and estimated MSE matrices have
better performance than those based on the FGLS estimator in terms of coverage probability as well as expected volumes.
An example from the metal market sector is used to demonstrate the utility of the theoretical findings. It has been observed
from the numerical example that the root mean squares of estimators based on a direct estimator of the MSE matrix and
those based on an estimator of the scaled MSE matrix are approximately the same.
Appendix
Proof of Theorem 1. Notice that
M(β∗S ) = E[(β∗S − β)(β∗S − β)′]
= σ 2(X ′ΩX)−1 − E
[
{(β∗ − β)β∗′ + β∗(β∗ − β)′} r(η
∗)
η∗
]
+ E
[
β∗β∗′
r2(η∗)
η∗2
]
(A.1)
where unbiased estimator of the first and third terms of Eq. (A.1) are (ϑ/h) (X ′ΩX)−1 and β∗β∗′(r2(η∗)/η∗2) respectively.
Now, to obtain an unbiased estimator of the second term in (A.1), write Z = (X ′ΩX)1/2β∗;Θ = (X ′ΩX)1/2β and
r∗(η∗) = [r(η∗)/η∗].
Note that Z ∼ N(Θ, σ 2Ip×p);ϑ/σ 2 ∼ χ2v and Z and ϑ are independently distributed. Thus we have
E
[
(β∗ − β)β∗′ r(η
∗)
η∗
]
= E
[
(X ′ΩX)−1/2(Z −Θ)Z ′(X ′ΩX)−1/2r∗

Z ′(X ′ΩX)−1/2(X ′ΩX)(X ′ΩX)−1/2Z
ϑ
]
= (X ′ΩX)−1/2E
[
(Z −Θ)Z ′r∗

Z ′Z
ϑ
]
(X ′ΩX)−1/2
= (X ′ΩX)−1/2σ 2E
[
∂
∂Z

Z ′r∗

Z ′Z
ϑ
]
(X ′ΩX)−1/2
= σ 2(X ′ΩX)−1
[
Eβ∗
[
Eϑ

r∗

β∗′X ′ΩXβ∗
ϑ

Ip×p
]
+ 2σ 2Eβ∗
[
β∗β∗′Eϑ

1
ϑ
r∗′

β∗′X ′ΩXβ∗
ϑ
]]
(A.2)
where r∗′(η) = ∂
∂η
r∗(η). Hence, the second term ofM(βˆ∗S ) becomes
− 2(X ′ΩX)−1
[
Eβ∗
[
Eϑ

σ 2r∗

β∗′X ′ΩXβ∗
ϑ
]
− 4Eβ∗
[
β∗β∗′Eϑ

σ 2
ϑ
r∗′

β∗′X ′ΩXβ∗
ϑ
]]
. (A.3)
Let H(ϑ) be a continuous differentiable function of ϑ , then it can be shown that
1
σ 2
Eϑ [(ϑ − υσ 2)H(ϑ)] = 2Eϑ
[
ϑ
∂
∂ϑ
H(ϑ)
]
(A.4)
or
Eϑ [ϑH(ϑ)] = σ 2Eϑ
[
hH(ϑ)+ 2ϑ ∂
∂ϑ
H(ϑ)
]
. (A.5)
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Eq. (A.5) implies that if
hH(ϑ)+ 2ϑ ∂
∂ϑ
H(ϑ) = r∗

β∗′X ′ΩXβ∗
ϑ

(A.6)
then for fixed value of σ as an unbiased estimator of σ 2Eϑ

r∗

β∗′X ′ΩXβ∗
ϑ

is ϑH(ϑ). Note that Eq. (A.6) is a first order
differential equation. For solving this equation, we write it as
∂
∂ϑ
H(ϑ)+ h
2ϑ
H(ϑ) = 1
2ϑ
r∗

β∗′X ′ΩXβ∗
ϑ

. (A.7)
We multiply (A.7) by integration factor ϑ
h
2 , and obtain the solution as
H(ϑ) = 1
2ϑh/2
∫ ϑ
0
ϕh/2
−1
r∗

β∗′X ′ΩXβ∗
ϕ

dϕ
= 1
2
∫ 1
0
th/2
r(η∗/t)
η∗
dt
from which it is straightforward to show that an unbiased estimator of
2Eβ∗
[
Eϑ

σ 2r∗

β∗′X ′ΩXβ∗
ϑ
]
(X ′ΩX)−1
is [
ϑ
∫ 1
0
th/2
r(η∗/t)
η∗
dt
]
(X ′ΩX)−1. (A.8)
Further, an unbiased estimator of
2Eβ∗
[
Eϑ

σ 2
ϑ
d
dη∗
(r∗(η∗))
]
is given by∫ 1
0
th/2
−1 d
dη∗
r∗(η∗/t)dt =
∫ 1
0
th/2
−1 d
d(η∗/t)
r∗(η∗/t)
d
dη∗
(η∗/t)dt
so that an unbiased estimate of
4Eβ∗
[
β∗β∗′Eϑ

−σ
2
ϑ
r∗′(η∗)
]
is
2
[∫ 1
0
th/2
−2′
r∗′(η∗/t)dt
]
β∗β∗′ = 2
[∫ 1
0
th/2
−1 r ′(η∗/t)
η∗
dt −
∫ 1
0
th/2
r(η∗/t)
η∗2
dt
]
β∗β∗′. (A.9)
Utilizing (A.7)–(A.9) in (A.1), we obtain the result (2.7) of the theorem. 
Proof of Theorem 2. We have
M(σ−1β∗S ) = (X ′ΩX)−1 −
1
σ 2
E
[
{(β∗ − β)β∗′ + β∗(β∗ − β)′} r(η
∗)
η∗
]
+ 1
σ 2
E
[
β∗β∗′
r2(η∗)
η∗2
]
. (A.10)
From (A.3), an unbiased estimator of the second term in (2.8) is given by
− 2(X ′ΩX)−1r∗

β∗′X ′ΩXβ∗
ϑ

− 4β∗β∗′ 1
ϑ
r∗′

β∗′X ′ΩXβ∗
ϑ

. (A.11)
In addition, by virtue of Eq. (A.5), we obtain
1
σ 2
E
[
β∗β∗′
r2(η∗)
η∗2
]
= 1
σ 2
Eβ∗ [β∗β∗′Eϑ r∗2(η∗)]
= 1
σ 2
Eβ∗ [β∗β∗′Eϑ (ϑr∗2(η∗))]
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= 1
σ 2
Eβ∗
[
β∗β∗′σ 2Eϑ

h
r∗2(η∗)
ϑ
+ 2ϑ ∂
∂ϑ

r∗2(η∗)
ϑ
]
(A.12)
= Eβ∗
[
β∗β∗′Eϑ

h
r∗2(η∗)
ϑ
+ 2ϑ

2
r∗(η∗)
ϑ
∂
∂ϑ
r∗(η∗)− 2 r
∗2(η∗)
ϑ2
]
= E
[
β∗β∗′

(h− 2) r
∗2(η∗)
ϑ
+ 4r∗(η∗) ∂
∂ϑ
r∗(η∗)
]
. (A.13)
Hence an unbiased estimator of the third term of (2.8) is
β∗β∗′

(h− 2) r
∗2(η∗)
ϑ
+ 4r∗(η∗) r
∗′(η∗)η∗
ϑ

. (A.14)
Hence we obtain
M˜(σ−1β∗S ) = (X ′ΩX)−1 − 2(X ′ΩX)−1r∗

β∗′X ′ΩXβ∗
ϑ

− 4β∗β∗′ 1
ϑ
r∗′

β∗′X ′ΩXβ∗
ϑ

+β∗β∗′

(h− 2) r
∗2(η∗)
ϑ
+ 4r∗(η∗) r
∗′(η∗)η∗
ϑ

.
Now,
r∗(η∗) = r(η∗)/η∗
= hs
∗2
β∗′X ′ΩXβ∗
r

β∗′X ′ΩXβ∗
hs∗2

r∗′(η∗) = r ′(η∗)/η∗ − r(η∗)/η∗2
= hs
∗2
β∗′X ′ΩXβ∗
r ′

β∗′X ′ΩXβ∗
hs∗2

−

hs∗2
β∗′X ′ΩXβ∗
2
r

β∗′X ′ΩXβ∗
hs∗2

.
Thus,
M˜(σ−1β∗S ) = (X ′ΩX)−1 − 2(X ′ΩX)−1r∗(η∗)+
[
− 4
ϑ
β∗β∗′r∗′(η∗)+ β∗β∗′

(h− 2) r
∗2(η∗)
ϑ
+ 4r∗(η∗) r
∗′(η∗)η∗
ϑ
]
=

1− 2 r(η
∗)
η∗

(X ′ΩX)−1 + β∗β∗′

(h+ 2) r
2(η∗)
η∗2ϑ
+ 4 r(η
∗)
ϑη∗2
− 4 r
′(η∗)
ϑη∗
r ′(η∗)(1+ r(η∗))

which gives (2.8) after a little algebraic manipulations. 
Proof of Theorem 3. We assume that β is non-zero and
X ′ΩX ≡ O(n); X ′Ωu ≡ O(√n).
Hence, up to order Op(n−1), we have
√
n(βˆ − β) = ξ0 + ξ−1/2 + ξ−1
where
ξ0 = A−1α
= 1√
n
A−1X ′Ωu
ξ−1/2 = 1√n
−
A−1Pjudj, ξ−1 = 1n
−
A−1Pjkudjdk
βˆ = β + 1√
n
ξ0 + O(n−1)
→ β as n →∞
1
n
(X ′ΩˆX) = A+ 1√
n
−
Ajdj + 2n
−−
Ajkdjdk + Op(n−3/2). (A.15)
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Thus, 
1
n
βˆ ′X ′ΩˆX βˆ

= ϕ
[
1+ 1
ϕ
√
n
−
ϕjdj + 1
ϕn
β ′X ′Ωu
]
+ Op(n−1)
→ ϕ as n →∞. (A.16)
Hence
1
n
β ′X ′ΩˆXβ
−1
= 1
ϕ
[
1− 1
ϕ
√
n
−
ϕjdj − 1
ϕn
β ′X ′Ωu
]
+ Op(n−1)
→ 1
ϕ
as n →∞. (A.17)
Similarly,
(X ′ΩˆX)−1 → (X ′ΩX)−1 as n →∞. (A.18)
Again
υ
n
= 1
n
(y− X βˆ)′Ωˆ(y− X βˆ)
= σ 2 + O(n−1) (A.19)
1
υ/n
= 1
σ 2
+ O(n−1).
Hence
ηˆ = 1/nβˆ
′X ′ΩˆX βˆ
1/nυ
= η
[
1+ 1
ϕ
√
n
−
ϕjdj + 2
ϕn
β ′X ′Ωu
]
+ Op(n−1)
→ η as n →∞ (A.20)
and
1
ηˆ
= η−1
[
1− 1
ϕ
√
n
−
ϕjdj − 2
ϕn
β ′X ′Ωu
]
+ Op(n−1)
→ η−1 as n →∞ (A.21)
r(ηˆ) = r(η)+ (ηˆ − η)r ′(η)+ 1
2
(ηˆ − η)2r ′′(η)+ Op(n−2)
= r(η)+ ϕ
σ 2
[
1
ϕ
√
n
−
ϕjdj + 2nϕ β
′X ′Ωu
]
r ′(η)+ Op(n−2). (A.22)
So that
r(ηˆ)
ηˆ
=
[
r(η)+ ϕ
σ 2

1
ϕ
√
n
−
ϕjdj + 2
ϕn
β ′X ′Ωu

r ′(η)
]
.η−1
[
1− 1
ϕ
√
n
−
ϕjdj − 2
ϕn
β ′X ′Ωu
]
= 1
η
r(η)
[
1− 1
ϕ
√
n
−
ϕjdj − 2
ϕn
β ′X ′Ωu
]
+ r ′(η)
[
1
ϕ
√
n
−
ϕjdj + 2
ϕn
β ′X ′Ωu
]
. (A.23)
Thus,
(βˆS − β) = (βˆ − β)− r(ηˆ)
ηˆ
βˆ
= e−1/2 + e−1 + e−3/2 + Op(n−3/2) (A.24)
where,
e−1/2 = 1√nξ0
= 1
n
A−1X ′Ωu
= (X ′ΩX)−1X ′Ωu
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e−1 = 1√nξ−1/2 −
r(η)
η
β
= 1
n
−
A−1Pjudj − σ 2λ∗β
e−3/2 = 1√nξ−1 −
r(η)
η

1√
n
ξ0 − 1
ϕ
√
n
−
ϕjdj

β − 2
ϕn
(β ′X ′Ωu)β

− r ′(η)

1
ϕ
√
n
−
ϕjdj

β + 2
ϕn

β ′X ′Ωu

β

= 1√
n
ξ−1 − σ 2λ∗

e−1/2 − 1
ϕ
√
n
−
ϕjdj

β − 2
ϕn
β(β ′X ′ΩXe−1/2)

− r ′(η)

1
ϕ
√
n
−
ϕjdj

β + 2
ϕn
β(β ′X ′ΩXe−1/2)

λ∗ = k
∗
φ
= k
∗n
β ′X ′ΩXβ
.
In addition,∫ 1
0
th/2r(ηˆ/t)dt =
∫ 1
0
th/2

r(η/t)+ ϕ
tσ 2

1
ϕ
√
n
−
ϕjdj + 2
ϕn
β ′X ′Ωu

r ′(η/t)

dt + Op(n−3/2)
=
∫ 1
0
th/2r(η/t)dt + η

1
ϕ
√
n
−
ϕjdj + 2
ϕn
β ′X ′Ωu
∫ 1
0
th/2
−1
r ′(η/t)dt + Op(n−3/2) (A.25)∫ 1
0
th/2
−1
r ′(ηˆ/t)dt =
∫ 1
0
th/2
−1
r ′(η/t)dt + Op(n−3/2). (A.26)
Again, we have
hs2
σ 2
∼ χ2h
⇒ s4 = h+ 2
h
σ 4 + O(n−1)
≡ σ 4 + O(n−1). (A.27)
Utilizing the above results, we obtain
Mˆ(βˆS) = s2(X ′ΩˆX)−1 +

hs2
βˆ ′X ′ΩˆX βˆ
2
r2

βˆ ′X ′ΩˆX βˆ
hs2

βˆβˆ ′
− hs2 hs
2
βˆ ′X ′ΩˆX βˆ
∫ 1
0
th/2r

βˆ ′X ′ΩˆX βˆ
hs2t

dt(X ′ΩˆX)−1
− 2
∫ 1
0
th/2
−2

hs2t
βˆ ′X ′ΩˆX βˆ
r ′

βˆ ′X ′ΩˆX βˆ
hs2t

−

hs2t
βˆ ′X ′ΩˆX βˆ
2
r

βˆ ′X ′ΩˆX βˆ
hs2t

dtβˆβˆ ′
= s2(X ′ΩX)−1 + σ 2∆−2 + Op(n−5/2) (A.28)
where
∆−2 = 1
η

1
β ′X ′ΩXβ

nk∗2 − 2(h+ 2)
∫ 1
0
th/2r(η/t)dt

− 2
σ 2
∫ 1
0
th/2
−1
r ′(η/t)dt

ββ ′ − (h+ 2)
∫ 1
0
th/2r(η/t)dt(X ′ΩX)−1

. (A.29)
Similarly, we obtain
Mˆ∗(βˆS) = s2

1− 2 hs
2
βˆ ′X ′ΩˆX βˆ
r

βˆ ′X ′ΩˆX βˆ
hs2

(X ′ΩˆX)−1
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+ hs
2
(βˆ ′X ′ΩˆX βˆ)2

(h+ 2)r2

βˆ ′X ′ΩˆX βˆ
hs2

+ 4r

βˆ ′X ′ΩˆX βˆ
hs2

− 4 βˆ
′X ′ΩˆX βˆ
hs2
r ′

βˆ ′X ′ΩˆX βˆ
hs2

1+ r

βˆ ′X ′ΩˆX βˆ
hs2

βˆβˆ ′
= s2(X ′ΩX)−1 + σ 2∆s−2 + Op(n−5/2)
where
∆s−2 =
1
η
[
−2k∗(X ′ΩX)−1 +

n
β ′X ′ΩXβ
k∗2 + 4
β ′X ′ΩXβ
(k∗ − ηr ′(η))

ββ ′
]
. (A.30)
This implies that
[Mˆ(βˆs)]−1 = [(σ 2 + s2 − σ 2)(X ′ΩX)−1 + σ 2∆−2]−1
= [σ 2(1+ d)(X ′ΩX)−1 + σ 2∆−2]−1
= σ−2[(1− d+ d2)(X ′ΩX)− (X ′ΩX)∆−2(X ′ΩX)]
and
[Mˆ∗(βˆs)]−1 = [(σ 2 + s2 − σ 2)(X ′ΩX)−1 + σ 2∆s−2]−1
= σ−2[(1− d+ d2)(X ′ΩX)− (X ′ΩX)∆s−2(X ′ΩX)].
Thus, upon substituting above equations in (3.3) and (3.4) respectively, we obtain
QS2 = (e−1/2 + e−1 + e−3/2)′{σ−2[(1− d+ d2)(X ′ΩX)− (X ′ΩX)∆−2(X ′ΩX)]}(e−1/2 + e−1 + e−3/2)
= ω′[(1− d+ d2)I − (X ′ΩX)1/2∆−2(X ′ΩX)1/2]ω + 2σ−1

(1− d)

1√
n
ξ ′−1/2 − σ 2λ∗β ′

+ 1√
n
ξ ′−1
− σ 2λ∗

e′−1/2 −
1
ϕ
√
n
−
ϕjdj

β ′ − 2
ϕn
e′−1/2(X
′ΩX)ββ ′

− r ′(η)

1
ϕ
√
n
−
ϕjdj

β ′ + 2
ϕn
e′−1/2(X
′ΩX)ββ ′

(X ′ΩX)1/2ω
+ σ−2

1√
n
ξ ′−1/2 − σ 2λ∗β ′

X ′ΩX

1√
n
ξ−1/2 − σ 2λ∗β

QS3 = (e−1/2 + e−1 + e−3/2)′{σ−2[(1− d+ d2)(X ′ΩX)− (X ′ΩX)∆s−2(X ′ΩX)]}(e−1/2 + e−1 + e−3/2)
= ω′[(1− d+ d2)I − (X ′ΩX)1/2∆s−2(X ′ΩX)1/2]ω
+ 2σ−1
[
(1− d)

1√
n
ξ ′−1/2 − σ 2λ∗β ′

+ 1√
n
ξ ′−1
− σ 2λ∗

e′−1/2 −
1
ϕ
√
n
−
ϕjdj

β ′ − 2
ϕn
e′−1/2(X
′ΩX)ββ ′

− r ′(η)

1
ϕ
√
n
−
ϕjdj

β ′ + 2
ϕn
e′−1/2(X
′ΩX)ββ ′

(X ′ΩX)1/2ω
+ σ−2

1√
n
ξ ′−1/2 − σ 2λ∗β ′

X ′ΩX

1√
n
ξ−1/2 − σ 2λ∗β
]
.
Again, we have
ω = σ−1(X ′ΩX)1/2e−1/2
= σ−1(X ′ΩX)−1/2X ′Ωu
⇒ X ′Ωu = σ(X ′ΩX)1/2ω.
Thus, there exists a non-singular n× pmatrix H∗ so that
u = σH∗(X ′ΩX)1/2ω (A.31)
⇒ ξ−1/2 = 1√n
−
A−1Pjudj
= σ√
n
−
A−1PjH∗(X ′ΩX)1/2ωdj. (A.32)
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Similarly,
ξ−1 = 1n
−
A−1Pjkudjdk
= σ
n
−
A−1PjkH∗(X ′ΩX)1/2ωdjdk. (A.33)
Utilizing Eqs. (A.31)–(A.33) we have
QS2 = ω′Dω + (δ′−1/2 + η′−1)ω + δ−1. (A.34)
Similarly
QS3 = ω′Dsω + (δ′−1/2 + η′−1)ω + δ−1
where
ω′ = σ−1(X ′ΩX)1/2ω
D = (1− d+ d2)I − (X ′ΩX)1/2{−∆−2 +∆∗−2 +∆∗−2/3}(X ′ΩX)1/2
Ds = (1− d+ d2)I − (X ′ΩX)1/2{−∆s−2 +∆∗−2 +∆∗−2/3}(X ′ΩX)1/2
∆∗−2 = 4
σ 2λ∗ − r ′(η)
nϕ
ββ ′ − 2σ 2λ∗(X ′ΩX)−1 − 2d
−
H∗′P ′jA
−1dj
+ 2
n
√
n
−
H∗′P ′jkA
−1djdk + 1n
−
h∗′P ′jA
−1PkH∗djdk
∆∗−3/2 = 2
−
H∗′PjA−1dj
η−1 = 2
[
dσλ∗β ′ − σ
2λ∗ − r ′(η)
σϕ
√
n
β ′
−
ϕjdj − σλ∗β ′
−
PjH∗dj
]
(X ′ΩX)1/2
δ′−1/2 = −2σλ∗β ′(X ′ΩX)1/2
δ−1 = σ 2λ∗k∗n.
Thus, the characteristic function of QS2 is given by
ϕ(t) = E[exp(itQS2)]
= exp(itδ−1)ES2Edj/S2Eω/dj,S2

exp{it(ω′Dω)}

1+ it(δ′−1/2 + η′−1)ω
− t
2
2
(δ′−1/2 + η′−1)ωω′(δ−1/2 + η−1)

.
Since ω ∼ N 0, Ip×p, we have
E[f (ω) exp{it(ω′Dω)}] = |I − 2itD|−1/2E[f (ω)] with ω ∼ N(0, (I − 2itD)−1). (A.35)
Thus,
E[exp{it(ω′Dω)}] = |I − 2itD|−1/2
E[ω · exp{it(ω′Dω)}] = 0
E[ωω′ · exp{it(ω′Dω)}] = |I − 2itD|−1/2(I − 2itD)−1. (A.36)
Hence
ϕ(t) = exp(itδ−1)|I − 2itD|−1/2
[
1− t
2
2
(δ′−1/2 + η′−1)(I − 2itD)−1(δ−1/2 + η−1)+ · · ·
]
= exp(itδ−1)|I − 2itD|−1/2 exp
[
− t
2
2
(δ′−1/2 + η′−1)(I − 2itD)−1(δ−1/2 + η−1)
]
. (A.37)
Further
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|I − 2itD|−1/2 = |I − 2it(1− d+ d2)I − 2it(X ′ΩX)1/2(−∆−2 +∆∗−2 +∆∗−3/2)(X ′ΩX)1/2|−1/2
= (1− 2it)−p/2

1+ itp[d(d− 1)]
1− 2it −
it
1− 2it tr

(X ′ΩX)1/2∆−2(X ′ΩX)1/2

+ it
1− 2it tr

(X ′ΩX)1/2∆∗−2(X
′ΩX)1/2
+ it
1− 2it tr[(X
′ΩX)1/2∆∗−3/2(X
′ΩX)1/2]
− t
2p(p+ 2)[d(d− 1)]2
2(1− it)2

.
Now
tr[(X ′ΩX)1/2∆∗−2(X ′ΩX)1/2] = tr

(X ′ΩX)1/24
σ 2λ∗ − r ′(η)
nϕ
ββ ′(X ′ΩX)1/2
− 2σ 2λ∗p− 2d(X ′ΩX)1/2
−
h∗′P ′jA
−1dj

(X ′ΩX)1/2
+ 2
n
√
n
(X ′ΩX)1/2
−
h∗P ′jkA
−1djdk

(X ′ΩX)1/2
+ 1
n
(X ′ΩX)1/2
−
h∗′P ′jA
−1Pkh∗djdk

(X ′ΩX)1/2

= −2(p− 2)σ 2λ∗ − 4r ′(η)− 2nd
−
tr(h∗′P ′j )dj
+ 2√
n
−
tr(h∗′P ′jk)djdk +
−
tr(h∗′P ′j Pkh
∗)djdk. (A.38)
Similarly
tr[(X ′ΩX)1/2∆∗−3/2(X ′ΩX)1/2] = tr

(X ′ΩX)1/2

2
−
h∗′P ′jA
−1dj

(X ′ΩX)1/2

= 2n
−
tr(h∗′P ′j )dj

. (A.39)
Therefore
|I − 2itD|−1/2 = (1− 2it)−p/2

1+ it
1− 2it

p[d(d− 1)] − tr[∆−2(X ′ΩX)]
− 2(p− 2)σ 2λ∗ − 4r ′(η)− 2nd
−
tr(h∗′P ′j )dj +
2√
n
−
tr(h∗′P ′jk)djdk
+
−
tr(h∗′P ′j Pkh
∗)djdk + 2n
−
tr(h∗′P ′j )dj

− t
2p(p+ 2)
2(1− it)2 [d(d− 1)]
2

(A.40)
exp(itδ−1) = 1+ itδ−1 (A.41)
(I − 2itD)−1 = [I − 2it(1− d+ d2)I − 2it(X ′ΩX)1/2(−∆−2 +∆∗−2 +∆∗−3/2)(X ′ΩX)1/2]−1
= (1− 2it)−1
[
I + 2it[d(d− 1)]
1− 2it I +
it
1− 2it (X
′ΩX)1/2(−∆−2 +∆∗−2 +∆∗−3/2)(X ′ΩX)1/2
]
. (A.42)
Utilizing (A.42), we obtain
exp
[
− t
2
2
(δ−1/2 + η−1)′(I − 2itD)−1(δ−1/2 + η−1)
]
= 1− t
2
2
(δ−1/2 + η−1)−1(I − 2itD)−1(δ−1/2 + η−1)
= 1− 2t
2
(1− 2it)σ
2λ∗k∗n. (A.43)
Therefore
ϕ(t) = (1+ itδ−1)ES2Edj/S2(1− 2it)−p/2

1+ it
1− 2it

p[d(d− 1)] − tr(∆−2(X ′ΩX))
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− 2(p− 2)σ 2λ∗ − 4r ′(η)− 2nd
−
tr(h∗′P ′j )dj +
2√
n
−
tr(h∗′P ′jk)djdk
+
−
tr(h∗′P ′j Pkh
∗)djdk + 2n
−
tr(h∗′P ′j )dj

− t
2p(p+ 2)
2(1− it)2 [d(d− 1)]
2
[
1− 2t
2
1− 2it σ
2λ∗k∗n
]
= ϕ(χ2p )+ ϕ(χ2p )

p(p− 2)
4n
− 1
2
σ 2λ∗k∗n+ 1
2
tr(∆−2(X ′ΩX))+ (p− 2)σ 2λ∗
+ 2r ′(η)− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ ϕ(χ2p+2)
×

p2
2n
− 1
2
tr(∆−2(X ′ΩX))− (p− 2)σ 2λ∗ − 2r ′(η)+ 1√n
−
tr(h∗′P ′jk)λjk
+ 1
2
−
tr(h∗′P ′j Pkh
∗)λjk + 12σ
2λ∗k∗n

+ ϕ(χ2p+4)

p(p+ 2)
4n

. (A.44)
Using inversion formula on both sides of (A.44), we have
gQS2(c) = gp(c)+ gp(c)

p(p− 2)
4n
+

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)
+ 1
2
tr(∆−2(X ′ΩX))− 1√n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ gp+2(c)

− p
2
2n
−

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)
+ 1
2
tr(∆−2(X ′ΩX))− 1√n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ gp+4(c)

p(p+ 2)
4n

= gp(c)+ gp(c)

p(p− 2)
4n
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
+

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆−2(X ′ΩX))

+ gp+2(c)

− p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
−

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆−2(X ′ΩX))

+ gp+4(c)

p(p+ 2)
4n

(A.45)
where gp(c) is the density function of a χ2 variate with h degrees of freedom.
Further
tr(∆−2(X ′ΩX)) = σ 2λ∗k∗n− σ
2n(h+ 2)(p− 2)
β ′X ′ΩXβ
∫ 1
0
th/2r(η/t)dt − 2n
∫ 1
0
th/2
−1
r ′(η/t)dt (A.46)
and
(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆−2(X ′ΩX))
= (p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
σ 2λ∗k∗n
− σ
2n(h+ 2)(p− 2)
2nϕ
∫ 1
0
th/2r(η/t)dt − n
∫ 1
0
th/2
−1
r ′(η/t)dt
= µ∗. (A.47)
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Substituting (A.46) and (A.47) in (A.45), we have
gQS2(c) = gp(c)+

p(p− 2)
4n
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk + µ∗

× gp(c)+

− p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk − µ∗

× gp+2(c)+

p(p+ 2)
4n

gp+4(c)
= gp(c)+
2−
i=0
µ∗∗i gp+2i(c).
Therefore
P(QS2 < c) = Gp(c)+
2−
i=0
µ∗∗i Gp+2i(c). (A.48)
Similarly, the characteristic function of QS3 may be obtained as
ϕ(t) = E[exp(itQS3)] = exp(itδ−1)ES2Edj/S2Eω/dj,S2 [exp{it(ω′Dω + (δ′−1/2 + η′−1)ω)}]
= ϕ(χ2p )+ ϕ(χ2p )

p(p− 2)
4n
− 1
2
σ 2λ∗k∗n+ 1
2
tr(∆s−2(X
′ΩX))+ (p− 2)σ 2λ∗
+ 2r ′(η)− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ ϕ(χ2p+2)
×

p2
2n
− 1
2
tr(∆−2(X ′ΩX))− (p− 2)σ 2λ∗ − 2r ′(η)+ 1√n
−
tr(h∗′P ′jk)λjk
+ 1
2
−
tr(h∗′P ′j Pkh
∗)λjk + 12σ
2λ∗k∗n

+ ϕ(χ2p+4)

p(p+ 2)
4n

. (A.49)
Using inversion formula in (A.49), we have
gQS3(c) = gp(c)+ gp(c)

p(p− 2)
4n
+

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)
+ 1
2
tr(∆s−2(X
′ΩX))− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ gp+2(c)

− p
2
2n
−

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆s−2(X
′ΩX))
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk

+ gp+4(c)

p(p+ 2)
4n

= gp(c)+ gp(c)

p(p− 2)
4n
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
+

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆s−2(X
′ΩX))

+ gp+2(c)

− p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
−

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆s−2(X
′ΩX))

+ gp+4(c)

p(p+ 2)
4n

. (A.50)
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Further, we observe that
tr(∆s−2(X
′ΩX)) = σ 2λ∗k∗n− 2(p− 2)σ 2λ∗ − 4r ′(η) (A.51)
(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)+ 1
2
tr(∆−2(X ′ΩX)) = 0. (A.52)
Substituting (A.51) and (A.52) in (A.50), we have
gQS3(c) = gp(c)+

p(p− 2)
4n
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk + 0

gp(c)
+

− p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk − 0

gp+2(c)+

p(p+ 2)
4n

gp+4(c)
= gp(c)+
2−
i=0
µigp+2i(c).
Thus
P(QS3 < c) = Gp(c)+
2−
i=0
µiGp+2i(c). (A.53)
Further, we obtain
gQS1(c) = gp(c)+

p(p− 2)
4n
− 1√
n
−
tr(h∗′P ′jk)λjk −
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
−

−(p− 2)σ 2λ∗ + 1
2
σ 2λ∗k∗n− 2r ′(η)

gp(c)
+

− p
2
2n
+ 1√
n
−
tr(h∗′P ′jk)λjk +
1
2
−
tr(h∗′P ′j Pkh
∗)λjk
−

(p− 2)σ 2λ∗ − 1
2
σ 2λ∗k∗n+ 2r ′(η)

gp+2(c)+

p(p+ 2)
4n

gp+4(c)
= gp(c)+
2−
i=0
µ∗i gp+2i(c).
Hence
P(QS1 < c) = Gp(c)+
2−
i=0
µ∗i Gp+2i(c) (A.54)
and for r(.) = 0, we have
P(QG < c) = Gp(c)+
2−
i=0
µiGp+2i(c)
= P(QS3 < c).  (A.55)
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