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ABSTRACT 
Uniform open-channel flow in a pipe of circular cross-section with a flat bed, is studied by 
experiment and numerical modelling. A pipe of diameter D= 305 nun, and mild bed slopes 
So = 4.63 x 10-4and 9.27 x 10-4was, studied - the former slope only by experiment. The bed 
thicknesses (e), e/D = 0.141, and 0.285 were studied experimentally and numerically, with 
e/D = 0.020, studied only numerically. Five flow depths (Y. ) were studied; (Y. +e)/D = 0.3,0.4 
(and 0.416), 0.5,0.667, and 0.751. A smooth bed and bed roughnesses, d5o = 0.93,4.20, and 
1.71 mm were also used. 
Mono-chromatic Laser Doppler Anemometry (ILDA) was used to measure the local mean 
longitudinal (primary), and vertical velocities, and their respective turbulence intensifies. ne 
primary velocity contours display dipped maxima and bulging towards the comer. The 
inwardly-curving side-walls slightly modify these contours. In each channel half there is a 
surface cell and a bottom cell. These move high momentum fluid away firom the centreline 
towards the comer zone. The primmy and secondary flows are largely similar to those in 
rectangular channels. The wall shear force ratios obtained by the Vanoni-Brooks separation 
technique follow the empirical trend from various channel types. Similarity laws for the 
longitudinal mean velocity in the comer-influenced zones are proposed. 
The numerical model is based on the SIMPLE technique, and computes the flow on a 
Cartesian grid, using a non-linear k-e turbulence model with wall functions. The model 
boundary conditions were modified to reflect the effects of the comers, the curved side-wall, 
and a roughened bed. Model predictions of the primary mean velocities, and centreline 
turbulence intensities, are close to the experimental and empirical distributions. Primary velocity 
predictions for e/D = 0.020 compare well to the case of a clear pipe flowing part-fiffl. The 
predicted secondary flows are largely similar to the experimental patterns. Usage of a small 
mesh size (e. g. when (YO + e)/D < 0.5) results in side-wall points lying within the larninar sub- 
layer, leading to inaccurate secondary flow prediction by the k-e model. As in rectangular 
channels, the predicted local boundary shear stress decreases from the centreline along the bed 
and minimises at the comer. On the side-walls, the model overpredicts the local boundary shear 
stresses. Nonetheless, computed wall shear force ratio values follow the empirical trend. 
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CHAPTER 1: INTRODUCTION 
1.1 Background 
Open channel flows in engineering applications are mainly turbulent. These include flows 
in rectangular channels, and circular channels flowing part-full. In pipe sewers, deposition of 
sediments during low flows leads to the modification of the channel cross-section. The circular 
channel develops a flat bed. The present work is aimed at studying the effects of this altered 
shape on the turbulent flow characteristics. 
Previous studies, e. g. Manning and Chezy, were based on the bulk flow characteristics of 
fully-rough open channel turbulent flow - e. g. the cross-sectional mean velocity and the 
channel's resistance to the flow. However, unwanted sedimentation within channels, or the 
destructive erosion of channel walls, showed the need for detailed measurements. Velocity 
distributions across the channel cross-section were then studied. Direct measurement of the 
boundary shear stresses using the Preston tube, were also carried out. In fact the shapes of 
channels were optimised so as to minimise the localised effects and aid flow through the 
channels. The high cost of these experimental studies limited the number of channel shapes and 
flows that could be studied. 
Although the Na-vier - Stokes equations had been known to govern open channel flow, 
their solution could not be achieved by methods other than that of numerical computation. 
Computational methods were first applied to boundary layer flows in the 1960s. These were 
only adopted for open-channel flows in the late 1970s. Numerical computation is often called 
refined flow modelling in civil engineering applications. 
1.2 Aims and Objectives of the Present Study 
The aim of the present study is to enable the prediction of velocity and boundary shear 
distributions in open channels by numerical computation. The case of the pipe-section of 
circular cross-section with a modifying flat bed is studied. 
I 
The important flow characteristics were firstly identified. These were (i) the longitudinal 
local mean velocity (U); (ii) the secondary mean flow in the plane of the cross-section (present 
in flows with a non-circular cross-section); (iii) the turbulence intensities in all the three 
directions: and (iv) the boundary shear stress. Their accurate prediction constitutes the accurate 
prediction of the flow. 
1.3 Route of Examination 
Unlike with other channel shapes (e. g. circular and rectangular), the present uniquely- 
shaped channel has not been extensively studied. As such there is no data against which 
comparisons with numerical results may be made. An extensive experimental study was 
undertaken to collect information on items (i), (ii) and (iii) in Section 1.2 above. This will 
proNide a database for flows in the present cross-section. The Laser Doppler Anemometry 
(LDA) technique was used to measure the said quantities. To enable automated measurement in 
future studies, a computer-controlled mounting for the LDA apparatus was also customised. 
Uniform flow was studied in two mild bed slopes 4.63 x 10-4, and 9.27 x 10-4. The bed 
thickness ratio (e/D), where e is the bed thickness and D= the pipe diameter, was varied. Two 
ratios e/D = 0.141 and 0.285, were studied. Measurements in channels with a smooth bed and 
roughened beds using three different roughnesses d50 =0.93mm, 1.71mm, and 4.2mm' were 
taken. 
The numerical study of the present cross-section involved (i) adopting the turbulence 
model to be used - the k-e model; (ii) selecting the appropriate numerical scheme for the 
present flow - the SIMPLE technique; (iii) selecting the co-ordinate system to be used - the 
Cartesian system; (iv) writing a computer program - in FORTRAN computer code. Also, (v), 
the modified non-linear k-c turbulence model was used in order to enable the prediction of 
secondary flows which cannot be predicted by use of the standard k-E model. Lastly, (-Vi), the 
standard boundary conditions derived for two-dimensional flow, were modified to account for 
the side-wall curvature, the channel comers, and the effect of a roughened bed. 
2 
1.4 Contents of the Thesis 
In Chapter 2 the adoption of the Na-vier-Stokes equations for turbulent flow description 
through the use of Reynolds averaging is reviewed. Boussinesq's eddy viscosity hypothesis. 
which links the resulting unknown Reynolds stresses to the mean flow field, is introduced. In 
Sections 2.4 the application of turbulent boundary layer theory to open-channel flow is 
reviewed. This involves the use of universal velocity laws to describe flows bounded by rigid 
boundaries. Lastly in Chapter 2, past treatment of boundary shear stress characteristics in 
channels is reviewed and given relevance to the present study. 
With the governing equations introduced, Chapter 3 discusses the models used to describe 
the turbulence and resolve the unknown Reynolds stresses. The standard zero- and one- 
equation models are introduced. The more complex, albeit flawed, full Reynolds Stress ModeLs 
(RSMs) are introduced as a reference. Their similarities with the k-e are pointed out, and the 
reasons for the choice of the k-E over them are given. The modified non-linear k-E model is 
presented in Section 3.4. It enables the computation of secondary flow, which can not be 
achieved by the standard k-e model. Finally, the treatment (the physics) of the variables at the 
figid, and free-surface boundaries is presented in Section 3.5. 
The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) for numerical 
computation of parabolic flows is described in Chapter 4. The discretisation of the govertung 
equations. the Cartesian grid generation, the staggered variable arrangement, and the solution 
for the pressure are discussed in Sections 4.2 - 4.4. The implementation of the boundary 
conditions of Section 3.5 is treated in Section 4.5. The solution algorithm is then presented in 
Section 4.6, along with a discussion of the stability and convergence of the numerical method. 
The expeýrimental procedures taken to collect experimental data in the present channel, for 
the channel configurations mentioned above, are detailed in Chapter 5. Section 5.2 deals with 
the establishment of the fully-developed uniform turbulent flow. Section 5.3 describes the 
procedure adopted in roughening the bed. The theory and practice of the LDA technique is 
presented in Section 5.4. This includes its adaptation to the present channel. Lastly, an analysis 
of the errors in the measured variables is presented in Section 5.5. 
3 
On the numerical front, the adaptation of the numerical scheme to the present channel is 
presented in Chapter 6. Section 6.2 describes the numerical treatment of the rigid and free- 
surface boundaries, and the sloping side-wall in the Cartesian co-ordinate system. How the 
marching procedure of SRVTLE is adopted to save computation storage is also presented. The 
inclusion of the physical effects of the side-wall curvature, the presence of the comers, and the 
bed roughness into the numerical modeL is treated in Sections 6.3-6.6 respectively. 
In Chapter 7 the results of the experimental investigation are presented in Sections 7.2 - 
7.4. Comparisons with equivalent existing data are made. Friction parameters derived from the 
measurements are also presented. The similarity laws to account for the comer effect are 
analysed in Section 7.5. 
Chapter 8 follows the form of Chapter 7 in presenting the results of the numerical 
computation. The computed flow variables are presented in Sections 8.2 - 8.4, with similarity 
laws discussed in Section 8.5. 
The main conclusions of the study are noted in Chapter 9, Section 9.1. Recommendations 
for future studies in the present channel shape, and in general open channel flow are also listed 
in Section 9.2. 
4 
CHAPTER 2: GOVERNING EQUATIONS -A REVIEW 
2.1 Introduction 
When investigating flow mechanisms and the effects of the flow, it is necessary to describe 
the flow in formal terrns. This chapter reviews the usage of the Na-vier-Stokes equations in 
describing turbulent fluid flow. In Sections 2.2 and 2.3 illustrates how these equations are 
adapted to describe general turbulent flow. 
The application of turbulent boundary layer theory to open-channel flow is introduced in 
Section 2.4. In this section the universal velocity distribution laws, and the secondary flow 
phenomenon, are discussed. This section points out the main flow features to be studied. 
Finally, boundary shear stress treatment in open-channels is discussed in Section 2.5 with 
reference to its application in the present cross-section. 
2.2 Basic Navier-Stokes Equations 
The basic Navier-Stokes equations are quoted in most standard texts (Tennekes and 
Lumley 1972, Hinze 1975, and McComb 1990). They follow from Newton's Second Law and 
portray the conservation of momentum per unit mass of fluid. For an instantaneous flow-field 
these equations take the form: 
O'u 
+U O'u +V 
du 
+W 
du op + vN7'u+F (2.1 a) 
'I 
x A O'X O'y oz ox 
, 9v 
+u 
O-%v 
+v 
d- v 
+w 
09v 
=-1 
gp 
+ vv 
2u+ Fy (2.1 b) 
gt A dy '9z p '9y 
, 9w 
+u 
dw 
+v 
dw 
+w 
gw 
=- 
1 dp 
+ V, 7 
2 
u+F (2.1 c). 
, 9t A oly 9z p 9z Z 
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for the three space directions (x, y, z) in a Cartesian co-ordinate sYstem. u, v, w are the velocity 
components in the x- (longitudinal), Y- (vertical), and z- (transverse) directions respectively; 
with p the pressure; p the density of the fluid; and Y the Idnematic viscosity of the fluid. The 
first term on the left-hand side of each equation is the time-change term; the next three are the 
convective momentum transport terms. Ile first term on the right-hand side is the gradient of 
the pressure (p); followed by the divergence of the viscous stresses; and lastly, the body force 
per unit mass (F) exerted by external influences on the fluid. 
A further consideration is the conservation of mass in fluid flow. In the absence of sources 
or sinks of the fluid, and taking mass to be a transferable property, the equation of mass 
conservation (the continuity equation) results: 
+ pu + 
dpv 
+ c? pw 
op 3A 
dt C9 x dy az 
(2.2) 
Eqns 2.1 and 2.2 are deemed to govern Newtonian fluid flow and form the basis on which 
transport properties of flows may be investigated. Since most engineering flows are turbulent, 
the form of the equations that govern turbulent flow is next considered. 
2.3 Turbulent Flow 
The flow is said to be turbulent (rather than laminar) when the Reynolds number (Re) is 
greater than a critical value. The Reynolds number is defined as Re where U.,.,. 
is the charactefistic velocity scale of a flow, and 1. is the characteristic length scale. 
2.3.1 Reynolds Equations 
Osborne Reynolds (1894) proposed that in turbulent flow, the instantaneous velocity at a 
point, u be expressed as a sum of the turbulent fluctuation of the velocity u! and the time-mean 
velocity U such that u=U+u. This expression pertains to other quantities (0) (e. g. pressure, 
temperature and heat flux) affected by the turbulent flow field whereupon 0= 4ý + 01. 
Substituting the expression for u into Eqn 2.1 and taking the time-average, the Reynolds 
equations result 
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19U+U9U+Vi9U+Wd9U=_l gP+VV2U_A'U* 
- 
t9u, v, 
- -, 
9u'wo 
+ F. gt 49x gy dz p '9x ax gy 9z 
(2.3a) 
C? V 'VW' 
+U 
C9V 
+V 40V +W 
9V I 40P + V, 72V _ 
OnV'U'_ dV'V'_ 
_0 +F 
40t 46X gy oz p O"y a 03ý ay 
(2.3b) 
gw 
+U 
gw 
+V 
gw 
+W 
9w 
=- 
1 9p 
+ vv 
2W 
_ 
gW* U' 
_ 
49W'V'_ 
_9W'W» + F, 
, 9t A 9y 9z p 49z A dy 49z 
(2.3c) 
The overbar symbolises the time-mean of the quantity. The time-averaged quantities are often 
referred to as Reynolds-averaged. P is the time average of the pressure (mean pressure). 
For economy of space, and the ease with which the tenrns of compact form may be 
analysed Eqn 2.3 can be written in a more compact tensor form: 
ou gui I dp zp U, ou; u.,, ! +U = --- + V- + Fj (2.4) dt I dxj p O'X, dxj dxj tk 
I I[[ IH IV v vi 
Einstein's summation notation is used. The terrns are as in Eqn 2.1 although the instantaneous 
velocities of Eqn 2.1 have been replaced by mean velocities. Also, in the case of steady(time- 
invariant or stationary) flow, term (1) is discarded. Finally, an additional term (term V), results 
from the presence of velocity fluctuations, (u') in turbulent flow. The interpretation of this term 
follows. 
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2.3.2 The Stress Tensor 
The term -p ku, is called the Reynolds stress,, so called because the resulting transfer of 
momentiun from one part of fluid to the other due to turbulent fluctuations u'j and uj, has a net 
diNasive effect on the flow - aldn to the mean, %iscous stresses expressed by term (IV) of Eqn 
2.4. The total stress (r), which includes the viscous and turbulent Reynolds stresses, can be 
expressed in a tensorial formTij - which meansTij is the stress acfing in the xj-direction in the 
plane perpendicular to the x, -axis. It is worth noting from this notation that the normal stresses 
*T.. (the Greek subscripts are used to indicate that there is no summing) act in the same physical 
sense as pressure, and can thus be lumped together with the pressure. 
ALso a second-order tensor, riv comprises a spherically symmetrical part equal to r,, /3 and an 
anti-symmetrical part ( r,, ) that is traceless ( rýjj =0). Ile latter part gives rise to the deformation 
of the fluid. Spatial variations in the velocity field OU/Blx, can also be broken down into its 
symmetrical part S,,, (the mean strain rate); and anti-symmetrical pall Y2 ý', A,, - 
(in which Q, - 
is 
the rotation tensor without deformation, and is the cyclic third-order tensor), where 
i du I 
du J). Sli - 2 i9x, dx, 
(2.5) 
With Newtonian fluids, the relationship between S, . and %ý.. is linear, with the dynamic viscosity v Ij 
M= pv as the. constant of proportionality. Therefore if the pressure (P) is incorporated as a form 
of the symmetrical part of r,,, the expression 
P8z + 2p vS,, (2.6) 'rij ii 
results. S. = Kronecker delta function equals unity if i j, and equals 0 otherwise. With the Y 
presence of turbulence, the Reynolds stresses -pu; uý have to be added to Eqn 2.6, giving 
+2pvSj -Pu 'iu, rij VJ (2.7) 
it is apparent from Eqn 2.4 that to compute the flow, the Reynolds stresses need to be 
determined. It is the determination of these stresses, termed modelling, which constitutes the 
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bulk of the effort in turbulent flow computation. IMe eddy viscosity concept of Boussinesq 
(Hinze 1975) and the full Reynolds stress transport model of Launder et al (1975) are the two 
most populm methods of computing Reynolds stresses. These will be introduced and reviewed 
in full in Chapter 3. 
Boussinesq's concept of the eddy viscosity assmnes that Reynolds stresses can be linearly 
related to the mean strain rate in analogy to viscous stresses. Hence by introducing a scalar eddy 
viscosity (Y), Eqn 2.7 becomes 
r -PJý + 2p( v+ ij V VO Sij (2.8a) 
when viscous stresses are taken into account. In high Reynolds nwnber flows viscosity effects 
decrease and the stress relation becomes 
r -P8. + 2pv, S,, 3i Y (2.8b) 
Unlike the kinematic viscosity, i/t is a property of the turbulence rather than that of the fluid and 
it may vary from flow to flow, and from point to point within one flow. Turbulence models that 
result from this concept are the most widely used (Rodi 1980). However, it is worth mentioning 
that although Boussinesq proposed a constant eddy viscosity, this can be realised only in 
homogeneous flows. In flows bounded by a rigid and impervious wall: open-channeL closed- 
duct, and free boundary-layer, the flow is not homogeneous in that zone of the domain where 
the waff exerts an influence - the boundary layer. Therefore a non-constant eddy viscosity has 
to be specified at points in the flow domain. In fact the above flow examples are of a class 
termed turbulent shear flow. This type of flow is marked by the presence of a substantial 
gradient of the predominant velocity Uj, in the direction perpendicular to the x, -axis. The 
present case of open-channel flow falls into this category Ui being U1, 
Before considering turbulent shear flows, it is worth introducing a useful quantity called the 
turbulent kinetic enew (k = Y2 u,. u, '). The derivation of its governing transport equation is 
straight-forward but lengthy, and is given in detail in Hirize (1975) and Townsend (1976). For 
steady flow, and by neglecting the buoyancy-driven transport of k, this transport equation is 
given in tensor notation as 
9 
o6k 6- du 
g2 U Ui 
46X 
+ (P'U' + U; U; u + Ul U, J=vU, 9x 2 
(2.9) 
i 
OXJ dxj i 
I I[[ Ell IV 
Terms I to IV of Eqn. 2.9 are similar to those of the momentum equations 2.4. Term I 
represents convective transport of k; term II the diff-usive transport by velocity and pressure 
fluctuations; term M the production of k by the action of the mean velocity gradients on the 
Reynolds stresses; and Lastly, term IV, the viscous term, which comprises the action of viscous 
stresses on the turbulent motion, and the dissipation (conversion into heat) of k by the velocity 
fluctuations. Term IV is often written in its isotropic form e. It can be seen that third-order 
correlations of the pressure and velocity, term IL emerge from the derivation of Eqn 2.9. The 
significance of these third and higher-order correlations in turbulent flow computation win be 
discussed further in Chapter 3. Presently, turbulent shear flow is examined. 
2.3.3 Turbulent Shear Flow 
Townsend (1976) notes that this class of turbulent flow is characterised by the 
inhomogeneity of the flow field and thus includes free turbulent flows like jets and wakes. He 
notes that the main difference between these free shear flows and wall-bounded flows (wall 
turbulence) is that free flows are governed by their spreading into the surrounding non-turbulent 
field, whereas wall turbulence is strongJy influenced ý by the proximity of the wall. As Hinze 
(1975) notes, this is a small difference as their similarity is in the way they maintain their 
turbulence - by the action of the velocity gradients mentioned in section 2.3.2. Therefore, some 
results from studies of free turbulent flow (e. g. Rodi 1972) have been cited herein. 
Fundamental analysis of wall-bounded flows was carried out on the two-dimensional boundary 
layer in the early 20th century by Prandtl (Schlichting 1968). His work has since been extended 
in application to closed-duct and open-channel flow. 
Prandtl proposed that Eqns 2.3 and 2.4 can be approximated for use in boundary layers. 
The main approximations are that the longitudinal (x-direction) length and velocity scales are 
much larger than the transverse (y-direction) ones. Eqn 23(a) reduces to 
10 
c9 u 9u 49u 1 gp g2U gV, U, 
+F 
igx ogy g Z g px e2 .. gy 
(2.10) 
Similar approximations for Eqns 23(b) and 23(c) can be obtained. These approximate 
expressions, together with Eqn. 2.9 form the basis for the analysis of wall-bounded turbulent 
shear flow. 
2.4 Turbulent Open-Channel Flow 
Ever since Nikuradse's experiments in pipe flow, the apparent complexity of the flow 
mechanisms has indicated that studies of wall turbulent flow should lean heavily on 
experimental evidence - rendering them semi-empiricaL Boundary layer analysis therefore 
reflects theoretical arguments based on empirical data (i. e. semi-empirical). Most of the 
development of turbulent boundary layer theory was derived in two-dimensional boundary 
laym. but the theory can be applied with guarded confidence to open-channel and several other 
types of flow. Indeed for such flows, Eqns 2.3(a), 23(b), and 2.3(c) can further be respectively 
approximated to 
1 gp £g 
2U 
, 9u' v' =---+V (2.1 la) ep 
19x 
gy 2 
C: gV, 
2 1 dp 
(2.1 lb) 
dy p dy 
1 9p 
(2.11c) 
p dz 
Integration of Eqn 2.11 (a) yields a linear shear stress distribution 
9u 
- pu'v» = vý, + 
dP 
gy dx 
where, T. = boundary shear stress (the shear stress at the wall y= 0), and P. = tijrne-mean 
pressure at the wall. This also shows that the shear stress comprises the viscous, and turbulent 
components. 
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2.4.1 Universal Velocity Distribution Laws 
Wall-bounded turbulent shear flows (wall. flows) are primarily distinguished by the 
presence of high mean velocity gradients near the wall. Within the wall area, as Laufer (1954) 
founct and Townsend (1961,1976) noted, the production and dissipation rates of the turbulent 
kinetic energy are much higher than at other zones of the flow further from the wall. This was 
corroborated by Kline et al (1967), using the hydrogen bubble technique. Since the production 
and dissipation rates are much higher than the convective, diffusive, and viscous transfer rates, 
the turbulent kinetic energy is said to be in equflibrium. 'I'his equilibrium determines the nature 
of the flow within and outwith these wall regions. 
In the near-wall zone (the inner region) the characteristic length and velocity scales are 
given as Y/U. and U. respectively. U. = V(-r. 1p) is the shear velocity and -r. = boundary shear 
stress as before. Near the wall, where the turbulent fluctuations decrease, the viscous stress term 
(in Eqn. 2.12) becomes relatively larger than the Reynolds stress term. The layer of flow 
adjacent to the wall is thus called the viscous sub-layer, and has the finear profile 
UIU* =y U* /v (see Figure 2.1). 
Simiarity laws (Yaglom 1979) are used to describe the velocity in the fully turbulent zones 
of the flow: Reynolds similarity, and wall sitnilarity. Reynolds number similarity follows from 
this dependence of the flow (even farther from the wall) on the fluid. viscosity. If the ratio of the 
viscous sub-layer thickness (6) to flow depth (h) is small, the defining parameters for the 
turbulent region are h, the wall shear stress (To, the velocity scale U.. 17his leads to the velocity 
distribution 
U, + U. F (y1h) (2.13) 
where U= mean longitudinal velocity; Ut = velocity of translation dependent on the flow type 
(= maximum velocity in open-channel flow). Eqn 2.13 can then be expressed as the defect law 
Umax 
-u=F (y1h) 
U* 
(2.14) 
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which is valid for both smooth and rough flows. The nature of the fimction F(y/h) can be 
determined by looking at the velocity distribution in the fidly turbulent region of the wall zone - 
beyond the viscous sub-layer. It is instructive to note that this can be obtained by several means. 
Firstly, in the near-wall zone the velocity distribution depends on fluid molecular viscosity 
(A), density (p), distance from the wall (y), the flow depth (h), wall shear stress ro, 
characteristic height of the wall roughness elements (ks), and dimensionless parameters that 
describe the shape and distribution effects of the wall roughness (cx, #... ): 
f (gAy, h, r, ) 
which can be made dimemionless 
=f (ý 
L*ý ýsý 
c ý, 6... ) (2.16) U* vhh 
and in smooth flow becomes 
Uy 
A-11 -*, ) v 
where U. yl v= y' = local turbulence Reynolds number Re. (also referred to as the 
normalised wall distance yl-). Since Eqn 2.14 applies in the outer region of flow, Millikan 
proposed in the 1930s that there exists a region wherein Eqns 2.14 and 2.17 equally apply for 
flows of moderately high Reynolds number (U.. h I v). Matching the two functions FCy/h) and f 
(U. y I v) leads to the expression 
U. y y U. f (L-")= U. F (ý-) + U, 
vh 
(2.18) 
Bearing in mind the dependence of U on the Reynolds number and ks in the inner zone, the 
only possible forms of F60i) andf (U. y I v) are the logarithmic functions 
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U. y 1 U. y (: =" )= -In ( +A (2.19) vKv 
In (y+ A' (2.20) 
in whichK= von Kannan's univenal. constant (- 0.4), and A (- 5.0 - 5.3), and A' are empirical 
constants. Equilibrium layen (Townsend 1961) have a region within which the shear stress 
changes only slightly from the wall shear stress -r. and can effectively be considered constant. 
When this region of constant stress is taken into account for the fully turbulent part of the flow, 
the expression for U becomes 
I In( U. y +A 
Ic v 
(2.21) 
This is known as the law of the wall for the fully turbulent regions of wall flows. Grass (1967, 
197 1) further notes that this law is strongly dependent on Reynolds number simýty and 
applies to where the constant stress layer can be distinguished. 
We can, secondly, derive the U velocity distribution of Eqn 2.21 by analysing the temas of 
the turbulent energy equation (Eqn 2.9) using experimental results of Kline et al ( 1967) and 
Perry et al (1969), and Townsend (1976). Noting the existence of an equilibrium layer, wherein 
terms M and IV of Eqn 2.9, are of the same order of magnitude and much larger terms I and H 
the equation 
u0u# 
duz 
=C 
1j 9x Ic i 
(2.22) 
results. It shows the relationship of the mean and fluctuating flow fields. Assuming that the 
region of equilibrium. is small compared to h, and that the primary shear stress (-u, 'u, = -u'v*) 
is almost constant and equal to wall shear stress T., it can be concluded that production and 
dissipation processes depend on U*, y and P. By dimensional analysis the resulting functions are 
du U* U, v 
=fC: 
-ý) 40y Ky v 
(2.23a) 
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-U' V, = U, (2.23b) g (-: - -- ) v 
U3 U*y 
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Eqn 2.23(a) is equivalent to Eqn 2.17. Beyond the viscous sub-layer(at large U,, yl v), e 
becomes solely a cubic fimction of U. and y. Therefore, within the constant stress layer, the 
energy equation shows that 
du U* 
(2.24) 
dy i ry 
Integration of Eqn 2.24 yields Eqn 2.21. 
Thirdly, Prandtrs mixing length hypothesis (also see Eqn 3.3), in which the turbulent shear 
stress is linked to the mean velocity field by an equivalent eddy viscosity as in Eqn. 2.8 
-u OV, = 
12 
du I oul 
(2.25a) 
4ýv 
I dy I 
vt 
du 
(2.25b) 
O"Y 
(where I= mixing length =Ky near the wall) can be used to derive the velocity distribution by 
setting -u'v' = r,, and integrating Eqn 2.25.1 is assumed to be small compared to the scale of 
the mean flow (the macroscale) - typified by h. Ile resulting U distribution obtained by 
integration, is identical to Eqn 2.21. 
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One last method of deriving Eqn 2.21 makes use of von Karman's similarity theory, in 
which the mixing length (b is taken to depend on local values of U, dU/dy, d2TJ/dy2 ... -leading 
to a dimensionless group (p(I (d2TJ/dy2)/(dU/dy)). Assuming that vertical and horizontal velocity 
fluctuations are equal, Prandlt's expression, Eqn 2.25(a), can be derived (see Schlichting 1958, 
p. 551). Again, integration of Eqn 2.25, with the assumption of the constant stress layer yields 
the law of the wall of Eqn. 2.21. 
Millikan's assumption, in the first of the derivations of Eqn. 2.21, of the overlap region for 
inner and outer flow regimes neglects the fact that Eqn. 2.14 is dependent on upstream 
conditions by virtue of the large outer eddies' longer lifetime, whereas Eqn. 2.17 is not. This 
shows their mcompatibility and hence the invalidity of the first derivation based on the 'region 
of overlap' concept. Bradshaw and Huang (1994) expound on this, and further note the 
unrestricted applicability of Eqn. 2.21 when Eqns 2.17 and 2.23(a) are used in its derivation. 
Next, questions on the 'smallness' of I (Grass 1967) have been raised by Batchelor for the 
plane-wall boundary layer and pipe flows. So have points questioning the validity of the local 
turbulent kinetic energy equilibrimn - in which diffiasion is negligible - as the results of Mine et 
al (. 1967) show substantial diff-usion in the near-wall region. Furthermore the thickness of the 
layer of constant stress may not be small relative to the depth of flow (h) as in the comer r4on 
(Bragg 1969). These questions, coupled with the fact that original derivation of the law was for 
two-dimensional boundary layer flows, mean that Eqn 2.21 has to be modified to be applicable 
for open-channel flow in which three-dimensional effects are not insigrfficant (ftirther analysis 
of this is given in Chapter 7). Despite all these misgivings, Eqn 2.21 accurately predicts mean 
velocity distributions (Townsend 1976, and Bradshaw and Huang 1994) in the turbulent wall 
zone. 
Coles (1956) noted that flow structure farther from the wall, in the outer zone, was similm 
to that in wakes. He proceeded to fit data to Eqn 2.14 by including a function of the wake 
parameter (M such that Eqn 2.14 becomes 'the defect law of the wake' 
u 
-u 
1 
h, (y 
211 2 7r Y MIX + Cos (2.26a) 
U* Kh ic 2h 
211 
jy/ _Sin 
2(7ýý) (2.26b) 
K 2h 
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where ý(y/h) is the 'wake ftmction'. Steffler et al (198 5), Nezu and Rodi (1986) and Cardoso et 
al (1989) experimentally verified the validity of Eqn 2.26(a) in open channel flows by fitting 
their data to it. They found that the semi-empirical parameter Fj is a function of the Reynolds 
nwnber. (Rem = 4hUm/j/) up to Rem = 200 000. Beyond this, II is constant and equals 0.2. 
The form of the wake term of Eqn 2.26(a) is obtained by comparing the trigonometric 
function 1+ sin[ (2 % - 1); r/2] to an experimentally determined function in a typical wake. 
This yielded the wake function, Eqn 2.26(b). By assuming that U. occurs at y=h and 
subtracting the UIU. - from the U. 1U., -equation, Eqn 2.26(a) is obtained. Bradshaw (1974) 
quotes a function of F1 that gives a more realistic result of dUl Z3ý =0 at y= h, unlike 
t9U/ ! ýý ;e0 when the trigonometric Eqn 2.26(b) is used. It is emphasised that F1 is a semi- 
11. empirical parameter wbich does not necessarily give Eqn 2.26(a) the universality of Eqn 2. ý 
Y/h 
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Figure 2.1 A Typical Mean Velocity Profile: Re. = 9.2X 104 (After Tritton 1988) 
Figure 2.1 illustrates the mean velocity distribution over in a boundary layer. It shows the 
linear distribution in the viscous sublayer, the logarithmic law (Eqn 2.21), and the outer region 
wake law (Eqn 2.26b). 
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2.4.2 Turbulence Intensity Distributions 
Turbulence intensity is defined as the root mean squared (rms) value of the velocity 
fluctuation (u' ), I 
i. e. U IMS 
V7; V "ns 
V7; W,, 
s = 
V=w2. It is thus linked to the normal 
Reynolds stresses. Most of the first turbulence intensity measurements were in pipes (1, aufer 
1954), and closed ducts (Laufer 1951, MacQuivey and Richardson 1969, and Hussain and 
Reynolds 1975) by hot-wire anemometry. In open channels measurements have been 
undertaken using the hydrogen bubble technique Grass (1971), and by hot-film anemometry, 
Nezu (1977). Laser Doppler Anemometry (LDA) was used by Steffler et al (1985), Nezu and 
Rodi (1986), and Cardoso et al (1989), and the effect of roughness on turbulence intensities 
was investigated by Wang et al (1993). Hoohlo (1991) took IDA measurements for smooth 
flow in the present cross-section. 
Universal laws for turbulence intensity distributions in the fully turbulent wall zone have 
been empirically derived (Nezu, 1977, and Nezu. and Rodi 1986). nese are based on the 
assumption of energy equilibfium in the wall zone (Nezu and Nakagawa 1993). Ile intensities 
in the three directions are given be the exponential relations 
Urms 
= D,, exp(-C, - 
V) (2.27 a) U* h 
Pýms. 
= D, exp(-C. 
Y) (2.27b) 
U* h 
wy 
(2.27c) "ns = D,, eXP(-Ck ul h 
where D., D, D, and Ck are empirical constants derived from measurements in two- 
dimensional ducts in the depth range 0.1 < y/h < 0.6. Using pipe flow data of Laufer (1954) the 
constants were evaluated as Du = 2.305 D, = 1.275 Dw = 1.63, and Ck = 1.0. They have proved 
to be independent of the Reynolds and Froude nwnbers. 
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2.4.3 The Effect of Wall Roughness 
To account for surface roughness, Prandtrs original functional (Eqn 2.16) is recalled. In 
the near-wall zone, the flow is determined by parameters Uo, y/ks, cr, #, etc.. Since the effect of 
roughness is dependent on whether the roughness elements protrude into the flow, beyond the 
viscous sub-layer, a local Reynolds number (U. k. / y) indicates the extent to which flows are 
affected by the roughness - and hence which parameters characterise the mean near-wall flow 
(see Schlichting 1968). For U. k., Iv<5 the surface is hydraulically smooth and Eqn 2.17 
applies. For U. k,, /v> 70, the surface is hydraulically rough and UIU. = ftylk, ix'fi ... ). Lastly, 
when 5: 5 U. k,, /v --ý 
70, the flow is in the transitional regime between smooth and rough flow 
and UIU* = f(U*yl vylk.,, Therefore, by eliminating the effect of viscosity in rough 
flow, whence UIU* = flylk, and using the arguments used to derive Eqn 2.2 1, the 
mean flow distnbution becomes 
U=1 
In (Y) +. B. U. Ic k, 
(2.28) 
Bs is a universal fimction of roughness shape and distribution parameters a and 6. Perry et al 
(1969) classified boundary roughness into two types W-type (e. g. sand roughness) and V-type 
(e. g. regular roughness stdps). In the present study, V-typc roughness is examined, and the 
roughness length ks is often called the sand roughness. For a given roughness, this is the size of 
uniform sand-grains which would induce the same wall shear stress under similar flow 
conditions. Figure 2.2 shows Nikuradse's (see Yalin 1977) plot of Bs as a function of (U. k,, / v) 
indicating the dependence of Bs on the roughness regime of the flow. For fully rough flow 
when U. k, /v> 70, Bs has a constant value - 8.5. 
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Figure 2.2 Bs versus (U*li, /Y) (After Yalin 1977) 
The problem of determining the ofi& (y = 0) for the velocity profile (at which U= 0) has 
been studied extensively, most notably by Perry et al (1969), Grass (1971) Kamphuis (1974), 
and Jackson (1981). By noting that the presence of roughness leads to a displacement of the 
velocity profile, y in Eqn 2.28 is then replaced by (y - Ay), where Ay is the displacement 
thickness - the amount of shift the velocity profile undergoes due to the roughness (see Figure 
2.3). It is equivalent to the height at which the mean drag of the roughness elements equals the 
wall shear stress. Although strongly dependent on the density of the roughness elements' 
distribution, Ay is usually taken to be 0.3 times the roughness height. 
Umax 
h 
Wake layer 
z 
Wall layer 
Interfacial layer 
AY 
IF 
F-16-ure 2.3 Regions of the Rough Wall Flow (not to scale). 
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Thus far, only two-dimensional flow has been exan-dned. Open-channel flow represents a 
departure from this. The effect of the side walls' traction is to alter the flow structure as 
demonstrated by Grass (1967,1971). This introduces lateral flow inhomogeneity hitherto 
unaccounted for in the analysis. Furthermore, the presence of the free surface further reinforces 
the three-dimensionality of the flow with subsequent bearing on the velocity and boundary 
shear stress distributions. 
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(Nezu and Rodi 1985) 
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(c) Open Channel, B/h=2 
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2.4.4 Secondary Flow 
Secondary flow is the additional mean flow in the plane perpendicular to the primary 
longitudinal (x, or x) direction whose existence was first noted by Nik-uradse. He predicted - 
and was subsequently proved right (e. g. Einstein and Li 1958, and Leutheusser 1963) - that this 
flow seems to have a substantial effect on the mean longitudinal flow and the boundary shear 
stresses. Secondary flow results, firstly, from the action of centrifugal forces in curved channels 
and meandering rivers; and secondly, from anisotropy of the turbulence imposed by the rigid 
wall and free surface boundary conditions. In 1952, Prandd labelled these 'the secondaiy 
cuffents of the first and second kind' respectively. Bradshaw (1987) gives a review of both 
types. Since the present channel is straight, only the turbulence-driven secondary flow is 
considered. 
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Figure 2.5 (a-d) Secondary Currents: Duct and Open Channel Flow - As in Fig. 2.4 
(Nezu and Rodi 1985) 
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Figures 2.4(a-d) illustrate the effect of the secondary flow on primary mean velocity in 
open channels due to Nezu, and Rodi (1985). In these figures, the contour lines join points of 
equal velocity. T'he contours bulge towards the side-walls and comer zone. This is due to the 
movement of higb-momentum fluid from the channel centre towards the comer. The plotted 
secondary flow vectors in Figwes 2.5(a-d) do indeed show a general movement of fluid into the 
comers. 
The general lowering of the velocity maximum away from the free surface is due to the 
presence of the free surface itself. Comparisons with the duct flow contours illustrates diis. This 
velocity 'dip' is also indirectly caused by the secondary flow - as illustrated in the flow chart of 
Figure 2.6. 
To analyse the secondary flow effects illustrated in Figure 2.4, the mean streamwise 
vorticity is exannned. The equation for streamwise vorticity is derived by differentiating Eqn 
2.4(a) with respect to z and Eqn 2.4(b) with respect to y, and chminating the pressure term by 
subtracting one result from the other (cross-differentiation). The result is the equation for 
streamwise vorticity (Q. ): 
v 
(10)C 
+w 
(", 
X = ox 
9u 
+0y 
9u 
+ QZ 
gU+ 
VV2 0x 
gy gz 9x 
igy az 
2 e2 d2 
(2.29) 
Z 
(V'2 w 
2)+ 
2 
)V, W, 
O'Y dz z OY 
VII 
where 
Qx = 
dw- 40V 
C-ly gz 
vin 
(2.30) 
The first two tenns on the left-hand side of Eqn 2.29 represent the convective transport of Q.. 
The first three terms on the right-hand side represent the generation of streamwise vorticity as a 
result of curved longitudinal mean streamlines. They are usually found in both laminar and 
turbulent flows in flows with longitudinal curvature, and are thus neglected in the present 
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production of 0, by the anisotropy of the normal Reynolds stresses in the plane perpendicular 
to the longitudinal direction (x). Term VIII suppresses the generation of secondary flows. Nezu 
and Nakagawa (1984) experimentally verified the roles of terms VII and VM whilst Demuren 
and Rodi (1984) verified them numerically. 
By noting that the terms of Eqn 2.29 are at least and order of magnitude smaller than terms 
in equations for Dy and Q., Gessner (1973) deduced that the anisotrpoy of the normal 
Reynolds stresses (v" - -"7") does not greatly affect secondary flow generation. Generation, he 
inferred., must depend on the transverse gradients of the Reynolds stresses. Gessner's analysis, 
while accurate, is only part of the description of the secondary flow generation mechanism. 
Figure 2.6, due to Nezu and Nakagawa (1993), illustrates the complexity of the various 
processes associated with secondary flow. It shows that the anisotropy (v 
2_W2 ) affects the 
Reýmolds stress v'-vv' which leads to secondary flow according to Eqn 2.29. As the secondary 
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Figure 2.6 Generation Mechanism of Turbulence-d riven Secondary Flow 
(After Nezu and Nakagawa 1993) 
currents become established, they extract momentum from the primary mean velocity U and 
affect its distribution. This in turn directly influences the shear stress distribution at the bed -rb). 
(17,2 ,2 indeed variations in r,, ar%, known (Columbini 1993) to increase ffie. ar&, -jtivijy 
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thus further increase secondwy flow generation. Launder and Ying (1972) noted that the 
magnitude Of (V, 
2_W, 2) 
normalised with U, is constant for different flow types. 
The complex inter-dependence of secondary flow and boundary shear stress distribution 
has been analysed in phenomenological models of Eqn 2.29, starting with Perkins (1970). His 
work, followed on by Townsend (1976) and Gerard (1978), was aimed at deriving a universal 
function for the vorticity generation term (v 2_W, ') in the form 
w2_v2-f 
un. (y/L) - a,, - 
up V, 
U2 U2 (2.31) 
where L is a characteristic length at which v" = w' 2, and is approximately equal to the flow 
depth (h). a, = an empirical constant - 1. U. is the local shear velocity at the point of the wan 
nearest to the point of consideration. Perkins concluded that any lateral perturbations of L or 
U, affect the production tenn VU of Eqn 2.29. 'Iberefore any perturbation of L, such as the 
lateral variation of the geometty, results in the production of secondary flow. 11fis is the self- 
perpetuating mechanism by which sand ridges are formed in channels with mobile beds. 
(ýý _ 
;;; -i)/U2 
On the other hand, Gerard (1978) also derived an expression for * by 
assuming, a priori, a sinusoidal lateral variation of z,, (or U. ). It follows from the results of 
Perkins (1970) and Townsend (1976) in which the boundary shear stress increases in the region 
of secondary currents' downflow and decrease in the region of upflow. Knight and Paters 
(1985) results and analysis also show this relationship. However, this is an inadequate model 
since its derivation does not take into account the effects of the side wall, the free-surface, and 
bed roughness. It is purely empirical, and has to be applied with caution to other cross-sectional 
shapes. 
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The present study seeks to investigate the type of link between boundary shear and the 
secondary flow pattern without a priori assumptions. The geometry effect on the generation 
mechanism, as shown in Figure 2.6, is accounted for by analysing the effect of lateral wall 
curvature, and the presence of the bed/wall comer on the mean and turbulence quantities. The 
role of the free-surface and bed roughness on secondary flow (and hence boundary shear), is 
also accounted for. The generation term (ýý-; ý2) is computed accurately by direct 
computation of all the Reynolds stress components, r,, using a non-linear form of T,, (Eqn 2.8) 
in the two-equation kne model (Baker and Orzechowski 1983, Speziale 1987,1991) - see 
Section 3.4. Naot and Rodi (1982), and Demuren and Rodi (1984) used more complex 
Reynolds closures to compute the components. Nonetheless, it is apparent that the secondary 
flow patterns of open-channel flow need to be modelled accurately in order to produce a 
realistic distribution of the primary velocity, and the boundary shear stress. 
2.4.4 Coherent Structures 
Experimental studies (e. g. Grass 1967,1971, Kline et al 1967, Saga et al 1991) have 
revealed the existence of large eddy structures termed coherent structures. In his 'Attached Eddy 
Hypothesis', Townsend (1976) refers to them as energy-carrying eddies attached to the wall. 
They are thought to originate from the instabilities of the viscous sub-layer (Robinson 1991), 
and develop into large eddies spanning and affecting the whole depth of the boundary layer 
(Perry and Chong 1982) as they are swept along by the burst-cycles generation mechanisms of 
the inner wall zone (Nezu 1977, Smith et al 1991, Nezu and Nakagawa 1993). Their life-span 
is thought to approach that of the large energy-carrying eddies of the turbulence. 
Several investigators have linked the production of Reynolds stresses in the near-wall zone 
to the varying stages of their existence (Robinson 1991). However how the burst sequence and 
evolution of these structures lead to the logarithmic mean proffle is not known (Perty and 
Chong 1982, Smith et al 1991). This has lead to a number of imperfect models (e. g. Perty et al 
1991), which attempt to use coherent structures to model the near wall mean flow. 
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It is clear that the coherent structure approach to flow modelling is more relevant to 
modelling flows where geometric effects are substantial than existing Reynolds-averaged 
turbulence models (see Section 3.2). However, for the present study, it is felt that they are not 
sufficiently developed enough to enable quantitative predictions of the near-wall zone. They can 
only be used to qualitatively describe the flow structure near the wall (e. g. Saga et al 1991) as 
in Chapter 6. 
2.5 Boundary Shear Stress 
To complete this re-view of the governing laws for open-channel flow, it is appropriate to 
review previous methods of detemiining local boundary shear stresses to be compared to the 
average shear stress value given by 
ro =pgRSf (2.32) 
where g= gravitational acceleration, R= the hydraulic radius = the ratio of the cross-sectional 
area (A) to the wetted perimeter (P); and Sf = energy gradient which equals the bed slope (S,, ) 
in uniform flow. Ile slope Sf reflects the loss of mean fluid energy to fiiction induced by the 
channel boundary. Eqn 2.32 is obtained by balancing the net effect of gravity on the fluid with 
an equal and opposite 'tractive force' exerted by the fluid at the channel boundary. Chow (19 59) 
notes that du Boys was the first to derive this concept. 
Replogle (1964), and Hoohlo (1991) give a detailed review of methods based on the usage 
of universal velocity distributions Eqns 2.14,2.21 and 2.26 to determine the local boundary 
shear stresses. These will hereafter be called velocity gradient methods because they rely on 
calculating the velocity gradient near the wall from measured profiles. They are semi-empirical 
in nature. Direct experimental measurement of boundary shear stresses have been undertaken 
by practitioners such as Ghosh and Roy (1970), Knight (1981), Knight et al. (1984), and 
Knight et aL (1994). 
2.5.1 Boundary Shear from Velocity Distribution 
Of the velocity gradient methods, the most prominent is that of using Eqn 2.21 for the 
smooth boundanty - and Eqn 2.27 for rough boundaries - at two distances from the waU to 
obtain the shear velocity at that cross-section from the relation (also see EI-Zaemey 1991) 
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- 'U*j 21 
U* K Y2 
(2.33) 
Several difficulties with using Eqn 2.33 have to be pointed out Its usage relies on the accurate 
detennination of the measurement points which is difficult when the boundwy is rough - as 
mentioned in the discussion of Eqn 2.28. Secondly, the validity of applying the inner law to 
flow points that probably fall into the outer-zone, as can often be the case since U. is unknown, 
is questionable. Furthermore, Eqns 2.21 and 2.28 have been shown to be strictly applicable to 
two-dimensional boundary layers whereas open channel flow is inherently three-dimensional. It 
is thus no surptise that there is a wide discrepancy in boundary shear values calculated by 
gradient methods akin to Eqn 2.33 as concluded by Hoohlo (1991). Therefore, Eqn 2.33-type 
formulae may be used merely to indicate the level of boundary shear stresses. 
2.5.2 Friction Laws in Open-Channel Flow 
As a result of the inapplicability of velocity gradient methods, validation of the boundary 
shear stress results of the numerical model of Chapter 7 will lean on comparing computed and 
experimentaUy-detemiined values of two coefficients of friction C,,, and X. Validation also uses 
what is termed the shear force. 
Friction Factors 
Firstly, C. the ratio of the boundary shear stress and the maximum dynamic pressure, is 
given by 
Cf - 
ro 
-= 2(- 
U, 
2 (2.34) 
1/2 PUm2. Um2ax Max 
where, from Eqn-242, 
, r. =pu2 *9 (2.35) 
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and that U. is the maximum velocity (on the profile) at the point of consideration. This 
definition of Cf follows: from that derived for two-dimensional boundary layers. It thus poses 
the question of whether it is truly applicable to open channel flows. 
The Darcy-Weisbach ffiction factor (X) is the constant of proportionality that links the 
energy slope (Sf) to the bulk mean (i. e. averaged over the cross-section) velocity head 
[12 12g) such that m 
U2 
m 
(2.36) 
Eqn 2.36 defines X as a bulk flow parameter which cannot be used to determine detailed shear 
stress distribution across the boundary. However, in channels with a roughened bed, the 
Vanoni-Brooks separation technique, detailed by Alvarez-Hemandez (1990), is used to 
determine values of X for the bed and wall - Xb and X,,, respectively. This is done by assuming 
that in a channel there are independent zones, some in which the bed's traction acts, and others 
in which the traction of the wall acts. These zones all move at the bulk velocity U,,, to avoid 
shearing between them, and have respective ffiction factorsA. and A,,,. The equivalent sand 
thction factor (X, ) is given by the relation 
P, Ab + P,, A,, 
p- Pw b+ 
(2.37) 
where Pb = wetted perimeter for the bed, and P, = wetted perimeter for the side-walls. 
Comparisons of these factors in flows studied by experimental measurementý with those of 
computed flows, wiU be made in Chapters 6 and 8 in order to indicate the accuracy of the 
computational model. 
Shear Force 
Ile shear force for a given section of the boundary is the traction exerted by the said 
boundary section on the fluid. In open-channel flow, it is used to detem-dne the relative 
contributions of the bed and walls to the total traction - SFb and SFw respectively. Gosh and 
Roy (1970), Knight (1981), and Knight et aL(1984) studied ffiction laws in rectangular 
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channels, and Knight et aL (1994) in trapezoidal channels. Their studies concentrated mainly on 
the direct measurement of boundary shear using Preston tubes (Knight and Patel 1985). 
The studies are aimed at deriving semi-empirical laws of how the total boundary shear 
force is separated into its waU and bed components 
P rb +Jý T bww 
Pb + Pw 
(2.38) 
whereTb= average boundary shear over the bed, andT, = average boundary shear for the side- 
walls. T. is the cross-sectional average boundary shear stress, Eqn 2.35, for channels with rough 
beds. Based on this relation, the separation of shear forces leads to the expression 
SF + SF,,,. b 
where SFTis the total tractive force per unit length of the channel. 
(2.39) 
Figure 2.7 gives the lateral boundary distribution measured by various practitioners quoted 
by Nezu and Nakagawa (1993). Nezu and Rodi (. 1985), and Steffler et al (1985) presented 
similar measured open-channel distributions. It shows a clear difference in boundary shear 
distributions ( rb /r ,, 
) in open- and closed-channel flows. The maximum shear stress in open 
channel flow occurs at or near the channel centre. Also, for open-channel flow, a local 
minimum and maximum occur before the stress dips to a minimum ( rb / z-_, 0.8) near the 
comer. This distribution can be accounted for by noting the coincidence of z,, finima and ,, mi 
maxima respectively with upflow and downflow regions of secondary flow cells. Although, 
unlike with rectangular ducts, the present channel does not have a right-angled comer, a stress 
distribution similar to that Figure 2.7 is to be expected. This is tested in computations presented 
in Chapter 8. 
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Figure 2.7. Boundary Shear Distribution. Open-Channel and Closed Rectangular Ducts 
(After Nezu and Nakagawa 1993) 
Lastly, the separation of the side-wall and bed ffiction forces by integrating local shear 
distributions like those of Figure 2.7 for the wall and for beds gives a clear indication of the role 
of shape in the form- of aspect ratio (cx. = B/h). Figure 2.8, due to Knight et al (1984), indicates 
this. A channel is said to be narrow if a is less than a critical value (approximately 5.0; Nezu 
and Nakagawa 1993), and wide otherwise. However a further problem is that the aspect ratio 
for the present channel can not be easily specified due to the curvature of the side walls. The 
results of the experimental study are, therefore, used in Chapter 8 to indicate the appropriate 
definition of a. 
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a Nonetheless it is notable that, however defined, cc indicates the nett effect of the rigid 
boundaries on the flow, through the boundary's influence on the normal shear stres&es. As 
(of Eqn 1.31), Figure secondary flows are dependent on the normal Reynolds stress anisotropy 
2.8 indirectly links the effects of secondary currents on the general distribution of boundary 
shear forces. This fact is used with others to derive an appropriate definition of a. 
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Figure 2.8 Side-Wall Friction Force versus Aspect Ratio((x = B/h). (After Knight et at 
1984) 
The empirical function, SF, expresses SF,, as a function of a given by Knight et al (1984). 
It is expressed as 
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F SF =ýw=0.01 exp(- 3.23log( a+ 3) + 6.146)-E(fi), (2.40) SF7. 
where 
E(6) = tanh(7rfl) 
(tanh( 70) _ p)2 
2 
and 
I- 0.2log( 
kb 
(2.42) 
k.,, 
kb, and k,, are the equivalent sand roughnesses for the bed and wall respectively. Eqn 2.40 is 
plotted in Figure 2.8. It shows that the tractive wall force increases as the aspect ratio decreases 
(and the wall perimeter rises), regardless of the relative bed-to-wall roughness (kb/kw). For the 
smooth bed, SF is simply the ratio of the wall perimeter to the total perimeter (P, /P) and as W 
such does not reveal other effects, including that of the wall curvature. 
2.6 Summary 
It is clear from this review that the investigation of turbulent flow in open-channels leans 
heavily on experiment. This is not only due to the intractability of the non-finear Reynolds 
equations (Eqn 2.4), but also a result of the problem of calculating the Reynolds stresses in Eqn. 
13. Resolution of flow scales from the small dissipation-range eddies to the large engineering- 
size lengths is yet another obstacle in the way of both analytical or direct numerical solutions of 
Eqn 2.3. This serves to explain the large amount of research effort that has been invested in the 
numerical solution of both the original instantaneous Navier-Stokes of Eqn 2.1 and 2.2, and the 
Reynolds-averaged equations 2.3. These methods are re-Aewed in full in Chapter 3. 
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CHAPTER 3: MODELLING OF TURBULENT FLOW 
3.1 Introduction 
As stated in Chapter 2 the present flow is fully turbulent and the governing equations (Eqns 
2.1 and 2.3) are non-linear and difficult to solve analytically. Recourse is then made to the 
modelling of the flow. Modelling fans into two categories: (a) direct solution with resolution of 
all the scales of flow; and (b) Reynolds-averaged modelling. Direct solution involves two routes; 
one which involves the solution of the instantaneous velocity field - termed Direct Numerical 
Simulation (DNS). Present computer capabilities imply that only low Reynolds number flows 
can be computed in this manner. With Large Eddy Simulations (LES), the second route, only 
the large scales of the flow (which require less spatial resolution) are solved, and the smaller 
scales are modelled by subgrid scale models. LES also require large amounts of resources, and 
can thus not be easily used in engineering-scale flows. 
Rodi (1980), and Speziale (1991) give authoritative reviews of turbulence modelling based 
on Reynolds-averaging. Reynolds-stress closure, as this modelling is also called, is aimed at 
evaluating the Reynolds stresses which appear in Eqn 2.3. Numerous popular models are based 
on Boussinesq's eddy viscosity concept (introduced in sub-section 2.3.2). However, there is a 
second class of models in which the Reynolds stresses are evaluated by solving transport 
equations for the Reynolds stresses. These are introduced in sub-section 3.3.2. 
The chosen turbulence Yrnodel for the present study is the non-finear two-equation k-C 
model. It is explained in Sections 3.3 and 3.4. 
3.2 General Reynolds-Stress Closures 
It is appropriate to introduce the concept of eddy-diff-usivity at this stage. As with the eddy- 
viscosity conceptý in which the transport of momentum by the turbulent fluctuations is assumed 
proportional to the velocity gradient (see Eqn 2.8), it is assumed that the diff-usive transport of 
any quantity o (e. g. heat, enthalpy, mass, turbulent kinetic energy, or other turbulence species) 
occurs down the spatial gradient of 0. This is termed the gradient diff-usion hypothesis and is 
expressed as 
34 
jo 
= 
FO 
do 
ex 
J 
(3.1) 
where F, is the turbulent diff-usivity of the quantity 0. The diffusivity is linked analogously to 
the eddy viscosity (Y) by the expression 
V 
FO t 07t (3.2) 
in which a, = the Prandtl number in heat and turbulence transport; and the Schmidt number for 
mass transport. This formulation simplifies the expression for the diflusive properties of the 
turbulence, and will be seen to be quite amenable to numerical formulation and computation in 
Chapter 4. 
3.2.1 Zero-Equation Models 
Zero-equation models are those in which closure is achieved without the solution of 
transport equations. Prandtl's niming length hypothesis, alluded to in Eqn 2.25, is based on the 
assumption that a velocity fluctuation v is proportional to the gradient &U/8y (in two- 
dimensional flow) such that: u= IOU/Oy, where I= the mixing length over which a pocket of 
fluid does not loose momentum. It is thus a characteristic length of the large scale flow at a 
point; in as much as v is the velocity scale. The eddy viscosity of the flow is equal to the 
product of v and I: 
12 6? 
U 
(3.3) 
Therefore, closure for primary Reynolds stress u'v' (= Pt &U/Oy) is achieved, as in Eqn 2.25, 
through the expression 
_UP V, = 
12 
ou ou 
gy dy 
(2.25a) 
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The problem now becomes aw of specffying L Firstly, Prandtl specified that I= KY 
(K= von Karýan constant = 0.4) near the wall for flows bounded by a rigid boundary, where y 
is the distance to the wall. N-ikmdse (Schlichting 1968) later derived an empirical relation 
1=0.14 
_ 0.08(1 _ 
Y)2 
- 0.06(1 - 
y) 4 
h 
(3.4) 
which can be approximated toKy in the fully turbulent zone near the wall (y/h. < 0.2). Closer to 
the wall where viscous effects dominate, Van Driest applied a damping of I such that 
Ky [I - eXp(- 
YU *)] (3.5) 
vA 
where A= empirical constant = 26, and U. - the shear velocity. 
Prandtl's expression for 1, together with Eqns 3.4 and 3.5, were derived for two- 
dimensional boundary layer flow and are thus unsuitable for flows in more complex geometries. 
For example, in Eqn 3.5 U. cannot be easily specified in flows near comers where more than 
one wall influences the flow. Therefore, in general, mixing length models are not suitable for 
layers with high convective-diffusive transport, and flows wherein the mixing length is difficult 
to specify. Instead their role is limited to that of checking predicted flow in zones away from the 
comers. 
3.2.2 One-Equation Models 
To account for the transport of turbulent quantities, a model which determines the 
fluctuating velocity scale from a transport equation is employed. The eddy-viscosity concept 
was invoked such that Yt is expressed as a product of the large-scale turbulent motion velocity 
scale (qTffied by A), and the corresponding length scale (L): 
N/k L (3.6) 
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where c,, 'is an empirical constant. The turbulent kinetic energY) k7 is determined by solving its 
transport equatior4 Eqn 2.9, 
c? k ul uj P, - 40u, " 16u, Ui- ull (ii+. E--)] - K, U; -v-. 
ýu 
i (2.9) 
dx, 9xi 2p dx., dxj 9xi 
I I[[ III IV 
in its modelled form 
Ui _Z? 
k 
_dv, 
dk 
Vt 
du 
+ 
Cýuj. gu 
CD 
k 3/2 
(3.7) 
dx. dxi'c Oxj 46X gx, 46xj L Iki 
I I[[ III IV 
In Eqn 3.7 term I represents the convective transport of k, term H is the gradient diffusion 
model of the diflusive term in Eqn 2.9 (based on the eddy diffushity concept of Eqns 3.1 and 
3.2), term M is the production term of k (the modelled form in Eqn 3.7 based on the eddy 
viscosity concept), and term IV represents the isotropic dissipation rate of k- discussed further 
in sub-section 3.2.2 below. cDis an empirical constant linked to c,,, ' by the expression cD c,, ' = 
0.3 for most shear flows. 
Eqns 3.6 and 3.7 lead to the specification of the Reynolds stresses if the length scale, L, is 
known. In fact we are justified to use a macro-scale L to model the dissipation s (which occurs 
at the small flow scales) purely on the assumption that the dissipated energy originates from the 
large scales and cascades down the eddy sizes, and is therefore determined by the macro-length 
scale. Serni-empirical methods of determining L (see Rodi 1980) suffer from being complex, 
and non-reflective of the convective and diffusive flow processes. For example in zones of high 
dissipation, small-scale eddies are destroyed, which implies an increase in the eddy size (and L 
itself). Semi-empirical models cannot predict this effect. A transport model for L is thus the 
next best solution. 
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The two equation k-e model solves a second transport equation (Eqn 3.18, discussed later 
in Section 3.3.1) for the rate of dissipation 
CD 
k3ý1 
(3.8) 
L 
from which the eddy viscosity is deternfined (according to Eqns 3.6 and 3.8) 
k2 
(3.9) 
The empirical constant c. is taken as 0.09. Tlds is the preferred turbulence model in the present 
study. It is introduced in M in Sections 3.3 and 3.4. However, prior to diat, the closures based 
on the full transport equations for the Reynolds stresses, also called second-order models, are 
introduced. 
3.2.2 Second-Order Models 
In 1951 Rotta attempted a statistical treatment of turbulent shear flow. By mainly using 
KolmogoroVs statistical ideas from the 1940s, he proposed the now familiar transport equations 
for the Reynolds stress (z,, = u, 'u, ') (see Daly and Harlow 1970, Hinze 1975, and Launder et al 
1975). 
Full Reynolds Stress Model (RSM) 
The full Reynolds stress transport equation is given by (see Hinze 1975, Daly and Harlow 
1970, and Speziale 1991) 
or.. 
4ou 
gu dc d, 
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where Pij = the pressure-strain correMon, andCijk= the diffusion correlation (incorporating the 
diffiusive transport by both the velocity and pressure fluctuations), both given respectively as 
Cqu" i6u, + dxj 69x, 
c --, ý '''+P Ic + P'Ui gik (3.12) lik UiUjUk i 
The terms on the left-hand side of Eqn 3.10 are the fanffiar rate of change, and convection 
respectively. The first two temis on the right-hand side are the Reynolds stress production 
tenns; and the last represents the -viscous destrucfion of the Reynolds stresses. 
The dissipation rate of the turbulent kinetic energy, cijq is embedded in Term IV of the 
kinetic energy transport equation (Eqn 2.9) 
2 
u 
vu, ' -- 
L. 
, 
6X2 
i 
It is given by 
2 Jul, Jul, 
, 9xk- Ak 
(3-13) 
Its isotropic forni, e, is used in high turbulence Reynolds nwnber flows, and is expressed as 
1 du, Ju, 
c=-el, =vý ýý xý 
ýýi 
* 
2 c9xi- 9xk 
This is achieved by assuming homogeneity and expanding Term IV of Eqn 2.9: 
(3.14) 
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Because it is simpler to use than the true form Ejjq the scalar form is often preferred. Bradshaw 
and Perot (1993) used direct simulation data for the viscous sub-layer to show that the 
difference between the two is indeed negligibly small and e can safely be used. As previously 
mentioned, -c is obtained from its transport equation given by 
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(3.16) 
where the seven higher-order correlations on the right-hand side of Eqn 3.16 represent three 
physical phenomena. The fast four terms indicate the production of e, the next two terms give 
rise to the turbulent diffusion of e, and the last term represents the turbulent destruction of e. 
Eqn 3.16 was derived from the fluctuating vorticity transport equation since, in homogenous 
turbulence, the isotropic dissipation rate is equal to the square of the fluctuating vorticity (see 
Tennekes and Lun-dey 1970). 
It is clear from Eqns, 3.10 - 3.12, and 3.16 that solving for a second-order correlation (the 
Reynolds stress) yields third-order correlations which then need to be specified. Deriving and 
solving the transport equations for these third-order correlations would in turn give yet higher- 
order correlation terms - in an unending spiral. In response to this, modelled forms of Eqns 
3.10 - 3.12 have been developed (Launder and Li 1994). Rodi (1976) also took the route 
towards simplifiong the differential transport equations, Eqns. 3.10 - 3.12, into algebraic 
expressions - the Algebraic Stress Model (ASM). 
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The complexity of the stress and dissipation rate transport equations renders their solution 
expensive in computer resource terms. Furthermore, the unknown nature of the pressure-strain 
terms (Launder et al 1975, Lumley 1978), the inaccuracy of the diff-usion term near solid walls 
(Launder and Tselepidakis 1988), and the need to specify the wall proximity functions 
(Launder and Li 1994) complicate the models still further. On the basis of these difficulties, the 
k-e model is used in the present study. 
3.3 The Standard Two-Equation k-e Turbulence Model 
It is worth noting at the outset that the standard two-equation k-e turbulence model is 
limited by (a) their implicit assumption of the separation of flow scales as in molecular 
dynamics; (b) their neglect of non-local effects; (c) their inability to account for longitudinal 
streamline curvature; and (d) their inability to predict the anisotropy of the turbulence. Second- 
order models are able to predict (b) - (d). However, the computational effort required to solve 
the six stress-transport equations (of the second-order model), together with the momentum 
equations (Eqn 2.3), and the transport equation for the dissipation rate, is large. Ile k-a model 
offers a cheaper alternative, especiany since the non4ocal effects, and the anisotropy of the 
turbulence (in b and d above), can be accounted for by the use of non-linear k-E models 
described in Section 3.4 below. 
3.3.1 High Reynolds Number k-c Models 
The k-c model was developed for zones of bigh Reynolds number, and was first developed 
by Kohnogorov in the 1940s. As Launder and Spalding (1974), Rodi (1980), and Bradshaw 
(1991) point outý the k-e model belongs to a class of transport equations in which the transport 
equations for a general variable (Z) 
VE (3.17) 
is solved. Since k is known from its transport equation, L can be determined from Eqn 3.17. 
Several authors, (Bradshaw 1991), give examples of models with various m and n exponents. 
From Eqns 3.8 and 3.9, m= 3/2 and n= -1. As before, c is determined from the modeUed 
form of its transport equation Eqn 3.16 
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where, for the case of steady flow, the &/& term is omitted. Term I represents convective 
transport of e; term I[ is the diffiasion term represented by the gradient diffusion hypothesis of 
Eqn 3.1. In term DI, Pk represents the kinetic energy production term of Eqns 2.9 and 3.7 
( du 1- 
du 
J 
du 
I. V. +- PK tk dx 
i 4ox, i6xi 
(3-19) 
Terms IH and IV together represent the nett production of -e and have to be modelled together. 
The empirical constants cl, -= 1.44, C2e = 1.92, and a. = 1.30 have been determined from 
comparisons between numerical computation and grid turbulence results (Rodi 1980). 
The complete k-e model is thus expressed as 
c? k 9v dk t gul + 'Oui'l'oul -ýý) + V(c (3.7) 
19XI 4OXI ýTjc Oxi 
t oxi ox, " oxi 
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The Reynolds stress is expressed as 
pv 4OUl + 
dU 2 
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The last term on the ri&-hand side of Eqn 3.20 is introduced in order to ensure that k=1 2 
since the first term gives k=0 as a result of the continuity equation (OU/Ox, = 0) in 
incompressible flow. It is equivalent to the pressure term in Eqn 2.8(b). 
Cazalbou and Bradshaw (1993) re-evaluated the model constants from direct numerical 
simulation data at Stanford University. They found that cA is nearly constant for the most pail 
of the wall zone in channel flows. For boundary layer flows the "Prandtl numbers" ck and a, 
are affected by pressure-diflusion effects across the flow depth - especially in the intermittent 
zone (between the viscous layer and the logafithnfic zone) of a boundazy layer. They then 
concluded that the non-constant nature of the "Prandd numbers" shows the need for an 
examination of the usage of the gradient-diffusion hypothesis to model the diffusive processes. 
It can be seen from Eqn 3.20 that the formulation of the stress tensor is such that all the 
normal stresses are equal. In non-circular channels, this is not the case. In fact normal stress 
inequalities lead to secondary flows as discussed in sub-Section 2.4.4. As an improvement on 
this, non-finear forms of Eqn 3.20, which give the required normal-stress anisotropy, have been 
proposed by Speziale (1982,1987) and Baker and Orzechowski (1983). They are introduced in 
Section 3.4 below. 
3.3.2 Low Reynolds Number k--c Models 
Patel et al (1985) provide a review of the of k-c models applied to low-Reynolds number 
flows - in the near wall region. They are used as a bridge between the fully turbulent (high 
Reynolds number) zones away from the wall, and the near-wall regions where viscosity effects 
are substantial. This enables the integration of the transport equations to the wall. Their main 
premise is that the damping functions for the c transport equation are used. However, the 
empirical and rather arbitrary nature of these functions (Mansour et al 1989, and Bernard 
1986) hampers the applicability of these models. Durbin (1991) went a step further and 
developed a model aimed at modelling the actual damping of the velocity fluctuations normal to 
the wall. This too, has limited application due to its dependence on damping functions. Low-Re 
models also require large computing resources in order to model the high velocity gradients in 
close to the wall. 
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In the present study the integration of the momentum, Idnetic energy, and e transport 
equations is not carried out to the walL but to point at a distance away from the waff, and within 
the fidly turbulent zone. Besides avoiding the use of near-wall damping functions, this approach 
also saves computation effort. The boundary conditions which are thus applied at these points, 
are desuibed in Section 3.5 below. 
3.4 The Non-linear k-, c Model 
Lumley (1970) showed that away from solid walls - which influence the flow - and in fully 
developed flows, the turbulence shows non-linear (non Newtonian) behaviour similar to that of 
viscoelastic fluids. This can be demonstrated by the need for the expression for the stress, Eqns 
2.8(b) and 3.20, to satisfy two principles derived from classical solid mechanics (see Truesdell 
and Noll 1965, and Chung 1988): (i) Material Frame Indifference (NIFI), and (ii) Determinism. 
3.4.1 Material Frame Indifference (MEFI) 
The principle of XM states that, as Chung (1988) put it, the material response zs 
independent of the spatialftame of reference used. Therefore the constitutive equations used to 
describe, for example the Reynolds stress, should be invariable under transformation of the 
observer. Lumley (1970) invoked this principle in order to model turbulence in rapidly rotating 
flows, wherein the turbulence is affected by the straining imposed by the rotation. However, the 
principle is not lost in non-rotating flows. Speziale (1982,1987,1991) applied it in order to 
ensure the wide applicability of the k-e model, and for the fact that it results in normal stress 
anisotropy in non-circular channel flows. 
3.4.2 Determinism 
This means that the flow field at any point in time, is dependent on the state of other points 
at previous times. When used in modelling the Reynolds stress, it gives the turbulence a 
memory -a dependence of the flow field on previous (and non-local) states of the turbulence. 
This is absent in the standard linear k-e model; with its linear stress/mean-strain relationship 
given by Eqn 3.20. 
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3.4.3 The Non-Linear Shear Stress Expression 
Taking into account the principles of MFI and Detenninism, Speziale (1987) derived a 
non-linear expression for the stress, which becomes a quadratic (rather than linear) fimction of 
the mean strain rate (Sij) 
k3 __ 
-Ik3 kbý -2v, S, -4c s -S -4CE Cý 7 D C, 
2u 
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(Sik 
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3 mn 
Smn 8s) 
u3 
where 
0+ 
Uk 
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(3.21) 
(3.22) 
is called the frame-indifferent Oldoroyd derivative of SJ, and cD = cE = 1.68. Although 
theoretically quite sound, usage of this Eqn 3.21 has been found to be very unstable in flow 
computations (Pender and Manson 1994). 
An altemative model was developed by Baker and Orzechowski (1983). It is derived from 
the same principles of XM and determinism, and is an expansion of -rij (Daly and Harlow 
1970) in terms of S, such that 
Ik2k3 __ 
uý u' a S. + c4 
ss 
kIU 
Sij + C2C4 - 
3 16 '62 
ik k7 
+ (3.23) 
where a, are coefficients admitting anisotropy (a, = 0.94, a, = a3 = 0.56). C2 = 0.067, and 
C4 = CIL = 0.068. The value of the empirical constant cu = 0.068, is similar to that found by 
Cazalbou and Bradshaw (1993) from DNS data of the -viscous sublaver. However, for more 
general computations (including the present), the standard value of c,, = 0.09 is used. This 
tormulation is more numerically robust and is easily used in computations using the k-c model 
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format presented in Chapters 4 and 6. In Chapter 6 the expanded terms for each stress 
component are detailed. 
3.5 Boundary Conditions 
The momentum equations are elliptic - as defined in standard texts on numerical methods 
like Smith (1985). The term "boundary conditions" here includes both the inlet conditions and 
the prevailing conditions at the solid and free-surface boundaries throughout the channel length. 
With the inlet conditions, the variable (e. g. U(x, y, z) ) has its value U(O, y, z) , and its 
derivatives normal to the inlet boundary OU(O, y, z)/ft. Prevailing boundary conditions during 
the computation are given as values U(x, y, z), OR as normal derivatives to the boundary 
OU(x, y, z)/. Dn. When, as in the present study, the equations are of a parabolic form and the 
conditions downstream of a point do not influence the flow at that pointý (see Section 4.2), the 
types of boundary conditions required for all the variables (U, V, W, P, k and e) remain the 
same. Inlet conditions, and boundary conditions within the channel are required. 
3.5.1 At the Inlet and Outlet 
U, V, W values may be specified at the inlet. U is derived from the flat-plate (two- 
dimensional) logarithmic law of Eqn 2.21, whilst V and W are set to zero. The pressure (P) 
cannot be specified at the inlet because the continuity equation cannot then be enforced. With 
the fully-developed U distribution known, linear flat-plate profiles for k and e are derived 
(Alfrink and van Rijn 1983) such that 
kmET - 
u*2 
-y (3.24) 
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where y is the distance from the bed of the present cross-section. These inlet conditions do not 
have a large effect on the outcome of the computation (Alfiink and van Rijn, 1983, Leschziner 
and Rodi 1979). The three-dimesionality of the flow is accounted for in Chapter 6 wherein 
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modifications to the two-dimensional profiles are proposed. At the outK gradients of all the 
variables are set to zero. No flow rate or pressure is set. 
3.5.2 At the Rigid Boundary 
In preference to the low-Reynolds-number method of sub-section 3.3.2, the wafl fimction 
approach is used. As Launder and Spalding (1974) point outý this economises on computer time 
and storage, and enables ad-hoc modifications which reflect the boundary characteristics (like 
roughness). This condition is often termed the free-slip condition for it allows the velocity at the 
computation point nearest to the wall to be non-zero. This is unlike the zero-slip condition used 
in low-Reynolds number and viscous flow modelling whereby the velocity at the wall is zero. 
It is based on the assumption that the wall point lies within the fidly turbulent zone. This is 
reflected by the magnitude of the local turbulent Reynolds number based on the kinetic energy 
(rather than the shear velocity U. ), and the distance from the wall y, such that kll2y, ýi/ >> 1. 
Several models have been proposed (Launder 1981) which depend on the velocity scale used to 
describe the momentum relation. The momentum relation used herein follows from the 
standard law of the wall 
uw 
-U+ 
I U. 
w- 
ln(Ey,, 
U* Ic v 
(3.26) 
where the subscript W indicates values at the wall point. U, is the resultant velocity parallel to 
the boundary, and its non-dimensional value is U,,, +. Using Eqn. 3.26, Nezu and Nakagawa 
(1987) reproduced the standard log-law profile in their computations. 
The value of E. depends on the roughness of the boundary and equals 9.0 for a smooth 
boundary. With a rough boundaty, an empirical expression was determined by Krishnappan 
and Lau (1986) based on fitting Eqn 2.28 to Figure 2.2 to get 
E, = exp[ 
B, 
I 
U. k 
--, - S v 
(3.27) 
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where B. is given by the curve-fitted expression 
Uk U. k Bs = expf - 0.217 [In 2: ý -*2f )[5.50 + 2.5 In 
vv 
+ 8.5 11 - exp[ - 0.217(ln 
U. k 
v 
(3.28) 
k is the equivalent sand roughness size of Eqn 2.28 and NOT the turbulent kinetic energy (k). 
It is worth noting that Launder and Spalding (1974) also used an expression similar to Eqn 
3.26, which uses the velocity scale k1/2, and constants E, * = 5.0 andK* = 0.23 
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From the one equation model, k,,, may be used as the to yield the shear velocity 
(U. ), = c, 
', 14kr (3.30) 
which can then be used in the next computation step to set U., (through Eqn 3.26). A second 
approximation for U. can be obtained from Eqn 3.26: 
(u Ic 
U,,, 
(3.31) 02 1/4 k""2 
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v 
from which the wall shear stress is detenmined 
rw 4-sign Of 
(Uw)l 
lo(U*)I(U*)2 * (3.32) 
The term [- sign of (U, )] ensures that the shear stress acts opposite to the direction of U,,. 
Since there is no recirculation in the present study this term is redundant. 
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Within the same computation step (iteration) Eqn 3.26 is used to set the wall value of e. 
This is achieved by assuming that the rate of production of turbulent kinetic energy (PK) is 
equal to the dissipation rate (e. g. Rodi 1980) - the turbulence energy equilibrium. In two- 
dimensional flow this is expressed as 
0 #au r2 
9U 
PK = -u v= (J. 
, 9y gy 
(3.33) 
Using the log-law expression for U (Eqn 3.26) and differentiating with respect to y, the 
resulting expression for e,, is 
3A 3/2 
U., Cý kw 
. 6w =--. Kyw Kyw (3.34) 
The asswnption of the presence of an equilitnimn layer is discussed further in Chapter 6. 
3.5.3 At the Free-surface 
The rigid lid boundary condition is used for the velocities and pressure. This assumes that 
the water surface is not deformed even by a net transport of momentum into the surface region. 
Alfiink and van Rijn (1983) report that this is especially valid for low Froude number flows. 
For the case of zero surface shear stress, zero gradient normal to the surface for U, W, k 
and e is assumed. V, the velocity normal to the free surface, is set to zero. At the free surface, 
the dissipation increases with a resultant decrease of the eddy viscosity. Naot and Rodi (1982), 
and Gibson and Rodi (1989) developed the free-swface condition for e: 
12 
3/2 
Cfs (kf, ,) Y, Y, 
(3.35) 
where the subscript fis' denotes the values at the free surface. y' is the distance from an 
imaginary origin above the free-surface = 0.07 h, and y, is the average distance the nearest 
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., 
at the point where the free boundary on the free surface. y, ensures the smooth transition of C., 
surface meets the side-wal Celik and Rodi (1984) used the free-surface condition 
kf 
h 
(3.36) 
where the empirical a. = 0.18. Like Eqn 3.35, Eqn 3.36 raises the value of -c at the free 
surface. Eqn 3.35 is selected for use in the present study. 
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Figure 3.1 Computed and Measured Eddy Viscosity ( v, 1(h U. )) 
(After Nezu and Nakagawa 1993) 
Nezu and Nakagawa (1987) used a damping function, D, for k (i. e. decreased eddy 
viscosity) at the free-surface. Figure 3.1 shows the close agreement between their eddy 
viscosity profiles using several values of D, and those determined by experiment. The 
empirical profiles for k, c, and the eddy (m) -, viscosity in open-channel flow are (Nezu and 
Nakagawa 1993) 
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4.78 exp(- (3.37) h 
eh 3y 9.8 exp(- (3.38) u2 hh 
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respectively. Eqns 3.37 and 3.38 lead to Eqn 3.39. In Figure 3.1, Eqn 3.39 is labelled the 
'Parabolic Distribution'. 
3.6 Summary 
In this Chapter, the turbulence models available for the computation of the flow were 
discussed. Because of its ability to predict turbulence anisotropy, the non-finear k-. c model has 
been selected for usage. The wall ftmcfion method was chosen for its simplicity and 
computational economy. The resulting boundary conditions were then stated. 
The next step is the fonnulation of the governing equations in order to enable numerical 
computation. Chapter 4 concentrates on the numerical method used to solve these transport 
equations. 
Lastly, the application of the numerical solution to the present unique cross-section is 
described in Chapter 6. Therein, the results are compared to semi-empixical of Eqns, 3.37 - 
3.39. 
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CHAPTER 4: NUMERICAL METHODS 
4.1 Introduction 
In the pre%ious two chapters, the governing equations of flow were adopted, and a 
corresponding model of the fluid turbulence was selected. The non-linear nature of the 
equations precludes a direct analytical solution method. The present chapter describes the 
method of numerical integration used to obtain the numerical solution. Section 4.2 introduces 
the basic finite volume technique behind the method, the discretisation procedure, and 
treatment of the convective, diflusion, and source terms. Sections 4.3 to 4.5 describe the 
interpolation schemes, grid variable arrangements, and boundary conditions used. The solution 
of the resulting algebraic equations is treated in Section 4.6. 
Due to the expected and assumed symmetzy of the flow about the channel centreline, the 
computation is canied out in only one half of the pipe section. This saves the computational 
effort. 
4.2 Discretisation of Governing Equations 
The finite volume technique, also called the control volume technique, is based on the 
weighted residuals method (Finlayson 1972). With this formulation (see Patankar 1981), the 
calculation domain is divided into a number of non-overlapping control volumes which contain 
the calculation grid points (nodes) for any solved quantity 0- momentum or scalar quantities. 
Figure 4.1 illustrates this. Integration of the differential equations occurs over the control 
volume. Between the grid points, piecewise profiles of 0 define the integrals. Values of 
quantities 6 are then stored at the grid points. It is clear that the technique is a direct expression 
of the standard discretisation principles used in the elementary derivation of the governing flow 
equations. As such, it inherently observes conservation principles for quantities 0. 
4.2.1 Generalised Forms of the Equations 
The momentum equations in each of the three dimensions (Eqns. 2.3), and the transport 
equations for the scalar quantities k and e, (Eqns. 3.7 and 3.18), can be expressed in a 
generalised form: 
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Figure 4.1 Control Volume Discretisation 
(4.1) 
On the left-hand side of Eqn 4.1 are the convective transport terms. The first term on the 
right-hand side represents the diff-usive transport term expressed using the gradient transport 
I hypothesis introduced in Section 3... The last term on the right-hand side, S. represents the 
nett source of 0: the production less the destruction within the control volume. 
Continuity Equation 
The continuity equation Eqn. 2.2 is represented in tensor notation as 
2(PU, ) 
= 
03 
ýýx t, 1 
which in its fuH form becomes 
(4.2) 
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in which the velocities are U, = U1 U2=Vý U3 = W. In the present study, a Cartesian co- 
ordinate system is used, such that x, = XI X2 = y, and x, = z. This is in spite of the curved side- 
wall whose treatment is discussed in Section 6.2. Discretisation in general (e. g. body-fitted) co- 
ordinate systems is treated in Peric (1985), and Thompson et al (1985). These, however, are 
costly in terms of programming and computational effort. 
Momentum Equation 
In Eqn 4.1 the convective terms on the left-hand side have the convecting velocities Uj 
outside the differential operator 6/ftj . This form is termed the "weak conservation". Eqn 4.4 
below is given in the "strong conservation" form with the convecting velocities within the 
differential operator 
d(PUJ)u, 
= 19 pv, 9u ')+s uj 
,c üx iu i9x 1 
(4.4) 
This classification is due to Roache (1976). The diff-usiNity constant is expressed as F, =P eff'U5 
where Peff (= 'Vt + i/), the effective viscosity, is the sum of the eddy and kinematic viscosities, 
and the Prandtl number, a, is equal to unity. Tbs term incorporates the Niscous diffusion 
effects, and the turbulent diff-usion. Although both Eqn 4.2 and 4.4 physically describe the 
same convective process, the difference in the two formulations has a beating on the accuracy 
of the discretisation. 
Over a finite number of control volumes, the integration of the differential equations - in 
Eqn 4.3 form leads to the bulk fluxes (over the whole domain) being satisfied at the boundaries. 
As Peric (1985) points out, this leads to a more realistic conservation of quantities - hence the 
term "strong conseivation form". 'nie continuity equation, Eqn 4.2, is also given in the "strong" 
conservation form. 
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On the other hand, the exclusion of the convective velocities : firom within the differential 
operator means that the fluxes are associated with the control volume centres, and not involved 
with the fluxes at the control volmne faces. Ilerefore the bulk conservation of quantities is not 
easily enforceable and thus, not guaranteed. Eqn 4.2 is of the "weak conservation form". 
In the "strong" conservation form, the expanded momentum conservation equations in all 
the three space directions are thus: 
, 9(pU, )UI d9(PU ßt ua /juff 
au ig juff au 9P« + i9(PU2)ul + 
Oul 
=a 
ff 
a 
1)+- ')+ 
-(- 
IM --- gsfl ax, i9X2 8X3 '9xl or axi '9'T2 
ý' 
Or 19X2 ÜX3 ty ý9X3 9X, 
_! 
IL2 
+0, 
du., j d(PUI)U2 g(PU2)U2 67(PU)U2 
ýg 
ydff 
f 
usff ýý2) 72 4- - ý-'w 
-_\-+-( -"' 
I- 
ox, 9X7 OX3 Oxi or 9xi 19X2 or 'YX2 gX3 t7 OX3 
(4.5) 
9PH 
- gcossf OYX2 
(4.6) 
L9W1) U3 '9W2) U3 d9W3) U3.19 tju«ff 
au3 19 i'du aff '9U3)+ '9U3 £9 
p 
+++-\, - i9x- c , 9xl aX2 3X3 igxl 
, 
er ax, 
) 
'&X2 Or d&X2 
- X3 Cr 49X3 '&X3 
(4.7) 
The calculated pressure, P", is the deviation from the hydrostatic pressure distribution. 
Scalar Equations 
The transport equation for the turbulent kinetic energy, Eqn 3.7, is given in Eqn 4.4 form: 
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49(pU, )k i9(, oU2)k 9(pU3)k vff 9 vef 9k +9 
9k 
++ axi 4L9X gu gx 3x 2 19X3 Xi k1 
3X2 Uk- 2 
ÜX3 Uk gX3 
(4.8) 
where the diffusi-vity constant ]Fkhas been expressed as P, ff lak. The production tennpk 'Sgiven 
explicitly as 
V 
OUI 
2 '6U1 2 16U2 2 46U3 2 46U2 4OU3 P,, 
t +( +2( +2( + OX2 x 46X2 gX3 46X3 C3 02 (4.9) 
vt [D 
Similarly the dissipation rate transport equation (Eqn 3.19) is written in the form 
d(PUI)g 19(, OU2)6 '0(, 'OU3)6 ý9 
vff A- 16 V. ff 6 ve 1 
96 62 
++ -ER -c _4 )+-- --( -_- 
)+[c,, 
k2 dxl dX2 ýX3 OXI , at dxl 16X2 ar r 
OX2 
f', 
9x3 (Te OX3 kk 
(4.10) 
in which the diffiasi%ity constant 11'. is also expressed as 1/eff /(7c' 
4.2.2 Parabolic Nature of the Computation 
It is worth noting that as the fluid flow is assumed to be fully developed and unifonn in the 
longitudinal (streamwise) direction, the derivative terms cl/ftj are eliminated from the preceding 
equations. 
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The boundary-layer-like behaviour of the flow (in which no longitudinal reverse flow 
occurs) in the present open-channel, implies that conditions downstream of a point of 
consideration do not affect those at the section being considered. This substantially simplifies 
the computation scheme as only the known upstream characteristics influence computations at 
each cross-section. Patankar and Spalding's (1972) computation method makes use of this 
nature of the flow to produce a marching type computation in which computation progresses 
downstream from section to section, and is dependent only on upstream conditions. 
4.2.3 Discretisation Procedure 
Discretisation is aimed at representing the flow fields on a grid which represents the physical 
domain. It is to be expected that as the number of grid points increases (the grid becomes finer) 
the solution to the discretised equation approaches the "exact" solution- Figure 4.2 illustrates the 
interconnection of the grid points. The five points P, E, W, N, and S represent the grid points, 
also referred to as nodes. Together, they form one computation molecule. A single control 
volume is also to referred to as a computation cell. 
(itj+l) 
(i-1)3) 
AY 
a 
N 
WJI 
\, 
- 
Ij 
Figure 4.2 The Computational Molecule 
57 
T'he derivative tenrns in the transport Eqns 4.1 - 4.10 are usually represented by a truncated 
Taylor series (see Ames 1977, and Smith 1988). In the z-direction (do/dz)p of Figure 4.3 
becomes 
do 
- 
OE 
- 
01 
- 
0, 
- 
Ow 
( 
-, 
)p --=- dz 2öz Az 
and the second order derivative (d2o/'dz2)p is represented by 
d20d do OE+ ow - 2op (4.12) -, 2 P1AP (15Z)2 dz dz dz 
Oz) 
II 
II 
II 
"W WI E 
II 
II 
I$ 
(6z), (gz)e 
Figure 4.3 Discretisation in the z- direction 
This representation assumes that the truncation does not introduce substantial error such that 
Eqns 4.11 and 4.12 are deemed inaccurate. 
4.2.4 Convection Terms 
Substitution of Eqn 4.11 into the convection terms of the z-direction momentum transport 
equation (Eqn 4.1) yields the discretised equation 
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i9(Pw)0 (PW), 0, --(PW)w o', 
49z Az 
and for the Y-direction equation 
40(PV)O 
- 
(PV)n On -(PV)s Os- 
gy Ay 
where the cell-face values for 0 can be detemimed from the nodal values 
0, =fn(OE, 0p); 
0 =fn(ON, 0p); 
OW 
=fn(0w, op) 
0, = fn(os, op) 
whereinfn(O) represent interpolation fimctions discussed in Section 4.3 below. 
4.2.5 Diffusion Terms 
The diff-usion tenm in the z-direction are discretised into 
, 9z 
[F 
LOI 
=1[ rý 
OE 
- 
op 
- lElw 
OP 
- 
ow 
, L-9z Z Az 
. (9z), (. 5Z)w -' 
and for the y-direction diffusion term 
40 
do 1 ON - 
OP 
r [r-: ý-T-l =-IF. sI dy dy Ay 05Y)" (8y)s 
The integration of the full momenturn equations takes the form 
, 5vol = 
go 
) +SO] i5vol. Uj Ox! &J go 
(4.13) 
(4.14) 
(4.15) 
(4.16a) 
(4.16b) 
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hi discrefised form Eqn 4.5 becomes 
I(PU)POP - (POPTOPT] AY AZ 
+ I(PW)e Oe - (PW)w Owl AX AY + KP17)n On - 6010s0s] AX AZ 
+ [r, 
OE 
- 
op 
rw 
op 
- 
ow 
AX AY + [r 
ON 
- 
op OP 
- 
os (4.17) 
(8z)" (t5z)w (gAn (9y)s 
Ax Az 
+SAXAYAZ =0 
where S is the source term at P in Figure 4.2 which is assumed to apply over the whole control 
volume (d Voý. The overbar illustrates this averaging over the control volume. The 
formulation of the source term is analysed next. Subscript T denotes to the upstream section. 
Hence the first term in Eqn 4.17 represents convection from the upstream. 
4.2.6 Source Tenns 
The source temi for certain species 0 (e. g. k, and s) is dependent on the value of 0 at P, 0ý,. 
To represent this dependence the S, is taken as a linear ftmction of op. 
S=SC + SP OP (4.18) 
where Sc = the constant part, independent of op, and Sp is the coefficient for op and NOT the 
source term value at P. 
It is best to estimate S from 0 values from the previous computational iteration, 0**, S** 
(Patankar 1980) such that 
dS ** S= S** +( --., ) (OP - Op) do 
The source tenns for the thrm momentwn equations are, 
(4.19) 
60 
dSu 
ý! 
dO 
S su- 
dS U2 
0 (4.20) U 22 do 
dS U3 
A3** 
0 SU3 
U3 
do 
and the k and -e sources respectively become 
**2 4: * eg kp Pep Skz--(Sc)k+(Sp)1, kp=[p 
ep kp 
(4.21) 
ck2-9 
** 
9, 
** 
s (SC)c + (SP)s ep 
P 
c16D 
"'p ]+1 
-A2o 
"p] "P 
kp kp 
where D is the velocity gradient term defined in Eqn 4.9. This linearisation, fully utilises the 
dependence of S. on 0. 
It is worth noting although the pressure gradients "drive" the momentmn equations, they 
are not included in the source tenrns. This is because although they are linked to the velocity 
neld, there is no explicit fomi of expressing them in the form of Eqn 4.19. The pressure field 
computation is described in Section 4.4. 
4.2.7 Discretised Equations 
Eqn 4.17 can thus be represented in an algebraic manner 
apop = a7-07- +aEOE +aWOW +aNOI, +asos +b 
(4.22) 
a,, b 
0,, 
b+b 
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where the subscript 'nb' refers to the "neighbouring" nodes to node P. The coefficients are given 
by 
ap = aT +aE+aw +aN +a, -Sp Ax Ay Az (4.23) 
a =a(+a 
D 
TTT 
0 
PT 9 
(OPT) * 
11"T (4.24) 
(15x) 
a =ac+a 
D 
EEE 
(P W), 9 (OE) + 
Fe (4.25) 
((5z)e 
a =a c +a 
D 
www 
(pw), g (Ow) +- 
11", (4.26) 
(iyz)w 
cD 
a. =a. +a,, 
W)" g (ON) +- -rn 
(4.27) 
05Y)n 
cD 
a. =a. a. 
Fs (4.28) 
= (PV)s g (os) + ('5Y)s 
Sc Ax Ay Az (4.29) 
wherein g(O) is the "inverse" function to the interpolation function fn(O) of Eqn 4.15. These 
functions are discussed next. 
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4.3 Interpolation Schemes 
With the computational grid representing the physical space, the interpolation process 
should represent the 0 field as closely as possible. Therefore the interpolation schemes have 
several properties which they have to satisfy, namely, numerical stability, conservativeness, 
boundedness, and transportiveness (Peric 1985). 
Numerical stability means that the numerical solution should approach the exact solution as 
the grid becomes finer regardless of the interpolation function used. 
With conservativeness, the nett conservation of mass, momentum, and other transported 
species should result from the interpolation scheme. This ensures physically realistic computed 
values like positive kinetic energy (k > 0), and non-negative density values (p > 0). Therefore in 
Eqn 4.17, the flux (convective transport), is represented at cell faces. Furthermore, the 
expression for 0 at face le' is should be similar to that for 0 at cell face W. 
The boundedness property of the interpolation scheme is satisfied if, within a given cell 
with no sources or sinks, the value of 0 lies between the maximum and minimum boundary 
values 633: min(OB) <0< max(OB). This ensures the smoothness, and physical realism of the 
resulting solution. 
- 
- 
M -L n (ýg, 
Figure 4.4 Boundedness Property 
ax (00 
Finafly, the transportiveness property is based on the ratio of convection and diff-usion 
cafled the Peclet number (Pe). It is defined by 
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Pe = 
pUcLc (4.30) 
11' 
where U. =a characteristic convective velocity, and Lc -= a characteristic length scale. To 
illustrate transportiveness, a point P with a constant 0 source in a flow field U, is considered. 
When Pe = 0, the 0 field is stagnant and all the transport is by diff-usion - resulting is circular 0 
contours centred at P. As Pe increases, U, transports 0 downwind, with some lateral diffusion 
occurring to give ellipsoid 0 contours. When Pe --+ co a streamline emanating firom P flowing 
downwind results. There is no diffusive transpoM and the convection of 0 from the source 
solely affects points downwind of P. Upwind of P, no effect is registered. 
These criteria are satisfied by interpolation functions based on the Taylor truncation used to 
derive Eqn 4.11 and 4.12. 
4.3.1 Interpolation Schemes for Convection Terms 
A common (Patankar 1980, and Peric 1985) interpolation scheme (or differencing scheme) 
is the Central Differencing Scheme (CDS). As illustrated in Figure 4.5 it is based on the 
assumption of a linear profile between grid nodes. From this, cell face values are determined 
using Eqn 4.31 below 
0, = OE, ftp + OP(' - 
fzp) (4.31) 
wherein fiP = the linear interpolation factor based on the relative position of cell face le, 
between nodes P and E. This scheme is quite stable at low Peclet numbers, Pe < 2, (Peric 
1985) but less so in strongly convective flows (Patankar 1988). Worse still, as Pe --) co upwind 
propagation of 0 is still possible -a physically unrealistic result. 
With reference to Figure 4.6, the Upwind Differencing Scheme (UDS) is stated as 
Oe 
= Op if Fw,, >0 and 
fF 
W, e 
(4.32) 
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where Fw, e =- (PW)e- Substitution of the scheme of 
Eqn 4.32 into Eqns 4.24 - 4.28 defines the 
-- -T- ,-- 
w : ow 
w 
4>8 
PeE 
Figure 4.5 Central Differencing Scheme (CDS) 
interpolation functions g(O) such that 
ac= max(O, - Fw ac= max(O, Fw, ); E e); w 
(4.33) 
ac= max(O, - Fv, ); ac= niax(O, F,, ); N --A, s 
and since the flow is parabolic, with no longitudinal upstream propagation, the coefficient for 
longitudinal convection is given by ac = Fu, 7.. Eqn 4.33 is the upwind scheme for convection .7 
terms, and it is used in the present study. 
1 (ýW 1 (ýP 
wwP 
w 
a 
E 
Figure 4.6 Upwind Differencing Scheme (LTDS) 
4.3.2 Interpolation for Diffusion Terms 
A hybfid method which includes convection and diff-usion terms in the form of 
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D Fw 
7-),, 0) (4.34) a. = max(Fw,, (D - Lw 2 
maybe used; where D the, diff-usion coefficient. Using Eqn 4.30, the Peclet number e 
Ir/('>Z)le 
is then expressed as 
Pe =- 
(pw), (Sz), 
D, IF, 
(4.35) 
where (8z), = Az for a uniform grid. It has been shown by Patankar (1980) that Eqn 4.34 
severely underestimates the coefficient a. for JPej >2 in one-dimensional heat flow. A more 
accurate scheme which produces results close to the exact exponential solution function (for the 
said flow type) is thus needed. 
The Power-Law scheme of Patankar (1980,1981) meets this criterion. It was also derived 
as a solution to one-dimensional heat flow, and links the convective and diff-usive properties of 
the flow through a fifth-order fimetion of Pe: 
D 
a. = [r/(t5z)l max[O, (1-0. IlPel, )] (4.36) 
D 
aw =[ F/(i5z)],, max[ 0, (1 - 0. IlPel,, )'] (4.37) 
D5 
a. 1['1(8y)j max[O. (1 - O, IlPel. ) (4.38) 
rl(i5y)l max[O, (1 - 0.11 Pel, )'] (4.39) 
There is no diffidsion from the upstream section (T). Unlike with the central difference scheme 
which gives a bad fit for jPej >2 and requires an uneconomically fine grid in order to mimic the 
exponential exact solution, Eqns, 4.36 - 4.39 give accurate solutions even on coarse gdds. 
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Ile major weakness of the power law scheme is that it was defived from a one- 
dimensional solution, and, as such, cannot account for flows occurring at an angle to the grid. 
This lateral convective transport results in "false numerical diffiasion" being introduced into the 
computation. Some practitioners (Pefic 1985) have recommended the use of CDS as a more 
theoretically sound scheme although, as it has already been illustrated, the CDS gives inaccurate 
solutions when JPeJ > 2. Several schemes (Raithby 1976) aimed at eliminating false diffusion 
have been proposed but have been inadequately tested. Therefore, the power-law scheme is 
adopted despite these limitations as the nett false diff-usion (in the secondary flow plane) is 
deemed small compared to the cost of, and uncertainty in implementing schemes which 
eliminate false diff-usion. 
4.3.3 The Full Discretisation Equations 
From Eqns 4.33 and 4.35 - 4.39, the resultant coefficients are given by 
acaD E, W. N, S, T EW. NST EWUS' (4.40) 
These can now be used to represent the terms of Eqns 4.5 - 4.8, and 4.10 in the discretised 
tbmi of Eqns 4.22 - 4.29: 
U component 
apUp aTUT + aEUE+ awUw + a. U. + asUs+ (PP, T- PP) 
Ay Az 
Ar 
(4.41) 
a,, bUb + 
(PPT - PP) 
Ay Az 
AV 
V component 
apVp = a7-VT + aV, + awVw + aNVN + a, V, + (Pp - PN) 4 
= 1: a,, bV,, b + (Pp - PN) A, 
(4.42) 
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W component 
apWp = a. W. +a E 
WE+ a; vWw + a,, W, + asWs+ 
(PP 
- 
PEMe 
= 
1: a,, b 
Wnb + (PP - 
PE) 
(4.43) 
The pressures in Eqns, 4.41 - 4.43 have yet to be determined, and several arrangements for this 
have to be made. 
4.4 Grid Arrangement of Variables and Pressure Calculation 
An alternative grid arrangement to that of Figure 4.1 is given in Figure 4.7 wherein the 
physical space (domain) is mapped by a grid rather than the adjoining control volumes of 
Figure 4.1. While the gridding of Figure 4.7 is easier to generate, it often results in half cells 
being attached to the boundaries - an undesired property. Furthermore, unlike with the gridding 
Y 
+ 
z 
Figure 4.7 Alternative Grid Formulation 
shown in Figure 4.1, grid nodes in the gridding method of Figure 4.7 do not represent the 
centres of the control volume which they are supposed to represent. Therefore, the control 
volume grid arrangement of Figure 4.1 is used for the present study. 
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4.4.1 Staggered Variable Arrangement 
For pressure variation in the z-direction, the following difference equation results 
pe 
- 
P, =PE+PP 
PW+PP 
-PW+PE 
222 
(4.44) 
which expresses the pressure gradient in terms of two alternate grid points E and W. This may 
lead to an unrealistic "checkerboard" pressure distfibution in which the differences between 
adjacent nodes do not "drive" the velocities as expected. This phenomenon is explained in detail 
by Patankar (1980). Rhie and Chow (1983) also note that such anomalous pressure 
distributions may persist and be registered in the final numerical solutions. Expressions for 
terms of the continuity equation are similar to that of Eqn 4.44 where the continuity at a node is 
expressed by velocities from two alternate grid points - possibly also leading to a 
"checkerboard" solution. 
To circumvent this limitation, a stagger of the W and V grids is introduced. This ensures 
that the velocities are calculated at the cell faces such that the nodal pressure differences "drive" 
them. The W grid is thus staggered horizontally, and V is staggered vertically as illustrated by 
the arrows in Figure 4.2. Chid staggering was first introduced in the Marker And Cell (MAC) 
method of Harlow and Welch (1965) and later adopted for use in finite volume computations 
(e. g. Patankar and Spalding 1972). Its main disadvantage is the large amount of grid and 
geometrical data that needs to be generated for the three grids. To derive the coefficients of 
Eqns 4.42 and 4.43, linear interpolation is used - as shown in sub-Section 6.2.2, Eqns 6.14 - 
6.17. 
Other grid staggering methods like the ICED-ALE of Hirt et al (1974), and TURF (Pelic 
1985) were mainly developed non-orthogonal non-Cartesian grid solutions in which the MAC 
stagger produces poor results. Since the present co-ordinate system is Cartesian, the MAC grid 
stagger is adopted for use in the present study. 
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4.4.2 Pressure Calculation: SPOPLE 
Since there is no equivalent transport equation for the pressure, an alternative solution 
method for P is in order. In two-dimensional flows, vorticity/strearn-function methods (see 
Patankar 1980 for a list) have been employed to eliminate the need to directly compute the 
pressure field. The two-dimensionality of the methods precludes them from use in the present 
study, notwithstanding the need in the present study, to calculate the pressure field. An 
alternative is thus sought. 
To calculate the pressure field, the Semi-Implicit Method for Pressure-Linked Equations 
(SIMPLE) was first introduced by Patankar and Spalding (1972). It has been extensively used 
and modified (Van Doormaal and Raithby 1984, Vanka 1985, and Patankar 1988). Its basic 
principle is that the pressure is determined by using the continuity equation before the 
discretised momentum equations, Eqns 4.41 - 4.43, are solved. This is mainly a result of the 
exclusion of pressure gradient terms from the source terms for the momentum equations - as 
pre%iously stated. Previous studies have shown the routine to be numerically robust and is quite 
stable (Rhie and Chow 1983, Peric 1985, and Patankar 1988). 
The method is best described by expressing it in two stages: the Predictor, and the 
Coffector stages. 
Predictor Stage 
This stage involves the estimation of the pressure field in order to determine velocities 
using Eqns 4.41 - 4.43. Using estimated pressures, P*, Eqns 4.41 - 4.43 become: for the U 
component 
aU =a U* +a U' +a U+a,,, V* + a, U. + PP7. ) A 3, 
(Pý 
p p ppTTEEwwN 
(4.45) 
anbUnb + (PP - 
PpT) AT 
the V component 
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a V* =Ta V* Pn, nb ,b+ (Pp* - 
P; ) 
and for the W component 
apW, a+ (Pp - PE)A,. nb 
Wn*b 
(4.46) 
(4.47) 
where the superscript '*' indicates the estimated value that pertaining to the Predictor stage. 
Using the estimated pressure field means that an inaccurate velocity field (U*, V*, A'*) is 
computed. IMese velocities do not in general, satisfy the continuity equation (Eqn 4.3) whose 
discretised fonn is given as 
AZ =(). (4.48) 
Therefore to improve the velocities, the pressure estimates have to be improved - or 
" corrected". 
Corrector Stage 
The correct pressure (P) is assumed to be a sum of the estimated pressure (P*) and a 
coffection P': 
P* +P,. (4.49) 
Similarly, the correction of P leads to a corresponding correction of the velocity field 
(U*, V*, W*) by corrections (U, V, W) such that 
V=V*+V,; w=w*+w,. (4.50) 
Taking V equations as an example: an implicit expression for V is obtained by subtracting Eqn 
4.46 from Eqn, 4.42 to get: 
71 
a Vn' = Pn 
ZanbVný 
+ (Pý - 
PJO 4 (4.51) 
To make Eqn 4.51 explicit in V so as to enable the coffection V to be determined solely from 
I ýý is omitted from Eqn 4.5 1. As extensively discussed by P, the "neighbour" termy a,, bV 
Patankar (1980), this omission merely serves to make Eqn 4.51 explicit in V and does not 
result in an erroneous solution. Further simplification of Eqn 4.51 leads to 
An 
(P; - PIO a,, 
= 
(4.52) 
Substitution of Eqn 4.52 into the V correction formula of Eqn 4.50 results in the explicit 
correcfion fomiula 
P'n = J, "n* + dn (Fý - plý) 
which can similarly be produced for the U and W 
Up = U-p + 
d4pý 
- 
Pý, 
T) 
W* + d, (Pý - Pý). 
Only the pressure corrections, P', are now left to be computed. 
4.4.3 Pressure Correction 
(4.53) 
(4.54) 
(4.55) 
Substitution of the correction formulae Eqns, 4.53 - 4.55 into the discretised continuity 
equation 4.48 yields a discretised equation for F 
apP; =a+ awP, ' + a,, Pk + a. Pý +b EP; w (4.56a) 
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where 
aE = p,. d, Ax Ay (4.56b) 
Ar Ay (4.56c) 
pd, Ax Az (4.56d) 
pvds Ax Az (4.56e) 
[(pW*), - (pW 
* )w]'6K 4 +[(Pv*)n-(PV*)sl j6X AZ +[(, OOpT-(jOU p], 6yAZ 
(4.56f) 
For parabolic flows (Patankar and Spalding 1972) there is no "upstream" node for Eqn 4.56(a). 
Eqn 4.56(f) is similar to the continuity equation, Eqn 4.48, the only slight difference being that 
former is based on approximated velocities. It can be seen that V thus represents the mass 
conservation error resulting from the estimated flow field. This "mass source" is to be 
eliminated by the velocity corrections - which are themselves computed from V. 
The complete SIMPLE procedure is as follows. 
(i) EstimatePressure field P*; 
(ii) Compute the approximate (U*, V*, W*) velocity field using Eqns 4.45-4.47; 
(iii) Solve for the pressure correction Eqn 4.56, through several iterations; 
(iv) Correct the pressure using Eqn 4.49; 
(v) Correct the velocities using Eqn 4.50; 
(-vi) Solve the discretised equations for k and e; 
(vii) Using the corrected pressure as the new estimate P*, goto step (ii) and repeat the 
computation until a converged solution is obtained. 
To aid convergence the pressure correction Eqn 4.49 needs to be under-relaxed such that 
P* apP'. (4.57) 
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where ap fies between zero and unity (- 0.8 ). 
Since the pressure correction is derived from the continuity constraint alone, it tends to 
force the velocities to obey the continuity constraint alone and not the momentwn one. This 
lead Patankar (1980) to produce a Revised SIMPLE procedure SIMPLER in which P' is used to 
correct the velocities only, and a separate equation is solved for P. SIMPLER yields faster 
convergence (Patankar 1981) than when SIMPLE is used, although its major drawback is that it 
involves the solution of an extra equation. Van Doormaal and Raithby (1984) developed a stiff 
faster converging Consistent method: SIMPLEC. Some practitioners (e. g. Tbiart 1990) have 
used a Aron-staggered variable arrangement method, SRvJPLEN. The SIMPLE method is used 
in the present study as the overriding priority is the description of the flow mechanisms rather 
than the peffýction of the numerics of the computation. 
4.6 Implementation of Boundary Conditions 
The aim of numerical boundary conditions is to reproduce the physical flow boundary 
conditions of Section 3.5 (Roache 1976). As the domain is limited to only one half of the pipe 
section an additional symmetry condition at the centreline results. It is described in Sub-Section 
4.5.2. Two type of conditions are possible: (i) the Dirichlet condition, where boundary values 
are given; and (ii) the Neumann condition, where the gradient normal to the boundary is 
specified. Figures 4.8 - 4.10 illustrate these conditions. 
4ý 
w 
c 
a 
Figure 4.8 Inlet Boundary Conditions 
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4.5.1 Inlet and Outlet Boundaries 
The flow in the present study is fully developed and uniform in the longitudinal direction. 
The inlet cell coincides with the inlet as shown in Figure 4.8. The initial values of Section 3.5 
for U, V) W, k, c, and P are used. 
The Outlet condition is immaterial as the flow is uniform and parabolic and the 
downstream nodes are not included in the computation molecule of Figure 4.2. 
4.5.2 Symmetry Boundaries: Centreline and Free Surface 
The symmetry boundary condition is typified by zero cross ilux and diffusion across the 
symmetry line. As shown in Figwe 4.9 the centreline symmetry flux and diffusion conditions 
are given by 
0 that is Fw,,, = 0, and D, = 0; and aw = 0. 
lqr7 
IA 
4u 
r- 
(5 
n, N Free Surface 
P eE 
Figure 4.9 Symmetry Boundary Conditions 
At the free-surface these flux conditions become 
i 
(4.58) 
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Vn =0 that is Fvn = 0, and Dn = 0; and a,, = 0. (4.59) 
The symmetry of the 0 (U, k) profile about the centreline and the free surface is expressed at 
both boundafies by the expression 
do 
On. 
where n. is the normal to the symmetry boundary. This is a Neumann condition.. 
4.5.3 Rigid Boundaries: Bed and Side-Wall 
(4.60) 
Figures 4.1 and 4.10 illustrate the attachment of the computation grid to the bed and side 
boundaries. The curved side-wall is in effect represented by a stepped profile pertaining to the 
computational grid. This does not affect the boundary values U,.,, and cwalP expressed is 
Section 3.5 (Eqns 3.26 and 3.32 respectively). 
N 
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n 
p 
.-- -- z////////-//// orm 
Figure 4.10 Rigid - Wall Boundary Condition 
At the bed the condition is expressed as 
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Vs =0 that is Fs, s = 
0, and D. = 0; and as =0 (4.6 1 a) 
and for the side-wall the wall condition becomes 
We =0 that is Fw, e = 0, and De= 0; and aE= 
0. (4.61b) 
Additionally, the diff-usion to the wall is set to zero 
( 
9k 
),.: ül= 0; (4.61) 
i9n, 
the generation term for k, Pk-I is modified to allow for the wall shear, and its integral average 
over the boundary cell becomes 
(PO 
wall = 
rwaU UwaU t'Vol 
Ywall 
(4.63) 
where the wall shearT,.,, is determined from Eqn 3.32, 'rw : -- P(U*), (LIT*)2, and J TV is the 
boundary cell volume. Finally, the wall-cell averaged dissipation rate, where Eqn 3.34 is 
integrated over the boundary cell, is given as 
-'w, ll "': 
c -3/4 k" U',, 8VoI wall wa 
Ywall 
(4.64) 
This is achieved by multiplying the e source terms by a large number N. *, 1030 such that 
314 
cý k"2 p SE = (SC) 5+ 
(SP) 
E '6P = 
NE 
Ic 
. Ne Epl. (4.65) 
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4.5.4 Boundary Conditions for the Pressure Correction Equation 
Patankair (1980), and Van Doormaal and Raithby (1984) give a discussion on the nature of 
boundary conditions for P'. The main point is that these boundary conditions have to match the 
pressure and velocity values at the boundary. In the present section no pressure boundary 
specification is made. The velocities are specified at all the boundaries according to Eqns, 4.58 - 
4.62. At the centreline symmetry boundary (Figure 4.9), the relationship 
BTPý +C and 
'r = BWý +C w 
(4.66a, b) 
is used. B is specified (B = 0) and C is the specified velocity. When Eqn 4.66(a) is substituted 
into continuity equation, Eqn 4.48, the resulting P equation (similar to Eqn 4.56) has the 
coefficients 
a., = 0; aE = (pAd), - (, oA).,,, d,, B; 
a,,, = (p Ad),; a. = (pAd),; 
(4.67a, b, c, d) 
ap =aE+aw +aN +a, 
bp =(pW*A), -(pW*A),, +(pV*A), -(pV*A), 
Formulations similar to Eqns 4.66 and 4.67 are derived for the other boundaries. 
4.6 Solution Algorithm 
The general form of the discretised equations for all the variables including P', is given by 
Eqns 4.22 and 4.56. Over the whole domain these equations form a set of nominally linear 
algebraic equations expressed in matrix form as 
[A] [01 - [BI (4.68) 
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where [A] is the coefficient matrix, [o] the variable matrix, and [B] the constant matrix. Ile 
most cost effective type of Eqn 4.68, is the one in which matrix [A] is tridiagonal: i. e. Eqn 4.68 
is of the form 
a,, a, 2 0 0 0 0 ol 
a2, a22 a23 0 0 0 0 0 02 
0 a32 a 33 a34 0 0 0 0 03 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 a,, -,, -2 
a, -,,, 
On-I 
0 0 0 0 0 0 ann-I ann On 
4.6.1 Tridiagonal Matrix Algorithm (TDMA) 
B, 
B2 
B3 
B1 
To make [A] tridiagonal, a powerful "sweeping" procedure was developed by Patankar and 
Spalding (1972). It involves sweeping in the z and y directions. For the z-sweep the coefficients 
of the discretised equations are calculated along a line of constant y. The coefficient matrix [A] 
is calculated from the P, E and W coefficients whilst assuming the N and S terms are constant 
The constant terms are combined with the V term (Eqn, 4.56f) to derive the [B] matrix. With 
the y-sweep the E and W terms are assumed constant. Further details of using TDMA to solve 
Eqn 4.68, are well documented and described in standard texts on numerical analysis like 
Vichenevetsk-y (198 1). 
4.6.2 TDMA Applied to the Pressure Correction Equation 
During a z-sweep along a constant y (the jth line), the best estimate for the P,; +, (PN! ) value 
is usually that from the previous k-I th iteration p, k--' This leads to slowed convergence. Van 
Doonnaal and Raithby (1984) introduced an approximation for P,;,., that makes use of the P,.; 
(Pp') such that 
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a. FD' best estnz. 
[& 
+1J + (0- 1)(F [p]**) (4.69) 
where 0 is a relaxation parmneter which lies in the range 1.85 - 1.95. The present study uses a 
value of 0=1.85. The superscript '**' indicates the value from the previous iteration. When 
Eqn 4.69 is introduced into the F equation, Eqn 4.56, the result is 
[ap-am(O-1)]Pý =a, Pý +ajvPý +a, ( [Pý]**-(0-1)[Pý]**j+a. Pý+b (4.70) 
The relaxation parameter, 0, is applied to the y-sweep, along lines of constant z (I fines) in a 
similar manner. This relaxation is used in the present study. 
4.6.3 Stability and Convergence 
To stabilise the computation and remove the risk of divergence, the standard discretised 
equation, Eqn 4.22, is under-relaxed by a factor, E, such that 
ap +1) OP anb Onb +b+ 
ap *p* 
EE 
(4.71) 
where O*p4 is the value of Op from the previous iteration. This also improves the convergence of 
the computation. E is related to a relaxation parameter similar to that of Eqn 3.57, ap, by 
ct, 
I- cto 
and fies in the range of 4 to 10. 
(4.72) 
For all the variable computations, the convergence criterion used to terminate the 
computation, as stated in Section 4.6, is of the form 
IIrp Ilk 
: 5,8 
IIrp 110 
1 (4.73) 
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where 
llrp jj'ý 
,,,: 
fZ [(a 
EOE +awow +aNON +asos +b-apop)(k) 
12 ila (4.74) 
domain 
is the Euclidean norm of residuals for the k th iteration. The factor a is used to express jjrp Il'- as 
a fraction of jjrp 110 (the residuals at the start of the computation), and lies in the range 0.15 - 
0.25. This criterion requires less computational effort than that of attempting to drive jjrpjj'- to 
below a cut-off value (Van Doonnaal. and Raithby 1984). 
4.7 Summary 
In the foregoing, the momentum, and turbulence species transport equations have been 
discretised and presented for numerical integration. The SIMPLE method of pressure field 
computation, through the use of the continuity equation, was presented. These procedures will 
be applied to the present flow situation in Chapter 7 and the results of the numerical study 
presented in Chapter 8. As stated in the Introduction, the format of the computations in Chapter 
7 leans on the present and past empirical data. Chapter 5, next, is devoted to the collection of 
this experimental data in the present cross-section. 
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CHAPTER 5: EXPEMMENTAL INVESTIGATION 
5.1 Introduction 
To experimentally determine the mean and turbulent flow fields in this study, several 
experimental procedures were used. This chapter describes the methods used. Section 5.2 
describes the experimental set-up, and how uniform flow was established. It also explains how 
the development and cross-sectional symmetry of the turbulent flow at the measurement section 
was assured. Section 5.3 deals with the roughening of the flume bed. Finally, Section 5.4 
introduces the practise of Laser Doppler Anemometry (IDA), which was used to carry-out 
detailed point-by-point measurements. The results of these investigations are presented in 
Chapter 7. 
5.2 Establishment of Fully-Developed Uniform Open-Channel Flow 
The experiments were conducted in the Hydrauhcs Laboratory of the Department of Civfl 
Engineering, at Newcastle University. 
5.2.1 The Experimental Set-Up 
Figure 5.1, and Plates 5.1 and 5.2 show the set-up of the experimental rig. 'Me cross- 
section of the pipe channel itself is shown in Figure 5.2. The set-up consists of a 305 mm 
internal diameter (D) pipe flume 12 metres long - made up of several pipe-sections. All the 
sections, bar three at the measurement area, were of opaque hydraulically smooth commercial 
Poly-Vinyl Chloride (PVC). To facihtate LDA usage, the three pipe sections near the 
measurement section - at x=X. = 6.265m downstream of the inlet - were of transparent 
perspex. The flume rests on brackets placed within a rectangular glass-walled channel - and the 
slope of the outer channel is equal to that of the pipe flume. The flat rigid bed shown in 
Figure 5.2 is made-up of PVC layers and runs the whole length of the flume. A sealant was 
applied to the pipe-section joints, and the pipe-bed interface. 
Flow is supplied by a recirculating pump delivering water from a sump up to an elevated 
tank which then delivers the water to the header tank of Figure 5.1. In the header ta* diflusers 
were designed and fitted onto to incoming conduits, and within the tank itself in order to 
dampen fluctuations and steady the flow. This also assured the symmetry of the flow at the inlet 
to the flwne. 
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Plate 5.1 Experimental Flume Viewed from Downstream 
Plate 5.2 LDA Apparatus 
(a) Transmitting Optics, Traversing Gear, IFA 550, Computer 
(b) Receiving Optics, Oscilloscope 
D 
Figure 5.2 The Channel Cross-Section 
The channel slope (S. ) was manually adjusted by means of the jack shown in Figure 5.1. 
The set-up was capable of S. values ranging from zero (horizontal) to 4.36 x 10-3. The 
maximum measurement error was of 0.002% of the smallest slope used. Measurements were 
carried out for two slopes 4.63 x 10-4and 9.27 x 
10-4. 
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5.2.2 Uniform Flow Establishment 
Uniform flow was established by the procedure explained by EI-Zaemey (1991). Ile water 
surface slope (S,, ) is determined by a linear regression fit of the uniform flow depths (Y. ) 
measured at approximately 1m intervals. The existence of S, means that the effective friction 
slope differs from both the bed slope S. and the fiiction slope Sf This effective ffiction slope 
(Seffecfivdis derived from the standard gradually varied flow equation 
dy so-S 
0-f 
dx 1-Fr 2 
and is calculated from values of S. and So through the expression 
Sef fccti ve = 
S. -(S. - S,. )( I- Fr 
2). (5.2) 
In both equations Fr = the Froude number = U,, 1ýg(AIT), in which A= the flow area, Um 
bulk mean velocity = Q/A (where Q is the flow rate), and T= water surface width. As the 
water surface slope approaches the SO the correction tenn in Eqn 5.2 disappears. 
The geometric parameters A, T, and the wetted perimeter (P), are respectively defined 
kirom Figwe 5.2) by 
D2 sin20 D2 sin20 
_::: ý 0- -)- --l. -4 00 0 (5.3) 4242 
TD[1- cos(2; r - 
Mf2 (5.4) 
D(O- 0, + sin 0)) (5.5) 
Slight mis-alignments of the pipe sections lead to the formation of cross-waves and 
subsequent unevenness of the water surface. To check whether these affected the uniformity 
and steadiness of the flow, the Vedernikov number (-Vn) was used (see Chow 1959). It is 
defined as 
85 
f, 
ti m', YFr (5.6) 
where m' = 2/3, Ucrft = the critical bulk velocity of the flow. The shape factor (y) is defined as 
dP 
d4 
where R is defmed as the hydraulic radius 
R=. 
P 
(5.8) 
(5.7) 
When the value of Vn is less than unity, the disturbances are drowned out and the flow is stable. 
The slopes investigated were subcritical (Fr < 1). As a result the values of V. were less than 
unity. This showed that the flow was stable, and the surface profile disturbances did not 
develop into unstable roll-waves. 
5.2.3 Bulk Flow Measurement 
The bulk flow rate (Q) was measured by means of a rectangular sharp-crested weir placed 
downstream of a stilling basin at the downstream end of the flume (see Figure 5.1). I'lie weir 
was calibrated according to the British Standard BS 3680: Part 4A: 1981 by EI-Zaemey (1991). 
For the present study, only the datum of the weir gauge was reset and regularly checked 
according to BS 3680 to give a standard error of 1.5%. 
The expression for Q (inM3/S) in tenns of the head over the weir (h, ) was given by El- 
Zaemey (1991): 
[1.777 + 0.245( 
hw + 0.0012 )10.4495(hw + 0.0012)'12 (5.9) 0.443 
in which h,, is given m metres (m). 
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]Fluctuations of the water level inside the well gauge occurred despite the stilling basin and 
were of the order of 5 mm - giving an error to the value of h, In this study, they affect the 
calculated value of Q by up to 5.6% for the lowest flow. This is acceptable as the quoted value 
is an overestimate based on the largest fluctuations affecting the lowest flow - although the 
highest fluctuations occur at the higher flow cases. 
5.2.4 Development of the Flow Profile 
Patel (1974) quotes Coles' criterion for turbulent channel flow development: a fully 
developed state is assured when all the structure related statistical quantities (velocity rms, 
spectra ... etc. ) at a given x-station do not change with x and, in addition, do not change when 
the flow system's inlet conditions are altered in a significant way. For this reason, buffers at 
the inlet were not used as an aid to the flow development (see Clark 1968, and Hussain and 
Reynolds 197 5). The lioneycomb Layers' in Figure 5.1, are drawn-in purely for illustrative 
purposes. In factý Bradshaw (1965) showed that buffer usage may affect the transverse 
boundary shear distribution. Only two trip wires (of 2 mm diameter), and a 25mm x 25mm 
wire mesh were thus used to trip the flow. This is based on the principle of the critical height 
(k,, it ) of a roughness element placed across the flow such that the element aids the transition of 
the flow to turbulence (see Schlichting 1968) - and is given by kcrit - 20 Y/(U. ).,. where (U. )., 
is the average shear velocity. For all flows the thickness of the mesh and trip wires is above this 
critical thickness. 
Flow development was judged from the centreline profile of the longitudinal velocity 
measured at approximately lm intervals up to x=7.120m, using an analogue propellor current 
meter. The velocity is calculated from the manufacturer's calibration curves (Alvarez-Hemadez 
1990) based on the number of cycles per second (Hz) made by the meter's propeller. Melling 
(1975), and Melling and VAtitelaw (1976) took measurements at the measurement distance, X., 
such that X. /(4R) = 36.8. In the present study, measurements were taken at X. = 6.265m 
which yields 19 :gX, /(4R) !5 49 depending on the flow depth. The values of X. /(4R) and the 
velocity profile measurements showed that the flow was sufficiently well-developed. Inlet 
distances were taken using a normal tape measure with I mm gradation. 
The symmetry of the flow about the channel centreline, was also checked using the LDA, 
plior to the actual measurements being taken. 
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5.2.5 Kinematic Viscosity 
The kinematic viscosity (in m2/s) was determined from an empirical fimction of the water 
temperature, T, (El Zaemey 1991) 
1.79 x 10-6 
1+0.03368 T' + 0.000221 T2 
(5.10) 
During each experimental nui, variations in T' were small due to the Large water reservoir used. 
The values of T' were taken to the accuracy of 1 OC. 
6.3 Roughening of the Flat Bed 
Graded sand and gravel were used to roughen the pipe bed. The roughening material was 
graded in accordance with the British Standard BS1377: Part 2: (1990). lbree rougimesses, 
d5o = 0.93mný 4.2mm, and 1.71mm, were used (roughnesses Roughl, Rough2, and Rough3 
respectively). d50 is the diameter at which 50 per cent of the grains of the graded material are 
smaller. It is obtained from grading curves produced according to BS 1377: Pt 2 (1990). 
The grains were attached to the flat bed by (i) placing a double-sided tape onto the bed; (ii) 
applying oil-based paint onto this tape to act as an adhesive; (iii) evenly sprinkling the grains 
onto the bed by hand when the paint is sticky; (iv) and, letting the paint dry over 24 hours and 
removing the excess grains to form a uniform single-layered roughness. Plates 5.3 - 5.5 show 
the three applied roughnesses. The endurance of the roughness was tested by running the flurne 
at flow rates higher than experimental ones. Only when no erosion occurred was the roughness 
adopted for experimentation. Flows over the roughened bed also have to satisfý the above 
ciiteiia of uniformity and development. 
The equivalent sand roughness (k. ) is determined from the method of Kamphuis (1974) 
such that 
2dgo. (5.11) 
This uses the rough-boundary logarithmic law, Eqn 2.28, to obtain k. from the measured 
velocity profile. 'Me origin of this profile is assumed to be at 0.7dqO above the smooth surface. 
Kamphuis, deduced Eqn 5.11 from results in which 10 < yo/40 < 100, (as with present flow 
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Plate 5.3 Bed Roughness (Roughl): d., = 0.93 min 
Plate 5.4 Bed Roughness (Rough2): d., = 4.20 mm 
plate 5.5 Bed Roughness 
(Rough3)-. ds@ = 1.71 mm 
cases) leading presently to its adoption as the definition of k.. In the present study k. = 2.36nun, 
10.2nun, and 3.92nun for Roughl, Rough2, and Rough3 respectively. 
The large k. values given by Eqn 5.11 result from Kwnphuis' use, in Eqn 2.28, of the 
ffiction velocity defined as U. = Vg -Y . 
Sf (as opposed to U. = ýg- -RSf ) for channels of high 
bed roughness. This simplification follows from the fact that the bulk of the boundary shear is 
carried by the rough bed. It thus reflects the dynamic effect of the roughness on the velocity 
profile rather than the normal physical description wherein k is directly linked to the roughness 
size. 
5.4 Laser Doppler Anemometry 
Laser Doppler Anemometry (LDA) was used to measure both the mean velocity and 
turbulence intensities in the present study in the longitudinal (x), and vertical (y) directions. The 
aser Doppler Method (developed in the I 960s) is based on the measurement of the Doppler 
shift of laser light scattered from small particles carried along with the fluid. Table 5.1 gives a 
fist of advantages and disadvantages of IDA - over other fluid measurement techniques, such 
as hot-fihn. A brief overview of the theory of I-DA is given in this section. More detailed 
, treatment of the subject is given in texts like Durst et al (1976) and Drain (1980). 
5.4.1 Theory of Laser Doppler Anemometry 
In typical laboratory flows, when the laser light of frequency f is scattered by particles 
canied in the fluid medium, it undergoes a small frequency shift. This is called the Doppler 
shift. The principle of heterodyning or frequency-beating' is used to measure this shift. This 
involves presenting two light beams of different frequencies to a photo-detector - which then 
produces the 'beat' frequency or component of the frequency shift. Possible optical 
arrangements used to achieve this are (i) the dual beam mode; (ii) the reference beam mode; 
and (iii) the dual scatter mode. A dual beam forward scatter arrangement shown in Figure 
53(a), is used in the present study. The scattered light (from one of the beams) is heterodyned 
with light from the second beam which has the original frequency. Of the three above, this 
mode gives the best signal-to-noise ratio. 
The Doppler shift frequencY (fd) is given by (Drain 1980) 
fd 
= 
2u 
sm( 
0 
A2 
(5.12) 
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45, 
where X= wavelength of the lightý and 0= the angle between the beams, as shown in Figure 
5.3(a and b). The velocity of the particle, u, is linked to, the fringe spacing, df, by the equation 
fj df. 
Table 5.1. Velocity Measurements by LDA (Drain 1980) 
(5.13) 
Advantages Disadvantages 
Does not disturb the flow Medium must be transparent 
High spatial resolution Needs scattering particles: artificial seeding 
may be necessary. (However, normal tap 
water contains enough particulates) 
Fast response Optical access is required: windows may 
have to be installed 
Response linear and easily calibrated Expensive signal processing equipment 
may be required in difficult situations 
where the signal-to-noise ratio is poor 
Directional discrimination possible Not well suited for measurements of total 
flow as this requires a tedious integration 
over a cross-section 
Operation not usually seiiously affected by 
temperature 
The crossing of the two beams gives out a Tfinge' pattern of Figure 5-3(b) which is due to the 
light of the two beams 'beating': adding (light areas) and cancelling-out (dark areas). The 
intensity of the light across each beam (and the fiinge pattern) follows a Gaussian distribution, 
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with a maximum at the centre. A particle moving Perpendicularly through d-tis fringe pattern 
scatters light. The intensity of the scattered signal is also Gaussian. 
To obtain the dual beam mode, a single beam generated by a 20 milliwatt (mW) Helium- 
Neon (He-Ne) laser is split into two of equal intensity, placed at an equal distance from and on 
either side of the original line of the beam. A prism arrangement shown in Figure 5.3(a) is used 
for this. This prism unit is called the beam-splitter. The two beams are focused onto the 
measurement point by a lens of 243 mm focal length. 
To achieve as small an intersection (measurement) volume as possible (and thus improve 
the spatial resolution), the angle 0 is kept low. Presently 0= 50. The rough dimensions of this 
volume, shown in Figure 53(a and c), are 
I. 
n =4 15,, =4d, 
(5.14) 
sm 0,12 
di =4 i5y =4 cy 
415, = 4a, -d' (5.16) cos 0/2 
where crx, oy, and cz. are the standard deviations of the Gaussian intensity distribution of the 
beams. 'Me quality of the signal that is given out by the particles carried in the fluid is 
determined by the number of fringes within the measurement volume Qýý 
d,, d, 
tan 
0 
dl- A2 
(5.17) 
foUowing Eqns 5.12,5.13, and 5.16. The higher the number of fiinges, the higher the signal-to- 
noise ratio. 
The flow direction of a scattering particle is distinguished by shifting the frequency of one 
of the fight beams before crossing the two beams. Several methods used to produce the 
frequency shift (Drain 1980) include reflection, diffraction gratings, and acoustic waves. 
Presently, (Table 5.22) an acoustic frequency shifter called the Bragg cell is used. 
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When the shifted and the unshifted beams cross, a moving fiinge pattern similar to that of 
Figure 53(b) results. A stationary particle placed in this fiinge pattern gives-out a signal of 
frequency A. Therefore, a particle traversing the pattern in the direction of the fringe 
fmovement' results in a signal of frequency f- 6ý, f A signal of frequency off -4- Af is given out 
by a particle moving in the opposite direction. This enables directional discrin-dnation. It is 
worth noting that shifting the beam also deflects it. A prism is incorporated near the Bragg cell 
to return the beam to its original direction. 
Frequency shiffing leads to errors in measurements near the wait and where there is a large 
curvature of the wall. This is caused by the 'moving' fiinge pattern, whereby stationary objects 
like impurities stuck onto the wall, result in a signal of frequency near AJ. The solution for this 
is to set the band-pass filters of the signal processors to leave out or 'drop out' signals at or near 
frequency 4f This does not affect the measurements greatly (Drain 1980). 
The scattered light is collected by a light detector. To improve the signal quality, it is 
protected by from stray light by means of lens covers with apertures large enough to allow-in 
light only from the measurement volume at the beam crossing point. The present detector is of 
the photo-multiplier type. Questions about the coherence of the scattered light and the signal 
thus produced, are posed by Buchhave et al (1979). For the Present study coherence does not 
pose a significant problem. 
Processing the signal involves (i) identifying a Doppler signal from the photo-detector; (ii) 
ensuring that it is leld' long enough to produce correlations etc.; and (iii) presenting that signal 
for collection by computer. The TSI IFA 550 signal processor carries out these functions 
(Figure 5.4), which are explained further in sub-Section 5.4.2 below. 
In addition to the disadvantages stated in Table 5.1, George and Lumley (1973) pointed 
out that other inherent errors of LDA include (i) the neglect of velocity fluctuations within the 
measurement volume, (ii) the neglect of mean velocity gradients within the volume, (iii) the 
effect of the finite transit time through the volume, and (iv) the fact that the measured velocity 
is that of the solid particles not of the fluid itself. In this study these problems do not 
significantly affect the results. 
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5.4.2 Equipment Used 
Most of the LDA equipment is manufactured by Thermo-Systems Inc. (TSI). Table 5.2 
summarises the details of the indMdual components schematically illustrated in Figure 5.4. The 
dual beam system is used in the forward scatter mode in which the scattered hgfit is collected on 
the other side of the measurement point - aligned with the transmitting optics (Plate 5.2). 
The transmitting and receiving optics are mounted on a manual traversing table which 
moves in the y-z plane. Positioning errors and corrections are reviewed in sub-Section 5.4.3 
below. An automated y-direction traversing table controlled directly by computer was 
commissioned as part of the study; details are given in Appendix A. However, the manually- 
controlled table was used throughout the study because of its ability to move in the two 
directions x and y, which enabled channel-wide measurements. 
5.4.3 Evaluation of Equipment 
With the laser light being mono-chromatic, only one component of velocity is measured at 
a time. The rotation of the beam splitter is used to enable independent x- and y-direction 
measurements. The mean velocities U and its corresponding true 'nns' value, Urml were 
measured first. The beam splitter was then rotated 901 to measure V and V,., Since the flow is 
assumed steady and stationary, independent measurement of the two components results in little 
error. Nezu and Rodi (1986) also note that a two-colour system did not substantially improve 
the accuracy of their earlier results (Nezu and Rodi 1985) obtained with a one-color system. 
The ranges of the measured values were: 0.0 50 m/s !! 9 U !g0.900 m/s: 0.0 10 !9U,.. !90.090m/s; 
- 0.040 !gV !90.040 m/s; and 0.000 !! g Vrms -! g 
0.040 m/s. 
The curvature of the pipe walls leads to positioning errors unless the beams always strike 
the pipe walls, perpendicularly. Since the traverses are in the Cartesian x- and y-directions, the 
beams are not always perpendicular to the pipe wall. The curvature effect was eliminated by 
placing water within the rectangular channel at the measurement section (see Durst et al 1976). 
This is based on the assumption that the refractive index (m) of the rectangular glass channel is 
equal to that of the perspex pipe. 
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Table 5.2. Equipment Used. 
Component Make and Model 
Laser Exciter Spectra Physics. Model 124 
Laser Generator TSI. Model 925.20 mW He-Ne 
Monochromatic. Light Wavelength 
0.6328)um. 
Beam Splitter TSI. Model 915.50 mm spacing of split 
beams. 
Frequency shifter TSI. Model 910 Bragg cell. 0.1 MHz Shift 
Used. 
Focusing Lens TSI. Model 918. Focal length = 243 mm. 
Receiving Optics TSI. Model 930, with Model 932 base. 
Model 10096 eyepiece for manual signal 
optimisation. 
Photo detector TSI. Model 950. Photo-diode. 
Current Amplifier TSI. Model 960. 
Signal Optimisation By eye as mentioned above. Also by 
optimising the trace of the signal displayed 
on the oscilloscope. 
Signal detectioný recording and processing TSI. Intelligent Flow Analyser(IFA) Model 
EFA 550. 
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To ensure that the curvature effect has been removed, a correction of the position of the 
crossing point is made by using different refractive indices for glass and perspex. This is done 
according to Eqn 5.18: 
Cos Cos cti 
-A 
"b)2_Sin2 
Ct Z5 = t4 
x+ 
[-ý'3 '+ 12 
(Z) 2_Sin2 a3ý 
ýný71 
2_ 
sin 
2 
Ct I 
Cos cti nh 
(5.18) 
which is derived by treating the five layers of Figure 5.5(a) as two sets of multiple layers - the 
first two-layered, and the second three4ayered. The known values are those of the refractive 
indices my and layer thicknesses (ty), where -y = 1,2,3,4, as shown on Figure 5.5. In Figure 
5.5(b), the distanceZ3is defined by 
BL 0 7C 
z. tan tan(- - a, ) 222 
(5.19) 
It was found that the position corrections were small. This confimis that the placing of the 
water within the rectangular channel does eliminate the curvature effect. This is true for 
measurements in both directions. 
To find the centre of the channel the beam-crossing was placed on one of the walls and the 
position of the traversing table recorded. The beam-crossing was then horizontally moved to the 
opposite wall - and the position also recorded. The centreline is half-way between the two wall 
points. The same procedure was used in order to determine the vertical centre point. The 
nominal positioning accuracy of the table is ±25 Am. 
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The IFA 550 Signal Processor 
Briefly, the EFA 550 signal processor operates by determining the duration of eight cycles 
of the input signal and auto-coffelating all the zerO-CrOssings within each half-cycles. This 
ensures correlation of the zero-crossings and good signal-to-noise ratio. When sixteen 
contiguous half cycles (eight cycles) correlate, their duration is validated and outputted to the 
computer; otherwise a new time measurement for sixteen half cycles is started. Coffelation 
zero-crossings does away with the need to know the signal amplitude - as with counter-type 
processors. This allows fully automatic operation of the processor. 
Also automatic is the setting of the bandpass filter set (comprising the low-limit and high- 
limit filters) to remove the pedestal 'noise' portion of the Doppler signal. The low-limit filter 
removes the low frequency noise from the analogue signaL whereas the high-pass filter reduces 
interference caused by high frequency noise. The processor gives out the data rates for each of 
the ten filter sets. The computer program then sets the filter set to the one with the highest data 
rate. Manual settings, via the computer can also be made if the automatic selection results in a 
spurious signal. 
With measurements close to the wall, the processor can be prompted to reject the 
unwanted component - previously mentioned - by raising the threshold (minimum signal voltage 
that is accepted) of the processor; from 9.330% to 13.33% of the peak-to-peak input voltage 
range. 
5.4.4 Measurements in the Present Channel 
Measurements were taken as profiles in the y direction (and constant z) at intervals Az' 
. pical 
total of 25 profiles. At each constant 4 the y _y 
10mm intervals (Az'/D = 0.0318) - giving at 
direction spacing (Ay') is uneven - smallest near the bed - in order to record the higher velocity 
gradients near the bed. The total number of measurement points per cross-section fies in the 
range of 250 - 400. 
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Data rates were reasonable at around 100 - 300 samples per second (Hz), with the mean 
and mis values determined at 1000 samples intervals. The number of samples used to determine 
the true turbulence value varied from 6000 - 8000 for good signals, to 8000 - 18000 for poorer 
signal quality. At firstý mean and mis values were recorded by hand in order to preserve a trace 
of the parameters. Time constraints meant automatic recording directly onto magnetic diskettes, 
was later used. The Pyocal period for a complete traverse of the cross-section was around 22 
hours. This meant more than one session was needed; although the effect of this on the results 
was minimised by limiting the variations of the flow rate (Q) and uniform slope from one 
session to the next to under 2%. 
5.5 Summary of Error Calculations 
There are two basic types of errors Systematic, and Random (Melling 1975). Systematic 
errors are a result of faulty or figgedbiased apparatus. They are often quoted to specify the 
level of accuracy expected from the apparatus - as noted in the preceding sections. Random 
errors introduce the scatter of data about a mean value. A summary of how these errors are 
calculated, is given herein. 
The error for a calculated parameter Y, eyis determined from a standard formula 
gy dy dý9y dY =- de, +- de + de., +... 2fl, 9ß, 3ß ,c23 
(5.20) 
where i3i (i = 1,2,3... ) are measured variables whose effors, epi2 contribute to e. Using Eqns, 5.3 
- 5.5,5.8, and 5.20, the expressions for errors in the area (eA), the wetted perimeter (e. ), the 
hydraulic radius (eR), and the water surface width (eT) respectively, become 
eA -D 
(I - cos2 0) ey,, (5.21) 
r 
-10 1 -e 
Y e0 
4 (1 + cos 0) 1) 
r- e-Y 2 
elo (5.2ý 
r 
eR =R+ 
eA 
(5.23) 
1 +epIP 
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e7= 42 cos 
(2; r- 0]-"2sin(2; r- 0 
ey, 
r -e -Y, )2 
r 
(5.24) 
where r= the pipe radius. The errors in the diameter (D) and bed thickness (e) specifications 
are considered neftble and thus do not contribute to the error expressions of Eqns, 5.21 - 
5.24. The resulting errors are tabled in Table 5.3. 
Table 5.3. Errors in the Experimental Parameters 
Parameter Systematic Error 
(maximum) 
Random Error 
YO ± 0.1 mm. i. e. 0.1% to 
0.25% 
± 0.5 mm. (0.5% to 1.25%) 
so ±0.002% max. ±0.1% 
Q ±1.5% ±5.6% max. 
A (Eqn 5.3) 0.5% (Eqn 5.21) 1.25% 
P (Eqn 5.5) ± 1.5% (Eqn 5.22) ±1.5% 
R (Eqn 5.8) ±1.5% (Eqn 5.23) ±1.5% 
T (Eqn 5.4) 1.5% (Eqn 5.24) ±1.5% 
LDA positioning ±25)um ±25Am 
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5.6 Summary 
In the foregoing, the experimental set-up was described. The equipment and procedures 
used to establish uniform open-channel flow were also described in Section 5.2. Flow tripping 
at the inlet to aid development of the flow was introduced. It was found that the longitudinal 
mean velocity profile was sufficiently developed at the measurement section. The weir gauge 
datum was re-set and regularly checked to minimise the error in measuring the flow rate Q. 
The sand and gravel materials used to roughen the bed were graded using according to 
BS1377: Part 2. Three roughnesses, d50 ý 0.93mniý 4.2mM and 1.71mm were used to roughen 
the bed. The corresponding equivalent sand rougheness k. values (obtained from 
Karnphuis'(1974) empirical formula) were given as 2.36mm, 10.2mm, and 3.92mm. 
respectively. 
In Section 5.4. the theory of Laser Doppler Anemometry was introduced. The He-Ne 
mono-chromatic systern, including the signal processing, used in the present study was 
described. Mean velocities U and V, and their respective turbulence intensities were obutined by 
the rotafion of the LDA beam-sphtter. 
The errors in the measured quantities, and how they affect other parameters derived from 
them, were assed in Section 5.5. 
The results obtained from the methods described above are presented and analysed in 
Chapter 7. They were obtained in order to create a database for the present and future studies 
of turbulent flow in the present cross-section. General open-channel flow studies may also 
utihse these data. 
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CHAPTER 6: APPLICATION OF THE NUMERICAL MODEL 
6.1 Introduction 
Additional modifications to the non-linear k-e turbudence model of Chapter 3, and the 
SIMPLE fmite-volume numerical method, of Chapter 4, are required before their application to 
the present cross-section. 
In Section 6.2, the implementation of the numerical scheme in the present cross-section is 
desciibed. The effect of the side-wall curvature, on the physics of the flow, is accounted for in 
Section 6.3; the comer effect in Section 6.4; and the effect of the bed roughness in Section 6.5. 
The combined effect of the three aspects is described in Section 6.6. 
Details of the computer program written to carry-out the computations are given Appendix 
C. 
6.2 Implementation of the Numerical Scheme 
From the general form of the momentum transport equations, given in Eqn 4.4, 
U 9(pu) d /Int 46u, )+S J i9xj 69xj %, oxi U, 
(4.4) 
extra terms arise as a result of the expression of the stress tensor. Furthermore, implementation 
of boundary conditions at the curved/sloping side-wall requires particular attention. 
6.2.1 Source Term Dependence on the Form of the Stress Tensor 
The extra terms that result from expressing momentum transport in the form of Eqn 4.4 are 
obtained by the following procedure. The six linear Reynolds stresses 
-pu*u' = 2, p V, ( 
dr-T ')+ 2 
jok dxl 3 
(6.1) 
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-P'V'v' = 2p v, ( 
au 2)+2 
pk (6.2) 
i9X2 3 
w'w' = 2p v, ( 
du 3) 
+2 pk (6.3) OX3 3 
-pu 0v0=v 
'Oul 
+ 
4OU2 (6.4) jo t( 46X2 Ox, 
-pu'w' =pV, 
( 
dul 
+ 
gU3) 
(6.5) 
6? x 4OX3 '6 1 
46U2 46U3 
-pv, W, =pvI+ (6.6) t (-I:: - 46X3 16X2 
are substituted into the momentum transport equations based on Eqns 2.3 
46(p[j) u+ g(pv) u+ 16(pW) u gp+, o V, 72U_ 
OPU'U' dPU'V' 
. 
dPU'-V'7'+Pý, 
dx dy 46Z 46X 69X dv 46Z 
(6.7a) 
cg(po vv 3(pW) v i9p 
9 
++-+P VV2V _ 
ÜPV' U' '9PV' V' '9PV' 
ax dy gz i9y 9x gy i9z 
(6.7b) 
g(p W) w 46P 1 9(po W+ W+ --+, OV, 72W_dPW'U* 
OPW'V' CPW'W'+pF,. 
dx 46Y 46Z 
dz 
4ox 
6y 
46Z 
(6.7c) 
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The momentum equations Eqns 4.5 - 4.7 are then subftcted from Eqns 6.7 in each of the three 
dimeinsions. The differences are the extra diffusion terms. TheY are, however, incorPOrated into 
the momentum source terms. This enables computation of the field described by Eqns 6.7, 
using the simplified form of Eqns 4.4 - 4.7. 
For the non-linear k-e model (i. e. wherein the stress is quadratic in the mean strain rate 
S, 
J), the 
Reynolds stress formulation of Eqn 3.23 leads to non-linear terms for the six stresses 
(Baker and Orzechowski 1983) 
k 
(c9U 
9u ýý-1)2 1( 1)2 -pu'u' : pck-pc-2v, f-- (6.8) 
e '9X2 &X3 
-pv'v' : pc3k - pcý v, 
kI gUl 2 (6.9) 
'6 
gX2 
-pw'w': pc3k-pc2v, 
k[ oul 
e 4OX3 
k 6U i6U 6U gu u gu -JOU'V' JOC2 Vt -I 
If 2+ 3) 
+2- If4o '+ 2 C c9X3 1OX3 '6X2 46X2'ý gXI 16X2 
k i9U i9U 9U- gul , iqu, i9u -Pu'w' : -p 1/ 2++2-+ 3)] C2 Vt 
g1 gx 
- %l 
2 
3X3 gX2 i9X3 2X1 dý9X3 
k gUlf, U, 
-PV'W' PC2 Vt (6.13) 
which are also added to the source tenrns together with the extra diff-usion temis. 
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6.2.2 Treatment of the Free Surface and Sloping Side-Wall 
To enforce the respective boundary conditions, the distinction between analytical and 
computational boundary conditions is made. Roache (1976) notes that the discretisation does 
not enforce a different physical domain. Rather, the discrete control volumes and boundaries 
represent the physical space in numerical space. The following treatment of the free surface and 
the curved side-wall results. 
The Free Surface 
The surface point is the centre of the surface cell. Therefore, the accentuation for i:, Eqn 3.35, 
is applied by making the assumption that the kinetic energy at the free surface acts at the surface 
cell centre - that is ef, as shown in Figure 4.9. This condition is consistent with the 
rigid-lid assumption. Chan and Street (1970) show the surface condition specification when the 
C-- 
five surface is deformable. 
The Sloping Side-wall 
Figure 6.1 (a) illustrates a typical wall cell at the side-wall boundary. Attempting to derive 
values for the wall point (i, J) using the boundary values b, and b2 leads to increased truncation 
effors. slowed convergence and poor relaxation at the point and progranuning difficulties 
(Roache 1976). As a result a "stepped" wall is used in place of the curved wall (Figure 6.1 b). 
The conditions that are used are for a stepped wall are similar to those used at the straight rigid 
bed boundary. Figure 6.1(b) shows the computational molecule which pertains to the wall 
point. With reference to Figure 4.2 and sub-Section 4.4.1, the following standard XMC 
specifications (see e. g. Chan and Street 1970) apply 
ffýl =I (Hý+112j 
2 
(6.14) 
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(b) Stepped Wall 
Figure 6.1 Sloping Side-Wall Molecules 
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Vo =1 (Pý+1/2 + Vij-112) 
2 
QW)i+lt2J+la =I (w 
1 
+V (6.16) 
2 i+laj 
+ WI+1/2j+l) '2 (Vij+1/2 i+lj+1/2) 
Oi+1/2j+1/2 (Oil + oil+, ) +1 (01+li + oi+li+l) (6.17) 22 
The boundwy conditions at the stepped wall become 
v 
=V. (6.1 ga) i+lj+112 ij+112 
Vi+11-112 =V 
-In Y 
(VW)i+lt2j+la = 0; (VW)i+lj-lt2 =0 (6.1 8b) 
W22 (6.18c) i+lj wiý 
z+Ir2i ' 0. (6.18d) 
6.2.3 The Marching Procedure 
Formal truncation error is minimised by the use of small Ax values such that 
IAy2 AZ2 
At <- 
4V (AY2 + AZ2) 
where the 'time step' At = Ax/U. in which U. is the longitudinal velocity scale. In the present 
study U. = U. for expeýrimentally-investigated flows. Otherwise it is estimated using standard 
resistance formulae of Manning or Chezy (Featherstone and Nalluri 1988). P is the kinematic 
viscosity. Eqn 6.19 also ensures the stability of the computation. 
108 
T 
YO 
AX 
Ul U3 
Figure 6.2 The XUrching Procedure 
In order to compute the flow over a sufficient 'numerical pipe lengtif until convergence, a 
large number of iterations is required. To enable this, the 'pipe' is broken into sections of length 
2 Ax - Figure 6.2. Section I is the inlet boundary and computation occurs at sections 2 and 3 
since the flow is parabolic and downstream conditions are irrelevant. The values of section 3 are 
then transferred to section 1 to continue the computation. This cycle is repeated until 
convergence is reached. This saves the computer storage required during the computation. 
6.3 Wall Curvature Effect 
In this and the fbHowing two Sections, modifications applied to the standard boundary 
conditions are presented. These are due to the wall-curvature effectý the presence of the comer, 
and due to the lateral variation of the boundary roughness. These three-dimensional effects are 
unaccounted for in the derivation of the standard logarithmic law of the wall, Eqn 2.21. As Eqn 
2.21 is used to derive boundary conditions for flow parameters like e, three-dimensional effects 
are thus absent from these boundary condition specifications. 
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6.3.1 Constant Stress Layer 
Eqn 2.21, is based on the assumption that the primary shear stress is constant and equal to 
the boundary shear stress -r. within the turbulent wall region - the constant stress layer. In flows 
over walls with lateral wall curvature, the existence of this wall region is brought into question. 
'Strong' lateral curvature is given by the limit 6/r. :91 (Huffinan and Bradshaw 1973), where 6 
is the boundary layer depth and ro is the radius of curvature of the boundary. Although the 
present cross-section does not strictly meet this criterion, whereby 6= YO, and ro == D/2, the 
following anAysis equally applies. Ginevskii and Solodkin (1958) derived an expression for the 
normalised velocity U/U., by using the mixing length hypothesis. This approach is flawed in 
that it uses a hypothesis which was originally derived using flat-plate two-dimensional data. 
Using the analysis of Richmond (1957), Rao (1967) derived an expression for U/U. for 
flows over a boundary with convex curvature. Eqn 2.17, 
u U. y 
=f (I -,, U. v 
is modified to include the lateral curvature such that 
u U. y 
I 
U. r, 
_ (6.20) U* t., v 
y is the perpendicular wall distance (see Figure 5.2). Using the x-direction momentum, and 
continuity equations in polar co-ordinates, the expression for the stress very close to the wall (in 
the absence of any pressure gradient) is given as 
+ (6.21) 
This suggests the absence of the constant stress layer. From Eqn 6.21, using 
r=p dulO(r , +Y), 
the velocity distribution within the region of high viscous effects becomes 
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= 
U.? ý In y+r. 
v ro 
(6.22) 
It is equivalent to the linear relation for U/U. in the viscous sublaYer. For the fully turbulent 
region, Eqn 6.20 then becomes 
u U. r y+r In "0 (6.23) 
This is the logaridunic, law, Eqn 2.2 1, modified to account for the wall curvature 
1r 
In(U* 0 In Y+r. + A' (6.24) 
ic v r. 
where A'= 5.75 for boundary layer flow, and 5.29 in open channels. Eqn 6.24 collapses to the 
standard flat-plate form (Eqn 2.21) when ro --ý co. For the present concave curvature of the 
waH, Eqn 6.24 becomes Rao's law' 
ur In( *0 In 'o 
Ic v r. -y 
(6.25) 
It is worth noting that Eqn 6.25 applies to flow over hydraulically smooth surfaces only. An 
equivalent rough surface similarity expression may be derived using Eqn 2.28. Bradshaw and 
Patel (1973) also note that Eqn 6.25 is not a universal similarity law similar to Eqn 2.21. It is 
thus only applicable to certain equilibrium layers, including the present given in the similarity 
analysis of Townsend (1961). 
6.3.2 Modified Boundary Conditions 
The boundary condition for U in the side-wall region is then derived using Eqn 6.25, which 
replaces Eqn 3.26 such that 
III 
u U. r In [ E., In 
U. /C v r. Yw 
(6.26) 
The subscript W refers to the computation point near the side-wall. Along the flat bed, Eqn 
3.26 applies. 
Furthermore, the boundary condition for e, eWl based on Eqns, 3.33 and 4.64 is expressed 
as 
3/4 k 3/2 
C, =- cý w (6.27) 
Figure 6.3 compares ew values derived from Eqn 6.27 for various radii of curvature, and fixed 
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Figure 6.3 The Modified c Boundary Condition 
U., to those of Eqn 3.33. This shows that for the present channeL r. = D/2 = 0.1525m, Eqn 
3.33 overestimates, the dissipation rate at the wall point. Indeed Hoohlo and NaUufi (1993) used 
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Power- 0 
a" 
,,, 
eý. - 1.0 
Eqns, 6.26 and 6.27 to compute the present flow. Tleir results showed agreed well with 
experimental data. 
6.4 Corner Effect 
The comer affects the flow through the tractive action of the two adjoining walls. It also 
affects the shape, size, and behaviour of the coherent structures therein (Saga et al 1991). Since 
the latter effect can only be qualitatively described, it is not pursued further in the present study. 
6.4.1 Derivation of Corner Similarity Laws 
Figures 6.4 show Nezu and Rodi's (1985) U/U. profiles plotted at the channel centreline 
and lateral sections towards the comer region in a rectangular open channel. The centreline 
distribution follows Eqn. 2.21. However, towards the comer, U/U. deviates substantially, 
decreasing to below that given by Eqn 2.21. This flattened profile illustrates the increased 
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traction due to the two walls at the comer. it also illustrates the independence of U/U. from the 
inner wall distance y+. 17herefore, y+ is an inappropriate wall length scale for the comer region. 
The present study assumes that mean flow in the 'comer region' follows similarity laws similar 
to Eqn 2.21. 
The similarity argments used to derive Eqn 2.21, (Kline 1965, Townsend 1976, and 
Yaglom 1979). depend on the condition of turbulent energy equilibrium in the wall region. That 
is to say that, the shortened turbulent kinetic equation (see Eqn 2.9) 
i6k 1W + 
dk 
VI 
d 
- 
Uu, [u'( -,, +t)]-utvf 
du 
= 69 (6.28) dz dy dy 2 p dy 
becomes 
77; ---, i6U 
-U V -=6 (6.29) OY 
as pre-viously expressed in Eqns 2.22 - 2.24. Eqn 6.29 is the primmy component of Eqn 2.22. It 
states that the convective and diff-usive transport of the kinetic energy are overwhelmed by the 
energy production, P, -, and 
dissipation, e, rates. U is determined from the integration of Eqn 
61 . A. 9. 
Demuren and Rodi (1984), and Demuren (1991) quote results which indicate the strong 
convective transport of fluid with low kinetic energy into the comer region. This means that the 
convective terms of Eqn 6.28 are not negligible and should be included when Eqn 6.29 is 
integrated to obtain Eqn 2.11. This amounts to the use of the low-Reynolds number k-. e model 
in which all the tenms of the kinetic energy equation are integrated to the waH. It is thus contrary 
to the chosen wall function route. Since non-equilibrium wall functions are not yet available, 
empirical arguments are used to derive the more accurate expression for U in the comer zone. 
M[konovski), (1991) derived an expression for the shear velocity estimate (U. ), (see Eqns 
.... 
25 and 3.30) 
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2 
jo(u, 
), = 46U 
06t ,, 
(6.30) 
where t' is a self-similar function of the respective bed Cy), and side-wall (z' = IZO - ZI 
distances, 
t, = (V-n + Z, -n ) -lin. (6.31) 
The empirical exponent n=2 for right-angled comers. ltý however, can not be used in the 
present channel where the comer is not right-angled. Eqn 6.31 nonetheless illustrates the 
irnportance of using the two boundary distances in developing the expression for U. 
Bragg (1969) experimentally studied the turbulent boundary layer in a fiot-angled comer. 
By comparing the U. values 'far' from the wall, (U. )ID, to those within the wall, he identified 
the 'comer region' as the zone within which the comer exerts an effect on the distribution of the 
boundary shear stress along any of the two boundaries. This zone extends to a distance of 
Z' (U*)2D 
- ý(Zo 
-Z) 
(LT 
*)2D 
= 2520 
l', 
(6.32) 
from the comer, where z' is interchangeable with y, and ZO is half the bed width. This is a 
meful check of what proportion of the channel width is affected by the comer. 
The velocity in the highly viscous region, deep within the comer zone, is governed by the 
expression 
U 
u 
cn 
(6.33) 
where Ucn is the comer velocity scale. As with method of Rao above, Eqn 6.33 is assumed to 
affect the form of the logarithmic similarity law for the turbulent zone, such that Eqn 2.21 
becomes 
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u=2G 
In(UK Y) + 3.01 uIr v 
(6.34) 
near the comer symmetry line where y- z'. G= 40.0 and Uk is a velocity scale although can 
not be explicitly expressed in temis of (U. )2D. 
6.4.2 Modified Boundary Conditions 
The wall symmetry zone is defined by 
ly, 
-Yl 
( Y, q Y) 
<, B (6.34) 
where yp is the perpendicular distance to the side-wall. jO lies in the region 0.05 - 0.25. It is set 
at 0.20. 
Within the regions defined by Eqns 6.32 and 6.34, the boundary condition for U is then 
given by 
Uw 
(U)1 
(U. ), min(y, y) In [ 1+5.3. 
K V 
(6.35) 
This takes account of the combined effects of the two wafls within the comer symmetry zone. 
ew is expressed is temis of Eqn 6.35 as with Eqn 6.27. 
6.5 Bed Roughness Effect 
The roughened bed introduces a lateral variation of the boundary roughness. Hinze (1967), 
Hinze (1973), and Naot (1984) studied rectangular closed ducts and open channels with lateral 
rouglmess variation. Rouglmess discontinuities were found to cause strong convective transport 
of kinetic energy by secondary currents. This state of non-equilibriurn again precludes the use 
of standard equilibrium wall functions at the roughness discontinuity. 
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6.5.1 Roughness-discontinuity Modification of Boundary Conditions 
In the absence of the appropriate wall functions at the discontinuity, grid refinement does 
not lead to the solution's independence from the grid size. Indeed unreasonably high normal 
turbulent stress gradients were observed (Naot 1984), leading to high secondary currents not 
corroborated by experimental e-vidence. 
Naot (1984) reports that physically plausible results are obtained by limiting the lateral size 
of the waU computation cell (Az) by such that 
< 0.25 (6.36) 
where Ak. is the roughness step at the discontinuity (= ký - k,, ). Eqn 6.36 is applied to the bed 
cell. adjacent to the side-wall. 
The three present roughness steps give the lower limit for Az as 9.44nun, 40.8mm, and 
15.68mm respectively. These limits are two high and lead to numerical instability. Eqn 6.36 is 
relaxed (halved) to give Az limits as 4.72nmi, 20.4nun, and 7.84mm respectively. The standard 
roughness boundary condition, Eqns 3.26 - 3.28, applies elsewhere on the roughened bed. 
6.6 Combined Effects: Curvature, Corner and Roughness 
The combined effects of side-waR curvature, bed-waU comer, and the roughness 
discontinuitýr are enforced though the application of Eqns 6.26,6.27,6.35, and 6.36. At the 
comer cell, the local side-wall curvature is neglected and the comer condition, Eqn 6.35 is 
applied. With a roughened bed, the additional Eqn 6.36 condition is also applied. The three 
effects are thus applied linearly as a combination of independent effects. 
The inlet conditions for k and e are given by, Eqns 3.24 and 3.25, with the wall distance, y 
in y/h (= y/Y. ), is now specified as the perpendicular distance to the nearer of the two 
boundaries. This is consistent with the usage of Eqn 6.34 in Eqn 6.35. 
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Future derivation of a single expression for the three depends on the development of non- 
equilibrium wall functions. This would depend on the better understanding of the role of 
diffusive and convective transport of the kinetic energy in non-two-dimensional situations like 
the three above. The gradient hypothesis which dominates the present models would have to be 
revised or replaced by more physically realistic models. Indeed, as noted in sub-Section 3.3.1, 
data obtained using Direct Numerical Simulations (Cazalbou and Bradshaw 1993) question the 
validity of the gradient hypothesis. 
6.7 Summary 
In the foregoing, the numerics and the physics of the computation model were discussed. 
In Section 6.2, the implementation of the SIMPLE numerical scheme was introduced. The 
extra source terms that result from the shear stress specification, and the use of the non-linear k- 
E model were presented. The numerical treatment of the free-surface and sloping side-wall 
boundaries was also explained. Furthermore, the strearnwise marching procedure used was 
presented. 
Section 6.3 dealt with how the side-wall curvature was incorporated into the model through 
the modification of the boundary conditions. The boundary conditions were also modified to 
account for the tractive effect of the bed-wall comer in Section 6.4. Lastly, the grid size 
limitation due to the difference in roughness between the bed and side-walls, was presented in 
Section 6.5. The combination of the three physical effects was briefly discussed in Section 6.6. 
The results of the present numerical model are presented in Chapter 8. Prior to this, the 
results of the experimental investigation in are presented Chapter 7. These results win be used 
to confirm the similarity arguments used in the model above. They win also be the basis of 
comparison for the results of the numerical model. 
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CHAPTER 7: RESULTS OF THE EXPERIMENTAL INVESTIGATION 
7.1 Introduction 
The results of the investigations based on the experimental methods of Chapter 5 are 
presented in this chapter. 
Section 7.2 deals with the analysis of erTors derived from the investigation, and their effects 
on calculated parameters. The calculation of the third mean velocity component W is also 
covered. In Section 7.3, the data for the case of the smooth bed is presented, whereas Section 
7.4 deals with the case of the roughened bed. Experimental evidence of the similarity laws 
based on the concepts of Chapter 6, is presented in Section 7.5. 
7.2 Data Presentation and Analysis 
The form of the data presentation, and the analysis undertaken to derive other parameters, 
is introduced in this Section. As shown in Table 7.1, thirty-three flow cases, based on the bed 
slope (S. ), the bed thickness (e), the uniform flow depth (Y. ), and the bed roughness, were 
studied. In these, the mean velocities and turbulence intensities in the x and y directions were 
measured. Two bed slopes So = 4.63 x 10-4, and So = 9.27 x 10-4were used to establish the 
effect of Reynolds number variation on the turbulence. After establishing that this was 
negligible (see Sections 7.3 and 7.4), only the higher slope was then used in subsequent cases. 
Two bed thicknesses e= 43 mm (e/D = 0.141), and e= 87 -mm (e/D = 0.285) are used. 
For e/D = 0.285, only the slope So = 9.27 x 10-4was used. To detennine the effect of the 
cross-sectional shape, four cases of the ratio (Y. + e)/D for each roughness were used. These 
were (Y. + e)/D = 0.305,0.400,0.502 and 0.666 for the e/D = 0.141 bed thickness, and 
(Y. + e)/D = 0.416,0.502,0.666, and 0.751 for the e= 87 nun bed thickness. 
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Table 7.1 Hydraulic Parameters 
Case 2 34 5 16 17 8 
o/D e/D (Yo+e) 
-4 - 
Qi A 
I (Eqn 3.9) lInteg_Ftd (Eqn 3. 
(cumecs) l(cumecs) , (m-2) 
Slill 04 10.164 10.141 0.305 0.00442 0.00256 10.0125741 
S1211 4.63E-04 0.25R 10.141 0.400 0.00904 0.00492 10.0210100 
S1311 4.63E-04 1 0.36 1ý 0.141 0.502 0.01350 0.01339 10.0304026 
S1411 4.63E-04 0.525 10.141 0.666 0.02281 0.02635 10.0453663 
S2111 1 
- 
9.27E-04 0.164 10.141 0.305 0.00570 0.00396 1 0.0125741 
1 S2211 llý. -27E-04 0.259 1 0.141 0.400 1 0.01148 1 0.00918 0.0210100 
S2311 
_ 
19.27E-04_1 0.361 1 
1 
0.141 0.502 0.01821 0.01491 0.0304026 
- S2411 19.27E-04 0.5 11 0.666 0.03218 0.02386 0.0453663 
R1111 
R1211 
14.63E-04 
4.63E-04 1 
0.164 
0.259 
0.141 
0.141 
0.3ý5ý 
0.400 
0.00635 
0.00724 1 
0.0045-1-1 
0.00550 1 
0.0125741 
0.0210100 
R1311 4.63E-04 1 0.361 0.141 0.502 0.01263 1 0.00995 1 0.0304026 
R1411 
_ 4 
14.63E-04 0.525 0.141 0.666 0.02408 11 0.01939J 0.0453663 
R2111 4- . 27E-04 1 0.164 0.141 0.305 0.00669 1 0.00311 0.0125741 
R2211 9.27E-04 1 0.259 0.141 0.400 0.00847 1 0.00631 1 0.0210100 
R23 11 
R2411 
9.27E-04 1 
19.27E-04 1 
0.361 1 
0.525 
0.141 
0.141 
0.502 
0.666 
0.01376 1 
0.02521 1 
0.01141 1 
0.02047 1 
0.0304026__ 
0.0453663 
_ 
- R1412 4 63E-04 0.525 0.141 0.666 4 0.01796 0.01488 1 0.0453663 
- 
R2112_ 19.27E-04 0.164 0.141 D0314 1 0.00185 0.0125741 
R2212 9.27E-04 0.259 0.141 0.400 0.00679 1 0.00511 1 0.0210100 
_ R2312 1 9.27E-04 0.361 0.141 0.5 0.01282 0.01011 1 
. __ 0.0304026 
, -l R2412 19.27E-04 1 0.525 1 0.141 0.666 1 0. R2: L2ýý 0.01803 0.0453663 
-------------- - 
S2121 9.27E-04 ý 0.131 1 0.285 
- 
0.4 0.00322 
-1 
0.00251 1 0.0116039__ 
S2221 9.27E-04 [0.216 J O . 285 0.502 0.00704 0.00584.1 
81 
0.0194975_ 
0 034461 S2321 9.27E-04 0.380 0.5 0.666 0.01611 0.0135 . 2 
S2421 1 9.279-04 0.466 1 0.285 1 0.751 0 02191 0.01797 T O. 0416582 
R2123 
ýý. 
27E-04 0.131 1 0.285 0.416 0.00248 0.00190 0.0116039__ 
R2223 9.27E-04 0.216 0.285 502 0.00561 0.00462 0.0194975 
R2323 
R2423 
9.279-04 
9.27E-04 
0.380 
0.466 
0.285 
0.285 
0.666 1 
1 
0.01373 1 
0.01906 
0.01168 
10.01606 
_ 0.0344612 
0.0416582_ 
R2122 9.27E-04 0.131 0.285 0. 416 0.00, 0157 0.0116039 
R2222 
R2322 
9.27E-04 
9.27E-04 
0.216 
0.380 
0.285 
0.285 
. 502 
0.666 
0.00477 
0. 
10.00395 
0.00961 
0.0194975 
44612 
- - - R2422 1 
D 
9 . 
i7 
-64 
305 
0.466 
i mm 
0.285 0.751 
I 
0.01518 
I 
10.01281 
I 
0.0416582 
i 
= 
ro- Imm 
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Table 7. I(Cont. ) Hydraulic Parameters 
9- 
-lo 
12 13 14 15 16 
Ai Pb Pw P R T Aspect Aspect 
Inte rtd (2 Zo) Ratio Ratio 
(m-2) 
- --(M) 
(M) (M) (M) (M) 1(2Zo/Yo) I(T/Yo) 
(Eqn 3. ýL (Eqn 3.8) 1(gqn 3.4) 
0.0076502 0.2123 0.1220 _ 0.3343 0.0376 0.2808 4.25 5.62 
0.0152651__ 0.2123 0.1829 0.3952 0.0532 0.2988 2.69 3.78 
0.0246102 1 0.2123 0.2453 0.4576 0.0664 0.3050 1.93 2.77 
0.0377 A23 0.3472 0.5595 0.0811 0.2878 1.33 1.80 
0.0104402 0.2123 1 0.1220 0.3343 0.0376 0.2808 4.25 1 5.62 
0.0177502 0.2123 0.1829 0.3952 0.0532 0.2988 2.69 3.78 
0.0266504 0.2123 0.2453 0.4576 0.0664 0.3050 1.93 2.77 
0.0392603 0.2123 1 0.3472 0.5595 0.0811 0.2878 1.33 1 1.80 
0- . 0095702 0.2123 0.1220 0.3343 0.0376 0.2808 4.25 5. 
-62-- 
0.0176401 
ý0.2123 
0.1829 0.3952 0.0532 0.2988 2.69 3.78 
0.0262602 0.2123 1 0.2453 0.4576 0.0664 0.3050 1.93 2.77 
0.0379606 0.2123_ ý . 3472 0.081Aý 
j0.2878 1.33 1.80 
0.0095 2123 0.1220 0.3343 0.0376 0.2808 4.25 5.62 
0.0170396 1 0.2123 0.1829 0.3952 0.0532 0.2988 2.69 3.78 
0.0262 1 0.2453 0.4576 0.0664 0.3050 1.93__ 
__2.77 0.0379544 0.2123 1 0.3472 0.5595 0.0811 0.2878 1.33 1 1.80 
0.0383805 0.2123 0.3472 0.5595 0.0811 0.2878 1.33 1.80 
0.0088003 0.2 L220 0.3343 0.0376 0.2 4.25 5.62 
0.0181990 0.2123 0.1829 0.3952 0.0532 0.2988 2.69 __ 3.78 
0.0253 0.2123 0.2453 0.4576 0.0664 0.3050 - 1.93 - 2.77 
0.0383507 1 0.2123 0.3472 0.5595 0.0811 0.2878 1.33 1.80 
1 0.0098021 q. 2754J P . 084? 0.3596 0.0323 0.3007 6.89 7.52 _ 0.0159902 1 _ 0.2754 1 _ - 0.1364 0.4118 0.0473 0.3050 4.17 4.62 
0.0286003 
0.0345804 
0.2754 
0.2754 
0.2383 
0.2957 
0.5138 
711 
0.0671 
0.0729 
0.2878 
0.2638 
2.37_1 
1.94 __2.48 1.86 
0.0091252 0.2754 0.0842 0.3596 0.0323--l 0.3007 6.89 7.52 
0.0153403 0.2754 0.1364 0.4118 0.0473 0.3050 4.17 4.62 
0.0292504 
0.0355057 
_ 
0.2754 
O . 2754 
0.2383 
0.2957 
0.5138 
0.5711 
0.0671 
0.0729 
0.2878 
0.2638 
2.37 
1.94__ 
2.48 
ý-_1.86 
0.0069001 0.2754 0.0842 0.0323 0.3007 6.89 7.52 
0.0149501 0.2754 0.13§4_1 
_ 
0.4118 _ 0.0473 
L 
0.3050 4.17 4.62 
0.0266502 
0.0331503 1 
0.2754 1 
0.2754 
0.2383 
=0.2957_1 
0.5138 
0.5711 1 
0.0671 
0. -1 0729 
0.2878 
0.2638 
2.37 
1.94 . -- 
2.48 
1- . 86 
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Table 7.1(Cont) Hydraulic Parameters 
18 i 19 20 1 21 22 23 24 25 26 
Um umaX Re Fr d5 0 ks Yo/ks U* 
ý4RUm/villYoUm/vi l TUm/vi Um / (gyo ) 
_(M/ 
s M/ 
-- -- --------- --- 
0.352 11_0. 
_413 _ 
46209 
_ _ 
15358 86259 0.502 
0.430 10 .376 
'j _7 9-9-1 -8- i 29687 ! 112299 1 0.489 10.016 
0.444 10.628 11103082 
1 4266! 81 0.428 0.0 17 
0.503 ItO. 837 j142410 70256 1126369 0.401 0.019 
0.454 10.487 59583 19803 1111224 
1 0.648 ! 0.018 
0.546 iO. 631 1101448 37685 i 142552 0.621 iu. 022 
0.599 10.655 ji138977 1 57522 159491 0.577 10.025 
0 709 10 689 ! 200874 99099 1 178248 0.566 n-077 
0.505 10.618 1 66314 1 22040 1 123790 0.721 . 36 2110.013 
0.345 to. A! ýz 64019 j 23781 1 89957 1 0.392 0.93 12.36 3310.016 
415* 0 _ 
. 
0.465 1 __ _ . 
1 96411 39904 _ 1 . 1166ii-I 0. .1 400 1 0 93 2 36 1 
__ 47! 0.017 
0.531 IiO. 6 _ 09 1150316 _ 74156 1 133385 0.424 932 _36- ---- 
fo ____ -- I 68! 0.019 
------------ 0. 
_532 
10.410 69901 1 23232 i 130485 0.760 0.93 12.36 2110.018 
0.403 10.467 74879 27815 11 105217 0.458 jO. 93 2.36 33ý 0.022 
0.45 16.521 1105017 43466 1 120518 0.436 10.93 2.36 1 __471 
0.025 
0.556 ! 0.636 ! 1157389 77646 1 139661 1 0.444 ! 0.93 12*36 i 681 0.027 
0.396 110.473 ! 112126 55316 1 1 99497 0.316 1 4.2 110.2 161 
0.250 10.306 32841 10915 1 61306 0. - 357 1 4.2 110.2 1 __5 -0. -0 i8- 
0.323 10.407 60017i 222 4 f 0.367 4.2 1110.2 
1______11 0.022 
0.422 10.520 97828 40490 1 112268 0.406 4.2 j10.2 111 0.025 
0. 
_490 __10.593 
1138867 68508 1 123226 1 0.391 4.2 110.2 ! 
___ ___16' 
0.027 
0.278 - --------- ---l ------- 110.335 1 31279 9693. 72871 1 0.443 1 0.017 
0.361 
468 0 
'0.469 
;0 548 
59710 11 
109533 
20810 
47358 1 
96168 1 
117493 
0.449 
0 438 
0.021 
025 0 . . 1 1 1 . . 
0.526 jO. 600 1133981 1 65207 i : 0.446 I- i- 0.026 __ 
0.214 10.272 24106 7470 5 0.341 
t 
il. 71 ! 3.92 10 0.017 
0.288 ý0.415 1 47086 16411 
1 75837 0.358 il. 71 13.92 17 0.021 
0.398 10.487 93796 40554 : 100612 ý 0.373 11.71 13.92 30 0.025 
0.457 jO. 560 
------------- 
1114738 i 
-- 
55842 ý _ 103759 0.388 11.71 j3.92 
__ __36 
10.02 
0 19 9 10 287 20816 6451 48495 0 318 
_ _14.2 10_. _2__'j -1 0.017 
0.245 0.359 38806 13525 62500 0.304 4.2 JO. 2 
ý 
6 iO. 021 
1 0.341 0.453 75979 1 32850 i 81500 i 0.320 1 0.2 4.2 11 0.025 
0.364 10.473 1 87628 4-2 6-4-- _7_ __ 
ý_ 79242 0.309 . i 4.2 110.2 14 i ý0.026 
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The side-walls were kept smooth to enable IDA measurements. Flows over a smooth bed 
were first studied. In addition three bed roughnesses, d5o = 0.93,4.2, and 1.71 nun (Roughl, 
Rough2, and Rough3 respectively), were used. Roughnesses d5o = 0.93 nun and d5o = 4.20 
mm were used for the bed thickness e/D = 0.141. For the bed thickness e/D = 0.285, the bed 
was roughened with d5o = 1.71 nur and d5o = 4.20 mm roughness. The increase in one of the 
roughnesses from 0.93 to 1.71mm, as e/D was increased, was made in order to ensure the that 
the beds were hydraulically rough - that the roughness elements fully penetrate the viscous 
sublayer of thickness 6, for all the flows. The discussion on the determination of the roughness 
criteria is given below in sub-Section 7.4.1. 
A five-character case-reference code is used SIRijkl (e. g. S241 1, R2212). The first letter 
refers to either a smooth (S) or a rough (R) bed. i indicates the first (i = 1) or second (i = 2) 
bed slope - S(ý = 4.63 x 10-4, or So = 9.27 x 10-4. j indicates the depth ratio for the given bed 
thickness: for e/D = 0.14 1, j=1,2,3, and 4 for (Y. + e)/D = 0.305,0.400,0.502 and 0.666; 
andj = 1,2,3, and 4 for (Y. + e)/D = 0.416,0.502,0.666, and 0.751 when e/D = 0.285. The 
bed thickness is identified by figure k such that k=I for e/D = 0.141, and k=2 for 
e/D = 0.285. The rougimess used is specified by I=1,2, and 3 for Roughl, Rough2, and 
Rough3 respectively. For smooth-bed cases, I=1. 
7.2.1 Hydraulic Parameters 
Hydraulic parameters are given in Table 7.1, and in Table B. 1 of Appendix B. Maximum 
errors in the calculated parameters due to the errors in the measured parameters (Y,,, S., h, 
and the z- and y- traverse) were given in Table 5.3. 
The bulkflow rate (Q) varies from 0.00231 to 0.03218M3/S, well within the capacity of 
the experimental set-up. The integrated mean flow rate (Q) varies by up to 30.0% of the 
measured value. CoffespondfiWjy, the integrated area (A. ) calculated from the LDA traverse 
differs from the area calculated from Eqn 5.3 by a maximum of 30.0% (Table B. 1). As the 
flow near the wall - especially at the points of high side-wall. inclination where LDA errors 
would be large - is not measured, this flow is not included in the integrated value of Q leading 
to the error in Q. This is more pronounced in the lower (Y. + e)/D ratio cases where the un- 
measured near-wall flow forms a higher proportion of the total flow. 
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The correlation of the errors in Q and A (as included Table B. 1) illustrates that the LDA 
measurements are accurate and would yield values integrated values close to the measured ones 
had the inclusion of the near-wall flow been possible. 'Me longitudinal bulk mean velocity is 
thus calculated from the measured values: Um = Q/A. The values of Um for cases RIIII and 
R21 11 are due to large errors in Q. Hydraulic parameters for which these U. values are used 
are thus omitted from analyses. 
Two length scales, Y,, and A/T, were used to obtain the Froude number, such that Fr = 
U. /, /(gY. ), and Fr = U. /V(gA/T). T is the width of the free surface. AD the flow cases were 
subcritical with, Fr < 1, regardless of the length scale used. Yet another important length, 
illustrated in Figure 5.2, is the width of the rigid bed 2Z., which is equal to the bed perimeterpb 
in Table 7.1. It can be used to calculate an indicative aspect ratio, 2ZO/Y., based on the 
corresponding ratio for rectangular channels. In Table 7.2 the two aspect ratios, 2Z. /Y. and 
T/YO) are quoted. 
7.2.2 Calculation of the Transverse Velocity Component 
The transverse velocity, W, is computed from the measured distribution of the vertical 
velocity, V. The continuity equation in the yz-plane is integrated to yield W through 
al 
gv d 
40Y 
(7.1) 
Firstly, the measured V values were curve-fitted, and the gradients W/8y determined using 
available subroutines from the Numerical Algorithms Group (NAG) FORTRAN fibrwy. These 
(9V/c'Oy values were then numerically integrated in the z direction according Eqn 7.1 also using a 
NAG subroutine. The curve fitting and numerical integration using NAG routines introduces 
very small errors. This was verified by fitting pre-determined curves, and evaluating known 
integrals. 
124 
7.3 The Smooth Bed 
The k. value for the smooth bed case is taken to be zero. Ghani (1993) notes that k 
calculated through the Colebrook-White equation is highly sensitive to the (measured) values of 
the Darcy-Weisbach ffiction factor (X). 
7.3.1 Longitudinal Mean Flow Characteristics 
The centreline longitudinal velocity is normalised by U.. The development of this 
normalised profile is illustrated by Figures 7.1 (a-d) for typical cases. It is clear that the distance 
from the inlet which is 19 ! -, * X. /(4R) :g 49, is sufficient for a turbulent velocity profile to 
develop especially for the higher flow depths. For all the flows, the profiles also show the 
surface retardation of the mean flow, mentioned by Cardoso et al (1989). It is also clear that 
the shape of the profiles approaches that of full pipe flow as (Y. + e)/D > 0.5 with the 
maximum occurring near YO/2. 
At the measurement section, the longitudinal mean velocity is also non-nalised by Uln into 
UIT.. Isovels for U/IJ., - which are lines that join points of equal value - are plotted in Figures 
7.2. These are also referred to as velocity contours. On these and subsequent secondary flow 
plots, the axes are not normalised. This is to avoid the distortion of the side-wall curvature, and 
it thus enables the curvature effect on the flow structure to be identifiable. The horizontal axis is 
plotted using the variable z' =z+ D/2, where z is defined in Figure 5.2. 
For bed thickness e/D = 0.14 1, Figures 7.2 (a-e), there is a slight asymmetry of the flow 
illustrated by the 'skewed' location of the velocity maxima. This is in spite of the symmetry 
having been verified before measurements were taken. Melling and Whitelaw (1976) observed 
that since the flow is highly developed, a slight deviation (or asymmetry) in the z- direction is 
magnified on the contour plots. In this light, the observed contour asymmetry is deemed 
acceptable. The isovels for the bed thickness e/D =- 0.285, Figure 7.2(f), are more symmetrical. 
125 
0.80 - 
:: 0 -a 9- X/4R -11.4 X/4R- 16,1 
X/4R-20.8 0a X 4Rm25.5 V. 
/4R-29.5 
a. r>o - 
0.40 - 
0 AOOX 
0.20 -Cx 
,a O= 
Iß ll A4 x. 0.00 -,,, 0.70 0,150 o. iD 
U/Urn 
(a) Case S2211 
1.00- 
qb xA 00 
444 -b X/4R- 18,7 
xxxxx )(/ý4R-26,5 
(). so X/4R-34,2 
XZ4R-42,0 
44000 Xý/4R-48.5 
...... X/4R-55.2 tä os 
AW 0 coc + 
Iß 04 
mx 
*ä ti 64. 
0.40 
A0 
A x» + 
0.20 
0.90 1 . 
60 1A0 ' 1.210 
U/um 
. -b 4 44 4 XZ4R-7.5 4xD 410 
xxxxx X7 4R- 10.5 
. )(/4R»13.8 
A&&&& )(/4Rm16.7 
40644 ) /4R-19.3 ý 
X 44Fi-26,5 
0.60 
0,40 
0,20 - 0: 0x 
0&$ ax 
A l> ex 1 
0 00 . , 0.7 0 G. go 0.9 0 
Li/um 
(b) Case S2411 
1.00 - 
# 06 
4 -4 * X/4R-9.0 
0 
xxxxx )(/4R-1 2.7 
0,80 - 0130,30 X/4R-16.5 .0 4+ AAA&& X, /4R-20.2 
00060 X 4R-23.3 
. ..... Xý0-26.5 
0.60 
6 +oa 
0.40 4 
*K *A 0 
0.20 
X&Koc +0+ 
0.00 
0.70 0-80 0.40 ' i. 6o IAO ,I U/um 
(c) Case S2121 (d) Case S2321 
Figure 7.1 Development of the Velocity Profile. 
126 
Case S1111. e/D=0.141 (Yo+e)/D=0.3D5 
40 40 
20 20 
0 0 
12 32 52 72 92 112 132 152 172 192 212 232 252 272 292 
Mean Velocity U/Urn 
111. e/D=0.141 v o+e 
112 132 152 172 19, 
Z' (m M) 
(a) Case SIM 
Mean Velocity U/Urn 
Case S2111. e/D=0.141 (Yo+e)/D=0.305 
I 4ý/ ; /T 40 r 40 1- --r -T-- 
20 20 
00 
12 32 52 72 92 112 132 152 172 192 212 232 252 272 292 
Z' (m M) 
(b) Case S2111 
Mean Velocity U/Urn 
Case S2211. e/D=0.141 (Yo+e)/D=0.400 
so 
60 rT1---rT TI T1--- 
40 -1- rT--I 
20 
0 
3 23 43 63 83 103 123 143 163 183 203 223 243 263 2B3 
Z' (M M) 
(c) Case S2211 
Figure 7.2 (a - c) Mean Velocity Distribution U/TJ.: Smooth Bed 
80 
60 
40 
20 
0 
127 
160 
140 
120 
100 
80 
60 
40 
20 
0L 
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(d) Case S1411 
160 
140 
120 
100 
80 
60 
40 
20 
0L 
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(e) Case S2411 
Mean VelocitY U/Urn 
Case S1411. e/D=0.141 (Yo+e)/D=0.666 
r- r 
IT 
10) 1 
41 
160 
140 
120 
100 
80 
60 
40 
20 
Figure 7.2 Cont. (d -e) Mean Velocity Distribution U/U.: Smooth Bed 
Mean Velocity U/Urn 
Case S2411. e/D=0.141 (Yo+e)/D=0.666 
--4 - -1 ----------4-------4 -1- -- cc 
L 1. -1 J---I---L 
0 01 
---- -------- -- -- --- 
I---i 
I--- 
0 
160 
140 
120 
100 
so 
60 
40 
20 
0 
128 
Mean Velocity U/Urn 
Case S2311. e/D=0.141 (Yo+e)/D=0.502 
100 
80 
60 
40 
20 
0 
-7 --- 
o. 9 
------ 4-4 
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(f) Case S2311 
40 
20 
0 
140 
120 
100 
so 
60 
40 
20 
0 
2 22 42 62 82 
100 
so 
60 
40 
20 
0 
40 
20 
102 122 142 162 182 202 222 242 262 282 302 
Z' (M m) 
(g) Case S2121 
Mean Velocity U/Um 
Case S2421. e/D=0.285 (Yo+e)/D=0.751 
------------------- 
140 
120 
100 
80 
60 
40 
20 
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(h) Case S2421 
Figure 7.2Cont. (f - h) Mean Velocity Distribution U/U.: Smooth Bed 
0 
129 
Mean Velocity U/Um 
Case S2121. e/D=0.285 (Yo+e)/D=0.416 
Figures 7.2 (a-e) also show that, for e/D = 0.14 1, an increase in the bulk Reynolds number 
(4RU. /j/) - effected by the doubling of the slope - does not affect the mean flow distribution. 
This is assumed to be true for all other e/D ratios, including the second bed thickness eD 
0.285. Therefore only the higher bed slope, So = 9.27 x 10-4, is studied for e/D = 0.285. 
All the smooth-bed flows show the presence of two maxima - one either side of the 
centreline. This indicates the strong three-dimensionality of the flow as observed previously by 
Nalluri and Novak (1973) in circular pipes flowing part-fWl; Nezu (1977), and Nezu and Rodi 
(1986) in rectangular channels; Tominaga et al (1989) in rectangular and trapezoidal channels, 
and Nezu and Nakagawa (1993) in most of the above cross-sections. Although the present 
channel shape is unlike any of those quoted above, the existence of two maxima in open 
channel flow indicates the presence of secondary flow - which draws high momentum fluid 
away from the channel centre towards the comers. This is also illustrates by the 'bulging' of the 
contours toward the comer zone. Most of the contour bulging in the Figures 7.2 (a-h) is 
towards the bed/wall comer. This is similar to the results of Nezu and Rodi (1985) - see Figure 
2.4. 
The velocity maxima are depressed to below the free surface - also termed the velocity dip. 
The extent of the depression varies from 0.25Y. (i. e. y..,, /Y. = 0.75) at low flow depths, (YO + 
e)/D _.! ý 
0.5, to 0.5YO at higher depths, (Y. + e)/D > 0.5. This closely mimics the results of 
Nalluri and Novak (1973) whereby the depression increases with the flow depth in a pipe 
channel of circular cross-section with no flat bed. Nezu and Nakagawa (1993) quote a 
depression of 0.4Y. for open channel flow in rectangular channels. This shows the close 
resemblance of the flows where (YO + e)/D !! g 0.5 to rectangular channels with respect to the 
three-dimensional characteristics (e. g. due to anisotropy of the turbulence, and secondary flow). 
The bulging of the contours at the centreline indicates the movement of high-momentum fluid 
away from the centreline. This further demonstrates the three-dimensional nature of the flow. 
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7.3.2 Normalised Turbulence Intensities 
Figures 7.3 show the normalised turbulence intensity profiles at the channel centreline- 
T'hey are normalised. using the cross-sectional average shear velocity (U. ).,. = AgRS. ). The use 
of the velocity scale, (U. ).,,, is appropdate for smooth flows since the local value is not known 
and can not be accurately deduced from the local longitudinal mean velocity profile (Hoohlo 
1991). 
The longitudinal turbulence intensities, (Figure 7.3a), are compared to the empirical 
fon-nula of Nezu and Rodi (1986), 
Urms 
= D. exp(-C. 
Y) 
5 ul YO 
(2.27a) 
where Du = 2.30, and Ck= 1.0. In general the intensities show an exponential decrease with an 
increase in depth. The intensities for Case S1411 are up to twice the values given by Eqn 
2.27(a). These high values are caused by the bulk flow rate, Q, being higher than that pertaining 
to the flow depth - i. e. the flow being artificially uniform. Indeed this is illustrated by the high 
cross-sectional maximum velocity, U. (= 0.837 m/s), which is greater than the U. value for 
Case S241 1! For the rest of the smooth-bed cases the intensities are lower than Eqn 2.27(a) in 
the near the bed, y/Y. < 0.3, and higher farther from the bed, y/Y. > 0.7. This flatter 
distribution is due to the three-dimensional effects which enforce a uniform distribution of the 
ttubulence. 11is is apparent for the higher (Y. + e)/D flows. Nonetheless the fined profile for 
all flows gives the constants Du = 1.94, and Ck= 2/3, which is close to Eqn 2.27(a). 
Figure 7.3(b) shows the nornialised V. profiles compared with their respective empirical 
profde (Nezu and Nakagawa 1986) 
Vrms 
= D, exp(-C. 
y 
U. YO 
(2.27 b) 
where Dv = 1.27, and Ck= 1.0. The profiles are much flatter than Eqn 2.27(b) with Dv = 0.777 
and Ck = 0.186, illustrating a higher retardation near the bed than that predicted by Eqn 
2.27(b). This 'retardation' of the turbulence is due to the transfer of mean flow momentum 
(from which the turbulence extracts its energy) away from the centreline. 
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7.3.3 Secondary Flow 
The secondary flow vectors are plotted in Figures 7.4(a-g) on a vertically exaggerated 
scale. The secondary mean velocity, U,,, is obtained from its two components V and W: 
r- 
usce 
= 
VV2 + W2 (7.2) 
UV and W are normalised by U... For all the flows the magnitude of U.. c SCO 12, 
is of the order 
of 0.03Un..,, in line with Tominaga et ats (1989) open-chatmel measurements. Ile maximum 
Usecvalues of 0.12U. occur in the lower depth flows, (Y. + e)/D : 5,0.5. 
Two secondary flow ceUs, on either side of the centreline, are apparent in most flows. The 
bottom' cell transfers momentum away from the centre towards the comer zone. At the top the 
surface ceU transfers momenttun within the surface region away from the centre towards the 
side-wall. As with the primary mean flow, this pattern is independent of the Reynolds number. 
In the lower depth flows, (Yo + e)/D :g0.5, the cells are very elliptic. This indicates the large 
effect the free surface has on the three-dimensional structure. These secondary flow patterns 
are similar to those found by Nezu and Rodi (1985), and Tominaga. et al (1989) in rectangular, 
and high-side-wall-slope trapezoidal chatmels. It further confirnis sinilarity of the low 
(Yo + e)/D flows to rectangular channels. In general, local continuity is satisfied across 
hotizontal and vertical lines spanning the whole cross-section. The flows of the higher depth, 
(Yo + e)/D > 0.5, have one predominant cell spanning the flow depth on either side of the 
centreline. These are more 'rounded' and are unaffected by the inward side-wall curvature at the 
top. The magnitudes of UMC are much lower than those found in (Yo + e)/D !ý0.5 flows. The 
velocity dip is thus caused by the momentum transfer of weak currents acting over a large part 
of the section, from the surface area downwards. Ile inwardly curving wall also retards the 
flow near the free surface. 
The small magnitude of the verfical velocity, V, which makes measurement difficulý and 
the need for nurnefical integration to obtain W, leads to some inconsistency in the plotted 
secondary flow vectors (e. g. perpendicular flow at the side-wall and free-swface). As such the 
secondary flow patterns are mainly appropriate for qualitative description of the flow. 
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7.4 The Roughened Bed 
In this section, measurements taken in the channel for the three bed roughnesses are 
presented. 
7.4.1 Classification of Bed Roughness 
The equivalent sand rougimess, k, is calculated using Eqn 5.11 
k., =- 2 dg 0 (5.11) 
and is given in Table 7.1. d9o is derived from the grading curves for the sand roughness. The 
relative roughness Y. /k. fies in the range 3.9 - 67.8 (see Table 7.2). 
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Table 7.2 Friction Parameters 
Case 234q 
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qn 2.36 ), (Eqn 
9 
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Table 7.2(Cont) Friction Parameters 
10 12 13 14 15 
Meantau Bed Shear Shear 
Bed Wall 2.35 I(Einstein)! (IEýnstein Force Ratio 
(N/m-2) (N/m-2) Wall (SF) 
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The thickness of the viscous sublayer, a,, is given by the standard Blasuis formula 
32.8 
, 51 - (7.3) 
where Re is the Reynolds number (= 4RU. /P), and X is the friction factor for an equivalent 
smooth flow (Eqn 2.36). 
The bed roughness Reynolds number, Re. = (U. )b kýy, is used to classify the hydraulic 
roughness of the flows. The equivalent bed shear velocity (U. )ý is obtained by using the 
separation technique of Einstein (sub-Section 2.5.2). Re. values obtained in the study lie in the 
range of 29 :g Re. :g 269. The lower values, Re. :g 70, indicate a flow in transition from 
hydraulically smooth to hydraulically rough as noted in sub-Section 2.4.3 The roughness 
elements do not fully penetrate the viscous sublayer (i. e. 6, ý! k). This is true for all the Roughl. 
(ks = 2.36 mm) flow cases. and generally for flows where YI> 17. The higher bed 0S 
roughness cases are fully rough, with Re. > 70 and 6, < ks. It is worth noting that all the (U. )ý 
values are greater than the cross-sectional average shear velocity (U. ),, v.. 
This is expected as the 
roughness induces higher traction on the flow than does a smooth boundary. 
7.4.2 Longitudinal Mean Flow Characteristics 
Figures 7.5 (a-c) show the development of the U profile along the channel length. The 
turbulent flow profile is achieved sooner that in corresponding smooth b4 with Rough2 
profiles developing fastest, followed by Rough3 and Roughl. The profile is very flat away from 
the bed. This illustrates the high level of turbulent mixing that prevail over the flow depth. 
The two mean velocity contours plots, Figures 7.6 (a and b), are similar. This indicates the 
absence of the Reynolds number (= 4RU. /I/) effect on the velocity distribution for the fully 
rough flows. For the rest of the roughened bed flow, Figures 7.7 - 7.8, the symmetry of the 
flow in the roughened bed cases, is better than that achieved for smooth-bed flow. 
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The velocity dip is presentý albeit to a lesser extent than that in the smooth-bed cases. The 
two cross-sectional velocity maxima lie symmetrically on either side of the centreline within the 
middle third of the channel; that is Iz - Z, I/Zo :g 1/3. For flow depths (Yo + e)/D !g0.5, 
regardless of the bed thickness, the maxima are located near the free surface within the range 
Y.,, IY. > 0.8. In Tominaga et afs (1989) study, flow case in a rectangular channel with an 
equivalent aspect ratio 2ZO/YO to case R2122 shows a similar pattern. This indicates the 
suppression of the top secondary cell that transfers momentum away from the surface zone. At 
the higher flow depths, (Yo + e)/D > 0.5, the dip increases to approximately 0.5Y.. This is 
attributed to the retardation of the surface-zone fluid by the inwardly-curving side-wall. This 
effect is herein given the name 'the crowning effect'. 
For all bed roughnesses, the contours bulge away from the bed at the centreline, and 
towards the comer zone. This suggests the presence of a strong bottom cell carrying the high- 
momentum fluid away from the centreline towards the comer along the bed zone. The 
difference in roughness between the bed and the side-wall causes the lateral bulging of the 
contours towards the comer zone. This is due to the lower traction exerted by the side-wall on 
the fluid, shown by the higher momentum fluid near the wall, and thus the bulging of the 
contours. 
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Mean Velocity U/Um 
Case R2123. e/D=0.285 (Yo+e)/D=0.41 6 
7.4.3 Normalised Turbulence Intensities 
Figures 7.9(a-c) illustrate the measured longitudinal centreline turbulence intensity profiles 
in the roughened bed flow cases. These are normalised by the bed shear velocity, (U*)ý, 
obtained by the Einstein separation technique. Other shear velocities that can be used could 
have been obtained from (i) fitting U to the roughness logarithmic law (Eqn 2.21); (ii) (Uo)ave = 
-v/(gRS. ); or (iii) direct Preston tube measurements. Method (i) was excluded due to its 
unreliability (Hoohlo 1991). Table 7.2 shows that (U. ),,, is lower than (U. )ý, and as such an 
underestimate of the roughness the effect on the flow. Since elaborate direct measurements of 
method (iii) could not be obtained within the time constraints of the study, (U. )ý, was thus 
chosen as the shear velocity scale. The empirical profiles of Nezu and Nakagawa (1993), with 
the empirical constants D. = 2.30, and Ck= 1.0, are also plotted for comparison. 
The pairs of constants D, and Ckfor bed roughnesses, Roughl, Rough2, Rough3 are 1.84, 
and 0.55; 1.77, and 0.77; and 1.92, and 0.91 respectively. These U,. /(U. )b show a shift of the 
plotted proffies to below values given by Eqn, 2.27(a) as the relative roughness (kýY. ) decreases 
- i. e. Y. /k. > 15. There is a slight reduction of the magnitude of these intensities in the wall zone 
. y/Y. 
< 0.2, reflecting the transfer of turbulence energy into the vertical component in the 
presence of the roughness elements. This was also observed by Wang et al (1993). 
The U,,. ý(U. )b values for the lower slope cases (Cases R1111, R1211, and R1411) are 
much higher than for all the other cases including the empirical plot. This, is attributed to a 
higher Q value being adopted for the lower slope cases due to the difficulty in assesing the flow 
uniformity at very mild slopes. The resulting turbulence was thus than expected. In general, 
however, the profiles follow the exponetial form of the empirical smooth bed profiles of Nezu 
and Nakagawa (1993) - as also observed by Wang et al (1993). 
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The distributions of the vertical turbulence intensity are also compared to the empirical 
plots of Nezu and Nakagawa (1993) in Figures 7.10. Ile intensity increases the near bed, y/Y. 
< 0.3. This illustrates the effect of the roughness on the turbulence, in that the roughness 
elements induce vertical fluctuations. As a result, with the coffesponding decrease in the 
longitudinal intensifies mentioned above, the turbulence becomes more isotropic in this zone. 
Indeed an increase in the relative roughness shows an increase in V,.. For the vertical 
components, also, there no clear three-dimensional character of their distribution. 
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7.4.4 Secondary Flow 
Figures 7.11 and 7.13 show secondary flow patterns - for Roughl, Rough2 and Rough3 
respectively. The vertical scale is exaggerated to enable secondary cell identification. The 
velocity components are also normalised with U. - The values of U., are of the order of 
0.05U.,. with a maximum value of around 0.1 5U. - Although the comer 
is not right-angled, 
the pattern is similar to that found in rectangular open channels. 11fis is further confirmation 
that flow in the present channel cross-section is similar to rectangular channels - for the two bed 
thicknesses e/D = 0.141 and e/D = 0.285. Local continuity is satisfied by the plots. Nearer the 
bed/side-wall, and free-surface/side-wall comers, the secondwy pattern could not be resolved. 
The plots also show symmetry of the secondary flow. There are two cells on each side of 
the centreline -a bottom, and a surface cell. For the lower flow depth ratios (Y. + e)/D :g0.5, 
the two cells have higher ellipticity. Ile two cells are always present for e/D = 0.285. These 
sweep fluid upward at the centreline. However, for e/D = 0.14 1, and higher depths, the surface 
cell disappears and only one cell extends over the full depth. This cell flows downward at the 
centreline. In general, the strength of the currents decreases with an increase in depth. 
For e/D = 0.285, the roughness helps maintain the two cells - bottom and surface cells - 
especially for the (Y. + e)/D > 0.5 flows. For e/D = 0.141 roughness seems to widen the cells - 
which then extend over the channel half-width. 
As with flows over the smooth bed, the errors in measuring the small magnitudes of V, and 
having to integrate to obtain W, lead to inconsistencies in the secondary flow plots (e. g. high 
wall-normal velocities in Case R2222). As such these plots may only be used for the qualitative 
description of the secondary flow. 
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7.4.5 Friction Factors and Shear Force 
Having mapped the three-dimensional structure of the flow, it is appropriate to note the 
ffiction properties of the channels according to Section 2.5. 
Friction Factors 
Darcy-Weisbach friction factor (X) is used. Its two-components, pertaining to the bed, 
Xb, and the wall, ý, are obtained by the Vanoni-Brooks separation technique (see Alvarez- 
Her-nadez 1990). The two are normalised by the factor that applies to the whole channel, X., the 
equivalent sand ftiction factor 
As 
PýAt, + P,. Ar" 
1 
(2.37) 
P6 + P. " 
given in Table 7.2. X, is chosen in preference to X 
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8gRSf 
u2 
rn 
(2.36) 
due to its independence from the bulk mean velocity U. which has been shown to be too large 
in some of the flow cases. Using Eqn 2.36 would lead to exaggerated values of Xb/X, and 
Figure 7.14 shows the ratios Xb/X. and For the lower bed slope, e/D = 0.14 1, and 
roughness Roughl, (cases of transitional roughness R1111. - R1411) the values of ý /X, are 'b 
approximately equal to 1.5. On the other hand, for the bed thickness e/D = 0.285, and S. 
9.27 x 10-4, (fully rough cases R2122 - R2422) the Xb/, \, ratio lies in the vicinity of 0.8. This 
shows that the relative effect of the bed roughness in the low roughness, low slope flows is 
more pronounced than in the higher roughnesses. The reason for this is that the tractive effect 
of the roughness is reduced as the wetted waU perimeter increases. It is overwhehns even the 
effect of the increased bed roughness. In general, XS values rise with increasing roughness: from 
X8 - 0.020 for low roughness R141 1, to X. - 0.035 for the high roughness case R2422. 
Shear Forces 
The ratio of the waU shear force to the totat SF = SFw/(SFb+SF, ), is given in Figure 7.15. 
The published empirical fimction of Knight et al (1984), Eqn 2.40, is also given. For the 
roughened bed cases, the bed shear is determined through Eqn 2.35 by 
rb =, O(U 02 (7.4) b 
whereupon the bed shear force is 
Cr v= 'r (7.5) 0, "b b 
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Figure 7.15 Wall Shear Force Ratio (SF): Smooth and Roughened Beds 
The waH shear force ratio (SF) is then given by 
SF = 
SF., 
_ 
SF,, - SF6 
SF7. (p gR Sf)P 
(7.6) 
For the smooth bed cases, SF follows the Eqn 2.40, the present channel shape gives 
slightly higher values. This is expected since the aspect ratio, cc = '2ZO/YOj is an underestimate as 
it uses the bed width and neglects the greater channel width caused by the side-wall. curvature. 
The wall perimeter is also greater than that for an equivalent rectangular channel. As such, the 
wall shear force ratio is higher than that given by the Eqn 2.40. Tle profiles are similar for both 
bed thicknesses. 
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As the bed roughness increases, for e/D = 0.14 1, the SF profile follows Eqn 2.40 closely - 
i. e. SF decreases as the aspect ratio increases. 'Me profile is, however, strongly dependent on 
the values of the equivalent sand roughness for the smooth wall, (kw) used to calculate kbil, -,,. 
For e/D = 0.285, the SF profile for Rough3 (R2123-R2423) is similar to Eqn 2.40 although 
slightly steeper. Similarly for Rough2 (e/D = 0.285), the SF profile still follows the shape of 
Eqn 2.40 but pertains to a higher kb/kw. ratio that given by the dashed line in Figure 7.15. This 
is due to the heavy reliance of Eqn 2.40 on the sensitive roughness ratio kb/k,. 
The definition of the aspect ratio, a= 2ZO/Y., which does not account for the increase in 
SF as the curving wall perimeter increases, does not seem to have an effect on the distribution 
of SF in the cases with a roughened bed. It is noted that the aspect ratio, a= 2ZO/YOj was 
adopted on the basis of that the secondary flow pattern in the present channel is similar to that 
in rectangular channels. SF values calculated from computed boundary shear distributions are 
presented in Chapter 8. Ile choice of a wiU be discussed fin-ther therein. 
7.6 Similarity Laws 
The mean longitudinal velocity distributions are used to derive simiMty laws at the channel 
centreline, and within the wall/bed symmetry zone - the comer zone. The centreline proffles are 
for both the smooth and the rough-bed cases. Since velocity measurements could not be taken 
very close to the side-wall, local curvature effects expressed by Rao's law, Eqn 6.26, could not 
be investigated. 
7.5.3 Similarity Laws at the Centreline 
Figures 7.16 and 7.17 show the inner logarithmic law of U(yl-), non-dimensionalised by a 
ffiction velocity, as a fimction of the non-dimensional distance yl-. The wake function 
2H 
., zy sm-( w) 2h 
is added to the standard Log-law, Eqn 2.21 and plotted for comparison. 
(2.26b) 
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For the smooth-bed cases and e/D = 0.141 , Figures 7.16 show 
U' being higher than the 
standard two-dimensional logarithmic profile of Eqn. 2.21 even when the wake function is 
added. However, for e/D = 0.285 the U+ values fall below those of Eqn 2.21. IMis is due to the 
higher retardation of the flow by the for the higher bed thickness, and lower aspect ratios. The 
lowering of U+ at high y+ values further illustrates this effect. The gradient of the U+ profiles for 
both bed thicknesses shows that the universal constant Khas a value equal to that found by 
Nezu and Rodi (1986): K: --0.412. 
Figure 7.17 illustrates the logaridunic law over the roughened bed: Figure 7.17(a) for 
e/D = 0.141 and Figure 7.17(b) for e/D = 0.285. The plotted cases are for the cases where the 
flow is fully hydraulically rough R1412, R2112-2412, and R2122-R2422. This is to enable 
comparison with the standard profile Eqn 2.28 in which Bs has a known value of 8.5. For 
c/D = 0.1417 the U+ values are higher than those given by Eqn 2.28, and the profile is much 
steeper for y/k. > 1. Cases R1412 and R2312 show the greatest deviation from Eqn 2.28. The 
crowning effect on the profile is apparent for Case R2412, whereby the U+ decreases in the 
near-surface region. 
At y/k - 1, the profde is near vertical - i. e. U+ changes for a constant y/k.. This is due to 
the fact that the origin was not shifted such that y/k. is replaced by (y - Ay)/k.. where Ay is the 
shift. This is nomially done in order to coffectly position the point of zero U+. Ay is normally 
taken as 0.7k, (Jackson 198 1). As this value is highly dependent on the shape, form, and size of 
the roughness (Jackson 1981. and Nezu and Nakagawa 1993), it has not been applied to the 
present data. Nonetheless it is apparent from Figure 7.16(a) that applying the shift would place 
the points at y/k., -I in line with the rest of the data. 
Although the profiles show higher U+ values for e/D = 0.285, the fit is close to Eqn 2.28. TItis 
confimis the validity of the constants K= 0.412 and B. = 8.5. The crowning effect is apparent 
for the higher (Y,, + e)/D flow depths wherein U+ decreases in the near-surface region. 
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7.5.4 Similanity Laws in the Corner Zone 
Scahng of U in the comer zone is exan-dned. The symmetry zone is as defined in Chapter 6 
- Mustrated in Figures 7.2(b and f). Figure 7.18 shows normalised U in the symmetry, zone, 
U 
SYM /(U. ).,,, as a function of the inner non-dimensional wall distance, r., Yn(U. 
).,, /Y in smooth 
bed flows and both bed thicknesses. It shows thatUsym/(U*)ave is not a function of r., YM(U*).,, 
/Y. 
Instead, ry. (U. ),,,, /v is constant with an approximate value of 2500. This value is roughly equal 
to the non-dimensional distance from the right-angled comer at which the effect of the comer 
on the bed shear stops, as given by Bragg (1969), and Eqn 6.3 1. This shows that the measured 
velocity points are not scaled by the inner scales U. and U. 1v and thus belong to the outer zone. 
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I igares 7.19 (a and b) show the velocity scaled using outer-zone parameters - pertaining to 
the bed thicknesses e/D = 0.141, and e/D = 0.285 respectively. The normalised velocity, 
U,, 
Y. 
/U., is plotted against the non-dimensional distance y.. /Y.. y... is the norm of the 
perpendicular distances to the bed and wall respectively, and equals /(y * yj. A combined plot 
of Usym/U., for all the cases at each bed thickness, shows it to be a quadratic function of 
Ynonm/yo: 
uslvm 
um L YO YO 
(7.7) 
For e! D = 0.141, a-- 0.6ý b-0.7, and c-0.75. For e/D = 0.285, a--1.31 b - 1.4, and c- 
0.75. The coefficient c (- 0.75) stays constant for both bed thicknesses. This indicates that 
nearest the comer, the flows are similar and the comer affects the distribution of Umn/Um in a 
similar manner for the bed thicknesses. 
167 
Coefficients a and b seem to double with the doubling of the bed thickness ratio. This 
shows higher U,. /U. values in the symmetry zone of the e/D = 0.285 flows, and suggests a 
dependence of these velocities on e/D as well. However, it is not theoreticalh, sound to replace 
y. ý.. 
by (yno,, 
n+ e) since (yn. + e) is independent of the flow, whereas the normalising Y. is a 
dimension of the flow. Therefore the coefficients are assumed to be linked to the ratio e/D. For 
each given e/D, the a, and b are taken to be multiples of - 0.6, and 0.7 respectively, with c 
constant at 0.75. The quadratic form of Eqn 7.7 is similar to the results given by Sarma et al 
(1983) for the outer region. 
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7.6 Summary 
The data presented above shows that the flow is truly three-dimensional. The secondary 
flow present in the flow is of the expected order of 0.05U. - Ile velocity maxima are 
depressed below the free surface, and the contours bulge towards the comers. Furthermore, the 
crowning effect on the longitudinal velocity is seen in both the ft: dl isovel plots, and the surface- 
region modification of the two-dimensional profiles. This is due to the inward curvature of the 
side-walls. In general, the flow is similar to that in rectangular channels, and the aspect ratio 
may thus be based on the bed width and flow depth for the present cross-section. As a result, 
the change in the bed thickness affects the flows structures only slightly. The difficulty in 
measuring the vertical velocity, V, and calculating of the transverse velocity (W) from these, 
renders the plotted secondary flow vectors suitable for qualitative analysis only. Nonetheless the 
mean velocity distributions are similar to those in rectangular open channels. 
Bed roughness induces a more uniform flow structure (mean flow and turbulence 
intensities), due to the higher level of mixing induced by the roughness. The change in the bed 
roughness mainly affects the secondary flow distribution. It is thus expected to indirectly affect 
lateral boundary shear stress distribution. 
The side-wall shear force ratio obtained from the Vanoni-Brooks separation technique, 
follows the empirical formula of Knight et al (1984) for rectangular channels. This fin-ther 
illustrates that flow in the present channel behaves like that in rectangular channels. 
The above observations, together with the modifications of Chapter 6, are used to improve 
on the standard numerical model presented in Chapters 3 and 6. The results from this improved 
model are presented in Chapter 8. They are also compared to the data presented above. 
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CHAPTER 8: RESULTS OF THE NUMERICAL INVESTIGATION 
8.1 Introduction 
The results of the numerical modelling are presented in this chapter. The format of the 
presented data is Wd-out in Section 8.2. Ile numerical stability and convergence of the method 
is also discussed in this section. The computed flow fields for flow cases presented in Chapter 7 
are presented in Sections 8.3 and 8.4 - for the smooth and rough beds respectively. Additional 
cases are investigated. The boundary shear stresses are also presented in these two sections. 
8.2 Data Presentation and Analysis 
Cases of So = 9.27 x 10-4 are treated and the results are compared to the experimental 
results of Chapter 7. Three bed thicknesses e/D = 0.020,0.141, and 0.285, and. five flow 
depths, (Y. +e)/D = 0.305,0.4 (or 0.416), 0.502,0.667, and 0.751, were studied. The bed 
roughnesses used in the experimental study k=3.92, and 10.2 mm are also used. The VY. 
ratios he in the range 4- 30. These cases are summarised in Table 8.1. For both the smooth and 
rough bed computations, the case references (e. g. S2411C, R2323C) follow the notation of 
Chapter 7. The additional letter 'C' denotes the 'compute& cases. 
8.2.1 Computed Variables 
The computational model uses the non-finear k-e turbulence model with the wall curvature, 
roughness, and comer modifications. The model computes the six flow parameters: velocities 
U7 V) W; pressure P; turbulent kinetic energy k; and the energy dissipation rate e. Ile three 
turbulence intensities U., V., and W. are calculated as the square roots of their respective 
normal Reynolds stresses. AM these variables characterise the mean turbulent flow. 
The contours of the primary velocity U, normalised by the computed cross-sectional mean 
U., are plotted. The secondary flow vectors (normalised by U.. ) are also plotted. For the 
turbulence parameters, normalised distributionsVLJ., 2, CYO/U., 39 UrMjU. 1,7Vrn. /U, and W. /U., 
at the channel centreline are given. For these, empirical profiles for two-dimensional flows 
(Nezu and Nakagawa 1993) are plotted for comparison. The boundary shear stress distributions 
for these flows are also given. 
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8.2.2 Convergence and Stability 
The computer code was written in FORTRAN computer language using single precision 
arithmetic. Figure 8.1 shows the convergence criterion of Eqn 4.74 applied to the calculation of 
the pressure correction P', and the actual computed pressure distribution for a typical case - 
Case 2411 C. The ratio of the initial-to-present residuals, jjrp 11"IlIrp 110, decreases to below the cut- 
off value of 0.25. This criterion is met during each iteration of the SIMPLE algoriflun. 
For all the computations, the stability of the method was guaranteed by the use of mesh 
dimensions dx = 0.5Y., dy = 0.05Y., and dz =3 dy. The size of dz was sufficient to 
accommodate the roughness step at the comer as stipulated in Chapter 6. Further refinement of 
the grid was limited by the use of singIe precision arithmetic in the programming. As such, grid 
sizes smaller than those quoted lead to solution divergence due to rounding-off errors. 
W. 
Case S2411C a/D=0.141 (Y. +e)/D=0.666 
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Figure 8.1 (b) illustrates the distribution of P, the deviation of the mean pressure from the 
hydrostatic pressure, normalised by the dynamic pressure 1/2 pU, 2,,. pertaining to Case S241 1. 
This is obtained after the convergence criterion of Eqn 4.73 and Figure 8.1 (a) above was met. 
It shows the gradients in P that 'drive' the velocities V, and W and are thus responsible for the 
secondary flow. As such, it is the erroneous distribution of the pressure (due to improper 
corrections, V) that is mainly responsible for physically unrealistic secondary flow patterns - the 
main source of error in P' being the coefficients (aE)mm S) in Eqn 4.56. This aspect wiU be seen 
and further discussed in the subsequent sub-Sections on secondary flow. 
The use of single precision arithmetic mainly affects the values of the norm residuals rather 
than the convergence criterion - as would be the case 
I jjrp 11 k- - jjrpjjO I : ý, (small constant) been used. 
had a criteiion of the type 
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8.3 The Smooth Bed 
The results of computation for the smooth bed are presented first. These pertain to all the 
three bed thicknesses e/D = 0.020,0.141, and 0.285. Since the computation is carried-out in 
one half of the cross-section, the channel-wide distributions of the primary and secondary 
velocities are symmetrical. 
8.3.1 Longitudinal Mean Velocity 
For each flow case, the longitudinal velocity U is integrated across the section to obtain 
computational bulk mean velocity. This is then compared to the corresponding experimental 
mean value. As shown in Table 8.1 the variation lies in the region of 10 - 20% in the smooth 
bed e/D = 0.141, and 30 - 100% for the smooth e/D = 0.285. ne, model predicts the 
longitudinal velocity in smooth beds to within acceptable limits. The larger discrepancies are 
due to the errors both in the experimental flows and the model as will be discussed below. 
The velocities normalised by the integrated mean velocity, U/U., are plotted in Figures 
8.2(a-h). They are generally smoother than the equivalent plots of Figures 7.2. This is expected 
and is due to numerical smoothing whereby the jaggedness of profiles is removed. Nonetheless 
the plots show (i) a large area within which the velocity maximum hes, similar to the two 
maxima of Chapter 7; (ii) the velocity dip in the higher flow depths; and (iii) slight upward 
curvature near the channel centreline, and outwards in the wall/corner region. This illustrates 
the three-dimensionality of the flow. Effects (ii) and (iii) are more apparent for flows where 
(Y. +e)/D ý-- 0.5, of the bed thickness ratios e/D = 0.141 and 0.285. The computed mean 
velocity distributions are similar to those found by experiment. 
Two flows were investigated for the low bed thickness e/D = 0.020, (Y. +e)/D = 0.5 and 
(Yo+e)/D = 0.666 - Cases S2331C and S2431C respectively. The predominant effect of the 
walls is seen in Case 2131C where the contours follow the side-wall curvature. The velocity dip 
is not present. This is due to the fact that the open comer does not exert the same anisotropic 
effect as in the higher bed thicknesses. The section is similar to that of a clear pipe running part- 
full (Nalluri and Novak 1973). However, for (Y. +e)/D = 0.666, velocity dip re-appears and the 
maximum occurs near the half-depth. This flow is similar to that of a fidl pipe flow. In both 
cases the three-dimensionality of the flow is minimal. 
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8.3.2 Turbulence Parameters 
The distributions of the normalised turbulence parameters, k/U*21 cYO /U4.39 Y/(Y. U. ) and 
are given in Figures 8.3(a-c). The empirical profiles of Nezu and Nakagawa (1993) given in 
Eqns 3.37 - 3.39 are also plotted for comparison. 
For the kinetic energy, k/U,, 2, there is a spread (higher in general) in the computed 
distributions for the different cases (Figure 8.3 a). The main deviations occur in the high depth 
flows, (Yo+e)/D ; 2! 0.5, where the inward curvature of the side-walls leads to an increase in the 
kinetic energy. The distributions are no longer two-dimensional. Also, the rate of kinetic energy 
decrease increases closer to the free surface - unlike the exponential decay of Eqn 3.37. This is 
due to the discretisation of the domain which leads to finite (lower) values at the free surface. 
However, in summary, the computed profiles are close to the empirical profile. 
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The dissipation rates in Figure 8.3(b) aU collapse to one profile which fies very close to the 
empirical Eqn 3.38. The attenuating effect of the free surface on EY,, fLJ. 3 is shown in the higher 
flow depths. This is a reflection of the boundary condition Eqn 3.35. 
Lastly, the non-ditnensional eddy viscosity, i/ý(Y. U. ) is given in Figure 8.3(c). It is 
obtained from the relationship (vt = cu Vp). The profile follows the standard parabolic 
distribution of Eqn 3.39 with the computed values being higher. This reflects the scatter of the 
kinetic energy of Figure 8.3(a). For the high flow depths (Yo+e)/D ýt 0.5, the Pý(Y,, U. ) 
distribution is not parabolic and increases towards the free surface. This shows the retarding 
effect of the inwardly-cýrving side-walls. 
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8.3.3 Turbulence Intensities 
Figures 8.4(a-c) illustrate the profiles of normalised turbulence intensities U,,,,,, /U., V,,,. /U. 0, 
and W,,. X.. The two-dimensional empirical profiles of Eqns 2.27(a-c) are also added for 
comparison. 
The magnitudes of the longitudinal intensities, UrmýU., compare well with the two- 
dimensional profile. However, the computed intensities are lower near the wall (y/Y. < 0.2) 
than the empirical values. This is is similar to the experimental distributions of Figure 7.3. This 
thus indicates that Eqn 2.27(a) overestimates the U. /U. near the wall and suggests that the 
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two-dimensional profile is really not applicable to the present channel. Indeed the rise of 
intensities towards the free surface indicates the increase in turbulent acfivitY due to the 
increasing proximity of the side-wall. 
The computed vertical turbulence intensities, V. JU., are much higher than the empirical 
values of Eqn 2.27(b), and the very low experimental values. This indicates the difficulty in 
prescribing the anisotropic effects of the rigid boundary and the free surface. Nonetheless the 
free surface severely dissipates these intensities. The lateral intensities, W. /U., are given in 
Figure 8.4(c). These follow the empirical profile in the lowest bed thickness (e/D = 0.020). The 
rest are higher, with e/D = 0.285 values the highest. The close fitting of the intensities for the 
e/D = 0.020 cases clearly illustrates that the empirical profiles are strictly two-dimensional, and 
that the said flows approach two-dimensional pipe flow as illustrated by the longitudinal mean 
velocity plots. 
8.3.4 Secondary Flow 
Figures 8.5 illustrate the secondary flow patterns for the smooth bed cases. In general, the 
model does not predict the secondary flow currents well in the low-depth flow cases - when 
(Y. +e)/D < 0.5. This is due to the small grid sizes used. This results in the wall nodes on the 
stepped side-wall being very close to the actual side-wall and within the laminar sublayer such 
that y,, U. /y < 11.6, where y,, is the perpendicular wall distance. For these the high Reynolds 
number k-. c model is unsuitable and leads to extremely high values of s as given by the 
boundary condition of Eqn 3.34.11his, in turn, leads to low values of the eddy viscosity and 
variable coefficients (e. g. a., and aw in Eqns 4.45 - 4.47 and 4.56) and low pressures at the 
wall, and hence a nett migration of mass towards the side-walls, as shown in Figure 8.5(a). A 
body-fitted computation grid would rectify this and ensure that all wall points lie in the turbulent 
zone: Y,, U. /, v > 11.6. 
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For the rest of the flows, there are two secondary flow cells on either side of the channel 
centreline -a top and a bottom cell. This is similar to the patterns detected by experiment (see 
Figures 7.2). The top cell covers most of the flow depth and is centred at Cv+e)/D - 0.35. 
These currents are weak and of the order of U. X.. - 0.01. They carry high momentum fluid 
towards the side-walls away from the channel centrefine - causing the upward bulging of the 
primary velocity contours. 
The bottom cell lies on the bed and carries high momentum fluid away from the channel 
centreline towards the comer. This was shown by the bulging of the primary velocity contours 
upwards at the channel centreline, and towards the comer, and similar to the slight bulging in 
experimental Cases S2211 and S2121. It has much stronger currents with a magnitude of the 
order U.,, /U. - 0.1. The small region of action of the bottom currents means that the effect 
on the primary velocity is limited and the contour bulging in mil(L 
It is, therefore, clear that the non-finear k-e model allows the model to predict the 
turbulence anisotropy which leads to the secondary flow. This is illustrated in Figure 2.6. 
Indeed Eqns 6.8 - 6.13 show that the momentum source terms for the vertical and transverse 
directions are present when the standard k-, c model would have set them to zero. 'Me said 
normal stress anisotropy is an expression of the pressure distribution as expressed by the stress 
tensor of Eqn 2.7. 
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For the bed thicknesses e/D = 0.141 and 0.285, the interaction of the two cells at the 
comer is not well resolved due to the use of a Cartesian grid. Again, a body-fitted grid system 
might resolve this within the limitations of the present turbulence model applied in the comer 
zone. 
There is no 'comer zone' for the lowest bed thickness e/D = 0.020. Instead, the two cells 
meet farther up from the bed/wall interface to create a zone of relative stagnation. 
8.3.4 Boundary Shear Stress Distribution 
The boundary shear stress distfibutions, over one half of the channel perimeter for the three 
bed thicknesses are given in Figures 8.6(a-c). In these Z.. is the arc distance from the channel 
centreline ALONG the perimeter, and Zo is the half bed width. The comer is thus represented 
by Zarc/Zo = 1. 
The local boundwy shear stress (-r. ) is normalised by the cross-sectional average 
pgR S-, to give the stress ratio -r,, / r, For the bed, Z.,,, /Zo < 1, the values of r, / r,, are 
nearer unity and decrease to a minimum of 0.3 at the comer. This is similar to the 
measured distributions in rectangular channels given in Figure 2.7, although the inflexions, 
shown in Figure 2.7 are not resolved in the computed profiles. 
Over the side-walls values increase to around 1.5. These are quite high and 
reflect an overprediction of the wall shear stress by the model. The first of two explanations for 
this is the extreme wall proximity of the computation nodes. As mentioned in the discussion on 
secondary currents, the stepped (computation) wall implies that some wall points do not lie 
within the fully turbulent boundary zone and thus give high shear stress values. This is more 
acute in the low-depth flows wherein the mesh size is small. Ile undulating nature of the 
distributions reflects the different distances to the wall. Ile second reason for the high zý/zý 
values is the presence of secondary flow towards the walls. Indeed Nezu and Nakagawa(1993) 
have pointed out that the boundary shear stress rises in zones where there is secondary flow 
towards the boundary. 
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Table 8.1 (Column 10) gives values of the stress ratio averages integrated over the whole 
channel perimeter. These are given by 
1/2 p 
'0 1 70 
7=---lintegratcd --dZ, 
ýrc (8.1) , ro 1/2 P ro 
0 
where P is the total wetted perimeter. The integration of is peiformed numerically. These 
values are high and represent an over prediction. As illustrated by Figures 8.6, the bulk of this 
overprediction arises from the high r,, / r,, values over the side-walls. 
The shear force on the side-walls is given by integrating the shear distributions only over 
the side-walls in the manner of Eqn 8.1. This integrated mean value is then multiplied by -r, to 
yield the wall shear force SF, - given in Column 12 of Table 8.1. The wall shear force ratio 
(SF) is given by 
_ 
SF,,,, SF,, SF (8.2) 
SF7 (1/2 P) 
These are given in Column 13 of Table 8.1. 
The values of SF are of the order of 0.5 - 0.8 for bed thicknesses e/D = 0.141 and 0.2 8 5. 
These are as expected although slightly higher than those predicted by Knight et ats (1994) 
empirical profile of Eqns 2.40 - 2.42. This is similar to the SF values of Chapter 7, and arises as 
a result of the difficulty of defining the aspect ratio in the present channel. SF values of 1.19 
and 1.21 are given for the two cases of bed thickness e/D = 0.020. These are spurious values as 
the wall shear force is greater than the total shear force! They indicate the seriousness of the 
overprediction of the side-wall shear stress mentioned above. It should also be noted that these 
large values are a result of the relatively large side-wall perimeter which strongly influences the 
SF values. 
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Figure 8.6 Cont. (c) Computed Boundary Shear Stress: Smooth Bed 
8.4 The Rough Bed 
) 
The results of computation for the fully rough bed are presented in this Section. As 
detailed in Table 8.1, the two roughnesses k= 10.2 and 3.92 mm (Rough2 and Rough3 
respectively) are used. The three bed thicknesses are studied. 
8.4.1 Longitudinal Mean Velocity 
The normalised primary mean velocities are given in Figures 8.7 for Rough2, and Figures 
8.8 for Rough3 bed roughness. In all cases, there is severe retardation of the fluid near the bed - 
as with previous studies (e. g. Hinze 1973, and Naot 1984). This leads to raised contours which 
bulge upwards towards the free surface. In low-depth flows the velocity maxima are dipped and 
occur near the side-walls away from the influence of the bed roughness - at a depth of y/YO= 
0.7. As the flow depth is increased, the maxima move towards the channel centreline. In these 
flows, the velocities bulge towards the comer along the geometric bed/waff symmetry line. 
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Figure 8.7 (a - b) Computed Mean Velocity Distribution U/IJ.: Rough2 
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Figure 8.7 Cont. (c - d) Computed Mean Velocity Distribution UfIJ.: Rough2 
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Figure 8.7Cont. (e - f) Computed Mean Velocity Distribution U/IJ.: Rough2 
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Figure 8.7 Cont (g - h) Computed Mean Velocity Distribution U/Um: Rough2 
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For the low bed thickness e/D = 0.020, the velocity maxima occur nearer the channel 
centreline - illustrating the reduced effect of the bed roughness. There are two maxima for the 
flow depth (Y. +e)/D = 0.502 and one at the centreline in the (Yo+e)/D = 0.666 flow. The 
nature of the contours suggests that, in all cases, the bulging is more a result of the direct bed 
retardation than due to the transfer of momentum by the secondary flow. The relative bed 
roughness may thus be too large to be treated as sand roughness by the present computation 
model. 
Figures 8.8(a-d) illustrate the velocity distribution for the bed thickness e/D = 0.285 and 
bed roughness k. = 3.92 rm (Rough3). The pattern is similar to that with the higher roughness 
described above. 
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Figure 8.8 (a) Computed Mean Velocity Distribution U/IJ.: Rough3 
198 
3 23 43 63 83 103 123 143 163 183 203 223 243 263 283 303 
Z' (M m) 
Mean Velocity U/Um 
Case R2223C, e/D=0.285 (Yo+e)/D=0.502 
40 
20 
n 
60 
40 
20 
A 
20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(b) Case R2223C 
Mean Velocity U/Um 
Case R2423C. e/D=0.285 (Yo+e)/D=0.751 
120 
100 
80 
60 
40 
20 
A 
120 
100 
80 
60 
40 
20 
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(c) Case R2423C 
Figure 8.8Cont. (b - c) Computed Mean Velocity Distribution UAJ.: Rough3 
199 
Me-an Velocity U/Urn 
Ca&@ R2323C. e/D=0.295 (Yo+e)/D=0.666 
100 
80 
60 
40 
20 
0 
100 
so 
60 
40 
20 
n 
20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 
Z' (M m) 
(d) Case R2423C 
Figure 8.8 Cont. (d) Computed Mean Velocity Distribution U/TJ.: Rough3 
8.4.2 Turbulence Intensities 
Figures 8.9 and 8.10 illustrate the distribution of turbulence intensities for cases with bed 
roughness Rough. 2 and Rough3 respectively. 
Bed Roughness Rough. 2 
Cases with bed rouglmess Rough2 are considered first. 
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Figure 8.9 Cont. Rough Bed Turbulence Intensities: Rough2. 
and (c) Wmu[Ut 
For the bed rougimess Rough2, distributions of the turbulence intensities U. /U. V. ýU., 
and W,,. /U. are close to the empirical formula (Eqns, 2.27a-c) - as with the smooth bed cases. 
However, for the high-depth flows (Cases R2412C and R2422C), all the three intensities are 
unrealistically high in the region 0.6 < y/Y. < 0.85. These high values occur at the interface 
between the bed and wall regions where the primary velocity gradients are high. Due to the 
lower velocities nearer the bed a shear zone similar to that in compound channel flows (Knight 
and Shiono 1990) results. It is unrealistic to have such a prominent shear zone within the 
present channel with a small aspect ratio. Therefore the interfacing of the velocity laws for the 
rough bed and smooth walls using a distance parameter Qy, z) similar to Mironoskiy's (1991) 
(see Eqn 6.3 1) is required. This would smooth the U-profile transition between the bed and 
wall zones. 
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Bed Roughness Rough3 
Similar distributions are found for the bed roughness Rough3 as illustrated in Figures 8.10. 
The high intensities in the spurious shear layer are illustrated. Also, as with Rough2 cases, the 
profiles follow the empirical profiles Eqns 2.27(a-c) although the the rate of decay of the profile 
increases close to the free surface. 
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8.4.3 Secondaxýv Flow 
Figures 8.11 and 8.12 show the secondary flow patterns for the bed roughnesses Rough-1 
and Rough3 respectively. 
Bed Roughness Rough2 
The secondary flow pattem for the low-depth flows ((Y. +e)/D < 0.5) is indistinct. This is 
due to the large relative bed roughness kýY. which causes the use of a large computation mesh. 
The use of a grid which may be shifted upwards to accomodate the bed roughness (whilst 
maintaining refinement) may be used to improve on this part of the model. 
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Figure 8.11 Cont. (h) Computed Secondary Flow: Bed Roughness Rough2 
There is one flow cell on each side of the channel centreline. It is centred around (y+e)/D so 
0.5 on the bed/waU symmtery line for the bed thicknesses e/D = 0.141 and 0.285 It carries the 
fluid downwards at the centreline and upwards near the side-wall. The strength of the 
secondary currents varies from U.,,, fU. - 0.01 farthest from the cell centre, to Uý,, cXtnax o" 
0.15 near the cell centre. This shows that the turbulence anisotropy is greatest at (y+e)/D - 0.5. 
This is due to the spurious shear layer mentioned above in the discussion on the turbulence 
intensities. 
For e/D = 0.020 the symmetry zone is limited to the the bottom of the channel and the cell 
is centred near (y+e)/D - 0.15. The top cell of the smooth-bed cases reappears, indicating this 
limited influence of the bed rougimess. 
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Bed Roughness Rough3 
Figure 8.12(a-b) shows the secondary flow pattern for the bed roughness Rough3, and bed 
thickness e/D = 0.285. There is no channel-wide secondary pattern for the (Y. +e)/D = 0.502. 
There are two small cells on the bed/wall symmtery line at y/Y. - 2/3. 
For the flow depth (Y. +e)/D = 0.751 the secondary flow currents are similar to those in 
the smooth bed case. This indicates the limited effect of the lower bed roughness 3.92 mm. 
Again the shear layer causes the strong but small cells at (y+e)/D - 0.6 where the turbulence 
anisotropy is strongest. 
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8.4.4 Boundary Shear Stress Distribution 
The computed boundary shear stress distributions are shown in Figures 8.13 and 8.14 for 
bed rougimesses Rough2 and Rough3 respectively. 
Bed Roughness Rough. 2 
The cases with bed rougluiess Rough2 are presesented first. 
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The shear stress ratio over the rough bed fies in the range Of 1-0 at the channel 
centreline, to 1.5 near the comer. The value of r,, / -r, averaged over the bed is around I-0. This 
is different from the separation analyses of Chapter 7 wherein the average bed shear r, l'r,, 
values are clearly greater than 1.0. The main reason for this is the large movement of fluid away 
from the bed zone into the wall zone (as shown in Figures 8.7,8.8, and 8.11). Distributions of 
-r, / r, over the bed of the bed thickness e/D = 0.285 are identical for all the flow cases - Figure 
8.13(a-b). 
For the bed thickness e/D = 0.141 (Figure 8.13a), the distribution of over the side- 
wall the lies close to the value of 1.25 - although it has a large scatter. This reflects the varying 
wall distances of the computation nodes along the stepped wall. For the bed thickness e/D = 
0.285 the scatter is restricted to the near-comer region and uniform otherwise. This reflects the 
high turbulence actiN* in the bed/wall symmetry zone as shown by the secondary flow 
patterns. The integrated average shear stress ratio lies in the range 1.0 - 1.5. 
over the side-walls of the bed thickness e/D = 0.020, the distribution is uniform - although 
with sharp peaks reflecting the descretisation problems mentioned above. As given in Table 8.1, 
the integrated mean shear stress ratio is 1.25. 
In general the high bed roughness serves to level the shear stress on the bed and side-walls. 
Fhere is no clear effect of the bed thickness on the shear stress distribution. 
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Bed Roughness Rough3 
As the bed roughness is decreased (for e/D = 0.285), the shear stress over the bed returns 
to that of smooth-bed flow. Figure 8.14 illustrates this. The shear stress decreases as the comer 
is approached, and minimised at the comer 0.5. The side-wall shear distribution is 
uniform at 1.20. The few stray data points illustrate the difficulty of computing the 
boundary shear at the comer. 
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Z) 
The wall shear force ratios (SF) for the rough-bed cases are extracted from the data of 
Figure 8.6,8.13 and 8.14. This is summarised in Figure 8.15, and computed SF values are 
compared to the empirical profiles of Knight et al (1994) given in Eqns 2.40 - 2.42. The 
computed values are larger than those given by the empirical plot. This is in line with the over- 
predictions of the wall shear stress discussed in the foregoing. For the bed thickness e/D = 
0.020 the SF >1 values are also plotted and seem to follow the pattern of the computed values. 
This thus calls into question the validity of Eqns, 2.40 - 2.42 in describing the wall shear force in 
the present channel shape. 
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8.5 Summary 
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The computed distributions of the longitudinal (primazy) and secondary mean velocities (U 
), the turbulent quantities k and e, and the turbulence intensities U., V., and W. and U. c 
were presented in the foregoing. The computer program written to carry-out the computation 
used single precision arithmetic. 
For the smooth bed, the computed and experimental primary velocity distributions compare 
well. Secondary flow is computed in the higher flow depths (Y. +e)/D > 0.5, and shows the 
presence of a surface and a bottom cell. For the low-depth flows (Y. +e)/D < 0.5 the small grid 
cell sizes and the stepped side-wall lead to some wall nodes lying within the laminar sublayer. 
This invalidates the use of the turbulence model (whose usage leads to erroneous turbulence 
parameter and pressure distributions). The resulting low pressures at the side-wall causes a nett 
flow into the wall region which does not satisfy the continuity equation in the yz-plane. The use 
of a boundary-fitted grid system is suggested to guarantee that the wall nodes he within the fully 
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turbulent boundary zone. In general the computed secondary 11ow patterns are qualitatively 
similar to those determined experimentally with a suiface (top) and bottom cell on either side of 
the centreline, and causing the bulging of the primary velocity contours. 
The centreline profiles of the computed turbulence intensities follow the empirical forms of 
Nezu and Nakagawa (1993). The boundary shear stresses are similar to those in rectangular 
channels and decrease along the bed towards the comer. The shear stresses on the wall are over 
predicted. Nonetheless the wall shear force ratios, SF, follow a pattern similar to that of Knight 
et afs (1994) empirical profile: SF decreases with an increase in the aspect ratio. 
The bed rougimess severely retards the flow near the bed and the velocity maxima are 
dipped and shifted towards the side-walls. The contours of U bulge towards the comer. The 
turbulence intensities follow empirical profiles. However, the interface between the zones of 
bed and side-wall influences acts as a shear zone wherein the intensities and production of 
kinetic energy (k) are substantial. This may be rectified by the use of a boundary distance 
parameter V(y, z) to reflect the effects of the wall and bed velocity laws in their zone of 
interaction. Additionally for rough-bed flows, the secondary flow is weak and indistinct due to 
the gridding problems mentioned above. Nonetheless, on the basis of the primary and 
secondary velocity distributions, the present channel, with e/D 2! 0.14, behaves like a 
rectangular channel. 
The effect of the bed roughness on the boundary shear stress is apparent in the higher bed 
roughnesses k= 10.2 mm. The boundary shear stress is uniform over the bed, although the 
wal! shear is unexpectedly greater than the shear stress at the bed. As the bed roughness 
decreases, the boundary shear recovers the form found in the smooth bed cases. Only very high 
roughnesses affect the flow; although the use of the present model in flows with k, [Y. > 0.02 is 
not recommended. This is because a large mesh size is required in order to position the bed 
boundary point above the roughness elements, and does not resolve the rest of the domain. 
The wall shear force ratios (SF) are dependent on the length of the side-wall perimeter, 
with high wall perimeter leading to unrealistically high SF values. For both the smooth and 
rough bed cases the effect of the bed thickness on the boundary shear stress distribution is 
minimal. 
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CHAPTER 9: CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY 
9.1 Main Conclusions 
Thirty-one uniform flow cases were studied experimentally, and twenty-one were 
numerically modelled. The numerical results of Chapter 8 are compared to the experimental 
results of Chapter 7. 
A pipe of diameter D= 305 mm was used. Two bed thicknesses (e) were studied 
experimentally and numerically e/D = 0.141 and 0.285. Five flow depths, (Yo+e)/D = 0.3,0.4, 
0.57 0.667, and 0.75, were studied. The bed roughnesses, used in the experimental study 
k, = 1.71,10.2, and 3.92 mm are also used. 'Me VY. ratios lie in the range 4- 30. A third bed 
thickness e/D = 0.020 is investigated numerically for comparison with a clear pipe flowing part- 
full. 
9.1.1 Experimental Investigation 
The velocity dip and bulging of the mean contours towards the comer indicates the three- 
dimensionality of the flow. However, some of the contour plots showed asymmetry. This was 
due to the asymmetry at the flume entrance, and the sensitivity of the contours to slight 
asymmetry as noted by Melling (1975). On the basis of the mean longitudinal and secondary 
flow patterns, the present channel behaves like a rectangular channel. Ile inward side-wall 
curvature introduces the crowning (retarding) effect on the mean flow. Measured longitudinal 
and vertical turbulence intensity distributions follow the empirical two-dimensional distributions 
of Nezu and Nakagawa (1993). The bed roughness causes an expected flattening of the 
turbulence intensity profiles. 
The side-wall shear force ratios (SF) were computed using the friction factors calculated by 
the Vanoni-Brooks separation technique. Despite being higher, these values follow the trend 
determined from various channel shapes when the aspect ratio 2ZýY. (= bed width/flow depth) 
is used. 
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Similarity laws based on the outer flow parameters Y,, and U. (cross-sectional mean) were 
derived in order to modify the boundary conditions for the model. 
9.1.2 Numerical Modelling 
The non-linear k-. e model, based on the SEMpLE computation technique computes the six 
flow parameters U, V, W, P, k, and a on a Cartesian grid using wall functions and the rigid-lid 
assumption. The three turbulent intensities Uf,, 5 Vrw and W. are also produced. These 
characterise the turbulent flow in the open channel. 
The longitudinal (primary) mean velocity, U, distribution is similar to that determined 
experimentally. The model over-predicts the cross-sectional mean velocity. For high bed 
roughness, a spurious shear zone between the bed- and comer-influenced zones appears. 17his 
is due to the definition of the boundary distance which leads to high primary velocity gradients 
at the interface zone. A smooth function of the bed and wall distances, akin to Eqn 6.3 1, would 
eliminate this shear zone. 
The non-linear k-E turbulence representation predicts two secondary flow cells on each side 
of the channel centreline, a bottom and a top cell. The top cell covers most of the flow depth 
and carries high momentum fluid upwards at the channel centreline. The bottom cell is stronger 
and is restricted to the bed zone. The magnitude of these currents lie in the reasonable range of 
0.01U. - 0.15U.. Ile model does not predict the secondary flow pattern for the low flow 
depth cases (Y. +e)/D < 0.5 due to the small mesh size needed. The small grid size leads to side- 
wall points lying within the larninar sub-layer wherein the k-c model is not applicable. A body- 
fitted grid would ensure that side-wall nodes lie within the turbulent wall zone. Nonetheless the 
wall-ftmction approach used works well. 
The calculated turbulence parameters follow empirical profiles available in the literature. 
Ile dissipation rate, -e, is increased at the free surface as expected. 
The bed boundary shm stress distnibutions in the smooth bed cases are similar to those in 
rectangular channels. Along the bed, the distributions are uniform, and reduce gradually to a 
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mumurn 0.5 - 0.7 at the comer. However, due coarseness of the gd(k the inflexion of 
the shear distribution experimentally observed in rectangular channels is absent. As the 
roughness increases the levels of shear stress become uniform along the channel perimeter. In 
general the integrated mean shear stress ratio -1.2 for all roughnesses. Ile present 
model is, however, not suitable for cases with high relative bed roughnemes VY. > 0.02. This 
is due to the unrealistically high grid size that is required for high bed roughness cases. The bed 
thickness does not have an effect of the pattern of the boundary shear stress distribution. Ile 
wall shear force ratios, while dependent on the length of the wan perimeter, follow the empirical 
trend. 
9.2 Suggestions for Further Study 
Further study of the flow in the present channel may be undertaken in two distinct fields (i) 
improvement of the understanding of the physics of the fluid flow, and (ii) improvement of the 
numefical model. 
The Physics of the Flow 
(a) The development of non-equilibrium similarity laws for use in deriving the boundaly 
conditions for the flow parameters of the non-linear k-. e model. 11is also involves the derivation 
laws wherein the boundary distance is based on the distances to the two boundaries in the 
comer zone. 
(b) The application of the coherent structure approach in detecting and modelling the flow 
structure in the comer zone. This would lead to a better understanding of the dynamical effect 
of the wall geometry on the flow. 
The Numerical Model 
(a) The use of a boundary-fitted computation grid in order to refine the near-comer zone, 
and ensure that the wall nodes he within the fully turbulent zones of the wall. 
(b) The use of subsequent and more advanced variations of the SIMPLE technique in 
order to speed-up the convergence of the computation (e. g. non-staggered grid). 
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APPENDICES 
APPENDIX A: CUSTOMISATION OF LDA TRAVERSING TABLE 
A-1 Traversing Table Specification 
This Appendix describes the customisation of a computer-controlled traversing ., 
table for the 
LDA optics. 
The. traversing, table was custom-made by Optimage Ltd., Edinbugh, LJK. Plate A. 1 shows 
the basic features of this model: McLennan 34HS-31 1. The arm on which the LDA recei%ing 
optics are placed is fixed to the table platform and extends over the flow area. 71iis is such that 
the transmitting and receiving optics are level. 
The table is moved vertically by a stepper motor placed on the underside of the platform. 
The motor provides ). 1.3 Nra of torque at 1000 fuH (1000haW steps per second. The number 
of full steps per second can be increased to 2000 with a corresponding decrease in torque (to 
0.5 Nm). To half the table in place when not traversing, the motor has a rest torque of 3.0 Nm. 
PIN WIRING DIAGRAM FOR AN IBM PERSONAL 
COMPUTER LPT1/PARALLEL PORT 
0000000000000 
13 12 If 10 9876543 
090000000000 
25 24 23 22 21 20 19 18 17 16 15 14 
Figure A. I Wiring Diagram for the LPT 1 Port 
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Plate A. I The Automated Traversing Table at Measurement Section 
One full revolution of the motor is achieved by 200 steps. 400 half-steps will thus produce 
the one revolution. Each step is caused by an electric pulse sent through the LPTI. port of the 
]IBM compatible Personal Computer (PC) via the manufacturer's control unit. The wiring 
diagram for this port is shown in Figure A. 1. Zero voltage at a pin is denoted by 0, and a pulse, 
is denoted by 1. 
Control of Direction 
The direction of motor rotation and hence of the vertical traverse, is controlled through 
PIN 2. A0 causes upward movement (clockwise motor rotation), whilst I moves the table 
platform downwards. 
Drive Pulse 
The driving pulses for the motor are supplied though PIN 3. The platform moves by 1 mm 
for each 100 pulses sent. 
FulVHalf Step Mode 
The step mode is controlled via PIN 4.0 signifies the full step, and 1 the half step mode. 
The required pulses are 5 Volts Transistor-Transistor Logic (TTL). 
A. 2 Control Program 
The program seeks to (i) request the user to set universal traversing limits set by the space 
constraints within the laboratory; (ii) request the user to set limits of a particular traverse; (iii) 
request the user to set the step mode; and (iv) to ask for the direction and magnitude of the 
traverse. Figure A. 2 gives the flow chart for the program. 
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START 
I NEXT iI 
NO 
INPUT LIMIT 
-ABSOLUTE 
-TRAVERSE 
INPUT REQUIRE 
y VALUES (mm) 
y(l), y(2) 
>=ABSOL 
LIMIT? 
RITE 
YES SCREEN S( MESSAGE 
"AEBS LIMIT" 
NO 
pulse= 1 00[y(i)-Y(i- 1)] 
YES /SCREEN MESSAGE Illy 
LIMITI' 
TRAVERSES? YES 
/WRITE TO 
LPT1 ASCII 
NUMBERS 
npulse TIMES 
NO 
STOP 
Figure A. 2 Control Program Flow Chart 
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A-2.1 Program Performance 
The driving computer program was written in FORTRAN. The WRITE statement is used 
to send ASCI[l characters in 8-bit (binary) form depending on what pins were required to have 
high voltage (1) or low voltage (0). (For example, ASCII character 211 is denoted in binary r7-- 
form by 110 100 11). For the control combination 0,1,1,0 for pins 1,2,3, and 4 respectively, 
ASCII[ character 6 is chosen. 
The PC was shown to give a high voltage (1) of 4.6 Volts and not the 5 Volts required by 
the control unit This lead to the stepper motor stuttering and shaky intermittent movement of 
the table. This, was true for all pin voltage combinations. 
A. 2.2 Rectification of Low Pin Voltage 
The low pin voltages were augmented by an external voltage source. niis 5 Volt source is 
attached via 470 mO (milli Ohm) resistors to each of the three pins (PINs 2.3, and 4) used. 
This is illustrated in Figure A. 3. To enable switching of the power source for each pin-line, 
switches were added to the circuitty. 
POWER SOURCE 5V 
PIN 2 
PIN 3 
PIN 4 
0v 
CONTROL 
UNiT 
Figure A. 3 Pin Voltage Augmentation 
470mQ 1 470mQ 1 470mQ 
cukrhi%Q 
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The program control of the motor was thus enhanced. The platform traversed as expected. 
Further (future) improvement would be for the power source to be incorporated within the 
motor control unit itself. 
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APPENDIX B: HYDRAULIC PARAMETERS FOR EXPERIMENTAL FLOWS 
This Appendix gives all the hydraulic parameters calculated for the experimental study. it is 
a summation of Tables 7.1 and 7.2. 
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Table B. 1 Summary of Hydraulic Parameters 
I 2 3 4 ii 56 78 
Case So Yo/D ý 
__e/D 
(Yo+e) /D Q Q !Q Error 
1' (Eqn 3.9)I Integrtd'ý 
I (cumecs) I (cumecs)ý 
-ii-ill -1 4.63E-04 1 0.164 0.141 1 0.305 1 0.00442 1 0.00256 -42712% 
S1211 1 4.63E-04 1 0.259 1 0.141 1 0.400 0-00904 1 0.00492 45.59-% 
S1311 
_1 
4.63E-04 1 0.361 1 0.141 0.502 ý 
_0.01350 
1 0.01339 1 0.85% 
S1411 4.63E-04 1 0.525 1 0.141 1 0.666 1 0.02281 1 _ 
-T- --- 
0.02635 1-15.50% 
S2111 4.27E-04 1 0.164 1 0.141 0.305 1 0.00570 00396 7-30 -. -5-7 %- 
S2211 1 9.27E-04 1 0.259 1 0. l4k_ý 0.400 1 00918 20.02% 
S2311 1 9.27E-04 1 
"" 
0.361 1 0.141 1 
- 
0.502 21 1 0.01491 18.11% 
S2411 1 9.27E 0 41 0.525 1 : 0.141 T 0.666 0.03218 1 0.0 
. 1 
0 5 0 00635 0 0 R1111 1 4.63E-04 1 0.164 0.141 . 30 T 0 
. ý 7, 0 007 1 
0451 . 
0 0 
28.95% 
R1211 1 4.63E-04 1 0.259 1 0.141 0.4 0 . 24 , .0 550 24.06% 
R1311 1 4.63E-04 0.361 0.141 0.502 1 0.01263_ JO 21.22% 
R1411 1 4.63E-0 1 0.5 5 0.141 1 
0.666 1 0. 02408 1 0.01939 1 19.48% 
R2111 9.771R-11 A n 16-4 0.141 0.305 
- 
0.00669 0.00311 ! 53.52% 
R2211 1 9.27E-04 1 0.259 0.1! ý ý9.400 1 0.00847 0.00631 1 25.52% 
R2311 1 9.27E-04 0.361 1 
1 
0.141 1 0.502 f 
6 _q_. 
01376 1 
0252 
0.01141 
02047 
17.07% 
18 81% R2411 
_ý 
9.27E-04 0.525 1 0.14 14 0.66 0 0. j__ ___L ý. . 
R1412 
-- -- 
4.63E-04 
---------------- - --- 
0.525 0.141 
- ------ - 
0.666 0.01796 1 0.01488_1 17.16% 
R2112 1 9.27E-04 1 0.164 1 0.1411 0.305 0.00314 11 0.00185 41.15% 
R2212 1 9.27E-04 1 
- - 
0.259 j 
- - -- 
0.141 
- - 
0.400 0.00679 1 0.00511 
-- ---24.75% R2312 1 9.27E- 0 4 0 .36 1 0 .1 41 0.502 0.01282 
1 0.01011 1 21.12% 
R2412 'j 9.27E-04 
1 
0.5 666 0.02225 1 0.01803___ 18.95% 
S2121 1 9.27E-04 1 
' 
0.13ld O. 285 1 
1 
0.416 0.00322 1 
--1 
0.00251 22.06% 
S2221 Lý. ý7E-04 0.216 10. 285 0.502 0.00704 0.00584 17.05% 
_ S2321 11 9.27E-04 1 0.380 1 0.285 1 0.666___ 0.01611 10.01358 15.72% 
S2421 9.27E-04 1 0 466 1 0.285 0.751 0.02191 10,01797 17.97% 
R2123 1 9.27E-04 1 0.131 10.285 0.416 0.00248 0190 1-23.44% 
R2223 1 9.27E-04 1 0.216 1 0.285 
t 
0.502 _ 1 0.00561 ! 0.00462 17.65% 
R2323 1 9.27E-04 1 f 0.380 0.285-- 
l 0.666 0.01373 ! 0.01168 
- 
1 14.91% ý 
R2423 9.27E-04 1 0.466 0.285 0.751 1 _0.01906_ý 
ý01606 15.72% 
R2122 9.27E-04 
_J 
i O. 131 0.285-7 0.416 0 0 -. -0 -01-5--7-- 31.96% 
R2222 1 9.27E-04 1 0.216 
1 0.285 0.502 0.00477 10.00395 1 17.21% 
R2322 
------- 1 
19.27E-04 1 
- 
0.380 ' 
- 
0.285 V 
- 
0.666 t 0.01175 
1,0.00961 18.19% 
R2422 9.27E-04 1 0.466 5 10.28 0. . 01518 0.01281 15.62% _____ + --- 
iý=-- ý 305 Imm I I I i 
A! ý2.5 imm I f__ 
9.105 Im - -- -- -------------- - --------- I i 
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9 10 11 12 11 13 14 15 16 
A T A. Pv pR T 
3-3) Integ td (M) (E 3.5 (Eqn 3. 8 (Eqn 3.4) 
W2 (M-2) (M) (M) (M) 
0.0125741 10.0076502 39.16% 10.2123 10.1220 0.3343 0.0376 0.280 -8 
0.0210100 10.0152651 1 27.34% 10.2123 10.1829 0.3952 0.0532 0.2988 
0.0304026 10.0246102 19.05% 10.2123 10.2453 0.4576 0.0664 1 0.3050 
0.0453663 0.0377505 16.79% 1,0.2123 0.3472 0.5595 0.0811 0.2878 
0.0125741 10.0104402 16.97% 0.2123 0.1220 0.3343 0.0376 0.2808 
0.0210100 110.0177502 15.52% 0.2123 10.1829 0.3952 0.0532 1 0.2988 
0.0304026 10.0266504 12.34% 10.212 2453 . 4576 0.0664 1 0.3050 
0.0453663 10.0392603 13.46% 10.2123 10.3472 1 0.5595 0.0811 0.2878 
0.0125741 0.0095702 1 23.89% 10.2123 10.1220 1 0.: ). 0376 , 0.2808 
0.0210100 0.0176401ý 16.04% 10.2123 10.1829 0.3952 0.0532 0.2988 
. 0.0304026 0.0262602 13.63% 10.2123ý ý. 24 6 0.0664 0 . 3050 
0.0453663 10.0379606 16.32% 10.2123 1 0.3472 0.5595 0.0811 0.2878__ 
0.0125741 0.0095701 1 23.89% 10 2123 1 0.1220 0.3343 0.0376 0.2808 
0.0210100 10.0170396 18.90% 10.2123 1 0-1829 0.3952 1 0.0532 0.2988 
__0.0304026 --- 
10.0262604 13.62% 10.2123 1 0.2453 0.45Z§ 0.0664 0.3050 
0.0453663 1 0.0379544 16.34%1 0.2123 1 0.3472 0.5595 0.0811 0.2878 
0.0453663 
ý0.0383805 
15.40% 0.2123 0.3472 0.5595 D 0.2878 .o "' 1 __ - -4 0.0125741 0.0088003 30.01%1 0.2123 0.1220 0.3343 0.0376 0.2808 
0.0210100 0.0181990 
.1 
13.38%1 0.2123 
1 
0.1829 0.3952 0.0532 
_, 
0.2988 
0.0304026_ 
0.0453663 1 
ý9.0253506 
0.0383507 
16.6_2%1 
15.46%' 
0.2123 
0.2123 
0 2453 1 
1 
0.4576 
0 5595 
0.0664 
0.0811 
0.3050 
0.2878 
_J 
0.0116039 
0194975 1 0 
0.0098021 
0 0159902 
15.5_3%' 
17 99% 
1 0.2754 
0 2754 1 
--4 
0.0842 1 
0 1364 
----- ---- - -- - --- 
0.3596 
0 4 8 
-------- 
0.0323 
0473 0 
0.3007 
0 3050 . . . 
1 
. . . 11 . . 
0.0344612 1 
. -. ---- --I 
0.0286003 1 
- ---*---- 
17.01%1 
- 
0.2754 1 0.2383 1 0.5138 
- 
0.0671 0.2878 -- 
. 
0.0416582 1 0.0345804 1 L16.99%. 0.2754 1 0.2957 1 0.571 1_. _ 
729 0.2638 
0.0116039 1 0.0091252_1 
-4 
21.36%1 
- 
0.2754 11 0.0842 0.3596 0.0323_11 
L4 0.3007 
0.0194975 1 0.0153403 21.32% 0.2754 1 0.1364 0.4118 0.0473 0.3050 
0.0344612 1 
0416582 1 0 
0.029250i 
0355057 0 
15 * 12%1 -ý; ý% 1 4- 
0.2754 1 TO 
27 
0.2383 0.5138_j 
5711 0 
__ 
---- 
0.06_71 
0729 0 
0.2878 
0 2638 . . . . . . L . 
_J 
0.011603? 
0194975 1 0 
0.0069001 
0.0149501 1 
40.54%1 
23.32% 
0.2754 
0.2754 1 
0.0842 
0.1364 
0.3596 
0.4118 
0.0323 
0- 0473 
0.3007 
0.3050 . 
0.0344612 0.0266502 1 22.67% 
, 
0.2754 1 0 . 2383 0.513i 0.0671 0.2878 
0.0416582 0.0331503ý 20.42% 0.2754 1 0.2957 1 0.5711 0.0729 0.2638 
--------- ------ 
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17 18 19 20 21 22 23 24 25 
UM Re---7 Umax ; 'Viscosi Re Re Fr Fr d50 
j (M-2/ý) '14RUm/vilY OUM/vi' TUm/vi llUm/ gYo); Um/ (g/T ); 
(M/S) (M/ S) 
i ý (mm) 
0.352- ---! 0.413 46209-T-- -l--5-358 86259 0.502 0.531 
0.430 10.376 11.15E-06 79918 29687 1112299 0.489 0.518 
0.444 '10.628 J. 15E-06 1103082 42665 1118298 0.428 0.449 
0.503 ! 0.837 11.15E-06 il42410 70256 i 0.401 0.404 
0.454 10.487 59583 19803 ! 111224 0.648 0.685 
0.546 10.631 11.15E-06 1101448 i 37685 '142552 0.621 0.658 
0.599 -1-0 . 6-5-5 1.15E-06 0 577 138977 57522 1159491 0.606 
0.709 10.689 il. 15E-06 ! 200874 99099 1178248 0.566 0.570 ---- -- ----------- T 
0.505 ! 0.618 . 15E-06 
1 66314 1 22040 11123790 0.721 0.762 10.93 
0.345 10.397 1.15E-06 64019 1 23781 1 89957 0 392 0.415 iO. 93 
0.415 10.465 1.15E-06 96411 39904 111 n647 0 j . 40 0 0.420 ý; 0.93 
0.531 10.609 il. 15E-06 150316 74156 j133385 - - - -- 0.424 0.427 10.93 
0.532 J0.410 11.15E-06 69901 23232 1130485 0.760 0.803 ý0.93 
0.403 iO. 467 11.15E-06 74879 27815 '105217 0.458 0.486 10.93 
0.453 10 521 11.15E-06 
1105017 
1 43466 1120518 ! ý 0.436 0.458 '0.93 
0.556 0.636 11.15E-06 lil57389 77646 1139661 0.444 0.447 0 . 93 
0.396 ý0.473 11.15E-06 
--------- ----------- 
1112126 
--- 
55316 99497 0.316 0.318 4.2 
0 5 61306 357 0 0 377 4 2 0.250 ,. 306 
1 
11.15E-06 
1 
32841 1 91 1 . 1 . . 
0.323 0.407 1.15E-06 60017 22294 . 367 0.389 4.2 
0.422 10.520 11.15E-06 97828 40490 - 1112268 0.406 0.426 4.2 
0.490 1'0.593 11.15E-06 1138867 1 68508 ý123226 11 0.391 i 0.394 4.2 ___ 
0 278 '0.335 ! 1.15E-06 
-- ---- - ------ 31279 9693 1 72871 1,0.443 0.451 
0.361 10.469 11.15E-06 59710 1 20810 96168 0.449 0.456 
0.468 548 ! 0. ------------------ 11.15E-06 ---- 1 109533 1 47358 117 493 0.438 0.431 --------- 
0. 526 . 0.600 11.15E-06 
1 
1133981 1 65207 1 0.446 1 1121160 
-- ----- ------------- 
0.423 
- ---- -- 1- 
................ - 0.214 11.15E-06 24106 iO. 272 
- ---------- - -- 
7470 56159 0.341 
----------- 
0.348 
0.288 'ý0.415 ! 1.16E-06 47086 1 16411 1 75837 0.358 0.363 il. 71 
0.398 10.487 il. 14E-06 93796 40554 il00612 i 0.373 0.368 1J. 71 
0.457 10.560 11.16E-06 '114738 55842 , 'ýý103759 0.388 0.368 11.71 
0 287 11.23E-06 ----------------- 20816 - -- 6451 --- ---- 48495 1 --- - ----- 0.318 -- ----- - --- 0.323 --- 4.2 
0.245 10.359 
7 
11.19E-06 38806 13525 62500 0.304 0.309 4.2 
0. -34-1 10.453 11.20E-06 1 75979 1 32850 ---- 81500 ------ 0.320 0.315 4.2 
0.364 jO. 473 11.21E-06 87628 42647 79242 0.309 0.293 4.2 
--- -- -- - --- - --- - - -- 
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26 27 28 29 30 31 32 33 34 
d9o s sS i Yo/ ks Yo/ d9 0er ks/Yo U* (U* b Re* 
'Thicluiess F vi 
(MM) ! (mm) !( mm) i I i (M/ S) 1 (M/ S) L -- 
4.83 0 10.013 1- 
2.99 0 10.016 
2.39 0 ! 0.017 
1.80 0 10.019 
-- ----- - ----- 3.87 0 : 0.018 
2.43 0 10.022 
-------------- 1 84 --------- - --- 1 - 0 I 1 0 - --------- - --- . - 1- . 025 
1.34 0 0.027 
1.18 42.37 12.36 4.83 121.19 ! 0.047 10.013 0.016 27 
1.18 66.95 1! 2.36 2.99 
133.47 110.030 10.016 0.015 1 32 
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1.18 1135.59 12.36 1 1.80 i67.80 10.015 10.019 0.014 40 
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35 36 37 38 39 40 41 42 43 
jEqu vn 'Lamb da'Lambda Lambdal Cf Lambda Lambda! Lambda 
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! (Blasuis)ý(Moody)'(Barr) 
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0.005_1- I- 
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187 i; 0.014 ý'O. 044 ý0.029 io. 006 iO. 022 
232 ! 0.013 
10.037 10.028 ý0.006 10.019 
258 0.027 10.029 110.014 
294 10.012 10.025 10.032 10.006 10.012 1- -- ------------ 
! 0.011 i0.024 10.015 020.023 ; 0.025 
10.011 10.020 110.013 '0.022 0.020 0.020 
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0.011 '0.019 0.017 0.017 
! 0.010 
t 
10.017 110.010 1 
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Bed Shear, ýBed Shearl 
----' -, 
Shear 
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Einstein: Vanoni-B Vanon I-B Einstein Force Rat ioýFor ce Ratio 
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--- ------- L ----------- - 1- ------- 1 0.62 
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--------- -- 
0.54 
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--------- -------- - ------ 
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0.3681 0.196 1.296 3.52 0.53 
---------- 
0.80 
----------- ---- - 
0.20 
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------------------- 
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0.1244 0.0622 4.17 4.62 133.08 
0.1045 -------------- 0.0523 2.37 2.48 123.35 
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APPENDIX C: COMPUTER PROGRAM MASTER FLOW CHARTS 
CA Main Program 
The structure of the main program is shown in the flowchart of Figure C. 1. The program 
first calls the INPUT subroutine to enable the input of channel specifications. The uniform 
Cartesian grid is then generated by the simple division of the pipe into a mesh of Az x Ay 
rectangular cells - indexed by (ý j) as in Figure 4.2. The U(O, y, z), V(O, y, z), W(O, y, z), 
P(Ax, y, 2), k(O, y, z), and c(O, y, z) values are also set by a subroutine nested within INPUT. The 
variables are computed in the order U, V, W, P', k, and -e using the subroutine YZSWEEP as 
the main driving unit. If convergence of the U an dk fields (using criteria of Eqn 4.74) has not 
been achieved after each call to YZSWEEP the recently computed values are adopted as the 
previuos iteration values and computation proceeds. The marching procedure of sub-Section 
6.2.3 is used in subroutine RESTART. When U and k convergence are reached, the OUTPUT 
subroutine is used to output data into a disk file. 
C. 2 INPUT Subroutine 
Figure C. 2 Mustrates the input subroutine. The program asks whether a new section is to 
be used or an initialisation file already exists for a section previously analysed. For a new 
section the pipe specifications are requested, namely the diameter (D), bed thickness (e), flow 
depth (Y. ), bed slope (SO), the equivalent sand roughness for the bed (k) (side-walls assumed 
smooth), and the vertical number of cells (idy; maximum 30). The inputted data is operator- 
verified before the program proceeds to the grid generation. 
Generation of the Cartesian grid is carried-out by the division of the - half-section into 
rectangular mesh cells of size Az x Ay in the subroutine PARAM. The curved side-wall means 
the number of horizontal steps (izw) varies with j such that izw is indexed: izsva). For the y- 
sweep, the number of vertical steps Oys) differ from idy in the wall region such thatpw is also 
indexed: J)ý, s(i) . Ile starting j value too is 
indexed: jstart(i). 
The initial variable values are then set. in the subroutine DqITIALISE. U follows the log- 
Rao law. V and W are set to zero. k and e are set according to Eqns 3.24 and 3.25. P = 2/3k. 
The boundary conditions are also set by calling the subroutine BOUND. 
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START 
"INPUT" I SUB 
READ-IN PIPE 
DATA 
'PARM" I SUB 
INITIALISE 
COMPUTATION] 
GRID (ij) 
COMPUTE IN ORDER: 
U, V, W, P', K, EPSILON 
ALL 
VARIABLES DONE? 
YZSWEEP- NO SUB 
NEXT CALL Z and Y 
VARIABLE SWEEPER 
"RESTART" I SUB 
ADOPT PRESENT 
YES VARIABLE VALUES 
AS NEW (Fig. 6.2) 
'- U and K -"' 
COWERGENC 
YES 
LEGEND: 
SUB: DENOTES A SUBROUTINE 
a a: NAME OF SUBROUTINE 
"OUTPUT" 
OUTPUT 
ARIABLES 
SUB 
STOP 
Figure C. I The Main Program 
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START 
0' NEW 
PIPE SECTIONý? ýYES 
'READ-IW SUB "READ-IN" I SUB 
READ-IN 
PIPE DATA 
MANUALLY 
READ-IN 
PIPE DATA 
FROM FILE 
VALUES 
CORRECT? 
WRITE 
DATA TO 
PIPE FILE 
RETURN 
Figure C. 2 Input Subroutine ("INPLTT") 
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C. 3 Z and Y Sweeping Subroutine: YZSWEEP 
The variables are solved according to the SIMPLE procedure in the order of U, V, W, P, k 
and E. For each of U, V, W, k and e, YZSWEEP is called oncefirom the main program. Figure 
C. 3 illustrates this. For the pressure correction P', it is called from the PCORRCT subroutine as 
many times as is necessary for the convergence criterion (Eqn 4.67) to be met. 
START, 
DETERMINE 
RANGES FOR 
i AND j 
(izwo) & idy) 
"INITIALISE'T SUB 
INITIALISE U, V, W 
P, K& EPSILON 
FIELDS 
(INITIAL COND. ) 
"BOUND" T SUB 
SET BOUNDARY 
CONDITIONS 
RETURN 
Figure C. 3 Grid Generation and Variable Initialisation Subroutine 
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The z-sweep is implemented by initiating the loop for j=I to j= idy. For each j, the cells in 
the range i=I to i= izw&) are visitied one at a time. For each cell the SWEEP routine is called 
to calculate the coefficient matrix [A], and the source-and-constant matrix [B] of Eqn 4.68. 
When all the cells along the line of constant j have been visited and the matices [A] and [B] 
have been derived, the STDMA subroutine is called to solve for the variable matrix [01 using 
the TDNIA routine. The generalised solution matrix [0] is converted into the specific values of 
the variable being solved in SOLUUONZ. For variables U, Vý W, k, and c, the boundan, 
conditions subroutine BOUND is called to update the boundary conditions before moving to 
the next j. 
Similarly for the y-sweep, the main loop is the is in the i=I to i= imax range. The cells in 
the range jstart(i) to jstart(i) + fts(i) -I range are each visited to derive matrices [A] and [B]. 
The general solution matrix [0] is converted into specific variable values in the SOLLTUONY 
subroutine. For variables U, Vý W, k, and e, BOUND is called before the computation at the 
next i. 
At the end of the sweeps the convergence test is made on U. During the calculation of P', 
the residuals of Eqn 4.67 are computed and the program control returns to subroutine 
PCORRCT. If the convergence criterion is not met, the YZSWEEP is called reapeatedly (about 
5 times) until convergence. The velocities are then corrected using Eqns 4.53 - 4.55. The Main 
Program then re-assumes control and YZSWEEP is called to solve for k and v. 
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ST. 
(THE Z-SV4EEP) YES ! ýY-SVVEEP) 
> idy? YES i> imax? 
-- -- - -- - -- - -- -- - -- - -- --T-- -- - -- - -- - -- -- 
NO NO 
N XT j EXT j NEXT i 
i =< izwo)? 
N NO jys i? 
YES YES 
"SVVI-: EP" SUB 'SV4EEP*f SUB 
CALCULATE CALCULATE 
. 10 11% . 00 00, [A] [Ul = [13] [A] [U) = [13] 141. MATRICES MATRICES 
+ 
NEXT i] NEXT 
N 
*STDMA' SUB 
I 
--- 
IiI REDO YZSWEEP 
CALCULATIF A GFNFRAI 1111 MATRIX ,1 FOR P L-J 
A TDMA SUBROUTINE 
oe 'SOLUTIONrt SUB 'SOLUTIONY"t SUB 
CONVERT CONVERT 
100% SOLVED [Lg SOLVED 
0 VAROBLE TO VARIABLE 
/T 
"BOUND" SUB 'BOUND" SUB 
RESET BOUNDARY RESET BOUNDARY 
CONDITIONS CONDITIONS 
-------- --------------------- 
RETURN 
YES 
CORRECT U, V, W 
Figure CA 'Sweeping' Subroutine ("YZSWEEP") 
NO 
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CA The SWEEP Subroutine for Matrices [A] and [B] 
Figure C. 5 illustrates the flow of the SWEEP subroutine for evaluating matrices [A] and 
[BI of Eqn 4.68. SWEEP is called from the YZSWEEP subroutine for each grid node (L j). 
The variable-dependent convection and diffusion coefficients are calculated according to Eqns 
4.33 - 4.43, and 4.56. Several gradient 'functions' (not subroutines) are used to evaluate the 
effective viscosity/diffUsion temis according to Eqns, 6.2 to 6.13. The coefficients are evaluated 
for the boundary cells using Eqns 4.58 - 4.65. The source terms are evaluated using Eqns 4.20 
and 4.21. 
For the z-sweep, coefficients ap, aE, and aw form elements of matrix [A]. Coefficients a., 
aN, and ar and the source terms are used to derive elements of [B] using Eqns 4.33 - 4.43. 
Conversely ap, aN, and as form elements of matrix [A], and aE, aw, and aT (together with the 
source tenns) are used to derive elements of [B] during the y-sweep. 
C. 5 Miscellany 
The converged data is outputted using subroutine OUTPUT. The data is presented in the 
non-dimensional forms presented in Chapter 8. 
The source code was compiled with the Jumbo Model of the Prospero FORTRAN 
running on EBM-compatible personal computer. 
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DEPENDS ON VARIABLE 
BEING SOLVED 
DEPENDS ON VARIABLE 
BEING SOLVED 
DEPENDS ON VARIABLE 
BEING SOLVED 
Figure C. 5 Coefficient Matrix Subrouitne ("SWEEP") 
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