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Once a receptive field (RF) was identified, a Model 300C-I force-feedback mechanical stimulator (Aurora Scientific, Aurora, Ontario) with 1 mm diameter-wide blunt plastic tip was positioned with a micromanipulator. The timing and force of all stimuli were controlled (and the resulting forced recorded) using a Power1401 computer interface and Signal v5 software (Cambridge Electronic Design). Triggers sent from Signal were used to sync stimulation with neural recordings. Spikes were sorted using the Plexon offline sorter. Spike times were exported to Matlab for analysis described below.
A total of 44 well isolated single units were recorded from 5 rats. Stimulus sequences (trials) were repeated ≥4 times per animal but, for those units selected (see below), 4 trials were randomly drawn from each so that each unit contributed equally to the final data set. To identify units responsive to whisker pad stimulation, the firing rate evoked by 10, 12.5 and 15 g stimulation was averaged and compared to the spontaneous firing at the start of that trial. Units whose evoked firing rate was significantly greater than the spontaneous firing rate (p < 0.05, paired t-test) were included for further analysis, resulting in a total of 17 units. Units were not selected on the basis of any information about spike timing.
In vitro recordings
Slice preparation. In vitro recordings were conducted on adult (6-8 week old) mice of either sex derived by crossing Pvalb-2A-Cre-D mice (JAX #012358) with Ai32 mice (JAX #012569).
Offspring express channelrhodopsin-2 in parvalbumin-expressing interneurons but experiments targeted pyramidal neurons and did not involve optogenetic stimulation. Mice were anesthetized with 3% isoflurane and decapitated as previously described (1) . The brain was rapidly removed to ice-cold carbogenated (95% O 2 and 5% CO 2 ) sucrose-substituted artificial CSF (ACSF) containing (in mM) 252 sucrose, 2.5 KCl, 2 CaCl 2 , 2 MgCl 2 , 10 glucose, 26 NaHCO 3 , 1.25 NaH 2 PO 4 , and 5 kynurenic acid. Coronal slices of primary somatosensory cortex (S1) were cut at 400 µm thickness using a VT-1000S microtome (Leica, Concord, Ontario) and were kept in regular ACSF (126 mM NaCl instead of sucrose and without kynurenic acid) at room temperature until recording.
Slices were transferred to a recording chamber perfused with ACSF maintained at 31±1°C.
Patch clamp recordings.
Pyramidal neurons in layer 5 of S1 were recorded in whole-cell mode with >70% series resistance compensation using an Axopatch 200B amplifier (Molecular Devices, Sunnyvale, CA). The pipette solution contained (in mM) 125 KMeSO 4 , 5 KCl, 10 HEPES, and 2 MgCl 2 , 4 ATP (Sigma), and 0.4 GTP (Sigma); pH was adjusted to 7.2 with KOH. Synaptic transmission was blocked via bath application of (in µM) 10 CNQX, 40 D-AP-5, and 6 gabazine (Abcam, Toronto, Ontario). The same mixed signal was applied on each trial via current injection with or without added noise, which if present, differed across trials (see below). Responses were low-pass filtered at 2 kHz and digitized at 20 kHz using a Power1401 computer interface and Signal 5 software (Cambridge Electronic Design, Cambridge, UK).
To recreate the noisy, high-conductance state observed in vivo (2) , irregularly fluctuating conductances generated by Ornstein-Uhlenbeck (OU) processes (g exc0 = 1 nS, g inh0 = 4 nS, σ exc = 0.3 nS, σ inh = 0.75 nS, t exc = 3 mS and t inh = 10 ms) were applied using dynamic clamp.
Alternatively, noise was introduced as a fluctuating current modeled as an OU process (σ noise = 10 pA, t noise = 5 mS). In either case, noisy input caused membrane potential fluctuations of ∼2 mV and spontaneous spiking of ∼5 spikes/s. The same mixed signal by different noise was applied for each 100 s-long trial. Other trials were conducted with the same mixed signal but without any added noise. Data were included from all cells in which ≥4 trials were completed for at least one condition. No more than 7 trials per condition were collected per cell. Data collection was stopped when the data set for each condition neared or exceeded 30 trials.
Simulations
Neurons were modeled as previously described (1) using equations adapted from Morris and Lecar (3): (4) . Notably, inclusion of background excitatory and inhibitory synaptic conductance reproduces a "balanced" highconductance state (2) . Surface area was set to 200 µm 2 so that I mixed is reported in pA, like in experiments (see below), rather than as a density.
The mixed signal (I mixed ) is the sum of fast (I fast ) and slow (I slow ) signals. Rather than highand low-pass filtering a common signal and then combining the outputs (as in Figs. 2A and S1),
we created comparable mixed signals as described below. I fast was generated by convolving a randomly (Poisson) distributed Dirac delta function with a synaptic waveform with a normalized peak amplitude of 1, τ rise = 0.5 ms and τ fall = 3 ms. Fast events occured at a rate of ∼1 Hz and were scaled by a fast = 170 pA. I slow was generated using an OU process,
where ξ is a random number drawn from a Gaussian distribution with 0 average and unit variance, t = 100 ms to produce a slow-varying random walk with average µ = 30 pA and σ = 120
pA. By generating I fast and I slow independently and summing them to form I mixed , the two components of I mixed are sure to be independent. An OU process with t = 5 ms, µ = 0 pA, and σ = 1 pA was used to create noisy current (I noise ). The same instantiation of I mixed but different instantiations of I noise were applied to all neuron models within a set.
Quantification of signal reconstruction
Reconstruction of the original signal was quantified as coding fraction (CF), as explained in the main text. When synchrony-based demultiplexing was not compared back-to-back with a different decoding strategy ( (5), where ( ) = exp( + ) represents the conditional intensity (or instantaneous rate) that depends on a linear filter k, stimulus x, and the cell's baseline log-firing rate µ, and R obs (t) represents the observed spikes (superimposed from all conductance-based neuron models). In the test set, to estimate x(t), we drew samples s i (i=1:1000) from a Gaussian distribution P(x) whose standard deviation was 1× or 0.1× the standard deviation of the true input distribution. The lower standard deviation prevented the encoding model from learning to encode fast stimulus fluctuations (see Fig. 3D , light vs. dark green). For each time t, we computed the conditional probability P(R obs |s i ) to measure the likelihood that the observed population response was generated by stimulus s i . From Bayes rule, we know that the posterior P(s i |R obs ) is proportional to P(R obs |s i ). Thus, the Bayes least squares estimate is given by spikes (e.g. if they fired at rates much higher than the network oscillation frequency), but that does not appear to be the case. At the very least, different mitral cells contribute differentially to time-and rate-based representations depending on how strongly they phase lock, which is unlike the equal contribution of S1 neurons to each code.
(B vs A)
In auditory nerve, the number of spikes per stimulus cycle reflect the intensity (envelope) of the periodic input. In S1 cortex, in the absence of a periodic input, asynchronous spikes encode the intensity of the low-contrast (non-synchronizing) input, not the envelope of a synchronizing input. Temporal coding uses synchronized spikes in both cases but whether the rate-based code involves the same or different (synchronous vs. asynchronous) spikes depends on the nature of the stimulus.
In many sensory systems, different stimulus features can be simultaneously encoded using rateand time-based codes, but there is no one-size-fits-all multiplexing strategy. Instead, whether multiplexed representations involve the same or different spikes occurring in the same or different neurons depends on the stimulus. . Hence, the CE of synchronous spikes is calculated by normalizing the MI by the total entropy of the fast events (7.9 bit/sec), which yields CE sync = 0.97, which implies that the coding efficiency of synchronous spikes is nearly ideal. The difference in coding efficiency between synchronous and asynchronous spikes reflects the different coding scheme employed by each spike type.
Methods: For panels A and B, the signal was reconstructed and compared against the original signal to determine the reconstruction error, from which the signal-to-noise ratio (SNR) and lower bound of the information rate were computed (10-12)
where S(f) and Err(f) are the Fourier transform of the signal S(t) and the error between the original and reconstructed signals, i.e., Err(t) = S(t) -S est (t). For A, S(t) corresponds to the mixed signal. 
where C RR (f) is the response-response coherence, P RiRj is the cross-spectrum (Fourier transform of the cross-correlation function) between responses R i and R j . The response-response coherence, at each frequency f, represents the strength of correlation between neural responses obtained from repeated presentations of the same input (14) . Any trial-to-trial variability in the response to repeated presentations of the same stimulus will decrease the response-response coherence. The upper bound on MI can be estimated from that coherence according to (15) (16) (17) (18) 
To calculate MI between synchronous spikes and the fast signal in C, the stimulus and response were treated as a series of 0s and 1s where 1s represent time bins in which synchronous spiking or a fast signal event occurred. A bin size of 5 ms was used throughout. For the stimulus, because the timing of fast events was generated from an independent and identical distribution (i.i.d), the probability of having 1s or 0s is independent across bins; because fast events are sparse (i.e. << than the maximal firing rate), that independence also holds true for the response. The independence across bins enables us to estimate the probability of having 1 or 0 at each bin by counting the number of 1s and 0s during the simulation. Moreover, the joint probability of fast events and synchronous events can be estimated in the same manner. Then, the MI rate between fast-events and synchronous events can be calculated as and z represents r or s. Coding Efficiency (CE) was calculated according to (9) ) (
where H(R) is the total entropy of the spike train (with the same unit as MI).
