Speech 'in-the-wild' is a handicap for speaker recognition systems due to the variability induced by real-life conditions, such as environmental noise and emotions in the speaker. Taking advantage of representation learning, on this paper we aim to design a recurrent denoising autoencoder architecture that extracts robust low-dimensional representations -speaker embeddings-from noisy spectrograms to perform speaker identification. The end-to-end proposed architecture uses a feedback loop to encode information regarding to the speaker into a spectrogram denoising autoencoder. We make use of data augmentation techniques to corrupt clean speech with additive real-life environmental noise and utilize a database with real stressed speech. The proposed architecture benefits from the time sequences and frequency patterns present in the spectrograms that inherently represent the speaker, outperforming other architectures compared by using state-of-the-art speaker embeddings.
I. INTRODUCTION
S PEECH in real life is commonly noisy and under unconstrained conditions that are difficult to predict and degrade its quality. Adequate Speaker Recognition (SR) systems need high performance under these 'real-world' conditions. This is extremely difficult to achieve due to both extrinsic and intrinsic variations present in speech 'in-the-wild'. Extrinsic variations include background chatter and music, noise present in the environment, reverberation, channel and microphone effects; while intrinsic variations are factors inherent to the speakers themselves such as age, accent, emotion, intonation and speaking rate, amongst others [1] .
For the task of speech recognition the aim is to extract the linguistic information in spite of the intrinsic and extrinsic variations [2] . However, in speaker recognition, we profit from the intrinsic or idiosyncratic variations to find out the uniqueness of the speaker. Beside intra-speaker variability (emotion, health, age), the speaker identity results from a complex combination of physiological and cultural aspects. This work has been partially supported by the Department of Research and Innovation of Madrid Regional Authority, in the EMPATIA-CM research project (reference Y2018/TCS-5046). The authors thank the rest of the members of the UC3M4Safety for their support on the present work. We thank NVIDIA Corporation for the donation of the TITAN Xp used for this research. The authors also thank the Department of Education However, the role of emotional speech, has not been deeply understood in SR. Although it could be considered an idiosyncratic trait, it poses a challenge due to the alterations or distortions it produces on the speech signal becuse it significantly influences the speech spectrum, having a considerable impact on the features extracted from it.
At the same time, the extrinsic variations have been a long standing challenge affecting the basis of all speech technologies. Deep Neural Networks have given rise to substantial improvements due to their ability to deal with real-world, noisy datasets without the need for handcrafted features. One of the most important ingredients for the success of such methods, however, is the availability of large training datasets.
A. Motivation
In this paper, out purpose is providing answers to the combined problem of the lack of environmental noise robustness of SR systems and the effects of emotional speech on their performance. In particular, we aim at applying Speaker Identification as a module in a low-consumption device to combat gender-based violence with BINDI, a project by the UC3M4Safety group [3] .
We aim at providing a smart technological solution to the gender-based violence problem adopting a multidisciplinary perspective. Specifically, the final goal of BINDI is to develop a non-intrusive wearable solution, able to automatically detect and alert when a user is under an intense emotional state (e.g., panic, fear, or stress) potentially caused by a gender-based violence situation so that help could be supplied accordingly.
BINDI is composed by two wearable devices and a smartphone application. It performs Speaker Identification (SI) through speech to monitor the user's voice when a dangerous situation is detected. In risky situations it is likely that the speaker is under an intense emotional state, such as panic, fear, anxiety, or its more moderate relative: stress. BINDI analyses the emotional state of the user taking also into account other physiological variables and sends a notification -to a safe circle of relatives or emergency services-to inform of the situation.
II. STATE OF THE ART
A lot of research in literature has been conducted to reduce speech signals variability.
Data augmentation is a widely applied technique to enlarge databases including modifications of the speech signals by adding additive noise or applying non-linear transformations -similarly to the ones introduced by transmission channels-arXiv:2003.07688v1 [eess.AS] 13 Mar 2020 to go beyond extrinsic variations [4] . Speech enhancement techniques are also used to improve speech overall perceptual quality, specifically intelligibility [5] , [6] , as well as speech enhancement techniques with a focus on improving the speaker recognition objective, instead of audio quality [7] [2] .
Additionally, in order to solve the intrinsic variation mismatch, explicitly the one caused by emotions, literature reckons several solutions. such as eliciting emotions in speakers in a way to accomplish a similar working domain [8] due to the difficulty of recording authentic emotions -in terms of privacy and imprevisibility-. Also, statistical estimations and domain adaptation are used [9] .
In speech related applications, several flavours of hand-crafted or manually extracted features have been widely employed in literature, encoding prior knowledge of the data [10] , [11] . Although these techniques are labour-intensive and time-consuming and their generalization abilities and robustness against variabilities is limited.
In the last decade, it has been found that automatically learnt feature representations are -given the availability of enough training data-usually more efficient than hand-crafted or manually designed features, allowing building better and faster predictive models [12] . Most importantly, automatically learnt feature representation is in most cases more flexible and powerful. However, hand-crafted features are still fed as inputs for automatically learning derived representations. Representation learning specifically consists on yielding abstract and useful representations -features-describing the signal directly from the waveform samples or from relatively sophisticated hand-crafted representations, by using autoencoders and other deep learning architectures often generalizing better to unseen data [13] , [7] .
Due to the sequential nature of speech signals, their temporal context is of great relevance for classification and prediction tasks [14] . Besides, the sequential character of the frequency domain also includes relevant information of speech [15] , [16] . Recurrent Neural Networks are powerful tools to model sequential data [17] , becoming state of the art due to their improved performance and generalization capabilities. However, the availability of larger databases is, again, of paramount importance for training such networks.
Recently, performing data augmentation with additive and convolutional noise with neural network embeddings (a.k.a.
x-vectors) rise as the best approach in SR. All neural embeddings which include some form of global temporal pooling and are trained to identify the speakers in a set of training recordings are unified under the term x-vectors [18] [19] . Different x-vector systems are characterized by different encoder architectures; pooling methods and training objectives. [2] .
A. Contributions
On this research we chose speech recorded under real stress conditions due to its real-life nature. Induced, simulated or acted emotions -especially negative ones-are known to be perceived more strongly than real emotions. This suggests that actors may engage in overacting, which casts doubt on the usefulness of actors as a way to study real emotions [20] , being a big drawback for devices working in real life conditions such as BINDI .
Our contribution capitalizes on using robust embeddings extracted from a Recurrent Denoising Autoencoder combined with a Multi-Layer Perceptron architecture for the task of Speaker Identification. This end-to-end architecture is designed to work in adverse conditions, both from the point of view of distorted speech due to stressing situations, and environmental noise.
We discuss a recurrent denoising autoencoder architecture based on Gated Recurrent Units (GRU), whose encoder network will extract frame level representations from acoustic features from the spectrogram representation of the speech signals. These speaker embeddings,-broadly speaking, x-vectors-represented as a single vector per utterance, will be favourably robust to noise and stress variability. Subsequently, these will be fed to a feed forward Multi-Layer Perceptron (MLP) whose output layer will calculate speaker class posteriors. Importantly, the loss function associated with this last dense network is also fed into the denoising autoencoder to guide its efforts towards the SR task, as will be described in section III.
Differently to [7] , where the use an architecture composed of a deep spectrogram enhancer masking network and a convolutional speaker verification net, we use a Recurrent Denoising Autoencoder to transform spectrograms into low-dimensional representations of them that encode information from its clean version. These embeddings store knowledge relative to the speaker, as the complete architecture uses a joint loss function for the spectrogram reconstruction and the speaker identification tasks.
We aim to achieve stress and noise robustness for a SI system by, first, since noise mitigation procedures involve Data Augmentation techniques, we will create synthetic noisy signals by additively contaminating the database with environmental noise to increase the generalization capability of the algorithms during training stage.
And second, evaluating the effects of automatically extracted embeddings by this connected architecture against the two modules separately, hand-crafted features previously proven to be suited for this problem and transposed embeddings resulting from a transposed architecture.
III. END-TO-END ARCHITECTURE
The proposed architecture is the combination of a Recurrent Denoising Autoencoder (RDAE) and a Multi-Layer Perceptron (MLP) in an end-to-end system.
Autoencoders are generally unsupervised machine learning programs that work on the premise of reconstructing their inputs. The denoising autoencoders (DAE) take in a corrupted and clean version of the data and tries to reconstruct the clean representation from its corrupted equivalent one. Our proposed RDAE is composed of a two-layer encoder and a symmetric decoder based on GRU, as seen in Table I. As an input, the encoder takes log-scale mel-spectrogram of each one-second speech frame, encoding it to a Then, this embedding is fed simultaneously to the decoder and the MLP. The decoder tries to reconstruct a clean spectrogram from this embedding extracted from the noisy spectrum. The cost function to be optimized in the TDAE is the mean squared error between the reconstructed and clean spectrograms.
The speaker embedding is fed into the Multi-Layer Perceptron, composed of a dropout and a dense layer, which is in charge of identifying the speaker to whom that utterance belongs to. The predicted speaker is compared against the original speaker label applying a cross-entropy function. A more schematic can be observed in Fig. 1 .
The whole architecture is trained using a weighted cost function that combines the mean squared error between spectrograms and the cross-entropy from speaker labels. 
IV. EXPERIMENTAL SET-UP A. Data
The first database used is VOCE Corpus [21] . It consists of speech signals from 45 speakers in two different conditions: reading a pre-designed short paragraph and performing an oral presentation presumably causing stress. From both settings, voice and heart rate per second are acquired. Only 21 speakers were finally selected due to incomplete information regarding their files.
Each speech signal is labelled per second by the ID of the speaker. The recordings have very different lengths and therefore there is a substantial imbalance in the number of samples per speaker. We decimate the database by choosing approximately 10 minutes of speech per speaker to prevent the model from specializing in predicting majority classes.
The audio recordings from VOCE were converted from stereo to mono signals and downsampled from 44.1kHz to 16kHz to ease their handling. Also, a normalization of the signals is done to fit them within the [-1, 1] range. As a final preprocessing step the signals go through a Voice Activity Detector module (VAD) [22] designed for removing one-second length chunks of non-speech audio where decisions regarding speaker identity cannot be taken.
In order to simulate real-life environments, speech signals were additively contaminated with 5 different noises from -5dB to 20dB in steps of 5dB Signal to Noise Ratios (SNR). Noise signals were chosen from the DEMAND database [23] : DWASHING, OHALLWAY, PRESTO, TBUS, SPSQUARE and SCAFE. The noises were chosen to emulate everyday life conditions similar to those envisioned for BINDI deployment.
The noises were high-pass filtered to eliminate frequencies lower than 60Hz in order to remove power line interferences -which were specially noticeable in the DWASHING signaland achieve a correct contamination at the required SNR.
Using a 0.07s FFT window and an overlap of 50% and 140 mel frequency bands, we extracted the spectrograms of the speech signals for each second of audio using the spectrogram extraction module in [24] , resulting in mel-spectrograms of 27 timesteps and 140 mel-frequency bands.
B. Experiments
To measure the robustness of the systemwe designed a multi-conditioning setting in which all the contaminated speech signals at different SNRs, as well as clean speech signals, are combined. This is a more realistic scenario in which the specific SNR is not fixed a priori for each training. Precautions were taken to make sure that all samples belonging to the same utterance but contaminated at different noises and SNRs are grouped in the same validation fold.
Nested cross-validation was used to optimize the hyper parameters for the autoencoder and the MLP classifier. In nested cross-validation, an outer cross-validation loop of unseen data on the training stage (3 test folds, 33% of data) is used to obtain the final test results, and an inner loop (3 validation folds) is used to find the optimal hyper parameters via grid search.
The spectrograms are reduced in the frequency axis from 27x140 to 27x40. This low-dimensional image is flattened, obtaining a 1080 one dimensional embedding speaker representation. The number of hidden units of the dense layer of the MLP was set to 1000, dropout percentage to 30% and the L2 regularization parameter to 0.01. We trained for 15 epochs with a batch size of 128 and a learning rate We compared the performance of our proposed method against three different architectures. As a baseline system we extracted handcrafted features from the speech signals, such as pitch, formants, MFCCs and energy, based in literature, and used as a backend SI component a simple MLP module.
Then, a Transposed Recurrent Denoising Autoencoder was contrasted, different from the proposed approach in that the spectrograms used as input are transposed as well as the GRU layers, and it is the timesteps axis that is reduced in dimensionality. And finally, we separated the two modules of the proposed architecture in a cascade approach, each with its own loss function working independently.
V. RESULTS & DISCUSSION
The results are displayed in Fig. 2 . As a metric to compare the algorithms, we chose Accuracy in terms of speaker identification as the classes were fairly balanced.
The algorithm that achieves the lowest results is the cascaded architecture. Performing the two different tasks independently doesn't seem to work as good as building a feedback loop to force the autoencoder to encode speaker information into the low-dimensional representation embeddings.
The transposed architecture, by taking the axis transposed and reducing the timesteps axis in the autoencoder, is not accurate for detecting the speaker. We believe that reducing the sequential temporal character of the spectrograms is a handicap for the SI system.
The handcrafted-features approach achieves good results as the features chosen are specific for the task. Handcrafted features work acceptably when small amount of data is available, but it achieves low results for smaller SNR values.
Predominantly, the proposed architecture achieves the best results for lower signal-to-noise ratios and stable rates for high SNRs. Our proposed architecture achieves reliable results for the whole range of SNRs, being a more robust approach than the rest of architectures.
VI. CONCLUSIONS & FUTURE WORK
On this paper we evaluated the performance of speaker embeddings extracted by an end-to-end architecture composed of a Recurrent Denoising Autoencoder and a MLP. This method based on representation learning takes advantage of the feedback loop that influences the denoising autoencoder with the information regarding to the speaker. This is of special relevance because generic denoising autoencoders are specifically designed to clean speech signals in terms of intelligibility, not taking into account implicit speaker information. The proposed architecture benefits from the time sequences and frequency patterns present in the spectrograms that inherently represent the speaker, achieving good results by using state-of-the-art embeddings in stressed speech with environmental noise 'in-the-wild'.
To continue analysing the robustness of this speaker embeddings and end-to-end architecture we aim to test it using other databases which contain real life speech, specifically emotions, such as the crowd-annotated VESUS database [25] for the task of speaker identification.
