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1 Introduction
Applied mathematics, in the widest sense, is possibly as old as humanity it-
self. In this widest sense, applied mathematics denote an activity where one
classify objects and events in external reality using symbols of some sort, and
subsequently, through manipulations of the symbols, try to predict, influence or
control events in the same external reality. It can be argued that humanity’s
ability to represent elements of reality using symbols is the defining feature of
the cognitive explosion that our species underwent between 80 and 60 thousand
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years ago, and which set us on the path to become the dominating species on our
planet. Most of this early use of symbols by our species has been lost to history.
The oldest evidence we have for our species practicing applied mathematics, is
the Ishango bone, which is a tally stick from central Africa and which may be
as old as 35000 years. The oldest written accounts of applied mathematics, is
the Rhind Mathematical Papyrus, which dates to around 4000 years before the
present.
The well known split between pure and applied mathematics arguably oc-
curred around 2600 years ago through the work originating from the Pythagorean
school. However, even if applied mathematics predates pure mathematics, and
pure mathematics originated from applied mathematics, today, pure mathematics
encompass a vast domain of human thought that is deep, subtle, important,
and whose continuing evolution is driven by it’s own internal motivations and
aspirations. Together, pure and applied mathematics has weaved the fabric
underlying human civilization.
No written account of applied mathematics in this widest sense can ever be
produced. Applied mathematics is too vast and varied for this to be possible, and
the current text, or any written text for that matter, cannot claim to be defining
what applied mathematics is. At best, a written text in applied mathematics,
like the current one, can only give an account of a very small corner of the vast
tapestry that is applied mathematics.
Given this, the best I can hope for is that the text contained in the following
pages, just perhaps, has a focus, and a level of generality, which makes it a
worthwhile study. The selection of topics in the text has formed the core of a
one semester course in applied mathematics at the Arctic University of Norway
that has been running continuously since the 1970s. The class has, during it’s
existence, drawn participants from both applied mathematics and physics, and
also to some extent from pure mathematics, analysis in particular. The material
in these lecture notes can be covered by one semester’s worth of five lecture hours
a week. The work requirements for the students consists of seven obligatory
projects whose content are taken from exercises and computational projects
included in these lecture notes.
2 Cartesian tensors
Physical quantities, as measured by some observer, in general consist of indexed
collections of components. Thus, if t is a physical quantity, its components are
t = (ti1i2...ip),
where each index runs over 1, 2 ..,n. The number n can be any value, but for
the case of interest for us, n = 3. This is related to the fact that physical space
has three dimensions.
The components, ti1..ip , can be numbers, vectors, matrices, operators, etc,
depending on the context. For us, they will mainly be functions
ti1i2...ip = ti1i2...ip(x).
The important point is that if another observer describes the same physical
quantity, her components might be entirely different. The obvious example of
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this is the velocity of a particle. Two different observers moving with respect
to one another will observe different velocity components even though they
are describing the same physical quantity. The same is true for two different
observers whose frames of reference are rotated with respect to one another.
Let us denote the frame of reference for a given observer O by xi, and let t
be a physical quantity whose components with respect to two observers O and
O′ are
(ti1..ip), (t
′
i1..ip).
It is obviously of interest to know what the relation between these two sets of
components is. This must clearly depend on the relation between the frames of
reference xi and x
′
i for O and O′. In these notes, a frame or reference will be a
unique labeling of points in physical space using three numbers xi, i = 1, 2, 3.
Many such frames are in use by physicists and applied mathematicians. Cartesian
coordinates, spherical coordinates and cylindrical coordinates are three such
frames. Since the frames xi and x
′
i label the same set of points we must have
x′i = x
′
i(x1, x2, x3) i = 1, 2, 3.
In these notes we will only discuss Cartesian frames related by a rotation. Thus
we will always have
x′i = aij xj [Einstein summation convention in use!], (1)
where aij is a matrix representing rotation about some axis in space. Recall that
such matrices were called unitary in linear algebra. Unitary matrices have the
interesting property that their inverse can be found by taking their transpose.
Let bij be the components of the inverse of a unitary matrix whose components
are aij . Then, using the Kronecker delta we have
bik akj = δij ,
aik bkj = δij . (2)
The fact the of aij is unitary is expressed by the relation
bij = aji, (3)
and using (4) in (2) we find the identity
aki akj = δij ,
aik ajk = δij . (4)
Let now x and x′ be two Cartesian frames related by a rotation matrix whose
unitary matrix has components aij . Thus we have
x′i = aij xj .
Let t be a physical quantity whose components with respect to the frames x and
x′ are
ti1..ip(x), t
′
i1..ip(x
′).
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Then t is a tensor field if
t′i1..ip(x
′) = ai1j1 ..aipjptj1..jp(x). (5)
The integer p is the rank of the tensor field. Note that if a tensor field ti has
only one index it is said to be a vector field and if a tensor field has no indices,
and is thus a single function, it is called a scalar field.
In order to be precise, t = (ti1,..in(x)) should be called a Cartesian tensor
field since tensor fields can also be defined in terms of more general change
of coordinates than rotations. In general, the frames can even mix space and
time. This is what occurs in relativity theory, where the frames are related
through a Lorentz transformation. The resulting tensors have indices running
over µ = 0, 1, 2, 3, where the index value zero refers to the time coordinate. Such
space time tensors are called Lorentzian tensors. Tensors can also be defined for
spaces of dimension higher than 3. In fact, in the current hottest contender for
the ”Theory of Everything”, a space with 10 spatial dimensions is involved!
Finally, you should be aware of the fact that in modern physics there are
important physical quantities that are not tensors, meaning that they do not
transform like in equation (7) when changing coordinate frames. Connections
and Spinors are two such non-tensorial quantities. However, here we will stick
with Cartesian tensor fields in physical space.
Our aim is not to give a comprehensive introduction to all important aspects
of Cartesian tensors, but rather to introduce enough of the machinery to be
able to use these tensors as a tool for deriving all sorts of useful vector calculus
identities.
Note that if the components of a tensor field are constant in one Cartesian
frame of reference they will be constant in all frames, and we have
t′i1..ip = ai1j1 ..aipjptj1..jp .
This quantity we will usually call a tensor, not a tensor field.
Even if we have a way of defining a set of components, ti1..ip , with respect to
all Cartesian frames, these components might still not define a tensor. In order
to verify that we have defined a tensor we must change coordinates according to
equation (1) and verify that relations (7) hold.
2.1 Tensors
The Kronecker delta In any given Cartesian frame we can define a collection
of components δij by
δij =
{
1 i = j
0 i 6= j. (6)
Observe that this collection of components is the same in all Cartesian frames,
there is nothing in definition (6) that refers directly to the frame. Thus
δ′ij = δij ,
But if δ′ij is to define a tensor δ, we must have
δ′ij = aik ajl δkl.
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We thus get the condition
aik ajl δkl = δij ,
m
aik ajk = δij . (7)
But (10) holds because aij are the matrix elements of a unitary matrix. Thus
δij are the components of a tensor. This tensor is called the Kronecker delta.
A three component quantity that is not a vector In any Cartesian frame
define a collection of components ti by
t1 = t2 = t3 = 1. (8)
Let us check if (8) defines a tensor. Observe that, as in example 1, the collection
of components is the same in all Cartesian frames
t′i = ti.
If ti is to define a tensor we must have
t′i = aij tj . (9)
We thus have the condition
aij tj = ti.
If we recall that all unitary matrices are rotations around some axis in space, it
is evident that (9) is only true for the subset of matrices that defines rotations
around the axis determined by the given vector ti. Therefore, ti does not define
a tensor.
The Levi-Civita tensor In any Cartesian frame there is defined a collection
of components ijk by
ijk =

1 if the permutation (1,2,3) → (i,j,k) is even
−1 if the permutation (1,2,3) → (i,j,k) is odd
0 if two indices are equal
. (10)
Recall that a permutation is even if it is composed of an even number of pair
switches, and odd if it is composed of an odd number of pair switches.
Since the definition (10) does not refer to the frame, we have that ′ijk = ijk. If
ijk is to define a tensor, we must according to (7) have
′ijk = aip ajq akr pqr.
Since ′ijk = ijk, we have defined a tensor only if
ijk = aip ajq akr pqr. (11)
Using the definition of the determinant from linear algebra, we can show that
(11) is true, so (10) in fact defines a tensor. This is the celebrated Levi-Civita
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tensor.
For example, choosing i = 1, j = 2, k = 3 in (11) we have
a1p a2q a3r pqr =
∑
σ∈S3
a1σ(1) a2σ(2)a3σ(3) σ(1)σ(2)σ(3),
where S3 is the collection of all permutation of (1,2,3). From the definition of
ijk we have
σ(1)σ(2)σ(3) = (−1)σ 123,
where (−1)σ is ±1 according to if σ is even or odd. But then we get
a1p a2q a3r pqr =
{∑
σ∈S3
(−1)σ a1σ(1) a2σ(2) a3σ(3)
}
123
= det(a) 123 = 123,
since the determinant of a unitary matrix is equal to 1. Thus (11) holds for this
case. The rest is proved in a similar way.
2.2 Tensor properties
Let tij be the components of a tensor of rank 2, with respect to some observer O.
Let us assume that with respect to this observer, the components of the tensor
obeys the identity
tij = tji.
Thus, in terms of linear algebra, the components form a symmetric matrix. Let
the components of the tensor t, with respect to some other observer,O′, be t′ij . Is
it true that we also have t′ij = t
′
ji? Thus, does the components of t with respect
to the observer O′ also form a symmetric matrix?
Using the fact the t is a tensor, we have
t′ji = ajkailtkl
= ajkailtlk
= ailajktlk
= t′ij .
Thus, if the components of a tensor form a symmetric matrix with respect
to one observer, then the components with respect to any other observer also
forms a symmetric matrix. It therefore make sense to say that the tensor, t, is
symmetric. Thus symmetry is a property of the components of a tensor that can
be elevated to the tensorial level where it defines a property of the underlying
tensor. Properties like these are called tensorial. The great utility of tensors in
theoretical physics is that they make it possible to express relations between
observed quantities that are independent of the observers. Only such relations
are actual physical relations, and as a consequence only tensorial equations are
physical. All fundamental physical equations are equations relating tensors, and
they express tensorial relations between the relevant tensors.
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As an example of this, the ultimate theory describing gravitational interac-
tions is the General Theory of Relativity discovered by Albert Einstein 100 years
ago. The fundamental equation in this theory, the Einstein field equation is a
tensorial equation
R(g)µν − 1
2
R(g)gµν + Λgµν =
8piG
c4
Tµν ,
relating the geometric properties of space-time, described by the metric tensor,
g = (gµν), and the density of mass and energy, described by the Stress-Energy
tensor, T = (Tµν). Here G is the gravitational constant, c is the speed of light
and R(g) is the Ricci tensor whose components are nonlinear functions of the
metric tensor and all its partial derivatives up to second order. The Einstein field
equations is thus a system of sixteen highly nonlinear coupled partial differential
equations of second order. Describing the whole universe by one equation makes
for an equation that is hard to solve, no surprise there!
2.3 Tensor operations
Let φi and ψi be the components of two tensors φ and ψ. In any Cartesian
frame define a number
(φ, ψ) = δij φi ψj . (12)
If (12) is to define a tensor, then that tensor has only a single component. It is
what we call a scalar. The transformation rule for such tensors is
(φ, ψ)′ = (φ, ψ),
or in other words, the single component must be the same in any Cartesian
frame. But according to (12), we have
(φ, ψ)′ = δ′ij φ
′
i ψ
′
j = δij aik φk ajl ψl
= δij aik ajl φk ψl = aik ail φk ψl
= δkl φk ψl = (φ, ψ),
where we have used the identity (4). Recall that tensors like φi and ψi which
are of rank one are called vectors. We recognize that (φ, ψ) is nothing but the
scalar product of vectors in R3. Operations defined on components of tensors
that produce a new tensor are called Tensor operations. We will now introduce
several common and useful tensor operations.
2.3.1 Contraction
Let {αi} and {βij} be collections of components defining tensors α and β where
α is a vector and β some tensor of rank 2. These kind of tensor are of great
importance in fluid dynamics. Define a collection of components {ci} by
ci = αj βji.
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Then we have
c′i = α
′
j β
′
ji = ajk αk ajl air βlr
= ajk ajl air αk βlr
= δkl air αk βlr
= air αk βkr
= air cr.
Therefore, {ci} defines a tensor c. The tensor c is the contraction of α and β.
In a similar way, more general contractions of tensors can be defined. These
contractions always produce tensors. Examples are
{αij}, {βij} → {αij βij} rank 0,
{αij}, {βijkl} → {αij βijkl} rank 2,
{ijk}, {αi}, {βi} → {ijk αj βk} rank 1,
2.3.2 Dyadic notation
Let {αi}, {βi} be components of tensors of rank 1, they are thus by definition
vectors. Define a collection of components
ci = ijk αj βk.
These components define a tensor since we get them by a contraction involving
three tensors, , α and β.
This is an opportune point to introduce an older, commonly used notation
for Cartesian tensors. In this notation, called dyadic, vectors are denoted by
boldface letters α, β, γ etc. The cross product of the vectors α, β is written
as α× β.
The reader should verify that the tensor introduced in the last example is in fact
the well known cross product of vectors. Thus we have
(α× β)i = ijk αj βk.
The contraction
ci = αj βji,
is written using the dyadic notation as
c = α · β,
and the scalar contraction
c = αi βij γj ,
is written as
c = α · β · γ.
Vector calculus formulas are usually displayed using the dyadic notation. For
calculations and derivations I however find the component formulas more effective.
For tensors of higher rank the dyadic notation become cumbersome and also
ambiguous.
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In order to use the formalism for Cartesian tensors in an effective way, we
need some identities connecting ijk and δij . There are many such, here are
some of them
1) ijk lmn = det
δil δim δinδjl δjm δjn
δkl δkm δkn
,
2) ijk lmk = δil δjm − δim δjl,
3) ijk ljk = 2 δil,
4)ijk ijk = 6.
Let {αi}, {βi} and {γi} be the components of three vectors. Then
[α× (β× γ)]i = ijk αj (β × γ)k
= ijk αj kln βl γn = ijk kln αj βl γn
= ijk lnk αj βl γn
= δil δjn αj βl γn − δin δjl αj βl γn
= βi αn γn − γi βn αn
= [β (α · γ)− γ (α · β)]i,
and we get the well known formula
α× (β× γ) = β (α · γ)− γ (α · β).
2.3.3 Sum
Let {αi1..ip}, {βi1..ip} be the components of two tensors α, β, both of rank p.
Define a collection of components {γi1..ip} by
γi1..ip = αi1..ip + βi1..ip .
Show that {γi1..ip} are the components of a tensor γ of rank p. The resulting
tensor γ is the sum of the two tensors α and β.
2.3.4 Product
Let {αi1..ip} , {βi1..iq} be the components of two tensors α, β of rank p and q.
Define a collection of components {γi1..ip+q} by
γi1..ip+q = αi1..ip βip+1..ip+q .
Let us show that that {γi1..ip+q} are the components of a tensor γ of rank p+ q.
γ′i1..ip+q = α
′
i1..ip β
′
ip+1..ip+q
= ai1,j1 ...aip,jpαj1..jp aip+1,k1 ...aip+q,kqβk1..kq
= ai1,j1 ...aip,jpaip+1,k1 ...aip+q,kqαj1..jpβk1..kq
= ai1,j1 ...aip,jpaip+1,jp+1 ...aip+q,jp+qαj1..jpβjp+1..jp+q
= ai1,j1 ...aip,jpaip+1,jp+1 ...aip+q,jp+qγj1..jp+q .
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Thus, γ is a tensor that is called the tensor product of the two tensors α and β
and is denoted by γ = αβ. In dyadic notation, a tensor β, of rank two, that is
the tensor product of two vectors u and v, is written
β = u v
The full contraction,c, of this tensor with two vectors α and γ can be calculated
using the dyadic notation in the following way
c = α · (uv) · γ = (α · u)(v · γ),
where α · u is the usual dot product of vectors.
2.3.5 Gradient
Let φ be a function, and define a collection of component functions {ci} by
ci = ∂xi φ.
Then {ci} are the components of a vector because
c′i = ∂x′i φ
′ = ∂x′ixr ∂xr φ,
and
xr = asr x
′
s ⇒ ∂x′ixr = air,
thus
c′i = air ∂xr φ = air cr.
The vector c is the gradient of φ. c is a vector but in this context we call it a
vector field. In the same way we call φ a scalar field. Note that the transformation
rule for the vector field ci can more precisely be written as
c′i(x
′) = air cr(x),
where x′i = aij xj . For a scalar field we have the transformation rule
φ′(x′) = φ(x),
the function value is thus the same at points that corresponds under the trans-
formation of coordinates.
In dyadic notation the gradient of a scalar field is written ∇φ. Thus
(∇φ)i = ∂xi φ.
In a similar way we can define the gradient of a tensor field t with components
{ti1..im} by
(∇t)ii1..im = ∂xi ti1..im ,
where we have used the dyadic notation for the gradient of a tensor. Taking
gradients can clearly be repeated. For example, the tensor of rank two whose
dyadic notation is ∇∇φ, is defined by
(∇∇φ)i,j = ∂xi∂xjφ.
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2.3.6 Divergence
Let {ti1..im} be the components of a tensor, t, of rank m. Define the components
ci1..im−1 = ∂xitii1..im−1 .
Let us show that the components ci1..im−1 defines a tensor.
c′i1..im−1 = ∂x′i t
′
ii1..im−1
= ∂x′ixr∂xr ai,j1ai1,j2 ..aim−1,jmtj1,j2,..jm
= ai,rai,j1ai1,j2 ..aim−1,jm∂xr tj1,j2,..jm
= δr,j1ai1,j2 ..aim−1,jm∂xr tj1,j2,..jm
= ai1,j2 ..aim−1,jm∂xj tj,j2,..jm
= ai1,j2 ..aim−1,jmcj2,..jm
= ai1,j1 ..aim−1,jm−1cj1,..jm−1 .
This tensor is called the divergence of t and is written ∇ · t in dyadic notation.
Thus in this notation
(∇ · t)i1..im−1 = ∂xitii1..im−1 .
For tensors of rank ≥ 2 we can define more than one divergence operation. For
example, for rank two tensor fields the two divergence operations are
(t · ∇)i = ∂xj tij ,
(∇ · t)i = ∂xj tji.
Thus, as the formulas indicate, the dyadic notation for the two divergence
operations are t · ∇ and ∇ · t.
2.3.7 Curl
Let α be a tensor field of rank one, thus by definition a vector field, then we
have
(∇×α)i = ijk ∂xj αk.
In a similar way we can define the curl of higher rank tensor fields. For a tensor
field, t = (ti1,i2,..in) of rank n, we define a tensor field of rank n, which in dyadic
notation is written as ∇× t, by the components
(∇× t)i1,i2,..in = i1kl ∂xk tl,i2,..in .
For tensors of rank greater than one, we can define more than one curl operation.
For example, a second curl of the tensor field t can be defined by
(t×∇)i1,i2,..in = inkl ∂xk ti1,i2,..l.
As indicated, the dyadic notation for this second curl is t×∇.
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Example 1 Let {αi}, {βi} be the components of vectors denoted by α, β in
dyadic notation. Then we have
[∇ · (α× β)] = ∂xi(α× β)i
= ∂xi ijk αj βk
= ijk (∂xi αj) βk + ijk αj (∂xi βk)
= βk kij ∂xi αj − αj jik ∂xi βk
= βk [∇×α]k − αj [∇× β]j
= β · (∇×α)−α · (∇× β).
Example 2 Let {αi} be the components of a vector. Then
(∇× (∇×α))i = ijk ∂xj (∇×α)k
= ijk ∂xj klm ∂xl αm
= ijk lmk ∂xj ∂xl αm
= δil δjm ∂xj ∂xl αm − δim δjl ∂xj ∂xl αm
= ∂xi ∂xj αj − ∂xj ∂xj αi
= [∇ (∇ ·α)−∇2α]i.
Thus we get the well known formula
∇× (∇×α) =∇(∇ ·α)−∇2α.
Where ∇2 = ∂xi∂xi is the 3D Laplace operator.
2.4 The Divergence theorem for Cartesian tensors
Let D be a domain in 3D, and let the boundary of D be S. Let {ni} be the unit
normal vector field defined on S and pointing out of D. Then for any tensor of
rank m we have ∫
D
dV ∂xi ti1..im =
∫
S
dS ni ti1..im . (13)
Since (13) is an identity between tensors we get a special case of (13) by
contracting the first index∫
D
dV ∂xi tii2..im =
∫
S
dS ni tii2..im . (14)
Both (13) and (14) are called the divergence theorem even if (13) is more general
than (14).
Example 1 Let us consider (13) with a scalar, φ we get∫
D
dV ∂xiφ =
∫
S
dS ni φ,
or in dyadic notation ∫
D
dV ∇φ =
∫
S
dS φ n.
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Example 2 Let us a consider (14) for a vector field a with components {ai}.∫
D
dV ∂i ai =
∫
S
dS ni ai,
which in dyadic notation is∫
D
dV ∇ · a =
∫
S
dS n · a.
This is the usual divergence theorem from vector calculus.
Example 3 We use the tensor with components {ijk aj} in (14) and get∫
D
dV ijk ∂xi aj =
∫
S
dS ni ijk aj ,
m∫
D
dV kij ∂xi aj =
∫
S
dS kij ni aj ,
which in dyadic notation is∫
D
dV ∇× a =
∫
S
dS n× a.
Example 4
Use the tensor with components {ijk aj tkl} in (14). We get∫
S
dS ni ijk aj tkl =
∫
D
dV ∂xiijkajtkl
=
∫
D
dV { ijk(∂xiaj) tkl + ijk aj ∂xitkl }
=
∫
D
dV { kij (∂xiaj) tkl − aj jik ∂xi tkl },
which in dyadic notation is∫
S
dS n · (a× t) =
∫
D
dV { (∇× a) · t− a · (∇× t) },
where the cross product of the vector a and the rank 2 tensor t is defined by
(a× t)ij = ikl ak tlj .
2.5 Stoke’s theorem for Cartesian tensors
Let S be a surface bounded by a closed curve C. Let {ti1..im} be the components
of a Cartesian tensor of rank m. Then Stoke’s theorem is∫
C
dxk ti1..im =
∫
S
dS ni ijk ∂xj ti1..im . (15)
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Since (15) is an identity for tensors, we can contract the first index and get∫
C
dxi tii2..im =
∫
S
dS ni ijk ∂xj tki2..im . (16)
The orientation of C is related to the choice of unit normal for S in the same
way as for the usual Stoke’s theorem in vector calculus.
Example 1 Use a scalar, φ, in (15). We get∫
C
dxk φ =
∫
S
dS ni ijk ∂xjφ,
which in dyadic notation is∫
C
dl φ =
∫
S
dS n×∇φ.
Example 2 Using the components of a vector {ai} in (16) we get∫
C
dxi ai =
∫
S
dS ni ijk ∂xjak,
which in dyadic notation is∫
C
dl · a =
∫
S
dS n · (∇× a).
This is the usual Stoke’s theorem from vector calculus.
Example 3 Using a tensor with components {ijk aj} in (16). We get∫
C
dxi ijk aj =
∫
S
dS ni ijn ∂xj nlkal
=
∫
S
dS ijn lkn ni ∂xjal
=
∫
S
dS { δil δjk ni ∂xjal − δik δjl ni ∂xjal }
=
∫
S
dS { (∂xkal) nl − nk ∂xjaj },
which in dyadic notation is∫
C
dl× a =
∫
S
dS { (∇a) · n− n∇ · a}.
This ends our exposition of Cartesian tensors.
2.6 Exercises
Problem 1 Let tij be the components of a tensor of rank 2, with respect
to some observer O. Let us assume that with respect to this observer, the
components of the tensor obeys the identity
tij = −tji.
Thus, in terms of linear algebra, the components form an anti-symmetric matrix.
Show that anti-symmetry is a tensorial property.
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Problem 2 Let ti1..ip(x) be the components of a tensor field of rank p with
respect to some observer O. Let us assume that with respect to this observer,
we have
ti1..ip(x0) = 0,
at some point x0. Show that the same equation holds for the components of the
tensor field t′i1..ip(x
′) with respect to any observer O′ at the point corresponding
to x0 under the change of coordinates x
′ = aijxj . Thus a tensor field being zero
at some point is a tensorial property of tensor fields.
Problem 3 Prove that the sum of tensors and product of tensors, as defined
in section 2.3.3 and 2.3.4, are tensors.
Problem 4 Show that the gradient and curl of tensors, as defined in section
2.3.5 and 2.3.7, are tensors.
Problem 5 Prove the following vector identifies using Cartesian tensors.
a)∇ · (∇×α) = 0,
b)∇× (∇α) = 0,
c)∇(α · β) =∇α · β +∇β ·α
= (α · ∇) β + (β · ∇) α+α× (∇× β) + β× (∇×α),
d)∇× (α× β) = α∇ · β − β ∇ ·α+ (β · ∇) α− (α · ∇) β.
3 Fluid dynamics
Liquids and gases are similar, in the sense that they have no fixed shape like
solids do. A liquid or a gas will shape themselves to fit perfectly to any container
we pour them into. This similarity of liquids and gases makes it possible to
present their mathematical description in a unified way. This unified way is
called fluid dynamics.
Liquids and gases are certainly different too. The first one is for example
very hard to compress, whereas the second one is easy to compress.
The part of fluid dynamics that concerns itself with easily compressible substances
is called gas dynamics. Water is a liquid and its theoretical description is called
hydrodynamics. Hydrodynamics is a subfield of fluid dynamics.
A fluid appears to us to be a continuous substance, it fills space smoothly.
However, we know that this continuity is only apparent. Underneath it all, we
know that fluids consist of discrete entities in the form of atoms or molecules.
These atoms or molecules move around, sometimes at great speed, and interact
with each other. This immense activity, at the microscopic level, appears to
us, at the macroscopic level, as a continuously moving fluid. Exactly how this
happen is not understood in all detail, even today, but the overall picture is
clear.
We will not try to do a detailed derivation of the equations of fluid dynamics
from the motion of atoms and molecules. What we will do, is to use some
of the descriptive tools from this derivation in order to gain insight into the
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various terms occurring in the equations of fluid dynamics. The exposition of
fluid dynamics in this section is inspired by the books written on the subject by
Landau and Lifschitz[18] and G. B. Whitham[25].
We will start by assuming that the particles underlying the fluid are simple
mass points. We will also assume that they are all of the same type, and have
a common mass m. What we really are assuming here is that the particles in
the fluid only collide elastically, so that any internal degrees of freedom, like
rotations and vibrations, are never excited in collisions, and are invisible from our
macroscopic point of view. Not all fluids are like this, so this is a real restriction.
It does however hold approximately for many liquids and gases.
We know that the particles in the fluid move along curves that can be
described using Newton’s law. However, the number of particles in the fluid is so
immense that the equations for the particles can not be solved, even on today’s
largest machines. And even if we could solve them, making measurements precise
enough to supply the equations with initial conditions is beyond our means for
the foreseeable future. In situations like this, one resorts to a coarser description
using a particle distribution function f(x,u, t). Here
f(x,u, t) dx du, (1)
is the number of particles in a domain in phase space of volume dx du centred
on position x and velocity u.
The mass density at position x and time t is
ρ(x, t) =
∫
du m f(x,u, t), (2)
and the mean velocity, v, of the particle distribution at x, t, is defined by the
expression
ρ(x, t) v(x, t) =
∫
du m u f(x,u, t). (3)
A key assumption in the theory of fluid dynamics is that there is a ”mesoscale”,
much larger than the microscale and much smaller than the macroscale. On the
mesoscale ρ,v, and other quantities we will define as moments of the particles
distribution, are assumed to be constant.
Figure 1:
Traditionally, a mesoscale piece of the fluid is called a fluid element. The
assumption is that the fluid element is small on a macroscopic scale but large
on a microscopic scale, in the sense that it contains a large number of particles.
The dominant, short time, behavior of a fluid element, is a translation along
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the velocity field. On a larger timescale the fluid element also deforms. Imagine
marking out a fluid element by a tiny drop of ink in the fluid. This drop of ink
is a fluid element and initially it just translates along the velocity field of the
fluid. On larger timescales it deforms and eventually smears out and vanishes.
If this split into micro-, meso- and macroscale is not possible, we can not
hide the particle nature of the system, and fluid dynamics does not apply. If this
is the case one must use kinetic theory, which is much more challenging than
fluid dynamics. In these notes we will not discuss kinetic theory.
Let v(x, t) be the fluid velocity field as defined in (3) and let x(t) be the
position of a fluid element. Then we have
dx
dt
= v(x, t). (4)
This is the equation of motion for a fluid element.
Let nowA(x, t) be some local quantity associated with the fluid, like ρ(x, t),v(x, t)...
Then the function A(t), defined by
A(t) = A(x(t), t), (5)
where x(t) is the position of a fluid element, will describe how A changes for a
fluid element following the fluid flow. Using the chain rule we have
dA
dt
(t) = ∂t A(x(t), t) +
dx
dt
(t) · ∇A(x, t) = (∂t + v · ∇) A(x, t) |x=x(t). (6)
The operator
D
Dt
= ∂t + v · ∇, (7)
plays an important role in fluid dynamics, and is called the material derivative.
We have for example
Dρ
Dt
= ∂t ρ+ v · ∇ρ, (8)
Dv
Dt
= ∂t v + v · ∇v.
For the particle dynamics underlying the fluid motion we have three fundamental
conservation laws
1. Conservation of mass.
2. Conservation of momentum.
3. Conservation of energy.
We are going to find macroscopic analogues for the microscopic quantities, mass,
momentum and energy and postulate that they are conserved. This will give us
the equations of fluid dynamics.
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Figure 2: : A fluid volume V , with boundings surface S and unit normal n.
3.1 Conservation of mass
Let V be some volume of fluid, with bounding surface S.
The total mass in V is a function of t, defined by
M(t) =
∫
V
dV ρ(x, t). (9)
Since mass is postulated to be conserved, M(t) can vary only if mass enters
or leaves the volume V by crossing the boundary. Let us analyze this crossing
carefully, we will use it several times.
Let us consider a particle that is moving at velocity u and is close to the
boundary surface at time t. During the time from t to t + dt the particle is
moving a distance normal to the surface given by
dlu = n · u dt.
Here dlu is a signed distance, dlu > 0 when the particle has a velocity component
parallel to n pointing in the direction of n. If this velocity component points
opposite to n we have dlu < 0. Let the signed volume dVu be defined by
dVu = dA n · u dt,
where dA is a surface area element. If dVu > 0, all particles of velocity u, that
are inside the volume dVu at time t, will cross the boundary of V from the inside,
and leave V during the time interval between t and t+ dt.
Figure 3:
If dVu < 0, all particles of velocity u, that are inside the volume dVu at time
t, will enter V during the time interval between t and t + dt. Therefore, the
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number of particles with velocity in the range du around u leaving or entering
the volume V through the surface element dA, is
dNu = dVu du f(x,u, t)
= dA n · u dt du f(x,u, t),
and the number of particles with velocity in the range du around u leaving or
entering the volume V through the surface element dA per unit time, dPu, is
given by
dPu = dA n · u du f(x,u, t). (10)
This expression will be used repeatedly in the following.
Using (10), we can conclude that the net mass of the particles with velocity
in the range du around u, entering or leaving the volume V through the surface
element dA, per unit time, is
m dPu = dA du m n · u f(x,u, t), (11)
Integrating this expression over all possible velocities, we get the mass transport,
per unit time, through the surface element dA. This is what we call the mass
flux. But
dA
∫
du m n · u f = dA n ·
∫
du m u f = dA n · (ρ v) = dA ρ v · n, (12)
so that the mass flux through dA is
dA ρ v · n. (13)
The total mass passing through the bounding surface S is therefore∫
S
dA ρ v · n. (14)
Conservation of mass then imposes the identity
dM
dt
= −
∫
S
dA ρ v · n,
m∫
V
dV ∂t ρ = −
∫
S
dA ρ v · n,
m∫
V
dV {∂t ρ+∇ · (ρ v)} = 0. (15)
This identity holds for all volumes V . We can therefore conclude that
∂t ρ+∇ · (ρ v) = 0. (16)
This is the conservation of mass in differential form, and is the first fundamental
equation of fluid dynamics. Using the material derivative, (16) can be written in
the form
Dρ
Dt
= −ρ∇ · v. (17)
21
3.2 Conservation of momentum
Let, as before, V be a volume of fluid with bounding surface S. The total
momentum inside the volume at a time t is
P(t) =
∫
V
dV ρ v.
Using (10), we can conclude that the net momentum of the particles with velocity
in the range du around u, entering or leaving the volume V through the surface
element dA, per unit time, is
mu dPu = dA du mu n · u f(x,u, t),
Integrating this expression over all possible velocities, we get the momentum
transport, per unit time, through the surface element dA
dA
∫
du m u n · u f(x,u, t). (18)
This is what we call the momentum flux.
Define a velocity c by
u = v + c, (19)
thus, c describes the deviation of the particle velocity from the local mean
velocity, v(x, t).
Using (19) in (18) we get∫
du m u n · u f =
∫
dc m (v + c) n · (v + c) f
=
∫
dc m v n · v f +
∫
dc m v n · c f
+
∫
dc m c n · v f +
∫
dc m c n · c f.
From the definition of c as the deviation from the mean velocity we must have∫
dc c f = 0.
Therefore∫
dc m v n · c f = m v n · (
∫
dc c f) = 0,∫
dc m c n · v f = m n · v (
∫
dc c f) = 0,∫
dc m v n · v f = (
∫
dc m f) v n · v
= ρ v n · v = (ρ vv) · n, (20)∫
dc m c n · c f = (
∫
dc m cc f) · n
= −P · n, (21)
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where P is a tensor of rank 2, called the stress tensor for the fluid. Note that we
are using the dyadic notation for Cartesian tensors in (20) and (22). Explicitly,
the stress tensor is
P = −
∫
dc m cc f.
The choice of minus sign is conventional. We observe that Pij describes the
correlation between fluctuating velocities in the direction of the i and j axis.
Also note that P is symmetric
Pij = Pji.
Using the above expressions we have found that the momentum flux through
the surface element dA is given by
dA
∫
du m u n · u f(x,u, t) = dA (ρ vv · n− P · n) = dA (ρ vv − P) · n
Let us allow for the possibility that there is a volume force acting on the
fluid. Gravity is such a force, as is the electromagnetic force. The last one
would act if the fluid consisted of charged particles. For geophysical applications,
volume forces will enter as gravitational forces and inertial forces, like the Coriolis
force. Denote the volume force density by FV . Recalling that force is change in
momentum per unit time, the law of conservation of momentum implies that
dP
dt
= −
∫
S
dA (ρ vv − P) · n +
∫
V
dV FV .
Using the divergence theorem for 2-tensors, and letting the volume approach
zero, we get the second fundamental equation of fluid dynamics
∂t (ρ v) +∇ · (ρ vv − P) = FV . (22)
This equation can be simplified using the equation of mass conservation
∂t (ρ v) = ∂t ρ v + ρ ∂t v
= −v · ∇ρ v − ρ∇ · vv + ρ ∂t v.
Using the component notation for Cartesian tensors, we have
(∇ · ρ vv)j = ∂xi (ρ vi vj)
= ∂xi ρ vi vj + ρ ∂xi vi vj + ρ vi ∂xi vj .
Thus in dyadic notation we have the identity
∇ · ρ vv = v · ∇ρ v + ρ∇ · v v + ρ v · ∇v.
Therefore, (22) turns into
ρ ∂t v − v · ∇ρ v − ρ∇ · vv + v · ∇ρ v
+ρ∇ · vv + ρ v · ∇v −∇ · P = FV .
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Thus
ρ ∂t v + ρ v · ∇v =∇ · P + FV . (23)
This is the second fundamental equation of fluid dynamics in simplified form.
Using the material derivative, equation (23) can be written compactly as
ρ
Dv
Dt
=∇ · P + FV . (24)
This is clearly Newton’s law for a fluid element where the force is given by
F =∇ · P + FV . (25)
3.3 Conservation of energy
For a particle of mass m and velocity u, the kinetic energy is given as
E =
1
2
m u2.
We will assume that the particle energy is dominated by the kinetic part. The
macroscopic energy is then∫
du
1
2
m u2 f =
∫
dc
1
2
m (v + c)2 f
=
∫
dc
1
2
m v2 f +
∫
dc m v · c f +
∫
dc
1
2
m c2 f
=
1
2
ρ v2 + ρ e,
where we have defined e by
ρ e =
∫
dc
1
2
m c2 f.
Clearly, e measures the kinetic energy in the fluctuating part of the particle
motion. We call e the internal energy of the fluid.
Transport of kinetic energy across the bounding surface element dA, is given
by ∫
1
2
m u2 dPu = dA
∫
du
1
2
m u2 n · u f,
where we have argued as in (11). This is what we call the energy flux
Introducing mean and fluctuating velocity as before, we have∫
du
1
2
m u2 n · u f =
∫
dc
1
2
m (v + c)2 n · (v + c) f
=
∫
dc
1
2
m v2 n · v f +
∫
dc m v · c n · v f
+
∫
dc
1
2
m c2 n · v f +
∫
dc
1
2
m v2 n · c f
+
∫
dc m v · c n · c f +
∫
dc
1
2
m c2 n · c f, (26)
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and ∫
dc
1
2
m v2 n · v f = 1
2
ρ v2 n · v,∫
dc m v · c n · v f = m n · v v · (
∫
dc c f) = 0,∫
dc
1
2
m c2 n · v f = (
∫
dc
1
2
m c2 f) n · v
= ρ e n · v,∫
dc
1
2
m v2 n · c f = 1
2
m v2 n · (
∫
dc c f) = 0,∫
dc m v · c n · c f = v · (
∫
dc m cc f) · n
= −v · P · n,∫
dc
1
2
m c2 n · c f = (
∫
dc
1
2
m c2c f) · n
= q · n, (27)
where we have introduced the vector q by
q =
∫
dc
1
2
m c2c f.
This vector describes the transport of internal energy by the fluctuating velocity
field c. The vector q is called the heat flux vector.
Using (27) in (26) we get the following formula for the energy flux through the
surface element dA
dA {1
2
ρ v2 n · v + ρ e n · v − v · P · n + q · n}.
The work per unit time and unit volume performed by the volume force FV is
FV · v.
Postulating conservation of energy we get
d
dt
∫
V
dV {1
2
ρ v2 + ρ e}
= −
∫
S
dA {(1
2
ρ v2 + ρ e) v − P · v + q} · n +
∫
V
dV F · v.
Using the divergence theorem, and letting the volume approach zero, we get the
third fundamental equation of fluid dynamics
∂t (
1
2
ρ v2 + ρ e) +∇ · ((1
2
ρ v2 + ρ e) v − P · v + q) = FV · v. (28)
We can simplify (28) using the mass and momentum conservation equations. We
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have
∂t (
1
2
ρ v2 + ρ e) =
1
2
∂t ρ v
2 + ρ ∂t v · v + ∂t ρ e+ ρ ∂t e
=
1
2
(−v · ∇ρ− ρ∇ · v) v2 + ρ (−v · ∇v + ∇ · P
ρ
+
1
ρ
FV ) · v
+ (−v · ∇ρ− ρ∇ · v) e+ ρ ∂t e
= −1
2
v · ∇ρ v2 − 1
2
ρ∇ · v v2 − ρ v · ∇v · v +∇ · P · v
+ FV · v − v · ∇ρ e− ρ∇ · v e+ ρ ∂t e, (29)
and
∇ · ((1
2
ρ v2 + ρ e) v − P · v + q)
=
1
2
∇ · (ρ v2 v) +∇ · (ρ e v)−∇ · (P · v) +∇ · q
=
1
2
∇(ρ v2) · v + 1
2
ρ v2 ∇ · v +∇(ρ e) · v
+ ρ e∇ · v −∇ · (P · v) +∇ · q
=
1
2
v · ∇ρ v2 + ρ v · ∇v · v + 1
2
ρ v2 ∇ · v
+ v · ∇ρ e+ ρ v · ∇e+ ρ e∇ · v −∇ · (P · v) +∇ · q. (30)
Using (29) and (30) in (28), gives us the third fundamental equation of fluid
dynamics in the form
ρ ∂t e+ ρ v · ∇e =∇ · (P · v)− (∇ · P) · v −∇ · q.
But
{∇ · (P · v)− (∇ · P) · v} = ∂xi (Pij vj)− ∂xi Pij vj
= ∂xi Pij vj + Pij ∂xi vj − ∂xi Pij vj
= Pij ∂xi vj .
Using the symbol
A : B = aij bij ,
for the full contraction of the tensors A and B we finally get the equation
ρ ∂t e+ ρ v · ∇e = P :∇v −∇ · q. (31)
Using the material derivative,equation (31) can be written compactly as
ρ
De
Dt
=−∇ · q + P :∇v (32)
The fundamental equations for fluid dynamics consists of (17),(24) and (32)
Dρ
Dt
=− ρ∇ · v, (33)
ρ
Dv
Dt
=∇ · P + FV , (34)
ρ
De
Dt
=−∇ · q + P :∇v. (35)
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3.4 Closures
The system (33)-(35), consist of 5 equations for 14 unknowns, which are ρ, e, v,
q and the 6 independent components of P.
In order to apply (33) - (35) to a particular problem, we must, for that
particular problem, specify how P and q depends on ρ, v and e. This will give us
a closed system of equations that can be solved. Equations (33) - (35) are thus
not the end of the story, further modeling is required to close the system. We
will discuss two general closures leading to what are called ideal and non-ideal
fluids.
3.4.1 Ideal fluid
Let us make the following three assumptions
P = −p I p = p(x, t), (36)
q = 0, (37)
The fluid is in local thermodynamic equilibrium. (38)
Here I is the 3× 3 identity matrix. Recall that by definition, the stress tensor P
is
P = −
∫
dc m cc f, (39)
so that (36) implies
p = Pii =
∫
dc m c2i f ≥ 0 , i = 1, 2, 3 ,
where p, by definition, is the pressure in the fluid. Since change in momentum
per unit time is by definition force, we observe from equation (25) that, using
the assumption (36), the pressure induced force on a volume V with surface S is
Figure 4:
∫
V
dV F =
∫
V
dV ∇ · P =
∫
S
dA P · n = −
∫
S
dA p n.
Note that this formula say that a positive pressure in the fluid acts as a com-
pressional force, as it should. This fact is the motivation for the sign convention
in the definition (39) of the stress tensor for a fluid.
27
From statistical mechanics we know that a physical system is in thermody-
namical equilibrium when the phase space distribution has settled down to the
canonical distribution, or the Gibbs ensemble, which it is also called. When the
system is in thermodynamical equilibrium, it can in most cases be described in
terms of five parameters. These are the energy, entropy, volume, temperature
and pressure. These parameters are usually denoted by E, S, V , T and p. Only
two of these parameters are independent, the rest can be determined by two
chosen ones. For example if we let p and V be independent then T = T (p, V ),
E = E(p, V ) and S = S(p, V ). These functional relationships constitute the
equation of state for the system and contains everything there is to know about
the system from a thermodynamical point of view. Equations of state are
sometimes calculated from the Gibbs ensemble, but often just postulated on
theoretical or empirical grounds.
Whichever way the equation of state is constructed it must satisfy the
following fundamental thermodynamical relation, which can be derived from the
Gibbs ensemble
T dS = dE + p dV. (40)
If someone present you with an equation of state that does not obey (40), you
just ask him or her to go back to the drawing board, their equation of state is
wrong!
In the assumption (38), we do not assume that the fluid is in thermodynamical
equilibrium, we rather ask that each small piece of it is. Thus the physical systems
that are in thermodynamical equilibrium are the fluid elements. I will not argue
why this is a good assumption, but believe me; it is a very good assumption that
almost always applies.
We have up to this point been a little vague about what a fluid element is,
but we will now have to be a little more precise. We imagine a macroscopically
small, but microscopically large volume, V , of fluid bounded by a surface, S.
The important point here is that as time goes by, the fluid element and its
bounding surface moves as determined by the velocity field v(x, t). The surface
will deform, but no mass will flow across the surface exactly because the surface
goes along with the flow. We say that S is a material surface.
Figure 5:
The fact that S is a material surface implies that the mass of the fluid element
does not change.
We will now derive the fundamental thermodynamical relation for fluid
elements by applying (40) to a fluid element.
Let M be the mass of the fluid in the fluid element. Since M does not change
we have dM = 0. We now introduce mass density, ρ, entropy density, s and
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energy density, e, through
ρ =
M
V
, s =
S
M
, e =
E
M
. (41)
Thus ρ is mass per unit volume, s is entropy per unit mass and e is energy per
unit mass. Note that ρ and e here coincide with quantities with the same names
occurring in the fundamental equations of fluid dynamics (33) - (35).
From (40), (41) and dM = 0 we get
T ds = T d(
S
M
) =
1
M
T dS =
1
M
dE +
1
M
p dV
= de+ p d(
1
ρ
). (42)
Equation (42) is the fundamental thermodynamical relation for a fluid element.
Observe that for an ideal fluid we have
P :∇v = Pij ∂xi vj = −p δij ∂xi vj = −p ∂xi vi = −p∇ · v.
This, taken together with assumption (37), which states that there is not heat
flow, implies that, for the ideal case, equation (35) simplifies into
ρ
De
Dt
= −p∇ · v, (43)
But from equation (33) we have
Dρ
Dt
= −ρ∇ · v. (44)
Combining (43) and (44) we get
De
Dt
+ p
D
Dt
(
1
ρ
) = 0. (45)
Recall that from the definition of the material derivative, and the fact that the
fluid element follows the fluid flow, we have that during a short time interval dt,
between t, t+ dt
De
Dt
dt =
d
dt
e(x(t), t) dt = de, (46)
D
Dt
(
1
ρ
) dt =
d
dt
(
1
ρ
) (x(t), t) dt = d(
1
ρ
).
Figure 6:
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Therefore, for a fluid element in an ideal fluid, equations (45) and (42) imply
that
T ds = de+ p d(
1
ρ
) = (
De
Dt
+ p
D
Dt
(
1
ρ
)) dt = 0⇒ ds = 0.
Thus the entropy of the fluid element stays fixed.
This kind of fluid flow is called isentropic. Since each piece of fluid preserves
whatever entropy it had at t = 0, if the entropy was constant in space s(x, 0) = s0
at t = 0 then it will remain constant in space for all time. We will in general
assume that the entropy is constant in space at t = 0. Equation (35) will after
this play no role in the dynamics and our fundamental system is reduced to
Dρ
Dt
= −ρ∇ · v (47)
Dv
Dt
= −∇p
ρ
+
1
ρ
FV (48)
because
(∇ · P)j = ∂xi Pij = −∂xi (p δij) = −∂xj p = −(∇p)j .
Using p and s as independent variables we have in general ρ = ρ(p, s), but since
s = s0 is a constant we can simplify this into
ρ = ρ(p), (49)
and (47), (48) and (49) is a closed system of five equations for five unknowns, ρ,
v and p. These are the equations for an ideal fluid.
If the fluid is a liquid we know that it is essentially incompressible. This
means that the mass density of each fluid element is constant in time as it
is transported along with the flow, thus DρDt = 0. This is equivalent to the
mathematical condition ∇·v = 0. If the density of the fluid is constant in space
for t = 0, incompressibility will imply that it will remain constant in space for
all time, thus ρ = ρ0 is a constant. For this case (47)-(49) reduces to the system
Dv
Dt
= −∇p
ρ0
+
1
ρ0
FV , (50)
∇ · v = 0. (51)
This is a closed system of four equations for the four unknowns ρ and v. These
are the equations for an ideal liquid. Equations (50), (51) were first published by
Leonard Euler in 1757, and are in his honor called the Euler equations. These
equations are in most situations a very good model for ordinary water.
Note that an important case when incompressibility does not imply constant
density is if the fluid consists of two different components, each with a different
density. For this case the density at t = 0 does vary in space.
You might at this point be confused about what looks like a contradiction.
Equation (49) says that ρ is a function of p and for a liquid ρ = ρ0 is constant
but p is not! How can this be? The explanation is simple, ρ is not actually
constant but depends on p so weakly that even in the deepest part of the ocean,
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where the pressure is immense, ρ is still very close to ρ0. In effect, the equation
of state has the form
ρ = ρ0 +  p  p << ρ0.
Observe that, through the material derivative, the Euler equations are nonlinear.
The fact that the basic equations for an ideal liquid are nonlinear makes this
theory hard.
3.4.2 Non-ideal fluid
We make the following closure assumptions
P = −p I + τ, (52)
q = −κ∇T κ > 0, (53)
The fluid is in local thermodynamic equilibrium. (54)
In (53) the parameter κ is positive and is called the heat conductivity of the
fluid. The equation expresses the observational fact that heat flows from hot to
cold objects.
In (52) one could at the outset assume that
τ = τ(v,∇v, ..). (55)
However physical laws must look the same to all inertial observers, and this
means that τ can not depend on v. If we assume that the gradients are not too
large, we can linearize (55) and write
τij = Aijkl ∂xk vl,
where Aijkl is a tensor of rank 4. For all gases and most liquids, the relation
between τ and∇v must be rotationally invariant. There is no preferred direction
for such fluids and they are said to be isotropic. At the mathematical level this
means that the tensor Aijkl is invariant. It has the same components in all
rotated Cartesian frames. Thus for any change of coordinates
x′i = air xr,
we have
A′ijkl = Aijkl.
and the requirement for invariance is
Aijkl = ait aju akn alm Atunm. (56)
We are not going to solve the tensor equation (56), this kind of analysis belongs
in a more specialized course on tensors. Here we merely state the result. The
solutions of (56) are of the form
Aijkl = η (δik δjl + δil δjk − 2
3
δij δkl) + ξ δij δkl,
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where ξ = ξ(x) and η = η(x) are two free parameters that are scalar fields in
the tensorial sense.
With this solution for Aijkl, the relation between τ and ∇v, using dyadic
notation, is
τ = η (∇v +∇vt − 2
3
I ∇ · v) + ξ I ∇ · v.
The equation for ρ is the same as for the ideal case
Dρ
Dt
= −ρ∇ · v. (57)
In order to write down the equation for v we need ∇ · τ . If we assume that
the scalar fields ξ(x) and η(x) are constants, independent of x, which is a good
approximation in many cases, we have
(∇ · τ)j = ∂xi τij = η {∂xi ∂xi vj + ∂xi ∂xj vi −
2
3
δij ∂xi ∂xk vk}
+ ξ δij ∂xi ∂xk vk
=
1
3
η ∂xj ∂xk vk + η ∂xi ∂xi vj + ξ ∂xj ∂xk vk.
Thus in dyadic notation we have
∇ · τ = η ∇2v + (1
3
η + ξ)∇(∇ · v),
and the equation for v in the non-ideal case can be written as
ρ
Dv
Dt
= −∇p+ η ∇2v + (1
3
η + ξ)∇(∇ · v) + FV .
Let us finally consider the equation for the energy (35). We need to calculate
the full contraction τ :∇v.
We have
τ :∇v = τij ∂xi vj = η (∂xi vj (58)
+ ∂xj vi −
2
3
δij ∂xk vk) ∂xi vj + ξ δij ∂xk vk ∂xi vj
= η (∂xi vj ∂xi vj + ∂xj vi ∂xi vj −
2
3
∂xi vi ∂xk vk)
+ ξ ∂xi vi ∂xk vk, (59)
For any number a, define a 2-tensor Q by
Qij = ∂xi vj + ∂xj vi − a δij ∂xk vk.
Observe that for any a we have Q2 ≡ Q : Q = QijQij ≥ 0.
We have
Q2 = ∂xj vi ∂xj vi + 2 ∂xi vj ∂xj vi
− 2 a δij ∂xj vi ∂xk vk
+ ∂xi vj ∂xi vj − 2 a δij ∂xi vj ∂xk vk + a2 δij δij ∂xk vk ∂xl vl
= 2 (∂xj vi ∂xj vi + ∂xi vj ∂xj vi − (2 a−
3
2
a2) ∂xk vk ∂xl vl), (60)
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Choose a such that 2 a − 32 a2 = 23 or in other words choose a = 13 (2 +
√
2).
Then (59) and (60) imply that
τ :∇v = 1
2
η Q2 + ξ (∇ · v)2.
Using the same thermodynamic arguments as under the ideal case, we get the
energy equation, in the non-ideal case, on the form
ρ T
Ds
Dt
=∇ · (κ∇T ) + 1
2
η Q2 + ξ (∇ · v)2. (61)
Let V be a fluid volume with bounding surface S. The entropy per unit volume
is ρ s. Therefore the total entropy in V is
S(t) =
∫
V
ρ s dV,
which implies that
dS
dt
=
∫
V
dV ∂t (ρ s). (62)
Using the definition of the material derivative and equation (57) we have
∂t (ρ s) = −∇ · (ρ s v) + ρ Ds
Dt
. (63)
Therefore, upon using (61) and (63) in (62), we get
dS
dt
=
∫
V
dV {−∇ · (ρ s v) +∇ · ( κ
T
∇T ) + κ
T 2
(∇T )2
+
1
2
η
T
Q2 +
ξ
T
(∇ · v)2}
=
∫
S
dA
κ
T
∇T · n−
∫
S
dA ρs v · n +
∫
V
dV θ, (64)
where θ ≥ 0.
Let us assume that S is a material surface that is perfectly insulated. This
means that no mass or energy can pass through S. Said in another way; the
volume V is a closed system. For a closed system we have
κ∇T · n = q · n = 0 (no energy flow),
v · n = 0 (no mass flow),
and therefore, (64) implies that
dS
dt
=
∫
V
dV θ ≥ 0.
The entropy in a closed body of fluid can never decrease. This expresses the fact
that non-ideal fluids are irreversible systems in the thermodynamic sense.
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Summing up, the fundamental system of equations for a non-ideal fluid is
Dρ
Dt
= −ρ∇ · v, (65)
ρ
Dv
Dt
= −∇p+ η ∇2v + (ξ + 1
3
η)∇(∇ · v) + FV , (66)
ρ T
Ds
Dt
=∇ · (κ∇T ) + 1
2
η Q2 + ξ (∇ · v)2, (67)
ρ = ρ(p, s), T = T (p, s), (68)
where (68), are the equations of state for a non-ideal fluid which must be supplied
in order to close the system; six equations for six unknowns. A single component
non-ideal liquid satisfies the additional requirement of incompressibility,∇·v = 0,
which for a single component fluid implies that ρ = ρ0. For such fluids (65) and
(66) reduce to
ρ0
Dv
Dt
= −∇p+ η ∇2v + FV . (69)
∇ · v = 0. (70)
They decouple from (67) and (68), which can be used to calculate T and s after
we have found v and p from (69) and (70). The system (69) and (70) is called
the Navier-Stokes equations and where first published by Claude Navier in 1822.
It is worth noting that if v(x, t), p(x, t) is a solution to the Navier-Stokes
equations, then v(x, t), p(x, t) + α(t) is also a solution for any function α(t).
This arbitrariness in the definition of the pressure is not a feature of the gen-
eral equations for non-ideal fluids, but is a consequence of the assumption of
incompressibility for non-ideal liquids.
The Navier-Stokes equations are believed to be a very precise model for water.
The equations describe an incredibly rich array of phenomena in water and other
liquids. From a mathematical point of view they are very hard equations to
solve. In fact it is not even known if they are well posed. Prize money in the
order of a million dollars goes to the first person that can solve this problem.
3.5 Simple fluid systems
We will now apply the equations of fluid dynamics to some simple systems.
3.5.1 Static fluid
Let us consider the case of a static fluid in a constant gravitational field. We
assume thus that
v = 0,
FV = ρ g,
where g is a constant vector.
The first two equations of fluid dynamics (65), (66) decouple from the third
(67) and we get
ρ = ρ(x),
−∇p+ ρ g = 0. (71)
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Figure 7:
Let us apply (71) to a volume V with bounding surface S
We have ∫
V
dV∇p =
∫
V
dV ρ g,
m∫
S
dA p n =
∫
V
dV ρ g, (72)
where we have used the divergence theorem and the fact that
∇p =∇ · (p I).
Equation (72) tells us that, in a stationary fluid, the pressure-induced force on
a volume of the fluid is exactly equal to the weight of the fluid in the volume.
Observe that the pressure-induced force on the volume V does not actually
depend on whatever is inside the volume V , it only depends on the pressure in
the surrounding fluid. Thus the same pressure-induced force acts on any object
with bounding surface S that is immersed in the fluid.
This is the well known Archimedean principle. It explains why helium balloons
rise in the air, why stones sink in water and how come a boat made of iron can
float.
Let the surface of a calm sea be defined by z = 0
Figure 8:
The pressure at the surface is po. Since pure water is an incompressible single
component fluid, it has constant density ρ0 independent of the depth. The force
of gravity is constant and points vertically down
g = −g ez g > 0,
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where g is the strength of the gravitational force at sea-level. From equation
(71) we get
∂x p = 0,
∂y p = 0,
∂z p = −ρ0 g. (73)
Thus p = p(z) and (73) implies that
p(z) = −ρ0 g z + c.
But p = p0 at z = 0. Thus c = p0 and we have
p(z) = p0 − ρ0 g z. (74)
The pressure is a linear function of the water depth and increases as we descend
into deeper water. Anyone that has done any amount of diving knows this.
Defining the pressure at sea-level to be one atmosphere (1 atm), and letting
zn be the depth at which the pressure is n atm, we have from (74)
n p0 = p0 − ρ g zn ⇒ zn = −(n− 1) p0
g ρ0
.
For water we have
p0
g ρ0
≈ 10m.
Thus the pressure increases by 1 atm for every 10 meters of depth. This shows
how heavy water is compared to air. The 1 atm of pressure at sea level is the
weight of an air column that is more than 120 km tall. This weight is the same
as for a cylinder of water that is merely 10m tall!
3.5.2 The Bernoulli equation
Let us consider an incompressible fluid of constant density ρ0 in a constant
gravity field, which we without loss of generality can assume to point vertically
down. Choosing the z-axis in the positive vertical direction we have
g = −g ez.
We will assume that the velocity field of the fluid is stationary
v(x, t) = v(x).
The equation for the velocity field (66) then simplifies into
v · ∇v = − 1
ρ0
∇p− g ez. (75)
We have here assumed that the fluid is ideal. A streamline is the path of a
fluid element and plays an important role in the theory of stationary flows. A
streamline is then by definition determined by
dx
ds
= v(x),
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where s parametrizes the streamline. Note that we have
v · ∇v =∇
(
1
2
v2
)
− v× (∇× v), (76)
g ez =∇(g z). (77)
Using (76) and (77), equation (75) can be rewritten as
∇
(
1
2
v2 +
p
ρ0
+ g z
)
= v× (∇×V).
Let
A(x) =
1
2
v2 +
p
ρ0
+ g z.
Along a streamline, A(s) = A(x(s)) changes according to
dA
ds
=
dx
ds
· ∇A = v · (v× (∇× v)) = 0,
and therefore A is constant along streamlines.
1
2
v2 +
p
ρ0
+ g z = const
This is the Bernoulli’s law. It explains (naively) many simple fluid phenomena,
for example why a metal plane that is heavier than air very rarely falls out of
the sky!
Figure 9:
3.5.3 Sound waves
For an ideal fluid, equations (47), (48), (49) defines the correct model.
∂t ρ+ v · ∇ρ+ ρ∇ · v = 0, (78)
∂t v + v · ∇v + ∇p
ρ
= 0, (79)
p = p(ρ). (80)
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Note that, using (78), we have
Dp
Dt
=
d
dt
p(ρ(t,v(t))) =
dp
dρ
d
dt
ρ(t,x(t)) =
dp
dρ
Dρ
Dt
= −ρ dp
dρ
∇ · v,
m
∂t p+ v · ∇p+ ρ a2(ρ)∇ · v = 0,
where we have defined
a2(ρ) =
dp
dρ
.
For all reasonable equations of state dpdρ > 0. Thus, pressure increases when
density increases.
We can now dispense with the equation of state (80) and rather consider the
system
∂t ρ+ v · ∇ρ+ ρ∇ · v = 0, (81)
∂tv + v · ∇v + 1
ρ
∇p = 0, (82)
∂t p+ v · ∇ p+ ρ a2(ρ)∇ · v = 0. (83)
This system has a simple solution
v = 0, ρ = ρ0, p = p0,
corresponding to a static homogeneous fluid. We will now investigate small
disturbances of this state
v = v′, ρ = ρ0 + ρ′, p = p0 + p′,
where ∥∥v2∥∥ << 1, |ρ− ρ0|
ρ0
<< 1,
|p− p0|
p0
<< 1. (84)
Inserting (84) into the fluid equations (81) - (83) we get
∂t ρ
′ + v′ · ∇ρ′ + (ρ0 + ρ′)∇ · v′ = 0,
∂t v
′ + v′ · ∇v′ + ∇p
′
ρ0 + ρ′
= 0,
∂t p
′ + v′ · ∇p′ + (ρ0 + ρ′) a2(ρ0 + ρ′)∇ · v′ = 0.
We now linearize this system by dropping terms that contain products of small
quantities. This gives a linear system of equations for the small disturbances
∂t ρ
′ + ρ0 ∇ · v′ = 0,
∂t v
′ +
1
ρ0
∇p′ = 0, (85)
∂t p
′ + ρ0 a20 ∇ · v′ = 0, (86)
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where
a20 = a
2(ρ0) =
dp
dρ
∣∣∣∣
ρ=ρ0
.
These equations are the starting point for most work in acoustics, which is the
science of sound. Small disturbances like these, in air, is perceived as sound by
humans and other animals. Observe that using (85), (86), we get
∂tt p
′ = −ρ0 a20 ∂t (∇ · v′) = −ρ0 a20 ∇ · (∂t v′)
= −ρ0 a20 ∇ · (−
1
ρ0
∇p′),
and thus we get
∂tt p
′ − a20 ∇2p′ = 0.
This is the wave equation. We know that this equation has a speed limit of
c = a0.
Therefore, small pressure disturbances will propagate through the fluid at speeds
less or equal to c = a0.
Thus the speed of such disturbances, which is called the sound speed depends
on the physical properties of the fluid through the equations of state.
3.5.4 Potential flow
The motion of an ideal incompressible fluid is described by the Euler equations
∂t v + v · ∇v = − 1
ρ0
∇p+ 1
ρ0
FV ,
∇ · v = 0. (87)
The volume force is the force of gravity, which is assumed to be constant
FV = ρ0 g.
This is for example true for oceans on the surface of the earth.
We choose a coordinate system with z-axis along the vertical, where the
vertical is determined by the force of gravity.
Figure 10:
So in these coordinates
FV = −ρ0 g ez,
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where ez is the unit vector in the z-direction. Let the vorticity of the fluid
velocity field be defined by
w =∇× v.
Using the vector identity
(∇× v)× v = −1
2
∇v2 + v · ∇v,
the Euler equation (87) can be rewritten as
∂t v +∇
(
1
2
v2
)
+ (∇× v)× v = −∇
(
p
ρ0
)
−∇(g z). (88)
Taking the curl of (88), and using the fact that the curl of a gradient is zero we
get
∂t w +∇× (w× v) = 0. (89)
Using cartesian tensors we have
[∇× (w× v)]i = ijk ∂xj (w× v)k
= ijk ∂xj (kln wl vn)
= ijk kln ∂xj (wl vn)
= ijk lnk (∂xj wl) vn + ijk lnk wl ∂xj vn
= δil δjn ∂xj wl vn − δin δjl ∂xj wl vn
+ δil δjn wl ∂xj vn − δin δjl wl ∂xj vn
= ∂xn wi vn − ∂xj wj vi + wi ∂xj vj − wj ∂xj vi.
Thus in dyadic notation we have
∇× (w× v) = v · ∇w −w · ∇v − (∇ ·w) v + (∇ · v) w. (90)
But ∇ · v = 0 because the flow is incompressible and ∇ · w = 0 because
w =∇× v is a curl. Therefore, (90) simplifies into
∇× (w× v) = v · ∇w −w · ∇v. (91)
Inserting (91) into (89), and using the definition of the material derivative, we
get
Dw
Dt
= w · ∇v.
This equation says that if w = 0 for a fluid element at t = 0 then it will remain so
for all t > 0. It is therefore consistent with the Euler equation to seek solutions
that are vorticity free, or irrotational,
∇× v = 0.
For such solutions, the velocity field can be described in terms of a velocity
potential, φ,
v =∇φ. (92)
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For this reason, irrotational flows are also potential flows. Inserting (92) into the
Euler equation (88) we get
∂t ∇φ+∇
(
1
2
(∇φ)2
)
= −∇
(
p
ρ0
+ g z
)
,
m
∇
(
∂t φ+
1
2
(∇φ)2 + p
ρ0
+ g z
)
= 0,
m
∂t φ+
1
2
(∇φ)2 + p
ρ0
+ g z = α(t), (93)
where α(t) is an arbitrary function of time only. Equation (93) determines the
pressure in the fluid in terms of φ and α.
p = ρ0(−∂t φ− 1
2
(∇φ)2 − g z + α(t)). (94)
Equation (92), taken together with the condition of incompressibility in (87),
implies that
∇ ·∇φ = 0,
m
∇2φ = 0.
The space-time dependent function φ(x, t) thus satisfy the Laplace equation.
For later use, we separate out an arbitrary constant from α(t) and write (94) in
the form
p− p0
ρ0
= −φt − 1
2
(∇φ)2 − g z + α(t).
Note that from (92) ,it is clear that φ is not uniquely determined by v, we can
add an arbitrary constant of time, ρ(t), to φ without changing v
v =∇φ′ φ′ = φ+ ρ(t).
With this choice of the potential we have
p− p0
ρ0
= −φ′t −
1
2
(∇φ′)2 − g z + α(t) = −φt − 1
2
(∇φ)2 − g z − ρ′ + α.
Choosing ρ′ = α we see that the potential can always be chosen so as to eliminate
α(t). We will usually do this and conclude that irrotational solutions to the
Euler equations are determined by
∇2φ(x, t) = 0, (95)
p− p0
ρ0
= −φt(x, t)− 1
2
(∇φ)2(x, t)− g z, (96)
v(x, t) =∇φ(x, t). (97)
The only equation we actually need to solve is the Laplace equation (95). Given
φ, (96) and 97 determine p and v in terms of φ. The equations (95), (96) and
(97) are the fundamental equations for potential flows.
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3.6 Surface waves
Ocean surface waves are the best known wave phenomena there is, in fact our
basic intuition on the behavior of waves comes historically from the formal and
informal study of ocean waves.
3.6.1 Surface waves for irrotations flows
In order to get our modeling off the ground, certain simplifying assumptions will
have to be made. The geometry of the situation is as illustrated in figure 11
Figure 11:
Our first and most important restriction is to consider only potential flows. The
second restriction is that there are no breaking waves. This means that the fluid
surface is the graph of a function
z = η(x, y, t).
For breaking waves this would not be the case, and a different treatment is
needed.
Figure 12:
Inside the fluid volume we know that the velocity potential satisfies the Laplace
equation. In order to pick out the unique solution describing ocean surface waves,
we must impose boundary conditions at the bottom and the surface of the ocean.
What is special here, is that the upper boundary surface is not fixed, but will
move. This is thus an example of a moving boundary value problem.
Let us start with the boundary conditions at the bottom of the ocean. The
bottom is defined as the graph of a function h(x, y).
z = −h(x, y)
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The basic assumption is that the bottom is impenetrable to water. This means
that that the normal component of the fluid velocity field must be zero at the
bottom.
v · n = 0 at z = −h(x, y). (98)
Let
F (x, y, z) = z + h(x, y).
Then the bottom is a level surface for F
F (x, y, z) = 0,
m
z = −h(x, y).
A unit normal for the bottom is therefore given by
n =
∇F
‖∇F‖ .
But
∇F = (hx, hy, 1),
and therefore the unit normal is
n =
(hx, hy, 1)
(h2x + h
2
y + 1)
1
2
,
and the boundary condition at the bottom, (98), can be written as
(φx, φy, φz) · (hx, hy, 1)
(h2x + h
2
y + 1)
1
2
= 0,
m
φx hx + φy hy + φz = 0 at z = −h(x, y),
where we have used the fact that for potential flows, the velocity field is deter-
mined by a potential φ through v =∇φ.
At the surface we have two conditions, one kinematic and one dynamic. Let
us first consider the kinematic condition.
The surface is defined as an interface between air and water. As a consequence
of this, water does not pass through the surface. This means that the fluid
velocity at the surface must be equal to the velocity of the surface. This is the
kinematic boundary condition at the surface.
Let
x = (x(t), y(t), z(t)), (99)
be the position vector for a point on the surface. Since the point (99) is on the
surface and the surface is the graph of the function η(x, y), we must have
z(t) = η(x(t), y(t), t). (100)
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Differentiating (100) with respect to time we have
z′ = x′ ηx + y′ ηy + ηt. (101)
We now use the kinematic boundary condition
x′(t) = v(x(t), t),
m
x′(t) = vx = φx,
y′(t) = vy = φy,
z′(t) = vz = φz,
where now φx ≡ ∂xφ, etc. Thus, (101) is transformed into the equation
ηt + ηx φx + ηy φy = φz.
This is the final form of the kinematic boundary condition at the surface.
Let us next look at the dynamic boundary condition. We will assume that
the surface has no mass and that there is no surface tension. Then, the net force
acting on a small piece of the fluid surface is equal to p− p0. The fact that the
surface is mass-less implies then, through Newton’s law, that
p− p0 = 0 at z = η(x, y, t).
This is the dynamic boundary condition. Using the basic equation (96) for
potential flow, our ocean surface wave problem is in summary:
∇2φ = 0 − h(x, y) < z < η(x, y, t), (102)
φz + hx φx + hy φy = 0 z = −h(x, y), (103)
ηt + ηx φx + ηy φy = φz z = η(x, y, t), (104)
φt +
1
2
(∇φ)2 + y z = 0 z = η(x, y, t). (105)
3.6.2 Low amplitude surface waves for irrotational flows
A smooth undisturbed ocean is characterized by the solution
η(x, y, t) = η0,
φ(x, y, t) = 0. (106)
We will now linearize the system (102) - (105) around the simple solution (106).
This will describe a situation where the ocean waves are of low amplitude.
Introduce η′, φ′ by
η = η0 + η
′,
φ = φ′.
The Laplace equation is already linear so we have
∇2φ′ = 0.
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Note that, without loss of generality, we can assume that η0 = 0 by choosing the
origin of our coordinate system in an appropriate way. We assume that this has
been done.
The boundary condition at the bottom is also linear and we get
φ′z + hx φ
′
x + hy φ
′
y = 0 z = −h(x, y).
On the surface we get
η′t + η
′
x φ
′
x + η
′
y φ
′
y = φ
′
z
φ′t +
1
2 (∇φ′)2 + g z = 0
}
z = η′(x, y, t).
Linearizing by dropping products of small quantities we get
η′t = φ
′
z
φ′t + g η
′ = 0
}
z = 0.
Note that the linearized boundary conditions are evaluated at z = 0. This is
because φ in general depends on z in a nonlinear way, so that for example
φ′z(x, y, η
′, t),
will be nonlinear in η. To extract the linear part we Taylor expand
φ′z(x, y, η
′, t) = φ′z(x, y, 0, t) + φ
′
zz(x, y, 0, t) η
′ + ... .
The second term is a product of small quantities and can be dropped.
Summing up, the linearized surface wave problem is
∇2φ = 0, −h(x, y) < z < 0,
φz + hx φx + hy φy = 0, z = −h(x, y)
ηt = φz, z = 0,
φt + g η = 0, z = 0,
where we are now dropping the primes from the variables. This is a linear
problem, but still hard to solve for a bottom of variable depth.
We will simplify the problem further by assuming that the bottom is perfectly
flat
h(x, y) = h0.
For this simplified problem we have
∇2φ = 0 −h0 < z < 0, (107)
φz = 0 z = −h0, (108)
ηt = φz z = 0, (109)
φt + g η = 0 z = 0. (110)
We can solve this problem using Fourier modes of the form
φ(x, y, z, t) = a(z) ei(k·x−ω t), (111)
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where k = (kx, ky), x = (x, y).
Equation (110) determines η in terms of a(z)
η(x, y, t) = Re
{
i ω
g
a(0) ei(k·x−ω t)
}
.
From the Laplace equation (107), we get
a′′(z)− k2 a(z) = 0 −h0 < z < 0,
where k2 = k · k.
The boundary conditions (109) and (110) implies that
gφz + φtt = 0,
m
g a′(z)− ω2 a(z) = 0 z = 0,
and the boundary condition (108) implies that
a′(−h0) = 0.
We thus get the following boundary value problem for the function a(z)
a′′(z)− k2 a(z) = 0 −h0 < z < 0, (112)
g a′(0)− ω2 a(0) = 0, (113)
a′(−h0) = 0. (114)
This problem we can easily solve. The general solution of (112) is
a(z) = A cosh (k z) +B sinh (k z). (115)
The boundary conditions (113), (114) give
g a′(0)− ω2 a(0) = 0⇔ k g B − ω2 A = 0,
a′(−h0) = 0⇔ −A sinh (k h0) +B cosh (k h0) = 0.
We thus have the 2× 2 linear system[ −ω2 k g
− sinh (k h0) cosh (k h0)
] [
A
B
]
= 0. (116)
A non-trivial solution exists only if the determinant of the matrix is zero
−ω2 cosh (k h0) + k g sinh (k h0) = 0,
which can be written as
ω2 = g k tanh (k h0). (117)
This is the dispersion relation for small amplitude ocean surface waves. For a
given k the surface elevation is
η(x, t) = Re
{
i ω(k)
g
a(0) ei(k·x−ω(k) t)
}
, (118)
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where
ω(k) =
√
g k tanh (k h0),
is a solution of the dispersion relation (117). The formula for the surface elevation
(118) describes a two dimensional plane wave with phase speed,
vf =
ω(k)
k
,
moving across the ocean surface. This is illustrated in figure 13.
Figure 13:
Let us consider two limiting cases. Observe that the wavelength L, for a
given plane wave with wavenumber k, is L = 2pik .
The first case is defined by the inequality
h0
L
 1.
This means that the wavelength of the wave is much smaller than the depth of
the ocean. This case is called waves in deep water. For this case we have
k h0 =
2 pi h0
L
 1,
and therefore
ω2 = g k tanh (k h0) ≈ g k,
m
ω ≈
√
g k.
Surface waves in deep water are therefore dispersive; the phase velocity depends
on k
vf =
ω
k
≈
√
g
k
.
Waves with long wavelengths move faster than waves of short wavelengths.
Observe that the phase speed does not depend on the ocean depth for deep
water waves.
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The second case is defined by the inequality
h0
L
 1.
This means that the wavelength of the surface waves are much larger than the
ocean depth. This case is called waves in shallow water.
For the dispersion relation we now get
ω =
√
g k tanh(k h0),
≈
√
g k2 h0 =
√
g h0 k.
For this case the phase speed does not depend on the wave number and waves
in shallow water are non-dispersive.
Note that the phase speed
vf =
ω
k
=
√
g h0,
of shallow water waves depends on the depth of the ocean. The waves move
faster in a deep ocean than in a shallow one. This explains why waves break
over a reef.
Figure 14:
The waves ”pile up” as they enter the shallow part of the reef. This piling up
leads to larger wave amplitude and eventually wave breaking. Recall however,
that wave breaking is not included in our modelling.
Shallow water waves differ from deep water waves in another important way
that we are now going to explain.
Using (115) and (116) and assuming that the dispersion relation (117) holds, a
solution of the boundary value problem (112)-(114) is
a(z) = cosh (k z) + tanh (k h0) sinh (k z).
Using the fact that
cosh (x+ y) = cosh (x) cosh (y) + sinh (y) sinh (y),
we can rewrite a(z) into the form
a(z) =
cosh (k (z + h0))
cosh (k h0)
,
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and the corresponding velocity potential is, using (111),
φ(x, z, t) =
cosh (k (z + h0))
cosh (k h0)
ei(k·x−ω t). (119)
These are the modes for the linearized surface wave problem for the case when
the ocean bottom is flat.
Let u be the horizontal and w the vertical part of the fluid velocity field
v = (u, w).
From (119) we have
w = ∂z φ =
k sinh (k (z + h0))
cosh (k h0)
ei(k·x−ω t),
u = (φx, φy) = k
cosh (k (z + h0))
cosh (k h0)
ei(k·x−ω t).
For shallow water waves we therefore have
|w|
‖u‖ =
sinh (k (z + h0))
cosh (k (z + h0))
= tanh (k (z + h0)) << 1,
here we have used the fact that | k(z + h0) | < 2kh0  1. Thus the vertical
flow of the fluid is negligible compared to the horizontal one. The fluid flow is
essentially horizontal.
Also observe that
‖∂zu‖
‖∂xu‖ =
k
kx
tanh(k (z + h0)) << 1, (120)
here we assume that the mode does not move along the y-axis because then
kx = 0 and the flow velocity of the mode in fact depends on y only. In a similar
way we find
‖∂zu‖
‖∂yu‖ << 1. (121)
What (120) and (121) tell us, is that for shallow water waves, the flow velocity, in
addition to being essentially horizontal, depends very weakly on the z-coordinate.
This means that for shallow water waves the whole water column, from the
bottom to the surface, will move. This is not true for deep water waves where
there will be a significant fluid flow only in the surface layers.
The fact that the whole water column flows in shallow water waves, can pose an
extreme danger to anyone living close to the shore.
Imagine a wave that satisfies the shallow water condition h0L << 1, in the deep
ocean. Let us say that the depth is 5km. Such a wave would have to have a
wavelength of around 5 -10km, say. For such a wave we have a water column of
height 5km moving horizontally. The phase speed is approximately
vf ≈ 800 km/h !
It is thus clear that a wave of this type can carry an enormous amount of
momentum and this momentum is transported at extreme speed. Eventually,
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such a wave will hit land and the momentum will be deposited in the shore area.
Clearly this can be catastrophic. And it is has been, many times. This kind of
wave is called a Tsunami when it gets close to the shore. For the 2004 Tsunami
in the Indian ocean some stretches of coastline (close to the city of Banda Aceh)
experienced a wave of a height close to 30 meters that hit the shore moving
at approximately 50 km/h. The material damage was total and hundreds of
thousands of lives were lost.
In order to initiate a shallow water wave in the deep ocean, something must
happen that can set the whole water column in motion. Wind cannot do this
but earthquakes can.
3.6.3 The shallow water equations
Our aim is now to derive a simplified system of equations describing shallow
water waves by using the two special properties of such waves. This derivation
will not assume that the flow is vorticity free and the resulting equations are
thus of wider generality than the equations from the previous section that was
based on the general equations for potential flow. From our investigations in the
previous section we have found that if we write
v = (u, w),
then
(i)
|w|
‖u‖ << 1,
(ii) u(x, z, t) ≈ u(x, t) x = (x, y).
We start the derivation from the Euler equations for an incompressible fluid
vt + v · ∇v = −∇p
ρ0
+ g,
∇ · v = 0,
where, as usual, g is the constant force of gravity, and the coordinate system is
chosen such that
g = −g ez.
The vertical part of the Euler equation is
wt + u · ∇⊥w + w wz = −pz
ρ0
− g,
where ∇⊥ = (∂x, ∂y) is the horizontal gradient operator. The left side of this
equation is small by assumption so we must have
pz ≈ −ρ0 g.
Integrating this equation and applying the boundary condition p = p0 at z =
η(x, y) we get
p = p0 + ρ0 g (η − z). (122)
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The horizontal part of the Euler equation is
ut + u · ∇⊥u + w uz = −∇⊥p
ρ0
= −g ∇⊥η
m
ut + u · ∇⊥u+ g ∇⊥η = 0, (123)
where we have used (122) and the fact that w is small. I should really have used
approximate equality in all expressions but it is customary to use equality in
derivations like the one I am doing here. From the incompressibility condition
we have
∇ · v =∇ ·⊥ u + wz = 0. (124)
We now integrate (124) with respect to z from the bottom z = h(x, y) to the
surface z = η(x, y, t)∫ η(x,y,t)
−h(x,y)
dz ∇ ·⊥ u = −(w|η − w|−h). (125)
But we have the following boundary conditions
ηt + u ηx + v ηy = w z = η,
u hx + v hy + w = 0 z = −h, r
m
w|z=η = ηt + ηx u|η + ηy v|η, (126)
w|z=−h = −hx u|−h − hy v|−h,
where we have introduced the notation
u = (u, v).
Inserting (126) into (125) we get∫ η(x,y,t)
−h(x,y)
dz ∇ ·⊥ u = −ηt − (∇⊥η · u|η +∇⊥h · u|−h). (127)
But we also have
∂x ((η + h) u) = ∂x
∫ η(x,y,t)
−h(x,y)
u dz
= ηx u|η − (−hx) u|−h +
∫ η(x,y,t)
−h(x,y)
dz ∂x u, (128)
∂y ((η + h) v) = ∂y
∫ η(x,y,t)
−h(x,y)
v dz
= ηy v|η − (−hy) v|−h +
∫ η(x,y,t)
−h(x,y)
dz ∂y v. (129)
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Adding (128) and (129) we get
∇ ·⊥ ((η + h) u) =∇⊥η · u|η +∇⊥h · u|−h +
∫ η(x,y,t)
−h(x,y)
dz ∇ ·⊥ u, (130)
and combining (130) and (127) we get
∇ ·⊥ ((η + h) u) = −ηt. (131)
The system (123) and (131) are the shallow water equations
ut + u · ∇⊥u + g ∇⊥η = 0, (132)
ηt +∇ ·⊥ (u (η + h)) = 0.
The shallow water equations is a closed system of 3 equations for the 3 unknowns
η and u, and are very important in the science of surface waves, in particular for
the modeling of Tsunami waves. They however have a flaw that I will discuss
now.
Let us for simplicity assume that the bottom is horizontal, so that h = h0 and
that the flow is 1D, u = u(x, t), v = 0. Then the system (132) can be written as
∂t
(
u
η
)
+
(
u g
h0 + η u
)
∂x
(
u
η
)
= 0. (133)
Define
U =
(
u
η
)
, A(U) =
(
u g
η + h0 u
)
. (134)
Then (133) is of the general form
∂t U +A(U) ∂x U = 0 (135)
Let us look for a solution to (135) of the form
U(x, t) = S(φ(x, t)), (136)
for some scalar function φ. Inserting (136) into (135) we get
dS
dφ
∂t φ+A(S)
dS
dφ
∂x φ = 0. (137)
Let us assume that dSdφ is an eigenvector of A(S(φ)) with corresponding eigenvalue
λ(φ). Then from (137) we get
(∂t φ+ λ(φ) ∂x φ)
dS
dφ
= 0.
Thus (136) is a solution to (135) if
R(φ) ≡ dS
dφ
, (138)
52
is an eigenvector of A(S(φ)) with eigenvalue λ(φ) and where the following
equation must hold
∂t φ+ λ(φ) ∂x φ = 0.
These kinds of solutions can be found for many nonlinear systems of equations
and are called simple solutions. They are a kind of nonlinear mode. For the
shallow water equations where A(S) are defined in (134) we find two eigenvalues
and eigenvectors
λ1 = u−
√
g h R1 =
(
1
− 1√
h
g
)
,
λ2 = u+
√
g h R2 =
(
1
1√
h
g
)
,
where h = η + h0.
For the first choice we must solve the equation
∂t φ+ λ1(φ) ∂x φ,
where
λ1(φ) = u(φ)−
√
g h(φ) = u(φ)−
√
g (η(φ) + h0), (139)
and where
dS
dφ
=
d
dφ
(
u
η
)
= R1 =
(
1
− 1√
η+h0
g
)
.
Thus
du
dφ
= 1,
dη
dφ
= −
√
η + h0
g
.
A solution of the first equation is
u = φ, (140)
and an implicit solution of the second equation is
2
√
η + h0 = − φ√
g
. (141)
Inserting (140) and (141) into (139) we get
λ1(φ) = φ−√g (− φ
2
√
g
) =
3
2
φ.
Thus the equation for φ = φ(x, t) is
∂t φ+
3
2
φ ∂x φ = 0. (142)
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But we know that solutions to (142) break down and form vertical waves at a
finite break-down time. This strongly indicates that solutions of the shallow
water equations (132) will tend to form singularities in the form of breaking waves.
When this happens the assumptions underlying the shallow water equations also
break down and the equations are no longer valid.
The equations can be repaired by doing a more careful and less heuristic
derivation for shallow water waves. This will add higher order spatial derivatives
to (132), which will remove the breaking waves, and thus regularize the equations.
The approach used to regularize the shallow water equations is part of a large
domain of applied mathematics called perturbation methods. We will give an
introduction to some part of this domain in section five of these lecture notes.
3.7 Computational project
In this project we will simulate surface waves in a narrow channel of finite length.
The waves will be generated by a time dependent deformation of the bottom of
the channel
a) Show that surface waves in a narrow channel is modelled by the following
system of partial differential equations
ϕxx + ϕzz = 0, − h(x, t) < z < η(x, t)
ϕz + hxϕx + ht = 0, z = −h(x, t)
ϕz − ηxϕx − ηt = 0, z = η(x, t)
ϕt +
1
2
∇ϕ · ∇ϕ+ gz = 0, z = η(x, t)
ϕx(−L, z, t) = 0,
ϕx(L, z, t) = 0
Narrow channel here means that we disregard all dependence on the y coordinate.
I want you to present a detailed derivation of the equations for this case.
Imagine you are writing the presentation for a person that is not familiar
with the theory of surface waves.
b) Linearize the system by assuming that ϕ and η are small and that the time
dependent bottom is given by
h(x, t) = h0 + ξ(x, t)
where ξ(x, t) is small compared to the constant h0. Elliminate the surface
elevation η(x, t) from the system by differentiation. You now have a linear
system for the unknown function ϕ(x, z, t).
c) Show that eigenvalues and corresponding eigenfunctions defined by
χ
′′
(x) = λχ(x)
χ′(−L) = χ′(L) = 0
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are
χn(x) = cos(kn(x+ L))
λn = −k2n
}
, n = 0, 1, ....
where kn =
npi
2L .
d) Introduce expansions
ϕ(x, z, t) =
∞∑
n=0
ϕn(z, t)χn(x)
ξ(x, t) =
∞∑
n=0
ξn(t)χn(x)
in the linearized equations from b) and derive equations for the coefficient
functions ϕn(z, t).
e) Solve the equations from d) and show that
ϕ0(z, t) = −ξ′0(t)z +B0(t)
ϕn(z, t) = An(t)e
knz +Bn(t)e
−knz, n = 1, 2, ...
where
B′0(t) = g(ξ0(t) + C)
Bn(t) = An(t)e
−2knh0 +
e−knh0
kn
ξ′n(t)
A
′′
n(t) + ω
2
nAn(t) = fn(t)
and where fn(t) is a certain function determined by ξn(t) and where
ω2n = κn tanh(knh0)
is the dispersion relation.
f) The initial conditions for the system are
η(x, 0) = 0
ϕ(x, z, 0) = 0
Show that the initial conditions are satisfied if
An(0) = A
′
n(0) = 0
C = −ξ0(0)
ξ′n(0) = ξ
′′
n(0) = 0
The last condition is a constraint on how we can let the bottom deform.
g) We will consider bottom deformations of the general form
ξ(x, t) = f(t)g(x)
Show that the condition ξ′′n(0) = 0 from f) is satisfied if f
′′(0) = 0. Solve
the equations for An(t) numerically and plot the time evolution of the
surface elevation and the fluid velocity field for at least two different shapes,
g(x) and some choise for f(t). Let one of the shapes be a Gaussian and
at least one of the other some nonsymmetric shape, for example a wedge.
Use the plots to argue that the generated waves are shallow water waves.
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4 Calculus Of Variation
4.1 Generalized extremal problems
Extremal problems, like minimum and maximum problems, have played a major
role in the development of calculus. In fact, calculus was more or less invented
to solve such problems.
In the language of calculus, the quantity we need to maximize or minimize is a
function of a real variable, x, and the challenge is to find an x0 such that
f(x) ≤ f(x0) (f(x) ≥ f(x0)) ∀x 6= x0, (1)
If f(x) is a well behaved function, calculus tells us that we only need to look at
points x∗ such that
f ′(x∗) = 0. (2)
All maximum and minimum points will be found among the set of points that
satisfy (2). By well behaved functions, we mean here that f(x) is continuously
differentiable and defined on the whole real axis.
There are however many important extremal problems that do not fall into
the category described above. In fact, some of these problems are much older
than calculus itself.
The so-called isoperimetric problem was clearly stated already 200 BC by
the Greek mathematician Zenodorus. The problem consists of finding, among
all curves of a fixed length L, the curve that encloses the largest area.
We will start our study of the calculus of variation by introducing several
other interesting extremal problems that are beyond the bounds of standard
calculus, and then move on to describing mathematical tools that we can use to
solve them.
4.1.1 Curve of shortest length in a plane
Let p and q be two points on the plane. The challenge is to find a curve, C,
connecting p and q, and which is of shortest possible length.
Figure 15: Curve connecting two points p and q in the plane
In order to state the problem in precise mathematical terms we, introduce
a parametrization γ(t) for C.
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γ(t) = (x(t), y(t)), 0 ≤ t ≤ 1,
γ([0, 1]) = C,
γ(0) = p, γ(1) = q.
Using this parametrization, the length of the curve, L(C), can be written as
L(C) =
∫ 1
0
dt ‖γ′(t)‖ =
∫ 1
0
dt
√
x′(t)2 + y′(t)2.
The challenge is then to find a curve, C0, such that
L(C) ≥ L(C0),
for all C connecting p and q. This looks just like the minimum problem (1) from
elementary calculus.
The only difference is that L is not a function of a real variable, but is rather
a function defined on the set of smooth curved connecting the points p and q.
Figure 16: A functional defined on plane curves
Such a function is called a functional. We will in this section of the lecture
notes encounter many other functions of this type, with ever larger domains of
definition. All such functions will be called functionals.
4.1.2 Curve of shortest length on a surface
Let S be a surface in R3 and let p and q be points on S. The challenge is to
find a curve, C, on the surface S, connecting p and q, and that is of the shortest
possible length.
Figure 17: A curve on the surface, S connecting two points p and q on the
surface
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Let γ(t) be a parametrization for C
γ(t) = (x(t), y(t), z(t)) 0 ≤ t ≤ 1,
γ([0, 1]) = C ⊂ S,
γ(0) = p, γ(1) = q.
The length of C is
L(C) =
∫ 1
0
dt
√
x′(t)2 + y′(t)2 + z′(t)2,
and the challenge is to find a curve, C0, such that
L(C) ≥ L(C0) for all C ⊂ S connecting p and q.
This looks exactly like an extremal problem from regular calculus where we
have a constraint. In regular calculus such problems are solved using Lagrange
multipliers. We will see that a similar approach will work for functionals.
For this particular problem we can remove the constraint using some vector
calculus.
Let the surface be parametrized by x(u, v),
Figure 18: A parametrization for the surface S
where
x(u, v) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ D,
x(D) = S,
x(Γ) = C , x(α) = p, x(β) = q.
Let the curve Γ be parametrized by γ(t)
γ(t) = (u(t), v(t)), 0 ≤ t ≤ 1,
γ([0, 1]) = Γ,
γ(0) = α, γ(1) = β.
Then then the curve C is parametrized by
ξ(t) = x(γ(t)), 0 ≤ t ≤ 1.
In component form we have
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x(t) = x(u(t), v(t)),
y(t) = y(u(t), v(t)),
z(t) = z(u(t), v(t)),
so that
ξ(t) = (x(t), y(t), z(t)).
Using the chain rule we have
x′(t) = ∂ux(u(t), v(t))u′(t) + ∂vx(u(t), v(t))v′(t),
y′(t) = ∂uy(u(t), v(t))u′(t) + ∂vy(u(t), v(t))v′(t),
z′(t) = ∂uz(u(t), v(t))u′(t) + ∂vz(u(t), v(t))v′(t).
In vector form this can be written as
ξ′(t) = Tu u′ + Tv v′,
where the vectors Tu and Tv are defined by
Tu = Tu(t) = Tu(u(t), v(t))
= (∂ux(u(t), v(t)), ∂uy(u(t), v(t)), ∂uz(u(t), v(t))),
Tv = Tv(t) = Tv(u(t), v(t))
= (∂vx(u(t), v(t)), ∂vy(u(t), v(t)), ∂vz(u(t), v(t))).
The two vectors Tu(u, v). Tv(u, v) are tangent to the surface S. Using Tu and
Tv we have
x′(t)2 + y′(t)2 + z′(t)2 = ‖ξ′(t)‖2
= ξ′(t) · ξ′(t) = (Tu u′ + Tv v′) · (Tu u′ + Tv v′)
= A u′2 + 2 B u′ v′ + C v′2, (3)
where
A = A(t) = Tu ·Tu, B = B(t) = Tu ·Tv,
C = Tv ·Tv. (4)
Observe that the functions A, B, C depends only on the structure of the surface
S
A(u, v) = Tu(u, v) ·Tu(u, v),
B(u, v) = Tu(u, v) ·Tv(u, v),
C(u, v) = Tv(u, v) ·Tv(u, v).
We are here abusing the notation in the usual calculus way.
A = A(t) = A(u(t), v(t)).
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Using (3) and (4), our minimum problem is now to find a curve Γ0 ⊂ D,
connecting α and β, such that
L(Γ) ≥ L(Γ0) for all curves in D connecting α and β,
where the functional L is
L(Γ) =
∫ 1
0
dt [A(t) u′(t)2 + 2 B(t) u′(t) v′(t) + C(t) v′(t)2]
1
2 .
This is now an unconstrained minimum problem.
Observe that the three functions, A, B and C determine the length of all curves
on the surface S. Thus the three functions determine the geometry of the surface
S.
The functions A, B and C are called the metric coefficients for S and the
curve of minimal length, C0, connecting p and q is called a geodesics for the
surface.
These ideas and their generalization play a fundamental role in theoretical
physics.
In fact, Einstein’s fundamental contribution to gravitational physics was to
merge gravitational and inertial forces into a collection of 10 metric coefficients
determining the geometry of the four dimensional space-time continuum. From
the metric coefficients we can calculate the length of curves connecting points,
here called events, in space-time. The length of a curve, in this space-time
context, is the time it would take an observer, to follow the curve from an event
p to another event q. The time in question is the one measured by the observer
following the curve. This time is called proper time in Einstein’s gravitational
theory (General Relativity).
The physical postulate is that an observer following the curve C0 from p to
event q, will feel no inertial forces if the curve has maximal length. Since length
is proper time, this means that if an observer wants to move from event p to
another q, without feeling inertial forces, she should choose a curve that takes
as much time as possible as measured by her clock.
These curves are also called geodiscs, but here, in the space-time context,
they are curves of maximal, not minimal, length. The metric coefficients are
determined by the distribution of mass and energy through the Einstein field
equations.
4.1.3 The isoperimetric problem
Let us consider the truly ancient isoperimetric problem. Let C be a curve
enclosing a domain D.
We want to express the area of D in terms of C, and for this purpose introduce
a vector field f , on the plane given by
f(x, y) =
1
2
(x, y).
Evidently we have
∇ · f = ∂x(1
2
x) + ∂y(
1
2
y) =
1
2
+
1
2
= 1.
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Figure 19: Curve enclosing a domain D
But then, using the divergence form of Green’s theorem, we have
A =
∫∫
D
dA =
∫∫
D
dA∇ · f =
∮
C
dl f · n.
Thus the area of D is a functional of C
A = A(C) =
∮
C
dl f · n. (5)
The length of the curve C is determined by the functional
L = L(C) =
∮
C
dl. (6)
The isoperimetric problem consists of, for a fixed length L∗, finding the curve
C0 such that
A(C) ≤ A(C0) ∀C , L(C) = L∗.
We will now parametrize this problem, and therefore introduce a counter clockwise
orientation for the curve C.
Figure 20: Defining orientation for the curve C
Let γ be a parametrization of the orientated curve C. We thus have
γ(t) = (x(t), y(t)) 0 ≤ t ≤ 1, (7)
γ([0, 1]) = C,
γ(0) = γ(1),
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and γ′(t) points along the orientation of C. The choice of orientation ensures
that
n(t) =
(y′(t),−x′(t))
‖γ′(t)‖ , (8)
is a unit normal defined on C that points out of the domain D. Using (7) and
(8) in (5) and (6) we have
L(C) =
∮
C
dl =
1∫
0
dt ‖γ′(t)‖ =
1∫
0
dt
√
x′(t)2 + y′(t)2,
A(C) =
∮
C
dl f · n =
1∫
0
dt ‖γ′(t)‖ 1
2
(x(t), y(t)) · (y
′(t), −x′(t))
‖γ′(t)‖
=
1
2
∫ 1
0
dt (x(t) y′(t)− y(t) x′(t)).
Thus our problem consists in finding functions x0(t), y0(t) such that
i) x0(0) = x0(1), y0(0) = y(1),
ii)
∫ 1
0
dt
√
x′(t)2 + y′(t)2 = L∗,
iii)
1
2
∫ 1
0
dt (x(t) y′(t)− y(t) x′(t)) is maximal.
4.1.4 Surface of revolution of minimal area
Let y(t) be a function defined on the interval (x1, x2). Assume y(x) > 0 for all
x ∈ (x1, x2).
Figure 21: Curve defining surface of revolution
Let A(y) be the area of the surface of revolution that we get by rotating the
curve y(x) around the x-axis. The challenge is to find a curve y(x) such that
A(y) is minimal for given fixed points (x1, y1) and (x2, y2).
Recall from elementary Calculus that the formula for the area A(y) is
A(y) = 2 pi
∫ x2
x1
dx y(x)
√
1 + y′(x)2.
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Thus the challenge is to find a curve y(x), defined on (x1, x2), such that
i) y(x1) = y1, y(x2) = y2,
ii) 2 pi
∫ x2
x1
dx y(x)
√
1 + y′(x)2 is minimal.
4.1.5 General surface of minimal area
Let a curve C, in R3 be given. The challenge is to find a surface S ⊂ R3 such
that
i) ∂S = C,
ii) A(S) is minimal,
where A(S) is the area of the surface S. Such a surface is called a minimal surface.
Many important problems in theoretical physics and applied mathematics can
be reduced to the problem of finding a minimal surface.
For example, if we dip a piece of string, described by a closed curve in R3, into
a bucket of soap water, the resulting soap film, clinging to the string, will form
a minimal surface.
Let us parametrize this problem by introducing a parametrization x of the
surface S. Thus
Figure 22: Parametrization of surface S bounded by the curve C
i) x : R2 → R3, x = x(u,v),
ii) x(D) = S,
iii) x(∂D) = C.
From calculus we know that the area of S, A(S), is given by the formula
A(S) =
∫∫
D
du dv ‖Tu ×Tv‖,
where as before
Tu =
∂x
∂u
, Tv =
∂x
∂v
.
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The challenge is to choose functions x(u, v), y(u, v), z(u, v) with
x(u, v) = (x(u, v), y(u, v), z(u, v)),
such that A(S) is minimal under the constraint
x(∂D) = C.
Let us restrict to the case when C is given by the graph of a function h = h(x, y)
defined on the boundary, ∂D, of D. A surface of this type is displayed in figure
23. For such surfaces we can use a parametrization of the form
Figure 23: Surface whose boundary is the graph of a function.
x(x, y) = (x, y, f(x, y)).
For this parametrization we have
Tx =
∂x
∂x
= (1, 0, fx),
Ty =
∂x
∂y
= (0, 1, fy).
Thus
‖Tx ×Ty‖ =
√
1 + f2x + f
2
y .
Therefore the challenge is to find a function f(x, y), defined on a domain D in
R2, such that
i) f(x, y) = h(x, y), (x, y) ∈ ∂D,
ii)
∫∫
D
dx dy
√
1 + f2x + f
2
y is minimal.
Note that in this case the functional is defined on a domain consisting of functions
of two variables. This is clearly a very large domain.
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4.1.6 The Fermat Principle
Let c be the speed of light in vacuum. Recall that the speed of light typically
depends on the physical properties of the medium it is travelling through.
The ratio between the speed of light in vacuum and the speed of light in a
medium, v, is a dimensionless number
n =
c
v
, (9)
which is called the refractive index of the material. Under normal circumstances
v < c so that n > 1.
The refractive index typically depends on the frequency of the light, but we will
disregard this effect here. Unless the material is homogeneous, the refractive
index will depend on position
n = n(x).
Let us now consider a light ray passing through a medium that has a refractive
index n(x).
Figure 24: Light ray in a refractive medium.
Using (9) and figure 24, we have
n =
c
dl
dt
,
m
dt =
n
c
dl,
where now dt is the time it takes light to propagate the distance dl along the
curve Γ. The total time it takes light to propagate along a curve Γ is then
T (Γ) =
1
c
∫
Γ
dl n.
Fermat’s principle say that light follows the path through a medium of refractive
index n(x), that takes the shortest time.
Thus in order to find the path followed by light we must minimize T (Γ) over all
paths Γ.
Let us parametrize this problem. Let γ be a parametrization for Γ.
γ(t) = (x(t), y(t), z(t)), 0 ≤ t ≤ 1,
γ(0) = p, γ(1) = q.
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Thus, in order to find the path followed by light from p to q we must find
functions x(t), y(t), z(t) such that
T (Γ) =
∫ 1
0
dt n(x(t), y(t), z(t))
√
x′(t)2 + y′(t)2 + z′(t)2,
subject to the constraints
(x(0), y(0), z(0)) = p,
(x(1), y(1), z(1)) = q,
is as small as possible.
4.1.7 The brachistochrone problem.
(brachistochrone - shortest time in Greek)
The challenge is to find the arc (x, y(x)) that a particle of mass m must
follow from (x1, y1) to (x2, y2) in order to use as little time as possible. The
particle is influenced by a constant gravitational field pointing vertically down.
Figure 25: The brachistochrone problem
We have
v =
ds
dt
,
m
dt =
ds
v
.
Thus, the time it takes the particle to move from (x1, y1) to (x2, y2) along the
arc (x, y(x)) is
T (y) =
∫ x2
x1
dx
1
v
√
1 + y′2.
We find a relation between v and y using the conservation of energy. We set the
zero for potential energy at y = y1. Then we have
1
2
m v21 =
1
2
m v2 −m g (y − y1),
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which leads to
v =
√
2 g
√
y − y0, y0 = y1 − v
2
1
2g
,
and thus
T (y) =
1√
2g
∫ x2
x1
dx
√
1 + y′(x)2
y(x)− y0 .
The challenge is then to minimize T (y) subject to the constraints
y(x1) = y1, y(x2) = y2.
4.1.8 The Action Principle.
Let us consider a system consisting of N mass-points with positions {xi}Ni=1,
velocities {x′i}Ni=1 and masses mi. Let us assume that the mass-points are moving
under the influence of a conservative force. Let V (x1, ...,xN ) be the potential of
this conservative force. Then by definition
fi =
∂V
∂xi
,
is the force acting on particle number i. The kinetic energy of the system of
particles is
T (x′1, ...,x
′
N ) =
N∑
i=1
1
2
mi x
′2
i ,
and the Lagrangian of the system is by definition
L(x1, ...,xN ,x
′
1, ...,x
′
N ) = T (x
′
1, ...,x
′
N )− V (x1, ...,xN ).
A position vector
P = (x1, ...,xN ) ∈ R3N ,
is a configuration for the system. Let a parametrized curve
P(t) = (x1(t), ...,xN (t)), t1 ≤ t ≤ t2,
in configuration space R3N be given. The action of the parametrized curve is by
definition
S(P) =
∫ t2
t1
dt L.
The action principle says that the path, P(t), traced out in configuration space
by a system of mass-points under the influence of conservative forces, is the one
that is stationary for the action. This means, by definition, that for all curves
q(t) whose size is of order one, ‖ q ‖= O(1), we have
S(P + q) = S(P) +O(2).
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This approach to dynamics is very different from the usual one where we solve
Newton’s equations subject to given initial conditions. We will show that they
are in fact equivalent. The action principle is also called Hamilton’s principle.
The action principle is the single most important idea in theoretical physics.
All fundamental physical models are derived from the action principle, this is
true for both classical physics and quantum physics.
4.1.9 The Maximum Entropy Principle
Let x1, ..., xn be random variables with an associated probability distribution
ρ(x1, ..., xn). Let f1(x1, ..., xn), ..., fp(x1, ..., xn) be functions defined on the space
of random variables Rn. The functions fj are our observables. Their expectation
values are as usual defined by
〈fj〉 =
∫
Rn
dV fj(x1, ..., xn) ρ(x1, ..., xn).
The expectation value of a given observable of course depends on which proba-
bility distribution ρ, we use. The challenge in statistics is to figure out which
probability distribution one should use in any given situation. Let us say that we
for some reason, (guesswork, hearsay, ...) believe that a probability distribution
ρ0, accurately represents what we currently know about a given system. The
probability distribution ρ0 is called the prior distribution, or just the prior.
Let us next assume that we measure the mean values of the observables
f1, ..., fp and find the values c1, ..., cp. If
〈fj〉0 =
∫
Rn
dV fj (x1, ..., xn) ρ0(x1, ..., xn) = cj ,
for j = 1, · · · , p, we are satisfied with our choice of prior. It predicts exactly the
mean values that are observed.
But we might not be so lucky. Perhaps
〈fj〉0 6= cj ,
for at least one j. Our selected ρ0 is then not the correct one, it predicts
expectation values that are not observed. The challenge is to modify ρ0 into a
new distribution ρ that is consistent with all the observed mean values.
For this purpose we define a functional S(ρ) by
S(ρ) = −
∫
Rn
dV ρ ln
(
ρ
ρ0
)
.
S is by definition the relative entropy of the probability distribution ρ with
respect to ρ0. We will see later that our use of the word entropy here is consistent
with its usage in thermodynamics.
The maximum entropy principle states that one should choose the probability
distribution that maximizes the functional
S(ρ) = −
∫
Rn
dV ρ ln
(
ρ
ρ0
)
,
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subject to the constraints
〈fj〉 =
∫
Rn
dV fj ρ = cj .
4.2 The Euler-Lagrange Equations
From examples given in the previous subsections, it should be clear that extremal
problems for functionals play an important role in our description of nature. It
is now time to find a way to solve such problems.
4.2.1 One dependent variable
Several of the examples involved a functional of the form
T (y) =
∫ t1
t0
dt L(t, y, y′), (10)
with constraints of the form
y(t0) = y0,
y(t1) = y1. (11)
Note that the integrand, defining the functional (10), is in the context of the
calculus of variation sometimes called an integral density, but more often a
Lagrangian. The inspiration for the second name came originally from from
applications of the calculus of variation to mechanical systems. Joseph-Louis
Lagrange reshaped the subject of particle mechanics in the 1700’s and has had
a large influence on how we today think about the subject of mechanics. The
name Lagrangian for the integral densities defining functionals has subsequently
migrated to field theory, which forms the foundation for fundamental physics in
general, and particle physics in particular. In these subjects the functionals of
interest are time integrals over a Lagrangian, which itself is the space integral
over a function, that in this context is called a Lagrangian density. Theories in
fundamental physics are defined in terms of Lagrangian densities.
In order to be consistent with the standard usage of the terms Lagrangian
and Lagrangian density, we call the integrand in one of our functional for the
Lagrangian, with symbol L, if the integral is over time, and Lagrangian density,
with symbol L, if the functional is defined by an integral over space and time, or
over space alone.
Our challenge is to find a function y(x) that satisfies the constraints (11) and
that is extremal for (10).
Let us for a moment return to ordinary calculus. Let f(x) be a function of a
real variable, and let x = x0 be some fixed value of x. The function f(x) is by
definition differentiable at x = x0 if for  << 1 and for all h we have
f(x0 +  h) = f(x0) +  A(x0) h+O(2). (12)
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A(x0) is by definition the derivative of f at x = x0. The point x0 is stationary
for f(x) if
f ′(x0) ≡ A(x0) = 0. (13)
Thus at a stationary point we have
f(x0 +  h) = f(x0) +O(2). (14)
We know that for a differentiable function defined on the real line, all extremal
points of a function f(x) are found among the list of stationary points. Recall
that extremal points are local or global maximum points or minimum points.
Inspired by (12), (13) and (14) we say that a functional T is differentiable at
y if for  << 1 and all η(x) of order one, we have
T (y +  η) = T (y) +  A(y, η) +O(2), (15)
where the map
η → A(y, η),
is linear in η. This linear map is called the variational derivative of T at y(x),
and in these lecture notes we denote it by δ T (y), thus
δT (y)(η) = A(y, η).
The function y = y(x) is stationary for T (y) if
δ T (y) = 0,
m
δ T (y)(η) = 0 ∀η(x).
Thus at a stationary point we have
T (y +  η) = T (y) +O(2) ∀η(x).
Just like in ordinary calculus, extremal points for a functional are found among
the list of stationary points.
Let us now calculate the variational derivative of the functional (10).
T (y +  η) =
∫ t1
t0
dt L(t, y +  η, y′ +  η′)
=
∫ t1
t0
dt {L(t, y, y′) + ∂L
∂y
η +
∂L
∂y′
 η′ +O(2)}
= T (y) + 
∫ t1
t0
dt {∂L
∂y
η +
∂L
∂y′
η′}+O(2). (16)
The functions y(x) and y(x) +  η(x) must satisfy the constraints (11), only such
functions are relevant. Thus we have
y(t0) +  η(t0) = y0 = y(t0) ⇒ η(t0) = 0,
y(t1) +  η(t1) = y1 = y(t1) ⇒ η(t1) = 0. (17)
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Using integration by parts and (17) we have∫ t1
t0
dt
∂L
∂y′
η′ =
∂L
∂y′
η|t1t0 −
∫ t1
t0
dt
d
dt
(
∂L
∂y′
) η (18)
= −
∫ t1
t0
dt
d
dt
(
∂L
∂y′
) η.
Inserting (18) into (16) we get
T (y +  η) = T (y) + 
∫ t1
t0
dt {∂L
∂y
− d
dt
(
∂L
∂y′
)} η +O(2) ∀η(t).
Thus, by the definition of the variational derivative (15), we have
δ T (y)(η) =
∫ t1
t0
dt {∂L
∂y
− d
dt
(
∂L
∂y′
)} η.
We have the following result; the so-called the fundamental lemma of variational
calculus.
lemma
Let a(t) be a continuous function and assume that∫ t1
t0
dt a(t) η(t) = 0, (19)
for all continuous functions η. Then
a(t) = 0 t0 ≤ t ≤ t1.
If we apply the lemma (19) we find that y(x) is a stationary point for T if y(x)
satisfies the equation
∂L
∂y
− d
dt
(
∂L
∂y′
) = 0.
This equation is called the Euler-Lagrange equation.
Example 1. In section 4.1.4 we discussed the problem of finding a curve which,
upon rotation around the x-axis, generates a surface of minimal area.
We observed that such a curve, y(x), minimized the functional
A(y) = 2 pi
∫ x2
x1
dx y(x)
√
1 + y′(x)2,
subject to the constraints
y(x1) = y1,
y(x2) = y2.
Just as in ordinary calculus the minimum will be found among the stationary
points for A.
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Let us therefore find the Euler-Lagrange equation for the functional A. For
A we evidently the Lagrangian density is given by
L = 2 pi y
√
1 + y′2. (20)
Thus
∂L
∂y
= 2 pi
√
1 + y′2,
∂L
∂y′
= 2 pi y
y′√
1 + y′2
,
and therefore the Euler-Lagrange equation is
2 pi
√
1 + y′2 − d
dt
(2 pi y
y′√
1 + y′2
) = 0. (21)
Any stationary point y(x) is a solution to this equation. Equation (48) is a
highly nonlinear second order differential equation. In fact, the Euler-Lagrange
equation will always be second order for functionals of the form (10).
Note that the the Lagrange density L, in formula (47), defining the functional
(10), is not totally general since it does not depend explicitly on x.
For such Lagrangians densities we have in general
d
dx
[y′
∂L
∂y′
− L] = y′′ ∂L
∂y′
+ y′
d
dx
(
∂L
∂y′
)
−∂L
∂y
y′ − ∂L
∂y′
y′′ = y′ (
d
dx
(
∂L
∂y′
)− ∂L
∂y′
) = 0,
where we in the last step used the Euler-Lagrange equation.
This calculation shows that for an L that does not explicitly depends on x, any
extremal of A is a solution to the following first order differential equation
y′
∂L
∂y′
− L = c, (22)
where c is a constant. This reduction of order for such special Lagrangian
densities, is not just a lucky break. Behind this result there is a hugely important
mathematical machine called Noether’s theorem. It will give similar reductions
of order in many other unrelated situations.
Noether’s theorem has for almost a century been at the center of the action
in theoretical physics, both quantum and classical. In quantum theory Noether’s
theorem, in the form of the gauge principle, is used to derive all the fundamental
equations in elementary particle physics. These equations, taken together, form
what is modestly called the Standard Model. This model has predicted the
outcome of all experiments in fundamental physics since the 1970’s. It is the
most accurate theory of nature that has ever been created, and it all flows from
Noether’s theorem.
Using (50) for the Lagrangian density (47), we get
y′ 2 pi y
y′√
1 + y′2
− 2 pi y
√
1 + y′2 = c,
m
− y√
1 + y′2
= c1 ≡ c
2 pi
. (23)
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Since y(x) from section 4.1.4 is positive, equation (23) can have solutions only
if c1 < 0. We can therefore, without loss og generality, write c1 = −α, where
α > 0. Using this we have
y√
1 + y′2
= α,
m
y2 = α2 (1 + y′2),
m
y′2 = (
y
α
)2 − 1,
m
y′ = ±
√
(
y
α
)2 − 1. (24)
Equation (51) is separable and can be solved. The general solution is
y(x) = α cosh
(x
α
+ β
)
α > 0, β ∈ R, (25)
where the constants α and β are determined from the conditions
y(x1) = y1, y(x2) = y2.
A graph of functions of the type (??) is called a Catenary.
By construction, functions of the type (25) are stationary points for the area
functional A(y). In ordinary calculus we use the second derivative test in order
to decide if a stationary point is a local maximum or a local minimum. Global
maximum or minimum will be found among the local maximums or minimums
or at points where the function is singular (not differentiable). This is true
assuming there are no boundary points. If there are boundary points, maximum
and minimum can occur there also.
The same rules apply here in the calculus of variation, which is the official name
for what we are doing. We will however not develop the theory further in this
direction and will not discuss the second variational derivative.
The problem of deciding whether a given stationary point gives a global
minimum or a global maximum must be investigated in each separate case.
Solving this problem can be highly non-trivial.
For the stationary points (25), it is easy easy to verify that a Catenary passing
through the point (x1, y1) is given by
y(x) = α cosh
(
x− x1
α
+ cosh−1(
y1
α
)
)
.
In order to make sure that y(x) also pass through the point (x2, y2) we must
find an α such that
α cosh
(
x2 − x2
α
+ cosh−1(
y1
α
)
)
= y2.
This is a transcendental equation for α and depending on coordinates, (x1, y1), (x2, y2)
. It might have no positive solutions or several positive solutions.
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The following cases are known to occur
i) There exists no Catenary connecting the points (x1, y1) and (x2, y2),
ii) There exists exactly one Catenary connecting (x1, y1) and (x2, y2),
iii) There exists exactly two Catenaries connecting (x1, y1) and (x2, y2).
In case ii) the unique Catenary is neither a global nor local minimum. In case
iii) one of the solutions is a local minimum, and this is also a global minimum,
if y1 is large enough in a certain sense. Thus a surface of revolution of minimum
area exists only in case iii) and only if y1 is large enough.
Clearly, the Euler-Lagrange equation only gives stationary points and these
points are in general not even local maximum or minimum.
However, recall that in some cases, like the action principle, we are only looking
for stationary points.
Example 2. The Brachistochrone, from section 4.1.7, is defined to be the
minimum of the functional
T (y) =
1√
2 g
∫ x2
x1
dx (
1 + y′2
y − y0 )
1
2 .
Thus, the Lagrangian for this problem is
L = 1√
2 g
(1 + y′2)
1
2 (y − y0)− 12 . (26)
Observe that the Lagrangian density(26) does not depend explicitly on the
independent variable x. Therefore, using the result from (50), we know that any
extremal of the functional T is a solution to the following first order ODE
y′
∂L
∂y′
− L = c, (27)
Differentiating L we get
∂L
∂y′
=
1√
2 g
y′ (1 + y′2)−
1
2 (y − y0)− 12 , (28)
and inserting (28) into (27) we get
y′
∂L
∂y′
− L = c,
m
y′2 (1 + y′2)−
1
2 (y − y0)− 12 − (1 + y′2) 12 (y − y0)− 12 = c1 ≡ c
√
2 g,
m
y′2 = 1 + y′2 + c1 (1 + y′2)
1
2 (y − y0) 12 ,
m
c1 (1 + y
′2)
1
2 (y − y0) 12 = −1. (29)
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For there to be a solution we must have c1 < 0. Let c1 = −β, β > 0. From (29)
we then get
(1 + y′2)
1
2 (y − y0) 12 = 1
β
,
m
1 + y′2 =
1
β2 (y − y0) ,
m
y′2 =
1− β2 (y − y0)
β2 (y − y0) ,
m
y′ = (
α2 − (y − y0)
y − y0 )
1
2 α2 =
1
β2
> 0, (30)
where we have used the positive root since we know that for the current example
y′ > 0.
The equation (30) is separable, and we get the following implicit solution∫
dy (
y − y0
α2 − (y − y0) )
1
2 = x+ c, (31)
where c is an arbitrary integration constant.
The integral in (35) can be solved using a trigonometric substitution
y − y0 = α2 sin2 θ
2
. (32)
Inserting (32) into (35) give us
α2
∫
dθ sin2
θ
2
= x+ c,
m
1
2
α2 (θ − sin θ) = x+ c.
Thus our solution is
x =
1
2
α2 (θ − sin θ)− c,
y = y0 +
1
2
α2 (1− cos θ).
This is a parametric representation of a type of curve called a cycloid. One
can show that there is a unique cycloid passing through any pair of points
(x1, y1), (x2, y2) with y1 < y2 and that the unique cycloid is a global minimum
for the propagation time functional T (y).
4.2.2 Several dependent variables
Several of our examples involved functionals of the general form
T (y1, ..., yn) =
∫ t1
t0
dt L(t, y1, ..., yn.y
′
1, ..., y
′
n).
75
By analogy with multi-variable calculus, we consider small independent per-
turbations of all the functions {yi(x)}ni=1. Proceeding like for the case of one
function, we get
T (y1 +  η1, ..., yn +  ηn)
=
∫ t1
t0
dtL(t1, y1 +  η1, ..., yn +  ηn, y
′
1 +  η
′
1, ..., y
′
n +  η
′
n)
=
∫ t1
t0
dt {L(t1y1, ..., yn, y′1, ..., y′n) +
∂L
∂y1
 η1
+ ...+
∂L
∂yn
 ηn +
∂L
∂y′1
 η′1 + ...+
∂L
∂y′n
 η′n}
+O(2)
= T (y1, ..., yn)
+ 
∫ t1
t0
dt {( ∂L
∂y1
− d
dt
(
∂L
∂y′1
)) η1 + ...+ (
∂L
∂yn
− d
dt
(
∂L
∂y′n
)) ηn}+O(2),
where we in the last step has used integration by parts and the fact that
ηj(t0) = ηj(t1) = 0 j = 1, ..., n, (33)
The relations (33) follows from the fact we have constraints
yj(t0) = y
0
j , yj(t1) = y
1
j ,
by an argument that is identical to the one in equation (17). A stationary point
for the functional T (y1, ..., yn) is determined by the condition that∫ t1
t0
dt {( ∂L
∂y1
− d
dt
(
∂L
∂y′1
)) η1 + ...+ (
∂L
∂yn
− d
dt
(
∂L
∂y′n
)) ηn}
= 0,
for all functions {ni}ni=1. Since there by assumption are no dependencies
among the functions ηi(t), we conclude, using the fundamental lemma (19),
that (y1, ..., yn) is a stationary point for T (y1, ..., yn) only if
∂L
∂yi
− d
dt
(
∂L
∂y′i
) = 0 i = 1...n. (34)
These are the Euler-Lagrange equations for the functional T (y1, ..., yn). Observe
that, in general, (37) are n coupled non-linear second order differential equations.
Example 3. In 4.1.1. we found that the problem of finding the shortest curve
in the plane, connecting two fixed points p = (x0, y0) and q = (x1, y1), amounted
to minimizing the functional
T (x, y) =
∫ 1
0
dt
√
x′2 + y′2,
subject to the constraints
(x(0), y(0)) = p, (x(1), y(1)) = q.
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The Lagrangian density is
L(x, y) =
√
x′2 + y′2.
Observe that
∂L
∂x
= 0,
∂L
∂y
= 0,
∂L
∂x′
=
x′√
x′2 + y′2
,
∂L
∂y′
=
y′√
x′2 + y′2
.
Thus the Euler-Lagrange equations are
d
dt
(
x′√
x′2 + y′2
) = 0,
m
x′√
x′2 + y′2
= c1,
d
dt
(
y′√
x′2 + y′2
) = 0,
m
y′√
x′2 + y′2
= c2. (35)
From (35) we find that
dy
dx
=
dy
dt
dx
dt
=
c2
c1
,
m
y =
c2
c1
x+ c3,
and the curve passing through p and q is
y(x) =
y1 − y0
x1 − x0 (x− x0) + y0.
This is a straight line and is evidently the curve of minimal length. We of course
already knew that the straight line is the shortest curve connecting two points
in the plane.
In 4.1.2 we asked the same question for two points on a surface in R3. Here the
answer is not obvious, a straight line in R3 will not work unless S is a plane.
We are in some sense seeking a curve on a general curved surface that is the
analogy of straight lines in R3.
When the family of such curves has been found we can use them to construct
analogues of triangles, squares etc., on the curved surface and ask geometrical
questions like: What is the sum of the internal angles of a triangle on a given
surface S? We can in fact develop a whole analogue to Euclidean geometry for
plane figures, for any surface, not only plane surfaces.
This has been done for many kind of surfaces and is of obvious practical
importance for the case of a sphere. (Fuel efficient long distance transport)
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Example 4. In section 4.1.6 we introduced the Fermat principle determining
the light-rays in a material of variable refractive index.
The functional was
T (x, y, z) =
∫ 1
0
dt n(x(t), y(t), z(t))
√
x′2(t) + y′2(t) + z′2(t).
The Lagrangian is
L = n(x, y, z)
√
x′2 + y′2 + z′2 = n‖x′‖
Observe that
∂L
∂x
= ∂xn‖x′‖, ∂L
∂x′
=
n x′
‖x′‖ ,
∂L
∂y
= ∂yn‖x′‖, ∂L
∂y′
=
n y′
‖x′‖ ,
∂L
∂z
= ∂zn‖x′‖, ∂L
∂z′
=
n z′
‖x′‖ .
The Euler-Lagrange equations are
∂xn‖x′‖ − d
dt
(
n x′
‖x′‖ ) = 0, (36)
∂yn‖x′‖ − d
dt
(
n y′
‖x′‖ ) = 0,
∂zn‖x′‖ − d
dt
(
n z′
‖x′‖ ) = 0.
Consider the case of a homogeneous medium where n(x, y, z) = n0. For this case
(57) simplifies into
d
dt
(
x′
‖x′‖ ) = 0,
m
dx
dt
= c1 ‖x′‖,
d
dt
(
y′
‖x′‖ ) = 0,
m
dy
dt
= c2 ‖x′‖,
d
dt
(
z′
‖x′‖ ) = 0,
m
dz
dt
= c3 ‖x′‖.
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Using x as a new independent variables assuming c1 6= 0 we get in the usual way
dy
dx
=
dy
dt
dx
dt
=
c2
c1
,
m
y =
c2
c1
x+ c4,
dz
dx
=
dz
dt
dx
dt
=
c3
c1
,
m
y =
c3
c1
x+ c5.
Thus the light-rays in a homogeneous medium are straight lines. We of course
know this from elementary physics.
For the general case, we introduce path-length as a new parameter
s(t) =
∫ t
t0
dt′ ‖x′(t′)‖.
Using this as our curve parameter we have, using the chain rule, that
d
dt
= ‖x′‖ d
ds
.
Thus we have
∂xn ‖x′‖ − d
dt
(
n x′
‖x′‖ ) = 0,
m
∂xn ‖x′‖ − d
dt
(
n
‖x′‖
dx
dt
) = 0,
m
∂xn ‖x′‖ − ‖x′‖ d
ds
(
n
‖x′‖‖x
′‖ d
ds
) = 0,
m
∂xn‖x′‖ − ‖x′‖ d
ds
(n
dx
ds
) = 0,
m
∂xn− d
ds
(n
dx
ds
) = 0.
We rewrite the other two Euler-Lagrange equations in the same way. Collecting
the three scalar equations into one vector equation we have
d
ds
(n
dx
ds
) =∇n. (37)
This is the fundamental equation for ray optics.
We are not going to solve this equation but will make a general observation.
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Since we are using path-length parametrization, the tangent vector
T =
dx
ds
,
is a unit vector. This means that
T ·T = 1,
m
dT
ds
·T = 0,
m
α ·T = 0,
where α = dTds is the curvature vector for the curve x(s). It is normal to the
curve and points in the direction in which the curve bends
Figure 26: Unit tangent T and curvature vector α, for a light ray.
From the fundamental equation for ray optics (37) we have
dn
ds
T + n
dT
ds
=∇n,
⇓
α =
∇n
n
− d
ds
(lnn) T,
⇓
0 < α · α = 1
n
α · ∇n,
⇓
α · ∇n > 0.
Thus the curvature vector for the light-ray points in the direction of increasing
refractive index. This means that light-rays in an inhomogeneous medium always
curve towards regions of higher refractive index. This fact has many important
physical consequences. Hot air close to the ground is less dense and has lower
refractive index than the higher colder air. The light coming from the sky will
therefore bend upwards, The sky will appear as ”water” on the ground to an
observer. This is illustrated in figure 27.
Another consequence of practical importance is that light rays will be confined
to move within a region of higher refractive index: The optical fibers which
forms the physical backbone of the internet works because of this fact.
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Figure 27: Explaining the occurrence of a Mirage using ray optics.
Example 5. In 4.1.8. we introduced the action principle for a system of mass-
points moving under the influence of conservative forces.
The action functional was
S(x1, ...,xN ) =
∫ t1
t0
dt {T (x′1(t), ...,x′N (t))− V (x1(t), ...,xN (t))}, (38)
where T is the kinetic energy of the system of mass-points and V is the potential
determining the conservative forces.
The Lagrangian is thus
L =
1
2
n∑
i=1
mi x
′2
i − V (x1, ...,xn). (39)
Observe that
∂L
∂xi
= − ∂V
∂xi
,
∂L
∂x′i
= mi x
′
i,
and thus the Euler-Lagrange equations are
∂L
∂xi
− d
dt
(
∂L
∂x′i
) = 0 i = 1, ..., n ,
m
− ∂V
∂xi
−mi x′′i = 0,
m
mi x
′′
i = −
∂V
∂xi
≡ fi.
This is Newton’s law for n mass-points, mi, moving under the influence of
conservative forces
fi = − ∂V
∂xi
.
Note that the Lagrangian (39) does not depend explicitly on time. Let
E =
n∑
i=1
x′i ·
∂L
∂x′i
− L.
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Then, using the Euler-Lagrange equation we have
dE
dt
=
n∑
i=1
{x′′i ·
∂L
∂x′i
+ x′i ·
d
dt
(
∂L
∂x′i
)}
−
n∑
i=1
{ ∂L
∂xi
· x′i −
∂L
∂x′i
· x′′i }
=
n∑
i=1
x′i · {
d
dt
(
∂L
∂x′i
)− ∂L
∂xi
} = 0,
and thus E is a constant of the motion for any solution of the Euler-Lagrange
equation, and therefore for any stationary point for the action functional (44).
Using (??) we find that
E =
n∑
i=1
x′i · (mi x′i)−
n∑
i=1
1
2
mi x
2
i + V
=
1
2
n∑
i=1
mi x
′2
i + V = T + V. (40)
The conserved quantity is as expected the total energy of the system of mass-
points. The function E in (40) is called the Hamiltonian for the system and is
traditionally written using the letter H. Thus
L = T − V -Lagrangian,
H = T + V -Hamiltonian.
As we have just seen, the action principle leads to Euler-Lagrange equations that
are equivalent to Newton’s law. Thus from this point of view, nothing appears
to have been gained from using the action principle.
However, the action principle, when it is taken together with the theory of
canonical transformations, is a much more efficient tool for solving mechanical
problems that Newton’s law.
Also, insights gained from the use of the action principle in mechanics played
a major role in the development of quantum mechanics. Because of this, the
action principle plays an important and ever increasing role in theoretical (and
practical!) physics today.
4.2.3 Constraints
Let us consider the general problem of finding the extremum of a functional
T (y) =
∫ t1
t0
dt L(t, y, y′), (41)
subject to the constraint
J(y) =
∫ t1
t0
dt j(t, y, y′) = c. (42)
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We solve this problem using the Lagrange multiplier approach. Let us recall how
this approach works in the case of function on Rn.
For this case, f : Rn → R, g : Rn → R are functions on Rn. The challenge
is to find a stationary point of f subject to the constraint
g(x1, ..., xn) = c. (43)
In calculus one proves that stationary points for the function f under the
constraint (43) determined by the function g, can be found by introducing a new
function
h(x1, ..., xn) = f(x1, ..., xn) + λ (g(x1, ..., xn)− c),
and then seek an unconstrained stationary point for h. The parameter λ is called
a Lagrange multiplier.
We thus solve the equation
∇h = 0,
m
∇(f + λ (g − c)) = 0,
m
∇f = −λ∇g.
The value for λ is chosen so that the constraint
g(x1, ..., xn) = c.
is satisfied.
The exact same approach works for constrained variational problems. We will
not prove this fact.
Thus in order to find a stationary point for the functional (41) subject to the
constraint (42), we introduce the new functional
K(y) = T (y) + λ (J(y)− c),
and find the unconstrained stationary points for k. Using the notation δR for
the variational derivatives of a functional R, we have
δK = 0,
m
δ T + λ δ J = 0. (44)
The value of the Lagrange multiplier is chosen so that
J(y∗) = c,
where y∗ is a solution of (44). Observe that we have
K(y) =
∫ t1
t0
dt L(t, y, y′) + λ (
∫ t1
t0
dt j(t, y, y′)− c)
=
∫ t1
t0
dt {L(t, y, y′) + λ (j(t, y, y′)− c
T
)},
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where T = t1 − t0. Thus the Lagrangian for K is
L∗ = L+ λ (j − c
T
).
Stationary points for the functional K are as usual solutions to the corresponding
Euler-Lagrange equations
∂L∗
∂y
− d
dt
(
∂L∗
∂y′
) = 0.
The Euler-Lagrange equation is here a scalar ODE of second order, and therefore
the general solution contains two integration constants. These two integration
constants, together with λ, are determined by the following three constraints
y(t0) = y0,
y(t1) = y1,
J(y) = c.
This procedure can obviously be extended to any number of constraints and
any number of dependent variables: If we want to find stationary points for the
functional
T (y1, ..., yn) =
∫ t1
t0
dt L(t, y1, ..., yn, y
′
1, ..., y
′
n),
subject to the constraints
Jp(y1, ..., yn) = cp p = 1, ...,m ,
where
Jp(y1, ..., yn) =
∫ t1
t0
dt jp(t, y1, ..., yn, y
′
1, ..., y
′
n),
we solve the Euler-Lagrange equation for the functional
K(y1, ..., yn) = T (y1, ..., yn) +
∑
p
λp (Jp(y1, ..., yn)− cp).
The Lagrangian corresponding to K is
L∗ = L+
∑
p
λp (jp − cp
T
),
where T = t1 − t0. The 2n integration constants, together with the m Lagrange
multipliers {λp}mp=1, are determined by the conditions
yi(t0) = y
0
i
yi(t1) = y
1
i
}
i = 1, ..., n ,
Jp(y1, ..., yn) = cp p = 1, ...,m .
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Example 6. Let us consider the isoperimetric problem from section 4.1.3. The
solution to this problem was there reduced to maximizing the functional
2 T =
∫ 1
0
dt (x(t) y′(t)− y(t) x′(t)),
subject to the constraint
J =
∫ 1
0
dt
√
x′(t)2 + y′(t)2 = L∗.
We introduce the Lagrangian
L∗ = x y′ − y x′ + λ (
√
x′2 + y′2 − L∗),
and observe that
∂L∗
∂x
= y′,
∂L∗
∂y
= −x′,
∂L∗
∂x′
= −y + λ x
′√
x′2 + y′2
,
∂L∗
∂y′
= x+
λ y′√
x′2 + y′2
.
The Euler-Lagrange equations are then
∂L∗
∂x
− d
dt
(
∂L∗
∂x′
) = 0,
m
y′ − d
dt
(−y + λ x
′√
x′2 + y′2
) = 0, (45)
and
∂L∗
∂y
− d
dt
(
∂L∗
∂y′
) = 0,
m
−x′ − d
dt
(x+
λ y′√
x′2 + y′2
) = 0. (46)
Equations (45) and (62) can be integrated once to yield
2 y − λ x
′√
x′2 + y′2
= c1,
2 x+
λ y′√
x′2 + y′2
= c2,
m
y − c1
2
=
1
2
λ x′√
x′2 + y′2
, (47)
x− c2
2
= −1
2
λ y′√
x′2 + y′2
.
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Squaring and adding the two equations (63) we get
(y − c1
2
)2 + (x− c2
2
)2 =
1
4
λ2, (48)
which we recognize to be the equation for a circle. Thus all extremals are circles.
The radius of the circle (48) is R = 12 λ. Thus the constraint is satisfied if
2 pi R = L∗,
m
λ =
L∗
pi
.
4.2.4 Several independent variables
Consider a functional of the form
T (u) =
∫
D
dx dy L(x, y, u, ux, uy).
The challenge is to find the stationary points for T subject to the constraint
u |∂D= f.
We proceed like before by introducing a variation
v = u+  η, η = η(x, y).
Observe that since the boundary condition has to be fixed we have
v |∂D= u |∂D + η |∂D= f ⇒ η |∂D= 0. (49)
For the functional T we now have
T (u+  η) =
∫
D
dx dy L(x, y, u+  η, ux +  ηx, uy +  ηy)
=
∫
D
dx dy {L(x, y, u, ux, uy) + ∂L
∂u
 η +
∂L
∂ux
 ηx
+
∂L
∂uy
 ηy}+O(2)
= T (u) + 
∫
D
dx dy {∂L
∂u
η +
∂L
∂ux
ηx +
∂L
∂uy
ηy}
+O(2)
= T(u) + 
∫
D
dx dy {∂L
∂u
− ∂x( ∂L
∂ux
)− ∂y( ∂L
∂uy
)} η
+O(2),
where we in the last step have used Green’s theorem in divergence form and the
boundary condition (49) on η.
Using the fundamental lemma we conclude that u is a stationary point for T
if it satisfies the following Euler-Lagrange equation.
∂L
∂u
− ∂x( ∂L
∂ux
)− ∂y( ∂L
∂uy
) = 0.
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Example 7. In section 4.1.5 we introduced the notion of a minimal surface.
We consider here the simplified situation where the surface is the graph of a
function u(x, y) over a domain D in the plane. The challenge is to minimize the
functional
T (u) =
∫
D
dx dy
√
1 + u2x + u
2
y,
subject to the constraint
u |∂D= h(x, y).
The Lagrangian density is
L =
√
1 + u2x + u
2
y,
and we have
∂L
∂u
= 0,
∂L
∂ux
=
ux√
1 + u2x + u
2
y
,
∂L
∂uy
=
uy√
1 + u2x + u
2
y
.
The Euler-Lagrange equation is thus
−∂x ux√
1 + u2x + u
2
y
− ∂y uy√
1 + u2x + u
2
y
= 0,
which can be rewritten as
uxx + uyy = 2uxuyuxy − u2xuyy − u2yuxx (50)
The boundary condition for u is
u |∂D= h.
The equation (50) is a non-linear second order partial differential equation and
is not by any means easy to solve in general.
However, if the boundary curve is horizontal
h(x, y) = h0,
the boundary value problem clearly has the unique solution
u(x, y) = h0, (x, y) ∈ D.
This is flat and is obviously of minimum area among all surfaces with flat
boundary curve h = h0. If the boundary curve is not constant but varies little
on the scale of h0
h = h0 +  k  << 1,
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we seek a solution that is a small modification of u(x, y) = h0
u(x, y) = h0 +  v  << 1.
The function v must then satisfy the equation
vxx + vyy = 
2(2vxvyvxy − v2xvyy − v2yvxx).
This equation we can solve approximately using a perturbation expansion. Ex-
pansions of this type will be discussed in section five of these lecture notes.
Example 8. In section 4.1.9 we introduced the maximum entropy principle.
The aim of this section is to derive the maximum entropy distribution by solving
the corresponding Euler-Lagrange equation. It turns out that special cases of the
resulting probability distribution form the foundation for statistical mechanics
and thermodynamics, information theory and probably also elementary particle
physics through its mathematical grounding in quantum field theory. The current
section is an excerpt of a more detailed treatment of the maximum entropy
principle given in Appendix B.
As you recall, the maximum entropy principle states that, if what we known
about a system S, prior to a measurement, is described by a probability dis-
tribution ρ0, and we measure the mean cj of p observables fj for S, then the
probability distribution that best incorporates this new information about the
system, is the one that maximizes the functional
S(ρ) = −
∫
Rn
dV ρ ln
(
ρ
ρ0
)
, (51)
under the constraints
〈fj〉 =
∫
Rn
dV f(x1, ..., xn) ρ(x1, ..., xn) = cj .
Since ρ must be a probability distribution we have one more constraint
〈1〉 =
∫
Rn
dV ρ(x1, ..., xn) = 1,
and we thus have p+1 constraints and therefore introduce an extended functional
T (ρ) = S(ρ) + λ0 〈1〉+
p∑
j=1
λj 〈fj〉
Note that we could have written
T (ρ) = S(ρ) + λ0 (〈1〉 − 1) +
p∑
j=1
λj (〈fj〉 − cj),
in order to make the values of the constraints explicit, like we have done on
previous occasions. However, all constant terms vanish when we take variational
derivative, so we might as well drop the constant terms.
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The Lagrangian density corresponding to the extended functional T (ρ) is
then
L = −ρ ln
(
ρ
ρ0
)
+ λ0 ρ+
p∑
j=1
λj fj ρ
Observe that L does not depend on any derivatives of ρ. The Euler-Lagrange
equation for T is therefore simply
∂L
∂ρ
= 0,
m
− ln
(
ρ
ρ0
)
− 1 + λ0 +
p∑
j=1
λjfj ,
m
ρ =
ρ0
Z
exp
∑
j
λj fj
,
where we have defined Z = exp(1− λ0). In order for the constraint 〈1〉 = 1 to
be satisfied, we must have
〈1〉 = 1,
m∫
Rn
dV
ρ0
Z
exp
∑
j
λj fj
 = 1,
m
Z = Z(λ1, ..., λp) =
∫
Rn
dV ρ0 exp
∑
j
λj fj
,
and the stationary distribution is
ρ(x1, ..., xn) =
ρ0(x1, ..., xn)
Z(λ1, ..., λp)
exp
 p∑
j=1
λj fj(x1, ..., xn)
. (52)
ρ is called the maximum entropy distribution and Z is the partitionfunction.
Note that we have not proved that it in fact is the distribution that gives a
maximum for S, but this can be done.
The Lagrange multipliers λ1, ..., λp are chosen so that all the constraints are
satisfied
〈fj〉 =
∫
Rn
dV fj(x1, ..., xn) ρ(x1, ..., xn) = cj j = 1, ..., p . (53)
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The system of equations (53) consists of p equations for the p quantities λj . As
it turns out, we almost never need to know the distribution ρ from (52), it is
enough to know the partition function. Observe that
〈fj〉 =
∫
Rn
dV fj ρ (54)
=
1
Z
∫
Rn
dV fj ρ0 exp
 p∑
i=1
λifi

=
1
Z
∫
Rn
dV ∂λj{ρ0 exp
 p∑
i=1
λifi
}
=
1
Z
∂λj
∫
Rn
dV ρ0 exp
 p∑
i=1
λifi

=
1
Z
∂λjZ = ∂λj lnZ,
and thus we can find the mean of all the quantities fj by taking partial derivatives
of the partition function with respect to the Lagrangian multipliers. Moreover,
we also have
∂λjλk lnZ = ∂λj (
1
Z
∂λkZ)
= − 1
Z2
∂λjZ ∂λkZ +
1
Z
∂λjλkZ
= −∂λj lnZ ∂λk lnZ +
1
Z
∫
Rn
dV fj fk ρ0 exp
∑
i
λi fi

= −∂λj lnZ ∂λk lnZ + 〈fj fk〉 .
Thus
〈fj fk〉 = ∂λj lnZ ∂λk lnZ + ∂λj λk lnZ
In a similar way all correlation coefficients
〈
fn11 ...f
np
p
〉
can be expressed
through derivatives of the partition function.
Let us consider the special case when our underlying space is the classical state
space for a mechanical system with n degrees of freedom. This could for example
consist of n mass points. We thus have a state space R6n since we need 3
position coordinates x = (x1, x2, x3), and 3 velocity coordinates v = (v1, v2, v3),
or equivalently three momentum coordinates p = mv, for each particle in order
to uniquely specify the state of the system.
Let H = H(x1, ...,xn,p1, ...,pn) be the Hamiltonian for the system of mass
points. Recall that the value of the Hamiltonian on any given state
(x1, ...,xn,p1, ...,pn), is the energy of that state.
When n is large it is very hard, and also mostly useless, to try to track the exact
state (x1(t), ...,xn(t),p1(t), ...,pn(t)) of a system of mass points.
For such a large system it is more useful to consider a probability distribution
ρ(x1, ...,xn,p1, ...,pn) on the state-space. We have seen how useful this point of
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view is in fluid dynamics.
Here we will assume that we have some prior distribution ρ0 and the observation
of the mean value of the total energy, H, of the system
〈H〉 = E.
Using the maximal entropy principle we are lead to select the following probability
distribution
ρ(x1, ...,xn,p1, ...,pn) =
ρ0
Z
exp(λ H).
In this situation one usually redefines λ by writing
λ = − 1
k T
,
where k is the Boltzmann constant and T is a new parameter.
What we then we get is the well known Gibb’s ensemble from statistical physics
ρ =
ρ0
Z(T )
exp
{
− 1
kT
H
}
. (55)
The parameter T is determined by
E = 〈H〉 , (56)
m
E = k T 2 ∂T lnZ,
where we have used the chain rule
∂λ = k T
2 ∂T ,
in the general formula (72).
The Gibb’s ensemble is the foundation of statistical physics. All results in statis-
tical physics flows from formula (55). Statistical physics is also the foundation
of thermodynamics so all conclusions from that subject also flow from formula
(55). In this context, T is the temperature of the system of mass-points and (56)
is nothing but the equation of state.
An interesting insight here is that the temperature of a thermodynamic
system is in fact a Lagrange multiplier!! This is a profound insight that to this
day has not been fully understood or explored.
An extended discussion of the maximum entropy principle and how it relates
to foundational problems in statistical physics is included in appendix B.
From this example, it appears as if it might be useful to think of any
application of the maximal entropy principle as an extension of the methods
of statistical mechanics to systems that has absolutely nothing to do with the
motion of mass points.
This wide general applicability of the methods of statistical physics has
also lead to deep questions and insights into the nature and significance of the
assumption of equilibrium that appears to underline the application of the Gibb’s
ensemble in statistical physics.
There is also the intriguing fact that the very same functional (70) used in
the maximum entropy principle, is also the foundation of information theory
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which was discovered by Shannon in 1948. This connection between information
theory and statistical mechanics (and thermodynamics) has lead to deep insights
into the role of information in our fundamental physical theories.
The general nature and wide applicability of the maximum entropy principle has
been described well by E.T. Jaynes in many papers and the monumental book
”Probability theory: The Logic of Science”.
As if all this is not impressive enough for one single principle, it is also a very
intriguing fact that when one looks deep into the heart of fundamental physics,
in the form of quantum field theory, one again finds an appropriately generalized
form of the Gibb’s ensemble! The whole computational engine in the theory of
quantum fields revolve around this generalized Gibb’s ensemble.
What on earth is going on...
4.3 Equations of Variational Type
We have seen that stationary points for functionals are solutions to the Euler-
Lagrange equations corresponding to the functional. The exact structure of the
Euler-Lagrange equations and their number depends on the functional. We have
seen several examples of differential equations of the Euler-Lagrange type in the
previous sections of these lecture notes. For example have we found that the
differential equations (48), (57) and (50) are of Euler-Lagrange type.
In this section we will ask which (systems of) differential equations are Euler-
Lagrange equations for some functional. This is an important question to ask,
because many important structural properties of differential equations can be
decided if we know that they are Euler-Lagrange equations for some functional.
Equations that are Euler-Lagrange equations for a functional are said to be
variational.
4.3.1 Real valued functions
Example 9. Let T (u) be the functional
T (u) =
∫∫
D
dx dy (
1
2
u2x +
1
2
u2y),
with a constraint
u | ∂D = f.
The Lagrangian density is
L = 1
2
u2x +
1
2
u2y,
and we have
∂L
∂u
= 0,
∂L
∂ux
= ux,
∂L
∂uy
= uy,
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so the Euler-Lagrange equation is
∂L
∂u
− ∂x( ∂L
∂ux
)− ∂y( ∂L
∂uy
) = 0,
m
uxx + uyy = 0.
Thus the 2D Laplace equation is variational. The same is true in 3D or in any
dimension for that matter. The same is also true for Poisson’s equation in any
dimension.
Example 10. Consider the functional
T (u) =
∫
D
dx dy
∫ t1
t0
dt {1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y.}
We are looking for functions u(x, y, t) that are stationary points with respect to
variations that vanish on the boundaries to the domain of integration
Figure 28: The integration domain of the functional whose Euler-Lagrange
equation is the wave equation.
T (u+  η) =
∫
D
dx dy
∫ t1
t0
dt {1
2
(ut +  ηt)
2 − 1
2
c2 (ux +  ηx)
2
− 1
2
c2 (uy +  ηy)
2}
=
∫
D
dx dy
∫ t1
t0
dt {1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y
+  ut ηt − c2  ux ηx − c2 uy ηy}+O()
= T (u) + 
∫
D
dx dy
∫ t1
t0
dt {ut ηt − c2 ux ηx − c2 uy ηy}
+O(2)
= T (u) +  [
∫
D
dx dy
∫ t1
t0
dt ((ut η)t − utt η)
− c2
∫ t1
t0
dt
∫
D
dx dy (∇ · (∇uη)−∇2u η)] +O(2)
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⇓T (u+  η) = T (u) + [
∫
D
dx dy (ut η)|t1t0 −
∫∫
D
dx dy
∫ t1
t0
dt utt η
− c2
∫ t1
t0
dt
∫
∂D
dl η ∇u · n + c2
∫ t1
t0
dt
∫
D
dx dy ∇2u η]
+O(2)
= T (u) + 
∫
D
dx dy
∫ t1
t0
dt {−utt + c2 ∇2u} η +O(2),
where we in the last step have used the boundary conditions for η. Since η(x, y, t)
is arbitrary within the domain D× [t0, t1] we can use the fundamental lemma
to conclude that u is a stationary point for T only if
utt − c2 ∇2u = 0.
This proves that the 2D wave equation is variational. The same is true for wave
equations on any number of spatial dimensions.
Example 11. Consider the functional
T (u) =
∫
D
dx dy
∫ t1
t0
dt {1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y −
1
2
m u2} m > 0
Using the exact same approach as in example 10, it is easy to show that u is
extremal for variation η vanishing on the boundary of D× [t0, t1] only if
utt − c2∇2u+m u = 0
This is the (real) Klein-Gordon equation. Thus the Klein-Gordon equation is
variational.
This is all fine, you might say, but where did the functionals in examples 9-11
come from? Is there some practical, useful, general method for deciding if a
given (system of) differential equations is variational and find an appropriate
functional if they are variational?
Sadly, no such general method exists. The functionals must be constructed
by trial and error.
4.3.2 Complex valued functions
Many important equations in theoretical physics and applied mathematics
involve complex valued functions. The prime example is of course the quantum
mechanical Schro¨dinger equation.
In order to decide whether such equations are variational or not, we need to
extend the calculus of variation to functions whose values are complex.
Example 12. Let us consider the complex second order differential equation
Att = |A|2 A A(t) ∈ C. (57)
Introduce the real and imaginary parts of A
A(t) = u(t) + i v(t). (58)
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Inserting (58) into (77), we get
utt + i vtt = (u
2 + v2) (u+ i v).
Separating real and imaginary parts we get two coupled real equations
utt = (u
2 + v2) u, (59)
vtt = (u
2 + v2) v.
Consider the functional
T (u, v) =
∫ t1
t0
dt (
1
2
u2t +
1
2
v2t +
1
4
u4 +
1
2
u2 v2 +
1
4
v4). (60)
The Lagrangian is
L =
1
2
u2t +
1
2
v2t +
1
4
u4 +
1
2
u2 v2 +
1
4
v2, (61)
and the corresponding Euler-Lagrange equations are
∂L
∂u
− d
dt
(
∂L
∂ut
) = 0,
m
u3 + v2 u− utt = 0,
m
utt = (u
2 + v2) u,
∂L
∂v
− d
dt
(
∂L
∂vt
) = 0,
m
v3 + u2 v − vtt = 0,
m
vtt = (u
2 + v2) v.
This shows that (59) is variational with the corresponding functional defined
in (60). We could now define a complex equation like (77) to be variational if
the system of real equations we get when separating into real and imaginary
parts is variational. It would however be better if we could define what it means
for a complex equation to be variational without first separating it into real and
imaginary parts.
Observe that the Lagrangian (78) can be written more compactly as
L =
1
2
u2t +
1
2
v2t +
1
4
(u2 + v2)2. (62)
We have
u+ i v = A, u− i v = A∗,
u =
1
2
(A+A∗), v =
1
2i
(A−A∗). (63)
95
Inserting (63) into the Lagrangian (79), we get
L =
1
8
(At +A
∗
t )
2 − 1
8
(At −A∗t )2
+
1
4
(A A∗)2
=
1
8
A2t +
1
4
At A
∗
t +
1
8
A∗2t −
1
8
A2t +
1
4
At A
∗
t
− 1
8
A∗2t +
1
4
A2 A∗2
=
1
2
At A
∗
t +
1
4
A2 A∗2.
Since a factor of 2 makes no difference for the Euler-Lagrange equation, we might
as well use the Lagrangian
L = At A
∗
t +
1
2
A2 A∗2. (64)
In this Lagrangian density, A is the only dependent variable. A∗ is of course
calculated by taking the complex conjugate of A. However let us disregard this
fact and assume that A and A∗ can be varied independently.
Then, any functional of the form
T (A,A∗) =
∫ t1
t0
dt L(A,A∗, At, A∗t ),
for some Lagrangian L, will in the usual way lead to Euler-Lagrange equations
∂L
∂A∗
− d
dt
(
∂L
∂A∗t
) = 0,
∂L
∂A
− d
dt
(
∂L
∂At
) = 0.
For our particular Lagrangian (64) we have
∂L
∂A
= A A∗2,
∂L
∂At
= A∗t ,
∂L
∂A∗
= A2 A∗,
∂L
∂A∗t
= At.
The Euler-lagrange equations are thus
A A∗2 −A∗tt = 0,
m
A∗tt = |A|2 A∗,
A2 A∗ −Att = 0,
m
Att = |A|2 A,
which are our original equation (77) and its complex conjugate.
Thus following this formal procedure, where we assume that A and A∗ can be
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varied independently, we have again proved that (77) is variational, and we have
done this without separating the problem into real and imaginary parts.
This procedure will always work and its conclusions are equivalent to what
we get by separating into real and imaginary part.
However, an important caveat is that we must use this formal procedure only
Lagrangians that are real valued. We must thus always make sure that
L∗ = L
Example 13. Consider the functional
T (A,A∗) =
∫
D
dx dy
∫ t1
t0
dt L(A,A∗, At, A∗t , Ax, A∗x, Ay, A∗y),
where L = L∗. Following the procedure from example 10 with dependent
variables A and A∗ we get the Euler-Lagrange equations
∂L
∂A
− ∂t( ∂L
∂At
)− ∂x( ∂L
∂Ax
)− ∂y( ∂L
∂Ay
) = 0,
∂L
∂A∗
− ∂t( ∂L
∂A∗t
)− ∂x( ∂L
∂A∗x
)− ∂y( ∂L
∂A∗y
) = 0. (65)
As a matter of fact, we only need one of the equations (65) since the first one is
just the complex conjugate of the second one.
Her we choose to use the second equation. Consider the special Lagrangian
density
L = At A∗t − c2 Ax A∗x − c2 Ay A∗y −m A A∗. (66)
We have
∂L
∂A∗
= −m A, ∂L
∂A∗t
= At,
∂L
∂A∗x
= −c2 Ax, ∂L
∂A∗y
= −c2 Ay,
and the Euler -Lagrange equation is
−m A−Att + c2 Axx + c2 Ayy = 0,
m
Att − c2 ∇2A+m A = 0.
This shows that the 2D complex Klein-Gordon equation is variational with
Lagrangian density defined in (85). The same is true for the 1D and 3D cases.
Example 14. Consider a Lagrangian density
L = i ~
2
(ψ∗ ψt − ψ ψ∗t )−
~2
2m
(ψx ψ
∗
x + ψy ψ
∗
y)− V (x, y) ψ ψ∗. (67)
We evidently have L = L∗. Observe that
∂L
∂ψ∗
= i
~
2
ψt − V ψ, ∂L
∂ψ∗t
= −i ~
2
ψ,
∂L
∂ψ∗x
= − ~
2
2m
ψx,
∂L
∂ψ∗y
= − ~
2
2m
ψy,
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and the Euler-Lagrange equation is
i
~
2
∂tψ − V ψ − ∂t(−~
2
i ψ)
−∂x(− ~
2
2m
ψx)− ∂y(− ~
2
2m
ψy) = 0,
m
i ~ ∂tψ = − ~
2
2m
∇2ψ + V ψ.
This shows that the Scho¨dinge equation is variational with Lagrangian density
defined in (87). It is easy to show that the stationary Scho¨dinger equation is
also variational.
4.4 Noether’s Theorem
Noether’s theorem creates a one-to-one correspondence between conserved quan-
tities of variational equations and symmetries of the corresponding functionals.
The theorem was proved by the mathematician Emmy Noether in 1915. It
has been described as:
”One of the most important mathematical theorems ever proved in guiding
the development of modern physics”
4.4.1 One dependent variable
Let us introduce the theorem in the simplest possible context. We consider a
functional of the form
T (y) =
∫ t1
t0
dt L(t, y, y′). (68)
Let us consider some variation
y → y +  η, (69)
where η = η(t) now is some specific function. Inserting (69) into (68) we get
T (y +  η) =
∫ t1
t0
dt L(t, y +  η, y′ +  η′)
=
∫ t1
t0
dt {L(t, y, y′) + ∂L
∂y
 η +
∂L
∂y′
 η′}+O(2)
= T (y) + 
∫ t1
t0
dt {∂L
∂y
η +
∂L
∂y′
η′}+O(2).
We now introduce the key idea of invariance.
The functional T (y) is invariant under the variation (69) if there exists a function
F (t) such that
∂L
∂y
η +
∂L
∂y′
η′ =
dF
dt
. (70)
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If F = 0 we say that the Lagrangian L is invariant.
Let us next consider a more general variation
y(t)→ y(t) + (t) η(t), (71)
where T is invariant with respect to the variation (69) and (t) is a function that
is numerically small, |(t)| << 1, vanishes at the boundary points t0 and t1, but
which is otherwise arbitrary. Inserting the variation (71) into the functional (68)
we get
T (y +  η) =
∫ t1
t0
dt L(t, y +  η, y′ +  η′ + ′ η)
=
∫ t1
t0
dt {L+  (∂L
∂y
η +
∂L
∂y′
η′) + η
∂L
∂y′
′}+O(2)
= T (y) +
∫ t1
t0
dt { dF
dt
− d
dt
(η
∂L
∂y
) }+O(2)
= T (y) +
∫ t1
t0
dt  {dF
dt
− d
dt
(η
∂L
∂y′
)}+O(2)
= T (y) +
∫ t1
t0
dt 
dj
dt
+O(2), (72)
where we have used (70) in line three, and where the Noether current j(t) is
defined to be
j = F − η ∂L
∂y′
. (73)
Equation (72) is true for any y(t). In particular it is true for a y(t) that is a
stationary point for the functional T . But if y is stationary we must have
T (y + ˜ η˜) = T (y) +O(˜2), (74)
for any η˜ of order one and small number ˜.
If we let ˜ measure the size of (t) and define
η˜(t) =
(t)
˜
η(t),
then the variation (71) is exactly of the form
y(t)→ y(t) + ˜ η˜(t). (75)
Therefore when y is a stationary point for the functional T (y), we must from
(72) have ∫ t1
t0
dt (t)
dj
dt
= 0, (76)
and this holds for all (t) that vanishes on the boundaries. The fundamental
lemma then implies that
dj
dt
= 0,
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or in other words, the Noether current corresponding to an invariant for a
functional is conserved for any stationary point of the functional. Such stationary
y(t)’s satisfy, as we recall, the Euler- Lagrange equations corresponding to the
functional. This is one instance of Noethers theorem
Example 15. Let us consider a functional
T (y) =
∫ t1
t0
dt L(y, y′),
thus L does not depend explicitly on t.
We now consider an infinitesimal translation of the variable t
t→ t+ . (77)
The translation (96) induces a corresponding variation of y(t) that we find using
Taylor’s formula
y(t)→ y(t+ ) = y(t) +  y′(t) + ... . (78)
Thus we have a variation of the form (69) with η(t) = y′(t).
Observe, that using this particular variation we have
∂L
∂y
η +
∂L
∂y′
η′ =
∂L
∂y
y′ +
∂L
∂y′
y′′
=
∂L
∂t
+
∂L
∂y
y′ +
∂L
∂y′
y′′ =
dL
dt
.
Thus the functional is invariant under the variation (78) because L does not
depend explicitly on t.
The conserved Noether current corresponding to the variation (78) is then from
(73)
j = L− y′ ∂L
∂y′
.
Let us verify directly that j is indeed conserved. Using the Euler-Lagrange
equations we have
dj
dt
=
∂L
∂y
y′ +
∂L
∂y′
y′′ − y′′ ∂L
∂y′
− y′ d
dt
(
∂L
∂y′
)
= y′ (
∂L
∂y
− d
dt
(
∂L
∂y′
)) = 0.
Example 16. The motion of a mass-point m under the influence of a conserva-
tive, time invariant force
F = −∂V
∂x
, V = V (x),
is determined by Newton’s law
m x′′ = −∂V
∂x
.
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We have seen that this equation is variational with Lagrangian
L =
1
2
m x′2 − V (x), (79)
and we observe that L is invariant under time translation because V does not
depend on time.
By applying the general result from example 15, we have the following conserved
Noether current
j = L− x′ ∂L
∂x′
=
1
2
m x′2 − V (x)−m x′2
= −(1
2
m x′2 + V (x)) = −E(t),
where E(t) is the total energy of the mass-point.
Thus the energy is conserved because the Lagrangian (79) of the action functional
does not depend on time and is thus invariant under time translation.
This link between energy conservation and invariance under time translation
for the Lagrangians holds in general.
The reason why energy conservation plays such a prominent role in our
description of nature is because we insist that our natural laws should look
the same for all observers, even if they live at different times. Thus, energy
conservation is not actually a part of nature, but is rather a consequence of how
we choose to describe nature.
4.4.2 Several dependent variables
Let us next consider the case when we have several dependent variables
T (y1, y2, ..., yn) =
∫ t1
t0
dt L(t, y1, ..., yn, y
′
1, ..., y
′
n). (80)
We introduce a variation
yi → yi +  ηi i = 1, ..., n , (81)
where ηi = ηi(t) is a specific set of n functions and  << 1.
Inserting the variation (81) into the functional (80) we get
T (y1 +  η1, ..., yn +  ηn)
=
∫ t1
t0
dt L(t, y1 +  η1, ..., yn +  ηn, y
′
1 +  η
′
1, ..., y
′
n +  η
′
n)
=
∫ t1
t0
dt {L(t, y1, ..., yn, y′1, ..., y′n) +
∂L
∂y1
 η1 + ...+
∂L
∂yn
 ηn
+
∂L
∂y′1
 η′1 + ...+
∂L
∂y′n
 η′n}+O(2)
= T (y1, ..., yn) + 
∫ t1
t0
dt { ∂L
∂y1
η1 + ...+
∂L
∂yn
ηn +
∂L
∂y′1
η′1
+ ...+
∂L
∂y′n
η′n}+O(2).
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We now define the functional T to be invariant under the variation (81) if there
exists a function F (t) such that
∂L
∂y1
η1 + ...+
∂L
∂yn
ηn +
∂L
∂y′1
η′1 + ...+
∂L
∂y′n
η′n =
dF
dt
. (82)
If F = 0 we say that the Lagrangian L is invariant.
Let us next introduce the more general variation
yi(t)→ yi(t) + (t) ηi(t) (83)
where the functions (t) satisfies the properties preceding (72).
Inserting the variation (83) into the functional (80) we get
T (y1 +  η1, ..., yn +  ηn)
=
∫ t1
t0
dt L(t, y1 +  η1, ..., yn +  ηn, y
′
1
+  η′1 + 
′ η1, ..., y′n +  η
′
n + 
′ ηn)
=
∫ t1
t0
dt {L(t, y1, ..., yn, y′1, ..., y′n) + (t) {
∂L
∂y1
η1 +
∂L
∂y′1
η′1
+ ...+
∂L
∂yn
ηn +
∂L
∂y′n
η′n}+ ′(t){η1
∂L
∂y′1
+
...+ ηn
∂L
∂y′n
}+O(2)
= T (y1, ..., yn) +
∫ t1
t0
dt (t) {dF
dt
− d
dt
(η1
∂L
∂y′1
+
...+ ηn
∂L
∂y′n
)}+O(2)
= T (y1, ..., yn) +
∫ t1
t0
dt (t)
dj
dt
+O(2),
where the Noether current is
j = F − η1 ∂L
∂y′1
− ...− ηn ∂L
∂y′n
(84)
By an argument identical to (74)-(76) we conclude that the Noether current is
conserved
dj
dt
= 0,
for any solutions to the Euler - Lagrange equations
∂L
∂yi
− d
dt
(
∂L
∂y′i
) = 0 i = 1, ..., n .
This is Noether’s theorem for the functional (80)
Example 17. Let us assume that the Lagrangian L, does not depend explicitly
on time. It is thus invariant under an infinitesimal time translation
t→ t+ 
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The infinitesimal time translation induce, like in (78), variations of the form
yi(t)→ yi(t) +  y′i(t), (85)
and we observe that the functional (80) is invariant under the variation (85)
∂L
∂y1
η1 + ...+
∂L
∂yn
ηn +
∂L
∂y′1
η′1 + ...+
∂L
∂y′n
η′n
=
∂L
∂y1
y′1 + ...+
∂L
∂yn
y′n +
∂L
∂y′1
y′′1 + ...+
∂L
∂y′n
y′′n
=
dL
dt
.
Thus we have the following conserved Noether current.
j = L − y′1
∂L
∂y′1
− ...− y′n
∂L
∂y′n
. (86)
Example 18. In example 5 we discussed the action principle for systems of
mass points moving under the influence of conservative forces.
T (x1, ...,xn) =
∫ t1
t0
dt L(t,x1, ...,xn,x
′
1, ...,x
′
n),
where the Lagrangian is
L =
1
2
n∑
i=1
mi x
′2
i − V (t,x1, ...,xn). (87)
Let us assume that the potential does not depend explicitly on time. Then the
Lagrangian (87) is invariant with respect to translation of time and according to
(86) we have the following conserved Noether current.
j = L−
n∑
i=1
x′i ·
∂L
∂x′i
=
1
2
n∑
i=1
mi x
′2
i − V −
n∑
i=1
mi x
′2
i
= −(1
2
n∑
i=1
mi x
′2
i + V ) = −E,
where E is the total energy of the system of mass-points.
Thus, we see again that energy conservation exists because we insist on natural
laws that appear the same for all observers, independently of when they live.
Let us next assume that the Lagrangian in the functional (80) is invariant
with respect to the variation
yi(t)→ yi(t) +  ai ai ∈ R i = 1, ..., n .
Since it is the Lagrangian that is invariant we have that F = 0 in definition (82),
and according to (84) we have the conserved Noether current
j =
∑
i
ai
∂L
∂y′i
. (88)
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Example 19. We return to the system of mass-points with Lagrangian
L =
1
2
n∑
i=1
mi x
′2
i − V (t,x1, ...,xn).
Let us assume that the potential is invariant under a translation
xi → xi +  ai,
then the Lagrangian is invariant under the variation
xi(t)→ xi(t) +  ai, (89)
and we get, according to (88), the conserved Noether current
j = −
∑
i
ai · ∂L
∂x′i
= −
∑
i
mi ai · x′i.
The most common situation is when ai = a ∀i. For this case the Noether
current is
j = −a ·
∑
i
mi x
′
i.
Thus the component of the total momentum in the direction of a is conserved. If
the invariance (89) holds for three vectors a,b, c, that span R3, we can conclude
that the total momentum of the system of mass points is conserved
P =
∑
i
mi x
′
i.
This conservation law holds for example if the potential only depends on differ-
ences of the vectors xi.
In this case, the laws of motion for mass-points looks the same for all observers,
independently of where in space they are located.
This invariance with respect to location in space is something we choose to
impose on all our fundamental natural laws. The consequence of this choice is
that we will have conservation of momentum
Example 20. Let us assume that the potential for a system of mass-points is
invariant under rotation of coordinates around some axis k.
Recall that rotations of an angle θ around some axis k can be written in the
following way
x→ x cos θ + (k× x) sin θ + k (k · x) (1− cos θ).
This is Rodrigue’s formula. For an infinitesimal rotation angle we get
x→ x + (k× x). (90)
The rotation of coordinates (90), induces a corresponding variation
xi(t)→ xi(t) +  (k× xi(t)).
104
Since the Lagrangian is conserved by this variation we have F = 0 in (82) and
the conserved Noether current is from (84)
j = −
n∑
i=1
(k× xi) · ∂L
∂x′i
= −
n∑
i=1
(k× xi) · (mi x′i)
= −
n∑
i=1
k · (xi ×mi x′1)
= −k ·
n∑
i=1
xi ×mi x′i = −k · L,
where L is the total angular momentum of the system of mass-points.
Thus, if the Lagrangian is invariant with respect to rotations around some axis
k, then the component of the total angular momentum along k is conserved.
If the system is invariant with respect to rotations around three separate axes,
that together span R3, the total angular momentum is conserved. This is for
example true if the Lagrangian is invariant with respect to all possible rotations
in R3.
Like for the location in time and space, this invariance with respect to
direction, it is called isotropy, is something we choose to impose on all our
natural laws.
The consequence of this choice is that we will have conservation of angular
momentum.
Our natural laws in general involve fields and partial differential equations.
Maxwell’s equations for the electromagnetic field is an example that comes to
mind.
In all these cases, invariance with respect to location in space and time and
with respect to direction in space will lead to conserved Noether currents that
we, by convention, call energy, momentum and angular momentum.
4.4.3 Several independent variables
We consider a functional of the form
T (u) =
∫
D
dx dy L(x, y, u, ux, uy) (91)
Let us consider a variation
u(x, y)→ u(x, y) +  η(x, y) (92)
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Where η is some specific function. Inserting (92) into (91) we get
T (u+  η) =
∫
D
dx dy L(x, y, u+  η, ux +  ηx, uy +  ηy)
=
∫
D
dx dy {L(x, y, u, ux, uy) + ∂L
∂u
 η +
∂L
∂ux
 ηx
+
∂L
∂uy
 ηy}+O(2)
= T (u) + 
∫
D
dx dy {∂L
∂u
η +
∂L
∂ux
ηx +
∂L
∂uy
ηy}+O().
The functional (91) is said to be invariant under the variation (92), if there exists
functions F1(x, y), F2(x, y) such that
∂L
∂u
η +
∂L
∂ux
ηx +
∂L
∂uy
ηy = ∂xF1 + ∂yF2 (93)
If F1 = F2 = 0 we say that the Lagrangian density L, is invariant under the
variation (92).
Let us now assume that the functional T is invariant under a variation of
the form (92) for some specific choice of η(x, y). Using this η(x, y), we consider
the more general variation
u(x, y)→ u(x, y) + (x, y) η(x, y), (94)
where (x, y) is a numerically small function that vanished on the boundary of
D but is otherwise arbitrary. Inserting (94) into the functional (91) we get
T (u+  η) =
∫
D
dx dy L(x, y, u+  η,ux +  ηx + x η, uy +  ηy + y η)
=
∫
D
dx dy{L(x, y, u, ux, uy) + ∂L
∂u
 η +
∂L
∂ux
( ηx + x η)
+
∂L
∂uy
( ηy + y η)}+O(2)
= T (u) +
∫
D
dx dy {(∂L
∂u
η +
∂L
∂ux
ηx +
∂L
∂uy
ηy)
+ η
∂L
∂ux
x + η
∂L
∂uy
y}+O(2)
= T (u) +
∫
D
dx dy { (∂xF1 + ∂xF2)− ∂x (η ∂L
∂ux
) 
− ∂y(η ∂L
∂uy
) }+O(2), (95)
where we have used the divergence theorem and the boundary conditions on  in
addition to the definition (93) of invariance of T with respect to the variation
(92).
Thus from (95) we have
T (u+  η) = T (u) +
∫
D
dx dy  {∂xj1 + ∂yj2}+O(2), (96)
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where the Noether current j = (j1, j2) is
j1 = F1 − η ∂L
∂ux
,
j2 = F2 − η ∂L
∂uy
. (97)
Equation (96) holds for all u. If u is extremal, all variations of T (u) vanish, in
particular they vanish for variations of the form (94). Using a 2D version of the
fundamental lemma we conclude that the Noether current satisfies
∂xj1 + ∂yj2 = 0. (98)
This kind of identity is in general called a conservation law.
Example 21. In example 9 we discussed the functional
T (u) =
∫∫
D
dx dy
{
1
2
u2x +
1
2
u2y
}
.
The Lagrangian density L, is here
L = 1
2
u2x +
1
2
u2y,
and we found that the corresponding Euler-Lagrange equation is the Laplace
equation
uxx + uyy = 0.
Observe that L invariant under the variation
u(x, y)→ u(x, y) + .
Thus η = 1 and the components of the Noether current are
j1 = − ∂L
∂ux
= −ux,
j2 = − ∂L
∂uy
= −uy.
The conservation law (98) is thus
∂xj1 + ∂yj1 = 0,
m
uxx + uyy = 0.
This conserved current does not tell us anything new since it’s conservation law
is just the Laplace equation itself.
We also observe that L is independent of x and y.
Let us consider an arbitrary infinitesimal translation in the plane
x→ x+  a, (99)
y → y +  b,
a2 + b2 = 1.
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Thus n = (a, b) is a unit vector determining the direction of the translation. The
infinitesimal translation (99) induces the following variation in u
u(x, y)→ u(x, y) +  (a ux + b uy).
Observe that
∂L
∂u
(a ux + b uy) +
∂L
∂ux
(a uxx + b uxy) +
∂L
∂uy
(a uxy + b uyy)
= a (
∂L
∂u
ux +
∂L
∂ux
uxx +
∂L
∂uy
uxy)
= b (
∂L
∂u
uy +
∂L
∂ux
uxy +
∂L
∂uy
uyy)
= ∂x(a L) + ∂y(b L),
since L does not depend explicitly on x and y.
Thus from (93) we conclude that
F1 = a L, F2 = b L,
and the components of the Noether current are
j1 = a L − (a ux + b uy) ∂L
∂ux
= a L − (a ux + b uy) ux,
j2 = b L − (a ux + b uy) ∂L
∂uy
= b L − (a ux + b uy) uy,
and thus the conservation law (98) is
∂xj1 + ∂yj2 = 0
m
a ∂x(
1
2
u2x +
1
2
u2y)− ∂x(a u2x + b ux uy)
+b ∂y(
1
2
u2x +
1
2
u2y)− ∂y(a ux uy + b u2y) = 0
m
a ux uxx + a uy uxy − 2 a ux uxx − b uxx uy
−b ux uxy + b ux uxy + b uy uyy
−a uxy uy − a ux uyy − 2 b uy uyy = 0
m
−(a ux + b uy) (uxx + uyy) = 0. (100)
The conservation law (100) clearly holds for any solution to the Laplace equation
and does not tell us anything new.
Example 22. From example 10 we have seen that the 1D wave equation is the
Euler-Lagrange equation for the functional
T (u) =
∫ x1
x0
dx
∫ t1
t0
dt {1
2
u2t −
1
2
c2 u2x}.
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We introduce an infinitesimal time translation
t→ t+ ,
and this induces a variation of the form
u(t, x)→ u(t, x) +  ut(t, x).
For this variation η = ut and we have
∂L
∂u
η +
∂L
∂ut
ηt +
∂L
∂ux
ηx
= ut (utt) + (−c2 ux) uxt
= ut utt − c2 ux uxt
= ∂t(
1
2
u2t −
1
2
c2 u2x),
and thus, according to (93), the functional T is invariant with
F1 =
1
2
u2t −
1
2
c2 u2x,
F2 = 0.
The components of the conserved Noether current are according to (97)
j1 =
1
2
u2t −
1
2
c2 u2x − ut ut
= −(1
2
u2t +
1
2
c2 u2x),
j2 = −ut (−c2 ux) = c2 ut ux,
and the conservation law is
∂tj1 + ∂xj2 = 0. (101)
Inserting the expressions for the components of the Noether current, we find the
following form for the conservation law.
ut(utt − c2uxx) = 0.
This is clearly satisfied for any solution to the wave equation. In order to see
why it is natural to call equation (101), for the Noether current, a convervation
law, define
E(t) = −
∫ x1
x0
dx j1(t, x).
For E(t) we have
dE
dt
= −
∫ x1
x0
dx ∂tj1 =
∫ x1
x0
dx ∂xj2 = j2|x1x0 . (102)
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Let us assume that u satisfies one of the following boundary conditions
u(t, x0) = u(t, x1) = 0, Dirichlet
ux(t, x0) = ux(t, x1) = 0, Neumann
x0 = −∞, x1 = +∞, and u(x, t) vanish at ±∞
If this the case we, conclude that
dE
dt
= 0,
m
E = const,
and thus
E =
∫ x1
x0
dx (
1
2
u2t +
1
2
c2 u2x),
is a conserved quantity for any solution to the wave equation.
It is in general true that, whenever we have a functional of time dependent fields,
and the Lagrangian of the functional does not depend explicitly on time, the
space integral of the time component of the Noether current will be a conserved
quantity for appropriate boundary conditions at the spatial boundary. Inspired
by the situation for systems of mass points, we define the space integral of the
time component of the Noether current to be the total energy of the system of
time dependent fields.
The time component of the Noether current is defined to be the energy
density and the space component(s) are called the energy flux density.
Thus for the current example the energy density is
e =
1
2
u2t +
1
2
c2 u2x, (103)
and the energy flux density is
f = c2 ut ux.
Actually, here e = −j1. We use a standard sign convention that ensures that
the energy density is positive.
In some cases the formula for the energy density of a field system is known
from physical modelling. In all such cases the energy density derived from
the modeling is equal or proportional to the energy density defined using time
translation invariance and Noethers theorem.
For the current example we know that the 1D wave equation is a model for
small vibrations of a string. With respect to this example we recognize the first
term in (103) to be proportional to the kinetic energy, K, and the second term
to be proportional to the potential energy, V , of a small piece of the string.
Thus for this example we clearly we have
e ∝ K + V.
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Let us next introduce an infinitesimal space translation
x→ x+ .
This introduces a variation of the form
u(t, x)→ u(t, x) +  ux(t, x).
For this variation η = ux and we have
∂L
∂u
η +
∂L
∂ut
ηt +
∂L
∂ux
ηx
= ut uxt + (−c2 ux) uxx
= ut uxt − c2 ux uxx
= ∂x(
1
2
u2t −
1
2
c2 u2x),
and thus according to (93), the functional T is invariant with
F1 = 0,
F2 =
1
2
u2t −
1
2
c2 u2x,
The components of the conserved Noether current are according to (97)
j1 = −ux ut,
j2 =
1
2
u2t −
1
2
c2 u2x − ux (−c2 ux)
=
1
2
u2t +
1
2
c2 u2x,
and we get the conservation law
∂t(−ut ux) + ∂x(1
2
u2t +
1
2
c2 u2x) = 0.
This holds for any solution to the wave equation. Let us verify this directly
∂t(−ut ux) + ∂x(1
2
u2t +
1
2
c2 u2x)
= −utt ux − ut uxt + ut uxt + c2 ux uxx
= −ux (utt − c2 uxx) = 0.
Defining
P =
∫ x1
x0
dx (−ut ux)
We get, with the same caveat about boundary conditions as after (102),
dP
dt
=
∫ x1
x0
dx ∂t(−ut ux)
= −
∫ x1
x0
dx ∂x(
1
2
u2t +
1
2
c2 u2x)
= −(1
2
u2t +
1
2
c2 u2x)|x1x0 = 0,
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and thus P is a conserved quantity for the wave equation. Since this conservation
law comes from the space translation through the use of Noether’s theorem, the
time component of the Noether current is defined to be the momentum density
and the spatial component is defined to be the momentum flux density.
Let us next consider functionals of the form
T (u) =
∫
D
dx dy
∫ t1
t0
dt L(t, x, y, u, ut, ux, uy). (104)
Following the by now familiar procedure, we define (104) to be invariant under
a variation
u(t, x, y)→ u(t, x, y) +  η(t, x, y),
if there exists functions F1, F2 and F3 such that
∂L
∂u
η +
∂L
∂ut
ηt +
∂L
∂ux
ηx +
∂L
∂uy
ηy = ∂tF1 + ∂xF2 + ∂yF3.
The conserved Noether current components are
j1 = F1 − η ∂L
∂ut
, (105)
j2 = F2 − η ∂L
∂ux
,
j3 = F3 − η ∂L
∂uy
,
and the conservation law is
∂tj1 + ∂xj2 + ∂yj3 = 0.
This is Noether’s theorem for the functional (104).
Example 23. The 2D wave equation has been seen, in example 10, to be
variational with Lagrangian
L = 1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y.
This Lagrangian density is translation invariant with respect to time and space
and this will lead to conserved Noether currents whose spatial integral of the
time component of the current will be the total energy and the total momentum.
Let us start with time translation
t→ t+ ,
which leads to the variation
u(t, x, y)→ u(t, x, y) +  ut(t, x, y).
In a calculation entirely similar to the one in example 22 we find that the
functional i invariant with F1 = L, F2 = F3 = 0.
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The components of the Noether current are then from (105)
j1 =
1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y − ut (ut)
= −(1
2
u2t +
1
2
c2 u2x +
1
2
c2 u2y),
j2 = −ut (−c2 ux) = c2 ut ux,
j3 = −ut (−c2 uy) = c2 ut uy,
and the conservation law is
∂tj1 + ∂xj2 + ∂yj3 = 0.
Defining the energy density to be
e =
1
2
u2t +
1
2
c2 u2x +
1
2
c2 u2y,
and the energy flux density to be
f = −c2 ut ∇u,
where ∇ is the 2D gradient operator, we have
∂te+∇ · f = 0. (106)
For the total energy inside a domain D ⊂ R2 we have
E =
∫
D
dx dy e,
and using (106) we get
dE
dt
=
∫
D
dx dy ∂te = −
∫
D
dx dy ∇ · f
= −
∫
∂D
dl f · n (107)
The sign convention chosen for f ensures that f · n > 0 means that energy is
leaving the domain D.
Figure 29: The integration domain for the functional and convention for unit
normal on the boundary
This convention is standard. Equation (107) clearly expresses conservation of
energy; the only way energy can change in D is if energy is escaping across the
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boundary. If the flux is zero on ∂D, which would happen if for example u|D = 0,
or if D = R2 and solutions decay at infinity, we get conservation of total energy
d
dt
∫
D
dx dy {1
2
u2t +
1
2
c2 u2x +
1
2
c2 u2y} = 0.
Let us next look at translation along a direction a = (a, b), a2 + b2 = 1
x = (x, y)→ x +  a.
The corresponding variation is clearly
u(t, x, y)→ u(t, x, y) + (a ux + b uy),
and for this variation we have
∂L
∂u
η +
∂L
∂ut
ηt +
∂L
∂ux
ηx +
∂L
∂uy
ηy
=
∂L
∂ut
(a uxt + b uyt) +
∂L
∂ux
(a uxx + b uxy) +
∂L
∂uy
(a uxy + b uyy)
= a (
∂L
∂ut
uxt +
∂L
∂ux
uxx +
∂L
∂uy
uxy)
+ b (
∂L
∂ut
uyt +
∂L
∂ux
uyx +
∂L
∂uy
uyy)
= a ∂xL+ b ∂yL.
So the functional is invariant with F1 = 0, F2 = a L, F3 = b L. The components
of the Noether current are from (105)
j1 = −(a ux + b uy) ut = −ut (a ux + b uy),
j2 = a (
1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y)− (a ux + b uy) (−c2 ux)
= a
1
2
u2t − a
1
2
c2 u2x − a
1
2
c2 u2y + a c
2 u2x + b c
2 ux uy
=
1
2
a u2t +
1
2
a c2 u2x −
1
2
a c2 u2y + b c
2 ux uy,
j3 = b (
1
2
u2t −
1
2
c2 u2x −
1
2
c2 u2y)− (a ux + b uy) (−c2 uy)
=
1
2
b u2t −
1
2
b c2 u2x +
1
2
b c2 u2y + a c
2 ux uy,
and the conservation law is
∂tj1 + ∂xj2 + ∂yj3 = 0,
and looks kind of messy. However, if we introduce a vector P and a Cartesian
tensor f of rank 2 by
P = ut ∇u,
f = c2 ∇u∇u− 1
2
c2 Tr(∇u∇u) I + 1
2
u2t I,
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where I is the identity matrix, we can write the conservation law as
∂ta ·P +∇ · (a · f) = 0. (108)
The argument leading up to (108) is true for all vectors a. Therefore we have
the conservation law
∂tP +∇ · f = 0. (109)
By definition, P is the momentum density and f is the momentum flux density.
The total momentum inside some domain D is
P =
∫
D
dx dy P,
and from (??) we get
dP
dt
=
∫
D
dx dy ∂tP = −
∫
∂D
dl f · n. (110)
All of this can be generalized to the 3D wave equation. Then (110) will involve
a surface integral of the momentum flux over a 2D surface ∂D bounding a 3D
domain D ⊂ R3.
Formula (110), and formulas like it for other field systems, have important
practical applications.
Let us for example assume that an object, filling a domain D ⊂ R3, is
embedded in a wave field satisfying the 2D-wave equation. Let us apply formula
(110) to R2 −D and assume that the wave field is localized so that we get no
contribution from the boundary at infinity. The only boundary to R2 −D is
then ∂D. The outward normal to R2 −D points into D
Figure 30:
Since total momentum is conserved, we know that momentum lost from R3 −D
to D through the boundary ∂D, must be gained by D. Similarly momentum
gained by R−D must be lost by D.
If Q is the total momentum inside D we thus have, using (110), that
dQ
dt
= −dP
dt
=
∫
∂D
dl f · n = −
∫
∂D
dl f · s,
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where now s = −n is the normal to ∂D pointing out of D.
Recall that change of momentum per. unit time is in fact force. Thus the force,
F = dQdt , acting on the embedded object D in the wave field is
F = −
∫
∂D
dl f · s.
This is an important result since it allows us, for example, to calculate the
surface-wave induced mechanical forces on ship hulls and stationary structures
like oil platforms or structures that generate electric power from surface waves.
We end our exposition of the calculus of variation and Noether’s theorem
here. This is not because this is the end of the story for Noether’s theorem.
For Noether’s theorem, and also for the calculus of variations, we have barely
scratched the surface. Beyond these notes there is a whole universe to explore.
4.5 Exercises
1. Find all extremals for the functional
I(y) =
∫ t1
t0
dtet
√
1 + (y′)2
2. Find the unique extremal for
I(y) =
∫ 1
0
dt(y′2 − y2 + 2ty)
satisfying the constrains y(0) = 0, y(1) = 1.
3. Show that there is no extremal for the functional
I(y) =
∫ 1
−1
dtt4(y′)2
that satisfy the constraints y(−1) = −1, y(1) = 1.
4. Find a unique smooth extremal for
I(y) =
∫ 3
2
dty2(1− y′)2
that satisfy the constraints y(2) = 1, y(3) =
√
3.
5. Derive the Euler-Lagrange equation for a functional of the general form
I(y) =
∫ t1
t0
dtL(t, y, y′, y′′)
Find the unique extremal to the functional
I(y) =
∫ 1
0
dt(y′′)2
that satisfy the constraints
y(0) = y′(0) = 0
y(1) = y′(1) = 0
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6. Find the extremals for the functional
I(y) =
∫ 1
0
dt(y′′)2
subject to the constraints
J(y) =
∫ 1
0
dty = L
and y(0) = 0, y(1) = 2, y′(0) = 1, y′(1) = −1.
7. Find the extremals of the functional
I(y) =
∫ 1
0
dt(y′)2
subject to the constraints
J1(y) =
∫ 1
0
dty = 2
J2(y) =
∫ 1
0
dtyt =
1
2
and y(0) = y(1) = 0.
8. On page 94 in these lecture notes, we discussed extremals of real valued
functionals whose domain of definition consisted of a complex valued
function A. We argued that the Euler-Lagrange equations could be found
by varying the field A and it’s complex conjugate A∗ as if they were
independent variables. Let us consider such functionals of the form
I(A,A∗) =
∫ t0
t0
dtL(t, A,A∗, At, A∗t ) (111)
Show that the Euler-Lagrange equations for this type of functional are
∂L
∂A
− d
dt
(
∂L
∂At
)
= 0
∂L
∂A∗
− d
dt
(
∂L
∂A∗t
)
= 0
Since these two equations are complex conjugate of each other we only
need one of them. Find the Euler-Lagrange equations corresponding to
the functionals
a)
I(A,A∗) =
∫ t0
t0
dt(AtA
∗
t +AA
∗AA∗) (112)
b)
I(A,A∗) =
∫ t0
t0
dt(
1
2
i(AA∗t −A∗At) +
1
2
AA∗AA∗) (113)
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9. A functional of the type (111) is said to be invariant under variations of
the form
A(t) 7→ A(t) + εη(t) (114)
A∗(t) 7→ A∗(t) + εη(t)
if there exists a function F (t) such that
∂L
∂A
η +
∂L
∂A∗
η∗ +
∂L
∂At
ηt +
∂L
∂A∗t
η∗t =
dF
dt
If F = 0 we say that the Lagrangian is invariant. Show that the conserved
Noether current corresponding to the variation (114) is
j = F − η ∂L
∂At
− η∗ ∂L
∂A∗t
Show that the Lagrangian in both functionals (112) and (113) are invariant
under an infinitesimal rotation of the complex phase of A.
A(t) 7→ A(t) + iεA(t) (115)
A∗(t) 7→ A∗(t)− iεA∗(t)
Find the conserved Noether current corresponding to the variation (115)
for the two functionals (112) and (113) and show directly using the Euler-
Lagrange equations that the Noether currents are indeed conserved.
10. Consider real valued functionals of the form
I(A,A∗) =
∫
D
dxdy
∫ t0
t0
dtL(t, A,A∗, At, A∗t , Ax, A∗x, Ay, A∗y) (116)
Show that the Euler-Lagrange equations for this functional are
∂L
∂A
− ∂t
(
∂L
∂At
)
− ∂x
(
∂L
∂Ax
)
− ∂y
(
∂L
∂Ay
)
= 0
∂L
∂A∗
− ∂t
(
∂L
∂A∗t
)
− ∂x
(
∂L
∂A∗x
)
− ∂y
(
∂L
∂A∗y
)
= 0
Find the Euler-Lagrange equation corresponding to the functional
I(A,A∗) =
∫
D
dxdy
∫ t0
t0
dt
(
AtA
∗
t − c2AxA∗x − c2AyA∗y −mAA∗
)
(117)
This equation is called the complex Klein-Gordon equation and describe,
among other things, charged spin-less elementary particles. In this context
m is the mass of the elementary particle.
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11. A functional of the type (116) is said to be invariant under variations of
the form
A(t, x, y) 7→ A(t, x, y) + εη(t, x, y) (118)
A∗(t, x, y) 7→ A∗(t, x, y) + εη∗(t, x, y)
if there exists functions Fj = Fj(t, x, y) for j = 1, 2, 3 such that
∂L
∂A
η +
∂L
∂A∗
η∗ +
∂L
∂At
ηt +
∂L
∂A∗t
η∗t +
∂L
∂Ax
ηx
+
∂L
∂A∗x
η∗x +
∂L
∂Ay
ηy +
∂L
∂A∗y
η∗y = ∂tF1 + ∂xF2 + ∂yF3
If F1 = F2 = F3 = 0, we say that the Lagrangian is invariant. Show that
the components of the Noether current corresponding to the variation (118)
are
j1 = F1 − η ∂L
∂At
− η∗ ∂L
∂A∗t
j2 = F2 − η ∂L
∂Ax
− η∗ ∂L
∂A∗x
j3 = F3 − η ∂L
∂Ay
− η∗ ∂L
∂A∗y
The conservation law for the Noether current is
∂tj1 + ∂xj2 + ∂yj3 = 0
12. Consider the following two functionals
I(ψ,ψ∗) =
∫
D
dxdy
∫ t0
t0
dt(
~
2
i(ψ∗ψt − ψψ∗t ) (119)
− ~
2
2m
(ψxψ
∗
x + ψyψ
∗
y)− V (x, y)ψψ∗) (120)
I(ψ,ψ∗) =
∫
D
dxdy
∫ t0
t0
dt(ψtψ
∗
t − c2ψxψ∗x (121)
− c2ψyψ∗y −mψψ∗) (122)
The first functional is discussed on page 97 in the lecture notes on varia-
tional calculus. There we proved that the Euler-Lagrange equation for this
functional is the quantum mechanical Schro¨dinger equation. The second
functional we discussed in problem 10. There we proved that the corre-
sponding Euler-Lagrange equation is the complex Klein-Gordon equation.
Show that the Lagrangian for the functionals (119) and (121) are invariant
under an infinitesimal rotation of the complex phase of ψ.
ψ(t, x, y) 7→ ψ(t, x, y) + iεψ(t, x, y) (123)
ψ∗(t, x, y) 7→ ψ∗(t, x, y)− iεψ∗(t, x, y)
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a) Find the Noether current and its conservation law corresponding to
the infinitesimal phase variation (123) for the Schro¨dinger functional
(119).
The Schro¨dinger equation was derived by Erwin Schro¨dinger in 1925.
Initially it was not at all clear what the physical interpretation of the
wave function ψ should be. Schro¨dinger himself favored initially an
interpretation in terms of charge density, but could not make it work
and this interpretation was abandoned. The interpretation that lives
on to this day was given by Max Born in 1926. In this interpretation
ψψ∗(t, x, y) is the probability for finding the electron at a point (x, y)
at time t. Schro¨dinger never accepted this interpretation, nether did
Einstein.
In what way does the conservation law corresponding to the invariance
of the Lagrangian under the infinitesimal phase variation (123) support
the interpretation introduced by Max Born?
b) Find the Noether current and its conservation law corresponding to
the infinitesimal phase variation (123) for the complex Klein-Gordon
functional (121).
The Klein-Gordon equation was in fact first derived by Erwin Schro¨dinger
in 1925 as a quantum mechanical equation for the electron. In his
mind the Klein-Gordon equation was much more likely to be the right
equation for the electron than what we today call the Schro¨dinger
equation. It is for example invariant under Lorentz transformations
and thus respect the fundamental rules of Einsteins special theory of
relativity. Today’s Schro¨dinger equation is an approximation to the
Klein-Gordon equation that is valid only for electrons moving slowly
compared to the speed of light, and it is not Lorentz invariant and
thus does not respect Einsteins special theory of relativity. However
Schro¨dinger was forced to abandon his fully relativistic Klein-Gordon
equation for the electron because it turned out to be inconsistent with
known atomic spectral data.
Argue, using the the conservation law corresponding to the invariance
of the Lagrangian under the infinitesimal phase variation (123), that
it is not possible to generalize Max Born’s interpretation to the Klein-
Gordon equation by constructing a probability density from ψ. This
is another reason why it was abandoned at the time.
It turned out that abandoning the Klein-Gordon equation was pre-
mature. It has since then been reintroduced as a quantum equation,
but for charged, spin-less particles. In this context the interpretation
is nowhere near the original one introduced by Max Born. Today the
wave function in the Klein-Gordon equation is interpreted as a field
of operators that create particles from the void and return them to
the void by annihilation.
One might be surprised at how much insight there is to be gained by using
the simple fact that the global phase of the quantum mechanical wave
function is arbitrary. Thus nothing change if we make the substitution
ψ 7→ ψeiα
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The conserved Noether currents corresponding to invariance with respect
to phase, that you have found in problem 12, is however not close to the
end of the story. When this phase invariance is coupled to the Gauge
Principle, which is closely related to Noether’s theorem, the existence of
the electromagnetic field and the form of it’s interaction with electrons is
determined. And there is more: The quantum mechanical wave equations
that describe weakly interacting particles like neutrinos, and strongly
interacting ones like quarks, also has an invariance with respect to rotation
of the global phase. However, for these equations the arbitrary phase
is multidimensional and the arbitrary rotation of phase involve 2 x 2
matrices for the weakly interacting case, and 3 x 3 matrices for the strongly
interacting case. When the Gauge principle is applied to these two cases,
the existence of the weak interaction field and the strong interaction field,
and their interaction with their respective particles, like neutrinos and
quarks, are determined, just like in the case of electromagnetics. The field
equations for weak interactions and strong interactions are generalizations
of the Maxwell equations involving more than one vector potential. Also
these generalized Maxwell-like equations are nonlinear, not linear like the
electromagnetic Maxwell equation.
5 Dimensional analysis
5.1 Units and dimensions
The basic aim of science is to establish functional relationships between physical
quantities.
Physical quantities are used to classify physical objects and events in terms
of numbers. Physical quantities, however, are not all the same.
Base physical quantities, also called primary physical quantities, are defined
entirely in terms of physical operations. For such quantities, equality and addition
are defined in physical terms.
Length is a familiar physical quantity that is primary. Two sticks are of equal
length if they cover each other perfectly when one is put on top of the other.
Physical operations corresponding to addition of two lengths, A , B are defined
in the familiar way.
Figure 31: Operation defining addition of lengths A and B giving the result C
Observe that there are no numbers involved in the equality and addition op-
erations. They are defined entirely in physical terms. In order for a physical
quantity to be primary the operation of equality and addition must satisfy the
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following familiar laws
A = B and B = C ⇒ A = C,
A+B = B +A,
A+ (B + C) = (A+B) + C,
If A+B = C then 6 ∃ D such that
A+B +D = C. (1)
If (1) holds equality and addition can be used to define the following operations
A > B ⇔ ∃C such that B + C = A,
A = C −B ⇔ A+B = C,
A = n B ⇔ B +B + ...+B︸ ︷︷ ︸
n times
= A,
A =
1
n
B ⇔ B = n A. (2)
Other familiar base quantities are mass, time, area, volume, velocity and force.
A base quantity that is perhaps less familiar is cardinality which is a measure
of the number of discrete entities in a set of things. We use base quantities to
assign numbers to objects and events in the familiar way.
We first choose a unit. This is a physical object or event displaying a particular
instance of the primary quantity in question.
We now use this unit as a reference for assigning numerical values to physical
objects and events by using (1) and (2).
Figure 32: A choice of a unit, u, makes it possible to classify objects and events
using numbers
The numerical value for the length of P is thus 2.5. This process should be
familiar all the way back to grade school.
The numerical value assigned obviously depends on which units we use. My
height is
l = 1.7 m,
l = 170 cm,
l = 1700000 µm.
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There are varying reasons for choosing a particular unit in a given situation.
Often the unit is chosen so that the objects and events of interest are assigned
numbers of magnitude close to one, if possible.
Thus for an astronomer studying nearby stars the natural length unit could be
lightyears = 9.96.. · 1015 m.
Using this unit, the distances to the 26 closest stars range from 4.2 - 11.7.
For a scientist studying atoms, a more reasonable unit would be micron or
nanometer
micron = 1.0 · 10−6 m,
nanometer = 1.0 · 10−9.
Using nanometers as our unit we find that most atoms have a diameter of around
0.1.
Another motivation for choosing units is to simplify algebraic manipulations
by getting rid of constant appearing in mathematical formulas. For example if
we choose units for length, mass, time, charge and temperature to be
length = 1.61 · 10−35 m,
mass = 1.18 · 10−8 kg,
time = 5.39 · 10−44 s,
charge = 1.88 · 10−18 C,
temperature = 1.42 · 1032 K.
Then the constants
gravitational constant G,
Planck constant ~,
speed of light c,
Coulomb constant
1
4pi0
,
Boltzman constant K,
all get the numerical value 1. This choice leads to enormous simplifications in the
algebraic manipulations that are required for predicting events in, for example,
hight energy physics.
In addition to base, or primary quantities, we have derived quantities. Of
these are two types; derived quantities of the first and the second kind.
Let us start by discussing derived quantities of the first kind. These quantities
appear from inserting numerical values corresponding to base quantities into
mathematical formulas.
Base quantities
{
l = 2 m,
t = 60s.
Derived quantities (first kind)
{
A = l t = 2 · 60 = 120,
B = 12 l t
2 = 12 · 2 · 602 = 3600.
(3)
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However, not all mathematical formulas will produce a derived physical quantity
in this way.
Observe that the base quantity, length, has the following property.
If
l1 = 1 m,
l2 = 2 m,
then
l1
l2
=
1
2
If we change units to cm we have
l1 = 100 cm,
l2 = 200 cm.
Both l1 and l2 have changed their numerical values when we introduced the new
unit, but we still have
l1
l2
=
100
200
=
1
2
.
All base quantities have this property; ratios do not depend on the choice of
unit. Observe that both A and B from (5) have the same property.
Let C be defined by
C = elt, (4)
then, using the values of the base quantities l and t from (5), we get
C = e2·60 ≈ 1.3 · 1052.
Thus formula (4) certainly assign a numerical value to an event that is assigned
numerical values 2 and 60 with respect to the base physical quantities l length
and time. However, it does not satisfy the ratio property that A and B and all
other base quantities satisfy.
Let
l1 = 1 m,
l2 = 2 m,
t1 = 1 s,
t2 = 2 s,
Then
C1
C2
=
e
e4
≈ 0.049, (5)
and changing units to cm and minutes
l1 = 100 cm,
l2 = 200 cm,
t1 =
1
60
min,
t2 = 2 · 1
60
min,
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we have
C1
C2
=
e
100
60
e2
200
60
≈ 0.0067.
P.W. Bridgeman was the first to elevate the invariance of ratios under change of
units to a defining property for any physical quantity.
Using this property he proved that a mathematical formula
y = f(a1, ..., an),
where the aj are numerical values corresponding to base quantities, define a
physical (derived) quantity only if f is in the form of a monomial.
y = c aα11 a
α2
2 ...a
αn
n αj ∈ R, c ∈ R (6)
Thus only formulas of the type (11) will define a derived physical quantity.
In order to keep track of how the numerical values of a derived quantity
change when we change units for the base quantities, we introduce the dimension
for a derived quantity.
First, all base physical quantity are assigned a letter chosen by convention.
We have for example
length→ L,
time→ T,
mass→M,
force→ F,
Next, a derived physical quantity is assigned a monomial of letters based on the
mathematical formula defining the quantity. We use the notation [A] to denote
the dimension of a physical quantity A. In general, if A is a physical quantity
defined by a monomial
A = c aα11 a
α2
2 ...a
αn
n ,
then it’s dimension is given by
[A] = [a1]
α1 [a2]
α2 ...[an]
αn .
We have for example
A = 2 l2 ⇒ [A] = L2,
V = l1 l2 l3 ⇒ [V ] = L3,
B = 3
l
t
⇒ [B] = LT−1,
C = m l2
√
t ⇒ [C] = M L2 T 12 .
The dimensions are used to keep track of how the numerical values of derived
physical quantities change when we change units for the base quantities. You
know how to do this.
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Let an event be characterized by
l = 1 cm,
m = 1 kg,
t = 1 s,
and let A be a derived quantity with dimensions
[A] = M
1
2 L2 T 3. (7)
Let us change units for the base quantities to mm, g and hours.
Then
l = 10 mm,
m = 1000 g,
t =
1
3600
hours.
According to (7) the numerical value of A will change by a factor
(1000)
1
2 (10)2 (
1
3600
)3 ≈ 6.78 · 10−8.
The number of base quantities and the choice of their units depends on what
kind of objects and/or events are of interest. For this reason there are many
such systems of units in use.
If one is mainly interested in mechanical systems one can use the system displayed
in figure 33.
Figure 33: System of units for mechanics.
Using this system of units, the dimensions of some important derived quantities
are
velocity =
dx
dt
, L T−1,
acceleration =
d2x
dt2
, L T−2,
area =
∫
dx dy, L2,
Force = m a, M L T−2,
volume =
∫
dx dy dz, L3. (8)
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If two systems of units have the same base quantities, but different units, we say
that they are of the same type. Thus shifting to units cm, hours and grams in
the mechanical system of units displayed in figure 33, gives us a new system of
units for mechanics that is of the same type as 33.
There is an aspect of the list of physical quantities (8) that is somewhat confusing.
We know that force is a primary physical quantity, it has the operations of equality
and addition defined entirely in terms physical operations. But in (8) it appears
to be a derived quantity! It is defined as mass times acceleration. What is going
on, is force a primary quantity or is it a derived quantity?
The fact of the matter is that the identity
F = m a,
that appears to tell us that force is a derived quantity of the first kind, is in
fact a physical law first discovered by Newton. This law has a large, but not
universal, domain of validity. It will for example not hold if the speed of objects
approaches the speed of light.
There are systems of units for mechanics that use length, time, mass and
force as base quantities. One such system is the British Engineering System
Figure 34: The British Engineering System of mechanical units
In this system of units Newtons law takes the form
F = c m a, (9)
where c is a dimensional constant with dimensions
[c] = F M−1 L−1 T 2.
In the British Engineering system c has the numerical value
c ≈ 0.031.
By dispensing with force as a base quantity, like in the British Engineering
System, and rather defining it as a derived quantity with dimensions
[F ] = M L T−2,
as in the mechanical system of units from figure 33, we are essentially choosing
units for force in such a way as to ensure that the constant of proportionality in
(9) is equal to 1.
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This is certainly a good idea if we expect Newtons law to play a part in our
investigations. However if it does not play a part, restricting the choice of
units for force, like in the system from figure 33, is unnecessary, and in fact is
detrimental to the utility of dimensional analysis.
For example, if we are only concerned with situations where the forces are in
balance ∑
i
fi = 0,
which is the case in the important subfield of mechanics called statics, then there
is no point in using the system from figure 33, no dimensional constant appears
if we use a system with force, mass, length and time as base quantities. This
is a good thing; the presence of dimensional constants is also detrimental to
dimensional analysis as we will see.
When primary quantities appear as derived quantities in a system of units
through the existence of a physical law, we call them derived quantities of the
second kind.
We can always remove derived quantities of the second kind from a system
of units by shifting these quantities to the set of base quantities. We thereby
extended the set of base quantities and thus define a new system of units. In this
new system of units the physical laws, defining the original derived quantities of
the second kind, will now include dimensional constants. However, if some of
these laws do not play a role in our investigation, like Newtons law for statics,
then the corresponding dimensional constant will not appear in our investigations
and the power of dimensional analysis is enhanced.
Recall that volume is in fact a primary physical quantity. Thus,with respect
to the mechanical system of units displayed in figure 33, volume is a derived
quantity of the second kind.
The physical law behind this derived quantity is the fact that for a rectangular
box with sides of length l1, l2, l3 we have
V = c l1 l2 l3, (10)
where c is a dimensional constant whose dimensions are
[c] =
V
L3
,
and whose numerical value depends on choice of units for volume and length.
Here V = [V] is by convention the dimension symbol for volume.
Thus, if we do not use a system of units where volume is a derived quantity,
a dimensional constant appears. However if the law (17) does not play a part in
our investigation, the dimensional constant will not appear and our dimensional
analysis will be more powerful, as we will see.
Whenever some physical law is deemed relevant for the investigation of some
situation, dimensional constants appears. Two well known dimensional constant
are the speed of light, c, and the Planck constant, ~. They appear in the physical
laws
E = c2m,
E = ~ ω,
128
which determine the energy equivalence of any given amount of mass and the
quantum of energy for electromagnetic radiation of frequency ω. These laws
will play a role if we study systems involving speeds close to the speed of light
and/or very weak electromagnetic fields. This is the domain covered by the most
accurate theory constructed by man, quantum electrodynamics.
The more such physical laws, that are deemed relevant for an investigation,
the more dimensional constants appears and the weaker the dimensional analysis
will tend to be. This will become clear when we shortly describe the main tool
in dimensional analysis; the PI-theorem.
A well known system of units that is used all over the world is the SI - system.
Its base quantities and units are displayed in figure 35.
Figure 35: The SI system of units.
Note that there does not appear to be standardized dimension symbols for
cardinality and luminous intensity.
5.2 The PI-theorem
After this review of systems of units, dimensions, base quantities etc, it is time
to introduce the main tool of dimensional analysis. This is the famous PI -
theorem.
As stated in the very beginning of these notes, the basic aim of science is
to establish functional relationships between physical quantities. Let us assume
that a given system can be described by a set of physical quantities
Q1, ..., Qn. (11)
In order to apply dimensional analysis to this situation we must ensure that
1. The set of quantities are independent. This means that the values of each
quantity, Qi, can be adjusted arbitrarily without affecting the values of
the other quantities. For example Q1, Q2, Q3 are not independent if we
have, by definition,
Q3 = Q1 Q2 (12)
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2. The set of quantities must be complete. This means that there are no
other quantities, beyond Q1, ..., Qn, that has any significant influence on
the situation under study.
Insuring that properties 1 and 2 holds clearly requires some insight into the
physics of the situation we want to describe.
Using Q1, ..., Qn we can say that the basic aim of science is to find a function
f such that
f(Q1, ..., Qn) = 0 (13)
We want f to be a physical relationship between the quantities Q1, ..., Qn and
therefore require that the form of the function f is independent of which units
we happened to choose for Q1, ..., Qn. This is a basic assumption of objectivity
that applies everywhere in science and which is assumed to hold in dimensional
analysis.
For example, let l be a length and t a time and assume units are m and s. Lets
say that we observe a physical relationship between these two physical quantities
given by
2 l2 + t = 0. (14)
Define Q1 = 2 l
2 , Q2 = t and f(x, y) = x+ y. Then (19) can be written as
f(Q1, Q2) = 0.
However if we rather choose to use units cm, hour the relationship we will
observe is given by
2 · 104 l2 + 1
3600
t = 0.
If we define g(x, y) = 104 x+ 13600 y we have
g(Q1, Q2) = 0.
Since the proposed functional relationship depends on the choice of units we will
not accept (19) as describing a physical relationship.
It can however be made into a physical relationship by introducing two
dimensional constants c1, c2 where
[c1] = L
−2, [c2] = T−1.
The values of c1, c2 when units are m and s are
c1 = 1, c2 = 1.
We can now define h(x, y, z, w) = z x+w y. We then have a physical functional
relationship
h(Q1, Q2, c1, c2) = 0,
m
2 c1 l
2 + c2 t = 0.
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In this way, any proposed functional relationship that is not physical can be
made physical by introducing enough dimensional constants.
So, let us now assume that we have a complete, independent set of physical
quantities (11), that satisfies the physical functional relation (13).
From the set (11) we pick a dimensionally independent and complete subset
Q1, ..., Qr. (15)
That (15) is dimensionally complete, means that the dimension any Qi from (11)
can be written as a monomial in dimensions of the quantities from (15), and
that (15) is dimensionally independent means that the dimension of no quantity
Qs in (15) can be written as a monomial in the dimensions of the remaining
quantities in (15).
One might wonder how large r can be?
Let us assume that the physical quantities Q1, ..., Qn are expressed in a
system of units consisting of k base quantities with dimension symbols given by
d1, d2, ..., dk.
A quantity, Q, is said to be dimensionless if its dimensions are
[Q] = Πks=1d
0
s = d
0
1 d
0
2...d
0
k. (16)
A dimensionless quantity is also called a pure number ; its value is the same for
all choices of units for the k base quantities.
Let the dimensions of Q1, ..., Qn with respect to the chosen base quantities be
[Qp] = Π
k
s=1d
αsp
s αsp ∈ R. (17)
If Q1, ..., Qr are dimensionally independent there can exist no numbers
x1, ..., xr,
where at least one xp0 6= 0 such that
C = Πrp=1 Q
xp
p , (18)
is dimensionless. This is true because if (18) did hold, we would have
Qp0 = C
1 Πp 6=p0 Q
− xpxp0
p , C
1 = C
− 1xp0 ,
which would imply that Q1, ..., Qr are not dimensionally independent. Thus, the
largest r such that the quantity C can not be made dimensionless for any choice
of constants x1, ..., xr defines the larges possible value of r such that Q1, ..., Qr
is dimensionally independent.
Inserting the dimensions (17) into (18)we get
[C] = Πrp=1[Qp]
xp = Πrp=1Π
k
s=1d
αspxp
s = Π
k
s=1Π
r
p=1d
αspxp
s
= Πks=1d
∑r
p=1 αspxp
s (19)
Thus, according to the definition of a dimensionless quantity (16), we conclude
that the largest r such that Q1, ..., Qr is dimensionally independent is equal to
the largest r such that the homogeneous linear system
r∑
p=1
αsp xp = 0 s = 1, ..., k , (20)
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only has the trivial solution. From the theory of linear systems we know that
(20) will have non-zero solutions if r > k. Thus we conclude that we have the
bound
r ≤ k. (21)
We now return to our main argument. The fact that Q1, ..., Qr is dimensionally
complete means that
[Qr+i] = [Q
x1(r+i)
1 ...Q
xr(r+i)
r ] i = 1, ..., n− r, (22)
where x1(r+i), ..., xr(r+i) are some real numbers.
Using (22) we define dimensionless quantities
Πi =
Qr+i
Q
x1(r+i)
1 ...Q
xr(r+i)
r
i = 1, ..., n− r. (23)
Using (13), (22) and (23) we have
f(Q1, Q2, ..., Qn) = 0,
m
f(Q1, ..., Qr, Q
x1(r+1)
1 , ..., Q
xr(r+1)
r Π1, ..., Q
x1n
1 ...Q
xrn
r Πn−r) = 0,
m
g(Π1, ...,Πn−r, Q1, ..., Qr) = 0, (24)
where g has been defined in terms of f in the obvious way.
But f and therefore g, should not depend on the choice of units of the base
quantities. This is only possible if in fact g in (24) does not depend on Q1, ..., Qr.
Thus the conclusion is that any physical relationship, involving Q1, ..., Qn,
must be of the form
g(Π1, ...,Πn−r) = 0,
where the Πj are all the independent dimensionless quantities that can be
constructed using Q1, ..., Qn.
This is the PI-theorem.
Thus in order to write down all possible physical functional relationships involving
Q1, ..., Qn we only need to find the dimensionless quantities Πj , j = 1, ..., n− r.
The number of such quantities is according to (21) at least n− k. For a small
number of Πj ’s, they can usually be constructed easily by manipulating the
quantities Q1, ..., Qn. However, for a large number of Πj ’s there is a systematic
procedure that often is useful:
We want to find all monomials in Q1, ..., Qn that are dimensionless.
Arguing like in (19) we have
[Q1]
x1 ...[Qn]
xn = d01...d
0
k,
m
d
∑n
j=1
α1jxj
1 ...d
∑n
j=1
αkjxj
k = d
0
1...d
0
k,
m
n∑
j=1
αsjxj = 0 s = 1, ..., k . (25)
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Thus we only need to find the null-space for the k × n matrix α = (αsj). This
can be done using the methods of linear algebra.
If xq = (x1q, ..., xnq), q = 1, ..., p is a basis for the null-space then the corre-
sponding dimensionless quantities are
Πq = Q
x1q
1 ...Q
xnq
n q = 1, ..., p ,
and where
p ≥ n− k.
Let us now apply dimensional analysis to some simple examples.
5.3 Dimensional analysis 1. No mathematical model is
known
We will first apply dimensional analysis in a situation where no mathematical
model in known. This is the most elementary application of dimensional analysis,
nothing is required beyond a list of the relevant physical quantities and a choice
of a set of base physical quantities. When these choices have been made, the
application of dimensional analysis is entirely mechanical. However, the choice of
the relevant physical quantities and a set of base quantities is in general anything
but elementary and require real insight into the physical systems or processes
under investigation.
Example 24. Let us consider an object of mass m that is hanging from a fixed
point P , and is free to swing in one plane under the influence of gravity.
The string connecting the mass to the point P is totally stiff and of length l. We
Figure 36: A simple pendulum
know that in the simple situation alluded to here, the mass moves along an arc
of a circle of radius l with center at P . We want to figure out how the time t,
that it takes the object to move a distance s along the circle, depends on other
physical quantities of interest.
We know that the force of gravity acting on the mass involves the well known
dimensional constant g.
Since this is a mechanical system, and we know that Newtons law must be
a part of any modeling of the system, we choose a system of units with base
quantities length, time and mass. The dimension symbols are L, T and M. Using
our physical insight we conclude that
t, l, s, m, g,
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is a complete and independent system of physical quantities.
We need, according to the PI - theorem, dimensionless quantities Πq, q = 1, ..., p
where
p ≥ 5− 3 = 2.
Let us use the formal approach. We then need the matrix α which we list as a
table in figure 37.
Figure 37: Dimension matrix for the simple pendulum.
Thus,using the formal approach outlined in (29), the quantity
Π = tx sy lz mu gv,
is dimensionless if and only if
y + z + v = 0,
x− 2 v = 0,
u = 0. (26)
The general solution of (33) is
x
y
z
u
v
 =

2c1
−c1 − c2
c2
0
c1
 = c1

2
−1
0
0
1
+ c2

0
−1
1
0
0
,
and therefore a basis for the null-space is
2
−1
0
0
1
 ,

0
−1
1
0
0
.
Thus we get the following two dimensionless quantities
Π1 = t
2 s−1 g =
t2g
s
,
Π2 = s
−1 l =
l
s
.
Since we want to find t as a function of the other variables we write the PI -
theorem as
Π1 = f(Π2),
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where f is an arbitrary function. Note that none of two dimensionless quantities
depends on the mass of the pendulum. Thus our guess that the mass did matter
in this problem turned out to be unwarranted. Using the expressions for Π1 and
Π2 we have
Π1 = f(Π2),
m
t2g
s
= f(
l
s
),
m
t2 =
s
g
f(
l
s
),
m
t =
√
s
g
f(
l
s
). (27)
Recall that by definition
θ =
s
l
,
is the angle between the string and the vertical measured in radians. If we
introduce θ in (27) we get
t =
√
l
g
θ f(
1
θ
) =
√
l
g
h(θ). (28)
Where h(θ) is an arbitrary function.
Thus dimensional analysis tells us exactly how t depends on g, l, and it tells us
that t does not depend on the mass m. The only thing unknown at this point is
how t depends on θ. Dimensional analysis cannot decide this. The function h(θ)
can be found experimentally or through modeling.
Since the shape of h does not depend on l and g we can do experiments on a
small laboratory sized system and gets results that apply to system on which
measurements are impractical. This is of course only true as long as the scaling
does not introduce new physical variables beyond t, s, l,m and g. This will
happen if we scale far enough from our laboratory sized system. No person in
his right mind would believe (36) if we scale our system to atomic dimensions
for example or to kilometer sized dimensions.
Example 25. Let us next consider small oscillations of a drop of liquid. We
assume there is no gravitational field. The oscillations refer to shape change
of the drop from spherical to ellipsoidal and back. We want to find how the
oscillation period depends on the other quantities relevant to this problem.
Our physical insight informs us that the relevant quantities are surface tensions
s, radius of the drop r, and density of the liquid ρ.
Recall that surface tension is a reaction force resisting the deformation of a liquid
surface
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Figure 38: An oscillating drop of liquid
Figure 39: Definition of surface tension
If we try to move the movable string to the right we have to overcome an elastic
force of resistance from the film. The surface tension,s, is a force density defined
so that
s · L.
is the force acting on a string of length L. Thus surface tension is force per unit
length.
Our dimension matrix, α, is then
Figure 40: Dimension matrix for the oscillating drop of liquid
For this case n = 4 and k = 3 so the number of dimensionless quantities are
p ≥ n− k = 1.
A quantity
Π = tx sy rz ρu,
is dimensionless only if
z − 3u = 0 ⇒ z = 3 u,
x− 2 y = 0 ⇒ x = 2 y = −2 u,
y + u = 0 ⇒ y = −u. (29)
The general solution of (29) is thus
x
y
z
u
 = u

−2
−1
3
1
,
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and a basis for the null-space is 
−2
−1
3
1
.
The single dimensionless quantity can therefore be chosen to be
Π = t−2 s−1 r3 ρ,
and the PI-theorem informs us that the most general physical relationship
involving s, r, ρ and t is
f(Π) = 0,
m
Π = c c ∈ R arbitary,
m
r3ρ
st2
= c,
m
t = c′
√
ρr3
s
c′ ∈ R.
Thus for this problem, dimensional analysis informed us how t depends on all
quantities of relevance to the problem! A single experiment can now determine
the number c′.
Example 26. We would like to find how the speed, v, of ocean surface waves
depends on other relevant quantities.
In order for the problem not to become too complex, we focus on surface waves
on deep water where the bottom topography plays no role.
Since surface waves are motions of sea water under the influence of gravity we
expect the dimensional constant, g, to play a role. Also it is evident that the
density of the liquid, ρ, must be part of the mix.
This appears to be a mechanical problem and since Newtons law evidently must
play a role we use a system of units having base quantities, length, time and
mass.
The dimension matrix α is now
Figure 41: Dimension matrix for surface waves, I.
There are p ≥ n− k = 0 dimensionless quantities. A quantity
Π = vx gy ρz,
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is dimensionless only if
x+ y − 3z = 0,
−x− 2y = 0,
z = 0,
⇓
x = y = 0.
We have no dimensionless quantities and thus no possible physical relations
involving v, g and ρ. Dimensional analysis fails!
Actually dimensional analysis does not fail, but we have failed in our application
of dimensional analysis. We did not have enough insight into the physics of the
situation and therefore did not include all relevant quantities. In fact, anyone
watching ocean waves for a while, will know that the speed of these waves also
depends on their wave length, λ.
The dimension matrix is now
Figure 42: Dimension matrix for surface waves, II.
A quantity
Π = vx gy ρz λw,
is dimensionless if
x+ y − 3 z + w = 0,
−x− 2 y = 0,
z = 0.
The general solution is now 
x
y
z
w
 = c

1
− 12
0
− 12
.
Thus there is one dimensionless quantity
Π = v g−
1
2 λ−
1
2 =
v√
gλ
,
and the only physical law is
f(Π) = 0,
m
Π = c− constant,
m
v = c
√
λg,
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The dimensional analysis succeeds in determining wave speed in terms of all
quantities of relevance to the problem! The constant, c, can be determined by a
small-scale laboratory experiment.
5.4 Dimensional analysis 2. A mathematical model is
known
Dimensional analysis, as we have applied it so far, has been physics on the cheap.
No mathematical models were written down for the systems of interest. We
merely listed the physical quantities relevant to the situation. Modeling only
played a role to the extent that we made a decision with regard to what basic
physical laws should be involved in such a modeling. This insight guided us in
deciding which dimensional constant to include and which system of unit would
be appropriate to use in the dimensional analysis.
Applying dimensional analysis at this level can be treacherous and requires
considerable insight into the physics of the situation in order to succeed. This
should be clear from the examples given, especially the last example.
However, a more common situation is that you, or somebody else, has derived
an approximate model for the situation of interest and the challenge is to solve
the equations defining the model. In such cases more is known about the system
and dimensional analysis is easier to apply.
Example 27. Let us return to the system from example 24. The modeling of
this system is done in any introductory class in mechanics.
Figure 43: Modelling the simple pendulum
Using a Cartesian coordinate system with origin at p and axes oriented as
indicated we have the model
x = l sin
s
l
,
y = −l cos s
l
,
s′′(t) + g sin
(
s(t)
l
)
= 0. (30)
This model tells us immediately that the relevant physical quantities are
t, s, l, g. (31)
In the original dimensional analysis we included the mass in the list of variables.
The dimensional analysis informed us that any physical functional relationship
should not include the mass.
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Here we observe that the model does not include the mass and we therefore
don’t need to include it in our list (46).
The modeling leading up to (45) used Newtons law in the form
F = m a,
with no dimensional constant. We thus have considered force to be a derived
quantity of the second kind. We therefore use a system of units with base
quantities length and time.
The dimension analysis is very simple but let us do it anyway.
Figure 44: Dimension matric for the simple pendulum model
A quantity
Π = tx sy lz gw,
is dimensionless only if
y + z + w = 0,
x− 2 w = 0.
The general solution is 
x
y
z
w
 = c1

2
0
−1
1
+ c2

0
1
−1
0
,
and we therefore get two dimensionless quantities
Π1 = t
2 l−1 g =
gt2
l
,
Π2 = s l
−1 =
s
l
.
We want to express s as a function of the other variables and therefore write the
general law allowed by the PI - theorem in the form
Π2 = f(Π1),
m
s
l
= f(
gt2
l
),
m
s = l f(
g
l
t2).
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This is how far dimensional analysis can take us. However, we also know the
actual model for this system, and can use this model to derive an equation for
the unknown function f .
We have
s′ = 2 g t f ′,
⇓
s′′ = 2 g f ′ + 4
g2t2
l
f ′′.
Inserting this into (45) gives us
2 g f ′ + 4
g2t2
l
f ′′ + g sin f = 0. (32)
Define
ξ ≡ Π1 = gt
2
l
,
then f = f(ξ) and (52) can be written in the form
4 ξ f ′′ + 2 f ′ + sin f = 0. (33)
This equation is now in the realm of pure mathematics; no dimensional quantities
are involved.
The equation (53) might look unfamiliar to people that has taken a course in
mechanics. For the simple pendulum on would rather expect something like
u′′ + sinu = 0.
The form of the equation (53) depends on the choice of basis for the null-space
of the dimensional matrix. If we rather used the basis
x1 = (1, 0, −1
2
,
1
2
),
x2 = (0, 1, −1, 0),
we would get the general physical law in the form
s = l h(
√
g
l
t),
and inserting this into the model equation (45) gives us
h′′ + sinh = 0. (34)
Of course, the two equations (53) and (34) are equivalent. They are connected
through the change of variables
f(ξ) = h(
√
ξ).
If the mathematical model for a given physical system is known, we can always
do a dimensional analysis and then derive an equation for the unknown function
that appears, like we did in example 27. The resulting equation will contain no
dimensional quantities but will frequently contain dimensionless parameters.
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Example 28. Let us include damping, for example caused by viscous effects,
in the pendulum model from the previous example.
The model equation is now
s′′ +
γ
m
s′ + g sin
s
l
= 0, (35)
where γ is the damping constant. It is a dimensional constant
[γ] =
M
T
.
Let us redo the dimensional analysis. Our quantities are now
s, t, l, g, m, γ,
and we use a system of units with base quantities length, time, mass.
The dimension matrix is displayed in figure 45
Figure 45: Dimension matric for the damped pendulum model.
A quantity
Π = sx ly tz gu mv γw,
is dimensionless only if
x+ y + u = 0,
z − 2 u− w = 0,
v + w = 0. (36)
The general solution to this system can be written
x
y
z
u
v
w
 = c1

1
−1
0
0
0
0
+ c2

0
− 12
1
1
2
0
0
+ c3

0
1
2
0
− 12−1
1
,
and we therefore get the following three dimensionless quantities
Π1 = s l
−1 =
s
l
,
Π2 = l
− 12 t g
1
2 =
√
g
l
t,
Π3 = l
1
2 g−
1
2 m−1 γ =
√
l
g
γ
m
,
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and thus the most general physical law can be written
Π1 = f(Π2,Π3),
m
s = l f(
√
g
l
t,
√
l
g
γ
m
). (37)
We insert (37) into (35) in order to get an equation for f
ds
dt
=
√
g lf ′,
⇓
d2s
dt2
= g f ′′,
and (35) implies that
g f ′′ +
γ
m
√
g l f ′ + g sin f = 0,
m
f ′′ +  f ′ + sin f = 0, (38)
where f = f(ξ, ) and the dimensionless variables are
 = Π3,
ξ = Π2.
In order to get (38), we chose a particular basis for the null space of the dimension
matrix. For the previous example different choices of basis gave different ODE’s
that were all equivalent through a simple change of variables.
For the current case we observe that the general solution of (36) can also be
written in the form
x
y
z
u
v
w
 = c1

1
−1
0
0
0
0
+ c2

0
− 12
1
1
2
0
0
+ c3

0
0
1
0
−1
1
, (39)
and we get the dimensionless quantities
Π1 =
s
l
,
Π2 =
√
g
l
t,
Π3 =
γ
m
t.
The most general physical law now takes the form
Π1 = f(Π2,Π3),
m
s = l f(
√
g
l
t,
γ
m
t).
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We now have
ds
dt
=
√
g l ∂ξf +
γ l
m
∂ηf,
⇓
d2s
dt2
= g ∂ξξf + 2
√
g l
γ
m
∂ξηf +
γ2 l
m2
∂ηηf,
where we have defined
ξ = Π2 =
√
g
l
t,
η = Π3 =
γ
m
t.
Inserting this into our equation (35), we get
g ∂ξξf + 2
√
g l
γ
m
∂ξηf +
γ2l
m2
∂ηηf
+
γ
m
√
g l ∂ξf +
γ2 l
m2
∂ηf + g sin f = 0,
m
∂ξξf + 2
√
l
g
γ
m
∂ξηf +
γ2l
g m2
∂ηηf
+
√
l
g
γ
m
∂ξf +
γ2 l
g m2
∂ηf + sin f = 0.
Defining the dimensionless constant  to be
 =
√
l
g
γ
m
,
we get the equation
∂ξξf + 2  ∂ξηf + 
2 ∂ηηf
+  ∂ξf + 
2 ∂ηf + sin f = 0. (40)
This is a partial differential equation! Observe that
ξ = Π2
η = Π3
}
⇒ η
ξ
=
√
l
g
γ
m
= ⇒ η =  ξ.
Using the basis (39) to the null space we are thus lead to the following solution
procedure.
1. Find a solution f(ξ, η) to (40).
2. Define h(ξ) = f(ξ,  ξ).
3. A solution to the damped pendulum problem is s(t) = l h(
√
g
l t).
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Since, in general, it is much harder to solve a PDE than an ODE, the current
choice of basis does not appear to be a smart choice. However, using partial
differential equations to solve linear and non-linear oscillator problems is a key
step in an analytic approximation method called the method of multiple scales.
This belongs to perturbation methods and will be discussed in section five of
these lecture notes.
5.5 Scaling
For the case when the mathematical model is known, there is a method which is
more restrictive than dimensional analysis, but which is easier to apply. This
method, like dimensional analysis, removes all dimensional quantities from the
model.
The approach consists of introducing unknown dimensional constants for all de-
pendent and independent variables, and then to choose values for the dimensional
constants in a way that simplifies the equation and ensures that dependent and
independent variables vary over a range of order 1, if possible. This approach is
called scaling. In this context the dimensional constants are usually called scales.
Let us apply it to the undamped pendulum model from example 24.
Example 29. Our model equation is
s′′ + g sin
s
l
= 0. (41)
Introduce dimensional constants cs, ct by
t = ct τ, s = cs u,
where
[ct] = [t] = T, [cs] = [s] = L,
so that τ and u are dimensionless. Using the chain rule we have
ds
dt
= cs
d
dt
u =
cs
ct
du
dτ
,
⇓
d2s
dt2
=
cs
c2t
d2u
dτ2
. (42)
Inserting (42) into (41) we get
cs
c2t
u′′ + g sin
(cs
l
u
)
= 0,
m
u′′ +
g c2t
cs
sin
(cs
l
u
)
= 0,
m
u′′ + 1 sin(2 u) = 0,
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where 1, 2 are two dimensionless constants
1 =
g c2t
cs
,
2 =
cs
l
.
The numerical values for 1, 2 are determined by the values we choose for cs
and ct. The values we choose are motivated mainly by what kind of solution we
expect will be of importance in the situation of interest.
For example, if we expect the pendulum to swing along an arc whose maximum
length will be of order l, it makes sense to choose
cs = l ⇒ 2 = 1.
Then for swings of this type umax is of order 1. If there is no compelling reason
for choosing a particular value for ct, we could choose it so that the dimensionless
constant 1 also is equal to 1
g c2t
cs
= 1 ⇔ ct =
√
l
g
. (43)
We have now chosen scales for length and time and our equation is
u′′ + sin(u) = 0.
This is the same dimensionless equation that we got from dimensional analysis.
Example 30. Let us assume that our model includes an initial condition
s′′ + g sin
s
l
= 0,
s(0) = s0.
Assuming that the solution of interest move along an arc of maximum length s0,
it makes sense to use s0 as a new scale for length. For time we choose the same
scale as in (43).
cs = s0,
ct =
√
l
g
. (44)
Our model is now
y′′ +
1

sin y = 0,
y(0) = 1,
where y is dimensionless and  is a dimensionless number. They are defined by
the expressions
s = s0 y,
 =
s0
l
.
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We now consider the special case
 << 1.
This condition makes sense because  is a pure number whose value does not
depend on the choice of units. The solutions of interest are, with respect to the
units (44), of maximum size one. Since  is small and y of order one, we can use
Taylor’s theorem and have
1

sin y = y − 1
6
2 y2 + ... .
Thus our model can, for solutions of the assumed type, be approximated by
y′′ + y =
1
6
2 y3, y(0) = 1. (45)
Observe, that the validity of (45) depends on the assumption that the maximum
value of s(t) is set by s(0) = s0. Here, this is true, but applying approximations
to mathematical models based on scaling assumptions can bring us into trouble.
We must always be at the lookout for breakdowns. For example if we on the
basis of (45), calculate that the solution eventually reach a size y >> 1, we must
reject this solution. There is nothing wrong with the solution as a solution to
model (45), but it is not an approximation to a solution of the original model.
Our solution, whose size eventually reach y >> 1, is an unphysical solution
even if it is fine as a mathematical solution for (45). If we are not aware of the
possibility of breakdowns, like the one I just described, we are not doing applied
mathematics, we are rather doing pure mathematics.
Example 31. Let us assume that we have a system that is modeled by the
following initial value problem
s′(t) = α s2(t)− β s4(t),
s(0) = s0, (46)
where s and t are dimensional quantities whose dimensions are length and time
[s] = L, [t] = T,
and where α, β, s0 are positive dimensional constants
[s0] = L,
[α] = T−1 L−1,
[β] = T−1 L−3.
We now introduce dimensional constants cs, ct such that
s = cs y, [cs] = L,
t = ct ξ, [ct] = T. (47)
The quantities y and ξ are then evidently dimensionless. Inserting (47) into (46)
using the chain rule we get
y′(ξ) = α cs ct y2(ξ)− β c3s ct y4(ξ),
y(0) =
s0
cs
.
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Choose scales for time and space such that
α cs ct = 1 ⇔ ct = 1
α s0
,
s0
cs
= 1 ⇔ cs = s0.
The we have
y′(ξ) = y2(ξ)−  y4(ξ),
y(0) = 1, (48)
where the dimensionless constant  is
 =
β s0
α
.
Let us assume that for the given values of the dimensional constants, α, β and
for some choise of s0, we have
 << 1.
Then, for a solution of (48) whose size is of O(1), we get the approximate model
y′(ξ) = y2(ξ),
y(0) = 1. (49)
This is a separable first order ODE which is easy to solve. The solution is
y(ξ) =
1
1− ξ . (50)
Figure 46: Breakdown of solution in finite time
The solution (50) approaches infinity at the finite value ξ = 1. Thus the solution
to the initial value problem (49) does not exist beyond ξ = 1. However, long
before we actually reach the value ξ = 1, the solution invalidates the assumption
y(ξ) = O(1) which is the justification for approximating (48) using (49). Thus
long before we have mathematical breakdown of the solution (50) we have physical
breakdown in the sense that the solution (50) is no longer physical relevant. The
actual physical solution exists for all ξ and approaches
y =
1√

, (51)
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as ξ →∞.
When we use scaling to simplify the equations describing a system, breakdown
is very common, the solutions we find tend to lose physical relevance in certain
domains for the independent variables. In the previous example, this was easy
to see, in more realistic situations it can be everything from simple to very hard.
Example 32. The equations describing an incompressible non-ideal fluid are
∂tv + v · ∇xv = − 1
ρ0
∇xp+ η
ρ0
∇2xv,
∇x · v = 0. (52)
Let us introduce dimensional constants for all independent and dependent
variables
v = cv u,
x = cx ξ,
t = ct τ,
p = cp q, (53)
where now u, ξ, τ and q are dimensionless. Inserting (53) into (52) using the
chain rule we find after division the system
∂τu + 1 u · ∇ξu = −2 ∇ξq + 3 ∇2ξu,
∇ξ · u = 0,
where the dimensionless constants i are
1 =
cv ct
cx
,
2 =
cp ct
cv cx ρ0
,
3 =
η ct
ρ0 c2x
.
We keep the velocity and space scales arbitrary but fix the time scale and pressure
scale so that
1 = 1 ⇔ cv ct
cx
= 1 ⇔ ct = cx
cv
,
2 = 1 ⇔ cp ct
ρ0 cv cx
= 1 ⇔ cp = ρ0 c2v.
This gives us the system
∂τu + u · ∇ξu = −∇ξq + 1
Re
∇2ξu,
∇ξ · u = 0, (54)
where the dimensionless constant Re is
Re =
cx cv ρ0
η
. (55)
149
This kind of scaling for the fluid equations was first introduced by G.G. Stokes in
1851. He noted the existence of the dimensionless number (55) but the number
was named the Reynolds number, after Osborn Reynolds who popularized its use
in 1883. In a given situation, the value of Re is set by making an assumption
about the dominating fluid velocity and the scale over which it varies in space.
When this assumption has been made one expects u and p to be of order 1 and
vary over time and space scales of order 1.
If these expectations holds true in a situation where
Re >> 1, (56)
we can approximate (54) by
∂τu + u · ∇ξu = −∇ξq,
∇ξ · u = 0. (57)
This are the Euler equations. Thus the Euler equations are a scaling approxi-
mation to the Navier-Stokes equations (54). After having seen example 31, we
should be wary of a scaling approximations like (57), it may break down in some
space and/or time domains. And it does; solutions exist that satisfy natural
initial/boundary data but which form singularities in finite time.
This does not mean that (57) is useless. Many important fluid flows are well
described by (57), potential flows is one of them, as we have seen. As I have
mentioned in the fluid dynamics section of these lecture notes, the physical
validity of the original Navier-Stokes equations under all conditions is still unre-
solved. However, this is mostly of academic interest, since (54) does describe an
enormous range of fluid phenomena in a stable way, without breakdown.
What is a fact, however, is that solutions to (54) tend to generate motions
on a very large range of space and time scales. This makes them extremely hard
to solve in realistic situations. This phenomena is called turbulence, and is an
observed physical phenomena, not some mathematical artifact of the equations.
5.6 Exercises
In all these problems I want you to use the formal method for finding the
dimensionless quantities.
1. a) Let a physical system consist of satellite of negligible mass orbiting a
mass m at a distance r. We want to find how the orbital time t of
the satellite depends on the mass and distance. We expect Newton’s
law of universal gravitation to play a role here so the gravitational
constant G need to be included in our list of physical quantities. Use
the formal method of dimensional analysis to show that
t = α
r
3
2
G
1
2m
1
2
where α is a dimensionless number.
b) Now consider the problem of two masses m1 and m2 orbiting each
other at a distance r. Redo the dimensional analysis from a) for this
case.
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2. In this problem we will use dimensional analysis to derive a formula for the
electromagnetic mass m of a small sphere of radius r and charge e. In the
project report I want you to explain what electromagnetic mass actually is.
For this problem use the electrostatic system of units. Figuring out what
this system is, is part of the problem here.
a) Show that dimensional analysis fails to find a physical functional rela-
tionship involving only the quantities m, r and e.
b) Since this is some sort of electromagnetic phenomenon it seems likely
that the dimensional constant c, which is the speed of light, plays a
role. Redo the dimensional analysis using the quantities m, r, e and c.
This time the dimensional analysis succeeds and we get the formula
m = α
e2
rc2
where α is a dimensionless constant. Note that I will be reusing the
symbol α. The same symbol α in different formulas does not mean
that they denote the same dimensionless constant.
3. Let our system be a box of volume V containing a liquid of density ρ
hanging from a spring with spring constant k. The box is acted upon by
the force of gravity and we are required to find a formula for the oscillation
period t. Since the force of gravity is part of the problem we expect that
the dimensional constant g ,which is the acceleration of gravity, will be
part of the problem.
a) Use dimensional analysis based on the mechanical system of units
having base quantities length,time and mass to derive the formula
t =
√
V ρ
k
f(
k
V
2
3 gρ
)
where f(y) is an arbitrary function.
b) Observe that in this problem we are not actually using the physical
law expressing the volume of a box of sides l1, l2 and l3 through the
formula
V ∝ l1l2l3
Because of this there is no reason to treat volume as a derived unit of the
second kind but rather treat it as one of the base quantities. Now redo
the dimensional analysis using a system of units with base quantities
length, time,mass and volume. Show that we now get the formula
t = α
√
V ρ
k
observe that V ρ is the mass m of the liquid in the box.
c) We consider the same problem as in a) and b) but now we will use
a system of units with base quantities length, time, mass, velocity
and force. Since both the law for moving bodies connecting velocity
151
to length and time and Newton’s law are part of the problem, using
velocity and force as base quantities means that two dimensional
constants k1 and k2 appears. They are defined through the physical
laws
v = k1
l
t
f = k2ma
Thus physical quantities for this problem are t,m, k, k1 and k2. We use
the insight gained from b) to exclude the dimensional constant g from
our list. Show that we now find the formula
t = α
√
mk1k2
k
which is in fact the same formula as in b) if we use units for velocity and
force such that k1 = k2 = 1.
4. What is the formula determining how fast we can walk under ideal condi-
tions?
Let v be the maximum walking speed. We conjecture that v should depend
on length of the walkers legs l the acceleration of gravity g and the mass
of the person. Show that we get the formula
v = α
√
gl
The dimensionless constant α can be found by walking tests in the labora-
tory. One finds that α ≈ 1. Use the formula to calculate how fast you can
possibly walk. How fast could you walk on the moon or on mars? It can
be argued that age should be relevant in this situation. Include the age as
an additional variable and redo the dimensional analysis. Choose a basis
for the null space in such a way that you get a law expressing the walking
speed in terms of the other physical quantities. Try to approximate the
unknown dimensionless function by fitting it to data collected on walking
speed
5. Consider a sphere of radius R exposed to an airflow flow of velocity v. The
air has density ρ and viscosity µ. The airflow will through its action on
the sphere create a drag force F . Use Dimensional analysis to show that
the drag force is given by the formula
F = ρR2v2f(
µ
Rvρ
)
where f is an arbitrary function that must be determined by mathematical
modelling or experiments.
6. If we put dominoes in a row and topple the first one, it will hit the next
and topple it and so on. We have all seen this on tv. The toppling action
will move through the row of dominoes at a certain speed v. It is evident
that this speed should depend on the spacing of the dominoes d their
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height h and thickness t. Since they topple under the action of gravity we
expect the acceleration of gravity g to be part of the mix. Use dimensional
analysis to show that we have the formula
v =
√
ghf(
d
h
,
t
h
)
In the limiting case when t << h we get
v =
√
ghf(
d
h
)
Experiments with several kinds of thin dominoes show that the function f
is approximately constant and equal to the dimensionless value 1.5. Thus
we have
v ≈ 1.5
√
gh
A typical domino have a height of 5 cm. This give a toppling speed of
approximately 1 m/s.
7. The first atomic bomb test was performed in New Mexico in 1945. The
energy released by the explosion was top secret at the time, but a series of
timelaps pictures of the exploding cloud was shortly thereafter published
in a popular magazine. This pictures showed that 0.006 seconds after the
explosion the exploding cloud was approximately spherical of radius 80
meter. A british physicist G. I. Taylor used this information to calculate
that the explosive yield was approximately 25 kilo-tons of TNT.
Question: How did he do it?
Answer: He used dimensional analysis.
An explosion occur when a large amount of energy is quickly releases in
a small space. Under ideal conditions the expanding explosive cloud is
spherical. The physical quantities relevant to the situation then appears
to be energy E, radius of explosive cloud R at time t and the density of
the surrounding air ρ. Perform a dimensional analysis using a system of
units with primary quantities length, time and mass. Show that we get
the formula
E = α
R5ρ
t2
Taylor then used a small scale laboratory test explosion to determine that
the dimensionless number α is approximately equal to one. Now calculate
the energy and show that you get indeed an energy release of approximately
25 kilo-tons.
8. Consider a situation where two perfectly conducting parallel metal plates
are placed a distance d apart in a perfect vacuum. The plates carry no
electric charge but your experimentalist friend report that he is nevertheless
measuring a negative pressure p between the plates if they are placed
sufficiently close together. Negative pressure means that the plates are
pulled together. His experiment involved plates whose distance was less
than a micron. He is mystified since there is really noting at all between the
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plates except a perfect vacuum, so what could be pulling them together? He
wants you to come up with a formula relating the pressure p to the distance
d. You have a elementary course in quantum theory and know that a
vacuum is more than we used to think in the pre-quantum days. You know
for example that a quantum harmonic oscillator in its ground state is not
stationary, its position is subject to never ending fluctuations around the
mean position which is zero. You know that these fluctuations goes under
the name zero-point fluctuations and you also know that this funny behavior
is generic for quantum system. This is the content of the Heisenberg
uncertainty principle. Thus you suspect that the emptiness between the
plates could be filled by some quantum system in its ground state and that
the negative pressure is caused by its zero-point fluctuations. Since this
something must fill the void between the plates it is reasonable that it is
some kind of field. The most common such field is the electromagnetic
one so you conjecture that the void is filled by a electromagnetic field
performing zero-point fluctuations. Use dimensional analysis to derive the
formula
p = α
}c
d4
Hendrik Casimir used quantum field theory to calculate the constant a in
1948 and found that
α = − pi
2
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This formula has been verified up to an accuracy equal to a few percent.
9. The Fulling–Davies–Unruh effect shows that an observer experiencing an
acceleration a with respect to empty space will measure his surroundings
to be at a temperature T > 0. The effect was first described by Stephen
Fulling in 1973, Paul Davies in 1975 and W. G. Unruh in 1976. Inspired by
the previous problem, we know that what appears to be empty space, from
a classical point of view, is not actually so from a quantum point of view.
We know that the vacuum is filled by a quantum electromagnetic field
in its lowest energy state. Since this state involve the continual creation
and destruction of virtual photons we perceive the possibility that some
of these virtual photons could be observed to be real by an accelerated
observer. We therefore expect that the speed of light c and the Planck
constant } to be part of the mix. Also since temperature is one of the
physical quantities, thermodynamics must be operating behind the scene
here. We therefore expect that the Boltzmann constant kB will play a role.
Note that acceleration is necessary for this effect to occur. This is because
the quantum vacuum is Lorentz invariant; all observers moving at uniform
speed with respect to each other will perceive the quantum vacuum in
exactly the same state. Use dimensional analysis to show that we have the
formula
T = α
}a
ckB
Fulling, Davies and Unruh, pushing the boundaries of known physics, were
able to calculate the dimensionless number α. They found
α =
1
2pi
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This effect is strongly related to the Hawkings radiation from a black hole
that was predicted by Stephen Hawking around the same time. Both
phenomena depends on quantum effects and gravitationally effects to be
of the same order. No coherent physical theory involving both quantum
effects and gravitationally effects exists. Finding such a theory is the holy
grail of theoretical physics.
10. A black hole is a space-time singularity. It is the place where all our
physical theories go to die. A black whole is a solution of the Einstein
equations of general relativity. It was found by Karl Schwartschild in 1915.
The black hole is surrounded by a spherical region of space which is called
the event horizon. Anyone crossing this horizon is doomed, he can not
escape and will be crushed by the singularity. Let the event horizon have
radius R. We expect R to depend on the mass of the hole m and also the
speed of light c. Since this is a gravitational phenomenon we expect that
the gravitational constant G is part of the mix. Use dimensional analysis
to show that we have the formula
R = α
Gm
c2
By solving the equations of general relativity Schwartschild found that
α = 2.
11. In 1972 Jacob Bekenstein suggested that black holes harbor an amount
of entropy that is proportional to the area of the hole. Stephen Hawking
initially opposed the idea. This was because any thermodynamic system
with nonzero entropy would be at a nonzero temperature, and all hot
objects radiate energy. Hawing pointed out that this simple thermodynamic
relationship implied that black holes could not have a nonzero entropy.
This is because a black hole does not radiate energy. This was a very
reasonable conclusion, after all, any matter or radiation and that cross
the horizon of a black hole are sucked into the whole, never to be seen
again! However, Bekenstein’s argument was difficult to get around and
in order to bolster his argument, Hawking went ahead and calculated
the temperature of a black hole. This was not by any means a simple
calculation to do. This is because Hawking realized that the only source
of radiation emanating from the hole had to come from particle pairs that
are spontaneously created from the vacuum at the horizon of the hole. The
existence of such spontaneous creation of particles was a well established
consequence of the theory of quantum fields, and the theory of quantum
fields is gospel when it comes to describing quantum properties of fields
like, for example, the electromagnetic field. A collection of such theories,
called the Standard Model was created in the 1970s and has since then
correctly predicted all experimental observations of particle interactions.
It has never made a wrong prediction during all this time.
However applying the theory of quantum fields in the presence of gravity
meant going beyond known theory. Nobody knew how to combine these
two theories into one, in a consistent way, neither does anybody today.
However, Hawking, being a genius and all, plowed ahead and got an answer
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after a very lengthy and difficult calculation. His answer was given by the
following beautiful formula
T =
~c3
8piGMkB
. (58)
a) From the discussion it is clear that since we are looking for the temper-
ature of a black whole, it’s temperature T and mass M must be taken
into account. Since gravity is involved in this problem, the speed of
light c, and the gravitational constant G, must be part of the mix.
Since this is a problem in thermodynamics the Boltzmann constant
kB must be important, as must the Planck constant ~, since Hawk-
ing conjectured that the source of the radiation came from particle
creation, which is described by quantum theory.
Given this, use dimensional analysis to show that the most general
physical law connecting all these quantities must be of the form
T =
c2M
kB
f(
GM2
c~
),
where f(ξ) is an arbitrary function of one variable. Find a simple
such function that give us Hawking’s formula (58) for the radiation
from a black hole.
b) At the center of our galaxy there is a super massive black hole called
Sagittarius A∗. Calculate the temperature of this hole.
c) Since the black hole has a nonzero temperature it will radiate and
thereby loose energy. Through the Einstein relation E = Mc2 we can
conclude that the whole will loose mass over time. But as the mass
decrease, the formula for the temperature of the hole show that the
temperature of the hole increase. Thus it radiates more, loose mass
faster and increase the temperature even more. This is a runaway
effect that will lead to the evaporation of the hole in finite time. If
tev is the time it takes a black hole to evaporate, and assuming that
the evaporation time only depends on the speed of light c, the Planck
constant ~, the gravitational constant G and the mass of the hole M ,
show that the most general physical law connecting these quantities
is
tev =
~ 12G 12
c
5
2
f
(
GM2
c~
)
(59)
Using various kinds of arguments and approximations, it has been
argued that the formula for the evaporation time is
tev =
5120piG2M3
~c4
(60)
Show that the formula (60) is consistent with the one we derived
using dimensional analysis (59), by finding a simple function f that
give us (60) starting with (59).
d) Use the evaporation formula (60) to calculate the time it takes for
Sagittarius A∗ to evaporate.
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e) The Russian scientists Yakov Borisovich Zel’dovich and Igor Dmitriye-
vich Novikov proposed in 1966 the existence of primordial black holes.
These are holes that does not come from the collapse of a star but
which were created a short time after the Big Bang, in the radiation
dominated era of the universe. These holes can range in mass from
10−8g and up. Find a lower limit on the mass of primordial black
holes that can exists at the present time.
Because of Hawking contribution to this problem, the thermal radiation
from a black hole is called Hawking radiation. Stephen Hawking died in
2018 and was buried in Westminster Abbey, an honor given to very few. He
share this burial place with giants like Newton and Darwin. Carved into
the stone covering his burial cite, you will find the formula for Hawking
radiation. His greatest work.
6 The method of multiple scales
Perturbation methods are aimed at finding approximate analytic solutions to
problems whose exact analytic solutions can not be found. The setting where
perturbation methods are applicable is where there is a family of equations,
P(ε), depending on a parameter ε << 1, and where P(0) has a known solution.
Perturbation methods are designed to construct solutions to P(ε) by adding
small corrections to known solutions of P(0). The singular aim of perturbation
methods is to calculate corrections to solutions of P(0). Perturbation methods
do not seek to prove that a solution of P(0), with corrections added, is close to a
solution of P(ε) for ε in some finite range with respect to some measure of error.
It’s sole aim is to compute corrections and to make sure that the first correction
is small with respect to the chosen solution of P(0), that the second correction
is small with respect to the first correction and so on, all in the limit when ε
approaches zero. This formal nature and limited aim of is why we prefer to call
it perturbation methods rather than perturbation theory. A mathematical theory
is a description of proven mathematical relations among well defined objects
of human thought. Perturbation methods does not amount to a mathematical
theory in this sense. It is more like a very large bag of tricks, whose elements
have a somewhat vague domain of applicability, and where the logical relations
between the tricks are not altogether clear, to put it nicely.
After all this negative press you might ask why we should bother with this
subject at all, and why we should not rather stay with real, honest to God,
mathematics. The reason is simply this: If you want analytic solutions to complex
problems, it is the only game in town. In fact, for quantum theory, which is
arguably our best description of reality so far, perturbation methods is almost
always the first tool we reach for. For the quantum theory of fields, like quantum
electrodynamics, perturbation methods are essentially the only tools available.
These theories are typically only known in terms of perturbation expansions. You
could say that we don’t actually fully understand the mathematical structure
of these very fundamental theories. But at the same time, quantum theory of
fields give some of the most accurate, experimentally verified, predictions in all
of science.
So clearly, even if perturbation methods are somewhat lacking in mathemati-
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cal justification, they work pretty well. And in the end that is the only thing
that really counts.
These lecture notes are not meant to be a general introduction to the wide
spectrum of perturbation methods that are used all across science. Many
textbooks exists whose aim is to give such a broad overview, an overview that
includes the most commonly used perturbation methods[8],[20],[9],[19]. Our aim
is more limited; we focus on one such method, which is widely used in many
areas of applied science. This is the method of multiple scales. The method of
multiple scales is described in all respectable books on perturbation methods
and there are also more specialized books on singular perturbation methods
where the method of multiple scales has a prominent place[16],[14]. There are,
however, quite different views on how the method is to be applied, and what its
limitations are. Therefore, descriptions of the method appears quite different
in the various sources, depending on the views of the authors. In these lecture
notes we describe the method in a way that is different from most textbooks, but
which is very effective and makes it possible to take the perturbation expansions
to higher order in the small perturbation parameter that would otherwise be
possible. The source that is closest to our approach is [21].
We do not assume that the reader has had any previous exposure to pertur-
bation methods. These lecture notes therefore starts off by introducing the basic
ideas of asymptotic expansions and illustrate them using algebraic equations.
The lecture notes then proceeds by introducing regular perturbation expansions
for single ODEs, study the breakdown of these expansions, and show how to avoid
the breakdown using the method of multiple scales. The method of multiple
scales is then generalized to systems of ODEs, boundary layer problems for
ODEs and to PDEs. In an appendix to these lecture notes, we further illustrate
the method of multiple scales by applying it to the Maxwells equations; showing
how the Nonlinear Schrødinger equation appears as an approximation to the
Maxwell equations in a situation where dispersion and nonlinearity balances.
Several exercises involving multiple scales for ODEs and PDEs are included in
the lecture notes.
6.1 Regular and singular problems.
In this section we will introduce perturbation methods in the context of algebraic
equations. One of the main goals of this section is to introduce the all-important
distinction between regular and singular perturbation problems, but we also use
the opportunity to introduce the notion of a perturbation hierarchy and describe
some of its general properties.
6.1.1 A regularly perturbed quadratic equation
Consider the polynomial equation
x2 − x+ ε = 0. (1)
This is our perturbed problem P(ε). The unperturbed problem P(0), is
x2 − x = 0.
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This unperturbed problem is very easy to solve
x2 − x = 0,
m
x0 = 0,
x1 = 1.
Let us focus on x1 and let us assume that the perturbed problem has a solution
in the form of a perturbation expansion
x(ε) = a0 + εa1 + ε
2a2 + ... . (2)
where a0 = 1. Our goal is to find the unknown numbers a1, a2, .. . These numbers
should have a size of order 1. This will ensure that εa1 is a small correction to
a0, that ε
2a2 is a small correction to εa1and so on, all in the limit of small ε. As
we have stressed before, maintaining the ordering of the perturbation expansion
is the one and only unbreakable rule when we do perturbation calculations. The
perturbation method now proceeds by inserting the expansion (2) into equation
(1) and collecting terms containing the same order of ε.
(a0 + εa1 + ε
2a2 + ...)
2 − (a0 + εa1 + ε2a2 + ...) + ε = 0,
⇓
a20 + 2εa0a1 + ε
2(a21 + 2a0a2)− a0 − εa1 − ε2a2 − ..+ ε = 0,
⇓
a20 − a0 + ε(2a0a1 − a1 + 1) + ε2(2a0a2 + a21 − a2) + ... = 0.
Since a1, a2, .. are all assumed to be of order 1 this equation will hold in the
limit when ε approach zero only if
a20 − a0 = 0,
2a0a1 − a1 + 1 = 0,
2a0a2 + a
2
1 − a2 = 0.
We started with one nonlinear equation for x, and have ended up with three
coupled nonlinear equations for a0, a1 and a2. Why should we consider this to
be progress? It seems like we have rather substituted one complicated problem
with one that is even more complicated!
The reason why this is progress, is that the coupled system of nonlinear
equations has a very special structure. We can rewrite it in the form
a0(a0 − 1) = 0,
(2a0 − 1)a1 = −1,
(2a0 − 1)a2 = −a21. (3)
The first equation is nonlinear but simpler than the perturbed equation (1), the
second equation is linear in the variable a1 and the third equation is linear in
the variable a2 when a1 has been found. Moreover, the linear equations are all
determined by the same linear operator L(·) = (2a0 − 1)(·). This reduction to
a simpler nonlinear equation and a sequence of linear problems determined by
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the same linear operator is what makes (3) essentially simpler than the original
equation (1), which does not have this special structure. The system (3) is
called a perturbation hierarchy for (1). The special structure of the perturbation
hierarchy is key to any successful application of perturbation methods, whether
it is for algebraic equations, ordinary differential equations or partial differential
equations.
The perturbation hierarchy (3) is easy to solve and we find
a0 = 1,
a1 = −1,
a2 = −1,
and thus our perturbation expansion to second order in ε is
x(ε) = 1− ε− ε2 + ...
For this simple case we can solve the unperturbed problem directly using the
solution formula for a quadratic equation. Here are some numbers
ε Exact solution Perturbation solution
0.001 0.998999 0.998999
0.01 0.989898 09989900
0.1 0.887298 0.890000
We see that our perturbation expansion is quite accurate even for ε as large as
0.1.
Let us see if we can do better by finding an even more accurate approximation
through extension of the perturbation expansion to higher order in ε. In fact let
us take the perturbation expansion to infinite order in ε.
x(ε) = a0 + a1 + 
2a2 + ... = a0 +
∞∑
n=1
εnan (4)
Inserting (4) into (1) and expanding we get
(a0 +
∞∑
n=1
εnan)(a0 +
∞∑
m=1
εmam)− a0 −
∞∑
n=1
εnan + ε = 0,
⇓
a20 − a0 +
∞∑
p=1
εp(2a0 − 1)ap +
∞∑
p=2
εp
(
p−1∑
m=1
amap−m
)
+ ε = 0,
⇓
a20 − a0 + ε ((2a0 − 1)a1 + 1) +
∞∑
p=2
εp
(
(2a0 − 1)ap +
p−1∑
m=1
amap−m
)
= 0.
Therefore the complete perturbation hierarchy is
a0(a0 − 1) = 0,
(2a0 − 1)a1 = −1,
(2a0 − 1)ap = −
p−1∑
m=1
amap−m, p = 2.
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The right-hand side of the equation for ap only depends on aj for j < p. Thus the
perturbation hierarchy is an infinite system of linear equations that is coupled
in such a special way that we can solve them one by one. The perturbation
hierarchy truncated at order 4 is
(2a0 − 1)a1 = −1,
(2a0 − 1)a2 = −a21,
(2a0 − 1)a3 = −2a1a2,
(2a0 − 1)a4 = −2a1a3 − a22.
Using a0 = 1, the solution to the hierarchy is trivially found to be
a1 = −1,
a2 = −1,
a3 = −2,
a4 = −5.
For ε = 0.1 the perturbation expansion gives
x(0.1) = 0.8875... ,
whereas the exact solution is
x(0.1) = 0.8872... .
we are clearly getting closer. However, we did not get all that much in return
for our added effort.
Of course, we did not actually have to use perturbation methods in order to
find solutions to equation (1), since it is exactly solvable using the formula for
the quadratic equation. The example, however, illustrate many general features
of perturbation calculations that will appear again and again in different guises.
6.1.2 A regularly perturbed quintic equation
Let us consider the equation
x5 − 2x+ ε = 0. (5)
This is our perturbed problem, P(ε). For this case perturbation methods are
necessary, since there is no solution formula for general polynomial equations of
order higher than four. The unperturbed problem, P(0), is
x5 − 2x = 0. (6)
It is easy to see that the unperturbed equation has a real solution
x =
4
√
2 ≡ a0.
We will now construct a perturbation expansion for a solution to (5), starting
with the solution x = a0 of the unperturbed equation (6). We therefore introduce
the expansion
x(ε) = a0 + εa1 + ε
2a2 + .... . (7)
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Inserting (7) into equation (5) and expanding we get
(a0 + εa1 + ε
2a2 + ..)
5
−2(a0 + εa1 + ε2a2 + ..) + ε = 0,
⇓
a50 + 5a
4
0(εa1 + ε
2a2 + ...) + 10a
3
0(εa1 + ...)
2 + ..
−2a0 − 2εa1 − 2ε2a2 − ...+ ε = 0,
⇓
a50 − 2a0 + ε(1 + 5a40a1 − 2a1) + ε2(5a40a2 + 10a30a21 − 2a2) + ... = 0.
Thus the perturbation hierarchy to order two in ε is
a50 − 2a0 = 0,
(5a40 − 2)a1 = −1,
(5a40 − 2)a2 = −10a30a21.
Observe that the first equation in the hierarchy for a0 is nonlinear, whereas the
equations for ap are linear in ap for p > 0. All the linear equations are defined in
terms of the same linear operator L(·) = (5a40 − 2)(·). This is the same structure
that we saw in the previous example. If the unperturbed problem is linear, the
first equation in the hierarchy will also in general be linear.
The perturbation hierarchy is easy to solve, and we find
a1 = − 1
5a40 − 2
=
−1
8
,
a2 = − 10a
3
0a
2
1
5a40 − 2
= −5
4
√
8
256
.
The perturbation expansion to second order is then
x(ε) =
4
√
2− 1
8
ε− 5
4
√
8
256
ε2 + ... .
Here are some numbers
ε Exact solution Perturbation solution
0.001 1.18908 1.18908
0.01 1.19795 1.19795
0.1 1.17636 1.17638
Perturbation expansions for the other solutions to equation (5) can be found by
starting with the other four solutions of the equation (6). In this way we get
perturbation expansions for all the solutions of (5), and the effort is not much
larger than for the quadratic equation.
If we can find perturbation expansions for all the solutions of a problem P(ε),
by starting with solutions of the unperturbed problem P(0), we say that P(ε) is
a regular perturbation of P(0). If the perturbation is not regular it is said to be
singular. This distinction applies to all kinds of perturbation problems whether
we are looking at algebraic equations, ordinary differential equations or partial
differential equations. Clearly, for polynomial equations a necessary condition
for being a regular perturbation problem is that P(ε) and P(0) have the same
algebraic order. This is not always the case as the next example shows.
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6.1.3 A singularly perturbed quadratic equation.
Let us consider the following equation
εx2 + x− 1 = 0. (8)
This is our perturbed problem P(ε). The unperturbed problem P(0), is
x− 1 = 0. (9)
There is only one solution to the unperturbed problem
x = 1 ≡ a0. (10)
Let us find a perturbation expansion for a solution to (8) starting with the
solution (10) of the unperturbed problem
x(ε) = a0 + εa1 + ε
2a2 + ... . (11)
Inserting (11) into equation (8) and expanding we get
ε(a0 + εa1 + ε
2a2 + ...)
2 + a0 + εa1 + ε
2a2 + ...− 1 = 0,
⇓
ε(a20 + 2εa0a1 + ...) + a0 + εa1 + ε
2a2 + ...− 1 = 0,
⇓
a0 − 1 + ε(a1 + a20) + ε2(a2 + 2a0a1) + ... = 0.
The perturbation hierarchy, up to second order in ε is thus
a0 = 1,
a1 = −a20,
a2 = −2a0a1.
The solution of the perturbation hierarchy is
a0 = 1,
a1 = −1,
a2 = 2,
and the perturbation expansion for the solution to (8) starting from the solution
x = 1 to the unperturbed problem (9) is
x(ε) = 1− ε+ 2ε2 + ... .
In order to find a perturbation expansion for the other solution to the quadratic
equation (8), the unperturbed problem (9) is of no help.
However, looking at equation (8) we learn something important: In order for
a solution different from x = 1 to appear in the limit when ε approaches zero,
the first term in (8) can not approach zero. This is only possible if x approaches
infinity as ε approaches zero.
Inspired by this, let us introduce a change of variables
x = ε−py, (12)
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where p > 0. If y is of order one, as ε approaches zero, then x will approach
infinity in this limit, and will thus be the solution we lost in (9 ). Inserting (12)
into (8) gives us
ε(ε−py)2 + ε−py − 1 = 0,
⇓
ε1−2py2 + ε−py − 1 = 0,
⇓
y2 + εp−1y − ε2p−1 = 0.
The idea is now to pick a value for p, thereby defining a perturbed problem P(ε),
such that P(0) has a solution of order one. For p > 1 we get in the limit when ε
approaches zero the problem
y2 = 0,
which does not have any solution of order one. One might be inspired to choose
p = 12 . We then get the equation
√
εy2 + y −√ε = 0,
which in the limit when ε approaches zero turns into
y = 0.
This equation clearly has no solution of order one. Another possibility is to
choose p = 1. Then we get the equation
y2 + y − ε = 0. (13)
In the limit when ε approaches zero this equation turns into
y2 + y = 0. (14)
This equation has a solution y = −1 which is of order one. We therefore proceed
with this choise for p, and introduce a perturbation expansion for the solution to
(13) that starts at the solution y ≡ a0 = −1 to the unperturbed equation (14).
y(ε) = a0 + εa1 + ε
2a2 + ... . (15)
Inserting the perturbation expansion (15) into equation (13) and expanding we
get
(a0 + εa1 + ε
2a2 + ...)
2 + a0 + εa1 + ε
2a2 + ...− ε = 0,
⇓
a20 + a0 + ε((2a0 + 1)a1 − 1) + ε2((2a0 + 1)a2 + a21) + ... = 0.
The perturbation hierarchy to second order in ε is then
a20 + a0 = 0,
(2a0 + 1)a1 = 1,
(2a0 + 1)a2 = −a21.
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We observe in passing, that the perturbation hierarchy has the special structure
we have seen earlier. The solution to the perturbation hierarchy is
a1 = −1,
a2 = 1,
and the perturbation expansion to second order in ε is
y(ε) = −1− ε+ ε2 + ... .
Going back to the original coordinate x we finally get
x(ε) = −ε−1 − 1 + ε+ ... .
Even for ε as large as 0.1 the perturbation expansion and the exact solution,
xE(ε), are close
x(ε) = −ε−1 − 1 + ε+ ... ≈ −10.900.. ,
xE(ε) =
−1−√1 + 4ε
2ε
≈ −10.916... .
The perturbation problem we have discussed in this example is evidently
a singular problem. For singular problems, a coordinate transformation, like
the one defined by (12), must at some point be used to transform the singular
perturbation problem into a regular one.
At this point I need to be honest with you; there is really no general rule for
how to find the right transformations. Skill, experience, insight and sometimes
even dumb luck is needed to succeed. This is one of the reasons why I prefer
to call our subject perturbation methods and not perturbation theory. Certain
classes of commonly occurring singular perturbation problems have however
been studied extensively and rules for finding the correct transformations have
been designed. In general, what one observe, is that some kind of scaling
transformation, like in (12), is almost always part of the mix.
6.2 Asymptotic sequences and series.
When using perturbation methods, our main task is to investigate the behavior
of unknown functions f(ε), in the limit when ε approaches zero. This is what
we did in examples one, two and three.
The way we approach this problem is to compare the unknown function f (ε)
to one or several known functions when ε approaches zero. In example one and
two we compared our unknown function to the known functions {1, ε, ε2, ...}
whereas in example three we used the functions {ε−1, 1, ε, ...}. In order to
facilitate such comparisons, we introduce the ”large-O” and ”little-o” notation.
6.2.1 Asymptotic ordering of functions
Definition 1. Let f(ε) be a function of ε. Then
i) f(ε) = O(g(ε)) , ε→ 0 ⇔ limε→0
∣∣∣ f(ε)g(ε) ∣∣∣ 6= 0,
ii) f(ε) = o(g(ε)) , ε→ 0 ⇔ limε→0
∣∣∣ f(ε)g(ε) ∣∣∣ = 0.
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Thus, f(ε) = O(g(ε)) means that f(ε) and g(ε) are of roughly the same size
when ε approaches zero, and f(ε) = o(g(ε)) means that f(ε) is much smaller
than g(ε) when ε approaches zero.
We have for example that
1. sin(ε) = O(ε) , ε→ 0, because
lim
ε→0
∣∣∣∣ sin(ε)ε
∣∣∣∣ = 1 6= 0,
2. sin
(
ε2
)
= o(ε) , ε→ 0, because
lim
ε→0
∣∣∣∣∣ sin
(
ε2
)
ε
∣∣∣∣∣ = limε→0
∣∣∣∣∣2ε cos
(
ε2
)
1
∣∣∣∣∣ = 0,
3. 1− cos(ε) = o(ε), ε→ 0, because
lim
ε→0
∣∣∣∣1− cos(ε)ε
∣∣∣∣ = limε→0
∣∣∣∣ sin(ε)1
∣∣∣∣ = 0,
4. ln(ε) = o(ε−1), ε→ 0, because
lim
ε→0
∣∣∣∣ ln(ε)ε−1
∣∣∣∣ = limε→0
∣∣∣∣ε−1ε−2
∣∣∣∣ = limε→0 ε = 0.
When we apply perturbation methods, we usually use a whole sequence of
comparison functions. In examples one and two we used the sequence
{δn(ε) = εn}∞n=1,
and in example three we used the sequence
{δn(ε) = εn}∞n=−1.
What is characteristic about these sequences is that
δn+1(ε) = o(δn(ε)), ε→ 0, (16)
for all n in the range defining the sequences. Sequences of functions that satisfy
conditions (16) are called asymptotic sequences.
Here are some asymptotic sequences
1. δn(ε) = sin(ε)
n
,
2. δn(ε) = ln(ε)
−n
,
3. δn(ε) = (
√
ε)n.
Using the notion of asymptotic sequences, we can define asymptotic expansion
analogous to the way infinite series are defined in elementary calculus
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Definition 2. Let {δn(ε)} be an asymptotic sequence. Then a formal series
∞∑
n=1
anδn(ε),
is an asymptotic expansion for a function f(ε) as ε approaches zero if
f(ε)−
N∑
n=1
anδn(ε) = o(δN (ε)), ε→ 0.
Observe that
f(ε)− a1δ1(ε) = o(δ1(ε)), ε→ 0,
⇓
lim
ε→0
∣∣∣∣f(ε)− a1δ1(ε)δ1(ε)
∣∣∣∣ = 0,
⇓
lim
ε→0
∣∣∣∣a1 − f(ε)δ1(ε)
∣∣∣∣ = 0,
⇓
a1 = lim
ε→0
f(ε)
δ1(ε)
.
In an entirely similar way we find that for all m = 1 that
am = lim
ε→0
∣∣∣∣∣∣∣∣∣∣
f(ε)−
m−1∑
n=1
anδn(ε)
δm(ε)
∣∣∣∣∣∣∣∣∣∣
. (17)
This shows that for a fixed asymptotic sequence, the coefficients of the asymp-
totic expansion for a function f(ε) are determined by taking limits. Observe
that formula (17) does not require differentiability for f(ε) at ε = 0. This
is very different from Taylor expansions which requires that f(ε) is infinitely
differentiable at ε = 0.
This is a hint that asymptotic expansions are much more general than the usual
convergent expansions, for example power series, that we are familiar with from
elementary calculus. In fact, asymptotic expansions may well diverge, but this
does not make them less useful! The following example was first discussed by
Leonard Euler in 1754.
6.2.2 Euler’s example
Let a function f(ε) be defined by the formula
f(ε) =
∫ ∞
0
dt
e−t
1 + εt
. (18)
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The integral defining f(ε) converge very fast, and because of this f(ε) is a very
smooth function, in fact it is infinitely smooth and moreover analytic in the
complex plane where the negative real axis has been removed.
Using the properties of telescoping series we observe that for all m = 0
1
1 + εt
=
m∑
n=0
(−εt)n + (−εt)
m+1
1 + εt
. (19)
Inserting (19) into (18) we find that
f(ε) = Sm(ε) +Rm(ε),
where
Sm(ε) =
m∑
n=0
(−1)nn! εn,
For the quantity Rm(ε) we have the estimate
|Rm(ε)| 5 εm+1
∫ ∞
0
dt
tm+1e−t
1 + εt
5 εm+1
∫ ∞
0
dttm+1e−t = (m+ 1)!εm+1,
from which it follows that
lim
ε→0
∣∣∣∣Rm(ε)εm
∣∣∣∣ 5 limε→0(m+ 1)!ε = 0.
Thus we have proved that an asymptotic expansion for f(ε) is
f(ε) =
∞∑
n=0
(−1)nn!εn. (20)
It is on the other hand trivial to verify that the formal power series
∞∑
n=0
(−1)nn!εn,
diverge for all ε 6= 0!
In figure 47, we compare the function f(ε) with what we get from the asymptotic
expansion for a range of ε and several truncation levels for the expansion. From
this example we make the following two observations that are quite generic with
regards to the convergence or divergence of asymptotic expansions.
Firstly, the asymptotic expansion (20) is an accurate representation of f(ε) in
the limit when ε approaches zero even if the expansions is divergent. Secondly,
adding more terms to the expansion for a fixed value of ε makes the expansion
less accurate.
In reality we are most of the time, because of algebraic complexity, only
able to calculate a few terms of an asymptotic expansion. Thus convergence
properties of the expansion are most of the time unknown. As this example
shows, convergence properties are also not relevant for what we are trying to
achieve when we solve problems using perturbation methods.
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Figure 47: Comparing the exact(blue) expression for f(ε) with the asymptotic
expansion (20) containing ten(red) and twenty(yellow) terms.
6.3 Regular perturbation expansions for ODEs.
It is now finally time to start solving differential equations using asymptotic
expansions. Let us start with a simple boundary value problem for a first order
ordinary differential equation.
6.3.1 A weakly nonlinear boundary value problem.
Consider the following boundary value problem
y′(x) + y(x) + εy2(x) = x, 0 < x < 1,
y(1) = 1, (21)
where ε as usual is a small number. Since the differential equation is nonlinear
and non-separable, this is a nontrivial problem. The unperturbed problem is
y′(x) + y(x) = x, 0 < x < 1,
y(1) = 1.
The unperturbed problem is easy to solve since the equation is a first order linear
equation. The general solution to the equation is
y(x) = x− 1 +Ae−x.
The arbitrary constant A is determined from the boundary condition
y(1) = 1,
⇓
1− 1 +Ae−1 = 1,
⇓
A = e.
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Thus the unique solution to the unperturbed problem is
y0(x) = x− 1 + e1−x. (22)
We now want to find an asymptotic expansion for the solution to the perturbed
problem (21), starting from the solution y0(x). We thus postulate an expansion
of the form
y(ε;x) = y0(x) + εy1(x) + ε
2y2(x) + ... . (23)
Inserting (23) into (21) and expanding we get
(y0 + εy1 + ε
2y2 + ...)
′ + y0 + εy1 + ε2y2 + ...
+ε(y0 + εy1 + ε
2y2 + ...)
2 = x,
⇓
y′0 + εy
′
1 + ε
2y′2 + ...+ y0 + εy1 + ε
2y2 + ...
ε(y20 + 2εy0y1 + ..) = x,
⇓
y′0 + y0 + ε(y
′
1 + y1 + y
2
0) + ε
2(y′2 + y2 + 2y0y1) + ... = x. (24)
We must also expand the boundary condition
y0(1) + εy1(1) + ε
2y2(1) + ... = 1. (25)
From (24) and (25) we get the following perturbation hierarchy
y′0(x) + y0(x) = x,
y0(1) = 1,
y′1(x) + y1(x) = −y20(x),
y1(1) = 0,
y′2(x) + y2(x) = −2y0(x)y1(x),
y2(1) = 0.
We observe that the perturbation hierarchy has the special structure that we
have noted earlier. All equations in the hierarchy are determined by the linear
operator L = ddx + 1. The first boundary value problem in the hierarchy has
already been solved. The second equation in the hierarchy is
y′1(x) + y1(x) = −y20(x). (26)
Finding a special solution to this equation is simple
yp ′1 (x) + y
p
1(x) = −y20(x),
⇓
(yp1(x)e
x)′ = −y20(x)ex,
⇓
yp1(x) = −e−x
∫ x
0
dx′ex
′
y20(x
′).
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Adding a general solution to the homogeneous equation, we get the general
solution to equation (26) in the form
y1(x) = A1e
−x − e−x
∫ x
0
dx′ex
′
y20(x
′). (27)
Inserting the expression for y0(x) from (22) into (27), expanding and doing the
required integrals, we find that, after applying the boundary condition y1(1) = 0,
we have
y1(x) = −x2 + 4x− 5 + (2x− x2)e1−x + e2−2x.
We can thus conclude that the perturbation expansion to first order in ε is
y(ε;x) = x− 1 + e1−x + ε (−x2 + 4x− 5 + (2x− x2)e1−x + e2−2x)+ ... . (28)
The general solution to the third equation in the perturbation hierarchy is in a
similar way found to be
y2(x) = A2e
−x − 2e−x
∫ x
0
dx′ex
′
y0(x
′)y1(x′). (29)
The integral in (29) will have eighteen terms that needs to be integrated. We
thus see that even for this very simple example the algebraic complexity grows
quickly.
Recall that we are only ensured that the correction εy1(t) is small with
respect to the unperturbed solution y0(t) in the limit when ε approaches zero.
The perturbation method does not say anything about the accuracy for any
finite value of ε. The hope is of course that the perturbation expansion also
gives a good approximation for some range of ε > 0.
Our original equation (21) is a Riccati equation and an exact solution to
the boundary value problem can be found in terms of Airy functions. In figure
48 we compare our perturbation expansion(28) to the exact solution in the
domain 0 < x < 1. We observe that even for ε as large as 0.05 our perturbation
expansion give a very accurate representation of the solution over the whole
domain.
In general, we will not have an exact solution that can be used to investigate the
accuracy of the perturbation expansion for finite values of ε. For example, if our
original equation contained y3 instead of y2, an exact solution can not be found.
This is the normal situation when we apply perturbation methods. The only
way to get at the accuracy of the perturbation expansion is to compare it to an
approximate solution found by some other, independent, approximation scheme.
Often this involve numerical methods, but it could also be another perturbation
method.
As the next example show, things does not always work out as well as in the
current example.
6.3.2 A weakly damped linear oscillator.
Consider the following initial value problem
y′′(t) + εy′(t) + y(t) = 0, t > 0,
y(0) = 1,
y′(0) = 0. (30)
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Figure 48: Comparing direct perturbation expansion(red) to the exact solu-
tion(green),of the boundary value problem.
This is our perturbed problem P(ε). The unperturbed problem, P(0), is
y′′(t) + y(t) = 0,
y(0) = 1,
y′(0) = 0.
The general solution to the unperturbed equation is evidently
y0(t) = A0e
it +A∗0e
−it,
and the initial condition is satisfied if
A0 +A
∗
0 = 1,
iA0 − iA∗0 = 0,
which has the unique solution A0 =
1
2 . Thus the unique solution to the unper-
turbed problem is
y0(t) =
1
2
eit + (∗), (31)
where z + (∗) means z + z∗. This is a very common notation.
We want to find a perturbation expansion for the solution to the perturbed
problem, starting with the solution y0 of the unperturbed problem. The simplest
approach is to use an expansion of the form
y(ε; t) = y0(t) + εy1(t) + ε
2y2(t)... . (32)
We now, as usual, insert (32) into the perturbed equation (30) and expand
(y0 + εy1 + ε
2y2 + ...)
′′
+ε(y0 + εy1 + ε
2y2 + ...)
′ + y0 + εy1 + ε2y2 + ... = 0,
⇓
y′′0 + y0 + ε(y
′′
1 + y1 + y
′
0) + ε
2(y′′2 + y2 + y
′
1) + ... = 0. (33)
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We must in a similar way expand the initial conditions
y0(0) + εy1(0) + ε
2y2(0) + ... = 1,
y′0(0) + εy
′
1(0) + ε
2y′2(t) + ... = 0. (34)
From equations (33) and (34) we get the following perturbation hierarchy
y′′0 + y0 = 0, t > 0,
y0(0) = 1,
y′0(0) = 0,
y′′1 + y1 = −y′0, t > 0,
y1(0) = 0,
y′1(0) = 0,
y′′2 + y2 = −y′1, t > 0,
y2(0) = 0,
y′2(0) = 0.
We note that the perturbation hierarchy has the special form discussed earlier.
Here the linear operator determining the hierarchy is L = d
2
dt2 + 1.
The first initial value problem in the hierarchy has already been solved. The
solution is (31). Inserting y0(t) into the second equation in the hierarchy we get
y′′1 + y1 = −
i
2
eit + (∗). (35)
Looking for particular solutions of the form
yp1(t) = Ce
it + (∗),
will not work, here because the right-hand side of (35) is a solution to the
homogeneous equation. In fact (35) is a harmonic oscillator driven on resonance.
For such cases we must rather look for a special solution of the form
yp1(t) = Cte
it + (∗). (36)
By inserting (36) into (35) we find C = − 14 . The general solution to equation
(35) is then
y1(t) = A1e
it − 1
4
teit + (∗).
Applying the initial condition for y1(t) we easily find that A1 = − i4 . Thus the
perturbation expansion to first order in ε is
y(ε; t) =
1
2
eit + ε
1
4
(i− t)eit + (∗).
Let yE(t) be a high precision numerical solution to the perturbed problem (30).
For ε = 0.01 we get for increasing time
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Figure 49: Comparing the direct perturbation expansion(red) and a high precision
numerical solution(green).
t yE y
4 −0.6444 −0.6367
40 −0.5426 −0.5372
400 −0.0722 0.5295
The solution starts out by being quite accurate, but as t increases, the pertur-
bation expansion eventually looses any relation to the exact solution. The true
extent of the disaster is seen in figure 49.
So what is going on, why is the perturbation expansion such a bad approxi-
mation in this example?
Observe that y1 contain a term that is proportional to t. Thus as t grows
the size of y1 also grows and when
t ∼ 1
ε
the second term in the perturbation expansion become as large as the first term.
The ordering of the expansion breaks down and the first correction, εy1, is of
the same size as the solution to the unperturbed problem, y0.
The reason why the growing term, y1, is a problem here, but was not a
problem in the previous example, is that here the domain for the independent
variable is unbounded.
Let us at this point introduce some standard terminology. The last two examples
involved perturbation expansions where the coefficients depended on a parameter.
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In general such expansions takes the form
f(ε; x) ∼
∞∑
n=1
an(x)δn(ε), ε→ 0
where the parameter, x, ranges over some domain V ⊂ Rm for some m. For
the boundary value problem (21) , V is the interval [0, 1] whereas for the initial
value problem (30), V is the unbounded interval (0,∞).
With the introduction of a parameter dependence of the coefficients, a
breakdown of order in the expansion for some region(s) in V becomes a possibility.
We saw how this came about for the case of the damped harmonic oscillator
model (30).
And let me be clear about this; breakdown of order in parameter dependent
perturbation expansions is not some weird, rarely occurring, event. On the
contrary it is very common.
Thus methods has to be invented to handle this phenomenon, which is called
non-uniformity of asymptotic expansions. The multiple scale method is design
to do exactly this.
6.4 The method of multiple scales for ODE.
In the previous section we saw that trying to represent the solution to the
problem
y′′(t) + εy′(t) + y(t) = 0, t > 0,
y(0) = 1,
y′(0) = 0, (37)
using a regular perturbation expansion
y(ε; t) = y0(t) + εy1(t) + ε
2y2(t)... ,
leads to a nonuniform expansion where ordering of the terms broke down for
t ∼ 1ε . In order to understand how to fix this, let us have a look at the exact
solution to (37). The exact solution can be found using characteristic polynomials.
We get
y(t) = Ce−
1
2 εtei
√
1− 14 ε2t + (∗), (38)
where
C =
−λ∗
λ− λ∗ , λ = −
1
2
ε+ i
√
1− 1
4
ε2.
If we expand the square root in the exponent with respect to ε, we get
y(t) ≈ Ceite− 12 εte− i8 ε2t + (∗). (39)
Observe that if f(ξ) is a function whose derivative is of order one, then the
function
gn(t) = f(ε
nt),
satisfy
4gn(t) = gn(t+ T )− gn(t) ≈ εnf ′(εnt)T = O(1)⇐⇒ Tn ∼ ε−n.
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We express this by saying that the function gn(t) vary on the time scale Tn = ε
−n.
If we now look at equation (39), we see that the approximate solution (39) vary
on three separate time scales T0 = ε
0, T1 = ε
−1 and T2 = ε−2. If we include
more terms in the Taylor expansion for the square root in (38) the resulting
solution will depend on even more time scales.
Inspired by this example we postulate the existence of a function
h = h(t0, t1, t2, ...),
such that
y(t) = h(t0, t1, t2, ...)|tj=εjt, (40)
is a solution to problem (37). Using the chain rule we evidently have
dy
dt
(t) =
{
(∂t0 + ε∂t1 + ε
2∂t2 + ...)h
} |tj=εjt,
which we formally write as
d
dt
= ∂t0 + ε∂t1 + ε
2∂t2 + ... . (41)
The function h is represented using a perturbation expansion of the form
h = h0 + εh1 + ε
2h2 + ... . (42)
The multiple scale method now proceed by substituting (41) and (42) into the
differential equation
y′′(t) + εy′(t) + y(t) = 0,
and expanding everything in sight.
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) + ε(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) + h0 + εh1 + ε
2h2 + ... = 0,
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(h0 + εh1 + ε
2h2 + ...) + ε(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) + h0 + εh1 + ε
2h2 + ... = 0,
⇓
∂t0t0h0 + h0 + ε(∂t0t0h1 + h1 + ∂t0t1h0 + ∂t1t0h0 + ∂t0h0)
+ε2(∂t0t0h2 + h2 + ∂t0t1h1 + ∂t1t0h1 + ∂t0t2h0 + ∂t1t1h0
+∂t2t0h0 + ∂t1h0 + ∂t0h1) + ... = 0,
which gives us the following perturbation hierarchy to second order in ε
∂t0t0h0 + h0 = 0,
∂t0t0h1 + h1 = −∂t0t1h0 − ∂t1t0h0 − ∂t0h0,
∂t0t0h2 + h2 = −∂t0t1h1 − ∂t1t0h1 − ∂t0t2h0
− ∂t1t1h0 − ∂t2t0h0 − ∂t1h0 − ∂t0h1.
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We observe, in passing, that the perturbation hierarchy has the special form
we have seen several times before. Here the common differential operator is
L = ∂t0t0 + 1.
At this point a remark is in order. It is fair to say that there is not a full
agreement among the practitioners of the method of multiple scales about how
to perform these calculations. The question really hinges on whether to take the
multiple variable function h(t0, t1, ..) seriously or not. If you do, you will be lead
to a certain way of doing these calculation. This is the point of view used in most
textbooks on this subject. We will not follow this path here. We will not take h
seriously as a multiple variable function and never forget that what we actually
want is not h, but rather y, which is defined in terms of h through equation (40).
This point of view will lead us to do multiple scale calculations in a different
way from what you see in most textbooks. This way is very efficient and will
make it possible to go to order ε2 and beyond without being overwhelmed by
the amount of algebra that needs to be done.
What I mean when I say that we will not take h seriously as a multiple
variable function will become clear as we proceed. One immediate consequence
of this choise is already evident from the way I write the perturbation hierarchy.
Observe that I keep
∂titjhk and ∂tjtihk ,
as separate terms, I don’t use the equality of cross derivatives to simplify my
expressions. This is the first rule we must follow when we do multiple scale
calculations in the way I am teaching you in these lecture notes. If we took h
seriously as a multiple variable function we would put cross derivatives equal.
The second rule we must follow is to disregard the initial values for the time
being. We will fit the initial values at the very end of our calculations rather
than do it at each order in ε like we just did in section 6.3.1 and 6.3.2.
Let us now proceed to solve the equations in the perturbation hierarchy. At
order ε0 we have the equation
∂t0t0h0 + h0 = 0. (43)
When we are applying multiple scales to ordinary differential equations we
always use the general solution to the order ε0 equation. For partial differential
equations this will not be so, as we will see later. The general solution to (43) is
evidently
h0(t0, t1, ..) = A0(t1, t2, ..)e
it0 + (∗).
Observe that the equation only determines how h0 depends on the fastest time
scale t0, the dependence on the other time scales t1, t2, .., is arbitrary at this
point and this is reflected in the fact that the integration ”constant” A0 is
actually a function depending on t1, t2, .. .
We have now solved the order ε0 equation. Inserting the expression for h0
into the order ε equation, we get after some simple algebra
∂t0t0h1 + h1 = −2i(∂t1A0 +
1
2
A0)e
it0 + (∗). (44)
We now need a particular solution to this equation. Observe that since A0 only
depends on the slow time scales t1, t2, .., equation (44) is in fact a harmonic
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oscillator driven on ressonance. It is simple to verify that it has a particular
solution of the form
h1(t0, t1, ..) = −t0(∂t1A0 +
1
2
A0)e
it0 . (45)
But this term is growing and will lead to breakdown of ordering for the pertur-
bation expansion (42) when t0 ∼ ε−1. This breakdown was exactly what we
tried to avoid using the multiple scales approach!
But everything is not lost, we now have freedom to remove the growing term
by postulating that
∂t1A0 = −
1
2
A0.
With this choise, the order ε equation simplifies into
∂t0t0h1 + h1 = 0.
Terms in equations leading to linear growth like in (45), are traditionally called
secular terms. The name are derived from the Latin word soeculum that means
century and is used here because this kind of non-uniformity was first observed
on century time scales in planetary orbit calculations.
At this point we introduce the third rule for doing multiple scale calculations
in the particular way that I advocate in these lecture notes. The rule is to
disregard the general solution of the homogeneous equation for all equations in
the perturbation hierarchy except the first. We therefore choose h1 = 0 and
proceed to the order ε2 equation using this choice. The equation for h2 then
simplifies into
∂t0t0h2 + h2 = −2i(∂t2A0 −
i
2
∂t1t1A0 −
i
2
∂t1A0)e
it0 + (∗).
We have a new secular term and in order to remove it we must postulate that
∂t2A0 =
i
2
∂t1t1A0 +
i
2
∂t1A0.
Using this choice, our order ε2 equation simplifies into
∂t0t0h2 + h2 = 0.
For this equation we use, according to the rules of the game, the special solution
h2 = 0.
What we have found so far is then
h(t0, t1, t2, ..) = A0(t1, t2, ..)e
it0 + (∗) +O(ε3), (46)
where
∂t1A0 = −
1
2
A0, (47)
∂t2A0 =
i
2
∂t1t1A0 +
i
2
∂t1A0. (48)
At this point you might ask if we actually have done something useful. Instead of
one ODE we have ended up with two coupled partial differential equations, and
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clearly, if we want to go to higher order we will get even more partial differential
equations.
Observe that if we use (47) we can simplify equation (48) by removing the
derivatives on the right hand side. Doing this we get the system
∂t1A0 = −
1
2
A0, (49)
∂t2A0 = −
i
8
A0. (50)
The first thing that should come to mind when we see a system like (49) and
(50), is that the count is wrong. There is one unknown function, A0, and two
equations. The system is overdetermined and will get more so, if we extend our
calculations to higher order in ε. Under normal circumstances, overdetermined
systems of equations have no solutions, which for our setting means that under
normal circumstances the function h(t0, t1, t2, ..) does not exist! This is what I
meant when I said that we will not take the functions h seriously as a multiple
variable function. For systems of first order partial differential equations like (49),
(50) there is a simple test we can use to decide if a solution actually does exist.
This is the cross derivative test you know from elementary calculus. Taking ∂t2
of equation (49) and ∂t1 of equation (50) we get
∂t2t1A0 = ∂t2∂t1A0 = −
1
2
∂t2A0 =
i
16
A0,
∂t1t2A0 = ∂t1∂t2A0 = −
i
8
∂t1A0 =
i
16
A0.
According to the cross derivative test the overdetermined system (49), (50) is
solvable. Thus in this case the function h exists, at least as a two variable
function. To make sure that it exists as a function of three variables we must
derive and solve the perturbation hierarchy to order ε3, and then perform the
cross derivative test. For the current example we will never get into trouble,
the many variable function h will exist as a function of however many variables
we want. But I want you to reflect on how special this must be. We will at
order εn have a system of n partial differential equations for only one unknown
function ! In general we will not be so lucky as in the current example,and the
function h(t0, t1, ...) will not exist. This fact is the reason why we can not take
h seriously as a many variable function.
So, should we be disturbed by the nonexistence of the solution to the pertur-
bation hierarchy in the general case? Actually no, and the reason is that we do
not care about h(t0, t1, ..). What we care about is y(t).
Inspired by this let us define an amplitude, A(t), by
A(t) = A0(t1, t2, ..)|tj=εjt. (51)
Using this and equations (40) and (46), our perturbation expansion for y(t) is
y(t) = A(t)eit + (∗) +O(ε3).
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For the amplitude A(t) we have, using equations (41),(49 ),(50) and (51)
dA
dt
(t) = {(∂t0 + ε∂t1 + ε2∂t2 + ...)A0(t1, t2, ...)}|tj=εjt,
⇓
dA
dt
(t) = {−ε1
2
A0(t1, t2, ...)− ε2 i
8
A0(t1, t2, ...)}|tj=εjt,
⇓
dA
dt
= −ε1
2
A− ε2 i
8
A.
This equation is our first example of an amplitude equation. The amplitude
equation determines, through equation (51), the perturbation expansion for our
solution to the original equation (37). The amplitude equation is of course easy
to solve and we get
y(t) = Ce−
1
2 εteite−
i
8 ε
2t + (∗) +O(ε3).
The constant C can be fitted to the initial conditions. What we get is equal to
the exact solution up to second order in ε, as we see by comparing with (39).
Let us next apply the multiple scale method to some weakly nonlinear
ordinary differential equations. For these cases no exact solution is known, so
the multiple scale method will actually be useful!
6.4.1 A cubic oscillator
Consider the initial value problem
d2y
dt2
+ y = εy3,
y(0) = 1,
dy
dt
(0) = 0. (52)
If we try do solve this problem using a regular perturbation expansion, we will
get secular terms that will lead to breakdown of ordering on a time scale t ∼ ε−1.
Let us therefore apply the multiple scale approach. We introduce a function h
through
y(t) = h(t0, t1, t2, ...)|tj=εjt,
and expansions
d
dt
= ∂t0 + ε∂t1 + ε
2∂t2 + ... ,
h = h0 + εh1 + ε
2h2 + ... .
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Inserting these expansions into (52), we get
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) + h0 + εh1 + ε
2h2 + ...
= ε(h0 + εh1 + ε
2h2 + ...)
3,
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(h0 + εh1 + ε
2h2 + ...) + h0 + εh1 + ε
2h2 + ...
= εh30 + 3ε
2h20h1 + ... ,
⇓
∂t0t0h0 + h0 + ε(∂t0t0h1 + h1 + ∂t0t1h0 + ∂t1t0h0)
+ε2(∂t0t0h2 + h2 + ∂t0t1h1 + ∂t1t0h1 + ∂t0t2h0 + ∂t1t1h0
+∂t2t0h0) + ... = εh
3
0 + 3ε
2h20h1 + ... ,
which gives us the following perturbation hierarchy to second order in ε
∂t0t0h0 + h0 = 0,
∂t0t0h1 + h1 = h
3
0 − ∂t0t1h0 − ∂t1t0h0,
∂t0t0h2 + h2 = 3h
2
0h1 − ∂t0t1h1 − ∂t1t0h1 − ∂t0t2h0
− ∂t1t1h0 − ∂t2t0h0.
The general solution to the first equation in the perturbation hierarchy is
h0 = A0(t1, t2, ...)e
it0 + (∗).
Inserting this into the right hand side of the second equation in the hierarchy
and expanding, we get
∂t0t0h1 + h1 = (3|A0|2A0 − 2i∂t1A0)eit +A30e3it + (∗).
In order to remove secular terms we must postulate that
∂t1A0 = −
3i
2
|A0|2A0. (53)
This choice simplify the equation for h1 into
∂t0t0h1 + h1 = A
3
0e
3it0 + (∗).
According to the rules of the game we now need a particular solution to this
equation. It is easy to verify that
h1 = −1
8
A30e
3it0 + (∗),
is such a particular solution.
181
We now insert h0 and h1 into the right hand side of the third equation in
the perturbation hierarchy and find
∂t0t0h2 + h2 = (−
3
8
|A0|4A0 − 2i∂t2A0 − ∂t1t1A0)eit0 + (∗) +NST,
where NST is an acronym for ”nonsecular terms”. Since we are not here planning
to go beyond second order in ε, we will at this order only need the secular terms
and group the rest into NST . In order to remove the secular terms we must
postulate that
∂t2A0 =
3i
16
|A0|4A0 + i
2
∂t1t1A0. (54)
As before, it make sense to simplify (54) using equation (53). This leads to the
following overdetermined system of equations for A0
∂t1A0 = −
3i
2
|A0|2A0,
∂t2A0 = −
15i
16
|A0|4A0 (55)
Let us check solvability of this system using the cross derivative test
∂t2t1A0 = −
3i
2
∂t2(A
2
0A
∗
0)
= −3i
2
(
2A0∂t2A0A
∗
0 +A
2
0∂t2A
∗
0
)
= −3i
2
(
2A0
(
−15i
16
|A0|4A0
)
A∗0 +A
2
0
(
15i
16
|A0|4A∗0
))
= −45
32
|A0|6A0.
∂t1t2A0 = −
15i
16
∂t1
(
A30A
∗2
0
)
= −15i
16
(
3A20∂t1A0A
∗2
0 + 2A
3
0A
∗
0∂t1A
∗
0
)
= −15i
16
(
3A20
(
−3i
2
|A0|2A0
)
A∗20 + 2A
3
0A
∗
0
(
3i
2
|A0|2A∗0
))
= −45
32
|A0|6A0.
The system is compatible, and thus the function h0 exists as a function of two
variables. Of course, whether or not h0 exists is only of academic interest for us,
since our only aim is to find the solution of the original equation y(t).
Defining an amplitude, A(t) by
A(t) = A0(t1, t2, ...)|tj=εjt,
we find that the solution is
y(t) = A(t)eit − ε1
8
A3e3it + (∗) +O(ε2), (56)
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where the amplitude satisfy the equation
dA
dt
(t) = {(∂t0 + ε∂t1 + ε2∂t2 + ...)A0(t1, t2, ...)}|tj=εjt,
⇓
dA
dt
(t) = {−ε3i
2
|A0|2A0(t1, t2, ...)− ε2 15i
16
|A0|4A0(t1, t2, ...)}|tj=εjt,
⇓
dA
dt
= −ε3i
2
|A|2A− ε2 15i
16
|A|4A. (57)
Observe that this equation has a unique solution for a given set of initial
conditions regardless of whether the overdetermined system (55) has a solution
or not. Thus doing the cross derivative test was only motivated by intellectual
curiosity, we did not have to do it.
In summary, (56) and (57), determines a perturbation expansion for y(t) that
is uniform for t . ε−3.
At this point it is reasonable to ask in which sense we have made progress.
We started with one second order nonlinear ODE for a real function y(t) and
have ended up with one first order nonlinear ODE for a complex function A(t).
This question actually has two different answers. The first one is that it is
possible to get an analytical solution for (57) whereas this is not possible for
the original equation (52). This possibility might however easily get lost as we
proceed to higher order in ε, since this will add more terms to the amplitude
equation. But even if we can not solve the amplitude equation exactly, it is a
fact that amplitude equations with the same mathematical structure will arise
when we apply the multiple scale method to many different equations. Thus any
insight into an amplitude equation derived by some mathematical analysis has
relevance for many different situations. This is clearly very useful.
There is however a second, more robust, answer to the question of whether
we have made progress or not. From a numerical point of view, there is an
important difference between (52) and (57). If we solve (52) numerically, the
time step is constrained by the oscillation period of the linearized system
d2y
dt2
+ y = 0. (58)
which is of order T ∼ 1, whereas if we solve (57), numerically the timestep is
constrained by the period T ∼ ε−1. Therefore, if we want to propagate out to a
time t ∼ ε−2, we must take on the order of ε−2 time steps if we use (58) whereas
we only need on the order of ε−1 time steps using (57). If ε is very small the
difference in the number of time steps can be highly significant. From this point
of view, the multiple scale method is a reformulation that is the key element
in a fast numerical method for solving weakly nonlinear ordinary and partial
differential equation.
Let us next turn to the problem of fitting the initial conditions. Using
equation (56) and the initial conditions from (52) we get, truncating at order ε,
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the following equations
A(0)− ε1
8
A3(0) + (∗) = 1,
iA(0)− ε(3i
2
|A(0)|2A(0) + 3i
8
A3(0)) + (∗) = 0.
The solution for ε = 0 is
A(0) =
1
2
.
For ε > 0 we solve the equation by Newton iteration starting with the solution
for ε = 0. This will give us the initial condition for the amplitude equation
correct to this order in ε
Figure 50: Comparing the multiple scale solution, while keeping only the first
term in the amplitude equation(red), to a numerical solution(green) for t . ε−2.
In figure 50 we compare the multiple scale solution, keeping only the first
term in the amplitude equation, to a high precision numerical solution for ε = 0.1
for t . ε−2. We see that the perturbation solution is very accurate for this
range of t. In figure 51 we do the same comparison as in figure (50) but now
for t . ε−3. As expected the multiple scale solution and the numerical solution
starts to deviate for this range of t. In figure 52 we make the same comparison
as in figure (51), but now include both terms in the amplitude equation. We see
that high accuracy is restored for the multiple scale solution for t . ε−3.
6.4.2 A second order ODE with a quadratic nonlinearity
Let us consider the weakly nonlinear equation
d2y
dt2
+
dy
dt
+ εy2 = 0, t > 0. (59)
We want to apply the multiple scale method, and introduce a function h(t0, t1, t2, ..)
such that
y(t) = h(t0, t1, t2, ..)|tj=εjt, (60)
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Figure 51: Comparing the multiple scale solution, while keeping only the first
term in the amplitude equation(red), to a numerical solution(green) for t . ε−3.
Figure 52: Comparing the multiple scale solution, while keeping both terms in
the amplitude equation(red), to a numerical solution(green) for t . ε−3.
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is a solution to equation (59). As usual we have the formal expansions
d
dt
= ∂t0 + ε∂t1 + ε
2∂t2 + ... , (61)
h = h0 + εh1 + ε
2h2 + ... . (62)
Inserting (60),(61) and (62) into equation (59) and expanding, we get
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) + (∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...)
= −ε(h0 + εh1 + ε2h2 + ...)2,
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(h0 + εh1 + ε
2h2 + ...) + (∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...) = −εh20 − ε22h0h1 + ... ,
⇓
∂t0t0h0 + ∂t0h0 + ε(∂t0t0h1 + ∂t0h1 + ∂t0t1h0 + ∂t1t0h0 + ∂t1h0)
+ε2(∂t0t0h2 + ∂t0h2 + ∂t0t1h1 + ∂t1t0h1 + ∂t0t2h0 + ∂t1t1h0
+∂t2t0h0 + ∂t1h1 + ∂t2h0) + ... = −εh20 − ε22h0h1 + ... ,
which gives us the perturbation hierarchy
∂t0t0h0 + ∂t0h0 = 0,
∂t0t0h1 + ∂t0h1 = −h20 − ∂t0t1h0 − ∂t1t0h0 − ∂t1h0,
∂t0t0h2 + ∂t0h2 = −2h0h1 − ∂t0t1h1 − ∂t1t0h1 − ∂t0t2h0
− ∂t1t1h0 − ∂t2t0h0 − ∂t1h1 − ∂t2h0.
The general solution to the first equation in the perturbation hierarchy is
h0(t0, t1, t2, ...) = A0(t1, t2, ..) +B0(t1, t2, ...)e
−t0 , (63)
where A0 and B0 are real functions of their arguments. Inserting h0 into the
second equation in the hierarchy we get
∂t0t0h1 + ∂t0h1 = −∂t1A0 −A20 + (∂t1B0 − 2A0B0)e−t0 −B20e−2t0 . (64)
In order to remove secular terms we must postulate that
∂t1A0 = −A20,
∂t1B0 = 2A0B0. (65)
Equation (64) then simplifies into
∂t0t0h1 + ∂t0h1 = −B20e−2t0 ,
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which has a special solution
h1(t0, t1, ..) = −1
2
B20e
−2t0 . (66)
Inserting (63) and (66) into the third equation in the perturbation hierarchy, we
get
∂t0t0h2 + ∂t0h2 = −∂t2A0 − ∂t1t1A0 + (∂t2B0 − ∂t1t1B0)e−t0 +NST.
In order to remove secular terms we must postulate that
∂t2A0 = −∂t1t1A0,
∂t2B0 = ∂t1t1B0. (67)
We can as usual use (65) to simplify (67). We are thus lead to the following
overdetermined system for A0 and B0.
∂t1A0 = −A20,
∂t1B0 = 2A0B0,
∂t2A0 = −2A30,
∂t2B0 = 2A
2
0B0. (68)
In order to satisfy our academic curiosity, let us do the cross derivative test for
solvability of (68).
∂t1t2A0 = −2∂t1A30 = −6A20∂t1A0 = 6A40,
∂t2t1A0 = −∂t2A20 = −2A0∂t2A0 = 4A40,
∂t1t2B0 = 2∂t1(A
2
0B0) = 4A0∂t1A0B0 + 2A
2
0∂t1B0 = 0,
∂t2t1B0 = 2∂t2(A0B0) = 2∂t2A0B0 + 2A0∂t2B0 = 0.
We see that the test fails, so the system (68) has no solutions. However the
multiple scale method does not fail since we are not actually interested in the
functions A0 and B0 that defines h0, but is rather interested in the function y(t).
Define two amplitudes A(t) and B(t) by
A(t) = A0(t1, t2, ...)|tj=εjt,
B(t) = B0(t1, t2, ...)|tj=εjt, (69)
then the solution to (59) is
y(t) = A(t) +B(t)e−t − ε1
2
B2(t)e−2t +O(ε2), (70)
where the amplitudes A(t) and B(t) satisfy the equations
dA
dt
(t) = {(∂t0 + ε∂t1 + ε2∂t2 + ...)A0(t1, t2, ...)}|tj=εjt,
⇓
dA
dt
(t) = {−εA2(t1, t2, ...)− 2ε2A(t1, t2, ...)3}|tj=εjt,
⇓
dA
dt
= −εA2 − 2ε2A3. (71)
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and
dB
dt
(t) = {(∂t0 + ε∂t1 + ε2∂t2 + ...)B0(t1, t2, ...)}|tj=εjt,
⇓
dB
dt
(t) = {(2εA0(t1, t2, ...)B0(t1, t2, ...) + 2ε2A20(t1, t2, ...)B0(t1, t2, ......)}|tj=εjt,
⇓
dB
dt
= 2εAB + 2ε2A2B. (72)
Given the initial conditions for A and B, equations (71) and (72) clearly has a
unique solution, and our multiple scale method will ensure that the perturbation
expansion (70) will stay uniform for t . ε−3. As for the previous example, the
initial conditions A(0) and B(0) are calculated from the initial conditions for (59)
by a Newton iteration. Thus we see again that the existence or not of h(t0, ..) is
irrelevant for constructing a uniform perturbation expansion.
The system (71) and (72) can be solved analytically in terms of implicit
functions. However, as we have discussed before, analytical solvability is nice,
but not robust. If we take the expansion to order ε3, more terms are added to
the amplitude equations and the property of analytic solvability can easily be
lost. What is robust is that the presence of ε in the amplitude equations makes
(71) and (72) together with (70) into a fast numerical scheme for solving the
ordinary differential equation (59). This property does not go away if we take
the perturbation expansion to higher order in ε.
6.4.3 Two coupled cubic oscillators
So far, we have only been applying the method of multiple scales to scalar ODEs.
This is not a limitation on the method, it may equally well be applied to systems
of ordinary differential equations. The mechanics of the method for systems of
equations is very similar to what we have seen for scalar equations. The only
major difference is how we decide which terms are secular and must be removed.
For systems, this problem is solved by using the Fredholm Alternative theorem,
this is in fact one of the major areas of application for this theorem in applied
mathematics.
Let us consider the following system of two coupled second order ODEs.
x′′ + 2x− y = εxy2,
y′′ + 3y − 2x = εyx2, (73)
where ε 1. We will solve the system using the method of multiple scales and
introduce therefore two functions h = h(t0, t1, ...) and k = k(t0, t1, ...) such that
x(t) = h(t0, t1, ...)|tj=εjt,
y(t) = k(t0, t1, ...)|tj=εjt, (74)
is a solution to equation (73). As usual we have
d
dt
= ∂t0 + ε∂t1 + ... , (75)
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and for h and k we introduce the expansions
h = h0 + εh1 + ... ,
k = k0 + εk1 + ... . (76)
Inserting (74),(75) and (76) into equation (73), and expanding everything in sight
to first order in ε we get, after some tedious algebra, the following perturbation
hierarchy
∂t0t0h0 + 2h0 − k0 = 0,
∂t0t0k0 + 3k0 − 2h0 = 0, (77)
∂t0t0h1 + 2h1 − k1 = −∂t0t1h0 − ∂t1t0h0 + h0k20,
∂t0t0k1 + 3k1 − 2h1 = −∂t0t1k0 − ∂t1t0k0 + k0h20. (78)
Let us start by finding the general solution to the order ε0
equations (77). They can be written as the following linear system
∂t0t0
(
h0
k0
)
=
( −2 1
2 −3
)(
h0
k0
)
, (79)
Let us look for a solution of the form(
h0
k0
)
= αeiωt0 , (80)
where α is a unknown vector and ω an unknown real number. Inserting (80)
into the system (79) and canceling a common factor we get the the following
linear algebraic equation( −2 + ω2 1
2 −3 + ω2
)
α = 0. (81)
For there to be a nontrivial solution, the determinant of the matrix has to be
zero. This condition leads to the following polynomial equation for ω
ω4 − 5ω2 + 4 = 0,
which has four real solutions
ω1 = 1, ω2 = −1, ω3 = 2, ω4 = −2.
A basis for the solution space of (81) corresponding to ω = ω1, ω2 is
α =
(
1
1
)
,
and a basis corresponding to ω = ω3, ω4 is
β =
(
1
−2
)
.
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It is then clear that a basis for the solution space for the linear system (79) is
αe±it0 , βe±2it0 .
Therefore a general complex solution to (79) is(
h0
k0
)
= A1αe
it0 +A2αe
−it0 +B1βe2it0 +B2βe−2it0 . (82)
However, we are looking for real solutions to the original system (73), and in
order to ensure reality for (82) we must choose
A1 = A
∗
0, A2 = A0, A0 = A0(t1, t2, ...),
B1 = B
∗
0 , B2 = B0, B0 = B0(t1, t2, ...).
Thus, a general real solution to (79) is(
h0
k0
)
= A0αe
−it0 +B0βe−2it0 + (∗).
In component form, the general real solution is
h0 = A0e
−it0 +B0e−2it0 + (∗),
k0 = A0e
it0 − 2B0e−2it0 + (∗). (83)
We now insert the expressions (83) into the order ε equations (78). After a large
amount of tedious algebra, Mathematica can be useful here, we find that the
order ε equations can be written in the form
∂t0t0
(
h1
k1
)
+
(
2 −1
−2 3
)(
h1
k1
)
=
(
4B30
−2B30
)
e−6it0 +
(
0
−3A0B20
)
e−5it0
−
(
3A∗0A
∗
0B0
0
)
e−4it0 +
(
A20
A30 − 3A∗0B20
)
e−3it0
+
(
4i∂t1B0 + 12|B0|2B0 − 6|A0|2B0
−8i∂t1B0 − 6|B0|2B0
)
e−2it0
+
(
2i∂t1A0 + 3|A0|2A0
2i∂t1A0 + 3|A0|2A0 − 6|B0|2A0
)
e−it0 +
( − 32A∗0A∗0B0
0
)
+ (∗). (84)
We are not going to go beyond order ε so we don’t actually need to solve this
equation. What we need to do, however, is to ensure that the solution is bounded
in t0. We only need a special solution to (84), and because it is a linear equation,
such a special solution can be constructed as a sum of solutions where each
solution in the sum corresponds to a single term from the right hand side of (84).
What we mean by this is that(
h1
k1
)
=
7∑
n=1
(
un
vn
)
+ (∗), (85)
where for example
∂t0t0
(
u1
v1
)
+
(
2 −1
−2 3
)(
u1
v1
)
=
(
4B30
−2B30
)
e−6it0 ,
∂t0t0
(
u2
v2
)
+
(
2 −1
−2 3
)(
u2
v2
)
=
(
0
−3A0B20
)
e−5it0 , (86)
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and so on. For the first equation we look for a solution of the form(
u1(t0)
v1(t0)
)
= ξe−6it0 , (87)
where ξ is a constant vector. Observe that any solution of the form (87), is
bounded in t0. If we insert (87) into the first equation in (86) and cancel the
common exponential factor we find that the unknown vector ξ has to be a
solution of the following linear algebraic system( −34 −1
−2 −33
)
ξ =
(
4B30
−2B30
)
.
The matrix of this system is clearly nonsingular and the solution is
ξ =
1
560
( −67B30
38B30
)
,
which gives us the following bounded solution(
u1(t0)
v1(t0)
)
=
1
560
( −67B30
38B30
)
e−6it0 .
A similar approach works for all but the fifth and the sixth term on the right
hand side of equation (84). For these two terms we run into trouble. For the
fifth term we must solve the equation
∂t0t0
(
u5
v5
)
+
(
2 −1
−2 3
)(
u5
v5
)
=(
4i∂t1B0 + 12|B0|2B0 − 6|A0|2B0
−8i∂t1B0 − 6|B0|2B0
)
e−2it0 . (88)
A bounded trial solution of the form(
u5(t0)
v5(t0)
)
= ξe−2it0 ,
leads to the following algebraic equation for ξ( −2 −1
−2 −1
)
ξ =
(
4i∂t1B0 + 12|B0|2B0 − 6|A0|2B0
−8i∂t1B0 − 6|B0|2B0
)
. (89)
The matrix for this linear system is singular, and the system will in general have
no solution. It will only have a solution, which will lead to a bounded solution
for (88), if the right hand side of (89) satisfy a certain constraint. This constraint
we get from the Fredholm Alternative Theorem. Recall that this theorem say
that a linear system
Mx = b0,
has a solution only if
(f ,b0) = 0,
for all vectors f such that
M∗f = 0,
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where M∗ is the adjoint of the matrix M . For a real matrix, like the one we
have, M∗ is just the transpose of M . For the matrix of the system (89) we get( −2 −2
−1 −1
)
f = 0.
A basis for the solution space of this homogeneous system can be taken to be
f = (1,−1).
Thus in order to ensure solvability of the system (89) we must have
(1,−1) ·
(
4i∂t1B0 + 12|B0|2B0 − 6|A0|2B0
−8i∂t1B0 − 6|B0|2B0
)
= 0,
m
4i∂t1B0 + 12|B0|2B0 − 6|A0|2B0 + 8i∂t1B0 + 6|B0|2B0 = 0,
m
∂t1B0 =
i
2
(3|B0|2 − |A0|2)B0.
If this condition on the amplitudes is imposed on the original system (88), it
has a bounded solution. The sixth term in the sum (85) must be treated in the
same way. The equation that we must solve is
∂t0t0
(
u6
v6
)
+
(
2 −1
−2 3
)(
u6
v6
)
=(
2i∂t1A0 + 3|A0|2A0
2i∂t1A0 + 3|A0|2A0 − 6|B0|2A0
)
e−it0 .
Using a bounded trial solution of the form(
u6(t0)
v6(t0)
)
= ξe−it0 ,
leads to the following singular linear system(
1 −1
−2 2
)
ξ =
(
2i∂t1A0 + 3|A0|2A0
2i∂t1A0 + 3|A0|2A0 − 6|B0|2A0
)
. (90)
For this case we find that the null space of the transpose of the matrix in (90) is
spanned by the vector
f = (2, 1),
and the Fredholm Alternative gives us the solvability condition
(2.1) ·
(
2i∂t1A0 + 3|A0|2A0
2i∂t1A0 + 3|A0|2A0 − 6|B0|2A0
)
= 0,
m
4i∂t1A0 + 6|A0|2A0 + 2i∂t1A0 + 3|A0|2A0 − 6|B0|2A0 = 0,
m
∂t1A0 =
i
2
(3|A0|2 − 2|B0|2)A0.
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The solutions h1 and k1 are thus bounded if we impose the following two
conditions on the amplitudes A0 and B0
∂t1A0 =
i
2
(3|A0|2 − 2|B0|2)A0,
∂t1B0 =
i
2
(3|B0|2 − |A0|2)B0.
Returning to the original variables x(t) and y(t) in the usual way, we have thus
found the following approximate solution to our system (73)
x(t) = A(t)e−it +B(t)e−2it +O(ε),
y(t) = A(t)e−it − 2B(t)e−2it +O(ε), (91)
where the amplitudes A(t) and B(t) are defined by
A(t) = A0(t1, t2, ...)|tj=εjt,
B(t) = B0(t1, t2, ...)|tj=εjt,
and satisfy the following equations
∂tA = ε
i
2
(3|A|2 − 2|B|2)A, (92)
∂tB = ε
i
2
(3|B|2 − |A|2)B.
The expansions (91) are uniform for t . ε−2.
The amplitude equations (92) looks complicated, but they are special in the
sense that they can be solved exactly. We have noted before that the amplitude
equations that appears when we use the method of multiple scale tends to be
special. We will see more of this later when we apply the method to partial
differential equations.
Observe that
∂t|A|2 = ∂t(AA∗) = A∗∂tA+A∂tA∗
= A∗(
i
2
(3|A|2 − 2|B|2)A) +A(− i
2
(3|A|2 − 2|B|2)A∗)
=
i
2
(3|A|4 − 2|B|2|A|2 − 3|a|4 + 2|B|2|A|2) = 0.
Thus |A(t)| = |A(0)| for all t. In a similar way we find that |B(t)| = |B(0)|.
Therefore the amplitude equations can be written as
∂tA =
i
2
(3|A(0)|2 − 2|B(0)|2)A,
∂tB =
i
2
(3|B(0)|2 − |A(0)|2)B.
and this system is trivial to solve. We find
A(t) = A(0)e
i
2 (3|A(0)|2−2|B(0)|2)t,
B(t) = B(0)e
i
2 (3|B(0)|2−|A(0)|2)t. (93)
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The formulas (93) together with the expansions (91) gives us an approximate
analytic solution to the original system (73). The analytic solution is
x(t) = A(0)e−iΩ1t +B(0)e−iΩ2t +O(ε),
y(t) = A(0)e−iΩ1t − 2B(0)e−iΩ2t +O(ε),
where
Ω1 = 1 + |B(0)|2 − 3
2
|A(0)|2,
Ω2 = 2 +
1
2
|A(0)|2 − 3
2
|B(0)|2,
and where A(0) and B(0) are two arbitrary complex constants. Thus, the
dynamics of two linear oscillators that are subject to a weak nonlinear coupling is
composed of harmonic motions with respect to two different frequencies Ω1,2 just
like for the two linear uncoupled oscillators. What is special about the nonlinearly
coupled oscillators is that the frequencies of the two harmonic motions depends
on the initial data. This is not the case for the uncoupled case where the two
frequencies are Ω1 = 1 and Ω2 = 2, no matter what the initial data is. This
effect of a weak nonlinear coupling between nonlinear oscillators is universal.
6.5 Boundary layer problems for ODEs
Boundary layer problems first appeared in the theory of fluids. However, bound-
ary layer problems are in no way limited to fluid theory, but occurs in all areas
of science and technology.
In these lecture notes, we will not worry about the physical context for these
problems, but will focus on how to apply the multiple scale method to solve a
given problem of this type. As usual we learn by doing examples.
6.5.1 A singularly perturbed linear ODE
Let us consider the following linear boundary value problem
εy′′(x) + y′(x)− y(x) = 0, 0 < x < 1,
y(0) = 1,
y(1) = 0. (94)
We will assume that ε 1, and try to solve this problem using a perturbation
methods. The unperturbed problem is clearly
y′(x)− y(x) = 0, 0 < x < 1,
y(0) = 1,
y(1) = 0.
The general solution to the differential equation is
y(x) = Aex,
and fitting the boundary condition at x = 0 we find that
y(x) = ex,
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but for this solution we have
y(1) = e 6= 0,
so the unperturbed problem has no solution. Our perturbation approach fail at
the very first step; there is no unperturbed solution that we can start calculating
corrections to! What is going on?
What is going on is that equation (94) is a singular perturbation problem.
For ε 6= 0, we have a second order ODE, whose general solution has two free
constants that can be fitted to the two boundary conditions, whereas for ε = 0
we have a first order ODE whose general solution has only one free constant.
This single constant can in general not be fitted to two boundary conditions.
We have seen such singular perturbation problems before when we applied
perturbation methods to polynomial equations. For the polynomial case, the
unperturbed problem was of lower algebraic order than the perturbed problem.
Here the unperturbed problem is of lower differential order than the perturbed
problem.
For the polynomial case we solved the singular perturbation problem by
transforming it into a regular perturbation problem using a change of variables.
We do the same here.
Let
x = εpξ, y(x) = u(
x
p
),
then the function u(ξ) satisfy the equation
u′′(ξ) + εp−1u′(ξ)− ε2p−1u(ξ) = 0.
This equation constitute a regular perturbation problem if we, for example,
choose p = 1. We thus have the following regularly perturbed boundary value
problem
u′′(ξ) + u′(ξ)− εu(ξ) = 0, 0 < ξ < 1
ε
,
u(0) = 1,
u(
1
ε
) = 0. (95)
Let us try to solve this problem using a perturbation expansion
u(ξ) = u0(ξ) + εu1(ξ) + ... . (96)
We will solve the problem by first finding u0 and u1 and then fitting the boundary
conditions. If we insert the perturbation expansion (96) into the first equation
from (95), we find the following perturbation hierarchy to first order in ε
u′′0 + u
′
0 = 0,
u′′1 + u
′
1 = u0. (97)
The general solution to the first equation in the perturbation hierarchy (97), is
clearly
u0(ξ) = A0 +B0e
−ξ. (98)
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If we insert the solution (98) into the second equation in the perturbation
hierarchy (97), we get
u′′1 + u
′
1 = A0 +B0e
−ξ. (99)
Note, that we only need a particular solution to this equation, since the first
term in the perturbation expansion (96) already have two free constants, and we
only need two constants to fit the two boundary data. Integrating equation (99)
once we get
u′1 + u1 = A0ξ −B0e−ξ,
and using an integrating factor we get the following particular solution
u1(ξ) = A0(ξ − 1)−B0ξe−ξ.
Thus our perturbation solution to first order in ε is
u(ξ) = A0 +B0e
−ξ + ε
(
A0(ξ − 1)−B0ξe−ξ
)
+ ... .
The two constants are fitted to the boundary conditions using the following two
equations
u(0) = 1 ⇐⇒ A0 +B0 − εA0 = 1,
u(
1
ε
) = 0 ⇐⇒ A0 +B0e− 1ε + ε
(
A0(
1
ε
− 1)−B0 1
ε
e−
1
ε
)
= 0.
However at this point disaster strikes. When we evaluate the solution at the
right boundary ξ = 1ε , using the perturbation expansion, the ordering of terms is
violated. The first and the second term in the expansion are of the same order.
This can not be allowed. Our perturbation method fails. The reason why the
direct perturbation expansion (96) fails is similar to the reason why the direct
perturbation expansion failed for the weakly damped oscillator. In both cases
the expansions failed because they became nonuniform when we evaluated the
respective functions at values of the independent variable that was of order ε−1.
We will resolve the problem with the direct expansion (96) by using the
method of multiple scales to derive a perturbation expansion for the differential
equation from (95), that is uniform for ξ . ε−2, and then use this expansion to
satisfy the boundary conditions at x = 0 and x = ε−1.
We thus introduce a function h = h(ξ0, ξ1, ...), where h is a function that will
be designed to ensure that the function u, defined by
u(ξ) = h(ξ0, ξ1, ...)|ξj=εjξ, (100)
is a solution to the equation (95). For the differential operator we have in the
usual way an expansion
d
dξ
= ∂ξ0 + ε∂ξ1 + ε
2∂ξ2 + ... , (101)
and for the function h we introduce the expansion
h = h0 + εh1 + ε
2h2 + ... . (102)
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Inserting (100),(101) and (102) into the differential equation from (95), and
expanding everything in sight to second order in ε, we get after a small amount
of algebra the following perturbation hierarchy
∂ξ0ξ0h0 + ∂ξ0h0 = 0,
∂ξ0ξ0h1 + ∂ξ0h1 = h0 − ∂ξ0ξ1h0 − ∂ξ1ξ0h0 − ∂ξ1h0,
∂ξ0ξ0h2 + ∂ξ0h2 = h1 − ∂ξ0ξ1h1 − ∂ξ1ξ0h1
− ∂ξ0ξ2h0 − ∂ξ1ξ1h0 − ∂ξ2ξ0h0
− ∂ξ1h1 − ∂ξ2h0. (103)
The general solution to the first equation in the perturbation hierarchy (103) is
h0(ξ0, ξ1, ξ2, ...) = A0(ξ1, ξ2, ...) +B0(ξ1, ξ2, ...)e
−ξ0 . (104)
We now insert this solution into the right hand side of the second equation in
the perturbation hierarchy. Thus the order ε equation is of the form
∂ξ0ξ0h1 + ∂ξ0h1 = A0 − ∂ξ1A0 + (∂ξ1B0 +B0)e−ξ0 .
Both terms on the right hand side of the equation are secular and in order to
avoid non-uniformity in our expansion we must enforce the conditions
∂ξ1A0 = A0,
∂ξ1B0 = −B0. (105)
With these conditions in place, the equation for h1 simplify into
∂ξ0ξ0h1 + ∂ξ0h1 = 0.
and for this equation we choose the special solution
h1 = 0. (106)
Inserting (104) and (106) into the third equation in the perturbation hierarchy
(103) we get
∂ξ0ξ0h2 + ∂ξ0h2 = −∂ξ2A0 − ∂ξ1ξ1A0 + (∂ξ2B0 − ∂ξ1ξ1B0)e−ξ0 .
In order to avoid secular terms we enforce the conditions
∂ξ2A0 = −∂ξ1ξ1A0,
∂ξ2B0 = ∂ξ1ξ1B0, (107)
and with this choice the equation for h2 simplify into
∂ξ0ξ0h2 + ∂ξ0h2 = 0,
and for this equation we choose the special solution
h2 = 0.
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Using (105), equations (107) can be simplified into
∂ξ2A0 = −A0,
∂ξ2B0 = B0.
Returning to the original variable u(ξ) in the usual way, we have an approximate
solution to the differential equation from (95) of the form
u(ξ) = A(ξ) +B(ξ)e−ξ +O(ε3), (108)
where the amplitudes A and B are defined by
A(ξ) = A0(ξ1, ξ2, ...)|ξj=εjξ,
B(ξ) = B0(ξ1, ξ2, ...)|ξj=εjξ,
and satisfy the equations
dA
dξ
= εA− ε2A,
dB
dξ
= −εB + ε2B. (109)
The amplitude equations (109) are easy to solve, the general solution is
A(ξ) = Ce(ε−ε
2)ξ,
B(ξ) = De(−ε+ε
2)ξ, (110)
where C and D are arbitrary real constants. If we insert the solution (110) into
(108) we get
u(ξ) = Ce(ε−ε
2)ξ +De(−ε+ε
2−1)ξ +O(ε3). (111)
We now determine the constants C and D such that (111) satisfy the boundary
conditions to order ε2.
u(0) = 1 ⇐⇒ C +D = 1,
u(
1
ε
) = 0 ⇐⇒ Ce(1−ε) +De(−1+ε− 1ε ) = 0.
The linear system for C and D is easy to solve and we get
C = (1− e2−2ε+ 1ε )−1,
D = (1− e−2+2ε− 1ε )−1,
and the approximate solution to the original boundary value problem (94) is
y(x) = (1− e2−2ε+ 1ε )−1e(1−ε)x + (1− e−2+2ε− 1ε )−1e(−1+ε− 1ε )x +O(ε3). (112)
In figure 53 we compare a high precision numerical solution of (94) with the
approximate solution (112) for ε = 0.1. The two solutions are clearly very close
over the whole domain.
In figure 54 we show a high precision numerical solution to the boundary
value problem (94) for ε = 0.1 (Blue), ε = 0.05 (Green) and ε = 0.01 (Red).
We observe that the solution is characterized by a very fast variation close
to x = 0. The domain close to x = 0, where y(x) experience a fast variation is
called a boundary layer. It’s extent is of the order of ε.
In the context of fluids, the boundary layer is the part of the fluid where the
viscosity plays a role. Away from the boundary layer, the dynamics of the fluid
is to a good approximation described by the Euler equation.
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Figure 53: Comparing the exact and approximate solution to the singularly
perturbed linear boundary value problem (94).
6.5.2 A singularly perturbed nonlinear ODE
Let us consider the following nonlinear boundary value problem
εy′′ + y′ + y2 = 0, 0 < x < 1,
y(0) = 0,
y(1) =
1
2
. (113)
We recognize that the differential equation in (113) is singularly perturbed. The
problem is transformed into a regularly perturbed problem using the transfor-
mation
x = εξ,
y(x) = u(
x
ε
).
For the function u(ξ) we get the following regularly perturbed boundary value
problem
u′′ + u′ + εu2 = 0, 0 < ξ <
1
ε
,
u(0) = 0,
u(
1
ε
) =
1
2
. (114)
We have previously, in section 6.4.2, constructed an approximate solution to the
equation in (114), which is uniform for ξ . ε−2.
u(ξ) = A(ξ) +B(ξ)e−ξ − ε1
2
B2(ξ)e−2ξ +O(ε2), (115)
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Figure 54: A high precision numerical solution of the linear boundary value
problem (94), for ε = 0.1 (Blue), ε = 0.05 (Green) and ε = 0.01 (Red).
where the amplitudes A(ξ) and B(ξ) satisfy the equations
dA
dξ
= −εA2 − 2ε2A3,
dB
dξ
= 2εAB + 2ε2A2B. (116)
From the boundary conditions on u(ξ), we get
u(0) = 0, ⇐⇒ A(0) +B(0)− ε1
2
B2(0) = 0,
u(
1
ε
) =
1
2
, ⇐⇒ A(1
ε
) +B(
1
ε
)e−
1
ε − ε1
2
B2(
1
ε
)e−
2
ε =
1
2
. (117)
The equations (115),(116) and (117) can now be used to design an efficient
numerical algorithm for finding the solution to the boundary value problem. We
do this by defining a function F (B0) by
F (B0) = A(
1
ε
) +B(
1
ε
)e−
1
ε − ε1
2
B2(
1
ε
)e−
2
ε − 1
2
,
where the functions A(ξ) and B(ξ) are calculated by solving the system (116)
with initial conditions
A(0) = −B0 + ε1
2
B20 ,
B(0) = B0. (118)
Using Newton iteration, we find a value of B0 such that
F (B0) = 0.
Inserting this value of B0 into the formulas for the initial conditions (118),
calculating the amplitudes A(ξ), B(ξ) from (116) and inserting A(ξ) and B(ξ)
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Figure 55: Comparing a high precision numerical solution of the nonlinear
boundary value problem (113), in (Red), with the approximate multiple scale
solution, in (Blue), for ε = 0.1 (Left panel) and ε = 0.01 (Right panel).
into the formula (115), gives us a solution to the initial value problem (113).
In figure 55 we compare a high precision numerical solution of (113) with our
approximate multiple scale solution for ε = 0.1 and ε = 0.01.
Apart from being able to use the amplitude equations to construct an efficient,
purely numerical, algorithm for solving the boundary value problem, it is also
possible do quite a lot of analytic work on the amplitude equations (116). It
is fairly easy to find an explicit formula for B as a function of A, it involves
nothing more fancy than using partial fractions. It is also possible to find an
implicit solution for the function A, also using partial fractions.
6.6 The multiple scale method for weakly nonlinear PDEs.
It is now finally time to start applying the multiple scale method to partial
differential equations. The partial differential equations that are of interest in
the science of linear and nonlinear wave motion are almost always hyperbolic,
dispersive and weakly nonlinear. We will therefore focus all our attention on
such equations. The multiple scale method is however in no way restricted to
equations of this type.
6.6.1 A quadratically perturbed Klein-Gordon equation
Let us consider the equation
∂ttu− ∂xxu+ u = εu2. (119)
Inspired by our work on ordinary differential equations, we introduce a function
h(x0, t0, x1, t1, ...) such that
u(x, t) = h(x0, t0, x1, t1, ...)|tj=εjt,xj=εjx, (120)
is a solution of (119). The derivatives turns into
∂t = ∂t0 + ε∂t1 + ε
2∂t2 + ... ,
∂x = ∂x0 + ε∂x1 + ε
2∂x2 + ... , (121)
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and for h we use the expansion
h = h0 + εh1 + ε
2h2 + ... . (122)
Inserting (120),(121) and (122) and expanding everything in sight, we get
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(h0 + εh1 + ε
2h2 + ...)−
(∂x0 + ε∂x1 + ε
2∂x2 + ...)(∂x0 + ε∂x1 + ε
2∂x2 + ...)
(h0 + εh1 + ε
2h2 + ...) + (h0 + εh1 + ε
2h2 + ...)
= ε(h0 + εh1 + ε
2h2 + ...)
2,
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(h0 + εh1 + ε
2h2 + ...)−
(∂x0x0 + ε(∂x0x1 + ∂x1x0) + ε
2(∂x0x2 + ∂x1x1 + ∂x2x0) + ...)
(h0 + εh1 + ε
2h2 + ...) + (h0 + εh1 + ε
2h2 + ...)
= ε(h20 + 2εh0h1 + ...),
⇓
∂t0t0h0 + ε(∂t0t0h1 + ∂t0t1h0 + ∂t1t0h0)+
ε2(∂t0t0h2 + ∂t0t1h1 + ∂t1t0h1 + ∂t0t2h0 + ∂t1t1h0 + ∂t2t0h0)− ...
∂x0x0h0 − ε(∂x0x0h1 + ∂x0x1h0 + ∂x1x0h0)−
ε2(∂x0x0h2 + ∂x0x1h1 + ∂x1x0h1 + ∂x0x2h0 + ∂x1x1h0 + ∂x2x0h0)
+h0 + εh1 + ε
2h2 + ...
= εh20 + 2ε
2h0h1 + ... ,
which gives us the perturbation hierarchy
∂t0t0h0 − ∂x0x0h0 + h0 = 0, (123)
∂t0t0h1 − ∂x0x0h1 + h1 = h20 − ∂t0t1h0 − ∂t1t0h0
+∂x0x1h0 + ∂x1x0h0, (124)
∂t0t0h2 − ∂x0x0h2 + h2 = 2h0h1 − ∂t0t1h1 − ∂t1t0h1
−∂t0t2h0 − ∂t1t1h0 − ∂t2t0h0 + ∂x0x1h1 + ∂x1x0h1
+∂x0x2h0 + ∂x1x1h0 + ∂x2x0h0. (125)
For ordinary differential equations, we used the general solution to the order ε0
equation. For partial differential equations we can not do this. We will rather
use a finite sum of linear modes. The simplest possibility is a single linear mode
which we use here
h0(t0, x0, t1, x1, ...) = A0(t1, x1, ...)e
i(kx0−ωt0) + (∗). (126)
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Since we are not using the general solution, we will in not be able to satisfy
arbitrary initial conditions. However, in the theory of waves this is perfectly
alright, since most of the time the relevant initial conditions are in fact finite
sums of wave packets or even a single wave packet. Such initial conditions can
be included in the multiple scale approach that we discuss in this section. For
(126) to actually be a solution to (123) we must have
ω = ω(k) =
√
1 + k2,
which we of course recognize as the dispersion relation for the linearized version
of (119). With the choice of signs used here, (126) will represent a right-moving
disturbance.
Inserting (126) into (124) we get
∂t0t0h1 − ∂x0x0h1 + h1 = 2|A0|2
+A20e
2i(kx0−ωt0) +A∗20 e
−2i(kx0−ωt0)
+(2iω∂t1A0 + 2ik∂x1A0)e
i(kx0−ωt0)
−(2iω∂t1A∗0 + 2ik∂x1A∗0)e−i(kx0−ωt0).
In order to remove secular terms, we must postulate that
2iω∂t1A0 + 2ik∂x1A0 = 0,
m
∂t1A0 = −
k
ω
∂x1A0. (127)
Here we assume that the terms
e2i(kx0−ωt0), e−2i(kx0−ωt0) ,
are not solutions to the homogenous equation
∂t0t0h1 − ∂x0x0h1 + h1 = 0.
For this to be true we must have
ω(2k) 6= 2ω(k), (128)
and this is in fact true for all k. This is however not generally true for dispersive
wave equations. Whether it is true or not will depend on the exact form of the
dispersion relation for the system of interest. In the theory of interacting waves,
equality in (128), is called phase matching, and is of utmost importance.
The equation for h1 now simplify into
∂t0t0h1 − ∂x0x0h1 + h1 = 2|A0|2 +A20e2i(kx0−ωt0) +A∗20 e−2i(kx0−ωt0).
According to the rules of the game we need a special solution to this equation.
It is easy to verify that
h1 = 2|A0|2 − 1
3
A20e
2i(kx0−ωt0) − 1
3
A∗20 e
−2i(kx0−ωt0), (129)
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is such a special solution. Inserting (126) and (129) into (125), we get
∂t0t0h2 − ∂x0x0h2 + h2 = (2iω∂t2A0 + 2ik∂x2A0 − ∂t1t1A0
+ ∂x1x1A0 +
10
3
|A0|2A0)ei(kx0−ωt0) +NST + (∗).
In order to remove secular terms we must postulate that
2iω∂t2A0 + 2ik∂x2A0 − ∂t1t1A0 + ∂x1x1A0 +
10
3
|A0|2A0 = 0. (130)
Equations (127) and (130) constitute, as usual, an overdetermined system. In
general it is not an easy matter to verify that an overdetermined system of
partial differential equations is solvable and the methods that do exist to address
such questions are mathematically quite sophisticated. For the particular case
discussed here it is however easy to verify that the system is in fact solvable.
But, as we have stressed several times in these lecture notes, we are not really
concerned with the solvability of the system (127), (130) for the many variable
function A0. We are rather interested in the function u(x, t) which is a solution
to (119). With that in mind, we define an amplitude
A(x, t) = A0(t1, x1, ...)|tj=εjt,xj=εjx. (131)
The solution to (119) is then
u(x, t) = A(x, t)ei(kx−ωt) + ε(2|A|2(x, t)− 1
3
A2(x, t)e2i(kx0−ωt0)
− 1
3
A∗2(x, t)e−2i(kx0−ωt0)) +O(ε2), (132)
where A(x, t) satisfy a certain amplitude equation that we will now derive.
Multiplying equation (127) by ε , equation (130) by ε2 and adding the two
expressions, we get
ε(2iω∂t1A0 + 2ik∂x1A0)
+ε2(2iω∂t2A0 + 2ik∂x2A0 − ∂t1t1A0 + ∂x1x1A0 +
10
3
|A0|2A0) = 0,
⇓
2iω(∂t0 + ε∂t1 + ε
2∂t2)A0 + 2ik(∂x0 + ε∂x1 + ε
2∂x2)A0
−(∂t0 + ε∂t1 + ε2∂t2)2A0 + (∂x0 + ε∂x1 + ε2∂x2)2A0 + ε2
10
3
|A0|2A0 = 0,
(133)
where we have used the fact that A0 does not depend on t0 and x0 and where
the equation (133) is correct to second order in ε. If we now evaluate (133) at
xj = ε
jx, tj = ε
jt, using (121) and (131), we get the amplitude equation
2iω∂tA+ 2ik∂xA− ∂ttA+ ∂xxA+ ε2 10
3
|A|2A = 0,
m
∂tA = − k
ω
∂xA− i
2ω
∂ttA+
i
2ω
∂xxA+ ε
2 5i
3ω
|A|2A. (134)
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This equation appears to have a problem since it contains a second derivative with
respect to time. The initial conditions for (119) is only sufficient to determine
A(x, 0). However, in order to be consistent with the multiple scale procedure
leading up to (134) we can only consider solutions such that
∂tA ∼ − k
ω
∂xA ∼ ε,
⇓
∂ttA ∼
(
k
ω
)2
∂xxA ∼ ε2.
Thus we can, to second order in ε, rewrite the amplitude equation as
∂tA = − k
ω
∂xA+
i
2ω3
∂xxA+ ε
2 5i
3ω
|A|2A. (135)
This is now first order in time and has a unique solution for a given initial
condition A(x, 0).
The multiple scale procedure demands that the amplitude A(x, t) vary slowly
on scales L = 2pik , T =
2pi
ω . This means that (132) and (135) can be thought of as
a fast numerical scheme for wave packets solutions to (119). If these are the kind
of solutions that we are interested in, and in the theory of waves this is often
the case, it is much more efficient to use (132) and (135) rather than having to
resolve the scales L and T by integrating the original equation (119).
The very same equation (135) appear as leading order amplitude equation
starting from a large set of nonlinear partial differential equations describing
a wide array of physical phenomena in fluid dynamics, climate science, laser
physics etc. The equation appeared for the first time more than 70 years ago,
but it was not realized at the time that the Nonlinear Schro¨dinger equation
(NLS), as it is called, is very special indeed.
V. Zakharov discovered in 1974 that NLS is in a certain sense completely
solvable. He discovered a nonlinear integral transform that decompose NLS into
an infinite system of uncoupled ODE’s, that in many important cases are easy
to solve. This transform is called the Scattering Transform.
Using this transform one can find explicit formulas for solutions of NLS that
acts like particles, they are localized disturbances in a wave field that does not
disperse and they collide elastically just like particles do. The NLS equation has
a host of interesting and beautiful properties. It has for example infinitely many
quantities that are conserved under the time evolution and is the continuum
analog of a completely integrable system of ODE’s.
Many books and ∞- many papers have been written about this equation.
In the process of doing this, many other equations having similar wonderful
properties has been discovered. They all appear through the use of the method
of multiple scales. However, all these wonderful properties, however nice they
are, are not robust. If we want to propagate our waves for t . ε−4, the multiple
scale procedure must be extended to order ε3, and additional terms will appear
in the amplitude equation. These additional terms will destroy many of the
wonderful mathematical properties of the Nonlinear Schro¨dinger equation but it
will not destroy the fact that it is the key element in a fast numerical scheme for
wave packet solutions to (119).
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6.6.2 A fourth order PDE with a cubic nonlinearity
Let us consider the equation
utt + uxx + uxxxx + u = εu
3. (136)
Introducing the usual tools for the multiple scale method, we have
u(x, t) = h(x0, t0, x1, t1, ...)|tj=εjt,xj=εjx,
∂t = ∂t0 + ε∂t1 + ... ,
∂x = ∂x0 + ε∂x1 + ... ,
h = h0 + εh1 + ... .
Inserting these expressions into (136) and expanding we get
(∂t0 + ε∂t1 + ...)(∂t0 + ε∂t1 + ...)(h0 + εh1 + ...)+
(∂x0 + ε∂x1 + ...)(∂x0 + ε∂x1 + ...)(h0 + εh1 + ...)+
(∂x0 + ε∂x1 + ...)(∂x0 + ε∂x1 + ...)
(∂x0 + ε∂x1 + ...)(∂x0 + ε∂x1 + ...)(h0 + εh1 + ...)
+h0 + εh1 + ... = ε(h0 + ...)
3,
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ...)(h0 + εh1 + ...)+
(∂x0x0 + ε(∂x0x1 + ∂x1x0) + ...)(h0 + εh1 + ...)+
(∂x0x0 + ε(∂x0x1 + ∂x1x0) + ...)(∂x0x0 + ε(∂x0x1 + ∂x1x0) + ...)
(h0 + εh1 + ...) + h0 + εh1 + ... = εh
3
0 + ... ,
⇓
∂t0t0h0 + ε(∂t0t0h1 + ∂t0t1h0 + ∂t1t0h0)+
∂x0x0h0 + ε(∂x0x0h1 + ∂x0x1h0 + ∂x1x0h0)+
∂x0x0x0x0h0 + ε(∂x0x0x0x0h1 + ∂x0x0x0x1h0 + ∂x0x0x1x0h0
+∂x0x1x0x0h0 + ∂x1x0x0x0h0) + ...
+h0 + εh1 + ... = εh
3
0 + ... ,
which gives us the perturbation hierarchy
∂t0t0h0 + ∂x0x0h0 + ∂x0x0x0x0h0 + h0 = 0,
∂t0t0h1 + ∂x0x0h1 + ∂x0x0x0x0h1 + h1 = h
3
0 (137)
−∂t0t1h0 − ∂t1t0h0 − ∂x0x1h0 − ∂x1x0h0
−∂x0x0x0x1h0 − ∂x0x0x1x0h0 − ∂x0x1x0x0h0 + ∂x1x0x0x0h0.
For the order ε0 equation, we choose a wave packet solution
h0(x0, t0, x1, t1, ...) = A0(x1, t1, ...)e
i(kx0−ωt0) + (∗), (138)
where the dispersion relation is
ω =
√
k4 − k2 + 1. (139)
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Inserting (138) into (137), we get after a few algebraic manipulations
∂t0t0h1 + ∂x0x0h1 + ∂x0x0x0x0h1 =
(2iω∂t1A0 − 2ik∂x1A0 + 4ik3∂x1A0 + 3|A0|2A0)ei(kx0−ωt0)
+A30e
3i(kx0−ωt0) + (∗).
In order to remove secular terms we must postulate that
2iω∂t1A0 − 2ik∂x1A0 + 4ik3∂x1A0 + 3|A0|2A0 = 0. (140)
But using the dispersion relation (139), we have
−2ik + 4ik3 = 2iωω′,
so that (140) simplifies into
2iω(∂t1A0 + ω
′∂x1A0) + 3|A0|2A0 = 0.
Introducing an amplitude
A(x, t) = A0(x1, t1, ...)|xj=ejx,tj=εjt,
we get, following the approach from the previous example, the amplitude equation
2iω(∂tA+ ω
′∂xA) = −3|A|2A. (141)
This equation together with the expansion
u(x, t) = A(t)ei(kx−ωt) + (∗) +O(ε), (142)
constitute a fast numerical scheme for wave packet solutions to (136) for t . ε−2.
Of course, this particular amplitude equation can be solved analytically using
the method of characteristics, but as stressed earlier, this property is not robust
and can easily be lost if we take the expansion to higher order in ε.
There is however one point in our derivation that we need to look more
closely into. We assumed that the term
A30e
3i(kx0−ωt0), (143)
was not a secular term. The term is secular if
ω(3k) = 3ω(k).
Using the dispersion relation (139) we have
ω(3k) = 3ω(k),
m√
81k4 − 9k2 + 1 = 3
√
k4 − k2 + 1,
m
81k4 − 9k2 + 1 = 9k4 − 9k2 + 9,
m
k = ± 1√
3
. (144)
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Thus the term (143) can be secular if the wave number of the wave packet is
given by (144). This is another example of the fenomenon that we in the theory
of interacting waves call phase matching. As long as we stay away from the two
particular values of the wave numbers given in (144), our expansion (142) with
(141) is uniform for t . ε−2. However if the wave number takes on one of the
two values in (144), non-uniformities will make the ordering of the expansion
break down for t ∼ ε−1. However this does not mean that the multiple scale
method breaks down. We only need to include a second amplitude at order ε0
that we can use to remove the additional secular terms at order ε1. We thus,
instead of (138), use the solution
h0(x0, t0, x1, t1, ...) = A0(x1, t1, ...)e
i(kx0−ωt0)
+B0(x1, t1, ...)e
3i(kx0−ωt0) + (∗),
where k now is given by (144). Inserting this expression for h0 into the order ε
equation (137) we get, after a fair amount of algebra, the equation
∂t0t0h1 + ∂x0x0h1 + ∂x0x0x0x0h1 =
(2iω∂t1A0 − 2ik∂x1A0 + 4ik3∂x1A0
+3|A0|2A0 + 6|B0|2A0 + 3A∗20 B0)ei(kx0−ωt0)
+(6iω∂t1B0 − 6ik∂x1B0 + 108ik3∂x1B0
+3|B0|2B0 + 6|A0|2B0 +A30)e3i(kx0−ωt0)
+NST + (∗).
In order to remove secular terms we must postulate the two equations
2iω∂t1A0 − 2ik∂x1A0 + 4ik3∂x1A0
+3|A0|2A0 + 6|B0|2A0 + 3A∗20 B0 = 0,
6iω∂t1B0 − 6ik∂x1B0 + 108ik3∂x1B0
+3|B0|2B0 + 6|A0|2B0 +A30 = 0. (145)
Using the dispersion relation we have
−6ik + 108ik3 = 2iω(3k)ω′(3k).
Inserting this into the system (145), simplifies it into
2iω(k)(∂t1A0 + ω
′(k)∂x1A0) = −3|A0|2A0 − 6|B0|2A0 − 3A∗20 B0,
2iω(3k)(∂t1B0 + ω
′(3k)∂x1B0) = −3|B0|2B0 − 6|A0|2B0 −A30.
Introducing amplitudes
A(x, t) = A0(x1, t1, ...)|xj=ejx,tj=εjt,
B(x, t) = B0(x1, t1, ...)|xj=ejx,tj=εjt,
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the asymptotic expansion and corresponding amplitude equations for this case
are found to be
u(x, t) = A(x, t)ei(kx−ωt)
+B(x, t)e3i(kx−ωt) + (∗) +O(ε),
2iω(k)(∂tA+ ω
′(k)∂xA) = −3|A|2A− 6|B|2A− 3A∗2B,
2iω(3k)(∂tB + ω
′(3k)∂xB) = −3|B|2B + 6|A|2B +A3.
The same approach must be used to treat the case when we do not have exact
phase matching but we still have
ω(3k) ≈ 3ω(k)
It should be apparent by now that the method of multiple scales is a method
that can be applied in diverse situations where a naive approach using direct
perturbation expansions leads to nonuniform expansions. All examples in these
lecture notes has been included because they represent interesting generic features
of nonlinear PDEs and ODEs and also because the amount of algebra required
to construct and solve the perturbation hierarchy is manageable. In more
real-life cases the amount of algebra can be challenging unless organized in an
appropriate way. In order to illustrate these remarks we have in Appendix A
included a derivation of the amplitude equation for linearly polarized light pulses
propagating in a dispersive medium. For these derivations the underlying system
of equations are the full 3D Maxwell equations.
6.6.3 Exercises
Ordinary differential equations For the following initial value problems
for ODEs, find asymptotic expansions that are uniform for t . ε−3. You thus
need to take the expansions to second order in ε. Compare your asymptotic
solution to a high precision numerical solution of the exact problem. Do the
comparison for several values of ε and show that the asymptotic expansion and
the numerical solution of the exact problem deviates when t & ε−3.
1.
d2y
dt2
+ y = εy2,
y(0) = 1
dy
dt
(0) = 0
2.
d2y
dt2
+ y = ε(1− y2)dy
dt
y(0) = 1,
dy
dt
(0) = 0.
209
3.
d2y
dt2
+ y = ε(y3 − 2dy
dt
),
y(0) = 1,
dy
dt
(0) = 0.
4. Let the initial value problem
d2y
dt2
+
dy
dt
+ εy2 = 0, t > 0,
y(0) = 1,
y′(0) = 1, (146)
be given. Design a numerical solution to this problem based on the
amplitude equations (71),(72) and the expansion (70). Compare this
numerical solution to a high precision numerical solution of (146) for
t . ε−3. Use several different values of ε and show that the multiple scale
solution and the high precision solution starts to deviate when t & ε−3.
Partial differential equations In the following problems for PDEs, use the
methods from this section to find asymptotic expansions that are uniform for
t . ε−3. Thus all expansions must be taken to second order in ε.
1.
utt − uxx + u = ε2u3,
2.
utt − uxx + u = ε(u2 + u2x),
3.
utt − uxx + u = ε(uuxx − u2),
4.
ut + uxxx = εu
2ux,
5.
utt − uxx + u = ε(u2x − uuxx).
7 Green’s functions
Green’s functions were first introduced by the British mathematician George
Green around 1830. They can today be found everywhere in pure and applied
mathematics and physics. They appear in many different guises and tend to
have different names in different domains of science.
To a mathematician, Green’s functions are the inverse of differential operators
and he will tend to call them fundamental solutions.
To a solid state physicist, Green’s functions are correlation coefficients for material
parameters located at different space-time points. As such, Green’s functions
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play a starring part in solid state physics to the extent that one can say that
solid state physics is the theory of Green’s functions.
To an elementary particle physicist, Green’s functions describe the propagation
of particles and antiparticles from one space-time location to another. They
are associated with internal lines in Feynman diagrams which is the main
computational engine in elementary particle physics. In this area of science
Green’s functions are called propagators.
Green’s functions are the subject of many textbooks. Most textbook authors,
eager to quickly start discussing important nontrivial applications, jumps right
into the fray, discussing the main ideas of the theory in a fairly complicated
setting. We will eventually get there, but will approach the subject from a simpler
setting where the main properties of Green’s functions can be explained in a
simple way. In this simple setting it will appear as if we solve simple problems
in a complicated way. And we do, but the point is not to solve these simple
problems but rather to introduce all the main constructions involving Green’s
functions in the simplest setting possible. In a more complex and realistic setting,
beloved by textbook authors, there are really no new ideas. Everything is just
more complicated.
7.1 Green’s functions for the operator L = − d
dx
A Green’s function, k(x; ξ), for the operator L = − ddx is a solution to the
equation
L k(x; ξ) = δ(x− ξ). (1)
Recall that δ(x− ξ) is not a function, but a distribution. So a Green’s function
is not really a function either, but should be understood to be a distribution too.
But how do we differentiate distributions? And what are distributions anyway?
We will address these questions later in this section of the lecture notes, but for
now we will proceed in a heuristic manner a´ la Dirac, or in other words we play
with formulas.
Let I = (−+ ξ, + ξ) be a small interval, centred on x = ξ. Integrate (1) over
I ∫
Iξ
dx L k(x; ξ) =
∫
I
dx δ(x− ξ),
m
−
∫ ξ+
ξ−
dx k′(x; ξ) =
∫ ξ+
ξ−
dx δ(x− ξ) = 1,
m
k(ξ + ; ξ)− k(ξ − ; ξ) = −1. (2)
The last equation holds for all  > 0. Taking the limit when  approaches zero,
we get
k+(ξ; ξ)− k−(ξ; ξ) = −1, (3)
where by the definition
k±(ξ; ξ) = lim
→0
k(ξ ± ; ξ)
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The right hand side identity in (2) holds because δ(x − ξ) is concentrated
infinitesimally close to x = ξ, so that the domain outside I gives no contribution
1 =
∫ ∞
−∞
dx δ(x− ξ) =
∫
I
dx δ(x− ξ).
I am of course just playing with formulas here...
Using (3), we can now say that k(x; ξ) is a Green’s function for L = − ddx if
k(x; ξ) satisfies
−k′(x; ξ) = 0, x 6= ξ, (4)
k+(ξ; ξ)− k−(ξ; ξ) = −1. (5)
Note that prime here means the derivative of the function k(x; ξ) with respect
to it’s first argument, x.
This is a problem we can actually solve! From (4) we get
k(x; ξ) =
{
a(ξ) x > ξ
b(ξ) x < ξ
,
and (5) imposes the condition
k+(ξ; ξ)− k−(ξ; ξ) = −1,
m
a(ξ)− b(ξ) = −1,
m
b(ξ) = 1 + a(ξ),
and thus k(x; ξ) is a Green’s function for L = − ddx if only if it is of the form
k(x; ξ) =
{
a(ξ) x > ξ
1 + a(ξ) x < ξ
, (6)
where a(ξ) is an arbitrary function. For example, if a(ξ) = 0, we get
k(x; ξ) =
{
0 x > ξ
1 x < ξ
.
This function is displayed in figure (56), and is clearly a regular function and not
a distribution, whatever that is! However, we only know that k(x; ξ) satisfies
(4) and (5), which we got from the original condition (1) by playing with some
formulas. And we certainly can’t just substitute k(x; ξ) from (6) into (1) in order
to verify that it actually solves (1). The function k(x; ξ) is not differentiable, it
is not even continuous!
However,we will show later in these notes that there is a distribution correspond-
ing to k(x; ξ) and as a distribution it can be differentiated and it will in fact be
a solution to (1).
For now we proceed heuristically and assume that the functions k(x; ξ) from (6)
are solutions to (1), so that (6) describes all Green’s functions for the operator
L = − ddx .
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Figure 56: A Green’s functions for the operator L = − ddx .
So, having found the Green’s functions for L, the next question is; what are
they good for? In order to answer this question, we must introduce a certain
integral identity associated with L.
Let [x0, x1] be some interval on the real line, and let φ and ψ be functions
defined on the interval. Using integration by parts, we have∫ x1
x0
dx L φ ψ = −
∫ x1
x0
dx φ′ ψ = −{φ ψ|x1x0 −
∫ x1
x0
dx φ ψ′}.
Thus, if we define L+ = ddx , we get the integral identity∫ x1
x0
dx {L φ ψ − φ L+ ψ} = −φ ψ|x1x0 . (7)
This shows that L+ is the formal adjoint of L.
We will now put (7) to use, and with that goal in mind, let us consider the
differential equation
L+ f(x) = h(x) x0 < x < x1,
m
f ′(x) = h(x) x0 < x < x1. (8)
Let now ψ = f(x) be any solution of (8) and let φ = k(x; ξ), in the integral
identity (7). Of course, we derived this identity using integration by parts, which
makes assumptions about the smoothness of φ and ψ. We will disregard this
fact and assume that the identity holds for any φ and ψ we like.
From (7) we get ∫ x1
x0
dx {−k′(x; ξ) f(x)− k(x; ξ) h(x)}
= −k(x; ξ) f(x)|x1x0 ,
which upon using (8) gives us
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)− k(x1; ξ) f(x1) + k(x0; ξ) f(x0). (9)
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Formula (9) introduces the first great theme in the theory of Green’s functions:
Green’s functions can be used to derive integral identities for solutions to dif-
ferential equations that relate values of the solutions inside a domain to their
values on the boundary of the domain.
Note that (9) does not give us solutions to (8), it merely shows that values of
solutions inside [x0, x1] are related to values on the boundary, which in this case
consists of two points {x0, x1}, in a particular way.
However (9) can be used as a starting point for finding solutions to (8) in two
quite distinct ways.
Let us look for a solution that satisfy the boundary condition.
f(x0) = f0.
For this kind of solution the integral identity (9) gives us
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)− k(x1; ξ) f(x1) + k(x0; ξ) f0. (10)
This identity still does not give us a solution because f(x1) on the right hand
side is unknown.
However if we can find a Green’s function that satisfy the condition
k(x1; ξ) = 0, (11)
then we do get a solution from (10). The solution is
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x) + k(x0; ξ) f0. (12)
From (6) we see that (11) holds if
a(ξ) = 0,
and thus the required Green’s function is
k(x; ξ) =
{
0 x > ξ
1 x < ξ
,
and the solution (12) is
f(ξ) =
∫ ξ
x0
dx h(x) + f0.
This is of course exactly what we would get if we applied the fundamental
theorem of calculus to
f ′(x) = h(x) x0 < x < x1,
f(x0) = f0.
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because ∫ ξ
x0
dx f ′(x) =
∫ ξ
x0
dx h(x),
m
f(ξ)− f(x0) =
∫ ξ
x0
dx h(x),
m
f(ξ) =
∫ ξ
x0
dx h(x) + f0.
As another application of (9) let us try to find a solution to (8) that satisfy the
condition
1
2
(f(x0) + f(x1)) = f¯ , (13)
where f¯ is given. Introduce a and b through
a =
1
2
(f(x0) + f(x1)),
b =
1
2
(f(x0)− f(x1)),
m
f(x0) = a+ b,
f(x1) = a− b.
Inserting this into (9) and rearranging terms we get
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x) + (k(x0; ξ)− k(x1; ξ)) a
+ (k(x1; ξ) + k(x0; ξ))b. (14)
The condition (13) implies that a = f¯ , is given. Since b is not given we need a
Green’s function that satisfy the condition
k(x1; ξ) + k(x0; ξ) = 0,
m
a(ξ) + 1 + a(ξ) = 0,
m
a(ξ) = −1
2
.
The correct Green’s function is thus
k(x; ξ) =
{
− 12 x > ξ
1
2 x < ξ
, (15)
and the solution of (8) that satisfy (13) is from (14)
f(ξ) =
1
2
∫ ξ
x0
dx h(x)− 1
2
∫ x1
ξ
dx h(x) + f¯ ,
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because for the Green’s function (15) we have
k(x0; ξ)− k(x1; ξ) = 1
2
− (−1
2
) = 1.
Thus we see that by making k(x; ξ) satisfy the appropriate boundary condition
we can find a solution of (8) satisfying any chosen boundary conditions by using
our integral identity (9). This is one of the ways we can use (9) to find solutions
to the differential equation (8).
For our chosen operator L = − ddx , Green’s functions that satisfy various boundary
conditions are trivial to find. However, for more realistic and complex cases,
finding the required Green’s functions can be very hard. Mostly this must be
done analytically, because the presence of the Dirac delta in the differential
equation implies that numerical methods are of limited use here.
This leads us to the second way we can use the integral identity (9) to find
solutions to the differential equation (8). Let us make the choice a(ξ) = 0 so
that the Green’s function is
k(x; ξ) =
{
0 x > ξ
1 x < ξ.
For this choice
k(x1; ξ) = 0,
k(x0; ξ) = 1,
so that (9) reads
f(ξ) =
∫ ξ
x0
dx h(x) + f(x0). (16)
We now let ξ approach x0 from above and x1 from below
x→ x0 ⇒ f(x0) = f(x0) − trivially true,
x→ x1 ⇒ f(x1) =
∫ x1
x0
dx h(x) + f(x0). (17)
Let us say we are looking for a solution that satisfy
f(x1) = f1,
then (17) is an equation whose solution determines the unknown boundary value
f(x0)
f(x0) +
∫ x1
x0
dx h(x) = f1,
m
f(x0) = f1 −
∫ x1
x0
dxh(x). (18)
Equation (18) is called a boundary integral equation. The ’integral’ part of the
name will be clear when we move to a more realistic situation where the domain
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is 2D or 3D and the boundary 1D or 2D. The analogue to (18) will in these cases
actually be an integral equation for functions defined on the boundary of the
domain.
We now insert the solution of the boundary integral equation (18) into the
integral identity (16).
f(ξ) =
∫ ξ
x0
dx h(x) + f1 −
∫ x1
x0
dx h(x),
and get the solution f(ξ) of (8) that satisfies the boundary condition
f(x1) = f1.
Observe that in this case, we did not need to pick a particular k(x; ξ) by posing
a boundary condition. In fact, we can choose almost any Green’s function we
want. The price we pay is that at some point we must solve a boundary integral
equation. This is however easier to do for a complex boundary than trying
to construct a Green’s function satisfying some particular boundary condition.
Here, of course, both approaches are trivial to deploy because of the simplicity
of the operator L = − ddx , and the domain [x0, x1].
The two different ways one can find solutions to the differential equation (8)
from the integral identity (9) form the second and third great themes in the
theory of Green’s functions:
Green’s functions satisfying particular boundary conditions can be used to find
integral representations of solutions to initial/boundary value problems for differ-
ential equations
and
Green’s functions can be used to derive boundary integral equations whose solutions
will give integral representations of solutions to initial/boundary value problems
for differential equations.
The choice of Green’s function for a given differential equation is sometimes
determined by the physical context of the equation.
Let us consider the problem
dx
dt
= v(t) t0 < t < t1,
where t is time, v(t) is the velocity of a particle and x(t) it’s position. The
integral identity (9) applies and we have
x(t) =
∫ t1
t0
dt′ k(t′; t) v(t′)− k(t1; t) x(t1) + k(t0; t) x(t0), (19)
where k(t′; t) is a Green’s function for L = − ddt′ .
Let us first choose
k(t′; t) =
{
0 t′ > t
1 t′ < t
,
then (19) turns into
x(t) =
∫ t
t0
dt′ v(t′) + x(t0). (20)
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This tells us that the current position of the particle depends on the current and
past values of the velocity.
This makes physical sense; the past influences the future. Formula (20) is an
embodiment of causality. Green’s functions, for time dependent ODE’s and
PDE’s, that leads to formulas respecting causality are in general called retarded
Green’s functions.
Let us next choose
k(t′; t) =
{
−1 t′ > t
0 t′ < t
.
Then (19) becomes
x(t) = −
∫ t1
t
dt′ v(t′) + x(t1), (21)
and this formula tells us that the current position of the particle depends on the
current and future values of the velocity. This does not make physical sense; the
future influences the past! The formula (21) is an embodiment of non-causality.
Green’s functions that leads to non-causal formulas are called advanced Green’s
functions. Advanced Greens functions play an important role in some areas of
applied mathematics and theoretical physics, in particular they play a crucial
role in the Standard Model of elementary particles.
Believe it or not, but the main ideas in the theory of Green’s functions have
now been introduced. What remains to do, is to solidify these ideas by looking
at several, progressively more complicated, cases. During this work I will also
introduce the main ideas from the theory of distributions.
7.2 Green’s functions for the operator L = − d2
dx2
A Green’s function, k(x; ξ), for the operator L = − d2dx2 is a solution to the
equation
L k(x; ξ) = δ(x− ξ).
In order to derive an equation we can actually solve, we proceed heuristically
like on page 2. ∫
I
dx L k(x; ξ) =
∫
I
dx δ(x− ξ),
m
−
∫ ξ+
ξ−
dx k′′(x; ξ) =
∫ ξ−
ξ+
dx δ(x− ξ) = 1,
m
k′(ξ + ; )− k′(ξ − ; ξ) = −1,
m
k′+(ξ; ξ)− k′−(ξ; ξ) = −1, (22)
where
k′±(ξ; ξ) = lim
→0
k′(ξ ± ; ξ)
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Equation (22) tells us that k′(x; ξ) has a jump discontinuity at x = ξ. We
postulate that k(x; ξ) is continuous at x = ξ. Thus k(x; ξ) is a Green’s function
of L = − d2dx2 if
−k′′(x; ξ) = 0 x 6= ξ,
k(ξ, ξ)− k(ξ, ξ) = 0, (23)
k′+(ξ, ξ)− k′−(ξ, ξ) = −1. (24)
These equations we can now solve. From (??) we get
k(x; ξ) =
{
a(ξ) x+ b(ξ) x > ξ
c(ξ) x+ d(ξ) x < ξ
. (25)
Equations (23), (24) applied to the functions k(x; ξ) in (25) give
a(ξ) ξ + b(ξ)− c(ξ) ξ − d(ξ) = 0,
a(ξ)− c(ξ) = −1. (26)
Equations (26) are easy to solve, and we get
c(ξ) = 1 + a(ξ),
d(ξ) = b(ξ)− ξ,
and thus Green’s functions to L = − d2dt2 , are of the form
k(x; ξ) =
{
a(ξ) x+ b(ξ) x > ξ
a(ξ) x+ b(ξ) + x− ξ x < ξ , (27)
where a(ξ) and b(ξ) are arbitrary. For example if a(ξ) = b(ξ) = 0 we get
k(x; ξ) =
{
0 x > ξ
x− ξ x < ξ .
This Green’s function is illustrated in figure 57.
In order to make use of the Green’s function, we need it’s associated integral
identity.
Let [x0, x1] be some interval on the real line and let φ and ψ be smooth
functions. Using integration by parts we have∫ x1
x0
dx L φ ψ = −
∫ x1
x0
dx φ′′ ψ = −φ′ ψ|x1x0 +
∫ x1
x0
dx φ′ ψ′
= −φ′ ψ |x1x0 + φ ψ′|x1x0 −
∫ x1
x0
dx φ ψ′′,
and thus we get the integral identity∫ x1
x0
dx {L φ ψ − φ L ψ} = (φ ψ′ − φ′ ψ)|x1x0 . (28)
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Figure 57: A Green’s functions for the operator L = − d2dx2
This identity reflects the fact that L is formally self-adjoint.
We will now put the Green’s functions (23) to use, and introduce for this purpose
the differential equation
L f(x) = h(x) x0 < x < x1,
m
−f ′′(x) = h(x) x0 < x < x1. (29)
Inserting ψ = f(x) and φ = k(x; ξ) into the integral identity (28), gives us∫ x1
x0
dx{−k′′(x; ξ) f(x)− k(x; ξ) h(x)}
= (k(x; ξ) f ′(x)− k′(x; ξ) f(x))|x1x0 ,
which, upon using the fact that k(x; ξ) is a Green’s function for L = − d2dx2 , gives
us the integral identity
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)
+ (k(x; ξ) f ′(x)− k′(x; ξ) f(x))|x1x0 . (30)
Like before, (30) does not give us a solution to (29), but for any solution of
(29), it gives us a relation between values of the solution inside the domain and
values of the solution and its derivative on the boundary of the domain. The
identity (30) is evidently more complex than (9) but the ideas behind them are
are exactly the same. The only difference is the nature of L in the two cases.
Equation (29) is a second order differential equation and in order to get a unique
solution, two pieces of boundary data must be specified.
Let us assume that Dirichlet data is given
f(x0) = f0, f(x1) = f1. (31)
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If the unknown data f ′(x0) and f ′(x1) could be made to vanish, (30) would give
us a solution to the boundary value problem (29), (31). We can achieve this by
assuming that the Green’s function satisfy the boundary conditions
k(x1; ξ) = 0,
k(x0; ξ) = 0.
Using the general description of k(x; ξ) from (23) we get the equations
a(ξ) x1 + b(ξ) = 0,
a(ξ) x0 + b(ξ) + x0 − ξ = 0,
and solving these equations, we find
a(ξ) =
x0 − ξ
x1 − x0 ,
b(ξ) = −x1 (x0 − ξ)
x1 − x0 .
Inserting these into the formula for k(x; ξ) from (27) we get
k(x; ξ) =
{
(x0−ξ)(x−x1)
(x1−x0) x > ξ
(x0−x)(ξ−x1)
(x1−x0) x < ξ
, (32)
and from (32) we get
k′(x; ξ) =
{
− (ξ−x0)(x1−x0) x > ξ
− (ξ−x1)(x1−x0) x < ξ
. (33)
Inserting (32) and (33) into (30) will give us the solution of (29) that satisfies
the boundary conditions (31). Observe that∫ x1
x0
dx k(x; ξ) h(x)
=
∫ ξ
x0
dx
(x0 − x)(ξ − x1)
(x1 − x0) h(x) +
∫ x1
ξ
dx
(x1 − x)(ξ − x0)
(x1 − x0) h(x)
=
(ξ − x1)
(x1 − x0)
∫ ξ
x0
dx (x0 − x) h(x) + (ξ − x0)
(x1 − x0)
∫ x1
ξ
dx (x1 − x) h(x),
and from the expression (33) we have
k′(x1; ξ) = − (ξ − x0)
(x1 − x0) ,
k′(x0; ξ) = − (ξ − x1)
(x1 − x0) . (34)
From (30) we thus get the solution
f(ξ) =
(ξ − x1)
(x1 − x0)
∫ ξ
x0
dx (x0 − x) h(x) + (ξ − x0)
(x1 − x0)
∫ x1
ξ
dx (x1 − x) h(x)
+
(ξ − x0)
(x1 − x0) f1 −
(ξ − x1)
(x1 − x0) f0. (35)
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Since the calculations leading up to (35) involved some play with formulas, it
would be useful to verify directly that (35) defines a function that solves the
boundary value problem (29),(31).
The fact that it satisfies the boundary conditions is evident. Let us next
verify that it also satisfies the differential equation (29)
f ′(ξ) =
1
L
∫ ξ
x0
dx(x0 − x) h(x) + (ξ − x1)
L
(x0 − ξ) h(ξ)
+
1
L
∫ x1
ξ
dx (x1 − x) h(x)− (ξ − x0)
L
(x1 − ξ) h(ξ)
=
1
L
{
∫ ξ
x0
dx(x0 − x) h(x) +
∫ x1
ξ
dx (x1 − x) h(x) },
⇓
f ′′(ξ) =
1
L
{ (x0 − ξ) h(ξ)− (x1 − ξ) h(ξ) }
=
(x0 − x1)
L
h(ξ) = −h(ξ),
⇓
−f ′′(ξ) = h(ξ).
Note that we have here defined L = x1 − x0. As an example, for the special case
h(x) = h¯ = const,
we get ∫ ξ
x0
dx (x0 − x) h(x) = −1
2
h¯ (x0 − x)2|ξx0 = −
1
2
h¯ (ξ − x0)2,∫ x1
ξ
dx (x1 − x) h(x) = −1
2
h¯ (x1 − x)2|x1ξ = 12 h¯ (ξ − x1)
2,
and thus we have the explicit solution
f(ξ) = −1
2
h¯
(ξ − x0)2(ξ − x1)
(x1 − x0) +
1
2
h¯
(ξ − x1)2(ξ − x0)
(x1 − x0)
+
(ξ − x0)
(x1 − x0) f1 −
(ξ − x1)
(x1 − x0) f0.
Again, by direct differentiation, one can verify that this is an explicit solution of
the boundary value problem (29), (31).
Let us next assume that we have Cauchy data given at x = x0
f(x0) = f0, f
′(x0) = g0. (36)
Expression (30) will give us a solution to the boundary value problem (29),(36)
if the unknown boundary data f(x1), f
′(x1) is made to vanish. This we achieve
by posing the following conditions on the Green’s function
k(x1; ξ) = 0,
k′(x1; ξ) = 0.
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Using the general description of k(x; ξ) from (27) we now get
a(ξ) x1 + b(ξ) = 0,
a(ξ) = 0,
which leads us to the Green’s function
k(x; ξ) =
{
0 x > ξ
x− ξ x < ξ . (37)
The expression (30), with Green’s function given by (37), gives us the solution
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)− k(x0; ξ) g0
+ k′(x0; ξ) f0, (38)
and from (37) we have
k′(x; ξ) =
{
0 x > ξ
1 x < ξ
.
Therefore, for this case we have
k(x0; ξ) = x0 − ξ,
k′(x0; ξ) = 1,
and the identity (38) gives us the solution
f(ξ) =
∫ ξ
x0
dx(x− ξ) h(x) + (ξ − x0) g0 + f0. (39)
If x(t) is position as a function of time, and F (t) is the force acting on a particle,
we have according to Newton that
m x′′(t) = F (t).
This is equation (29), with h = − Fm . For this case the choice of Green’s function
(37) can be written as
k(t′; t) =
{
0 t′ > t
t′ − t t′ < t , (40)
and the solution (39) is
x(t) =
1
m
∫ t
t0
dt′(t− t′) F (t′) + (t− t0) x′(t0) + x(t0). (41)
We observe that (41) respects causality; the current position depends on the
current and past values of the force. Thus (40) is a retarded Green’s function.
It is evident from the description of all possible Green’s function, (23), of
L = − d2dx2 , that picking one that satisfies any given choice of boundary conditions
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is simple. However in order to illustrate what one can do to find Green’s functions
that satisfy boundary conditions in more realistic and complex cases, we will
construct the Green’s function (34) using the finite Fourier transform. This
method applies in more complex cases also, where deriving a formula describing
all possible function (23) is impossible.
In order to simplify our exposition we choose x0 = 0, x1 = l.
The problem we seek to solve is the following one
−k′′(x; ξ) = δ(x− ξ),
k(0; ξ) = k(l; ξ) = 0. (42)
This is the unique Green’s function that satisfy Dirichlet conditions at the
boundary. We want to use the finite Fourier transform and focus therefore on
the eigenvalue problem
−M ′′(x) = λ2 M(x),
M(0) = M(l) = 0.
We solved this problem several times last semester. The solution is
Mk(x) =
√
2
l
sin(λkx) k = 1, 2... ,
λk =
pik
l
.
We then look for a solution to (42) of the form
k(x, ξ) =
√
2
l
∞∑
k=1
Nk(ξ) sin(λkx), (43)
where
Nk(ξ) =
√
2
l
∫ l
0
dx sin(λkx)k(x, ξ).
From (42) we get
−
√
2
l
∫ l
0
dx sin(λkx) k
′′(x; ξ) =
√
2
l
∫ l
0
dx sin(λkx) δ(x− ξ),
and using integration by parts and the boundary conditions we get
λ2k Nk(ξ) =
√
2
l
sin(λkξ),
m
Nk(ξ) =
√
2
l
sin(λkξ)
λ2k
.
Inserting this into (43) we get the following formula for (43)
k(x, ξ) =
2
l
∞∑
k=1
sin(λkξ) sin(λkx)
λ2k
. (44)
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If we introduce the orthogonal eigenfunctions Mk(x), (44) can be more compactly
written
k(x, ξ) =
∞∑
k=1
Mk(ξ) Mk(x)
λ2k
. (45)
The structure of formula (45) is very general, this is the kind of formula that we
always get for the Green’s function when we apply the finite Fourier transform.
The only things that changes from case to case, whether they are 1D, 2D or 3D,
are the nature of the eigenfunctions Mk and the corresponding eigenvalues.
This approach also yields an interesting and useful formula for the Dirac delta
function. Differentiating (45) twice term by term and using (42) we get
∞∑
k=1
Mk(ξ) Mk(x) = δ(x− ξ). (46)
Again (46) is fully general and holds for any complete set of eigenfunctions
whether they are 1D, 2D or 3D.
In deriving (44) we have certainly been playing with formulas, and given
that (45) and (32) with x0 = 0, x1 = l look formally very different it would be
instructive to verify that k(x, ξ) from (45) is in fact equal to the expression from
(32)
k(x, ξ) =
{
ξ(l−x)
l x > ξ
x(l−ξ)
l x < ξ
. (47)
In order to do this we must calculate the Fourier coefficients of k(x, ξ) in (47)
with respect to the orthogonal system
Mk(x) =
√
2
l
sin
(
pi k
l
x
)
k = 1, 2, 3... ,
We have
Nk(ξ) =
∫ l
0
dx Mk(x) k(x, ξ)
=
√
2
l
∫ l
0
dx sin
(
pi k
l
x
)
k(x, ξ)
=
√
2
l
(l − ξ)
l
∫ ξ
0
dx sin
(
pi k
l
x
)
x
+
√
2
l
ξ
l
∫ l
ξ
dx sin
(
pi k
l
x
)
(l − x),
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and ∫ ξ
0
dx sin
(
pi k
l
x
)
x = − l
pik
cos
(
pi k
l
x
)
x|ξ0
+
l
pi k
∫ ξ
0
dx cos
(
pi k
l
x
)
= − ξ l
pi k
cos
(
pi k
l
ξ
)
+ (
l
pi k
)2 sin
(
pi k
l
ξ
)
,∫ l
ξ
dx sin
(
pi k
l
x
)
(l − x) = − l
pi k
cos
(
pi k
l
x
)
(l − x)|lξ
− l
pi k
∫ l
ξ
dx cos
(
pi k
l
x
)
=
l(l − ξ)
pi k
cos
(
pi k
l
ξ
)
+ (
l
pi k
)2 sin
(
pi k
l
ξ
)
.
Thus
Nk(ξ) =
√
2
l
(l − ξ)
l
{− l ξ
pi k
cos
(
pi k
l
ξ
)
+ (
l
pi k
)2 sin
(
pi k
l
ξ
)
}
+
√
2
l
ξ
l
{( l(l − ξ)
pi k
) cos
(
pi k
l
ξ
)
+ (
l
pi k
)2 sin
(
pi k
l
ξ
)
}
=
√
2
l
(
l
pi k
)2 sin
(
pi k
l
ξ
)
=
Mk(ξ)
λ2k
.
Let us next turn to the second way in which the integral identity (30) can be
used to find solutions to the differential equation (29). This is the way leading
to boundary integral equations.
Let us consider the boundary value problem
−f ′′(x) = h(x) x0 < x < x1,
f(x0) = f0,
f(x1) = f1. (48)
Inserting the known boundary values into the general integral identity (30) gives
us
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)
+ k(x1; ξ) f
′(x1)− k(x0; ξ) f ′(x0)
− k′(x1; ξ) f1 + k′(x0; ξ) f0, (49)
which holds for all x0 < ξ < x1. Let now ξ approach x0 from above and x1 from
226
below. We get
f0 =
∫ x1
x0
dx k(x;x0) h(x)
+ k(x1;x0) f
′(x1)− k(x0;x0) f ′(x0)
− k′(x1;x0) f1 + k′(x0;x0) f0,
f1 =
∫ x1
x0
dx k(x;x1) h(x)
+ k(x1;x1) f
′(x1)− k(x0;x1) f ′(x0)
− k′(x1;x1) f1 + k′(x0;x1) f0, (50)
Where we must be careful to use limits when we evaluate k′(x;x) in x0 and x1
since k′(x; ξ) is discontinuous at x = ξ. The correct way to evaluate them are
k′(x0;x0) = lim
→0
k′(x0, x0 + ),
k′(x1;x1) = lim
→0
k′(x1, x1 − ).
Observe that (50) is a system of two equations for the two unknown boundary
data f ′(x0) and f ′(x1). The system (50) is the boundary integral equation for
this situation. We can write the system as(−k(x0;x0) k(x1;x0)
−k(x0;x1) k(x1;x1)
) (
f ′(x0)
f ′(x1)
)
=
(
b0
b1
)
, (51)
where
b0 = f0 −
∫ x1
x0
dx k(x;x0) h(x) + k
′(x1;x0) f1,
− k′(x0;x0) f0
b1 = f1 −
∫ x1
x0
dx k(x;x1) h(x) + k
′(x1;x1) f1
− k′(x0;x1) f0.
The only requirement on the Green’s function is that the determinant of the
matrix in (51) is non-zero. This is not a very strict requirement on k(x, ξ), most
Green’s functions will satisfy it. If you by some means have gotten hold of a
Green’s function, using that Green’s function in the boundary integral equation
will almost certainly be ok.
For the simple operator we are discussing here, all Green’s functions are known,
and the subset of Green’s functions leading to a singularity of the boundary
integral equations can be described precisely. From (23) we get
k(x1;x0) = a(x0) x1 + b(x0),
k(x0;x0) = a(x0) x0 + b(x0),
k(x1;x1) = a(x1) x1 + b(x1),
k(x0;x1) = a(x1) x0 + b(x1) + x0 − x1,
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and thus the condition for a singularity is
−k(x0;x0) k(x1;x1) + k(x1;x0) k(x0;x1) = 0,
m
−(a(x0) x0 + b(x0)) (a(x1) x1 + b(x1))
+(a(x0) x1 + b(x0)) (a(x1) x0 + b(x1) + x0 − x1) = 0,
m
(a(x0) b(x1)− a(x1) b(x0)− a(x0) x1 − b(x0))(x1 − x0) = 0. (52)
Choosing to use the Green’s function
k(x; ξ) =
{
0 x > ξ
x− ξ x < ξ ,
corresponding to a(ξ) = b(ξ) = 0, clearly will not work, because then (52) is
satisfied. However,
k(x; ξ) =
{
−x x > ξ
−ξ x < ξ , (53)
corresponding to a(ξ) = −1, b(ξ) = 0, will work nicely because then (52) is not
satisfied.
For this particular Green’s function we have
k(x1;x0) = −x1,
k(x0;x0) = −x0,
k(x1;x1) = −x1,
k(x0;x1) = −x1,
and
k′(x; ξ) =
{
−1 x > ξ
0 x < ξ
.
Thus
k′(x1;x0) = −1,
k′(x0;x0) = lim
→0
k′(x0, x0 + ) = 0,
k′(x1;x1) = lim
→0
k′(x1, x1 − ) = −1,
k′(x0;x1) = 0.
So our linear system is(
x0 −x1
x1 −x1
) (
f ′(x0)
f ′(x1)
)
=
(
b0
b1
)
,
where now
b0 = f0 +
∫ x1
x0
dx x h(x)− f1,
b1 = f1 + x1
∫ x1
x0
dx h(x)− f1 = x1
∫ x1
x0
dx h(x).
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The solution of the boundary integral equation for this case is then(
f ′(x0)
f ′(x1)
)
=
1
x1 (x1 − x0)
(−x1 x1
−x1 x0
) (
f0 − f1 +
∫ x1
x0
dx x h(x)
x1
∫ x1
x0
dx h(x)
)
,
or equivalently
f ′(x0) =
1
x1 − x0 {f1 − f0 +
∫ x1
x0
dx (x1 − x) h(x)},
f ′(x1) =
1
x1 − x0 {f1 − f0 +
∫ x1
x0
dx (x0 − x) h(x)}.
We now insert these expressions for f ′(x0) and f ′(x1) together with k(x; ξ) from
(53) into (49). This will give us the solution to the boundary value problem.
We have
f(ξ) = −
∫ ξ
x0
dx ξ h(x)−
∫ x1
ξ
dx x h(x)
− x1 f ′(x1) + ξ f ′(x0) + f1
= −ξ
∫ ξ
x0
dx h(x)−
∫ x1
ξ
dx x h(x)
− x1 1
x1 − x0 {f1 − f0 +
∫ x1
x0
dx (x0 − x) h(x)}
+ ξ
1
x1 − x0 {f1 − f0 +
∫ x1
x0
dx (x1 − x) h(x)}+ f1
= {1− x1
x1 − x0 +
ξ
x1 − x0 } f1
+ { x1
x1 − x0 −
ξ
x1 − x0 } f0 − ξ
∫ ξ
x0
dx h(x)
−
∫ x1
ξ
dx x h(x)− x1
x1 − x0
∫ x1
x0
dx (x0 − x) h(x)
+
ξ
x1 − x0
∫ x1
x0
dx (x1 − x) h(x),
and thus we have
f(ξ) =
ξ − x0
x1 − x0 f1 −
ξ − x1
x1 − x0 f0 − ξ
∫ ξ
x0
dx h(x)−
∫ x1
ξ
dx x h(x)
− x1
x1 − x0
∫ x1
x0
dx (x0 − x) h(x) + ξ
x1 − x0
∫ x1
x0
dx (x1 − x) h(x). (54)
This solution certainly looks very different from the solution (35) that we found
previously. However the solution to the boundary value problem (48) is unique
so (35) and (54) must really be the same. By rearranging the integrals in (54)
this can be proved (do it!).
A general (ordinary) differential operator of order 2 is of the form
L = a(x)
d2
dx2
+ b(x)
d
dx
+ c(x).
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A Green’s function for L is a function k(x; ξ) such that
L k(x; ξ) = δ(x− ξ).
Arguing heuristically like before we find that k(x; ξ) is a Green’s function for L
only if
a(x) k′′(x; ξ) + b(x) k′(x; ξ) + c(x) k(x, ξ) = 0 for x 6= ξ,
k+(ξ; ξ)− k−(ξ; ξ) = 0,
k′+(ξ; ξ)− k′−(ξ; ξ) = 1
a(ξ)
.
The generalization to ordinary differential operators of order n is straight forward
and is left to the reader.
We will now leave the theory of Green’s functions for a while and spend some
time discussing distribution.
7.3 The theory of distributions
Another, and perhaps even a better name, for the things we study in the theory
of distributions are generalized functions. This name signifies that what we do is
to extend and enlarge the set of functions.
So what is the defining property of a function? It is simply this; a function is a
rule that to each number in a set of numbers associate another number, possibly
belonging to some different set of numbers. f is the name of the function and
Figure 58:
f(x) the value of f for a given number x. Df is the domain of f and Vf the
range or codomain of f .
Generalized functions are functions whose domain consist of functions.
The first task is then to say what this domain of functions is. For any smooth
function, φ ∈ C∞(R), on R we define the support of φ by
supp(φ) = {x ∈ R | φ(x) 6= 0},
where for any subset A ⊂ R, A¯ is the closure of A. Recall that taking the
closure of A consists of adding all boundary points of A.
Recall also that a closed and bounded subset of R is called compact. We are
now ready to define the domain for our generalized functions.
D0 = { φ ∈ C∞(R) | supp(φ) is compact}.
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It is not hard to imagine continuous functions of compact support. Here is one
φ(x) =

0 x > 1
1− x 12 ≤ x ≤ 1
x 0 ≤ x ≤ 12
0 x < 0
.
However φ(x) is not smooth. It is not differentiable at the points x = 0, 12 , 1.
In order to create an element of D0, the function has, for example, to become
zero at x = 0 and x = 1 in an infinitely smooth way. Can this even be done?
Could it be that D0 is in fact empty?
Fortunately D0 is not empty! Recall from Calculus, the following function
φ(x) =
{
exp
(− 1x2 ) x ≥ 0
0 x ≤ 0 . (55)
Using elementary calculus, one can prove that φ(x) is infinitely differentiable
at x = 0 (do it!). By joining together functions like (55), we can create smooth
functions of compact support. Here is an example of a smooth function whose
compact support is [−1, 1]
φ(x) =
{
exp
(
− 11−x2
)
|x| < 1
0 |x| ≥ 1
.
Thus D0 is not empty, as a matter of fact, it is very large. In a way that can be
made precise it is in fact infinitely larger than any subset of real numbers.
We now have a domain for our generalized functions. A function on D0 is
something that evaluates to a number for any φ ∈ D0.
f(φ) ∈ R φ ∈ D0.
There are many such functions. Here are some examples.
Example 33. Let x0 ∈ R. Define a function on D0 by
δ(x− x0)(φ) = φ(x0) ∈ R φ ∈ D0.
We will see that this function is nothing but the Dirac delta function (hence the
notation).
Example 34. Let f : R→ R be a continuous function. Define a function Tf
on D by
Tf (φ) =
∫ ∞
−∞
dx f(x) φ(x) ∈ R. (56)
Observe that Tf is well defined because φ ∈ D0 has compact support so that
the integral converges. In fact, f does not have to be continuous in order for Tf
to be well defined. The very extensive class of locally integrable functions define
functions on D0 through (56).
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Example 35. Define a function on D0 through
H(φ) =
∫ ∞
0
dx φ(x).
H is a very important function in the theory of distributions.
Observe that D0 is a vector space over R. Vector space operations are defined
in the usual way
(φ1 + φ2)(x) = φ1(x) + φ2(x),
(a φ)(x) = a(φ(x)).
In the theory of distributions we only consider functions on D0 that are linear
with respect to the vector space structure on D0
f(φ1 + φ2) = f(φ1) + f(φ2),
f(a φ) = a f(φ).
The functions on D0 defined in examples 33, 34 and 35 are all linear. For
example, for the one in 33 we have
δ(x− x0)(φ1 + φ2) = (φ1 + φ2)(x0) = φ1(x0) + φ2(x0)
= δ(x− x0)(φ1) + δ(x− x0)(φ2),
δ(x− x0)(a φ) = (a φ)(x0) = a (φ(x0)) = a δ(x− x0)(φ).
Note that whereas the set of linear functions on R is very small, they must be of
the form f(x) = a x where a is some real number, the set of linear functions on
D0 is very large. In fact without further restriction it is so large and varied that
no general theory can be created for all linear functions on D0. In order to get a
useful theory we must restrict to a subclass of all linear functions on D0. Like in
calculus we do this by requiring that the functions on D0 are continuous. Here,
f defined on D0 is continuous at φ0 ∈ D, if for all sequences {φn} in D0 with
φn → φ0, (57)
we have
f(φn)→ f(φ0).
Formally this definition of continuity is the same as the regular one from calculus.
Of course, we have not actually defined continuity yet, since we have not given a
meaning to the limit (57). For now however, let us assume that the limit (57)
has been given a precise meaning.
Given this, let f be a function on D0 that is continuous at φ = 0. Let
φ0 ∈ D0 be any element in D0 and let {φn} be a sequence in D0 that converges
to φ0
φn → φ0.
Let {ψn} be the sequence
ψn = φn − φ0,
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then
ψn → φ0 − φ0 = 0 when n→∞,
and since f is continuous at φ0 = 0, we have
f(ψn)→ f(0) = 0,
using the linearity of f . From the linearity of f we also get
f(φn) = f(φ0 + φn − φ0) = f(φ0) + f(ψn)→ f(φ0),
and thus f is continuous at φ0 ∈ D0. The conclusion is that for a linear function
on D0, we only need to check continuity at φ0 = 0. We thus only need to specify
precisely what it means for a sequence in D0 to converge to zero. Such sequences
are called zero sequences.
Definition 3. Let {φn} be an infinite sequence in D0. Then {φn} is a zero
sequence if and only if
i) There exists a bounded interval I ⊂ R such that
supp(φn) ⊂ I ∀n,
ii)
lim
n→∞ maxx∈R
∣∣∣∣dkφndxk
∣∣∣∣ = 0 ∀k ≥ 0,
or in other words the sequences {dkφn
dxk
} converge uniformly to zero on R for all
k ≥ 0.
With these formulations out of the way we have
Definition 4. A generalized function, or distribution, is a continuous linear
function on D0.
Note that functions f : D0 → R are often called functionals to distinguish them
from regular calculus functions.
We do not put a great emphasis on mathematical stringency in these lecture
notes, and will usually assume that reasonably constructed linear functions on
D0 are in fact continuous, and thus define generalized functions. However, in
order to solidify the definitions let us show that some of the previously defined
linear functions on D0 are in fact generalized functions according to definition 2.
Example 36. In example ?? we defined the linear function δ(x− x0) by
δ(x− x0)(φ) = φ(x0).
Let {φn} be a zero sequence. Then according to the definition (4) we have
lim
n→∞ maxx∈R
|φn(x)| = 0,
and thus
|δ(x− x0)(φn)| = |φn(x0)| ≤ max
x∈R
|φn(x)| → 0 n→∞.
Therefore, δ(x− x0) is a generalized function.
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Example 37. In example ?? we defined the function H on D0 by
H(φ) =
∫ ∞
0
dx φ(x)
H is linear because
H(c1φ1 + c2φ2) =
∫ ∞
0
dx (c1φ1 + c2φ2)(x)
=
∫ ∞
0
dx(c1φ1(x) + c2φ2(x))
= c1
∫ ∞
0
dx φ1(x) + c2
∫ ∞
0
dx φ2(x)r
= c1H(φ1) + c2H(φ2).
Let {φn} be a zero sequence. Then there exists a finite interval I such that
supp(φn) ⊂ I ∀n,
and
max
x∈I
|φn(x)| = max
x∈R
|φn(x)| → 0 n→∞.
Therefore
|H(φn)| =
∣∣∣∣∫ ∞
0
dx φn(x)
∣∣∣∣ ≤ ∫ ∞
0
dx |φn(x)|
≤
∫
I
dx |φn(x)| ≤ |I| max
x∈I
|φn(x)|
→ 0 n→∞
(Here |I| is the length of I)
The proof that all functions Tf from example 34 are generalized functions is
very similar to example 37.
The generalized functions of the form Tf shows that any locally integrable
function on R defines a corresponding generalized function. We can thus consider
any regular calculus function to also be a generalized function. We evaluate the
corresponding generalized function by integrating, like in example 34.
Since not all generalized functions are of the form Tf for some f , δ(x−x0) being
the primary example, the set of generalized functions is a true extension of the
notion of function as we know it from calculus. A generalized functions that is
of the form Tf for some locally integrable function f , is called regular. All other
generalized functions are called singular.
The relation between locally integrable functions f(x), and the corresponding
generalized functions Tf is not one to one. Clearly if f(x), g(x) are equal except
at a finite number of points we have
Tf = Tg,
so they correspond to the same generalized function. Nevertheless, the association
is so close that we should think of regular functions as generalized functions.
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Figure 59: The domain for generalized functions
In fact we will encourage this identification by abandoning the notation Tf , just
writing
f(x)(φ) =
∫ ∞
−∞
dx f(x) φ(x).
In this way |x| is the generalized function defined by
|x|(φ) =
∫ ∞
−∞
dx |x| φ(x) = −
∫ 0
−∞
dx x φ(x)
+
∫ ∞
0
dx x φ(x),
and the generalized function H from example 35 clearly corresponds to the
locally integrable function
H(x) =
{
1 x ≥ 0
0 x < 0
,
where the action of H(x) on D0 is defined by the formula
H(x)(φ) =
∫ ∞
−∞
dx H(x)φ(x)
The generalized function H(x) is called the Heaviside function. Note that I now
think of the locally integrable functions H(x) and |x| as generalized function.
Here I introduce an abuse of notation that is common in calculus and which we
bring to a new level for generalized functions.
In calculus we often write f(x) even if we really mean the function f , not the
function value f(x). This abuse of notation is very useful in calculus. Using this
notation we say that the function is f and that generic points in the domain
will be denoted by x. We can then in a compact way introduce other functions
using the notation f(x) as a starting point
g(x) = f(2x),
h(x) = f(x− x0).
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In a similar way we will use this abuse of notation to introduce new generalized
functions from old ones.
Let {fn(x)} be a sequence of generalized functions and let f(x) be a general-
ized function. Then
fn(x)→ f(x) n→∞,
m
fn(x)(φ)→ f(x)(φ) ∀φ ∈ D, n→∞.
Thus fn(x) → f(x) means pointwise convergence as functions on D0. This
simple and natural definition is called weak convergence. There are many other
notions of convergence for sequences of generalized functions, but we will not
discuss them in these lecture notes.
Example 38. Let
fn(x) =
{
1
2 n |x| < 1n
0 |x| > 1n
,
then for any φ ∈ D0 we have
fn(x)(φ) =
1
2
n
∫ 1
n
− 1n
dx φ(x) =
n φ(xˆ)
2
∫ 1
n
− 1n
dx
= φ(xˆ),
where we have used the mean value theorem and − 1n < xˆ < 1n . Observe that as
n→∞, xˆ→ 0. The continuity of φ then gives us
fn(x)(φ) = φ(xˆ)→ φ(0) n→∞.
But φ(0) = δ(x)(φ) ∀φ ∈ D. We have therefore proved that
fn(x)→ δ(x) as n→∞,
and thus {fn(x)} is a sequence of regular generalized functions that converge
to the singular generalized function δ(x). Sequences that converge to δ(x) are
important in the theory of distributions and are called delta sequences.
If fn(x) are like rational numbers, then δ(x) is like an irrational number and a
delta sequence is an approximation of an irrational number in terms of rational
numbers. This is not a superficial analogy, on the contrary, the analogy runs
very deep.
Let f(x) be regular. Then by definition f(ax) is the generalized function
f(ax)(φ) =
∫ ∞
−∞
dx f(ax) φ(x) =
1
|a|
∫ ∞
−∞
dy f(y) φa(y)
=
1
|a| f(x)(φa), (58)
where φa(x) = φ(
x
a ) ∈ D0 when a 6= 0. For any generalized function, not
necessarily regular, we use (58) to define f(ax)(φ),
f(ax)(φ) =
1
|a| f(x)(φa). (59)
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For the particular case when f(x) = δ(x) we get from (59)
δ(ax)(φ) =
1
|a| δ(x)(φa) =
1
|a| φa(0)
=
1
|a| φ(0) =
1
|a| δ(x)(φ),
and thus we have the identity
δ(ax) =
1
|a| δ(x).
Using a = −1 we get the interesting identity
δ(−x) = δ(x),
δ(x) is by definition an even generalized function. Observe how efficient our
abuse of notation is!
Let f(x) be a regular generalized function. Then by definition f(x− a) is the
generalized function
f(x− a)(φ) =
∫ ∞
−∞
dx f(x− a) φ(x)
=
∫ ∞
−∞
dy f(y) φa(y) = f(x)(φa),
where φa(x) = φ(x+ a). For any generalized function f(x) we define f(x− a)
by the identity
f(x− a)(φ) = f(x)(φa).
For the particular case f(x) = δ(x) we get
δ(x− a)(φ) = δ(x)(φa) = φa(0) = φ(a). (60)
For the particular case of δ(x) there is some further abuse of notation that is
common. We write
δ(x)(φ) =
∫ ∞
−∞
dx δ(x) φ(x). (61)
The right-hand side of (61) is purely formal. Using this notation we have for
(60)
δ(x− a)(φ) =
∫ ∞
−∞
dx δ(x− a) φ(x) = φ(a).
Let now a(x) be a smooth function on R and let f(x) be a regular generalized
function. Then
(a(x)f(x))(φ) =
∫ ∞
−∞
dx a(x)f(x) φ(x)
=
∫ ∞
−∞
dx f(x) a(x)φ(x)
=
∫ ∞
−∞
dx f(x) (aφ)(x)
= f(x)(aφ), (62)
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Where, by definition of products of functions, we have
(aφ)(x) = a(x) φ(x).
Observe that since a(x) is smooth aφ ∈ D0 and (62) make sense. We now use
(62) for any generalized function and define
(a(x)f(x))(φ) = f(x)(aφ). (63)
Let us again consider the special case f(x) = δ(x). We get
(a(x)δ(x))(φ) = δ(x)(aφ) = (aφ)(0)
= a(0) φ(0) = a(0) δ(x)(φ),
so we have the identity
a(x) δ(x) = a(0) δ(x).
For the special case a(x) = x we get
x δ(x) = 0 δ(x) = 0.
Let f(x) be a regular generalized function with f(x) differentiable. Thus f ′(x)
is also a regular generalized function, and we have
f ′(x)(φ) =
∫ ∞
−∞
dx f ′(x) φ(x) = f(x) φ(x)|∞−∞
−
∫ ∞
−∞
dx f(x) φ′(x) = −
∫ ∞
−∞
dx f(x) φ′(x)
= −f(x)(φ′), (64)
where we have used the fact that all φ ∈ D0 have compact support so that
φ(±∞) = 0. We now use (64) to define the derivative of any generalized function,
f(x), by
f ′(x)(φ) = −f(x)(φ′). (65)
Since φ ∈ D0 are smooth functions, φ′ ∈ D0 and (65) makes sense. Note that
(65) tells us that all generalized functions can be differentiated. In fact they are
infinitely differentiable because (65) can obviously be generalized into
f (k)(x)(φ) = (−1)k f(x)(φ(k)),
by using repeated integration by parts in (64). For the particular case f(x) = δ(x)
(65) gives us
δ′(x)(φ) = −δ(x)(φ′) = −φ′(0).
Let us consider the locally integrable function H(x). It is certainly not smooth
in the usual calculus sense, it is not even continuous. However it is (infinitely)
differentiable as a generalized function!
H ′(x)(φ) = −H(x)(φ′) = −
∫ ∞
0
dx φ′(x)
= −φ(x)|∞0 = φ(0) = δ(x)(φ),
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and we therefore get the identity
H ′(x) = δ(x).
Let us combine the derivative with multiplication by smooth functions from (63).
This gives
x δ′(x)(φ) = δ′(x)(xφ) = −δ(x)((xφ)′)
= −δ(x)(φ+ xφ′) = −φ(0)− 0 φ′(0)
= −δ(x)(φ),
and we get the identity
x δ′(x) + δ(x) = 0.
Thus the delta functions is a solution to the ODE
xf ′(x) + f(x) = 0.
Generalized functions, as it turns out, are very well suited for describing singular
solutions to both ODEs and PDEs.
As a final example let us consider a function f(x) that is smooth except for a
point x = a where it has a jump discontinuity.
Figure 60: A smooth function with a jump discontinuity at x = a
Let [f(x)]x=a = lim
x→a+
f(x) − lim
x→a−
f(x) be the jump in function value of f as
we pass through x = a. Like all generalized functions, f(x) is differentiable
f ′(x)(φ) = −
∫ ∞
−∞
dx f(x) φ′(x)
= −
∫ a
−∞
dx f(x) φ′(x)−
∫ ∞
a
dx f(x) φ′(x)
= −f(x) φ(x)|a−∞ +
∫ a
−∞
dx f ′(x) φ(x)
− f(x) φ(x)|∞a +
∫ ∞
a
dx f ′(x) φ(x)
= φ(a)( lim
x→a+
f(x)− lim
x→a−
f(x)) +
∫ ∞
−∞
dx f ′c(x) φ(x)
= [f(x)]x=a δ(x− a)(φ) + f ′(x)c(φ),
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and we get the identity
f ′(x) = [f(x)]x=a δ(x− a) + f ′(x)c,
where f ′(x)c is a regular generalized function represented by the function f ′(x)
for all x 6= a and any value we want at x = a. Since f ′(x)c acts through an
integral the actual value of f ′c(x) at x = a does not matter.
7.3.1 Fourier transform of generalized functions
Recall that the Fourier transform and inverse transform are defined as
F (λ) =
1√
2pi
∫ ∞
−∞
dx exp(iλx) f(x),
f(x) =
1√
2pi
∫ ∞
−∞
dλ exp(−iλx) F (λ), (66)
and also recall that we have the all-important convolution theorem:∫ ∞
−∞
dλ F (λ) G(λ)e−iλx =
∫ ∞
−∞
dt f(t) g(x− t). (67)
Apply (67) with x = 0 and change the dummy variable to x in the right hand
side of the expression∫ ∞
−∞
dλ F (λ) G(λ) =
∫ ∞
−∞
dx f(x) g(−x). (68)
Let G(λ) = φ(λ) be an element of D0. Observe that
Φ(x) ≡ g(−x) = 1√
2pi
∫ ∞
−∞
dλ exp(i λx) φ(λ). (69)
Thus Φ(x) is the Fourier transform of the test function φ(λ). Let now f(x) be a
regular generalized function with Fourier transform F (λ). Then (68), (69) shows
that
F (λ)(φ) = f(x)(Φ), (70)
where Φ(x) is the Fourier transform of φ. It is now tempting to use (70) to
define the Fourier transform of any generalized function. However (70) has a
problem. If we take the Fourier transform of a φ ∈ D0 it is not always the case
that its Fourier transform, Φ, is in D0 and if it’s not, the right hand side of (70)
is not defined. What can go wrong, is that Φ might not have compact support
even if φ does.
In order to make Fourier transforms possible, we must enlarge the domain of
our generalized functions to include certain functions that do not have compact
support. We now rather require that the domain for our distributions should
consist of smooth functions that decay rapidly at ±∞. In fact we require
that φ(x) and all its derivatives decrease faster than any inverse power of x as
|x| → ∞. We call these test functions of rapid decay, or say that they are in the
Schwartz class. The collection of all Schwartz class functions is denoted by Ds.
The archetypical example of such a function is the Gaussian e−x
2
. Clearly any
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function of compact support belongs to this class and it can be proved that if φ
belongs to this class then its Fourier transform does too. The set of generalized
functions based on this new and larger domain, Ds, is smaller than the one based
on D0. Basically, a regular generalized function corresponding to a function
f(x) will be of our new and more restrictive type of generalized function only if
f(x) grows slower than exponential at ±∞. We call this new class generalized
functions of slow growth.
The function
f(x) = 1, (71)
certainly does not have a Fourier transform in the ordinary sense, because the
Fourier transform integrals (66) diverges. However, the regular generalized
function defined by (71) through the association f ↔ Tf has a Fourier transform.
F (λ)(φ) = f(x)(Φ) =
∫ ∞
−∞
dx Φ(x)
=
1√
2pi
∫ ∞
−∞
dx
∫ ∞
−∞
dλ exp(iλx) φ(λ)
=
√
2 pi{ 1
2pi
∫ ∞
−∞
dx
∫ ∞
−∞
dλ exp(−ix(t− λ)) φ(λ)}|t=0,
and from (66), replacing dummy variables, we have
φ(t) =
1√
2pi
∫ ∞
−∞
dx exp(−itx) Φ(x)
=
1
2 pi
∫ ∞
−∞
dx exp(−itx)
∫ ∞
−∞
dλ exp(iλx) φ(λ)
=
1
2 pi
∫ ∞
−∞
dx
∫ ∞
−∞
dλ exp(−ix(t− λ)) φ(λ).
Thus
F (λ)(φ) =
√
2 pi φ(0) =
√
2 pi δ(λ)(φ),
or
F (λ) =
√
2 pi δ(λ).
As another example let us find the Fourier transform, D(λ), of δ
D(λ)(φ) = δ(x)(Φ) = Φ(0)
=
1√
2pi
∫ ∞
−∞
dλ φ(λ) =
∫ ∞
−∞
dλ (
1√
2pi
) φ(λ)
= (
1√
2pi
)(φ),
and thus
D(λ) =
1√
2pi
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7.3.2 Sequences, series and derivatives
We have previously, on page 236, defined the convergence of a sequence of
generalized functions by
fn(x)→ f(x) n→∞,
m
fn(x)(φ)→ f(x)(φ) n→∞ ∀φ ∈ D,
where D consists of smooth functions of compact support or functions decaying
fast to zero at ±∞ as discussed on the previous page.
Let now a sequence of generalized functions {fn(x)} approach a generalized
function f(x). Both fn(x) and f(x) are differentiable since all generalized
functions are differentiable.
But then we have for all φ ∈ D
f ′n(x)(φ) = −fn(x)(φ′)→ −f(x)(φ′) = f ′(x)(φ),
so
f ′n(x)→ f ′(x). (72)
This is a very strong statement, the corresponding statement for ordinary
functions and derivatives is not true in general. Even if each element of a
sequence of functions, {fn(x)} is smooth the limiting function f(x) = lim
n→∞ fn(x)
does not even have to be continuous. The standard example here is the sequence
of continuous functions defined by
fn(x) = x
n 0 ≤ x ≤ 1,
whose limit is the discontinuous function
f(x) =
{
0 0 ≤ x ≤ 1
1 x = 1
.
Generalized functions are thus very well behaved with respect to limits.
The convergence of infinite series of generalized functions is defined in the
obvious way. An infinite series
∞∑
n=1
fn(x),
converges to f(x) iff the sequence of partial sums
SN =
N∑
n=1
fn(x),
converge to f(x). Thus
f(x) =
∞∑
n=1
fn(x),
m
f(x) = lim
N→∞
SN (x) where SN (x) =
N∑
n=1
fn(x).
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The statement (72) implies that infinite series of generalized functions can be
differentiated term-wise
f(x) =
∞∑
n=1
fn(x),
⇒ f ′(x) =
∞∑
n=1
f ′n(x)
This is also a very strong statement that does not hold for ordinary derivatives.
Let now
f(x) =
∞∑
n=1
fn(x), (73)
be an infinite series of functions that converge uniformly in any bounded set. Let
D0 be the set of test functions of compact support and let SN be the sequence
of generalized functions defined by
SN (x) =
N∑
n=1
fn(x).
By assumption, the sequence SN (x) converges, as functions on R, uniformly on
any bounded region to some function f(x). But then for all φ ∈ D0 we have
lim
N→∞
SN (x)(φ) = lim
N→∞
∫ ∞
−∞
dx SN (x) φ(x)
=
∫ ∞
−∞
dx lim
N→∞
SN (x) φ(x) =
∫ ∞
−∞
dx f(x) φ(x)
= f(x)(φ), (74)
and thus there exists a generalized function f(x), that is the sum of the infinite
series. We have therefore proved that the identity
f(x) =
∞∑
n=1
fn(x),
holds in the sense of generalized functions. Observe that we used uniform
convergence when we interchanged limits and integrals in (74). Thus we can
reinterpret (73) in the sense of generalized functions only if we have uniform
convergence.
This reinterpretation of (73) in terms of generalized functions is very useful
when it can be done. Application of this idea leads to an interpretation of all
sorts of very singular series in terms of generalized functions. Consider the series
f(x) =
∞∑
n=1
an
n2
sin(nx) (75)
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Where |an| < M <∞ ∀n. The series (75) converges uniformly according to the
Weierstrass M -test. According to our derivative on the previous page we can
interpret (75) in the sense of generalized functions. In this sense the series can
be differentiated two times term-wise and we get
f ′′(x) = −
∞∑
n=1
an sin(nx) (76)
The series (76) does not in general converge in the ordinary sense, but it does
converge in the sense of generalized functions and in fact represents the second
derivative of f(x). As a concrete example of this construction, consider the
function defined by
f(x) =
∞∑
n=1
1/n2 sin(npix),
which is displayed in figure 61. As a generalized function, f(x) is smooth and
its second derivative is represented by the series
f(x) = −
∞∑
n=1
sin(npix),
which certainly does not converge in the conventional sense, but which does
converge in the sense of distributions.
Figure 61: A graph of the periodic function f(x)
Generalized functions are well suited for representing singular solutions to
differential equations.
Example 39. Let us consider the Heaviside function H(x). We have shown
that it is differentiable and its derivative is δ(x). Therefore, for any ξ we have
H ′(x− ξ) = δ(x− ξ),
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Thus, the Heaviside generalized function gives us a solution to the equation
LG(x; ξ) = δ(x− ξ),
where L is the differential operator L = ddx . Thus, the generalized function,
G(x; ξ) = H(x− ξ), is a Green’s function to the operator L. In this way we can
check that proposed functions are Green’s functions to an operator by direct
substitution.
Example 40. Let a generalized function U(x, t) be given by
u(x, t) = H(t− x
c
),
taking generalized derivatives we have
ut = δ(t− x
c
),
utt = δ
′(t− x
c
),
ux = −1
c
δ(t− x
c
),
uxx =
1
c2
δ′(t− x
c
),
⇓
utt − c2 uxx = δ′(t− x
c
)− c2 ( 1
c2
δ′(t− x
c
))
= δ′(t− x
c
)− δ′(t− x
c
) = 0.
Thus u(x, t) is a solution of the wave equation
Figure 62: A singular solution to the wave equation
7.3.3 Properties of the Dirac delta function
The Dirac delta function is arguably the most important generalized function.
It satisfies many interesting identities and have many generalized cousins. We
will now discuss a few of these.
There is one common operation involving ordinary functions that does not
extend to generalized functions: Given two functions f(x), g(x) we can form
the product of f and g
h(x) = f(x)g(x)
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It is, however, not in general possible to form products of generalized functions.
Let the following locally integrable function
f(x) =
1√
x
,
be given. Since it is locally integrable, it will define a generalized function
through the association f ↔ Tf .
(
1√
x
)(φ) =
∫ ∞
−∞
dx
1√
x
φ(x). (77)
The integral (77) is well defined as an ordinary improper integral. However the
product
h(x) = f(x)f(x) =
1
x
,
is not a locally integrable function and does not define a generalized function
through the association f ↔ Tf since
h(x)(φ) =
∫ ∞
−∞
dx
1
x
φ(x),
is not meaningful as an ordinary improper integral. There is another way to
make 1x into a generalized function using a more general kind of integral called
a Cauchy principle value, but the point here is that if you are compelled to
write down products of generalized functions, you should be very careful. Your
constructions will not automatically make sense and it is up to you to ensure
that what you write down is sensible.
Products of Dirac delta functions tend to occur in applications and they
sometimes can be given a sense in the theory of generalized functions. For
example
δ(x) δ(x− a) x 6= a,
make sense. In fact we observe that
δ(x) δ(x− a) = 0.
We can also define the product of two Dirac delta with different variables
δ(x) δ(y). (78)
This generalized function now acts on smooth functions of compact support in
R2. This is how (78) is given meaning
δ(x) δ(y)(φ) = φ(0, 0).
Thus, whereas δ(x) and δ(y) have domains consisting of functions of one variable,
δ(x) δ(y) has a domain consisting of functions of two variable. By definition,
(78) is called the outer product of δ(x) and δ(y).
This can obviously be generalized to more dimensions.
δ(x) δ(y) δ(z) etc. .
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Another important operation involving ordinary functions is composition. This is
possible, to a limited extent, also for generalized functions. We will only consider
composition of a generalized function f(x) and an smooth function g(x). We
will assume that this smooth function is invertible with inverse g−1(x). This
implies that g′(x) 6= 0 for all x. Let first us assume that g′(x) > 0 for all x.
Then we have
f(g(x))(φ) =
∫ ∞
−∞
dxf((g(x)) φ(x)
=
∫ ∞
−∞
dy f(y)
φ(g−1(y))
g′(g−1(y))
= f(x)(φg), (79)
where we have used a change of coordinates y = g(x), dy = g′(x) dx. The
function φg(x) is defined by
φg(x) =
φ(g−1(y))
g′(g−1(y))
. (80)
If we repeat the above calculations for the case when g′(x) < 0, we get a formula
like (80), excepts for a minus sign. Both cases can be subsumed into one formula
using the absolute value sign
φg(x) =
φ(g−1(y))
|g′(g−1(y))| .
From the assumptions we have made about the function g(x) we can conclude
that φg(x) is in D0 so that for any generalized function it makes sense to define
composition using the formula
f(g(x))(φ) = f(x)(φg).
We now apply this formula to the case when f(x) = δ(x). For this case we get
δ(g(x))(φ) = δ(x)(φg) = φg(0) =
φ(g−1(0))
|g′(g−1(0))| .
Let us now assume that the function g(x0) = 0 where x0 = g
−1(0). This gives us
δ(g(x))(φ) =
φ(x0)
|g′(x0)| =
1
|g′(x0)|δ(x− x0)(φ),
which leads to the extremely useful identity
δ(g(x)) =
1
|g′(x0)| δ(x− x0).
If g(x) has several isolated zeroes g(xn) = 0 we can repeat (79) locally around
each zero and get the general formula
δ(g(x)) =
∑
n
1
|g′(xn)| δ(x− xn).
More properties of the Dirac delta can be found in handbooks of mathematical
formulas or on the web.
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7.4 Green’s functions for the Laplace operator
A Green’s function for the Laplace operator, L = −∇2, in Rn, is a function
k(x; ξ) that solves the equation
−∇2k(x; ξ) = δ(x− ξ) x, ξ ∈ Rn. (81)
Here we are using the n-dimensional Dirac delta generalized function. It can
be written as an outer product of n one-dimensional Dirac delta generalized
functions
δ(x) = δ(x1) · · · δ(xn).
In dimension one, L is simply the ordinary differential operator L = − d2dx2 .
We have previously, in section 7.2, found all Green’s functions for this case. Here,
we will concentrate on the case of dimensions higher than one. For these cases
we can not find closed form formulas for all possible Green’s functions.
We will start our investigation by finding the appropriate integral identity
for the Laplace operator.
First observe that we have the formula
∇ · (φ∇ψ) =∇φ ·∇ψ + φ ∇2ψ,
m
−φ ∇2ψ =∇φ ·∇ψ −∇ · (φ∇ψ). (82)
Interchanging φ and ψ in (82) we get
∇φ ·∇ψ =∇ψ ·∇φ =∇ · (ψ ∇φ)− ψ ∇2φ,
Using these identities, we have for any domain V ⊂ Rn with boundary S∫
V
dV φ L ψ =
∫
V
dV (−φ ∇2ψ)
=
∫
V
dV {∇φ ·∇ψ −∇ · (φ∇ψ)}
= −
∫
S
dA φ∇ψ · n +
∫
V
dV ∇φ · ∇ψ
= −
∫
S
dA φ∇ψ · n
+
∫
V
dV {∇ · (ψ ∇φ)− ψ ∇2φ}
= −
∫
S
dA φ∇ψ · n +
∫
S
dA ψ ∇φ · n
+
∫
V
dV ψ Lφ. (83)
Thus we get the following fundamental integral identity for the Laplace operator∫
V
dV {φ L ψ − ψ L φ} =
∫
S
dA {ψ ∂nφ− φ ∂nψ} (84)
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Observe that, just as for the one-dimensional case in section 7.2, the integral
identity is derived by (generalized) integration by parts. Integral identities
associated with differential operators are always derived using n dimensional
generalizations of integration by parts.
Let φ(x) be any solution to the equation
−∇2φ(x) = F (x). (85)
Recall that this is called Poisson’s equation. Inserting such a φ and ψ(x) = k(x; ξ)
into the integral identity (84) gives us∫
V
dVx {φ(x) δ(x− ξ)− k(x; ξ) F (x)}
=
∫
S
dAx {k(x; ξ) ∂nφ(x)− φ(x) ∂nk(x; ξ)}.
Using the fundamental property of the delta function we get
φ(ξ) =
∫
V
dVx k(x; ξ) F (x)
+
∫
S
dAx {k(x; ξ) ∂n φ(x)− φ(x) ∂nk(x; ξ)}. (86)
As previously, the identity (86) does not give us a solution to the equation (85),
it is merely an integral identity relating values of solutions to the equation (85)
inside V and on the boundary of V . This is the first great theme in the theory
of Green’s functions introduced on page 214. As before, (86) can be used to
find solutions to (85) in two distinct ways. We will discuss both approaches in
the same order as we did for the simpler operators L = − ddx and L = − d
2
dx2 in
section 7.1 and 7.2 .
Starting with the first approach, let us look for a solution to (85) that satisfies
Dirichlet conditions at the boundary of the domain.
φ(x) = f(x), x ∈ S = ∂V. (87)
For this case the integral identity (86) is
φ(ξ) =
∫
V
dVx k(x; ξ) F (x)
+
∫
S
dAx {∂xφ(x) k(x; ξ)− f(x) ∂nk(x, ξ)}. (88)
We next choose a Green’s function that satisfies the boundary condition
k(x; ξ) = 0 x ∈ S. (89)
Then the unknown boundary data vanish from (88) and we get the unique
solution to the boundary value problem (85), (87) in the form
φ(ξ) =
∫
V
dVx k(x; ξ) F (x)
−
∫
S
dAx f(x) ∂nk(x; ξ). (90)
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This solution was found using the second great theme in the theory of Green’s
functions introduced on page 217. The work remaining is to actually construct
the Green’s function satisfying the boundary condition (89).
There are several ways of doing this, depending on the shape and dimension
of the domain V . Let us first use Fourier series.
Let us start by considering the eigenvalue problem.
−∇2Mk(x) = λk Mk(x) x ∈ V,
Mk(x) = 0 x ∈ S = ∂V. (91)
The operator L = −∇2, subject to the given boundary condition, is self adjoint
and positive. For the standard type of boundary conditions used here, the
spectral theory of the Laplace operator is well known. Using a source like [26],
we conclude that the eigenvalues of (91) are real and non-negative
0 ≤ λ1 ≤ λ2 ≤ ... .
The eigenvalues can be enumerated in such a way that to each λk there is one
independent eigenfunction Mk(x), and Mk(x) is orthogonal to Mj(x) for k 6= j.
The eigenfunctions are also assumed to be normalized.
For the Laplace operator we have from (83)∫
V
dV φ(−∇2ψ) = −
∫
S
dA φ∇ψ · n +
∫
V
dV ∇φ · ∇ψ.
Let φ = ψ = Mk. Then we get∫
V
dV λk M
2
k (x) = −
∫
S
dA Mk ∂nMk +
∫
V
dV ∇M2k ,
⇓∫
V
dV λk M
2
k (x) =
∫
V
dV ∇M2k . (92)
Assume that the smallest eigenvalue is actually zero, λ1 = 0. Then, from (92),
we get ∫
V
dV ∇M21 (x) = 0,
m
∇M1(x) = 0,
m
M1(x) = c.
But M1(x) = 0 on the boundary. Thus c = 0⇒M1(x) = 0 ∀x ∈ V . Therefore
we conclude that the smallest eigenvalue is not zero and we have
0 < λ1 ≤ λ2 ≤ λ3... .
We now write the Green’s function k(x; ξ) as a Fourier series
k(x; ξ) =
∞∑
k=1
Nk(ξ) Mk(x).
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Then k(x; ξ) satisfy the boundary condition (89). We now multiply the equation
for Green’s functions (81) with the eigenfunction Mk and integrate over the
domain V . This gives us
−
∫
Vx
dVMk(x)∇2x k(x; ξ) =
∫
V
dVxMk(x)δ(x− ξ) = Mk(ξ),
m
λk Nk(ξ) = Mk(ξ),
and thus we must have
Nk(ξ) =
Mk(ξ)
λk
,
which gives us the following formula for the Green’s function
k(x; ξ) =
∞∑
k=1
Mk(x) Mk(ξ))
λk
. (93)
We have seen this type of formula for the Green’s function appearing in the
one-dimensional case in equation (45). For that case we also had a closed form
solution for the Green’s function that did not involve an infinite sum. Here, the
infinite sum representation is the only one we get for a general domain.
Observe that by substituting the formula (93) for the Green’s function into
equation (81), and formally applying the Laplace operator term wise, we get the
following useful representation for the Dirac delta function
δ(x− ξ) =
∞∑
k=1
Mk(x) Mk(ξ)). (94)
If we use (93) in (90) we get the solution to the boundary value problem (85),
(87).
However, using (90) to find numerical values of φ at selected points, is in
general not a small matter. In fact, for general domains, finding approximations
for λk and Mk(x) is in itself not a small matter.
Chapter 8 in the book [26] describe some of the standard methods for doing this.
We will not pursue these types of methods here, but will rather illustrate the
general theory using symmetric domains where exact formulas for λk and Mk(x)
can be found. We will exclusively focus on the two-dimensional case in these
examples in order for the algebra not to get out of hand.
Example 41. Let V be the unit square in R2.
Our task is to solve the eigenvalue problem
−Mxx(x, y)−Myy(x, y) = λ M(x, y),
M(0, y) = M(1, y) = 0,
M(x, 0) = M(x, 1) = 0.
We separate variables using
M(x, y) = X(x) Y (y).
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Figure 63: The unit square domain for the Laplace equation
Then the equations can be written
λ = −X
′′
X
− Y
′′
Y
.
We thus get the following pair of uncoupled equations
X ′′ = −µ X, X(0) = X(1) = 0,
Y ′′ = −γ Y, Y (0) = Y (1) = 0,
λ = µ+ γ. (95)
The boundary value problems (95) are entirely standard and their solution are
Xn(x) = an sin(npix) µn = n
2 pi2,
Ym(y) = bm sin(mpiy) γm = m
2 pi2,
λnm = n
2 pi2 +m2 pi2,
where n,m = 1, 2... .
The appropriate inner product for this problem is
(φ, ψ) =
∫ 1
0
∫ 1
0
dx dy φ(x, y) ψ(x, y). (96)
With respect to this inner product, defined for functions on the unit square
with Dirichlet boundary, the Laplace operator is self adjoint. Thus, the set of
eigenfunctions for the Laplace operator L = −∇2, after normalization, forms an
orthonormal set of functions given explicitly by
Mnm(x, y) = 2 sin(npix) sin(mpiy).
The general formula (93) then give us the Green’s function in the form
k(x, y; ξ, η) = 4
∞∑
n,m=1
sin(npix) sin(mpiy) sin(npiξ) sin(mpiη)
pi2 n2 + pi2 m2
. (97)
Example 42. Let V be the unit disk.
Our task is to solve the following boundary problem for the Laplace equation in
the unit disk
−∇2M(x, y) = λ, M(x, y) x2 + y2 < 1,
M(x, y) = 0, x2 + y2 = 1.
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Figure 64: The unit disk domain for the Laplace equation
For this problem it is useful to introduce polar coordinates
−1
r
∂r(r ∂rM)− 1
r2
∂θθM = λ M,
M(1, θ) = 0.
We separate variables according to
M(r, θ) = R(r) Θ(θ),
and find that the equation can be written as
−r(r R
′)′
R
− λ r2 = Θ
′′
Θ
,
which leads to the system
Θ′′ = −µ Θ, (98)
r(r R′)′ + λ r2 R = µ R. (99)
For (98) we have the boundary condition
Θ(θ + 2pi) = Θ(θ), ∀ Θ ∈ [0, 2pi], (100)
and for (99) we have
R(1) = 0,
R(r) bounded as r → 0.
Let us first focus on the boundary value problem for Θ. We find that there are
no eigenvalues in the range µ < 0. For µ > 0 the general solution of (98) is
θ(θ) = A cos(
√
µθ) +B sin(
√
µθ), (101)
and the boundary condition (100) implies that
Θ(0) = Θ(2pi),
Θ′(0) = Θ′(2pi). (102)
(101) and (102) lead us to the following linear system for A and B[
1− cos(2pi√µ) − sin(2pi√µ)
sin
(
2pi
√
µ
)
1− cos(2pi√µ)
] [
A
B
]
= 0. (103)
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Non-trivial solutions exist only is the determinant of the matrix in (103) is zero.
(1− cos(2pi√µ))2 + sin2(2pi√µ) = 0,
m
cos(2pi
√
µ) = 1,
m
µn = n
2, n = 1, 2, .. .
For µ = µn the linear system (103) takes the form[
0 0
0 0
] [
A
B
]
= 0.
The solution space for this system is two-dimensional . For each n, a basis for
the solution space is
{cos(nθ), sin(nθ)}.
It is easy to verify that µ = 0 is also an eigenvalue with a corresponding basis
for the eigenspace given by Θ0(θ) = 1. For each n, (99) turns into the equation
r2 R′′ + r R′ + (λ r2 − n2) R = 0.
Let
R(r) = φ(
√
λr).
Then φ = φ(x) satisfies the equation
x2 φ′′ + x φ′ + (x2 − n2) φ = 0.
This is Bessel’s equation. The space of solutions is two-dimensional and is
spanned by the two Bessel functions Jn(x), Yn(x). However, only Jn(x) is
bounded at x = 0 and thus the space of solutions of Bessel’s equation that are
bounded at the origin is one-dimensional and is spanned by the Bessel function
Jn(x). Thus we get
R(r) ∝ Jn(
√
λr),
and the boundary condition at r = 1 now leads to
Jn(
√
λ) = 0.
The infinite set of zeroes of the Bessel function Jn(x) has been tabulated. Let
us denote them by
0 < αn0 < αn1 < ... ,
which finally gives us the eigenvalues
λnm = α
2
nm, n,m = 0, 1, 2, ... .
254
The corresponding eigenfunctions are
Mnm(r, θ) =
{
anm cos(nθ) Jn(αnmr)
bnm sin(nθ) Jn(αnmr)
,
where anm, bnm are normalization constants that we will now determine. The
appropriate inner product for this problem is
(φ, ψ) =
∫ 2pi
0
dθ
∫ 1
0
dr r φ(r, θ) ψ(r, θ).
It is then evident that
anm cos(nθ) Jn(αnmr),
bnm sin(nθ) Jn(αnmr),
are orthogonal. From the theory of Bessel functions we have the identity∫ 1
0
dr r Jn(αnmr) Jn(αnmr) =
1
2
[Jn+1(αnm)]
2.
Using this identity, we have
(cos(nθ) Jn(αnmr), cos(nθ) Jn(αnmr))
=
∫ 2pi
0
dθ cos2(nθ)
∫ 1
0
dr r Jn(αnmr)
2
=
1
2
pi(Jn+1(αnm))
2,
and
(sin(nθ) Jn(αnmr), sin(nθ) Jn(αnmr))
=
1
2
pi(Jn+1(αnm))
2. (104)
The orthonormal set of eigenfunctions is then
Mnm(r, θ) =
{
cnm cos(nθ) Jn(αnmr)
cnm sin(nθ) Jn(αnmr)
,
where
cnm =
√
2√
piJn+1(αnm)
,
and the corresponding Green’s function is
k(r, θ; r′, θ′)
=
∞∑
n,m=0
{c
2
nm cos(nθ) cos(nθ
′) Jn(αnmr) Jn(αnmr′)
α2nm
+
c2nm sin(nθ) sin(nθ
′) Jn(αnmr) Jn(αnmr′)
α2nm
}.
Using this in a numerical context is obviously not a simple matter.
For domains that are generalized cylinders, series that are faster to evaluate
can be found using the finite Fourier transform.
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Example 43. Let us redo example 41 using the Finite Fourier transform. Recall
that the domain is the unit square
V = [0, 1]× [0, 1],
and the equation for the Green’s function in Cartesian coordinates is
−∇2k(x, y; ξ, η) = δ(x− ξ) δ(y − η), (105)
where k = k(x, y; ξ, η).We want to construct the Green’s functions that satisfy
Dirichlet conditions at the boundary, S, of the square
k(0, y; ξ, η) = 0, k(1, y; ξ, η) = 0,
k(x, 0; ξ, η) = 0, k(x, 1; ξ, η) = 0.
For this purpose, we introduce the ordinary differential operator
L = −∂xx,
and consider the following eigenvalue problem for this operator
LM = λM,
M(0) = M(1) = 0.
This eigenvalue problem is entirely standard[26]. The eigenvalues and normalized
eigenfunctions are
λk = k
2 pi2 k = 1, 2, ... ,
Mk(x) =
√
2 sin(kpix).
The Green’s function, expressed using the inverse Finite Fourier transform based
on the orthonormal system {Mk}, is
k(x, y; ξ, η) =
∞∑
k=1
Nk(y; ξ, η) Mk(x), (106)
where
Nk(y; ξ, η) =
√
2
∫ 1
0
dx sin(kpix) k(x, y; ξ, η).
Multiplying (105) by Mk(x) and integrating over the variable x, we get
−
√
2
∫ 1
0
dx sin(kpix) ∂yyk(x, y; ξ, η)
−
√
2
∫ 1
0
dx sin(kpix) ∂xxk(x, y; ξ, η)
=
√
2
∫ 1
0
dx sin(kpix) δ(x− ξ) δ(y − η).
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Using integration by part and the boundary values gives us
∂yy Nk − k2 pi2 Nk = −
√
2 sin(kpiξ)δ(y − η).
We can rewrite this equation into
G′′k − k2 pi2 Gk = −δ(y − η), (107)
where we have introduced
Gk(y; ξ, η) =
Nk(y; ξ, η)√
2 sin(kpiξ)
.
Equation (107) is subject to the boundary conditions
Gk(0; η) = Gk(1; η) = 0,
where we have suppressed the dependence of Gk on the parameter ξ, as it plays
no active role in the current calculations. Using the approach developed for
one-dimensional Green’s functions we are lead to the problem
G′′k − k2 pi2 Gk = 0, y 6= η, (108)
Gk(0; η) = Gk(1; η) = 0, (109)
Gk+(η; η)−Gk-(η; η) = 0,
G′k+(η; η)−G′k-(η, η) = −1. (110)
Equation (108) implies that
Gk(y; η) = a(η) cosh(kpi(1− y)) + b(η) sinh(kpi(1− y)), y > η,
Gk(y; η) = c(η) cosh(kpiy) + d(η) sinh(kpiy), y < η.
Boundary condition (109) implies that
a(η) = c(η) = 0,
and (110) leads to the system
b(η) sinh(kpi(1− η))− d(η) sinh(kpiη) = 0,
−k pi b(η) cosh(kpi(1− η))− k pi d(η) cosh(kpiη) = −1,
m[
sinh(kpi(1− η)) − sinh(kpiη)
cosh(kpi(1− η)) cosh(kpiη)
] [
b(η)
d(η)
]
=
[
0
1
kpi
]
.
The determinant of the matrix is
D = sinh(kpi(1− η)) cosh(kpiη) + sinh(kpiη) cosh(kpi(1− η))
= sinh(kpi),
and we find
b(η) =
sinh(kpiη)
kpi sinh(kpi)
,
d(η) =
sinh(kpi(1− η))
kpi sinh(kpi)
.
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Thus the Green’s function is
Nk(y; ξ, η) =
{√
2 sin(kpiξ) sinh(kpi(1−y)) sinh(kpiη)k pi sinh(kpi) , y > η√
2 sin(kpiξ) sinh(kpiy) sinh(kpi(1−η))k pi sinh(kpi) , y < η
. (111)
This formula applies ∀ k ≥ 1. Using (111) in (106) gives us the Green’s function
for L = −∇2 on the unit square in the form of a single infinite sum, not a double
infinite sum as in (97). It will be much faster to evaluate than formula the
original formula (97) which contains a doubly infinite sum.
Formulas like (93) can be derived for a wide class of operators and boundary
conditions. This might be mathematically complex to do, but in principle it can
be done. This is however only if λ = 0 is not an eigenvalue for the operator. If
this happens, and it easily can, the procedure must be modified.
Example 44. Let k(x, y; ξ, η) be the Green’s function for the operator L = −∇2
on the unit square that satisfies Neumann conditions on the boundary
−∇2k(x, y; ξ, η) = δ(x− ξ) δ(y − η), (x, y) ∈ V,
∂nk(x, y; ξ, η) = 0, (x, y) ∈ ∂V.
We will try to solve this using eigenfunctions like in the previous examples. The
relevant eigenvalue problem is
−∇2M(x, y) = λ M(x, y), 0 < x < 1, 0 < y < 1,
Mx(0, y) = Mx(1, y) = 0,
My(x, 0) = My(x, 1) = 0.
We use separation of variables
M(x, y) = X(x) Y (y),
which gives us the equation
λ = −X
′′
X
− Y
′′
Y
.
The separated equations and boundary conditions are
X ′′ = −µ X, X ′(0) = X ′(1) = 0,
Y ′′ = −α Y, Y ′(0) = Y ′(1) = 0,
and λ = µ+α. We have solved boundary value problems like these several times
before. The eigenvalues and corresponding eigenfunctions are
µn = n
2pi2, Xn(x) = an cos(npix),
µ0 = 0, X0(x) = a0,
αm = m
2pi2, Ym(y) = bm cos(mpiy),
α0 = 0, Y0(y) = b0.
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Normalizing using the inner product (96), we get the eigenvalues and eigenfunc-
tions
Mmn(x, y) =

1, n = m = 0√
2 cos(npix), m = 0, n = 1, 2, ...√
2 cos(mpiy), n = 0,m = 1, 2, ...
2 cos(npix) cos(mpiy), n,m = 1, 2, ...
,
λmn = n
2 pi2 +m2 pi2.
Since the eigenvalue λ00 = 0, we can not use formula (93) to construct the
Green’s function.
Let us leave this specific example for now, and consider a general situation where
the first eigenvalue λ0 = 0. Let the corresponding eigenfunction be M0(x), and
define a function kˆ(x; ξ) by
kˆ(x; ξ) =
∞∑
k=1
Mk(x) Mk(ξ)
λk
.
Observe that
L kˆ(x; ξ) =
∞∑
k=1
L Mk(x) Mk(ξ)
λk
=
∞∑
k=1
Mk(x) Mk(ξ)
=
∞∑
k=0
Mk(x) Mk(ξ)−M0(x) M0(ξ)
= δ(x− ξ)−M0(x) M0(ξ),
where we have used the formal representation of the Dirac delta function intro-
duced in (94).
Thus kˆ(x; ξ) is not a Green’s function for L = −∇2, but is rather a solution
to the equation
L kˆ = δ(x− ξ)−M0(x) M0(ξ).
By definition, kˆ(x; ξ) is a modified Green’s function for the operator L = −∇2.
Returning to example 44, we see that the modified Green’s function satisfying
Neumann conditions on the boundary of the unit square is given by
kˆ(x; ξ)
= 2
∞∑
k=1
cos(npix) cos(npiξ)
n2 pi2
+ 2
∞∑
k=1
cos(mpiy) cos(mpiη)
m2 pi2
+ 4
∞∑
m,n=1
cos(npix) cos(npiξ) cos(mpiy) cos(mpiη)
n2 pi2 +m2 pi2
.
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Using ψ = kˆ in the general integral identity (84) we get, instead of the integral
identity (86), the following identity
φ(ξ) =
∫
V
dVx kˆ(x; ξ) F (x)
+M0(ξ)
∫
V
dVxM0(x)φ(x)
+
∫
S
dAx {∂nφ(x) kˆ(x; ξ)− φ(x) ∂nkˆ(x; ξ)}.
If we proceed like before, starting with this formula, we do not get explicit
solutions by fixing boundary conditions but will rather end up with integral
equations for the solutions. This is certainly less satisfying than before, but if L
has a zero eigenvalue this is the best we can do.
In order to gain a better insight into modified Green’s functions, let us return
to the one-dimensional Laplace operator L = − d2dx2 .
Example 45. Recall that the integral identity associated with L = − d2dx2 is∫ x1
x0
dx{φ L ψ − L φ ψ} = (ψ φ′ − ψ′ φ)|x1x0 . (112)
Let f(x) be a solution to the boundary value problem
−f ′′(x) = h(x), x0 < x < x1,
f ′(x0) = a0,
f ′(x1) = a1.
Let k(x; ξ) be a Green’s function for L = − d2dx2 , and use φ = f(x), ψ = k(x; ξ)
in (112). This gives us
f(ξ) =
∫ x1
x0
dx k(x; ξ) h(x)
+ k(x1; ξ) a1 − k(x0; ξ) a0
− k′(x1; ξ) f(x1) + k′(x0; ξ) f(x0).
In order to find a solution we must use a Green’s function solving the problem
−k′′(x; ξ) = δ(x− ξ),
k′(x0; ξ) = k′(x1; ξ) = 0. (113)
We now solve (113) using Fourier series and therefore introduce the eigenvalue
problem
−M ′′(x) = λ M(x), x0 < x < x1,
M ′(x0) = M ′(x1) = 0. (114)
For λ > 0 the general solution to (114) is
M(x) = A cos
(√
λx
)
+B sin
(√
λx
)
, (115)
⇓
M ′(x) = −
√
λ A sin
(√
λx
)
+
√
λ B cos
(√
λx
)
.
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Applying the boundary conditions we get
M ′(x0) = 0 ⇒ −A sin
(√
λx0
)
+B cos
(√
λx0
)
= 0,
M ′(x1) = 0 ⇒ −A sin
(√
λx1
)
+B cos
(√
λx1
)
= 0,
and we thus have the homogeneous linear system− sin(√λx0) cos(√λx0)
− sin
(√
λx1
)
cos
(√
λx1
) [A
B
]
= 0.
In order to have non-trivial solutions, the determinant of the matrix must be
zero
− cos
(√
λx1
)
sin
(√
λx0
)
+ sin
(√
λx1
)
cos
(√
λx0
)
= 0,
m
sin
(√
λ(x1 − x0)
)
= 0,
m
λn = (
npi
l
)2 n = 1, 2, ... ,
where l = x1−x0. For these values of λ the system reduces to a single independent
equation
−A sin
(√
λnx0
)
+B cos
(√
λnx0
)
= 0,
m
B =
sin
(√
λnx0
)
cos
(√
λnx0
) A.
Inserting this into (115) gives us, after using trigonometric addition formulas,
Mn(x) = Cn cos
(npi
l
(x− x0)
)
.
The appropriate inner product for this case is
(φ, ψ) =
∫ x1
x0
dx φ(x) ψ(x).
Using this we get an orthonormal system of eigenfunctions
Mn(x) =
√
2
l
cos
(npi
l
(x− x0)
)
n = 1, 2, ... ,
λn = (
npi
l
)2. (116)
The system (116) is not complete because λ = 0 is also an eigenvalue with a
corresponding eigenfunction M0(x) given by
M0(x) =
1√
l
.
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Because of the zero eigenvalue, we cannot write down a Green’s function using
the general formula (93). The modified Green’s function for L = − d2dx2 is however
given by
kˆ(x; ξ) =
∞∑
n=1
2 l cos
(
npi
l (x− x0)
)
cos
(
npi
l (ξ − x0)
)
n2 pi2
.
The modified Green’s function satisfies the equation
−kˆ′′(x; ξ) = δ(x− ξ)− 1
l
.
If we now use φ = f(x), ψ = kˆ(x; ξ) in the integral identity (112) we get
f(ξ) =
∫ x1
x0
dx kˆ(x; ξ) h(x) +
1
l
∫ x1
x0
dx f(x)
+ kˆ(x1; ξ) a1 − kˆ(x0; ξ) a0, (117)
where we have used the fact that the modified Green’s function kˆ(x; ξ) satisfies
the boundary conditions
kˆ′(x1; ξ) = kˆ(x0; ξ) = 0.
Evidently (117) is an integral equation for f(x) which can be written
f(ξ)− 1
l
∫ x1
x0
dξ f(ξ) = g(ξ), (118)
where
g(ξ) =
∫ x1
x0
dx kˆ(x; ξ) h(x)
+ kˆ(x1; ξ) a1 − kˆ(x0; ξ) a0.
Let f(ξ) = f0. Then we have
f(ξ)− 1
l
∫ x1
x0
dξ f(ξ) = f0 − 1
l
f0
∫ x1
x0
dx = f0 − f0 = 0.
Thus the integral equation (118) is singular, f(ξ) = f0 is in the kernel of the
integral operator. This is in general true for the integral equations that appear
when we are working with modified Green’s functions and is a complication
which means that equation (118) will in general have no solution.
In order to find out exactly when (118) has a solution, we will introduce a
piece of linear algebra that is of great utility in applied mathematics. In section
6.4.3 we used it to find the solvability conditions for the perturbation hierarchy
corresponding to a system of two weakly coupled cubic oscillators. Here it
appears again, in a very different mathematical context. It is probably the most
useful piece of linear algebra that you don’t learn in a standard course in linear
algebra, and it is well worth, for a second time in these lecture notes, to sum up
it’s most salient features.
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7.4.1 The Fredholm alternative
Let V be a vector space, which may be of infinite dimension, and let A be a
linear operator. In the infinite dimensional case A, might be an integral or
differential operator.
We would like to know when the linear system
A x = b, (119)
has a solution. Here, b is some vector in V . Both differential and integral
equations can be written in the form (119) and is thus covered by the Fredholm
alternative. We will assume that V is an inner product space with an inner
product denoted by (x, y). Recall that x, y might be functions for the case when
V is infinite dimensional.
The adjoint of A, denoted by A†, is the unique linear operator such that
(A x, y) = (x,A† y) ∀ x, y ∈ V.
In the infinite dimensional case one should really worry about the domain of
definition for A and A†. They are in general not defined on the whole V unless
they are bounded. Integral operators are often bounded, whereas differential
operators are always unbounded.
Pursuing these kinds of issues really belongs in a class in mathematical analysis,
and I will not talk more about them here. Here, I will concentrate on the algebra,
not the analysis. Let us assume that A† is not invertible. Then there exists
vectors x∗ ∈ V such that
A† x∗ = 0.
For any such x∗ we have
(x∗, b) = (x∗, A x) = (A† x∗, x) = (0, x) = 0.
Thus a necessary condition for the system
A x = b, (120)
to have a solution is that ∀ x∗ such that
A† x∗ = 0,
we must have
(x∗, b) = 0.
This is the Fredholm alternative. To prove that it is also sufficient in the infinite
dimensional case requires mathematical analysis. However, here, we will not
worry about this, and just assume that the Fredholm alternative is also sufficient
for solvability of (120).
After this piece of very useful linear algebra, we now return to our example.
The vector space V is some reasonable space of functions defined on [x0, x1] and
the inner product is
(φ, ψ) =
∫ x1
x0
dx φ(x) ψ(x).
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The operator A is
A(f) = f(ξ)− 1
l
∫ x1
x0
dx f(ξ).
We need the adjoint of A
(A φ,ψ) =
∫ x1
x0
dξ A φ(ξ) ψ(ξ)
=
∫ x1
x0
dξ (φ(ξ)− 1
l
∫ x1
x0
dξ′ φ(ξ′)) ψ(ξ)
=
∫ x1
x0
dξ φ(ξ) ψ(ξ)− 1
l
∫ x1
x0
dξ ψ(ξ)
∫ x1
x0
dξ′ φ(ξ′)
=
∫ x1
x0
dξ φ(ξ) ψ(ξ)− 1
l
∫ x1
x0
dξ φ(ξ)
∫ x1
x0
dξ′ ψ(ξ′)
=
∫ x1
x0
dξ φ(ξ) (ψ(ξ)− 1
l
∫ x1
x0
dξ′ ψ(ξ′))
= (φ,A ψ).
Thus A is self-adjoint, A† = A. In order to apply the Fredholm alternative we
must now find the kernel of A† = A. This amounts to finding all solutions to
the equation
f(ξ)− 1
l
∫ x1
x0
dξ f(ξ) = 0,
m
f(ξ) =
1
l
∫ x1
x0
dξ f(ξ) = const. (121)
Thus any solution of (121) must be constant, f(ξ) = f0. But we have already
proved that any such constant is a solution. Thus f(ξ) is in the kernel of A† iff
f(ξ) = f0 ∀ ξ ∈ [x0, x1].
The Fredholm alternative now gives us the single solvability condition
(1, g) = 0,
m∫ x1
x0
dξ {kˆ(x1; ξ) a1 − kˆ(x0; ξ) a0 +
∫ x1
x0
dx kˆ(x; ξ) h(x)} = 0.
We have now seen some of the complications that can arise when we try to apply
the second great theme in the theory of Green’s function to solve boundary
value problems for differential operators. The message is that finding Green’s
functions satisfying specific boundary conditions, is not by any means easy and
straight forward, even for an operator as simple as L = −∇2.
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We will now try to deploy the third great theme in the theory of Green’s functions
for the operator L = −∇2. Within this theme our choice of Green’s function
is much less constrained, for all practical purposes any Green’s function will
do. This is very important, because then we can simplify the equation for the
Green’s function using symmetry.
Recall that Green’s functions for the Laplace operator L = −∇2 are solutions
to the equation
−∇2k(x; ξ) = δ(x− ξ). (122)
Observe that if we can find a solution to the equation
−∇2k(η) = δ(η), (123)
then
k(x− ξ), (124)
will be a solution to (122). We will therefore focus on equation (123). First
observe that any solution of (123) satisfies the equation
−∇2k(η) = 0, η 6= 0. (125)
The statement (125) and all following statements can be justified through the
theory of generalized functions but here I prefer to proceed heuristically. Thus,
the Dirac delta is assumed to be a function satisfying
δ(x) = 0, x 6= 0,∫
V
dV δ(x) = 1, if 0 ∈ V.
In the following we will focus on the two-dimensional case.
Let S be a circular disk of radius  centered on η = 0. Integrating (123) over
S gives us
−
∫
S
dA∇ · (∇k)(η) =
∫
S
dA δ(η) = 1,
m∫
C
dl ∇k(η) · n = −1,
where C is a circle of radius  and centered on η = 0. Taking the limit as 
approach zero we get the following constraint satisfied by all Green’s function of
L = −∇2
lim
→0
∫
C
dl ∇k(η) · n = −1. (126)
We will now try to find a solution of (123) that is rotationally invariant
k = k(r). (127)
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For such a function (126) simplifies into
lim
→0
∫ 2pi
0
dθ  ∂rk() = −1,
m
lim
→0
 ∂rk() = − 1
2pi
. (128)
Writing the equation (125) in polar coordinates and using (127), we get the
equation
1
r
∂r(r ∂rk) = 0, r 6= 0,
m
r ∂rk = c,
m
∂rk =
c
r
. (129)
One solution of (129) is
k(r) = c ln(r). (130)
Applying the condition (128) for (130) we get
lim
→0

c

= − 1
2pi
,
m
c = − 1
2pi
.
Thus a rotationally invariant solution to (123) is
k(r) = − 1
2pi
ln(r),
which in Cartesian coordinates is
k(η) = − 1
2pi
ln(‖η‖).
Thus using (124) we get the following Green’s function for L = −∇2 in two
dimensions
k(x; η) = − 1
2pi
ln(‖x− ξ‖). (131)
Let us now return to the challenge of solving the boundary value problem
−∇2φ(x) = F (x), x ∈ V ⊂ R2,
φ(x) = f(x), x ∈ S = ∂V. (132)
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For any Green’s function for the Laplace operator, in particular for (131), we
have the integral identity
φ(ξ) =
∫
V
dAx k(x; ξ) F (x)
+
∫
S
dlx {∂nφ(x) k(x; ξ)− f(x) ∂nk(x; ξ)}, (133)
where φ(ξ) is the unique solution of (132). Observe that (133) does not give
us an explicit solution to (132) since the boundary data ∂nφ(x) is only known
when the unique solution to (132) is known.
The idea is now to get a closed equation for the boundary data ∂nφ(x) by
evaluating (133) for ξ on S = ∂V . There is however a complication, if we
substitute a ξ ∈ S into the curve integral over S on the right hand side of (133)
we will end up having to evaluate
k(ξ; ξ) = − 1
2pi
ln(‖ξ − ξ‖) = − 1
2pi
ln(0),
which does not make sense. The way to resolve this problem is to evaluate (133)
on the boundary through a limit process.
There are many ways of doing this, but they all give the same equation, so I just
pick the simplest one.
Figure 65: Regularizing the boundary integral using a boundary deformation
approach
We pick a point on the boundary S and place ξ at this point. We then deform
the boundary into a small semicircle centered on ξ and of radius . This is C
in figure 65. The part of S with the dotted piece removed we call S. We now
evaluate (133) at ξ ∈ S through the following limit process
f(ξ) = lim
→0
∫
S∪C
dlx {∂nφ(x) k(x; ξ)
− f(x) ∂nk(x; ξ)}
+
∫
V
dAx k(x; ξ) F (x).
Introduce the notion of a Cauchy Principal Value integral using
PVξ
∫
S
dlx { } = lim
→0
∫
S
dlx { }, (134)
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and also introduce
R =
∫
C
dlx {∂nφ(x) k(x; ξ)− f(ξ) ∂nk(x; ξ)}.
Using this notation we have
f(ξ) =
∫
V
dAx k(x; ξ) F (x)
+ PVξ
∫
S
dlx {∂nφ(x) k(x, ξ)− f(x) ∂nk(x, ξ)}
+ lim
→0
R. (135)
We will shortly compute the last limit, but before that let me say a few words
about Cauchy principal value integrals
7.4.2 Cauchy principal value integrals
Let f be a continuous function on a closed interval [a, b]. Then the usual Riemann
integral of f exist ∫ b
a
dx f(x) ∈ R.
If f has a vertical asymptote at one or more points in [a, b] the usual Riemann
integral will not exist.
Let us for simplicity assume that there is a single vertical asymptote at x0 with
a < x0 < b. The integral from, a to b of f is now defined by∫ b
a
dx f(x) = I1 + I2, (136)
where
I1 = lim
→0
∫ x0−
a
dx f(x),
I2 = lim
δ→0
∫ b
x0+δ
dx f(x).
The integral of f from a to b exists as an improper integral if both I1 and I2
exist and then the value of the improper integral is given by (136)
Example 46. Let a = −1, b = 1 and
f(x) =
1√|x| x 6= 0.
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Then
I1 = lim
→0
∫ −
−1
dx
1√−x = − lim→0 2
√−x |−−1
= lim
→0
(2− 2 √) = 2,
I2 = lim
δ→0
∫ 1
δ
dx
1√
x
= lim
δ→0
2
√
x |1δ
= lim
δ→0
(2− 2
√
δ) = 2.
Thus the improper integral
∫ 1
−1 dx
1√
|x| exists and has the value∫ 1
−1
dx
1√|x| = 2 + 2 = 4.
Example 47. Let a = −1, b = 1 and
f(x) =
1
x
, x 6= 0.
Then
I2 = lim
δ→0
∫ 1
δ
dx
1
x
= lim
δ→0
ln(x)|1δ
= lim
δ→0
(− ln δ).
This limit does not exist so
∫ 1
−1 dx
1
x does not exist as an improper integral.
Integrals like the one in this example can however be given a meaning as a
Cauchy principal value integral.
In general let f : [a, b] → R be a function with a vertical asymptote at
x0, a < x0 < b. Then if the limit
I = lim
→0
{
∫ x0−
a
dx f(x) +
∫ b
x0+
dx f(x)}, (137)
exist then
∫ b
a
dx f(x) exists as a Cauchy principal value integral which we write
as
PVx0
∫ b
a
dx f(x) ≡ I.
Example 48. Let us return to the function from example 47. Using the limit
(137) we have
I = lim
→0
{
∫ −
−1
dx
1
x
+
∫ 1

dx
1
x
}
= lim
→0
{−
∫ 1

dy
1
y
+
∫ 1

dx
1
x
}
= lim
→0
{0} = 0,
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so the integral exists as a Cauchy principal value integral and has the value zero
PV0
∫ 1
−1
dx
1
x
= 0.
Observe that the difference between the definition of an improper integral (136)
and a Cauchy principal value integral is that the limit is taken in a symmetric way
for Cauchy principal value integrals. This allows for the possibility of canceling
infinite terms that occurs with opposite signs.
Example 49. Let a = −1, b = 1 and
f(x) =
1
|x| .
We then have
I = lim
→0
{
∫ −
−1
dx
1
|x| +
∫ 1

dx
1
|x| }
= lim
→0
{−
∫ −
−1
dx
1
x
+
∫ 1

dx
1
x
}
= lim
→0
{
∫ 1

dx
1
x
+
∫ 1

dx
1
x
}
= −2 lim
→0
ln() =∞.
Thus the integral
∫ 1
−1 dx
1
|x| does not exist as a Cauchy principal value integral
either. In a sense it has the wrong kind of singular behavior. There is an even
more general notion of singular integral called a Hadamard integral that can
take care of some integrals that do not exist as Cauchy principal value integrals.
We will not pursue this topic any further here. Observe the limit defined in (134)
is a symmetric limit, and when S is parametrized, the limit will exactly define
a Cauchy principal value integral.
Let us now return to the evaluation of R in the limit → 0. Recall that
k(x; ξ) = − 1
2pi
ln ‖x− ξ‖.
The normal derivative is
∂nk(x; ξ) = n(x) · (− 1
2pi
1
‖x− ξ‖ )∇‖x− ξ‖
= −n(x) · x− ξ
2pi‖x− ξ‖2 .
But since S is a semi-circle of radius  centred on ξ we have
n(x) =
x− ξ
‖x− ξ‖ .
For x on the semi-circle of radius  and center located at ξ, we have
‖x− ξ‖ = ,
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and therefore
∂nk(x; ξ) = − 1
2pi
.
The semi-circle C is parametrized by
γ(t) = ξ + (cos θ, sin θ), 0 ≤ θ ≤ pi
and we thus have
γ′(t) = (− sin θ, cos θ),
⇓
dlx =  dθ.
Therefore∫
C
dlx f(x) ∂nk(x; ξ) =
∫ pi
0
dθ (− 1
2pi
) f(ξ + (cos θ, sinθ))
∼ − 1
2pi
f(ξ)
∫ pi
0
dθ = −1
2
f(ξ) when → 0,
and also ∫
C
dlx ∂nφ(x) k(x; ξ) =
∫ pi
0
dθ (− 1
2pi
ln ) ∂nφ(ξ + ...)
∼ −1
2
∂nφ(ξ)  ln → 0 when → 0.
Our boundary integral equation is then from (135)
PVξ
∫
S
dlx k(x; ξ) ∂nφ(x) = b(ξ), ξ ∈ S, (138)
where b(ξ) is a known function given by
b(ξ) = −
∫
V
dAx k(x; ξ) F (x) +
1
2
f(ξ)
+ PVξ
∫
S
dlx ∂nk(x, ξ) f(x).
After we have used (138) to calculate the unknown boundary data ∂nφ(x) we
can use (133) to calculate the solution to the boundary value problem (132) at
any chosen point.
In (138) there is no restriction on S, like it being nice and symmetric. However
solving (138) must be done numerically, I know of no closed form solutions
to equation (138). There exists, however, very efficient ways to solve (138)
numerically.
Analytic methods for calculating Green’s functions form a large body of
mathematics. However, beyond eigenfunction expansions, the level of generality
of these methods are low. They usually only apply to special operators and/or
special domains. If you ever need these methods you must dive into the research
literature. One of these special methods is the method of images. It only works
for very special geometries and mostly only for the Laplace operator. Because
of the importance of these few cases, it is however important to be somewhat
familiar with this method.
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7.5 Computational projects
7.5.1 The Helmholtz equation
Let the operator
L = d
2
dx2
+ n2(x)
be given. The funtion n(x) is piecewise constant and given by
n(x) =
 n0, a < x < Ln1, −a < x < a
n0, −L < x < −a
Figure 66: Graph of the function n(x)
The following boundary value problem is given
Lf(x) = h(x), − L < x < L (139)
f(−L) = 0
f(L) = 0
where we also stipulate that f(x) and f ′(x) are continuous at x = −a and x = a.
a) Solve the boundary value problem (139) directly:
Step1 In each of regions I, II and III find the general solution of the
differential equation. You can find a solution to the inhomogeneous
equation using variation of parameters.
Step2 After step 1 you have 6 free constants. Applying the boundary
conditions at −L,−a, a and L will give a system of 6 linear equations
for the 6 unknown constants.
Step3 Solve the linear system. Mathematica can be very helpful here or
you can choose to do it numerically.
Step4 Insert the formulas from step 3 into the functions from step 1.
These are your solution formulas for the boundary value problem.
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Test your solution formulas using the artificial source test. I remind you of the
key steps in this type of test.
• Pick a function, f(x), that is continuously differentiable in the interval
[−L,L].
• Insert this function into the left side of the differential equation and
find a formula for the function h(x).
• Use this function in the solution formulas for the boundary value
problem.
• Plot f(x) and the function produced by your solution formulas in
the interval [−L,L]. They should overlap perfectly if your solutions
formulas are correct.
Pick now a particular function h(x) and plot your solution of the boundary
value problem and the function n(x) in the same plot. I will suggest a
Gaussian function with support in the domain denoted by III in the figure.
h(x) = e−γ(x−x0)
2
where x0 is in the center of region III.
b) Solve the boundary value problem (139) using Green’s functions to L satisfy-
ing particular boundary conditions:
Step1 Derive an integral identity involving L on the interval [−L,L]. We
have done this several times in the lectures.
Step2 Apply the integral identity using a Green’s function for L and the
solution of the boundary value problem.
Step3 Pick boundary conditions for the Green’s function so that the
integral identity from step 2 give an explicit solution to the boundary
value problem in terms of the Green’s function and h(x).
Step4 Find the Green’s function in the following way.
1. Assume ξ is in the sub domain I. Write down the general solution
to the homogeneous equation
K ′′(x; ξ) + n(x)2K(x; ξ) = 0
for x in each of the regions [−L, ξ], [ξ,−a], II and III.
2. From point 1 you have expressions containing 8 arbitrary functions
of ξ. We assume that K(x; ξ) is continuous and has continuous
first derivative at the points a and −a. By definition of a Green’s
function we have the two usual boundary conditions at x = ξ.
Finally we have the two boundary conditions at −L and L from
step 3. We have now 8 boundary conditions.
3. Apply the boundary conditions from point 2 to the solution for-
mulas from 1. This give a linear system of 8 equations for the 8
unknown functions of ξ.
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4. Solve the linear system from step 3 symbolically or numerically.
Inserting the resulting formulas into the solutions from point 1
will give you a solution formula for the Green’s function when ξ
is in region I.
5. Repeat points 1− 4 for ξ in regions II and III.
Pick the same h(x) as in problem a) and plot the solution found in step 3 and
the solution found in a) together. They should overlap perfectly if you
have done everything right.
c) Solve the boundary value problem (139) using boundary integral equations:
Step1 Find a Green’s function for the operator G defined by
G = d
2
dx2
+ n2
where n is some constant.
Step2 Put n = n0 and derive an integral identity for the operator G on
the interval I. Apply this integral identity using your Green’s function
from step 1 and the solution to the boundary value problem (139).
This give you a integral identity relating values of f in the interior of
the interval I and the unknown boundary values f ′(−L), f(−a) and
f ′(−a).
Step3 Repeat step 2 for the regions II and III using n = n1 and n = n0.
Step4 In the integral identities from step 1 and step 2 take the limit as ξ
approach lower and upper endpoints of the intervals I, II amd III.
Taken together with the assumed continuity of f and f ′ at the points
−a and a you will now have a linear system of 6 equations for the 6
unknown values f ′(−L), f(−a), f ′(−a), f(a), f ′(a) and f ′(L).
Step5 Solve the linear system from step 4. Inserting the solution into the
integral identities from step1 and step 2 give you explicit formulas for
the solution, f(ξ), of the boundary value problem (139) for ξ in the
three intervals I, II and III.
Using the same choice of h(x) as in part a) plot the solution from step 5
and the solution found in a) together in the same plot. They should
overlap perfectly if you have done everything right.
d) Solve the boundary value problem (139) using finite difference methods:
Step1 Discretize the boundary value problem on a uniform grid
xj = −L+ dx ∗ j, j = 0, 1, ..., N + 1
where dx = 2LN+1 . Use the center difference for the second derivative.
Step2 Apply the boundary conditions at −L = x0 and L = xN+1to the
equations from step 1. You will have a linear system of N equations
for the N unknown functions values.
f(x1), f(x1), ...., f(xN )
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Step3 Choose some large N and solve the linear system from step 2. This
you can do using Mathematica, Matlab,C......
Now plot the numerical solution found in step 3 and the solution from a) on
the grid from step 1 in the same plot. They should overlap if you have
done everything right.
7.5.2 The Laplace equation
In this project we are going to solve the Laplace equation on the unit square
using several different methods. Our problem is
−∇2u(x, y) = ρ(x, y), 0 < x < 1, 0 < y < 1 (140)
u(x, y) = f(x, y) on the boundary of the unit square
a) Solve the problem directly using a generalized Fourier series based on the
eigenvalue problem
−∇2M(x, y) = λM(x, y), 0 < x < 1, 0 < y < 1
M(x, y) = 0 on the boundary of the unit square
b) Introduce a 2D grid for the unit square, (xi, yj) where
xi = ih, i = 0, 1, ..., N + 1
yj = jk, j = 0, 1, ...,M + 1
where M and N are some fixed integer determining the number of points,
MN , in the grid and where the grid parameters h and k are
h =
1
N + 1
k =
1
M + 1
We are now going to test the solution from a) by using an artificial source.
Let u(x, y) be a Gaussian function of the form
u(x, y) = ae−b(x−x0)
2−c(y−y0)2 (141)
where a, b and c are some positive real numbers and where (x0, y0) is a
point inside the unit square. For a given choice of a, b, c, x0 and y0 define
a function g on the boundary of the unit square by
g(x, y) = u(x, y)
and a function G inside the unit square by
G(x, y) = −uxx − uyy
Use the Fourier solution from a) with ρ = G and f = g to calculate
the solution to Poisson’s equation at the grid points (xi, yj). Plot the
numerically computed solution and the exact solution (141) in the same
figure.Show both a 3D plot and selected 2D slices that in a convincing way
show that the numerical solution and exact solution (141) are the same.
Show pictures for several choices of the parameters a, b, c, x0 and y0.
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c) Find a formula for the Green’s function satisfying
−∇2K(x; ξ) = δ(x− ξ), x, in the unit square
K(x; ξ) = 0, x on the boundary of the unit square
using a finite Fourier transform based on the eigenvalue problem
−M ′′(x) = λM(x), 0 < x < 1
M(0) = M(1) = 0
I have done this derivation on page 252 in these lecture notes, but I want
you do redo it and include all details in your project report.
d) Use the Green’s function from c) and the general integral identity for the
Laplace operator to find a formula for the solution of the boundary value
problem
−∇2u(x, y) = 0, 0 < x < 1, 0 < y < 1 (142)
u(x, y) = f(x, y) on the boundary of the unit square
e) Pick a function f . You can for example let f be a Gaussian of the type (141)
restricted to the boundary. Evaluate the formula from d) on the grid from
b) and show by using 3D and 2D plots that your solution from d) and the
solution calculated using the formula from a) are the same.
f) Solve the equation (142) from d) by using the boundary integral equation from
page 271 in these lecture notes. After you have calculated the unknown
boundary data using the boundary integral equation you use the general
integral identity to calculate the solution on the grid from b). As boundary
data you can use the function from b) or something of your own choice.
Compare the boundary integral solution with the solution calculated in a)
by making 3D and 2D plots.
Setting up and solving the boundary integral equations require you to go
through the following steps.
1. Parametrize the boundary of the square. The boundary consists of
four straight lines.
C = C1 ∪ C2 ∪ C3 ∪ C4
A simple parametrization for the line C1
C1 = {(x, 0); 0 < x < 1}
is for example
γ1(t) = (t, 0), 0 < t < 1
and similar parameterizations, γk, for the other pieces of the boundary.
Your integral equation will now have the general structure
4∑
l=1
∫ 1
0
dt′Akl(t, t′)vl(t′) = Bk(t), k = 1, 2.., 4
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where by definition
vl(t′) = ∂n(γl(t′))ϕ(γl(t
′))
Akl(t, t′) = K(γl(t′); γk(t))
Bk(t) = b(γk(t))
2. Discretize the boundary of the unit square using the parametrization
from step 1: Introduce intervals
Ii = (αi, αi−1)
where
αi = ih, i = 0, 1, ..., N + 1
and where the grid parameters h is
h =
1
N + 1
Let si be the midpoint of the interval Ii
si =
αi + αi−1
2
= (i− 1
2
)h, i = 1, 2, ..., N
Using this discretization your integral equation will have the general
form
4∑
l=1
N∑
j=1
∫
Ij
dt′Akl(t, t′)vl(t′) = Bk(t), k = 1, 2.., 4
which we approximate by the linear algebraic system of equations
4∑
l=1
N∑
j=1
Aklijv
l
j = B
k
i , k = 1, 2.., 4
where by definition
Aklij =
∫
Ij
dt′Akl(si, t′)
vlj = v
l(sj)
Bki = B
k(si)
3. Observe that the integrand in the integrals defining the matrix ele-
ments Aklij has a singularity in the domain of integration only when
(k, i) = (l, j). Otherwise the integrands are smooth functions. In-
spired by this we approximate the coefficients Aklij for (k, i) 6= (l, j) in
the following way
Aklij = hA
kl(si, sj)
We are thus using the midpoint rule for evaluating the integrals. The
matrix elements Akkii are evaluated by using principle value integrals.
The coefficients Bki are evaluated using the same approximations.
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4. You now have a system of 4N equations for the 4N unknowns vkl .
Solve this linear system using a linear system solver. (You don’t have
to write your own)
5. Discretize the integral formula that express the solution inside the
unit square in terms of the boundary data in the same way as in
points 2 and 3 and use it to calculate the solution of equation (142)
from d) on the grid from b). Compare your boundary integral solution
with the solution from a) by using 3D and 2D plots.
g) Solve the equation (142) from d) by using finite differences on the grid from
b). As boundary data you can use the function from b) or something else
of your choice. Compare your finite difference solution with the boundary
integral solution from f) by using 3D and 2D plots.
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9 Appendix A
9.1 The multiple scale method for Maxwell’s equations
In optics the equations of interest are of course Maxwell’s equations. For a
situation without free charges and currents they are given by
∂tB +∇×E = 0,
∂tD−∇×H = 0,
∇ ·D = 0,
∇ ·B = 0. (1)
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At optical frequencies materials of interest are almost always nonmagnetic. It is
thus appropriate to assume that
H =
1
µ
B,
D = ε0E + P. (2)
The polarization is in general a sum of a term that is linear in E, and one that
is nonlinear in E. We have
P = PL + PNL, (3)
where the term linear in E has the general form
PL(x, t) = ε0
∫ t
−∞
dt′χ(t− t′)E(x, t′). (4)
Thus the polarization at a time t depends on the electric field at all times previous
to t. This memory effect is what we in optics call temporal dispersion. The
presence of dispersion in Maxwell equations spells trouble for the integration of
the equations in time; we can not solve them as a standard initial value problem.
This is of course well known in optics and various, more or less ingenious, methods
have been designed for getting around this problem. In optical pulse propagation,
one gets around the problem by solving Maxwell’s equations as a boundary value
problem rather than as an initial value problem. A very general version of
this approach is the well known UPPE [17][10] propagation scheme. In these
lecture notes we will, using the multiple scale method, derive an approximation
to Maxwell’s equations that can be solved as an initial value problem.
In the explicit calculations that we do, we will assume that the nonlinear
polarization is generated by the Kerr effect. Thus we will assume that
PNL = ε0ηE ·EE, (5)
where η is the Kerr coefficient. This is a choice we make just to be specific,
the applicability of the multiple scale method to Maxwell’s equations in no way
depend on this particular choice for the nonlinear response.
Before we proceed with the multiple scale method we will introduce a more
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convenient representation of the dispersion. Observe that we have
PL(x, t) = ε0
∫ t
−∞
dt′χ(t− t′)E(x, t′)
= ε0
∫ ∞
−∞
dωχ̂(ω)Ê(x, ω)e−iωt
= ε0
∫ ∞
−∞
dω
( ∞∑
n=0
χ̂(n)(0)
n!
ωn
)
Ê(x, ω)e−iωt
= ε0
∞∑
n=0
χ̂(n)(0)
n!
(∫ ∞
−∞
dωωnÊ(x, ω)e−iωt
)
= ε0
∞∑
n=0
χ̂(n)(0)
n!
(∫ ∞
−∞
dω(i∂t)
nÊ(x, ω)e−iωt
)
= ε0
∞∑
n=0
χ̂(n)(0)
n!
(i∂t)
n
(∫ ∞
−∞
dωÊ(x, ω)e−iωt
)
= χ̂(i∂t)E(x, t),
where χ̂(ω) is the Fourier transform of χ(t). These manipulations are of course
purely formal; in order to make them into honest mathematics we must dive into
the theory of pseudo differential operators. In these lecture notes we will not do
this as our focus is on mathematical methods rather than mathematical theory.
Inserting (2),(3),(4) and (5) into (1), we get Maxwell’s equations in the form
∂tB +∇×E = 0,
∂tE− c2∇×B + ∂tχ̂(i∂t)E = −c2µ0∂tPNL,
∇ · (E + χ̂(i∂t)E) = − 1
ε0
∇ ·PNL,
∇ ·B = 0. (6)
9.1.1 TE scalar wave packets
Let us first simplify the problem by only considering solutions of the form
E(x, y, z, t) = E(x, z, t)ey,
B(x, y, z, t) = B1(x, z, t)ex+B2(x, z, t)ez. (7)
For this simplified case, Maxwell’s equations takes the form
∂tB1 − ∂zE = 0,
∂tB2 + ∂xE = 0,
∂tE − c2(∂zB1 − ∂xB2) + ∂tχ̂(i∂t)E = −∂tPNL,
∂xB1 + ∂zB2 = 0, (8)
where
PNL = ηE
3. (9)
It is well known that this vector system is fully equivalent to the following scalar
equation
∂ttE − c2∇2E + ∂ttχ̂(i∂t)E = −∂ttPNL, (10)
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where we have introduced the operator
∇2 = ∂xx + ∂zz. (11)
Equation (10) will be the staring point for our multiple scale approach, but
before that I will introduce the notion of a formal perturbation parameter. For
some particular application of equation (10) we will usually start by making the
equation dimension-less by picking some scales for space, time, and E relevant
for our particular application. Here we don’t want to tie our calculations to
some particular choice of scales and introduce therefore a formal perturbation
parameter in the equation multiplying the nonlinear polarization term. Thus we
have
∂ttE − c2∇2E + ∂ttχ̂(i∂t)E = −ε2η∂ttE3. (12)
Starting with this equation, we will proceed with our perturbation calculations
assuming that ε << 1 and in the end we will remove ε by setting it equal to 1.
What is going on here is that ε is a ”place holder” for the actual small parameter
that will appear in front of the nonlinear term in the equation when we make a
particular choice of scales. Using such formal perturbation parameters is very
common.
You might ask why I use ε2 instead of ε as formal perturbation parameter? I
will not answer this question here but will say something about it at the very end
of the lecture notes. We proceed with the multiple scale method by introducing
the expansions
∂t = ∂t0 + ε∂t1 + ε
2∂t2 + ... ,
∇ = ∇0 + ε∇1 + ε2∇2 + ... ,
e = e0 + εe1 + ε
2e2 + ... ,
E(x, t) = e(x0, t0,x1, t1, ...)|tj=εjt,xj=εjx, (13)
where
∇j = (∂xj , ∂zj ), (14)
is the gradient with respect to xj = (xj , zj). We now insert (13) into (12) and
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expand everything in sight
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
(e0 + εe1 + ε
2e2 + ...)−
c2(∇0 + ε∇1 + ε2∇2 + ...) · (∇0 + ε∇1 + ε2∇2 + ...)
(e0 + εe1 + ε
2e2 + ...)+
(∂t0 + ε∂t1 + ε
2∂t2 + ...)(∂t0 + ε∂t1 + ε
2∂t2 + ...)
χ̂(i∂t0 + iε∂t1 + iε
2∂t2 + ...)(e0 + εe1 + ε
2e2 + ...)
= −ε2η(∂t0 + ε∂t1 + ε2∂t2 + ...)(∂t0 + ε∂t1 + ε2∂t2 + ...)
(e0 + εe1 + ε
2e2 + ...)
3
⇓
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(e0 + εe1 + ε
2e2 + ...)−
c2(∇20 + ε(∇1 · ∇0 +∇0 · ∇1) + ε2(∇2 · ∇0 +∇1 · ∇1 +∇0 · ∇2) + ...)
(e0 + εe1 + ε
2e2 + ...)+
(∂t0t0 + ε(∂t0t1 + ∂t1t0) + ε
2(∂t0t2 + ∂t1t1 + ∂t2t0) + ...)
(χ̂(i∂t0) + εχ̂
′(i∂t0)i∂t1 + ε
2(χ̂′(i∂t0)i∂t2 −
1
2
χ̂′′(i∂t0)∂t1t1) + ...)
(e0 + εe1 + ε
2e2 + ...)
= −ε2∂t0t0e30 + ... ,
⇓
∂t0t0e0 + ε(∂t0t0e1 + ∂t0t1e0 + ∂t1t0e0)
+ ε2(∂t0t0e2 + ∂t0t1e1 + ∂t1t0e1 + ∂t0t2e0 + ∂t1t1e0 + ∂t2t0e0) + ...
− c2∇20e0 − εc2(∇20e1 +∇1 · ∇0e0 +∇0 · ∇1e0)
− ε2c2(∇20e2 +∇1 · ∇0e1 +∇0 · ∇1e1
+∇2 · ∇0e0 +∇1 · ∇1e0 +∇0 · ∇2e0) + ...
+ ∂t0t0 χ̂(i∂t0)e0 + ε(∂t0t0 χ̂(i∂t0)e1 + ∂t0t0 χ̂
′(i∂t0)i∂t1e0
+ ∂t0t1 χ̂(i∂t0)e0 + ∂t1t0 χ̂(i∂t0)e0) + ε
2(∂t0t0 χ̂(i∂t0)e2
+ ∂t0t0 χ̂
′(i∂t0)i∂t1e1 + ∂t0t1 χ̂(i∂t0)e1 + ∂t1t0 χ̂(i∂t0)e1
+ ∂t0t0 χ̂
′(i∂t0)i∂t2e0 −
1
2
∂t0t0 χ̂
′′(i∂t0)∂t1t1e0 + ∂t1t0 χ̂
′(i∂t0)i∂t1e0
+ ∂t0t1 χ̂
′(i∂t0)i∂t1e0 + ∂t2t0 χ̂(i∂t0)e0 + ∂t1t1 χ̂(i∂t0)e0
+ ∂t0t2 χ̂(i∂t0)e0) + ...
= −ε2∂t0t0e30 + ... ,
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which gives us the perturbation hierarchy
∂t0t0e0 − c2∇20e0 + ∂t0t0 χ̂(i∂t0)e0 = 0, (15)
∂t0t0e1 − c2∇20e1 + ∂t0t0 χ̂(i∂t0)e1 =
−∂t0t1e0 − ∂t1t0e0 − c2∇1 · ∇0e0 − c2∇0 · ∇1e0
−∂t0t0 χ̂′(i∂t0)i∂t1e0 − ∂t0t1 χ̂(i∂t0)e0 − ∂t1t0 χ̂(i∂t0)e0, (16)
∂t0t0e2 − c2∇20e2 + ∂t0t0 χ̂(i∂t0)e2 =
−∂t0t1e1 − ∂t1t0e1 − ∂t0t2e0 − ∂t1t1e0 − ∂t2t0e0
−c2∇1 · ∇0e1 − c2∇0 · ∇1e1 − c2∇2 · ∇0e0 − c2∇1 · ∇1e0
−c2∇0 · ∇2e0 − ∂t0t0 χ̂′(i∂t0)i∂t1e1 − ∂t0t1 χ̂(i∂t0)e1
−∂t1t0 χ̂(i∂t0)e1 − ∂t0t0 χ̂′(i∂t0)i∂t2e0 +
1
2
∂t0t0 χ̂
′′(i∂t0)∂t1t1e0
−∂t1t0 χ̂′(i∂t0)i∂t1e0 − ∂t0t1 χ̂′(i∂t0)i∂t1e0 − ∂t2t0 χ̂(i∂t0)e0
−∂t1t1 χ̂(i∂t0)e0 − ∂t0t2 χ̂(i∂t0)e0 − ∂t0t0e30. (17)
For the order ε0 equation we choose the wave packet solution
e0(x0, t0,x1, t1, ..) = A0(x1, t1, ...)e
iθ0 + (∗), (18)
where
xj = (xj , zj),
θ0 = k · x0 − ωt0, (19)
and where k is a plane vector with components k = (ξ, η). In (19), ω, is a
function of k = ||k|| that satisfy the dispersion relation
ω2n2(ω) = c2k2, (20)
where the refractive index, n(ω), is defined by
n2(ω) = 1 + χ̂(ω). (21)
We now must now calculate the right-hand side of the order ε equation.
Observe that
∂t1t0e0 = −iω∂t1A0eiθ0 + (∗),
∂t0t1e0 = −iω∂t1A0eiθ0 + (∗),
∇1 · ∇0e0 = ik∇1A0 · ueiθ0 + (∗),
∇0 · ∇1e0 = ik∇1A0 · ueiθ0 + (∗),
∂t0t0 χ̂
′(i∂t0)i∂t1e0 = −iωχ̂′(ω)∂t1A0eiθ0 + (∗),
∂t0t1 χ̂(i∂t0)e0 = −iωχ̂(ω)∂t1A0eiθ0 + (∗),
∂t1t0 χ̂(i∂t0)e0 = −iωχ̂(ω)∂t1A0eiθ0 + (∗), (22)
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where u is a unit vector in the direction of k. Inserting (22) into (16) we get
∂t0t0e1 − c2∇20e1 + ∂t0t0 χ̂(i∂t0)e1 =
−{−2iω∂t1A0 − 2ic2ku · ∇1A0
−iω2χ̂′(ω)∂t1A0 − 2iωχ̂(ω)∂t1A0}eiθ0 + (∗). (23)
In order to remove secular terms we must postulate that
−2iω∂t1A0 − 2ic2ku · ∇1A0 − iω2χ̂′(ω)∂t1A0 − 2iωχ̂(ω)∂t1A0 = 0,
m
ω(2n2 + ωχ̂′(ω))∂t1A0 − 2ic2ku · ∇1A0 = 0. (24)
Observe that from the dispersion relation (20) we have
ω2n2(ω) = c2k2,
m
ω2(1 + χ̂(ω)) = c2k2,
⇓
2ωω′n2(ω) + ω2χ̂′(ω)ω′ = 2c2k,
⇓
ω(2n2 + ωχ̂′(ω))ω′ = 2c2k.
Thus (24) can be written in the form
∂t1A0 + vg · ∇1A0 = 0, (25)
where vg is the group velocity
vg = ω
′(k)u. (26)
The order ε equation simplifies into
∂t0t0e1 − c2∇20e1 + ∂t0t0 χ̂(i∂t0)e1 = 0. (27)
According to the rules of the game we choose the special solution
e1 = 0, (28)
for (27). We now must compute the right-hand side of the order ε2 equation.
Observe that
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∂t2t0e0 = −iω∂t2A0eiθ0 + (∗),
∂t1t1e0 = ∂t1t1A0e
iθ0 + (∗),
∂t0t1e0 = −iω∂t2A0eiθ0 + (∗),
∇2 · ∇0e0 = iku · ∇2A0eiθ0 + (∗),
∇1 · ∇1e0 = ∇21A0eiθ0 + (∗),
∇0 · ∇2e0 = iku · ∇2A0eiθ0 + (∗),
∂t0t0 χ̂
′(i∂t0)i∂t2e0 = −iω2χ̂′(ω)∂t2A0eiθ0 + (∗),
1
2
∂t0t0 χ̂
′′(i∂t0)∂t1t1e0 = −
1
2
ω2χ̂′′(ω)∂t1t1A0e
iθ0 + (∗),
∂t1t0 χ̂
′(i∂t0)i∂t1e0 = ωχ̂
′(ω)∂t1t1A0e
iθ0 + (∗),
∂t0t1 χ̂
′(i∂t0)i∂t1e0 = ωχ̂
′(ω)∂t1t1A0e
iθ0 + (∗),
∂t2t0 χ̂(i∂t0)e0 = −iωχ̂(ω)∂t2A0eiθ0 + (∗),
∂t1t1 χ̂(i∂t0)e0 = χ̂(ω)∂t1t1A0e
iθ0 + (∗),
∂t0t2 χ̂(i∂t0)e0 = −iωχ̂(ω)∂t2A0eiθ0 + (∗),
∂t0t0e
3
0 = −3ω2η|A0|2A0eiθ +NST + (∗). (29)
Inserting (28) and (29) into the right-hand side of the order ε2 equation we get
∂t0t0e2 − c2∇20e2 + ∂t0t0 χ̂(i∂t0)e2 =
−{−2iω∂t2A0 + ∂t1t1A0 − 2ic2ku · ∇2A0 − c2∇21A0
−iω2χ̂′(ω)∂t2A0 +
1
2
ω2χ̂′′(ω)∂t1t1A0 + 2ωχ̂
′(ω)∂t1t1A0
−2iωχ̂(ω)∂t2A0 + χ̂(ω)∂t1t1A0 − 3ω2η|A0|2}eiθ0 +NST + (∗). (30)
In order to remove secular terms we must postulate that
−2iω∂t2A0 + ∂t1t1A0 − 2ic2ku · ∇2A0 − c2∇21A0 − iω2χ̂′(ω)∂t2A0
+
1
2
ω2χ̂′′(ω)∂t1t1A0 + 2ωχ̂
′(ω)∂t1t1A0 − 2iωχ̂(ω)∂t2A0 + χ̂(ω)∂t1t1A0
−3ω2η|A0|2 = 0. (31)
Using the dispersion relation (21), equation (31) can be simplified into
∂t2A0 + vg · ∇2A0 − iβ∇21A0 + iα∂t1t1A0 − iγ|A0|2A0 = 0, (32)
where
α = ω′
n2 + 2ωχ̂′(ω) + 12ω
2χ̂′′(ω)
2c2k
,
β =
ω′
2k
,
γ =
3ηω2ω′
2c2k
.
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Defining an amplitude A(x, t) by
A(x, t) = A0(x1, t1, ...)|tj=ejt,xj=εjx, (33)
and proceeding in the usual way, using (25) and (32), we get the following
amplitude equation
∂tA+ vg · ∇A− iβ∇2A+ iα∂ttA− iγ|A|2A = 0, (34)
where we have put the formal perturbation parameter equal to 1. From what we
have done it is evident that for
E(x, t) = A(x, t)ei(k·x−ωt) + (∗), (35)
to be an approximate solution to (12) we must have
γ|A|2 ∼ β∇2A ∼ α∂ttA ∼ O(ε2),
∂tA ∼ vg · ∇A ∼ O(ε), (36)
where ε is a number much smaller than 1. Under these circumstances (34),(35)
is the key elements in a fast numerical scheme for wave packet solutions to (12).
Because of the presence of the second derivative with respect to time, equation
(34) can not be solved as a standard initial value problem. However, because of
(36) we can remove the second derivative term by iteration
∂tA = −vg · ∇A ∼ O(ε),
⇓
∂ttA = (vg · ∇)2A ∼ O(ε2), (37)
which leads to the equation
∂tA+ vg · ∇A− iβ∇2A+ iα(vg · ∇)2A− iγ|A|2A = 0, (38)
which can be solved as a standard initial value problem.
In deriving this equation we assumed that the terms proportional to
e±3i(k·x−ωt),
where nonsecular. For this to be true we must have
ω(3k) 6= 3ω(k), (39)
where ω(k) is a solution to (20). If an equality holds in (39) we have phase
matching and the multiple scale calculation has to be redone, starting at (18),
using a sum of two wave packets with the appropriate center wave numbers and
frequencies instead of the single wave packet we used in the calculation leading
to (34). It could also be the case that we are modeling a situation where several
wave packets are interacting in a Kerr medium. For such a case we would instead
of (18) use a finite sum of wave packets
e0(x0, t0,x1, t1, ..) =
N∑
j=0
Aj(x1, t1, ...)e
iθj + (∗). (40)
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Calculations analogous to the ones leading up to equation (34) will now give a
separate equation of the type (34) for each wave packet, unless we have phase
matching. These phase matching conditions appears from the nonlinear term in
the order ε2 equation and takes the familiar form
kj = s1kj1 + s2kj2 + s3kj3 ,
ω(kj) = s1ω(kj1) + s2ω(kj2) + s3ω(kj3), (41)
where s = ±1. The existence of phase matching leads to coupling of the amplitude
equations. If (41) holds, the amplitude equation for Aj will contain a coupling
term proportional to
As1j1A
s2
j2
As3j3 (42)
where by definition A+1j = Aj and A
−1
j = A
∗
j .
We have seeen that assuming a scaling of ε for space and time variables and ε2
for the nonlinear term leads to an amplitude equation where second derivatives
of space and time appears at the same order as the cubic nonlinearity. This
amplitude equation can thus describe a situation where diffraction, group velocity
dispersion and nonlinearity are of the same size. Other choices of scaling for
space,time and nonlinearity will lead to other amplitude equations where other
physical effects are of the same size. Thus, the choice of scaling is determined
by what kind of physics we want to describe.
9.1.2 Linearly polarized vector wave packets
Up til now all applications of the multiple scale method PDEs has involved scalar
equations. The multiple scale method is not limited to scalar equations, but is
equally applicable to vector equations. However, for vector equations we need to
be more careful than for the scalar case when it comes to eliminating secular
terms. We will here use Maxwell’s equations (6) to illustrate how the method is
applied to vector PDEs in general.
Assuming, as usual, a polarization response induced by the Kerr effect, our
basic equations are
∂tB +∇×E = 0,
∂tE− c2∇×B + ∂tχ̂(i∂t)E = −ε2η∂t(E2E),
∇ ·B = 0,
∇ ·E + χ̂(i∂t)∇ ·E = −ε2η∇ · (E2E), (43)
where we have introduced a formal perturbation parameter in front of the
nonlinear terms. We now introduce the usual machinery of the multiple scale
method.
Let e(x0, t0,x1, t1, ...) and b(x0, t0,x1, t1, ...) be functions such that
E(x, t) = e(x0, t0,x1, t1, ...)|xj=εjx,tj=εjt,
B(x, t) = b(x0, t0,x1, t1, ...)|xj=εjx,tj=εjt, (44)
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and let
∂t = ∂t0 + ε∂t1 + ε
2∂t2 + ... ,
∇× = ∇0 ×+ε∇1 ×+ε2∇2 ×+... ,
∇· = ∇0 ·+ε∇1 ·+ε2∇2 ·+... ,
e = e0 + εe1 + ε
2e2 + ... ,
b = b0 + εb1 + ε
2b2 + ... . (45)
We now insert (45) into (43) and expand everything in sight to second order in
ε. Putting each order of ε to zero separately gives us the perturbation hierarchy.
At this point you should be able to do this on your own so I will just write down
the elements of the perturbation hierarchy when they are needed.
The order ε0 equations, which is the first element of the perturbation hierarchy,
is of course
∂t0b0+∇0×e0 = 0,
∂t0e0−c2∇0×b0+∂t0 χ̂(i∂t0)e0 = 0,
∇0 · b0 = 0,
∇0 · e0 + χ̂(i∂t0)∇0 · e0 = 0. (46)
For the order ε0 equations, we chose a linearly polarized wave packet solution.
It must be of the form
e0(x0, t0,x1, t1, ...) = ωA0(x1, t1, ...)qe
iθ0 + (∗),
b0(x0, t0,x1, t1, ...) = kA0(x1, t1, ...)te
iθ0 + (∗), (47)
where
θ0 = k · x0 − ωt0, (48)
and where
ω = ω(k),
is a solution to the dispersion relation
ω2n2(ω) = c2k2. (49)
The orthogonal unit vectors q and t span the space transverse to k = ku, and
the unit vectors {q, t,u} define a positively oriented frame for R3.
The order ε equations are
∂t0b1+∇0×e1 = −∂t1b0 −∇1 × e0,
∂t0e1−c2∇0×b1+∂t0 χ̂(i∂t0)e1 =
−∂t1e0 + c2∇1 × b0 − ∂t1 χ̂(i∂t0)e0 − i∂t0 χ̂′(i∂t0)∂t1e0,
∇0 · b1 = −∇1 · b0,
∇0 · e1 + χ̂(i∂t0)∇0 · e1 =
−∇1 · e0 − χ̂(i∂t0)∇1 · e0 − iχ̂′(i∂t0)∂t1∇0 · e0. (50)
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Inserting (47) into (50) we get
∂t0b0+∇0×e0 = −{k∂t1A0t + ω∇1A0 × q}eiθ0 + (∗),
∂t0e0−c2∇0×b0+∂t0 χ̂(i∂t0)e0 = −{(ωn2(ω) + ω2χ̂′(ω))∂t1A0q
−c2k∇1A0 × t}eiθ0 + (∗),
∇0 · b0 = −{k∇1A0 · t}eiθ0 + (∗),
∇0 · e0 + χ̂(i∂t0)∇0 · e0 = −{ωn2(ω)∇1A0 · q}eiθ0 + (∗). (51)
If we can find a special solution to this system that is bounded, we will get a
perturbation expansion that is uniform for t . ε−1. We will look for solutions of
the form
e1 = ae
iθ0 + (∗),
b1 = be
iθ0 + (∗), (52)
where a and b are constant vectors. Inserting (52) into (51), we get the following
linear algebraic system of equations for the unknown vectors a and b
−iωb + iku× a = −{k∂t1A0t + ω∇1A0 × q}, (53)
−iωn2(ω)a− ic2ku× b = −{(ωn2(ω) + ω2χ̂′(ω))∂t1A0q
−c2k∇1A0 × t}, (54)
iku · b = −k∇1A0 · t, (55)
ikn2(ω)u · a = −ωn2(ω)∇1A0 · q . (56)
Introduce the longitudinal and transverse parts of a and b through
a‖ = (u · a)u, a⊥ = a− a‖,
b‖ = (u · b)u, b⊥ = b− b‖. (57)
Then from (55) and (56) we get
a‖ = (i
ω
k
∇1A0 · q)u, (58)
b‖ = (i∇1A0 · t)u. (59)
However, the longitudinal part of (53) and (54) will also determine a‖ and b‖.
These values must be the same as the ones just found in (58),(59). These are
solvability conditions. Taking the longitudinal part of (53) we get
−iωu · b = −ωu · (∇1A0 × q),
m
u · b = i∇1A0 · t, (60)
which is consistent with (59). Thus this solvability condition is automatically
satisfied. Taking the longitudinal part of (54) we get
−iωn2(ω)u · a=c2ku · (∇1A0 × t),
m
u · a = iω
k
∇1A0 · q, (61)
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which is consistent with (58). Thus this solvability condition is also automatically
satisfied.
The transversal part of (53) and (54) are
−iωb⊥ + iku× a⊥ = −{k∂t1A0 + ω∇1A0 · u}t, (62)
−iωn2(ω)a⊥ − ic2ku× b⊥ = −{ω(n2(ω) + ωχ̂′(ω))∂t1A0 + c2k∇1A0 · u}q,
and this linear system is singular; the determinant is zero because of the dispersion
relation (49). It can therefore only be solved if the right-hand side satisfy a
certain solvability condition. The most effective way to find this condition is to
use the Fredholm Alternative. It say that a linear system
Ax = c,
has a solution if and only if
f · c = 0,
for all vectors f , such that
A†f = 0,
where A† is the adjoint of A.
The matrix for the system (62) is
M =
(
iku× −iω
−iωn2 −ic2ku×
)
.
The adjoint of this matrix is clearly
M† =
( −iku× −iωn2
−iω ic2ku×
)
, (63)
and the null space of the adjoint is thus determined by
−iku× α− iωn2β = 0,
−iωα+ ic2ku× β = 0. (64)
A convenient basis for the null space is{( −c2kq
ωt
)
,
(
c2kt
ωq
)}
(65)
The first basis vector gives a trivial solvability condition, whereas the second
one gives a nontrivial condition, which is
c2k{k∂t1A0 + ω∇1A0 · u}+ ω{ω(n2(ω) + ωχ̂′(ω))∂t1A0 + c2k∇1A0 · u} = 0,
m
ω2(2n2 + ωχ̂′(ω))∂t1A0 + 2c
2kωu · ∇1A0 = 0. (66)
Observe that from the dispersion relation (49) we have
ω2n2(ω) = ω2(1 + χ̂(ω)) = c2k2,
⇓
2ωω′n2 + ω2χ̂′(ω)ω′ = 2c2k,
⇓
ω(2n2 + ωχ̂′(ω))ω′ = 2c2k. (67)
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Using (67) in (66) the solvability condition can be compactly written as
∂t1A0 + vg · ∇1A0 = 0, (68)
where vg is the group velocity
vg =
dω
dk
u. (69)
The system (62) is singular but consistent. We can therefore disregard the second
equation, and look for a special solution of the form
a⊥ = aq,
b⊥ = 0. (70)
Inserting (70) into the first equation in (62) we easily get
a⊥ = i
{
∂t1A0 +
ω
k
u · ∇1A0
}
q. (71)
From (58),(59),(70) and (71), we get the following bounded special solution to
the order ε equations
e1 = {i(∂t1A0 +
ω
k
u · ∇1A0)q + i(ω
k
q · ∇1A0)u}eiθ0 + (∗),
b1 = {i(t · ∇1A0)u}eiθ0 + (∗). (72)
The order ε2 equations are
∂t0b2+∇0×e2 = −{∂t1b1 +∇1 × e1 + ∂t2b0 +∇2 × e0},
∂t0e2−c2∇0×b2+∂t0 χ̂(i∂t0)e2 = −{∂t1e1 − c2∇1 × b1 + ∂t2e0
−c2∇2 × b0 + ∂t1 χ̂(i∂t0)e1 + i∂t0 χ̂′(i∂t0)∂t1e1
∂t2 χ̂(i∂t0)e0 + i∂t1 χ̂
′(i∂t0)∂t1e0 + i∂t0 χ̂
′(i∂t0)∂t2e0
−1
2
∂t0 χ̂
′′(i∂t0)∂t1t1e0 + η∂t0e
2
0e0},
∇0 · b2 = −{∇1 · b1 +∇2 · b0},
∇0 · e2 + χ̂(i∂t0)∇0 · e2 = −{∇1 · e1 +∇2 · e0 + χ̂(i∂t0)∇1 · e1
+iχ̂′(i∂t0)∂t1∇0 · e1 + χ̂(i∂t0)∇2 · e0 + iχ̂′(i∂t0)∂t2∇0 · e0
+iχ̂′(i∂t0)∂t1∇1 · e0 −
1
2
χ̂′′(i∂t0)∂t1t1∇0 · e0 + η∇0 · (e20e0)}. (73)
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We now insert (47) and (72) into (73). This gives us
∂t0b2+∇0×e2 = −{i(∂t1∇1A0 · t)u + i∇1∂t1A0 × q,
+i
ω
k
∇1(∇1A0 · u)× q + iω
k
∇1(∇1A0 · q)× u + k∂t2A0t
+ω∇2A0 × q}eiθ0 + (∗),
∂t0e2−c2∇0×b2+∂t0 χ̂(i∂t0)e2 = −{iF (ω)∂t1t1A0q
+iG(ω)(∂t1∇1A0 · u)q + iG(ω)(∂t1∇1A0 · q)u− ic2∇1(∇1A0 · t)× u
−c2k∇2A0 × t +H(ω)∂t2A0q− 3iηω4|A0|2A0}eiθ0 + (∗),
∇0 · b2 = −{i∇1(∇1A0 · t) · u + k∇2A0 · t}eiθ0 + (∗),
∇0 · e2 + χ̂(i∂t0)∇0 · e2 = −{in2∇1∂t1A0 · q + in2
ω
k
∇1(∇1A0 · u) · q
+in2
ω
k
∇1(∇1 · q) · u + ωn2∇2A0 · q}eiθ0 + (∗), (74)
where we have defined
F (ω) = n2 + 2ωχ̂′(ω) +
1
2
ω2χ̂′′(ω),
G(ω) =
ω
k
(n2 + ωχ̂′(ω)),
H(ω) = ω(n2 + ωχ̂′(ω)). (75)
Like for the order ε equations, we will look for bounded solutions of the form
e2 = ae
iθ0 + (∗),
b2 = be
iθ0 + (∗). (76)
Inserting (76) into (74) we get the following linear system of equations for the
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constant vectors a and b
−iωb + iku× a = −{i(∂t1∇1A0 · t)u + i∇1∂t1A0 × q
+i
ω
k
∇1(∇1A0 · u)× q + iω
k
∇1(∇1A0 · q)× u + k∂t2A0t
+ω∇2A0 × q}, (77)
−iωn2(ω)a− ic2ku× b = −{iF (ω)∂t1t1A0q
+iG(ω)(∂t1∇1A0 · u)q + iG(ω)(∂t1∇1A0 · q)u
−ic2∇1(∇1A0 · t)× u− c2k∇2A0 × t
+H(ω)∂t2A0q− 3iηω4|A0|2A0}, (78)
iku · b = −{i∇1(∇1A0 · t) · u + k∇2A0 · t}, (79)
ikn2u · a = −{in2∇1∂t1A0 · q + in2
ω
k
∇1(∇1A0 · u) · q
+in2
ω
k
∇1(∇1 · q) · u + ωn2∇2A0 · q}. (80)
We introduce the longitudinal and transversal vector components for a and b
like before, and find from (79) and (80) that
a‖ = (−1
k
∇1∂t1A0 · q−
ω
k2
∇1(∇1A0 · u) · q
− ω
k2
∇1(∇1A0 · q) · u + iω
k
∇2A0 · q)u, (81)
b‖ = (i∇2A0 · t− 1
k
∇1(∇1 · t) · u)u. (82)
The longitudinal part of (77) is
u · b = 1
ω
{∂t1∇1A0 · t−∇1∂t1A0 · t−
ω
k
∇1(∇1A0 · u) · t + iω∇2A0 · t}, (83)
and in order for (83) to be consistent with (82), we find that the following
solvability condition must hold
∂t1∇1A0 · t = ∇1∂t1A0 · t. (84)
The longitudinal part of (78) is
u · a = 1
ωn2
{G(ω)∂t1∇1A0 · q + ic2k∇2A0 · q}, (85)
and in order for (85) to be consistent with (81) we find, after a little algebra,
that the solvability condition
ω
k
n2(ω)∇1∂t1A0 · q +G(ω)∂t1∇1A0 · q =
−c2∇1(∇1A0 · q) · u− c2∇1(∇1A0 · u) · q, (86)
must hold.
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The transverse parts of (77) and (78) are
−iωb⊥ + iku× a⊥ = −{i∇1∂t1A0 · u + i
ω
k
∇1(∇1A0 · u) · u
−iω
k
∇1(∇1A0 · q) · q + k∂t2A0 + ω∇2A0 · u}t− {i
ω
k
∇1(∇1A0 · q) · t}q,
−iωn2a⊥ − ic2ku× b⊥ = −{iF (ω)∂t1t1A0 + iG(ω)∂t1∇1A0 · u
−ic2∇1(∇1A0 · t) · t + c2k∇2A0 · u +H(ω)∂t2A0 − 3ηiω4|A0|2A0}q
−{ic2∇1(∇1A0 · t) · q}t. (87)
The matrix for this linear system is the same as for the order ε case, (62), so that
the two solvability conditions are determined, through the Fredholm Alternative,
by the vectors (65). The solvability condition corresponding to the first of the
vectors in (65) is
(−c2k)(−iω
k
∇1(∇1A0 · q) · t) + ω(−ic2∇1(∇1A0 · t) · q) = 0,
m
∇1(∇1A0 · q) · t = ∇1(∇1 · t) · q, (88)
and the solvability condition corresponding to the second vector in (65) is
c2k(−{i∇1∂t1A0 · u + i
ω
k
∇1(∇1A0 · u) · u
−iω
k
∇1(∇1A0 · q) · q + k∂t2A0 + ω∇2A0 · u}) + ω(−{iF (ω)∂t1t1A0
+iG(ω)∂t1∇1A0 · u− ic2∇1(∇1A0 · t) · t + c2k∇2A0 · u
+H(ω)∂t2A0 − 3ηiω4|A0|2A0}q) = 0,
m
∂t2A0 + vg · ∇2A0 + iδ1∇1∂t1A0 · u + iδ2∂t1∇1A0 · u
−iβ(∇1(∇1A0 · q) · q +∇1(∇1A0 · t) · t−∇1(∇1A0 · u) · u)
+iα∂t1t1A0 − iγ|A0|2A0 = 0, (89)
where we have defined
α =
ω′F (ω)
2c2k
,
β =
ω′
2k
,
γ =
3ηω′ω4
2c2k
,
δ1 =
ω′
2ω
,
δ2 =
ω′G(ω)
2c2k
.
We have now found all solvability conditions. These are (84 ),(86),(88) and (89).
We now, as usual, define an amplitude A(x, t) by
A(x, t) = A0(x1, t1, ...)|xj = εjx, tj = εjt,
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and derive the amplitude equations from the solvability conditions in the usual
way. This gives us the following system
∂t∇A · t = ∇∂tA · t, (90)
ω
k
n2(ω)∇∂tA · q +G(ω)∂t∇A · q =
−c2∇(∇A · q) · u− c2∇(∇A · u) · q, (91)
∇(∇A0 · q) · t = ∇(∇A · t) · q, (92)
∂tA+ vg · ∇A+ iδ1∇∂tA · u + iδ2∂t∇A · u
−iβ(∇(∇A · q) · q +∇(∇A · t) · t−∇(∇A · u) · u)
+iα∂ttA− iγ|A|2A = 0, (93)
where we as usual have set the formal perturbation parameter equal to 1.
Equations (90) and (92) are automatically satisfied since A(x, t) is a smooth
function of space and time. We know that only amplitudes such that
∂tA ∼ −vg · ∇A = ω′∇A · u, (94)
can be allowed as solutions. This is assumed by the multiple scale method. If
we insert (94) into (91), assume smoothness and use the dispersion relation, we
find that (91) is automatically satisfied. The only remaining equation is then
(93) and if we insert the approximation (94) for the derivatives with respect to
time in the second and third term of (93) we get, using the dispersion relation,
that (93) simplify into
∂tA+ vg · ∇A− iβ∇2A+ iα∂ttA− iγ|A|2A = 0, (95)
where we have also used the fact that
qq + tt + uu = I.
Equation (96) is the celebrated 3D nonlinear Schrødinger equation, including
group velocity dispersion, and is a key equation in the field of optical pulse
propagation in dispersive media. As we have seen before, an equation like this
can be solved as an ordinary initial value problem if we first use (94) to make
the term containing a second derivative with respect to time into one containing
only a first derivative with respect to time.
∂tA+ vg · ∇A− iβ∇2A+ iα(vg · ∇)2A− iγ|A|2A = 0. (96)
The amplitude A determines the electric and magnetic fields through the identities
E(x, t) ≈ {(ωA+ i(ω
k
− ω′)u · ∇A)q
+ i(
ω
k
q · ∇A)u}ei(k·x−ωt) + (∗)
B(x, t) ≈ {kAt + i(t · ∇A)u}ei(k·x−ωt) + (∗). (97)
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The equations (96) and (97) are the key elements in a fast numerical scheme for
linearly polarized wave packet solutions to Maxwell’s equations. Wave packets
of circular polarization or arbitrary polarization can be treated in an entirely
similar manner, as can sums of different polarized wave packets and materials
with nontrivial magnetic response.
The derivation of the nonlinear Scrodinger equation for linearly polarized
wave packets I have given in this section, is certainly not the simplest one possible.
However, the aim in this section has been to illustrate how to apply the multiple
scale method to vector PDEs in general, not to do it in the most effective way
possible, for the particular case of linearly polarized electromagnetic wave packets
in non-magnetic materials. If the material has a significant magnetic response, a
derivation along the lines given is necessary.
All the essential elements we need in order to apply the method of multiple
scales to problems in optics and laser physics, and other areas of science too, are at
this point known. There are no new tricks to learn. Using the approach described
in these lecture notes, amplitude equations can be derived for most situations
of interest. Applying the method is mechanical, but for realistic systems there
can easily be a large amount of algebra involved. This is unavoidable; solving
nonlinear partial differential equations, even approximately, is hard.
In these lecture notes we have focused on applications of the multiple scale
method for time-propagation problems. The method was originally developed for
these kind of problems and the mechanics of the method is most transparent for
such problems. However the method is by no means limited to time propagation
problems.
Many pulse propagation schemes are most naturally formulated as a boundary
value problem where the propagation variable is a space variable. A very general
scheme of this type is the well known UPPE[17] propagation scheme. More
details on how the multiple scale method is applied for these kind of schemes
can be found in [10] and [7].
10 Appendix B
10.1 The maximum entropy principle for classical systems
Let x1, ..., xn be random variables with an associated probability distribution
ρ(x1, ..., xn). Let f1(x1, ..., xn), ..., fp(x1, ..., xn) be functions defined on the space
of random variables Ω = {(x1, x2, ..., xn)} where the variables xn can run over
a finite set, an infinite discrete set, for example a set indexed by a finite set
of integers, or the variables can run over the real numbers. We will usually
think about the real number case and will therefore write integrals instead of
sums. The functions fj are our observables. Their expectation values are as
usual defined by
〈fj〉 =
∫
Rn
dV fj(x1, ..., xn) ρ(x1, ..., xn). (1)
The expectation value of a given observable of course depends on which proba-
bility distribution, ρ, we use. The challenge in statistics is to figure out which
probability distribution one should use in any given situation. Let us say that
we for some reason, (expert knowledge,guesswork, hearsay, ...) believe that a
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probability distribution ρ0 accurately represents what we currently know about
a given system. The probability distribution ρ0 is called the prior distribution,
or just the prior.
Let us next assume that we measure the mean values of the observables
f1, ..., fp and find the values c1, ..., cp. If
〈fj〉0 =
∫
Rn
dV fj (x1, ..., xn) ρ0(x1, ..., xn) = cj , (2)
we are satisfied with our choice of prior. It predicts exactly the mean values that
are observed.
But we might not be so lucky. Perhaps
〈fj〉0 6= cj , (3)
for at least one j. Our selected ρ0 is then not the correct one, it predicts
expectation values that are not observed. The challenge is to modify ρ0 into a
new distribution ρ that is consistent with all the observed mean values.
For this purpose we define a functional S(ρ) by
S(ρ) = −
∫
Rn
dV ρ ln
(
ρ
ρ0
)
. (4)
S is by definition the relative entropy of the probability distribution ρ with
respect to ρ0. We will see later that our use of the word entropy here is consistent
with its usage in thermodynamics.
The maximum entropy principle states that one should choose the probability
distribution that maximizes the functional
S(ρ) = −
∫
Rn
dV ρ ln
(
ρ
ρ0
)
, (5)
subject to the constraints
〈fj〉 =
∫
Rn
dV fj ρ = cj , j = 1, 2, ..., p. (6)
10.1.1 The general thermodynamical formalism
In this section we will solve the maximum principle stated in the previous section
using the calculus of variations. The problem will initially be solved in the
general setting described in the previous section, but we will eventually specialize
to the case of statistical mechanics.
In order to proceed we must first recognize that in additional to the p
constraints (6), we have one more constraint that simply expresses the fact that
ρ is a probability distribution.
〈1〉 =
∫
Rn
dV ρ(x1, ..., xn) = 1, (7)
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and we thus have p+1 constraints and therefore introduce an extended functional
T (ρ) = S(ρ)− λ0 〈1〉 −
p∑
j=1
λj 〈fj〉 , (8)
Note that we could have written
T (ρ) = S(ρ)− λ0 (〈1〉 − 1)−
p∑
j=1
λj (〈fj〉 − cj), (9)
in order to make the values of the constraints explicit. However, all constant
terms vanish when we take variational derivative, so we might as well drop the
constant terms. Also note that our choice of minus sign in front of the Lagrange
multiplier terms in (8) and (9) is a convention inspired by the application of this
formalism to the case of statistical mechanics.
The integral density corresponding to the extended functional T (ρ) is
L = −ρ ln
(
ρ
ρ0
)
− λ0 ρ−
p∑
j=1
λj fj ρ. (10)
Observe that L does not depend on any derivatives of ρ. The Euler-Lagrange
equation for T is therefore simply
∂L
∂ρ
= 0, (11)
m
− ln
(
ρ
ρ0
)
− 1− λ0 −
p∑
j=1
λjfj = 0,
whose solution is
ρ =
ρ0
Z
exp
−∑
j
λj fj
,
where we have defined Z = exp{(1 + λ0)}. In order for the constraint 〈1〉 = 1 to
be satisfied, we must have
〈1〉 = 1,
m∫
Rn
dV
ρ0
Z
exp
−∑
j
λj fj
 = 1,
m
Z = Z(λ1, ..., λp) =
∫
Rn
dV ρ0 exp
−∑
j
λj fj
, (12)
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and the stationary distribution is
ρ(x1, ..., xn) =
ρ0(x1, ..., xn)
Z(λ1, ..., λn)
exp
−
p∑
j=1
λj fj(x1, ..., xn)
. (13)
ρ is called the maximum entropy distribution and Z is the partitionfunction.
Note that we have not proved that the distribution (13) in fact gives a maximum
value for S, but this can be done[5].
The Lagrange multipliers λ1, ..., λp are chosen so that all the constraints are
satisfied
〈fj〉 =
∫
Rn
dV fj(x1, ..., xn) ρ(x1, ..., xn) = cj j = 1, ..., p . (14)
The system of equations (14) consists of p equations for the p unknown quantities
λj .
As it turns out, we almost never need to know the distribution ρ from (13),
it is enough to know the partition function. Observe that
〈fj〉 =
∫
Rn
dV fj ρ
=
1
Z
∫
Rn
dV fj ρ0 exp
− p∑
i=1
λifi

= − 1
Z
∫
Rn
dV ∂λj{ρ0 exp
− p∑
i=1
λifi
}
= − 1
Z
∂λj
∫
Rn
dV ρ0 exp
− p∑
i=1
λifi

= − 1
Z
∂λjZ = −∂λj lnZ
⇓
〈fj〉 = −∂λj lnZ, (15)
and thus we can find the mean of all the quantities fj by taking partial derivatives
of the natural logarithm of the partition function with respect to the Lagrangian
multipliers. Moreover, we also have
∂λjλk lnZ = ∂λj (
1
Z
∂λkZ) (16)
= − 1
Z2
∂λjZ ∂λkZ +
1
Z
∂λjλkZ
= −∂λj lnZ ∂λk lnZ +
1
Z
∫
Rn
dV fj fk ρ0 exp
−∑
i
λi fi

= −∂λj lnZ ∂λk lnZ + 〈fj fk〉 .
Thus
〈fj fk〉 = ∂λj lnZ ∂λk lnZ + ∂λj λk lnZ (17)
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In a similar way all correlation coefficients
〈
fn11 ...f
np
p
〉
can be expressed through
partial derivatives of the partition function.
Inserting the maximum entropy distribution (13) into the entropy functional
(5) gives us the following expression for the maximal value of the entropy
S = lnZ +
∑
j
λj 〈fj〉 . (18)
From a mathematical point of view we now have two sets of variables {〈f1〉 , ..., 〈fp〉}
and {λ1, ..., λp}. Geometrically we imagine that these two pairs of variables,
together with S, defines a space Ω of odd dimension 2p + 1 with coordinates
{S, 〈f1〉 , ..., 〈fp〉 , λ1, ..., λp}. The p identities (14) defines a p + 1 dimensional
surface Λ in Ω.
Taking the differential of the identity (18) we get
dS =
∑
j
∂ lnZ
∂λj
dλj +
∑
j
{〈fj〉 dλj + λjd 〈fj〉}.
Restricting this differential to the surface Λ, and thus using the identities (15),
gives us the following expression for the differential dS restricted to the surface
Λ
dS =
∑
j
λjd 〈fj〉 . (19)
The identity (18) defines the entropy as a function depending on all 2p variables
in Ω. We therefore have
dS =
∑
j
∂S
∂λj
dλj +
∑
j
∂S
∂ 〈fj〉d 〈fj〉 . (20)
Comparing (19) and (20) we conclude that on the surface Λ we must have the
identities
∂S
∂λj
= 0,
∂S
∂〈fj〉 = λj . (21)
Thus, on the surface Λ, the entropy depends only on the variables {〈f1〉 , ..., 〈fp〉}
and the derivative with respect to these variables determines the values of the
Lagrange multipliers in terms of the data {c1, ..., cp} of the problem.
It is frequently the case that in addition to the variables {x1, ..., xn}, the
observables depends on parameters. For notational simplicity, let us assume that
there is only one parameter denoted by the symbol α. Thus we have observables
{f1(x1, ...xn;α), ..., fp(x1, ...xn;α)}. The presence of the parameter does not
change the argument leading up to the maximum entropy distribution (13) and
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thus we have the formulas
ρ(x1, ..., xn;α) =
ρ0(x1, ..., xn)
Z(λ1, ..., λp;α)
exp
−
p∑
j=1
λj fj(x1, ..., xn;α)
,
Z(λ1, ..., λp;α) =
∫
Rn
dV ρ0 exp
−∑
j
λj fj(x1, ..., xn;α)
. (22)
Differentiation of the partition function (22) with respect to the parameter α
gives us the expression
∂Z
∂α
= −
∫
Rn
dV ρ0
∑
j
λj
∂fj
∂α
exp
−∑
j
λj fj
,
⇓
∂ lnZ
∂α
= −
∑
j
λj
〈
∂fj
∂α
〉
. (23)
If we repeat the calculation leading from (18) to (19) for the case when the
observables depends on a parameter α, we now get instead of (19) the following
more general expression for the differential of the entropy
dS =
∑
j
λjd 〈fj〉 −
∑
j
λj
〈
∂fj
∂α
〉
dα, (24)
where we have used the identity (23).
Note that this differential identity can be written in the form
dS =
∑
j
λjdQj , (25)
where we have introduced the quantities dQj representing generalized heat
associated with the observables
dQj = d 〈fj〉 −
〈
∂fj
∂α
〉
dα
= d 〈fj〉 −
〈
∂fj
∂α
dα
〉
= d 〈fj〉 − 〈dfj〉 . (26)
Formula (26) tells us what heat actually represents. Physical systems on the
human scale, these are evidently the ones of most immediate interest to us,
consists of an immense number of elementary subsystems. The detailed con-
figurationl variables for all these elementary systems defines the microscopic
degrees of freedom of the human scale system. The state of these microscopic
degrees of freedom are unknown to us and our ability manipulate then directly
is entirely lacking. The few degrees of freedom of the system whose state we
can know and which we have the means to manipulate defines the macroscopic
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degrees of freedom for the system. In our description of thermodynamics these
are the observables fj . A change in the mean value of a macroscopic degrees
of freedom,d 〈fj〉, comes from two sources. The first source is a change in the
observable representing the said macroscopic degree of freedom, this is the kind of
change that we have the ability to induce by direct manipulation. This quantity
is represented by 〈dfj〉 in formula (26). When this quantity is subtracted from
d 〈fj〉 , what remains is the second source of change of the mean. This second
source is a change in the underlying probability distribution which represents
a change in our information about the microscopic state of the system. When
our ignorance about the microscopic state of a system increase the system grows
“hotter”, corresponding to an increase in dQj .
As is usual in thermodynamics, the formalism is misleading in the sense
that dQj merely denote an infinitesimal amount of generalized heat and is
not the differential of some function Qj . No such function exists. The proper
mathematical way to think about the identity (25) is that dS and dQj are
differential forms where dS is an exact differential forms, meaning it is the
differential of a function, and dQj are inexact differential forms and thus not the
differential of a function. However, the mathematical formalism of differential
forms must be introduced in the very large context of differential geometry and
we will not digress into this area of mathematics.
The above explanation of the nature of heat, referred to the original appli-
cation of the thermodynamical formalism, where the systems has an immense
number of microscopic degrees of freedom, which are in principle knowable and
controllable, but as practical matter, not. We however know that the thermo-
dynamical formalism can be applied to any situation where systems has more
degrees of freedom than the ones we chose to observe. This might be because
the underlying degrees of freedom are unknown but it could also be the case that
they are known but that we for various reasons choose to ignore them. In both
cases the argument above stands and the existence of the unknown or ignored
degrees of freedom manifest as heat in the theory.
We will now derive a generalized version of identity (23) that plays a crucial role
when the thermodynamical formalism is applied to the special case for which the
underlying space is the state space of a physical system. The system could be a
classical mechanical system consisting of a finite number of particles, a system
of classical fields or even the Fock state space for a quantum mechanical many
particle system.
In all these cases, one consider systems that are confined to a bounded spatial
domain D which is defined by its bounding surface Γ. Thus all observables for
the system will typically depend on the bounding surface Γ, fj = fj(x1, ...xn; Γ).
We will now consider a small deformation, δΓ, of the bounding surface Γ. Thus
Γ −→ Γ + δΓ. This deformation leads to variations
δΓfj(x1, ...xn; Γ) = fj(x1, ...xn; Γ + δΓ)− fj(x1, ...xn; Γ),
δΓZ(λ1, ..., λp; Γ) = Z(λ1, ..., λp; Γ + δΓ)− Z(λ1, ..., λp; Γ). (27)
Arguing exactly like we did for the simple case of a single parameter we now
find the important identity
δΓ lnZ = −
∑
j
λj 〈δΓfj〉 . (28)
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This identity will, for the special cases mentioned above, lead to the definition
of the thermodynamic pressure and related quantities. Corresponding to the
differential identity for the entropy (25) we now get the following more general
variational identity
δS =
∑
j
λjd 〈fj〉 −
∑
j
λj 〈δΓfj〉 . (29)
10.1.2 The thermodynamic formalism in statistical physics
Let us now consider the special case when our underlying space is the classical
state space for a mechanical system with n degrees of freedom. This could for
example consist of n mass points. We will assume that the system is confined
to a bounded domain D in R3 defined by a bounding surface Γ. The state
space is thus a subset of the euclidean space R6n with coordinates (q,p) =
(q1, ...,qn,p1, ...,pn), since we need 3 position coordinates and 3 momentum
coordinates for each particle in order to uniquely specify the state of the system.
Let H = H(q,p) be the Hamiltonian for the system of mass points. Recall that
the value of the Hamiltonian on any given state, (q,p), is the energy, E, of that
state.
When n is large it is very hard, and also mostly useless, to try to track the exact
state (q(t),p(t)) of a system of mass points.
For such a large system it is more useful to consider a probability distribution
ρ(q,p) on the state-space. This is the point of view introduced by Gibbs. We
will first consider the simplest, and by far the most common situation, where
the Hamiltonian, H = H(q,p) is the only observable. The maximum entropy
distribution for this case is
ρ(q,p) =
ρ0(q,p)
Z
exp
(
−H(q,p)
kT
)
, (30)
where the partition function is given by
Z = Z(T ) =
∫
R6n
dqdp ρ0(q,p) exp
(
−H(q,p)
kT
)
, (31)
and where we have redefined the single Lagrange multiplier using
λ =
1
k T
. (32)
In this formula, k is the Boltzmann constant and T is a new parameter which by
definition is the thermodynamic temperature. The parameter T is determined
by
E = 〈H〉 ,
m
E = k T 2 ∂T lnZ, (33)
where we have used the chain rule
∂λ = −k T 2 ∂T , (34)
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in the general formula (15).
Formula (33) is in statistical mechanics and thermodynamics called the
equation of state, and all thermodynamic statements that can be made about
the system flows from this formula. The formula for the equation of state may
look innocent, in order to find it you merely need to take the derivative of the
partition function, and partition function also looks innocent, after all it is just
a function of one variable, the kind of function we study in first year calculus.
However, in order to actually find an expression for this single variable function
one needs to do the integral in formula (31), and this is a multiple integral
involving something like 1027 integration variables in typical situations! Clearly,
an exact formula for the partition function can rarely be found. Approximate
expressions where the large number of particles are used to ones advantage can
more frequently be found, but pushing through calculations like these are as a
rule extremely technical. More than one Nobel price has been handed out for
developing feasible schemes for calculating the partition function. Given the level
of complexity involved in calculating the partition function from the defining
formula (31), and the fact that the partition function simply is a function of one
or a few variables, it should come as no surprise that the most common approach
to finding the equation of state is to fit parametrized functions to experimental
data.
The maximum entropy distribution (30) is recognized to essentially be the
Gibb’s Canonical ensemble from statistical physics.
The Gibb’s ensemble is the foundation of statistical physics. All results
in statistical physics flows from formula (30). Statistical physics is also the
foundation of thermodynamics so all conclusions from that subject also flow
from the Gibb’s ensemble (30). In the thermodynamics context, (33) is, as we
have already remarked, nothing but the equation of state.
An interesting insight here is that the temperature of a thermodynamic
system is in fact a Lagrange multiplier!! This is a profound insight that to this
day has not been fully understood or explored.
From this example, it appears useful to think of any application of the maximal
entropy principle as an extension of the methods of statistical mechanics to
systems that has absolutely nothing to do with the motion of mass points.
This wide general applicability of the methods of statistical physics has lead
to deep questions and insights into the nature and significance of the assumption
of equilibrium that appears to underline the application of the Gibb’s ensemble
in statistical physics.
There is also the intriguing fact that the very same functional (5) used in the
maximum entropy principle, is also the foundation of information theory which
was discovered by Shannon in 1948. This connection between information theory
and statistical mechanics (and thermodynamics) has lead to deep insights into
the role of information in our fundamental physical theories.
As already discussed in the introduction, the general nature and wide applicability
of the maximum entropy principle has been described well by E.T. Jaynes in
many papers and the (unfinished) monumental book ”Probability theory: The
Logic of Science”.
As if all this is not impressive enough for one single principle, it is also a very
intriguing fact that when one looks deep into the heart of fundamental physics,
in the form of quantum field theory, one again finds an appropriately generalized
form of the partition function (12). The whole computational engine in the
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theory of quantum fields revolve around a generalized Gibb’s ensemble!
What on earth is going on...
10.1.3 The problem of prior
Note that formula (30) does not uniquely define Gibbs ensemble because of the
presence of the prior distribution ρ0. The actual Gibbs ensemble corresponds to
the choice ρ0 = 1. When using the information theoretical approach to statistical
mechanics and thermodynamics, like we do here, one should be very wary when
it comes to the choice of the prior distribution. It is simply the most contentious
issue in the whole theory. One should ask pointed questions of justification for
any proposed choice. What kind of information about the system is it based on,
and is it the correct embodiment of said information?
In fact, if one study expositions of statistical mechanics and thermodynamics,
which are based on the traditional objective dynamical approach to the subject,
one finds that the choice of what from the information theoretical point of view
is the prior distribution, is much discussed. The reasons for choosing ρ0 = 1 that
have appeared through these discussions are, in our humble opinion, not very
convincing.
The problem of determining the prior distribution has been at the center
of probability theory and statistics from the very start. The general rules
of probability theory tells us how to compute probabilities for derived events
from probabilities of primary events. The problem of prior is concerned with
the problem of assigning probabilities to primary events. The assignment is
supposed to reflect an observers state of knowledge about the primary events.
The assignment should be the same for different observers with the same state of
knowledge but can be different for observers with different states of knowledge
[12]. In this sense probability assignments are subjective [13],[2],[3]. The problem
of the prior is how to turn states of knowledge into probability assignments. The
first solution to this problem was used by the very founders of probability theory
(Bernoulli and Laplace). If the observers only knowledge of the primary events
are their number, then a uniform probability assignment should be used. This
idea was later named the principle of indifference by J. M. Keynes. Generalizing
this idea to countably infinite or even continuous spaces of primary events has
turned out to be very problematic. Laplace himself used such a generalization
is his work on probability theory. His probability distribution was uniform
and not normalizable since it was defined on the whole real line. Using a
uniform distribution for representing indifference about a random variable on a
finite interval on the real line would seem to be more reasonable, at least it is
normalizable. However even in this case serious problems arise as the well known
Bertrand’s paradox shows. Problems and paradoxes arising from the various
generalizations of the principle of indifference to continuous random variables
played no small part in the creation and for a long time complete dominance of
the frequency interpretation[4] of probability theory.
The principle of maximum entropy appears first in the writings of W. Gibbs
[6] on thermodynamics and statistical physics and later in the fundamental work
on information theory by Shannon [23]. However it was E. T. Jaynes [11] who
realized the real importance and general nature of the principle of maximum
entropy. In his hands it turned into a general method for turning prior knowledge
in the form of mean values for observables defined on finite state spaces, into
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prior probability assignments.
Let us consider this simplest case in more detail. Let Ω = {x1, x2, ...., xn} be
a finite space of primary events. The algebra of possible events is the set of all
subsets of Ω. A probability assignment on the set of primary events is a finite
set of numbers p = {pi} such that 0 ≤ pi ≤ 1 and
∑n
i=1 pi = 1. Let f1, ..., fk be
real valued functions on Ω. The principle of maximum entropy states that if
the means of the functions f1, .., fk are known, 〈fi〉 = ci, one should, among all
probability assignments that satisfy the constraints, pick the one that maximizes
the entropy S = −∑ni=1 pi ln pi. The solution to this constrained maximization
problem is, as we have seen, the maximum entropy distribution
p =
1
Z(λ1, ..., λk)
exp
− k∑
j=1
λjfj
 , (35)
where Z is the partition function and is given by
Z(λ1, ..., λk) =
n∑
i=1
exp
− k∑
j=1
λjfj(i)
 . (36)
Observe that for the particular situation where there are no constraints, the
principle gives Z = n and the maximum entropy distribution is uniform
pi =
1
n
. (37)
Thus, for an observer that only know that there are n possible primary events,
the maximum entropy distribution is exactly the one suggested by the principle
of indifferent! The conclusion appeared to be that not only could the maximum
entropy distribution tell us how to choose the best distribution in the presence
of observed means of a finite number of observables, it could also tell us which
distribution to choose when our ignorance is so profound that the only thing
we know about a situation is the number of possible primary events. This
distribution is of course exactly what we have called the prior distribution. For
a time it looked as if the problem of prior was essentially solved. However
continuous valued random variables again turned out to be the Achilles heel.
For finite spaces of events the principle will give a unique probability assignment,
but when generalizing it to continuous random variables by taking a continuum
limit of the finite discrete expression for the entropy, an unknown probability
density appears. The density appears because the continuum limit is not unique.
Different limiting expressions are found depending on how one approach the
continuum through a countable set of discrete spaces. The unknown probability
distributions that appears essentially depends on how the discrete points bunch
up in the limit. The meaning of this probability density became clear when
it was realized that it is the maximum entropy distribution corresponding to
no constraints. Thus it was understood that in order to apply the principle of
maximum entropy one must start with a prior distribution. The principle of
maximum entropy could not determine the prior, it could only tell us how to
modify an already existing prior in order to satisfy constraints in the form of
mean values. It seemed as if one were back to square one.
There does however exist a systematic way to turn prior information on
means of observables into prior distributions, and it does involve the maximum
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entropy principle, but not in the direct way just described. In fact, after a
certain reformulation it will become evident that the problem of selecting a prior
is not merely a side issue that has to be resolved in order to proceed with the
real work of applying the maximum entropy principle, the problem of prior is
the only issue as far as the maximum entropy principle is concerned.
In order to describe this reformulation of the principle of maximum entropy,
we will return to the special case of statistical mechanics. In the previous section
we discussed the problem of specifying the prior in the context of statistical
mechanics and expressed our doubt as to the justifications for making the
standard choice ρ0(q,p) = 1. Even if we are doubtful about the justification
for this particular choice, it is clear that when we apply the maximum entropy
principle in statistical mechanics there is a physical context that certainly
makes some choices of the prior more reasonable than othersr. By picking
the Hamiltonian function as our observable we must also acknowledge that the
system evolve according to the corresponding Hamiltonian equations. It is always
the case that the the Hamiltonian function, H(q,p), which represents the energy,
is a constant of the motion. Depending on the symmetries of the interaction,
Hamiltonian systems of equations may also have other conserved quantities. The
generic situation is however that the energy is the only conserved quantity. We
will assume that this is the case and let the corresponding Hamiltonian function
H be our only observable. The maximum entropy distribution is now given by
expression (102) where ρ0 is the prior distribution. It is in the current context
reasonable to impose the condition that the prior is a stationary solution to the
corresponding Liouville equation. But this means that the prior distribution,
ρ0 = ρ0(q,p), is a conserved quantity for the Hamiltonian system and since
the Hamiltonian is the only independent conserved quantity for our generic
Hamiltonian system we must have
ρ0(q,p) = f0(H(q,p)),
where f0 is an arbitrary function defined on the positive real line. Using this
fact we have from (31)
Z(T ) =
∫
R6n
dq dpρ0(q,p) exp
(
−H(q,p
kT
)
=
∫
R6n
dq dpf0(H(q,p)) exp
(
−H(q,p
kT
)
=
∫ ∞
0
dE exp
(
− E
kT
)
f0(E)
∫
H=E
dq dp
=
∫ ∞
0
dE exp
(
− E
kT
)
ρ0(E), (38)
where we have defined
ρ0(E) = f0(E)
∫
H=E
dq dp. (39)
The constraints on the microscopic prior distribution ρ0(q,p) has reduced our
original maximum entropy principle on the extremely high dimensional space
R6n with the Hamiltonian as our observable, to a maximum entropy problem
on the real line where the coordinate on the line, E, is the observable and the
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macroscopic prior is given by (39). The maximum entropy distribution for this
case is
ρ(E) =
ρ0(E)
Z(T )
exp
(
− E
kT
)
, (40)
where the partition function is given by
Z(T ) =
∫ ∞
0
dE ρ0(E) exp
(
− E
kT
)
. (41)
This simple situation where we apply the entropy principle to a low dimensional
state space Rp and where the observables are the coordinate functions, x1, ..., xp
on the space is not special at all, in fact this is the most common situation when
we apply the maximum entropy principle and other applications can almost
always be reduced to this situation using an approach similar to the reduction
from R6n to R described for the case of statistical mechanics.
In most applications of probability theory in statistics there is no underlying
high dimensional space of primary events, Ω, like in statistical mechanics and
other areas of physics, and the random variables are not some functions, like the
Hamiltonian, defined on this space.
Thus in the typical case one can assume that Ω = Rp, where p is a fairly
small number, and that the random variables are just the coordinate function
on Rp. The prior probability distribution is then a function, ρ0 = ρ0(x1, ..., xp),
on Rp, and the partition function is given by the formula
Z(λ1, .., λp) =
∫
Rp
dx1dx2...dxp ρ0(x1, ..., xp) exp
− p∑
j=1
λjxj
. (42)
The partition function is thus nothing but the multi dimensional Laplace trans-
form of the prior distribution. This relation can be inverted, using analytical
continuation and the multidimensional Fourier transform on the imaginary λj
axes, and thereby expressing the prior in terms of the partition function
ρ0(x1, ..xp) =
1
(2pi)p
∫
Rp
dλ1..dλpZ(iλ1, .., iλp) exp
i p∑
j=1
λjxj
. (43)
The whole content of the maximum entropy principle is contained in the integral
transforms (42) and (43) connecting the partition function and the prior distri-
bution. This is the promised reformulation of the maximum entropy principle,
and we understand now that the prior distribution is not merely a bit player
in this drama, it is the only player. In the next section we will show how this
reformulation of the maximum entropy principle gives us a method for solving the
problem of prior, which we now see is the only remaining fundamental problem
in the statistical modeling of natural or artificial systems.
10.1.4 Solving the problem of prior using stochastic relations
In probability theory and statistics, random variables are often grouped into
statistical quantities. These are certain algebraic combinations of means of
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functions of the random variables. A large set of such statistical quantities are
in use, some simple examples are
〈x〉 The mean of x. (44)〈
x2
〉− 〈x〉2 The variance of x. (45)〈
x3
〉− 3 〈x〉 〈x2〉+ 2 〈x〉3 The third cumulant. (46)
〈xy〉 − 〈x〉 〈y〉 The cross variance of x and y. (47)
All such quantities can systematically be expressed as functions of the form
F (q1, .., qk) where the variables qj are means of monomials in the random
variables. We will define stochastic relations to be systems of equations for the
quantities qj .
Fi(q1, .., qk) = 0 i = 1, ..., s. (48)
Such relations are common in probability and statistics. Examples are zero
mean, fixed variance, uncorrelated variables and identities expressing higher
order cumulants in terms of lower ones. Identities such as the last ones in the
previous list are the fundamental tools used to construct theories of turbulence
in fluid, gases and elsewhere. They are also, in their quantum incarnations,the
key tools used to find viable simplified models in solid state physics and material
science.
In the previous section we have seen that the maximum entropy principle
defines a Laplace transform that map the prior distribution to a partition
function. As a direct consequence of this transformation, we can express means
of monomials in the random variables in terms of partial derivatives of the
partition function. For example we have
〈fi〉 = − 1
Z
∂λiZ,
var(fi) =
〈
f2i
〉− 〈fi〉2 = − 1
Z2
∂λZ
2 +
1
Z
∂λλZ.
This means that the maximum entropy principle turns stochastic relations into
systems of partial differential equations for the partition function and therefore
imposes constraints on the prior distribution.
The problem is now how to describe the space of solutions of these systems
of partial differential equations. In general, not all solutions to the equations can
correspond to prior probability distributions. From the definition of the partition
function it is for example clear that Z(0) = 1 must hold for any acceptable
solution. Finding necessary and sufficient conditions for functions to be the
Laplace transform of a probability distribution, and thus be acceptable solutions
of the systems of differential equations corresponding to stochastic relations,
is not a simple matter, but some results are known [22]. We will not discuss
this problem but rather try to explicitly construct the solution space or to say
something useful about the structure of the solution space using methods from
the formal theory of differential equations . Typically, the solution space is not a
linear space and even when it is, the dimension could easily be infinite. However,
depending on the number and types of stochastic relations the solution space can
end up being parametrized by a finite set of parameters or even be a single point.
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In this last situation the stochastic relations determine the prior uniquely. Note
that in ordinary (parametric) statistics finite parameter families of probability
distributions (Gaussian, Poisson, Bernoulli, t-distribution, etc) are assumed to
apply in given situations. From the point of view discussed in these notes, this
means that in ordinary statistics, stochastic relations constrain the solution space
enough for it to be parameterized in terms of a finite number of parameters.
Nonparametric statistics correspond to the situation when the solution space
is so weakly constrained that it can not be parameterized in terms of a finite
number of parameters. Methods from the theory of partial differential equations
can in some cases parameterize such weakly constrained solution spaces, not in
terms of real numbers, but in terms of arbitrary functions. However for such
weakly constrained solution spaces there is another powerful tool available. This
is the formal theory of partial differential equations. The main object of study in
this theory is the infinitely prolonged hierarchy of a given systems of differential
equations. Thus one studies the infinite set of all differential consequences of a
given system of equations. Each such differential consequence can be converted
back into a stochastic relation by using the relation between mean of monomials
and partial derivatives in reverse. One therefore gets the corresponding hierarchy
of stochastic relations that are consequences of the original relations induced by
the maximum entropy principle and implemented through the Laplace transform.
In the remaining part of this subsection we will discuss several examples that
illustrate the method that has been outlined.
Stochastic relations for one random variable Essentially all families of
distribution in use in parametric statistics can be derived from simple stochastic
relations involving the mean, variance and skewness. In this section we show
some examples that support this statement.
Delta distribution Let us consider the stochastic relation corresponding
to a fixed mean. It is
〈x〉 − q = 0. (49)
The Laplace transform convert this into the ordinary differential equation
Zλ = −qZ. (50)
For this simple stochastic relation our system of partial differential equations is
a single linear ordinary differential equation. The solution space is linear and
parameterized by a single parameter
Z(λ) = ae−qλ. (51)
The condition Z(0) = 1 fixes the parameter a to be one and we have a unique
solution. It is a simple matter to apply the inverse transform (43) to find the
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corresponding prior distribution
ρ0(x) =
1
2pi
∫ ∞
−∞
dλZ(iλ) exp(iλx)
=
1
2pi
∫ ∞
−∞
dλ exp(−iqλ) exp(iλx)
=
1
2pi
∫ ∞
−∞
dλ exp(i(x− q)λ)
= δ(x− q). (52)
Normal distribution The stochastic relation corresponding to constant
variance is
var(x) = q, (53)
and the corresponding differential equation is
ZZλλ − Z2λ − qZ2 = 0. (54)
This is a second order nonlinear ordinary differential equation. The general
solution of the nonlinear equation that satisfies the requirement Z(0) = 1 is
Z(λ) = e−aλ+
1
2 qλ
2
, a ∈ R. (55)
Using this partition function we can predict the mean of the random variable x
to be
〈x) = − 1
Z(λ)
∂Z(λ)
∂λ
= a (56)
and the corresponding prior distribution is found, using (43), to be
ρ0(x) =
1
2pi
∫
R
dλ Z(iλ) exp(iλ x)
=
1
2pi
∫ ∞
−∞
dλ exp
(
−iaλ− 1
2
qλ2
)
exp(iλ x)
=
1√
2piq
e−
(x−a)2
2q . (57)
which is the normal distribution.
Poisson distribution Let us consider the stochastic relation
var(x) =< x > . (58)
The corresponding differential equation is
ZZλλ − Z2λ + ZZλ = 0. (59)
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This equation and most equations derived from stochastic relations simplify
considerably if we introduce a new function ϕ through Z = eϕ. The equation
for ϕ is
ϕλλ = −ϕλ. (60)
This equation is easy to solve and the corresponding family of partition functions
satisfying, as always, the constraint Z(0) = 1 is
Z(λ) = ea(e
−λ−1). (61)
The corresponding prior distribution is found using (43) to be supported on
Ω = {0, 1, 2, ....} and is of the form
ρ0(k) =
e−aak
k!
. (62)
This is the Poisson distribution.
Gamma distribution Let us consider a stochastic relation
var(x) =
1
k
〈x〉2 k > 0. (63)
Expressed in terms of ϕ the corresponding differential equation is
ϕλλ =
1
k
ϕ2λ. (64)
The general solution of this equation gives the following family of partition
functions
Z(λ) = (1− aλ)−k a > 0. (65)
The corresponding prior distribution is supported on Ω = (0,∞) and is given by
ρ0(x) = x
k−1 e
− xa
akΓ(k)
. (66)
This is the Gamma distribution
Bernoulli and Binomial distribution Let the variance be the following
quadratic function of the mean
var(x) = 〈x〉 (1− 〈x〉). (67)
The corresponding differential equation for ϕ is
ϕλλ = −ϕλ(1 + ϕλ). (68)
The solution of the equation gives the following family of partition functions
Z(λ) = p+ qe−λ p+ q = 1. (69)
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The corresponding distribution is supported on Ω = {0, 1} and is given by
ρ(0) = p, ρ(1) = q. This is the Bernoulli distribution. If we generalize the
stochastic relation to
var(x) = 〈x〉 (1− 1
n
〈x〉). (70)
where n is a natural number we get the differential equation
ϕλλ = −ϕλ(1 + 1
n
ϕλ). (71)
The partition function is found to be
Z(λ) = (p+ qe−λ )n p+ q = 1. (72)
The corresponding prior distribution is now found to be supported on Ω =
{0, 1, ...n} and is on this domain given by
ρ0(k) =
(
n
k
)
pkqn−k. (73)
This is the Binomial distribution.
Stochastic relations for more than one random variable When the
number of random variables become larger than one, stochastic relations in
general leads to systems of nonlinear partial differential equations. Unless the
number and type of relations is right, it is impossible to describe the solution
space in terms of a finite number of parameters. This lead us into the domain
of nonparametric statistics. This is the domain where the methods from the
formal theory of differential equations comes into play. It is not possible to give
nontrivial applications of the theory here and we will therefore limit ourselves to
two simple examples.
The Multinomial distribution Let x1, ...xn be n random variables and
consider the following system of stochastic relations
var(xi) = 〈xi〉 (1− 1
n
〈xi〉) i = 1, ..n ,
cov(xi, xj) = − 1
n
〈xi〉 〈xj〉 i, j = 1, ...n, i 6= j. (74)
The corresponding system of partial differential equations is
ϕλiλi = −ϕλi(1 +
1
n
ϕλi),
ϕλiλj = −
1
n
ϕλiϕλj . (75)
The second part of the system of equations has general solutions of the form
ϕ = n ln(θ) where θ(λ1, .., λn) =
∑n
i=1 θi(λi). Inserted into the first part of the
system this form of ϕ easily gives the partition function corresponding to the
multinomial distribution. This system of relations thus constrained the space
of solutions so much that it could be describes in terms of a finite number of
parameters.
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Stochastic relations for the mean For a single random variable, stochas-
tic relations involving only the mean gives distributions located on a finite number
of points. For more than one random variable such relations gives rise to non-
parametric statistics, or solution spaces parameterized by functions. The theory
of partial differential equations can be used to give a full description of these
solution spaces. As an example of such a relation consider the case of two random
variables whose means are constrained to be on a circle of radius r.
〈x〉2 + 〈y〉2 = r2. (76)
The corresponding partial differential equation is i terms of ϕ
ϕ2λ + ϕ
2
µ = r
2, (77)
and is known from optics as the Eiconal equation.The following Z is in the
solution space
Z = er
√
λ2+µ2 . (78)
This partition functions predicts that the following stochastic relation should
hold
var(x) =
( 〈y〉
〈x〉
)2
var(y). (79)
The partial differential equation has, however, infinitely many solutions. The
method of characteristics can be used to describe the complete solution space. In
order to derive stochastic relations that holds for all Z in the solution space, these
are the ones that can be said to be consequences of the of the circle constrain,
we should consider differential prolongations of the original differential equation.
The first prolongation is the system
ϕ2λ + ϕ
2
µ = r
2, (80)
ϕλϕλλ + ϕµϕµλ = 0, (81)
ϕλϕλµ + ϕµϕµµ = 0, (82)
and this system implies that
ϕλλ =
(
ϕµ
ϕλ
)2
ϕµµ. (83)
Translated into stochastic relations this is exactly the one we derived for
the special solution ϕ = r
√
λ2 + µ2 and it thus holds for all solutions. It is
of considerable interest to find a finite set of basic stochastic relations that
through some construction procedure implies all consequences of some given
system of stochastic relations. This is exactly the kind of question addressed in
the formal theory of partial differential equations and the tools developed there
can now through the maximum entropy principle be brought into the area of
nonparametric statistics.
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10.1.5 Thermodynamic pressure and its cousins
We will now investigate an important consequence of the fundamental variational
identity (28) for the thermodynamic case when the total energy is the only
observable. For this special case the variational identity turns into
〈δΓH〉 = −kT δΓ lnZ. (84)
The force acting at a boundary point x can, taking into account the fact that
the state of the system is determined by the position and momenta of all the n
particles comprising the system, be given by a function
F = F(p,q,x), x ∈ Γ, (p,q) ∈ R6n. (85)
A small deformation of the boundary is determined by an infinitesimal defor-
mation vector field drΓ defined on the boundary Γ. The change in total energy
induced by this deformation is given by
δΓH(p,q; Γ) = −
∫
Γ
dx F(p,q,x) · drΓ. (86)
The fundamental variational identity (28) now gives∫
Γ
dx 〈F(p,q,x)〉 · drΓ = kT δΓ lnZ. (87)
We will in the following only consider the common situation defined by
〈F(p,q,x)〉 = p(x) n, (88)
where n is the unit normal for the surface Γ. Note that by definition, p is now
the pressure for the system. For this case (89) turns into the identity∫
Γ
dx p(x) n · drΓ = kT δΓ lnZ. (89)
Let us first consider the case of a smooth surface, and for this kind of surface,
let us consider an infinitesimal variation of the surface that is a pure expansion
or contraction. This means that drΓ = nds. For this kind of variation the
fundamental variational identity (89) takes the form
ds
∫
Γ
dx p(x) = kT δΓ lnZ. (90)
Using the fact that the volume spanned by the deformation is dΓV = A(Γ)ds,
where A(Γ) is the area of the surface, we have
〈p〉Γ = kT
δΓ lnZ
dΓV
, (91)
where 〈p〉Γ is the average of the pressure over the surface of the cavity.
For some important cases the partition function depends on the surface only
through the volume. For this situation we have
δΓ lnZ =
∂ lnZ
∂ V
dΓV,
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so that
〈p〉Γ = kT
∂ lnZ
∂ V
. (92)
This is the standard formula for the thermodynamic pressure that one finds in
any textbook. It is very frequently true that, independently of the shape, the
partition function for large cavities depends only on the volume of the cavity.
This may however not be the case for smaller cavities and for such cases we must
retreat to the more general identity (91). It is easy to verify that the indentity
(92) holds for any surface smooth or not. If the deformation is a pure expansion
or contraction of a part of the surface defined by Γ0 ⊂ Γ, we also get the identity
(92), but now with Γ→ Γ0.
The general variational identity for the entropy (29) takes for the particular
case discussed in this section the form
δS =
1
kT
d 〈H〉 − 1
kT
〈δΓH〉
=
1
kT
d 〈H〉+ δΓ lnZ
=
1
kT
d 〈H〉+ 1
kT
〈p〉Γ dΓV,
which can be rewritten as
kTdS = dE + 〈p〉Γ dΓV, (93)
where we have used (91) and where now E = 〈H〉 is the energy of the sys-
tem. We recognize (93) as one of the fundamental formulas from conventional
thermodynamics.
In this section we have done the derivation of the formulas for the Thermo-
dynamical pressure for the case of a classical system. However, the derivation
of the pressure formula for the case of quantum systems leads the exact same
formulas. If there are more observables in addition to the energy, for example
total momentum and/or total angular momentum, the pressure formulas must
be generalized. The derivation of the generalizations follow the pattern laid
down in this section.
10.2 The maximum entropy principle for quantum sys-
tems
We have in the first section of these notes introduced the thermodynamical
formalism in the context of classical physics and classical observables. It involved
a state space that was finite or at least finite dimensional, and the challenge was
to determine which probability distribution on the state space is the best to use,
given the means of a finite number of observables of the system. The solution
to this problem was to choose the probability distribution that maximized the
entropy functional (4) under the constraints determined by the given means. At
the face of it, for a quantum system, the situation appears to be very different.
For this case the state space is an infinite dimensional Hilbert space and the
full information that an observer has is encoded in the density operator for the
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system. This is a self-adjoint positive operator ρˆ, on the Hilbert space with trace
equal to one.
Tr(ρˆ) = 1.
The expectation value of any quantum observable, Aˆ is by definition〈
Aˆ
〉
= Tr(ρˆAˆ). (94)
The question one poses is which density operator should be used if we only know
the expectation value of a finite number of quantum observables Aˆi.〈
Aˆi
〉
= ai, i = 1, 2, ...p. (95)
Even though there are real differences between the classical and the quantum
case, much is also the same.
The analog of the Gibbs entropy measure (5) is the Von Neumann entropy
measure for density operators given by
S(ρˆ) = −Tr(ρˆ ln ρˆ). (96)
The solution to the question posed on the previous page proposed by the
Maximum entropy method is to choose the density operator that maximize
the Von Neumann entropy while satisfying the constraints (95). It is a simple
exercise to show that the unique solution to this maximization problem is the
following density operator
ρˆ =
1
Z(λ1, ..., λp)
exp
(
−
∑
i
λiAˆi
)
. (97)
This operator is the maximum entropy density operator. The function Z is the
partition function and is given by
Z(λ1, ..., λp) = Tr
{
exp
(
−
∑
i
λiAˆi
)}
. (98)
Arguing like in the classical case we find that much of the thermodynamic
formalism is the same as before. Specifically we have
S = lnZ +
p∑
i=1
λi
〈
Aˆi
〉
,
〈
Aˆi
〉
= −∂ lnZ
∂λi
,
λi =
∂S
∂
〈
Aˆi
〉 , (99)
∑
i
λi
〈
∂Aˆi
∂α
〉
= −∂ lnZ
∂α
, (100)
where in the last identity we assume that all the observables depend on some
parameter α. Like for the classical case, it is common that the system of interest
317
is restricted to some spatial domain D. In this case we get a quantum analog to
the classical formula (28)
δΓ lnZ = −
∑
j
λj
〈
δΓAˆj
〉
. (101)
As we can see, much of the thermodynamic formalism is the same for the classical
and the quantum case. However some things are different, or they at least appear
to be different. In the classical case we can find correlations between different
observables by computing mixed partial derivatives of the partition function
as shown in (16) and (17). In the quantum case this is problematic unless
the operators commute. For the case of two observables Aˆ and Bˆ we have for
example
∂2Z
∂µ∂λ
=
∂2Z
∂λ∂µ
= 2
〈
AˆBˆ + BˆAˆ
〉
−
〈
Aˆ
〉〈
Bˆ
〉
.
In a sense this should not come as a surprise. The reason for this is that AˆBˆ is
not in general Hermitian even if both Aˆ and Bˆ are. Thus
〈
AˆBˆ
〉
is not something
that you could ever measure, so it does not make sense to try to predict it.
However, AˆBˆ + BˆAˆ is a Hermitian operator and thus
〈
AˆBˆ + BˆAˆ
〉
is something
one would want to predict. And, this is exactly what you would be able to
predict using the thermodynamical formalism.
There is another important way in which the classical and quantum cases
are different; namely the question of how to include prior information about the
system into the thermodynamical formalism. In the classical case this was taken
care of by using the entropy measure (5) that included the prior distribution
ρ0. We have seen how maximization the entropy in the context of statistical
mechanics leads to the distribution
ρ(x1, ...,xn,p1, ...,pn) =
ρ0
Z
exp
(
− H
kT
)
, (102)
which we recognized to be the Gibbs canonical ensemble. This is however
not entirely correct, the canonical ensemble corresponds to the case when we
have a uniform prior. We could have gotten this distribution directly from a
maximization of the functional
S(ρ) = −
∫
Rn
dV ρ ln(ρ). (103)
This is in fact the functional used by Gibbs in his foundational studies of
thermodynamics. It is this functional that is called the Gibbs entropy measure.
The functional we introduced in (5) measure by definition the relative entropy of
ρ with respect to ρ0. It is also denoted by other names in the research literature.
The Von Neumann entropy introduced in (96) is the direct analog of the
Gibbs entropy measure (103). However, in contrast to the classical case, there
does not exists a measure of information for quantum systems that is universally
recognized to be the best measure to use in all cases where there is prior
information to take into account. Many different kind of measures has been
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studied by physicists and mathematicians over the years. Today these questions
are intensely pursued in the topical field of quantum information theory.
Note that the classical relative entropy measure can be written in the form
S(ρ| ρ0) = −
∫
Rn
dV ρ (ln(ρ− ln ρ0)). (104)
One approach to a quantum version of relative entropy is to directly generalize
(104) to the quantum case. This gives us for any pair of density operators ρˆ and
ρˆ0 the relative quantum entropy in the form
SQ(ρˆ| ρˆ0) = −Tr(ρˆ (ln ρˆ− ln ρˆ0)). (105)
One could now guess that the corresponding maximal entropy distribution, when
the only observable is the total energy, will take the form
ρˆ =
ρˆ0
Z
exp
(
− Hˆ
kT
)
, (106)
However, a formula like this can not possibly be correct because the right hand
side of (106) is not a Hermitian operator unless the prior ρˆ0 commutes with the
total energy operator Hˆ.
Here we will not pursue these matters, but we should keep in mind that
there is a real issue here concerning the general validity of the thermodynamical
formalism for quantum systems in cases when there is prior information present.
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