A new iterative approach for hidden Markov modeling of information sources which aims at minimizing the discrimination information (or the cross-entropy) between the source and the model is proposed. This approach does not require the commonly used assumption that the source to be modeled is a hidden Markov process. The algorithm is started from the model estimated by the traditional maximum likelihood (ML) approach and alternatively decreases the discrimination information over all probability distributions of the source which agree with the given measurements and all hidden Markov models. The proposed procedure generalizes the Baum algorithm for ML hidden Markov modeling. The procedure is shown to be a descent algorithm for the discrimination information measure and its local convergence is proved.
Introduction
Commonly used approaches (e.g., see [1]- [2] ) for hidden Markov modeling of information sources assume that the observations were generated by some hidden Markov source, and attempt to find a maximum likelihood (ML) [l] or a maximum mutual information ( " 1)
[2] estimate of the parameters of that source. This assumption is, however, not necessarily true, especially for speech signals for which hidden Markov models ( H " ' s ) have been recently extensively applied.
We propose an alternative approach for doing the modeling in which the model and the observations are matched in an information thwretic way. We do not assume that the true probability distribution (PD) of the source to be modeled is that of a hidden Markov source or has any other explicitly given form, as this PD is unknown. The idea here is first to find a PD for the source which agrees with the given measurements and is optimal & the sense of minimizing the discrimination information with respect to the EI". Then, the resulting minimum discrimination information (MDI) measure, which depends on the given observations and the model's parameters, is minimized over all H " ' s .
Unfortunately, in the case of hidden Markov modeling the resulting MDI measure cannot be made explicit and it is implicitly dependent on the Lagrange multipliers corresponding to the measurements. We therefore have designed an iterative descent algorithm for implementing the MDI modeling. We start from the hidden Markov model estimated from the ML approach, and alternatively decrease the discrimination information over the PD's of the source and the model. *"The discrimination information is also known as Kullback-Leiblernumber. cross-entropy.
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For a given H M M , we minimize the discrimination information over all PD's for the source which are consistent with the measurements. Then, we fix the PD of the source and estimate an H" which decreases the discrimination information with respect to the given PD. Thus, each iteration produces a new H" for the source with a lower (or at least the same) discrimination information for the given measurements.
In particular, we consider the class of H " ' s for which the output process from each state is a zero mean Gaussian process. Such models will be referred to as zero mean Gaussian HMM's. In addition, we shall be focusing on the subset of AR processes of this class, which have been shown to be useful in speech recognition applications. These models will be referred to as zero mean, Gaussian, AR H M " s .
We show that given an H " , the estimation of the PD of the source, which agrees with the given measurements, can be formulated as a minimization problem, which can be implemented by any standard optimization procedure in the Euclidean space. In addition, given a PD for the source, the estimation of the model's parameters can be done by a procedure similar to that of Baum [l], using the ForwardBackward formulas. Thus, despite the rather more complicated modeling approach used here as compared with the ML approach, the efficiency of the original Baum algorithm is maintained; However, an additional optimization procedure which compensates for the existing "mismatch" between the measurements and the model, is performed.
The global convergence of procedures for alternating optimization of the discrimination information measure has been studied by Csiszar and Tusnady [3]. They gave geometric conditions for convergence and proved that these conditions are satisfied if both classes of PD's of the source and model are convex. In our case, however, the set of H " ' s is not convex and the verification of the geometric conditions for convergence is not straightforward. We therefore prove local convergence using a variant of the classic convergence theorem of Luenberger [4] .
Proofs of theorems, lemmas, and corollaries are not given here and can be found in [SI.
Descent algorithm for MDI modeling

Problem Formulation
Let {yo, y 1
. . , y~) be a set of observations, yt E RN, where, R~ is the N-dimensional Euclidean space.
Assume that each observation Yr has zero mean and that it is characterized by a set of covariance samples given by
(1) where B i s any symmetric band of the original covariance of yt and Q is the true PD of { y o , y 1 , . . . , y~} .
We assume that the given covariance R, at each time t is consistent with some N x N valid covariance matrix called an extension of R,.
If this extension is positive definite, then it is called a positive definite extension.
Let P h be the PD of an M state, zero mean, Gaussian 
where, b(zt Ix,) is the output pdf on R N corresponding to the state x,,
(Sp) ' axL-lx, is the transition probability from the state x,-l at time t-1 to the state x, at time t, and xl€{l, 2, ..., M } for every t=O, 1, ..., T; ax_,,, nxxo is the probability of the initial spose; and the summation in (2) Let Q ( R ) be the set of all PD's Q which satisfy the constraints (1), where, R ) {R,, t=O, ..., T } . The modeling problem is that of finding the parameter set h = (x, A , S) which minimizes the ME1 measure given by where, D (Q 11 P;i) is the discrimination information between Q and P A . The discrimination information between two PD's Q and P , with pdf's q and p , respectively, can be evaluated as
with the convention that In 0 = -M, ln(cl0) = 00, where c is any positive number, and 0 In 0 = 0.
Estimation of the source PD
The definition of the MDI measure (3) incorporates an infimum rather than a minimum, since the minimum may not exist. The following theorem, however, provides conditions for the existence of a PD which minimizes the discrimination information with respect to a zero mean Gaussian HMM over all PD's which agree with the given second order statistics of the source. The theorem, and its proof, are a straightforward extension of the results developed by Csiszar [6] , and by Gray et a1 [7] for the case where the model is a single Gaussian process.
Theorem I : Let P h be a zero mean Gaussian H" as in (2), R){R,, t=O, ..., T } be the sequence of given covariance matrices for a zero mean source, and Q ( R ) be the set of all PD's Q which satisfy (1). These equations, however, are difficult to solve in any straightforward manner. The following corollary of Theorem 1 provides an alternative way to evaluate the MDI measure by replacing the algebraic problem in (7) by a minimization problem which can be iteratively solved by any standard minimization procedure.
Corollary I: Let R and P be as in 
If each R, has a positive definite extension, then
v(R, P h ) = -d ( R ; A,h) = -min d ( R ; Y , h )
The MDI measure (6) cannot be made explicit in terms of the given measurements R and the parameters of the HMM h. Hence, MDI hidden Markov modeling cannot be implemented as a direct minimization of the MDI measure over all H " ' s . The MDI modeling can, however, be iteratively performed when starting from some initial H " . Each iteration consists of first estimating the MDI PD with respect to the given HMM, as outlined above, and then improving the model by decreasing the discrimination information with respect to the estimated MDI PD. We now show how a new H" is estimated given an MDI PD with respect to the old H " .
Hidden Markov modeling
Suppose that Q h , the MDI PD with respect to P A , has been estimated. Let h' be the parameter set of the new HMM to be estimated. Since
D ( Q h II PL') = IqxCY) In (~~( Y ) I P L , ( Y ) )
dy, and Q L is given, the minimization of D (Q 1') over all Pxj's is equivalent to maximizing $(X/) !/;h(y) In (y) dy over 
where, R ( p ) is a positive definite covariance matrix defined by
This is exactly the problem arisen in ML estimation of structured covariance matrices given a measured covariance matrix [SI. In our case we are interested in estimating the covariance matrix Si of an r-th order AR process given 
Convergence analysis
Suppose that each given covariance matrix for the source has a positive definite extension. Let P h be as above the PD of a given model, and Q h be the MDI PD with respect to P h . Then, for any PD QE a ( R ) we have the following inequality.
(3 1) where, due to the uniqueness of Q h , equality holds if and only if Q = Qh. Now, given Q h , the new model P y is chosen so that
(33) equality in (32) holds if and only if p 1 = p ax. Q x . Combining equations (31) and (32) we obtain the following inequality.
v(R, P h ) = D ( Q h
Thus, the MDI measure associated with the new model Ph' is lower than or equal to that associated with the initial model P h . If v(R, P 1) = v(R, Pr), then from (34) we have t h a t D ( Q h I I P h ) = D ( Q h I I P h ' ) = D ( Q h , I I P h , ) , whichby (3 1) and (32) implies that p h = p ax. Q h.
Based on this discussion we have the following lemma. Lemma 1: Assume that each given covariance matrix for the source has a positive definite extension. Let Ph be a given H " , Q h be the MDI PD with respect to P h , and P y be an estimated new HMM. Then (38) over all h,+l, as is required in (14). As we have shown in Section 2, this maximization reduces the value of the MDI measure with respect to Qh,. The algorithm is now defined as the composition of these two mappings as follows.
X
TR(phn): p k + p h n + , , and TR(Ph,) = p(C(Ph,)).
(39) We have the following theorem. tionary point of v(R, P h ) [5] .
is., P 1 . E I-.
Euclidean space.
It can also be shown that any fixed point of TR is a sta-
