Abstract. MRM-applicable measures for MRM-factors 0 F 0 (−; −; x) = e x , 1 F 0 (κ; −; x) = (1 − x) −κ and 1 F 1 (1; 2; x) = 1 x (e x − 1) have already been completely determined. Conversely, MRM-factors for which those measures are MRM-applicable have also been completely determined. Some measures have couples of MRM-triples h(x), ρ(t), B(t) 
MRM-Applicability of Probability Measures
A probability measure µ on R with support of infinite set is said to be applicable to the multiplicative renormalization method for h(x) (or simply MRM-applicable), if there exists a suitable analytic function ρ(t) around t = 0 with ρ(0) = 0, r 1 = ρ (0) = 0 such that
ψ(t, x) = h(ρ(t)x) ϕ(t) with ϕ(t) = θ(ρ(t)), θ(t) = h(tx) dµ(x)
is a generating function of the orthogonal monic polynomials {P n (x)} in L 2 (µ). Here we call a polynomial monic, if its leading coefficient is one. Then there exist Jacobi-Szegö parameters {α n , ω n } satisfying the recursive relation P n+1 (x) = (x − α n )P n (x) − ω n P n−1 (x) (1.2) with ω 0 = 1, P −1 (x) = 0. For simplicity, we call them the Jacobi-Szegö parameters for µ and h(x) an MRM-factor for µ. It is known that
By Favard's theorem (1935), a set of monic polynomials {P n } is orthogonal for a probability measure if and only if they satisfy the recursion relation Eq. (1.2) with ω n > 0 for all n ≥ 0 (see [1] , [4] and [7] ). Then we say that such a measure corresponds to polynomials {P n } or to Jacobi-Szegö parameters {α n , ω n }.
Let us suppose that
h n x n , h 0 = 1, h n = 0, n ≥ 1,
r n t n , r 1 = 1, B(t) = ∞ n=0 b n t n , b 0 = 1.
Then we have the expansion ψ(t, x) = B(t)h(ρ(t)x) = ∞ n=0
h n P n (x)t n . (1.4) This is called a Boas-Buck generating function of {P n (x)}. If {P n (x)} are orthogonal polynomials for a probability measure, then B(t) = 1/ϕ(t) holds. We call (h(x), ρ(t), B(t)) an MRM-triple. By using Eq.
(1.4), we can show that ρ(t) and B(t) are uniquely determined if µ is MRM-applicable for h(x). It is remarkable that a scalingh p = h(px),ρ p (t) = pρ(pt),B p (t) = B(pt) of an MRM-triple h(x), ρ(t), B(t)
for µ is also an MRM-triple for µ. Moreover, if µ is symmetric, h c (x) = h even (x) + c h odd (x) (c = 0) is an MRM-factor, where h even (x) = 
(h(x) − h(−x)). We call these trivial modifications.
Furthermore, h(x) is also an MRM-factor of the scaling τ p µ of µ withρ p (t) and B p (t), where τ p µ is defined by f (px) dµ(x) = f (x) dτ p µ(x). Then Jacobi-Szegö parameters are changed toα n = pα,ω n = p 2 ω n . We have discussed MRM-applicable measures for several MRM-factors and found very special triples (h 0 (x), ρ 0 (t), B 0 (t)) and (h(x), ρ(t), B(t)) such that h(x) = 
MRM-applicable measures for both h 0 (x) and h(x) are studied in [11] . They are the shifted negative binomial distribution σ β NegBin(κ, p) with κ = 2, β = 1, the Meixner distribution M κ,η with κ = 2 and the gamma distribution γ κ with κ = 2. In the following cases, Eqs(1.5) -(1.8) are satisfied clearly.
(1) The shifted negative binomial distribution
In §7 of [11] , we did not normalize ρ. By normalizing so as ρ (0) = 1, we get the above formulas.
(3) The gamma distribution γ κ with κ = 2. Then {α n , ω n } = {2(n + 1), n(n + 1)} and
The gamma distribution γ κ (κ > 0) has more MRM-factors 1 F 1 (c; κ; x) for any c = 0, −1, −2, · · · .
Example 1.2. Let
for 0 < p < 3. MRM-applicable measures for both h 0 (x) and h(x) are studied in Theorem 2.3 of [9] . The typical one of them is the beta distribution B(p, 3 − p) over the interval [0, 1] . The ρ-and B-functions are
Thus Eqs. (1.6), (1.7), and (1.8) hold. The Jacobi-Szegö parameters are
.
MRM-applicable measures for both h(x)
and h 0 (x) are studied in [13] and [15] , respectively (see [5] also). From those results, we find the beta distribution B(
2 ) over the interval [−1, 1], which is MRM-applicable for the h 0 (x) and h(x). The ρ-and B-functions are
Thus Eqs. (1.6), (1.7), and (1.8) hold. The Jacobi-Szegö parameters are given by {α n , ω n } = 0, 
Some Lemmas
In this section, we suppose that h(x) is not specified and
We may normalize so as
is a generating function of polynomials {P n };
holds obviously. By Favard's theorem [7] , a set of monic polynomials {P n } satisfies the recursion relation Eq. (1.2)
with Jacobi-Szegö parameters {α n , ω n } satisfying P −1 (x) = 0, α −1 = 0, ω 0 = 1, ω n > 0 for any n ≥ 0, if and only if they are orthogonal polynomials with respect to a probability measure µ.
The following Lemmas 2.1, 2.2 and 2.6 are shown in [9] . Lemmas 2.3 and 2.4 are in [10] . Other lemmas are easily seen.
Lemma 2.1. The following equalities hold: 
Moreover, a probability measure µ is MRM-applicable if and only if
(iii) If α 0 = 0 and A 1 = 0, then b 1 = 0, A n = 0 for n ≥ 1 and the following formulas hold:
where h m+1 is given by
For given {α n ω n } and {h 1 , b 2 , r 3 }, the following recursion formulas hold,
Lemma 2.5. Suppose that α n = 0 for any n ≥ 0. Then
W n,m = 0 for all n − 1 ≥ m ≥ 0 and ω n > 0 for all n ≥ 0.
Lemma 2.6. For given h(x)
and fixed {b 1 , b 2 , r 2 , r 3 }, the Jacobi-Szegö parameters are uniquely determined by
for n ≥ 2,
. Furthermore, for n ≥ 2, the recursion formulas for {b n , r n } are given by
Twin Triples
First we give a general theorem for twin triples:
Theorem 3.1. Suppose that the triples (h 0 (x), ρ 0 (x), B 0 (t)) and (h(x), ρ(x), B(t)) satisfy Eqs. (1.5) and (1.6) . Let
be the corresponding Proof. Suppose that monic polynomials {P n (x)} satisfy
Letting x → 0, we have B(t) + tB (t) = B 0 (t), which implies tB(t) = B 0 (t) and ρ 0 (t) = tB(t). By letting x → 0, the equality Proof. According to Theorem 3.1, the assertion is clear.
Proposition 3.3. Suppose that h(x), ρ(t), B(t) = 1 t ρ(t) is an MRM-triple. If
A m = 0 for an m, then α n = 0 for all n ≥ 0, that is, the corresponding measure is symmetric.
Proof. By using W n+1,n = 0 in Lemma 2.1 and
Therefore we have that A n = 0 for any n, equivalently that α n = 0 for any n.
Twin Triples for Symmetric Measures
It is difficult to study conditions under which triples (h 0 (x), ρ 0 (t), B 0 (t)) and (h( 
where
In particular, B 2m,2m+2 = (2m + 1)b 2 , B 2m,2m+4 = (2m + 1)(mb From Lemma 4.1, we see that
From Lemma 2.5 and Lemma 4.2, we see that
From the equations W 2m+4,2m = W 2m+5,2m+1 = 0, we have the following recursion formulas:
In both cases, we can use the equality b 4 = ω1+ω2+ω3 to derive
From Eq. (4.2), we have
We get
Solving the equation W 7,1 = 0 in w 3 , we obtain solutions
and an equation
From Eq. (4.1),
Therefore,
Suppose that ω 2k = kω 2 and
Thus we have shown that ω 2m = mω 2 for m ≥ 1 and ω 2m+1 = ω 1 + mω 2 for any m ≥ 0. From Lemma 4.1,
Obviously,
Then apply Lemma 2.5, (a) m (a + m) n−m = (a) n , and
(a)m+1 to get
By Lemma 2.5, we see that the triple (h(x), ρ(t), B(t) ) is an MRM-triple. From Theorem 3.2, (h(x), ρ(t), B(t)) and (h 0 (x), ρ 0 (t), B 0 (t)) are twin triples with
Suppose that
for k ≤ m. From Eqs. (4.6) and (4.7), we see that Thus the parameters {ω n } are given by Eq. (4.6). From Lemma 4.1,
From Lemma 2.5, we see that the triple (h(x), ρ(t), B(t)) is an MRM-triple. From Theorem 3.2, we conclude that (h(x), ρ(t), B(t))
and (h 0 (x), ρ 0 (t), B 0 (t)) are twin triples with
Again by the recursion formulas, we have
which can be expressed only in terms of {ω 1 , ω 2 , ω 3 , b 2 , h 1 }. Solving the equations W 8,2 = 0 and W 8,4 = 0 in ω 3 , we get solutions
The former two cases have been discussed in Case I and Case II already.
Subcase III-1. ω 3 = 
By induction, we can show that ω n = 1 2 n(n + 1)ω 1 . This is the case of Example 1.1 (2) with η = 0 up to a scaling. 
holds. By induction, we see that ω n = 1 18 n(n + 1)(2n + 1) 2 ω 1 for any n ≥ 1. From Lemma 4.1, we have
, we have
From W n,m = 0 in Lemma 2.1, we have differential equations
Since B m (t) = t m B(t) m+1 , we have differential equations for B(t);
for any m. Hence we must solve
The solution is X(t) = The results contradict to the positivity of {ω n }.
Theorem 4.3. The following cases are all twin MRM-triples h(x), ρ(t), B(t)
and h 0 (x), ρ 0 (t), B 0 (t) for symmetric probability measures up to trivial modification defined in [11] :
. They generate the orthogonal polynomials with Jacobi-Szegö parameters ω 2n = 2n, n ≥ 1 and ω 2n+1 = 2n + 2κ, n ≥ 0.
They generate the orthogonal polynomials with Jacobi-Szegö pa-
They generate the orthogonal polynomials with Jacobi-Szegö parameters ω n = n(n + 1), n ≥ 1, whose corresponding measure is a Meixner distribution M 2,0 .
They generate the orthogonal polynomials with Jacobi-Szegö parameters ω n = n(n + 1)(2n + 1) 2 , n ≥ 1. is Example 1.3 up to a scaling; (ii) The case (3) is the special case of Example 1.1 (2) with η = 0 up to a scaling.
Twin Triples With α n Quadratic in n
It is very complicated to determine all possible twin MRM-triples. In this section, we assume that an MRM-applicable measure µ is not symmetric and that α n is quadratic in n, say α n = a 2 n 2 + a 1 n + a 0 . From Proposition 3.3, we see that A n = 0 for any n and
It is clear that a 0 is the mean of µ and a 0 = 0. Then we have
. Putting q n = 2a 2 n 2 + 3a 1 n + 6a 0 , we obtain that
and by Lemmas 2.3 (ii) and 2.6,
From the equation W n,m = 0 in Lemma 2.1, we have
which implies a system of differential equations
Since the explicit forms of polynomials {p * , * (t)} are very complicated, we do not give their formulas. The system coincides with the following system:
we have a 2 = 0 or (a 2 + a 1 + 2a Proof. The necessity of those conditions on parameters has already been illustrated above. We omit the detail since it is too complicated. The sufficiency part of the theorem is proved as follows.
(1) a 1 = a 0 , a 2 = 0:
From the above formula for ω n , we have α n = a 0 (n + 1), ω n = ω 1 2 n(n + 1).
From the formula of h n , we have 
