Abstract. The paper suggests constraints on the coefficients a i , b i , c i j of the bilinear continuous-time input-output model that yield generalized state equations with input derivative order lower than that in the input-output equations. In the limiting case when one removes the input derivatives altogether, these conditions provide a solution of the realizability problem. The new state coordinates are found step by step. We first find a coordinate transformation allowing the reduction of the maximal order of the input time derivatives by one and write the corresponding state equations. At the second step we find the next coordinate transformation to lower the maximal order of input time derivative in the new state equations, etc. At each step we check, what condition the coefficients should satisfy to make the next step possible.
INTRODUCTION
In many situations the continuous-time input-output (i/o) model is obtained from experimental data using identification procedures. It is clear from the theoretical results [1] [2] [3] [4] [5] [6] that an arbitrarily structured i/o model does not necessarily have a state-space realization. Using such a model is highly undesirable in further analysis and/or control design, since practically all existing control theory for nonlinear systems is based on a state-space description. Motivated by the above and relying on the necessary and sufficient realizability conditions stated in [1, 4, 5] , our long-range goal is to find the subclass(es) of i/o models, each of which is guaranteed to have a classical state-space description.
One approach to identify a nonlinear i/o system is to use a model structure that can be considered as a general approximator to the nonlinear mapping f , such as neural networks. Due to the complex structure of these models, they can be difficult to identify. Another approach is to choose a certain simple structure for the model. In many cases a simple structure provides a reasonable approximation and is easy to identify. Examples of simple structures are bilinear and quadratic models, which are simple nonlinear extension of the linear model. In this paper we will concentrate on bilinear i/o equations with a single input u and a single output y:
The bilinear system gets its name from the fact that, if you fix the input, the system is linear in the output and if you fix the output, it is linear in the input. Bilinear models are capable of modelling certain nonlinear dynamics, whilst having a relatively simple structure that makes them attractive for identification and analysis [7] .
It is known from a previous study [8] that the bilinear i/o differential equation (1) is, in general, not realizable in the classical state-space form. In [8] , necessary and sufficient realizability conditions for loworder bilinear i/o equations with s = n − 1 were given directly in terms of bilinear equation parameters. It turned out that the conditions have a complex structure with many branches. For the 4th-order i/o bilinear equation
three independent realizability conditions are shown diagrammatically in Fig. 1 . In Fig. 1 ' •' indicates a parameter that must be zero and '•' indicates an unrestricted parameter; in the second set (right upper), A indicates that these, in general, nonzero coefficients have equal value.
The purpose of this paper is to demonstrate that with a simple problem reformulation, one can abandon the branching in the solution. Observe that in Fig. 1 only the third case corresponds to the situation where the highest input derivative s is equal to n − 1. Defining the generalized state variables as the time derivatives of the output, x i = y (i−1) , i = 1, . . . , n, the i/o equation yields the generalized state equationṡ
. . .
containing in addition to inputs also a certain number of their time derivatives. Note that the generalized state equations (3) were first introduced by Fliess in [9] . We are looking for conditions allowing us to reduce the highest order of input time derivative in (3) with the help of a suitable generalized state coordinate transformation that depends also on the inputs and their time derivatives
In [4] the problem of lowering the order of input derivative in the generalized state equation was studied for the general case, and the result was formulated in terms of the commutativity of certain vector fields. Though transparent and inherently simple, the result yields little insight regarding which structures of model (1) allow lowering the order of input derivative in (3). The same holds for [10] where algebraic conditions in terms of one-forms were given. The objective of this paper is to study the problem further for the subclass of i/o bilinear models and to suggest constraints on the parameters a i , b i , c i j of the bilinear model (1) that lead to generalized state equations with input derivative lower than in equation (1) . More precisely, we will prove that if certain combinations of coefficients in (1) are zero, then the order can be lowered by two, or respectively, by three. We also suggest a conjecture for the general case. Our analysis is based on algorithmic necessary and sufficient conditions [3] ; see also [11] for the general i/o equation (1) .
Note that the results, similar to those of [12] , were obtained earlier for discrete-time bilinear i/o equations [8] . Though both papers provide the necessary and sufficient realizability conditions for low-order bilinear systems and suggest a few realizable subclasses together with the corresponding state equations for the arbitrary-order bilinear systems, there is no formal similarity in the realizability conditions for the discrete-and continuous-time cases. For example, the continuous-time second-order bilinear system is always realizable, unlike the 2nd-order discrete-time bilinear system. Although, in general, the number of nonzero coefficients in both cases is approximately the same, their placement is rather different. This is the result of the very different properties of differential and shift operators.
MAIN RESULT
Note that the order of input derivative in (3) can be always lowered by one. 
Proof. As the first step we will define new generalized state variables x [1] i that allow us to reduce the maximal order of input derivative by one. According to [11] , x [1] i must be invariants of a vector field
Vector field (7) has the following invariants:
From (8), the output and its derivatives are expressed in terms of invariants (7) y = x
n−1 ,
Using the generalized state variables (8) and taking into account expressions (9), we get the first (n − 1) generalized state equations as follows:
Due to the nonlinearity of the last equation in (10) with respect to u (s−1) , we cannot lower the order of input derivative in the general case further up to s − 2 [3, 11] . Consequently, the first necessary condition to reduce the highest order of input time derivative by two is
Under the restriction (11) the independent invariants of the vector field (7) become
and the output derivatives, written in terms of x [1] i , are:
The generalized state equations now are as follows:
2 , . . . ,ẋ [1] n−2 = x [1] n−1 ,
Again, the last equation in (12) is nonlinear with respect to u (s−1) . This means that we cannot eliminate u (s−1) in the subsequent coordinate transformation except in case when
or
Conditions (14) , taken together with (11) , mean that equation (1) does not contain the variable u (s) ; the highest order of input derivative is s − 1. Therefore, in this case, without loss of generality, we can take in equation (1) simply s − 1 instead of s and this leads us again to equation (1) , etc. So, it is necessary to continue along the first branch (13) only, and conditions (5) are necessary and sufficient for lowering the highest order of input time derivative by two. To eliminate the variables u (s−1) from equations (12) under the restriction (13), we define the new state variables x [2] i as the independent invariants of the vector field
where f [1] is the total derivative operator corresponding to system (12):
The first (n − 1) independent invariants of this vector field are
Consequently, we obtain the first (n − 1) generalized state equations:
2 , . . . ,ẋ [2] n−3 = x [2] n−2 ,
Due to the nonlinearity of the second equation in (17), with respect to u (s−2) one cannot eliminate the variables u (s−2) via the subsequent coordinate transformation except in the case when c 21 = 0, which, together with conditions (5), gives necessary conditions for the reduction of the maximal input derivative order by three:
Under (18) the generalized state equations becomė
and the vector field (15) takes the form
with the following independent invariants
The invariants (19) define the new generalized state variables x [2] i . The corresponding first (n−1) generalized state equations are as follows:
The nonlinearity of the last equation with respect to u (s−2) does not allow us to eliminate this variable via the subsequent coordinate transformations unless linearity is guaranteed by requiring b 1 = c i1 = 0, ∀i, or c 22 − 3c 31 + c 13 = 0. The first case means that equation (1) does not contain the terms with u (s) , so without loss of generality we may assume that we start with equation (1) with (s − 1) as the highest time derivative order of input. Therefore, it is necessary to continue with the second condition: c 22 − 3c 31 + c 13 = 0. The expression of the nth generalized state equation is extremely complicated and contains the quadratic and cubic terms in u (s−2) . The coefficients of these terms will be zero either if 
The condition (20), together with conditions (18), will mean again that in equation (1) the highest order of input time derivative is s − 1 and so, we may omit this branch. The conditions (21) together with (18) will yield conditions (6).
Remark. When deriving the conditions in [12] shown for the case n = 4 in Fig. 1 , we assumed s = n − 1 and for the case n = 4 three possible realizable structures resulted. Note that the results for the 4th-order bilinear i/o equation, shown in Fig. 1 , follow also from Theorem 1, being more general and simple.
• The first diagram in Fig. 1 • Finally, the third diagram in Fig. 1 corresponds to the situation when s = 3. According to Theorem 1, conditions (6) have to be satisfied now, yielding the results shown in the third diagram.
ASSISTANCE OF THE COMPUTER ALGEBRA SYSTEM MATHEMATICA IN FURTHER PROBLEM SOLUTION
The application of a computer algebra system (CAS) like Mathematica is well documented in controlrelated literature. Mostly, calculations are carried out to provide automatic reliable solutions of problems whose theory is well understood. Our goal is different. The purpose of this section is to report how the CAS Mathematica assisted us to formulate the conjecture, given below, and to prove it for small n and s values. The CAS Mathematica assisted us to prove this conjecture for small n and s values in the following way. It is known [10] that the input derivatives can be removed from the generalized state equations (3) iff the subspaces of one-forms
Note that integrability can be checked by the Frobenius Theorem.
is closed if and only if
In (22) '∧' denotes the wedge product. Under conditions (22) there exists locally a system of coordinates {ζ 1 , . . . , ζ r } such that V is generated by {dζ 1 , . . . , dζ r }. In this case V is said to be completely integrable [13] .
So, we fix certain n and s values and calculate H 3 . If it turns out to be nonintegrable, we find the restrictions on bilinear equation parameters a i , b i , c i j that would be necessary and sufficient for integrability. Next, we compute H 4 under the restrictions on the system parameters found in the previous step and check its integrability. If H 4 turns out to be non-integrable, it would yield an additional set of restrictions on the system parameters. In this way, we find step by step all the restrictions on system parameters for the given fixed pair of n and s values. We run through n values from 3 to 8 and combine each n to s values from 1, . . . , n − 1. Using these results, we end up with a computer-generated proof of our conjecture.
CONCLUSION
The necessary and sufficient conditions in terms of bilinear i/o equation parameters, under which the input derivatives can be removed from the generalized state equations that correspond to the bilinear i/o equation, have been found. For input derivative values from 1 to 3, the result has been proved theoretically. For s values from 4 to 7, the result has been proved with the assistance of the CAS Mathematica. For higher-order s values, the result is still only a conjecture.
Our long-range goal is directed towards the development of a general subclass of realizable i/o models like the one given in [14] for the discrete-time case. By simple inspection of the i/o equation structure it allows us to decide if the equation has a state-space description or not.
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