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Abstract
Recent theoretical work suggests that signs of asset returns are predictable given that their
volatilities are. This paper investigates this conjecture using information demand,
approximated by the daily internet search volume index (SVI) from Google. Our results
reveal that incorporating the SVI variable in various GARCH family models significantly
improves volatility forecasts. Moreover, we demonstrate that the sign of stock returns is
predictable contrary to the levels, where predictability has proven elusive in the US context.
Finally, we provide novel evidence on the economic value of sign predictability and show
that investors can form profitable investment strategies using the SVI.
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21. Introduction
The question of whether stock market returns contain a predictable component has attracted
much attention from both academics and market participants. As a result, numerous financial
and macroeconomic variables have been employed to address the issue (see, inter alia,
Rozeff, 1984; Campbell and Shiller, 1988; Fama and French, 1988; Hodrick, 1992; Lamont,
1998; Pontiff and Schall, 1998; Lettau and Ludvigson, 2001; Boudoukh et al., 2006; Kellard
et al., 2010; Andriosopoulos et al., 2014; Jordan et al., 2014) while a plethora of approaches
and testing procedures have emerged in the literature making the overall assessment an
extremely difficult task (e.g., Goetzmann and Jorion, 1993; Nelson and Kim, 1993; Ferson et
al., 2003; Inoue and Kilian, 2004; Amihud and Hurvich, 2004; Lewellen, 2004).2
However, although the empirical evidence on return predictability is mixed when we
consider stock returns in the levels, there is a smaller body of literature which suggests that it
is more likely to predict the signs of stock returns instead (see, Breen et al., 1989; Pesaran
and Timmermann, 1995, 2000; Christoffersen et al., 2007; Nyberg, 2011; Chevapatrakul,
2013). An important development in this area is the recent theoretical work by Christoffersen
and Diebold (2006) which suggests that the sign of stock returns is predictable given that
their volatilities are.3 The intuition behind this relationship is that any changes in volatility
will alter the probability of observing negative or positive returns. More specifically, a rise in
volatility increases the probability of a negative return, given that the expected returns are
positive. Christoffersen and Diebold (2006) point out that sign predictability may exist even
if there is no mean predictability, while it is also independent of the shape of the return
distribution. Such sign predictability can be particularly useful for creating profitable
investment strategies.
Building on the work of Christoffersen and Diebold (2006), which provides a more
concrete framework for sign predictability, we empirically investigate whether improved
volatility forecasts, via a measure for information demand, can indeed lead to better sign
forecasts of stock returns. Given that stock return predictability in the levels has been proven
difficult to detect in the US context (see, Bossaerts and Hillion, 1999; Goyal and Welch,
2003, 2008, Kostakis et al. 2015), it is of particular interest to investigate whether the sign of
US stock returns can be predicted instead. Additionally, we investigate whether such sign
return predictions can be exploited to form profitable trading strategies from the perspective
2 For a comprehensive and up-to-date overview of stock return predictability, see Rapach and Zhou (2013).
3 A voluminous literature on volatility predictability exists which is not reviewed here. For the importance of
this topic and for detailed evidence, see Schwert and Seguin (1990), Pagan and Schwert (1990), Hsieh (1991),
Brooks (1998), Poon and Granger (2003, 2005).
3of investors. This is important for two reasons. First, statistical significance does not
necessarily translate into economic gains for investors (Leitch and Tanner, 1991;
Andriosopoulos et al., 2014) and second, apart from the theoretical contribution of
Christoffersen and Diebold (2006), there is no empirical evidence regarding the economic
value of sign predictability based on their model.
To achieve our goal, we turn to the link between return volatility and information
flow. As suggested by Ross (1989), the return volatility is directly related to the rate of flow
of information to the market. Hence, information about an event occurring (i.e. a signal) will
affect the volatility of stock returns and more so if the informational content of this event is
low (Gerlach, 2005; Li, 2005). In this case, the demand for information will increase up to the
point that the prevailing ambiguity about the state of the world is resolved (Moscarini and
Smith, 2002). In other words, the demand for information about an event is directly related to
the “quality” of a signal, which is in turn related to return volatility. In a recent study,
Vlastakis and Markellos (2012) construct a proxy for demand for information based on the
internet “Search Volume Index” (SVI henceforth) from Google. Their analysis reveals a
positive and significant contemporaneous relationship between the SVI and historical (and
implied) measures of volatility in the US market. Vlastakis and Markellos (2012) also argue
that in the networked world information discovery is shared between traditional information
providers (such as those employed by sophisticated investors, e.g. Reuters) and alternative
channels on the internet. It follows that information arrives on average at roughly the same
time for both institutional and retail investors. Therefore, SVI captures the reaction of retail
investors to the same signals that institutional investors observe and react to. Consequently,
we expect that the use of the SVI as a measure for demand for information can lead to better
volatility forecasts. To this end, we augment a number of GARCH family models with the
daily SVI to construct better volatility forecasts. Subsequently, we obtain sign forecasts using
the model of Christoffersen and Diebold (2006) which we compare against forecasts from
various other competing models. Moreover, based on the produced sign forecasts we
formulate appropriate trading strategies and examine whether a real-time investor would be
able to exploit any sign predictability. Specifically, we adopt the framework of Granger and
Pesaran (2000) and consider an investor who, at each period, has the option to invest her
wealth either in stocks or in bonds. Therefore, in a dynamic setting, the investor maximizes
her utility function using a time-varying optimal predictive rule to translate sign probability
forecasts into investment decisions. Our empirical application uses daily data on the Standard
4& Poor’s 500 (S&P 500) index and spans the period from January 2, 2004 through December
31, 2016.
Our contribution to the literature is threefold. First, we show that the most prominent
candidate to predict the sign of daily stock returns is the model suggested by Christoffersen
and Diebold (2006) when extended with the SVI variable. Specifically, we find that it
outperforms all considered types of competing models either in their standard form or
extended with a number of variables which have been shown to work well in previous studies
on asset pricing and asset return sign forecasts. For instance, based on the Brier score which
is a commonly used scoring rule to evaluate probability forecasts, it produces on average
2.6% more accurate return sign forecasts compared to a naive model which only considers
the proportion of positive past returns. This finding highlights the usefulness of the demand
for information measure (SVI) in predicting the sign of US stock returns. This is a novel
finding in the return predictability literature which is robust to different sample periods (both
normal and volatile) and further confirmed by the Diebold and Mariano (1995) test statistic of
equal predictive accuracy.
Second, our study offers evidence which suggests that the model by Christoffersen
and Diebold (2006) exhibits a good performance in terms of economic value. Moreover, we
show that the inclusion of the SVI variable can enhance this model and lead to even higher
economic gains for investors. This is the first study to confirm the efficacy of the
aforementioned model for real-time investors and to also suggest a new variable that further
improves its performance. For example, we find that an active trading strategy that utilises
the SVI variable within the Christoffersen and Diebold (2006) framework produces a higher
return and a lower standard deviation, which results in a higher Sharpe ratio compared to a
simple buy and hold strategy. Our results in this context are robust to different utility
functions, levels of risk aversion and estimates of transaction costs. Furthermore, our
conclusions remain unaffected under different realistic scenarios (with or without short-sales)
and measures of economic value. Third, we demonstrate that the inclusion of the SVI variable
in all considered GARCH family models leads to superior stock market volatility forecasts.
This finding extends an emerging literature which establishes a relationship between
measures of demand for information and asset return volatility (e.g., Vlastakis and Markellos,
2012; Andrei and Hasler, 2014; Vozlyublennaia, 2014; Da et al., 2015; Dimpfl and Jank,
2015; Goddard et al., 2015).
Overall, this study answers calls for research on formulating strategies and assessing
their profitability based on sign forecasts (Christoffersen and Diebold, 2006) while it
5complements the literature by providing new empirical evidence on how investors’ attention
and reaction to new information can enhance the predictability of asset return signs.
The paper is organised as follows. Section 2 provides a description of our data and the
variables used in our study. Section 3 presents the methodological approach and Section 4
discusses the empirical findings. Finally, Section 5 concludes.
2. Data
This paper employs data at a daily frequency covering the period from January 2, 2004 to
December 31, 2016. Our sample size is determined by the data availability of our main
predictive variable of interest, namely the demand for information which is discussed below.
In more detail, we use daily prices of the S&P 500 index obtained from the Center for
Research in Security Prices (CRSP). The monthly Treasury bill rate, which proxies for the
risk-free rate, is from Ibbotson and Associates and it is available from Kenneth French’s
website. As in Pesaran and Timmermann (1995) and Chevapatrakul (2013), the excess
returns on the stock market, ܴ௧, are computed as ܴ௧ = (( ௧ܲ− ௧ܲି ଵ) ௧ܲି ଵ⁄ ) − ݎ௧௙, where ௧ܲ is
the closing price of the S&P 500 index and ݎ௧
௙ is the return from holding a one-month
Treasury bill over the period from t−1 to t.
To capture the demand for information we follow Vlastakis and Markellos (2012) and
use a proxy for information flow based on the number of searches on Google. Specifically,
we use the SVI which represents the total searches for any keyword on Google in the form of
an index, so that the observation with the highest number of searches in a given sample takes
the value of 100.
Our main forecasting variable is the change in the SVI, defined as ߂ܸܵ ܫ௧ = ܸܵ ܫ௧−
ܸܵ ܫ௧ି ଵ. Given that our goal is to predict the direction of change of the S&P 500 index, the
term used as a search keyword is “s&p 500”. The selection of this term was decided through
a procedure similar to the one followed by Vlastakis and Markellos (2012) and entails
inserting the full name of the stock index and checking all similar terms suggested by Google
Trends as well as Wordtracker. We finally opted for the term that was the least ambiguous
and had the highest search volume.4 Google offers data on the SVI from January 2004
onwards, thus leaving us with 3,263 daily observations. A description of the process we
follow to obtain a consistent daily time-series of SVI is provided in the Appendix.
4 See also Vlastakis and Markellos (2012) for a more detailed discussion of the keyword selection procedure.
6In order to assess the accuracy of volatility forecasts we need to compare them against
the true volatility. However, volatility is a latent variable which cannot be directly observed
and hence a proxy for it is required. For this purpose we use realized volatility (ܴ ௧ܸ) based on
5 minute returns with subsampling obtained from the Realized Library of the Oxford-Man
Institute.
Moreover, a number of other variables are relevant to the study. Specifically, we use
two different bond yields, namely, the short-term bond yield (ݎ௧ௌ) and the long-term bond
yield (ݎ௧௅). The former is measured by the yield of the 3-month Treasury bill, while the latter
is measured by the yield of the 10-year Treasury bond. Finally, we also use a bond yield
spread, namely, the slope of the Treasury yield curve (ܶܧܴܯ௧), which is defined as the
difference between the yields on the 10-year and the 3-month Treasury securities. The data
on the bond yields are obtained from the St. Louis FED’s FRED database.
Table 1 presents descriptive statistics of all variables considered in our study. As
reflected by the high levels of skewness and kurtosis, all variables display a significant
departure from normality. However, as shown in Christoffersen and Diebold (2006), the
theoretical result that volatility forecastability implies sign forecastability holds even if
returns do not follow a Gaussian distribution. Additionally, as mentioned in Christoffersen et
al. (2007), if the distribution is asymmetric then the sign can be predictable even if the
expected return is zero. Therefore, there is no concern regarding whether the empirical results
in our paper can be affected by the evidence of non-normality in the return series. Turning to
ΔSVI, we find that it is positively skewed with excess probability in the tails, as suggested by 
the higher moments. Moreover, it has a negative autocorrelation of -0.33. Finally, the
stationarity of ΔSVI is assessed using three unit root tests: the Augmented Dickey-Fuller test 
(ADF, Dickey and Fuller, 1979), the Phillips-Perron test (PP, Phillips and Perron, 1988), and
the Kwiatkowski, Phillips, Schmidt, and Shin test (KPSS, Kwiatkowski et al., 1992).
Whereas for the ADF and PP tests the null hypothesis is the existence of a unit root in the
data, the null hypothesis for the KPSS test is stationarity. The corresponding statistics are,
respectively, -30.811, -392.260 and 0.4384 and suggest that the ΔSVI is stationary.    
[Insert Table 1 around here]
For completeness, Figure 1 shows the graph of the SVI variable. As can be seen from
the graph, demand for information abruptly increases in October and November 2008 after
Lehman’s bankruptcy. Furthermore, demand for information also spikes on August 8, 2011
when US and global stock markets crashed following the credit rating downgrade of the US
7sovereign debt and on June 24, 2016 when the UK voted in favour of exiting the EU. Finally,
it reaches a record level on November 9, 2016 when the new US president was elected.
Overall, the graph indicates that SVI is associated with demand for information related to the
market.
[Insert Figure 1 around here]
3. Methodology
3.1. The framework of return sign predictability
Christoffersen and Diebold (2006) demonstrate that the sign of asset returns can be
predictable even if the expected returns are not, provided that their volatility is. To see this,
let ܴ௧ denote a series of excess returns, which follows a distribution that depends only on its
first two moments, and let Ω௧ be the information set available at time ݐ. Moreover, the
conditional mean and variance of the expected excess returns are denoted, respectively, by
ߤ௧ାଵ|௧ = ߃(ܴ௧ାଵ|Ω௧) and ߪ௧ାଵ|௧ଶ = ܸܽݎ(ܴ௧ାଵ|Ω௧). If ߤ௧ାଵ|௧ varies with Ω௧, we say that the
return series displays conditional mean dependence and hence it is predictable. Similarly, if
ߪ௧ାଵ|௧ଶ varies with Ω௧, we can define conditional variance dependence (or volatility
predictability). If the probability of a positive return at time t also varies with Ω௧, then the
sign of the return series is predictable. In this case, the conditional probability of a positive
excess return is given by:
ܲݎ(ܴ௧ାଵ > 0|Ω௧) = 1 −  ܲݎ(ܴ௧ାଵ ≤ 0|Ω௧)
= 1 −  ܲݎ൬
ܴ௧ାଵ − ߤ௧ାଵ|௧
ߪ௧ାଵ
≤ −
ߤ௧ାଵ|௧
ߪ௧ାଵ
൰
= 1 − ܨቀ−
ఓ೟శభ|೟
ఙ೟శభ
ቁ, (1)
where ܨ is the cumulative distribution function of the standardized return
൫ܴ ௧ାଵ − ߤ௧ାଵ|௧൯ ߪ௧ାଵ⁄ . Provided that the conditional volatility is predictable, the sign of the
return will also be predictable even if the expected excess return is constant over time but
different from zero (i.e. ߤ௧ାଵ|௧ = ߤand ߤ≠ 0). This is because, as equation (1) suggests, the
probability of a positive return is time varying as volatility moves.5
Building on the above framework, and with the aim to provide fresh empirical
evidence, in this paper we forecast the probability of observing a positive excess return on the
5 As mentioned earlier, even if ߤ௧ାଵ|௧ = 0 the sign of the excess return will continue to be predictable provided
that ܨ is asymmetric.
8S&P 500 index using forecasts of its expected excess returns as well as its volatility. The
methodological approach for obtaining such forecasts is discussed below.
3.2. Volatility forecasting models
As suggested by the work of Christoffersen and Diebold (2006), forecasting the daily stock
market return volatility plays a key part in predicting accurately the sign of stock market
returns. Therefore, we turn to the GARCH family models that have been shown to perform
well in forecasting conditional stock return volatility (Poon and Granger, 2003). These
models involve the joint estimation of a conditional mean and a conditional variance
equation. The return process is assumed to be generated as:
ܴ௧ = ܽ+ ܾܴ ௧ି ଵ + ߝ௧, (2)
where ܴ௧ is the excess return and ߝ௧~ܰ(0,ߪ௧ଶ) is the error term. The GARCH (1,1) process
introduced by Bollerslev (1986) and Taylor (1986) is given by:
ߪ௧
ଶ = ߱ + ߚߪ௧ି ଵଶ + ߙߝ௧ି ଵଶ , (3)
where ߙ,ߚ ≥ 0;߱ > 0 ensures the positiveness of the conditional variance. For the
unconditional variance to exist, a necessary and sufficient condition is that ߙ+ ߚ < 1.
As stressed earlier, one of the main objectives of our study is to examine whether
investors’ demand for information can improve volatility forecasts. Hence, we extend the
standard GARCH (1,1) model to a GARCH-SVI (1,1) model by incorporating the Google
SVI index both in the mean and in the variance equations as follows:
ܴ௧ = ܽ+ ܾܴ ௧ି ଵ + ܿ߂ܸܵ ܫ௧ି ଵ + ߝ௧, (4)
ߪ௧
ଶ = ߱ + ߚߪ௧ି ଵଶ + ߙߝ௧ି ଵଶ + ߜ߂ܸܵ ܫ௧ି ଵ, (5)
where ΔSVI is the change in the demand for information.  
We also consider popular extensions of the basic GARCH model. One such extension
is the GJR due to Glosten et al. (1993) which accommodates the asymmetry in the response
of volatility to positive and negative shocks. The conditional variance in the GJR-GARCH
model has the following form:
ߪ௧
ଶ = ߱ + ߚߪ௧ି ଵଶ + ߙߝ௧ି ଵଶ + ߛߝ௧ି ଵଶ ߇௧ି ଵ, (6)
where ߇௧ି ଵ = 1 if ߝ௧ି ଵ < 0 and ߇௧ି ଵ = 0 if ߝ௧ି ଵ ≥ 0.
Similarly to the GARCH model, we also extend the GJR-GARCH to include the ΔSVI 
variable as follows:
ܴ௧ = ܽ+ ܾܴ ௧ି ଵ + ܿ߂ܸܵ ܫ௧ି ଵ + ߝ௧, (7)
ߪ௧
ଶ = ߱ + ߚߪ௧ି ଵଶ + ߙߝ௧ି ଵଶ + ߛߝ௧ି ଵଶ ߇௧ି ଵ + ߜ߂ܸܵ ܫ௧ି ଵ. (8)
9In addition, we employ the EGARCH model proposed by Nelson (1991) which,
unlike the GARCH (1,1) model, does not require imposing non-negativity constraints.
Moreover, similar to the GJR-GARCH, the standard EGARCH model does not enforce a
symmetric response of volatility to positive and negative shocks. The EGARCH (1,1)
specification can be expressed as follows:
݈݊ (ߪ௧ଶ) = ߱ + ߚ݈݊ (ߪ௧ି ଵଶ ) + ߛ ఌ೟షభ
ටఙ೟షభ
మ
+ ߙ቎|ఌ೟షభ|
ටఙ೟షభ
మ
− ට
ଶ
గ
቏. (9)
As with the other volatility models, we extend the EGARCH (1,1) specification by including
the demand for information proxy variable. The relevant EGARCH-SVI (1,1) model is then
written as:
ܴ௧ = ܽ+ ܾܴ ௧ି ଵ + ܿ߂ܸܵ ܫ௧ି ଵ + ߝ௧, (10)
݈݊ (ߪ௧ଶ) = ߱ + ߚ݈݊ (ߪ௧ି ଵଶ ) + ߛ ఌ೟షభ
ටఙ೟షభ
మ
+ ߙ቎|ఌ೟షభ|
ටఙ೟షభ
మ
− ට
ଶ
గ
቏+ ߜ߂ܸܵ ܫ௧ି ଵ . (11)
To obtain one-step-ahead forecasts of the conditional volatility, we rely on a recursive
scheme. Let ܶ = ܮ+ ܲ denote the full sample size where L is the number of in-sample
observations and P is the number of out-of-sample forecasts. For all models, we initially use
the first ܮ observations to get the corresponding set of parameter estimates. The first one-
step-ahead forecast error is then constructed by comparing our forecasted volatility against
the realised volatility, which serves as a proxy of the latent return volatility. In order to
construct the second one-step-ahead forecast error, we use data available through period
ܮ+ 1 and repeat the above procedure. This process continues until all observations are used
and we have a sequence of ܲ one-step-ahead ahead forecast errors.
We report the statistics of the out-of-sample forecast errors obtained in different
sample periods. In particular we document the mean, standard deviation, and root mean
square error (RMSE) of volatility forecast errors resulting from each competing model
presented above. The parameters are estimated by Quasi Maximum Likelihood using a
Gaussian Likelihood.
3.3. Assessing volatility forecasts
One issue when comparing volatility forecasts is that the model with the smallest forecast
error is not necessarily superior to the other competing models. Hence, we need to formally
examine whether the estimated RMSEs are significantly different from one another in a
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statistical sense. For this purpose, we employ the Diebold and Mariano (1995) (DM) statistic
which tests for equal predictive accuracy. In particular, Diebold and Mariano (1995) suggest
the use of a t-statistic for pairwise model comparisons in terms of forecasting performance.
Their approach involves taking the loss differential between two competing models scaled by
a robust estimator of its variance and comparing it against the standard normal distribution.
When comparing forecasts between non-nested models, such as between the GARCH
model against the EGARCH model, the DM statistic has a standard normal distribution (see
West, 1996). However, when comparing forecasts from nested models McCracken (2007)
shows that the DM statistic has a non-standard limiting distribution and provides
asymptotically valid critical values for various combinations of in-sample and out-of-sample
proportions. For instance, in our study this case applies when we compare forecasts between
a standard form GARCH family model and its extended counterpart (e.g., EGARCH and
EGARCH-SVI).
3.4. Return sign forecasting models
To estimate the probability of a positive return on the S&P 500 index we adopt the
framework by Christoffersen and Diebold (2006) (C&D) and Christoffersen et al. (2007) and
employ a model which allows for the forecasted probability to be conditioned on the
predictive variable of interest through volatility forecasts. Based on the relevant model,
shown in equation (12) below, the t +1 period forecast is generated as:
ߨො௧ାଵ
஼&஽ = ܲݎ෢ ൫ܴ ௧ାଵ|௧ > 0൯= 1 − ଵ௧∑ ܫ൬ோೖିఓෝೖఙෝೖ ≤ ఓෝ೟శభ|೟ఙෝ೟శభ|೟൰௧௞ୀଵ , (12)
where ܫ( ) is the indicator function, ߪො௧ାଵ|௧ is the one-step-ahead volatility forecast as
described above, and ߤƸ௧ାଵ|௧ is the one-step-ahead expected return forecast. The ߤƸ௧ାଵ|௧ is
estimated as an AR(1) process. As explained earlier, in this paper we use the change in the
demand for information to enhance the volatility forecasts of the S&P 500 index returns.
Therefore, we extend the C&D model by incorporating the ΔSVI variable both in ߪො௧ାଵ|௧, as
described in Section 3.2, and in ߤƸ௧ାଵ|௧.
The probability forecasts from our main model (C&D-SVI) are then compared against
those generated by a naive model as well as by a number of alternative models which have
been previously used to predict the sign of stock returns. In particular, one-step-ahead
probability forecasts from the naive model are generated as follows:
ߨො௧ାଵ
ே௔௜௩௘ = ܲݎ෢ ൫ܴ ௧ାଵ|௧ > 0൯= ଵ௧∑ ܫ(ܴ௞ > 0)௧௞ୀଵ . (13)
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That is, our naive model is based on the empirical distribution function of the return. In other
words, we consider the proportion of positive past returns from the beginning of the sample
period up to the time the forecast is made. To further assess the robustness of our main
model, we also employ some alternative competing models which have been used in the
extant literature to construct probability forecasts. Specifically, we consider a dynamic probit
model (see, Nyberg, 2011) which uses a binary sign return indicator as the dependent variable
and also accounts for potential autocorrelation in the structure of the return signs time series.
Based on this model, probability forecasts are constructed as shown in equation (14):
ߨො௧ାଵ
஽௬௡௉௥௢௕௜௧ = ܲݎ൫ܴ ௧ାଵ|௧ > 0൯= ߔ൫ߚ଴ + ߚଵ߇(ܴ௧ > 0)൯. (14)
Moreover, similar to Nyberg (2011) and Chevapatrakul (2013), we consider a number of
alternative specifications of the dynamic probit model in equation (14) which control for
various factors that have been used to predict return signs. Specifically, we employ three
models which extend the dynamic probit model by adding, respectively, the short term yield,
ݎ௧
ௌ, the long term yield, ݎ௧௅, and the term spread, ܶܧܴܯ௧, as in equation (15) below:
ߨො௧ାଵ
஽௬௡௉௥௢௕௜௧ି ௓ = ܲݎ൫ܴ ௧ାଵ|௧ > 0൯= ߔ(ߚ଴ + ߚଵ߇(ܴ௧ > 0) + ߚଶܼ ), (15)
where Z can be one of the variables, ݎ௧ௌ, ݎ௧௅ or ܶܧܴܯ௧ , as discussed above. Finally, we also
consider a dynamic probit model (DynProbit-All) which incorporates all three variables
mentioned above.
To compare the predictive performance of each model we report statistics on the out-
of-sample prediction errors obtained in different sample periods. In particular, we document
the mean, standard deviation and Brier scores of the probabilistic forecast errors derived from
each model. The Brier score is a commonly used scoring rule to evaluate probability forecasts
(Brier, 1950). It may be viewed as the mean squared loss function for probabilistic forecasts.
The Brier score for a sample of ݊ binary forecasts, where the event either occurs or does not
occur, is given by ܤ݅ݎ ݁ݎ= ଵ
௡
∑ (ߨො௧− ݋௧)ଶ௡௧ୀଵ , where ߨො௧ is the predicted probability of the
event occurring according to the tth forecast, and ݋௧ is equal to one or zero, depending on
whether the event actually occurs or not. To assess whether any identified differences
between the competing models are also statistically significant we employ the DM statistic as
in the case of comparing volatility forecasts (see section 3.3).
4. Empirical results
4.1. Volatility forecasting results
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Table 2 presents the estimates of the different standard GARCH model specifications
employed in our study as well as their extended with the ΔSVI counterparts. These in-sample 
results indicate that the coefficient of ΔSVI is positive and statistically significant across all 
different GARCH models.6 This finding suggests that ΔSVI possesses significant in-sample 
predictive power for return volatility and enriches standard GARCH models with useful
information about market variation. Moreover, the coefficient γ is also found to be significant 
in both the GJR-GARCH and EGARCH models suggesting the existence of asymmetry in the
conditional return distribution. As suggested by Christoffersen et al., (2007) such evidence of
asymmetry implies that the sign of returns could be predictable provided that their volatility
is. Overall, these results extend an emerging literature which establishes a relationship
between measures of demand for information and asset return volatility (e.g., Vlastakis and
Markellos, 2012; Andrei and Hasler, 2014; Vozlyublennaia, 2014; Da et al., 2015; Dimpfl
and Jank, 2015; Goddard et al., 2015).
[Insert Table 2 around here]
Panel A in Table 3 tabulates the forecast error statistics obtained from the volatility
models described in Section 3.2 which are employed to produce one-step-ahead out-of-
sample daily forecasts of the S&P 500 return volatility. To allow for a more thorough
examination of forecasting performance, the computed statistics are also reported for two
different sub-sample periods. The first sub-sample spans the period from January 3, 2005 to
December 31, 2007 whereas the second one covers the period from January 2, 2008 to
December 31, 2016 which includes the recent financial crisis.
[Insert Table 3 around here]
Panel A reveals that the inclusion of the ΔSVI variable in all considered volatility 
models improves their out-of-sample forecasting ability as indicated by the reported RMSEs.
This result is robust not only across all model specifications but also in all sample periods
under consideration. This is a new finding in the literature which indicates that the change in
demand for information conveys additional useful information and enhances daily forecasts
of stock return volatility.7
6 As a robustness check, we also estimated the considered GARCH models by additionally including either the
VIX2, the realised volatility or the trading volume. In all cases, ΔSVI remains significant and its coefficient 
maintains the correct sign. To account for potential multicollinearity problems, we follow Cooper and Priestley
(2009) and Andriosopoulos et al. (2014) and we look at the relative performance of ΔSVI and the VIX2
(Realised Volatility or Trading Volume), when the latter is orthogonalised relative to the former.
7 Although this paper is theoretically motivated by the link between SVI and stock market volatility, we have
also extended the GARCH family models presented in Section 3.2 with the ݎ௧ௌ, ݎ௧௅, and ܶܧܴܯ ݐ variables.
However, these extended models do not generally outperform their standard form counterparts in terms of
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On the other hand, if we compare volatility forecasts derived from the GARCH model
against those derived from the asymmetric GARCH family models, we observe that the latter
exhibit a superior forecasting performance. Specifically, the EGARCH-SVI model exhibits
the best forecasting performance, as suggested by the smallest RMSE, followed by the
standard EGARCH model. These results are consistent with the study by Awartani and
Corradi (2005) who also report that asymmetric GARCH models lead to better volatility
forecasts relative to their symmetric counterparts.
The identified RMSE differences discussed above do not necessarily suggest that the
competing models produce forecasts which are also different in a statistical sense. Therefore,
we need to formally examine whether the inclusion of the ΔSVI variable in our volatility 
models can indeed lead to significantly better forecasts. To this end, we conduct a test of
equal predictive accuracy. As such, Panel B in Table 3 tabulates the computed DM statistics
when we compare each volatility model against its extended with the ΔSVI variable 
counterpart across different periods. The DM statistics suggest that the inclusion of the ΔSVI 
variable significantly improves the predictive power of all GARCH family models at the 1%
level during the full out-of-sample period. This result is robust across all considered periods
and establishes that the ΔSVI contains valuable information for predicting stock market 
volatility.
4.2. Sign predictability results
Given that the EGARCH-SVI and the EGARCH models produce the best volatility forecasts
among all competing models under consideration, we now further explore whether we can
exploit these forecasts to achieve better sign predictability of daily stock returns as suggested
by Christoffersen and Diebold (2006).8 Using both of these volatility models will also allow
us to empirically assess i) how the C&D model compares against other types of models that
are relevant for sign predictability and ii) whether the extension we propose in this paper with
the ΔSVI variable can enhance the sign forecasting power of the C&D model. Panel A in 
Table 4 shows the forecast error statistics derived from all models described in Section 3.4
which are used for return sign predictability. As in the case of volatility forecasts, these
volatility forecasting power and additionally, none of these models (either standard or extended) outperform the
EGARCH-SVI model or the simple EGARCH model. Therefore, based on the theory put forward by
Christoffersen and Diebold (2006), we consider only these two volatility models when constructing return sign
forecasts.
8 We have also extended the EGARCH model with either the VIX2, the realised volatility or the trading volume
but none of these alternative model specifications produces a lower RMSE when predicting volatility.
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statistics are also reported for two different sub-sample periods (one of which includes the
recent financial crisis).
[Insert Table 4 around here]
Based on the produced Brier scores, the results suggest that the model by
Christoffersen and Diebold (2006) extended with the ΔSVI variable is the most prominent 
candidate for predicting the sign of daily stock returns. Specifically, it outperforms all other
competing models, either in their standard form or enhanced with a number of variables
which have been shown to be relevant for asset return and sign forecasts. This finding is
consistent across all periods and is further confirmed by means of the DM statistic (see Panel
B of Table 4). It is worth mentioning here that none of the extended dynamic probit models
considered in the analysis manages to outperform the baseline dynamic probit model
(DynProbit). This finding is broadly in contrast to recent evidence which suggests that
variables such as the short term interest rate and the long term interest rate perform well when
monthly data are considered (Nyberg, 2011; Chevapatrakul, 2013). Hence, our findings point
to the direction that the ΔSVI seems to convey more useful information for predicting the 
sign of returns at higher frequencies.
To shed more light on our findings, we further explore whether this sign predictability
is driven by predictability in the mean or in the variance. To this end, we estimate Equation
(4) and we find that the lagged ΔSVI is not a significant in-sample predictor of stock returns 
at the level. This result indicates that predictability in the variance drives sign predictability
of returns in our sample. This is consistent with the theory of Christoffersen and Diebold
(2006) which suggests that sign predictability can exist independently of mean predictability.
4.3. Further analysis of sign predictability: economic significance
Finding statistical significance in terms of predictive ability is neither a necessary nor a
sufficient condition for a profitable investment strategy (Leitch and Tanner, 1991; Diebold
and Lopez, 1996). Therefore, in this section we explore whether sign forecasts can help
improve investor’s decisions and lead to a profitable investment strategy. In particular, we
consider an investor with a utility function for wealth w defined as ܷ(ݓ) = −݁ି஺௪ , where A
is the investor’s degree of risk aversion.9 As in Goetzman et al. (2007), Della Corte et al.
(2010), and Andriosopoulos et al. (2014), we assume that the risk aversion coefficient is
9 We have also used a logarithmic utility function and our findings are qualitatively similar.
15
three.10 The investor has the option to invest either in the S&P 500 index or in a riskless asset
(treasury bills) assuming that sales and purchases of stocks and bonds are subject to
transaction costs. The investment decision is then based on the probability of observing a
positive return on the index in the next period as generated by each of the predictive models
discussed in Section 3.4. To provide a more comprehensive examination of economic value
we consider both scenarios where short sales are either allowed or prohibited. Therefore, our
paper is relevant to investors operating under different constraints.
4.3.1. The framework for measuring economic significance
In order to assess the economic value of return sign forecasts, we adopt the decision-theoretic
framework put forward by Granger and Pesaran (2000). Within this framework, a utility
maximising investor considers the utility of both successful and failed predictions of an
upward movement in the stock index before taking action. Let ݕ௧ାଵௗ = I൫ݎ௧ାଵௌ&௉ ହ଴଴ > 0൯be an
indicator of the realised direction of the return on the S&P 500 index and ݕො௧ାଵ|௧ௗ be the
corresponding directional forecast. Then the investor tries to maximise the following utility
function:
ݑ௧൫ݕො௧ାଵ|௧ௗ ,ݕ௧ାଵௗ ൯=
⎩
⎨
⎧
௨భభ,೟, ୧୤௬೟శభ೏ ୀଵୟ୬ୢ௬ො೟శభ|೟೏ ୀଵ
௨బబ,೟, ୧୤௬೟శభ೏ ୀ଴ୟ୬ୢ௬ො೟శభ|೟೏ ୀ଴
௨బభ,೟, ୧୤௬೟శభ೏ ୀ଴ୟ୬ୢ௬ො೟శభ|೟೏ ୀଵ
௨భబ,೟, ୧୤௬೟శభ೏ ୀଵୟ୬ୢ௬ො೟శభ|೟೏ ୀ଴
, (16)
where ݑ௜௝,௧ is the utility when ݕ௧ାଵௗ = ݅and ݕො௧ାଵ|௧ௗ = ݆with ,݆݅∈ {0, 1}. We also assume that
the utility of a correct prediction is always greater than that of a false prediction. That is
ݑଵଵ,௧ > ݑଵ଴,௧and ݑ଴଴,௧ > ݑ଴ଵ,௧. Moreover, let ߨො௧ାଵ denote the forecasted probability of an
upward movement for the S&P 500 index formed at the beginning of the period ݐ. Under the
above set up the expected utility of taking action is given by ݑଵଵ,௧ߨො௧+ ݑ଴ଵ,௧(1 − ߨො௧), while
the expected utility of not taking action is given by ݑଵ଴,௧ߨො௧+ ݑ଴଴,௧(1 − ߨො௧). Therefore, the
maximizing utility investor will make the prediction ݕො௧ାଵ|௧ௗ = 1 if:
ݑଵଵ,௧ߨො௧+ ݑ଴ଵ,௧(1 − ߨො௧) > ݑଵ଴,௧ߨො௧+ ݑ଴଴,௧(1 − ߨො௧) (17)
or
ߨො௧ > ൫௨బబ,೟ି ௨బభ,೟൯൫௨భభ,೟ି ௨బభ,೟൯ା൫௨బబ,೟ି ௨భబ,೟൯≡ ߨത௧. (18)
10 We have also considered investors with ܣ ∈ {1,2,4,5} and our conclusions remain robust to different levels of
risk aversion.
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In our paper, we consider two alternative scenarios. The first scenario is more restrictive and
does not allow for short-sales while under the second scenario short-sales are allowed. In the
case of the first scenario we have the following:
߱௧ = ቊ1, ݂݅ ݕො௧ାଵ|௧ௗ = 10, ݂݅ ݕො௧ାଵ|௧ௗ = 0 (19)
where ߱௧ represents the portfolio weight attributed to the stock market index. The realised
return from the active trading strategy is then given by:
ܴ௣,௧ାଵ஺௖௧௜௩௘ = ߱ ௧ܴ ௠ ,௧ାଵ + (1 − ߱௧) ௙ܴ,௧ାଵ, (20)
where ܴ௠ ,௧ାଵ is the return on the S&P 500 index and ௙ܴ,௧ାଵ denotes the return on the riskless
asset. In this setup the investor may decide to fully invest either in treasury bills that yield
௙ܴ,௧ାଵ or in the S&P 500 index, which yields ܴ௠ ,௧ାଵோ in the event of a market rise and ܴ௠ ,௧ାଵி
in the event of a market fall. Following Granger and Pesaran (2000), historical averages of
positive and negative index returns of up to time t are used to predict ܴ௠ ,௧ାଵோ and ܴ௠ ,௧ାଵி ,
respectively. In our analysis we also consider transaction costs for stocks and bonds which
are denoted by ௠߬ and ௙߬ respectively. The payoff matrix for this scenario is described in
Table 5.
[Insert Table 5 around here]
Based on Table 5 and assuming the investor is fully invested in the risk-free asset she will
switch to the stock index (i.e. ݕො௧ାଵ|௧ௗ = 1) if:
ߨො௧ > ି௘షಲቀభశೃ೑,೟శభቁା௘షಲ഍ቀభశೃ೟శభಷ ቁ
௘
షಲ഍ቀభశೃ೟శభ
ಷ ቁ
ି௘
షಲ഍ቀభశೃ೟శభ
ೃ ቁ
≡ ߨത௧
௨௣௣௘௥, (21)
where ߦ= (1 − ߬݉ )൫1 − ݂߬൯. Now, if the investor is fully invested in the stock index she will
switch to the risk-free asset (i.e. ݕො௧ାଵ|௧ௗ = 0) only if:
ߨො௧ < ି௘షಲቀభశೃ೟శభಷ ቁା௘షಲ഍ቀభశೃ೑,೟శభቁ
௘
షಲቀభశೃ೟శభ
ೃ ቁ
ି௘
షಲቀభశೃ೟శభ
ಷ ቁ
≡ ߨത௧
௟௢௪௘௥. (22)
Finally, she will remain inactive if ߨത௧
௨௣௣௘௥ < ߨො௧ < ߨത௧௟௢௪௘௥.
Regarding the second scenario of our economic analysis, we follow Campbell and
Thompson (2008) and Maio (2013) and we extend the strategy presented above to allow for
the possibility of short-selling the stock index. Based on this scenario, the investor can exploit
further her predictions for stock market movements and potentially achieve higher economic
gains. The corresponding weights for this strategy are now given by:
߱௧ = ቊ1.5, ݂݅ ݕො௧ାଵ|௧ௗ = 1
−1, ݂݅ ݕො௧ାଵ|௧ௗ = 0 (23)
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Therefore, the investor will allocate 150% of her wealth to the stock index in case of a
positive return prediction, borrowing 50% at the risk-free rate. In case of a negative return
prediction she will sell short the stock index at 100% and invest the proceeds in the risk- free
asset.11 The relevant payoff matrix based on these weights is described in Table 6.
[Insert table 6 around here]
As can be seen in Table 6, the investor will go long on the index if:
ߨො௧ > ି௘షಲቀభషೃ೟శభಷ ቁା௘షಲ഍ቀభశభ.ఱೃ೟శభಷ షబ.ఱೃ೑,೟శభቁ
௘
షಲ഍ቀభశభ.ఱೃ೟శభಷ షబ.ఱೃ೑,೟శభቁି௘షಲ഍ቀభశభ.ఱೃ೟శభೃ షబ.ఱೃ೑,೟శభቁି௘షಲቀభషೃ೟శభಷ ቁା௘షಲቀభషೃ೟శభೃ ቁ ≡ ߨത௧௨௣௣௘௥, (24)
whereas she will sell short the index if:
ߨො௧ < ି௘షಲ഍ቀభశభ.ఱೃ೟శభಷ షబ.ఱೃ೑,೟శభቁି௘షಲ഍ቀభషೃ೟శభಷ ቁ
௘
షಲ഍ቀభషೃ೟శభ
ಷ ቁ
ି௘
షಲ഍ቀభషೃ೟శభ
ೃ ቁ
ି௘
షಲቀభశభ.ఱೃ೟శభಷ షబ.ఱೃ೑,೟శభቁା௘షಲቀభశభ.ఱೃ೟శభೃ షబ.ఱೃ೑,೟శభቁ ≡ ߨത௧௟௢௪௘௥. (25)
As before, she will remain inactive if ߨത௧
௨௣௣௘௥ < ߨො௧ < ߨത௧௟௢௪௘௥.
The optimal predictor that maximizes the expected utility of the investor under either
scenario is given by:
ݕො௧ାଵ|௧ௗ = ൫1 − ℎ௧ାଵ|௧− ߣ௧ାଵ|௧൯ݕො௧ௗ + ℎ௧ାଵ|௧, (26)
where ℎ௧ାଵ|௧ = ܫ൫ߨො௧ > ߨത௧௨௣௣௘௥൯, and ߣ௧ାଵ|௧ = ܫ൫ߨො௧ < ߨത௧௟௢௪௘௥൯.
Under both scenarios presented above the return of each active strategy is compared
against the return of a passive “buy-and-hold” (B&H) strategy which goes 100% long on the
stock index throughout the investment horizon. To further evaluate the economic
performance of each active strategy and to be comparable with related studies we initially
employ the commonly used Sharpe ratio. We then compare all Sharpe ratios against the
corresponding Sharpe ratio obtained from the passive B&H strategy. This is important since
different strategies might involve different levels of risk. As a further check, we test whether
the Sharpe ratio of any active trading strategy is also statistically different from the Sharpe
ratio of the passive B&H strategy. To this end, we employ White’s (2000) Reality Check
which additionally accounts for data mining concerns that can arise when many predictors are
considered. The null hypothesis tested is that the maximum Sharpe ratio of all competing
active strategies is less than or equal to the Sharpe ratio of the B&H strategy.
However, it is argued that the Sharpe ratio is associated with certain limitations which
can lead to misleading inferences when ranking competing investment strategies (e.g.,
Goetzmann et al. 2007). Specifically, as it is based on the mean-variance framework its use is
appropriate only when returns follow a normal distribution or when the investor’s preferences
11 We have also considered alternative weighting schemes within the range of [-1, 1.5] and our results are
qualitatively similar.
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are described by a quadratic utility function (Zakamouline, 2009; Homm and Pigorsch,
2012). To alleviate this concern in our paper, we additionally employ the economic
performance measure (EPM) due to Homm and Pigorsch (2012). The EPM is obtained by
dividing the mean of the portfolio return by its economic index of riskiness, which is a
measure proposed by Aumann and Serrano (2008). In contrast to the Sharpe ratio, this
alternative measure can account not only for the mean and variance of the strategy’s returns
but also for their higher order moments and hence, it gives a more realistic representation of
what investors consider in practice when evaluating investment opportunities (Golec and
Tamarkin, 1998; Harvey and Siddique, 2000).
4.3.2. Empirical evidence on the economic significance
This section addresses the important question of whether an active strategy based on each of
the sign predicting models discussed in Section 3.4 can lead to economic gains for investors
when compared against the passive B&H strategy which serves as a benchmark. For all
strategies under consideration we report average portfolio returns, standard deviations, and
Sharpe ratios (all annualised). We also report the EPM measure, the Jarque-Bera (1987) test
for normality and the White’s Reality Check test. All performance measures are computed
net of transaction costs and, in line with the statistical analysis presented in the previous
sections, across different periods.
The literature considers a number of ways for estimating transaction costs. For
instance, Fama and Blume (1966) approximate transaction costs using the floor trader cost,
estimated at 5 basis points (bps) for each one-way trade. This approach is also adopted in
some recent studies (e.g., Hsu and Kuan, 2005; Bekiros, 2010). Another main approach
involves the estimation of bid-ask spread and commission (S&C) costs (see Stoll and
Whaley, 1983; Bhardwaj and Brooks, 1992). Within this context we estimate the S&C costs
to be 2.43 bps. For the bid-ask spread we use data from an S&P 500 exchange traded fund
while the commission cost is obtained from Anand et al. (2012). Finally, we also consider a
method which infers transaction costs from stock price behaviour due to Lesmond et al.
(1999). This is a more comprehensive measure to estimate the cost of trading as it implicitly
includes not only the spread and commission components but also short sale costs,
immediacy costs, and some of the price impact costs. Based on this method we estimate the
transaction costs to be 2.4 bps.
Table 7 presents the results of economic value under the first scenario where short-
sales are not allowed, with respect to the more comprehensive measure of transaction costs
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due to Lesmond et al. (1999).12 However, our findings are also robust to the different
measures of transaction costs discussed above.13
[Insert Table 7 around here]
During the full out-of-sample period (January 1, 2005 – December 31, 2016), the
passive B&H strategy generates an average return of 4.1%, which combined with a standard
deviation of 19.5% leads to a Sharpe ratio of 0.317. The active strategy based on the C&D-
SVI model clearly outperforms the passive strategy as it yields a Sharpe ratio of 0.324. This
finding, which reflects the good predictive performance of the C&D-SVI model in terms of
sign predictability, is robust across all considered periods and is the result of both higher
average returns and lower volatility.14 In other words, this active strategy will switch from the
stock index into the risk-free asset whenever negative returns are predicted, thus effectively
reducing the downside risk of the portfolio. As a further check, Table 7 presents the results of
the White’s Reality Check procedure which tests the null hypothesis that the best active
strategy in terms of Sharpe ratios is not superior to the B&H strategy. Our findings indicate
that the C&D-SVI, which is the best strategy in our case, overall leads to statistically better
economic gains relative to the passive strategy. Finally, considering the more comprehensive
EPM measure due to Homm and Pigorsch (2012) the relative performance of the active
strategies remain unaffected, thus strengthening the robustness of our findings.15
Turning to the second and less restrictive scenario, where short-sales are allowed, the
corresponding results are tabulated in Table 8. Across all periods, we observe that the best
strategy is still the one associated with the C&D-SVI model followed by the one based on the
C&D model. Interestingly, in this scenario the remaining active strategies not only
underperform the B&H strategy as in the first scenario but they consistently lead to economic
losses. This is congruent with the notion that good predictive performance in statistical terms
(as documented in Section 4.2) does not guarantee economic gains (see, Leitch and Tanner,
1991). Overall, the results based on these alternative models under both scenarios are broadly
in contrast to recent evidence by Nyberg (2011) and Chevapatrakul (2013) who report
12 We round up the transaction costs to 3 bps and hence we employ a slightly more conservative value of one-
way transaction costs. This means that each round-trip (selling/buying the bond and buying/selling the stock)
costs 6 bps.
13 The transaction costs employed in our paper are generally in agreement with those reported in a number of
previous studies (e.g., Gencay, 1998; Bajgrowicz and Scaillet, 2012).
14 To give a better picture of when any positive profit from this strategy would be eliminated, we also estimate
its break-even transaction costs. Specifically, we find that these costs are 6.2 bps and 8.5 bps, respectively, for
the first and second scenario considered in our study.
15 Following Homm and Pigorsch (2012), we set the EPM measure equal to zero if the average excess returns of
a portfolio are negative.
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economic gains, albeit without allowing for short-sales. A plausible explanation for this
finding could be the use of higher frequency data in our study which are associated with
lower expected returns and potentially higher number of trades that accumulate greater
transaction costs. Moreover, as in the first scenario (i.e. where short-sales are not allowed),
the White’s Reality Check suggests that the strategy based on the C&D-SVI model is
significantly better than the B&H strategy in terms of Sharpe ratios. Finally, we note that our
results remain robust when we employ the EPM measure.
Overall, our paper is the first study to confirm the usefulness of the C&D model for
real-time investors and to also suggest a new variable, ΔSVI, that further enhances its 
performance. This is demonstrated by considering different realistic scenarios and various
performance measures. These results are generally in line with the statistical results presented
in the previous sections and further establish the usefulness of the ΔSVI variable in return 
sign predictability. Our findings complement the studies by Christoffersen and Diebold
(2006) and Christoffersen et al. (2007) given the lack of empirical evidence regarding the
economic efficacy of their suggested model, which is of particular interest to market
participants.
5. Conclusion
In this paper we empirically investigate whether a measure for information demand, can lead
to better sign forecasts of stock returns. This is of particular interest given that US stock
returns have been proven difficult to predict in the levels. Specifically, we augment a number
of competing GARCH family models with a measure of information demand (approximated
by SVI from Google) and construct one-step-ahead volatility forecasts, which we use within
the Christoffersen and Diebold (2006) framework to predict the sign of stock returns. We
then focus on the economic significance of sign predictability and formulate appropriate
trading strategies from the perspective of a real-time investor. This is a very important
dimension of our study given the lack of empirical evidence within this framework and the
fact that improved sign predictability in a statistical sense does not necessarily mean higher
economic value for investors. In particular, we adopt the approach by Granger and Pesaran
(2000) and consider an investor whose goal is to maximize her utility function using a time-
varying optimal rule which translates sign probability forecasts into investment decisions.
Our empirical application relies on daily data from the S&P 500 index and covers the period
from January 2, 2004 through December 31, 2016.
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Turning to our results, we show that extending all considered GARCH family models
with the change in demand for information variable (ΔSVI) leads to more accurate return 
volatility forecasts. We find that this improvement in forecasting power is statistically
significant and robust across different sample periods (including the recent financial crisis).
This result is in line with a small body of relevant work and highlights the usefulness of the
ΔSVI in predicting the volatility of returns during both normal and turbulent periods in the 
stock market.
Moreover, when we employ the forecasted volatilities to predict the sign of daily
stock returns we find that the model suggested by Christoffersen and Diebold (2006)
extended with the ΔSVI variable exhibits the best performance among all considered models. 
Specifically, it outperforms all types of models either in their standard form or extended with
a number of variables motivated by previous studies on asset pricing and asset return sign
forecasts. This finding holds across all considered periods and is further confirmed by means
of the Diebold and Mariano (1995) statistic.
Finally, we find that there is consistency between the statistical results and the results
of economic value and show that the model of Christoffersen and Diebold (2006) extended
with the ΔSVI variable offers the highest gains for investors. This confirms its usefulness in 
the context of return sign predictability. These novel findings hold when we consider
different utility functions, levels of risk aversion and estimates of transaction costs. Our
findings are also robust to different realistic scenarios (with or without short-sales) and
measures of economic value, giving further support to the main conclusions of the paper.
Appendix
The Google Trends database provides data from January 2004 onwards at weekly frequency.
However, if the requested period is up to a quarter, the data is available at daily frequency.
There is a caveat that comes with this, though, due to the way SVI is calculated. Specifically,
the provided index is always scaled to the highest value within the specified sample. This
means that if one obtains daily SVI data for a time period spanning more than a quarter by
downloading data one quarter at a time, such data are not comparable and a time-series of
SVI cannot be constructed in a consistent manner. Others in the literature (e.g., Da et al.,
2015) have addressed this issue by calculating changes (and losing one observation at the
start of each quarter in the process), which gets rid of any scaling issues. In our paper we
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adopt an alternative approach to construct a daily time-series of SVI in a consistent manner.
This approach exploits a feature of Google Trends that allows the user to compare SVI for the
same term between different time periods. The important property of this feature is that, in
order to allow for the comparison, all different subsamples are scaled to the single highest
value found among them. Therefore, if one compares between two different quarters, the data
Google Trends provides will be daily and under the same scaling. Therefore, it becomes an
issue of identifying the quarter that contains the day with the highest SVI (through repeated
downloads) and then downloading all other quarters in comparison to that one. This allows
the construction of a series that is properly scaled at the levels, which preserves all the
information contained in the variable, with the added bonus of not losing any observations
within the sample.
The algorithm detailing the steps required for constructing a consistent time-series of SVI
using Google Trends is as follows. Taking advantage of the fact that Google Trends allows
the simultaneous comparison of up to five different time periods at the same time:
1. Download the first five quarters in the sample.
2. Find the quarter that contains the value of 100. Name this quarter ܳ଴.
3. Download ܳ଴ together with four other quarters each time until you have downloaded
all quarters contained in the time period of interest.
4. If you reach the final quarter in the period of interest and 100 ∈ ܳ଴, then proceed to
step 6.
5. If during any stage in the execution of step 3 100 ∉ ܳ଴, then this means that one of
the other quarters that were downloaded together with ܳ଴ now contains 100. The
quarter that contains 100 now becomes the new ܳ଴. Repeat steps 3 and 4.
6. Join all downloaded quarters together in one vector, in chronological order, to obtain
a consistent time-series of SVI.
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FIGURES
Figure 1. Time series graph of the informat
This figure depicts the demand for information variable for the full sample period (i.e.
January 2, 2004 to December 31, 201
ion demand variable (SVI)
6).
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TABLES
Table 1. Descriptive statistics.
Mean Standarddeviation Median Skewness Kurtosis Autocorrelation
ܴ௧ 0.0003 0.0120 0.0007 -0.0924 14.9055 -0.10
߂ܸܵ ܫ௧ 0.0009 7.4178 0.0000 3.3672 191.4147 -0.33
ܴ ௧ܸ 0.0001 0.0003 0.0000 11.0943 208.7226 0.68
ݎ௧
ௌ 0.0001 0.0001 0.0000 1.2398 3.0157 1.00
ݎ௧
௅ 3.1967 1.0744 3.1400 0.1127 1.6701 0.99
ܶܧܴܯ௧ 1.9495 1.0834 2.0800 -0.5519 2.5956 0.99
This table presents summary statistics on all variables considered in this study.
ܴ௧ denotes excess returns; ߂ܸܵ ܫ௧ is the change in information demand; RVt is the realized volatility; ݎ௧ௌ is the
yield on the 3-month Treasury bill; ݎ௧௅ the yield on the 10-year Treasury bond; ܶܧܴܯ௧ is the difference
between ݎ௧௅ and ݎ௧ௌ.
Table 2. In-sample performance of volatility forecasting models.
ω α γ β δ 
GARCH 0.0001*** 0.1054*** 0.8707***
GARCH-SVI 0.0001*** 0.0909*** 0.8853*** 0.0001**
GJR-GARCH 0.0001*** -0.0262*** 0.2021*** 0.9014***
GJR-GARCH-SVI 0.0001*** 0.1485*** 0.0496 0.5894*** 0.0001***
EGARCH -0.3164*** 0.1282*** -0.1503*** 0.9768***
EGARCH-SVI -0.2053*** 0.1013*** -0.1187*** 0.9865*** 0.0449***
All volatility forecasting models are presented in Section 3.2. Asterisks *, **, and *** indicate significance
at the 10%, 5%, and 1% level, respectively.
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Table 3. Out-of-sample performance of the volatility models.
Panel A: Forecast error statistics
GARCH GARCH-
SVI
EGARCH EGARCH-
SVI
GJR-GARCH GJR-GARCH-
SVI
03/Jan/2005 – 02/Dec/2016
Mean 0.0293 0.0290 0.0098 0.0092 0.0225 0.0235
Standard deviation 0.2233 0.2226 0.1849 0.1827 0.1983 0.1961
Root mean square error 0.2252 0.2244 0.1851 0.1829 0.1995 0.1975
03/Jan/2005 – 31/Dec/2007
Mean 0.0037 0.0037 0.0003 -0.0008 0.0039 0.0038
Standard deviation 0.0493 0.0492 0.0479 0.0476 0.0444 0.0437
Root mean square error 0.0494 0.0493 0.0479 0.0476 0.0446 0.0438
02/Jan/2008 – 31/Dec/2016
Mean 0.0379 0.0375 0.0130 0.0125 0.0287 0.0300
Standard deviation 0.2558 0.2550 0.2116 0.2091 0.2272 0.2247
Root mean square error 0.2585 0.2576 0.2120 0.2094 0.2290 0.2266
Panel B: Diebold and Mariano (1995) statistics
GARCH
vs
GARCH-SVI
EGARCH
vs
EGARCH-SVI
GJR-GARCH
vs
GJR-GARCH-SVI
03/Jan/2005 – 31/Dec/2016 4.53*** 2.92*** 1.22***
03/Jan/2005 – 31/Dec/2007 2.50*** 3.41*** 2.84***
02/Jan/2008 – 31/Dec/2016 5.22*** 3.34*** 1.38***
Panel A presents the properties of the volatility prediction errors obtained from the competing GARCH family models presented in
Section 3.2. The full out-of-sample period spans January 3, 2005 – December 31, 2016. For a more in-depth evaluation, results are also
reported for two different sub-sample periods, one of which spans the pre-crisis period and one that includes the recent financial crisis. All
models use available data starting from January 2, 2004 to produce one-step-ahead volatility forecasts. Boldface indicates superior
performance (i.e. more accurate forecasts). Numbers in Panel A are of order 10-3.Panel B presents the computed Diebold and Mariano
(1995) test statistics across different periods. These statistics are employed to test whether the reported RMSE performances between the
different GARCH family models and their extended with ΔSVI counterparts reported in Panel A, are statistically different from one 
another. A positive value indicates that the GARCH family model extended with the ΔSVI performs better than its standard counterpart. 
Asterisks *, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.
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Table 4. Out-of-sample performance of the sign forecasting models.
Panel A: Forecast error statistics
C&D-
SVI
C&D DynProbit DynProbit-
rS
DynProbit-
rL
DynProbit-
rTerm
DynProbit-
All
Naive
03/Jan/2005 – 31/Dec/2016
Mean 0.4702 0.4771 0.4931 0.4937 0.4945 0.4935 0.4946 0.4958
Standard deviation 0.4414 0.4217 0.0657 0.0652 0.0574 0.0654 0.0670 0.0506
Brier score 0.6857 0.6907 0.7022 0.7026 0.7032 0.7025 0.7033 0.7041
03/Jan/2005 – 31/Dec/2007
Mean 0.4550 0.4676 0.4894 0.4902 0.4909 0.4899 0.4913 0.4943
Standard deviation 0.4001 0.3182 0.0732 0.0777 0.0676 0.0767 0.0863 0.0566
Brier score 0.6745 0.6838 0.6996 0.7002 0.7006 0.6999 0.7009 0.7030
02/Jan/2008 – 31/Dec/2016
Mean 0.4752 0.4802 0.4943 0.4948 0.4957 0.4947 0.4957 0.4963
Standard deviation 0.4543 0.4510 0.0630 0.0605 0.0535 0.0611 0.0591 0.0485
Brier score 0.6894 0.6930 0.7031 0.7034 0.7040 0.7033 0.7040 0.7045
Panel B: Diebold and Mariano (1995) statistics
C&D
vs
C&D-SVI
DynProbit
vs
C&D-SVI
DynProbit-rS
vs
C&D-SVI
DynProbit-rL
vs
C&D-SVI
DynProbit-rTerm
vs
C&D-SVI
DynProbit-
All vs
C&D-SVI
Naive
vs
C&D-SVI
03/Jan/2005 – 31/Dec/2016 2.12*** 3.17*** 3.25*** 3.41*** 3.32*** 3.45*** 3.34***
03/Jan/2005 – 31/Dec/2007 3.43*** 4.76*** 4.93*** 4.86*** 4.89*** 5.08*** 4.80***
02/Jan/2008 – 31/Dec/2016 1.52*** 2.54** 2.60** 2.84*** 2.69** 2.81*** 2.30**
In this table, Panel A presents the forecast error statistics from all competing sign forecasting models which are described in Section 3.4. The full out-of-
sample period spans January 3, 2005 – December 31, 2016. For a more in-depth evaluation, results are also reported for two different sub-sample periods,
one of which spans the pre-crisis period and one that includes the recent financial crisis. All models use available data starting from January 2, 2004 to
produce one-step-ahead sign forecasts. Boldface indicates superior performance (i.e. more accurate forecasts). Panel B presents the computed Diebold and
Mariano (1995) test statistics across different periods. These statistics are employed to test whether the Brier scores obtained from the sign forecasting
models are statistically different from the Brier score produced by our preferred model (i.e. C&D-SVI). A positive value indicates that the C&D-SVI model
exhibits a superior performance. Asterisks *, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.
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Table 5. Payoff matrix (no short-sales).
Action taken at time t. Market at time t+1:
Rises Falls
Buy the riskless asset:
Yes ξ(1+ ௙ܴ,௧ାଵ) ξ(1+ ௙ܴ,௧ାଵ)
No 1+ܴ௠ ,௧ାଵோ 1+ܴ௠ ,௧ାଵி
Buy the stock index:
Yes ξ(1+ܴ௠ ,௧ାଵோ ) ξ(1+ܴ௠ ,௧ାଵி )
No 1+ ௙ܴ,௧ାଵ 1+ ௙ܴ,௧ାଵ
This table displays the payoffs to an investor who has the option to invest either in the stock index or in a
riskless asset (Treasury bills) in different states of the world (i.e. market rise or fall), given that short sales
are not allowed. For a detailed description see Section 4.3.1. ߦ= (1 − ௠߬ )( 1 − ௙߬) where τm and τf are
the transaction costs for stocks and bonds, respectively. ௙ܴ, is the risk-free rate of return, while ܴ௠ோ , and
ܴ௠
ி are the rates of return of the stock index corresponding to a market rise or fall, respectively.
Following Granger and Pesaran (2000), historical averages of positive and negative index returns are used
to predict ܴ௠ோ and ܴ௠ி .
Table 6. Payoff matrix (short-sales allowed).
Action taken at time t. Market at time t+1:
Rises Falls
Buy the stock index
Yes ξ(1+1.5ܴ௠ ,௧ାଵோ -0.5 ௙ܴ,௧ାଵ) ξ(1+1.5ܴ௠ ,௧ାଵி -0.5 ௙ܴ,௧ାଵ)
No 1- ܴ௠ ,௧ାଵோ 1-ܴ௠ ,௧ାଵி
Short-sell the stock index
Yes ξ( 1- ܴ௠ ,௧ାଵோ ) ξ( 1-ܴ௠ ,௧ାଵி )
No 1+1.5ܴ௠ ,௧ାଵோ -0.5 ௙ܴ,௧ାଵ 1+1.5ܴ௠ ,௧ାଵி -0.5 ௙ܴ,௧ାଵ
This table displays the payoffs to an investor who has the option to invest either in the stock index or in a
riskless asset (Treasury bills) in different states of the world (i.e. market rise or fall), given that short sales
are allowed. For a detailed description see Section 4.3.1. ߦ= (1 − ௠߬ )( 1 − ௙߬) where τm and τf are the
transaction costs for stocks and bonds, respectively. ௙ܴ, is the risk-free rate of return, while ܴ௠ோ , and ܴ௠ி
are the rates of return of the stock index corresponding to a market rise or fall, respectively. Following
Granger and Pesaran (2000), historical averages of positive and negative index returns are used to predict
ܴ௠
ோ and ܴ௠ி .
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Table 7. Out-of-sample economic significance (no short-sales).
C&D-
SVI C&D DynProbit
DynProbit-
rS
DynProbit-
rL
DynProbit-
rTerm
DynProbit-
All Naive B&H
White’s
Reality
Check
03/Jan/2005 – 31/Dec/2016
Return 0.0526 0.0447 0.0481 0.0332 0.0106 0.0177 0.0039 0.0123 0.0413
Standard deviation 0.1594 0.1538 0.1708 0.1458 0.1035 0.1512 0.1048 0.0011 0.1953
Jarque-Bera test/100 548.25*** 731.32*** 213.21*** 254.76*** 59.18*** 198.78*** 56.22*** 7.20*** 165.82***
Sharpe ratio 0.3241 0.2810 0.2887 0.2120 0.0360 0.1100 -0.0252 0.0044 0.3170 0.093
EPM*100 0.0838 0.0631 0.0659 0.0357 0.0010 0.0096 0 0 0.0795
03/Jan/2005 – 31/Dec/2007
Returns 0.0694 0.0648 0.0660 0.0339 0.0417 0.0331 0.0392 0.0419 0.0605
Standard deviation 0.1146 0.1073 0.1238 0.1187 0.0858 0.1206 0.1123 0.0004 0.1238
Jarque-Bera test/100 1.45*** 2.38*** 1.51*** 2.56*** 13.87*** 2.13*** 4.86*** 0.55*** 1.52***
Sharpe ratio 0.2892 0.2600 0.2497 -0.0057 0.0417 -0.0104 0.0328 -0.0388 0.2514 0.028
EPM*100 0.0660 0.0530 0.0490 0 0 0 0.0008 0 0.0500
02/Jan/2008 – 31/Dec/2016
Return 0.0469 0.0380 0.0421 0.0330 0.0002 0.0125 -0.0079 0.0024 0.0405
Standard deviation 0.1718 0.1664 0.1838 0.1537 0.1080 0.1601 0.1021 0.0003 0.2139
Jarque-Bera test/100 388.63*** 501.31*** 149.13*** 210.02*** 41.44*** 157.63*** 59.43*** 83.47*** 98.76***
Sharpe ratio 0.3502 0.3043 0.3142 0.2696 0.0347 0.1412 -0.0466 0.0422 0.3482 0.108
EPM*100 0.0906 0.0674 0.0719 0.0578 0.0009 0.0158 0 0 0.0901
This table presents the results of economic value when short-sales are not allowed. The full out-of-sample period spans January 3, 2005 – December 31, 2016. For a
more in-depth evaluation, results are also reported for two different sub-sample periods, one of which spans the pre-crisis period and one that includes the recent
financial crisis. All models use available data starting from January 2, 2004. Returns, standard deviations and Sharpe ratios are all annualized. EPM is a more
comprehensive performance measure due to Homm and Pigorsch (2012) which accounts not only for the mean and variance of the strategy returns but also for their
higher order moments. Finally, we report the p-values for the White’s (2000) Reality Check, which tests the null hypothesis that the maximum Sharpe ratio of all
competing active strategies is less than or equal to the Sharpe ratio of the B&H strategy. Asterisks *, **, and *** indicate significance at the 10%, 5%, and 1%
level, respectively.
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Table 8. Out-of-sample economic significance (short-sales allowed).
C&D-
SVI C&D DynProbit
DynProbit-
rS
DynProbit-
rL
DynProbit-
rTerm
DynProbit
-All Naive B&H
White’s
Reality
Check
03/Jan/2005 – 31/Dec/2016
Return 0.1330 0.0989 -0.0711 -0.0711 -0.0711 -0.0711 -0.0711 -0.0711 0.0413
Standard deviation 0.2562 0.2502 0.1953 0.1953 0.1953 0.1953 0.1953 0.1953 0.1953
Jarque-Bera test/100 258.06*** 314.86*** 165.59*** 165.59*** 165.59*** 165.59*** 165.59*** 165.59*** 165.82***
Sharpe ratio 0.5834 0.4934 -0.3169 -0.3169 -0.3169 -0.3169 -0.3169 -0.3169 0.3170 0.057
EPM*100 0.2737 0.1959 0 0 0 0 0 0 0.0795
03/Jan/2005 – 31/Dec/2007
Returns 0.1826 0.1402 0.0023 0.0023 0.0023 0.0023 0.0023 0.0023 0.0605
Standard deviation 0.1685 0.1512 0.1238 0.1238 0.1238 0.1238 0.1238 0.1238 0.1238
Jarque-Bera test/100 1.80*** 4.43*** 1.53*** 1.53*** 1.53*** 1.53*** 1.53*** 1.53*** 1.53***
Sharpe ratio 0.8899 0.7010 -0.2517 -0.2517 -0.2517 -0.2517 -0.2517 -0.2517 0.2514 0.010
EPM*100 0.6260 0.3890 0 0 0 0 0 0 0.0500
02/Jan/2008 – 31/Dec/2016
Return 0.1155 0.0953 -0.0957 -0.0957 -0.0957 -0.0957 -0.0957 -0.0957 0.0405
Standard deviation 0.2794 0.2754 0.2139 0.2139 0.2139 0.2139 0.2139 0.2139 0.2139
Jarque-Bera test/100 162.43*** 182.90*** 98.65*** 98.65*** 98.65*** 98.65*** 98.65*** 98.65*** 98.76***
Sharpe ratio 0.5342 0.4693 -0.3372 -0.3372 -0.3372 -0.3372 -0.3372 -0.3372 0.3374 0.054
EPM*100 0.2296 0.1772 0 0 0 0 0 0 0.0901
This table presents the results of economic value when short-sales are allowed. The full out-of-sample period spans January 3, 2005 – December 31, 2016. For a
more in-depth evaluation, results are also reported for two different sub-sample periods, one of which spans the pre-crisis period and one that includes the recent
financial crisis. All models use available data starting from January 2, 2004. Returns, standard deviations and Sharpe ratios are all annualized. EPM is a more
comprehensive performance measure due to Homm and Pigorsch (2012) which accounts not only for the mean and variance of the strategy returns but also for their
higher order moments. Finally, we report the p-values for the White’s (2000) Reality Check, which tests the null hypothesis that the maximum Sharpe ratio of all
competing active strategies is less than or equal to the Sharpe ratio of the B&H strategy. Asterisks *, **, and *** indicate significance at the 10%, 5%, and 1%
level, respectively.
