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I. STATEMENT OF THE PROBLEM 
We consider the time optimal (or similarly optimal) control problem 
which may be formulated as follows. A system of differential equations 
3’i = f&, . . . ) x,, $41, . . . , ucI, t) i = 1,2,. . .,n 0) 
is given. The xi represent the physical state of a control system (they 
may be considered to be the coordinates in phase space), and the ui 
represent values of the controlling variables. If we let x be the vector 
(Xl> * . *, x,), u the vector (Eli,. . ., u,), and f the vector (fi, . . .> fn), Eqs. (1) 
may be rewritten in vector form as 
%=f(x,u,t). (2) 
The time optimal control problem consists of the following: Given 
two points x0 and xT in phase space, and an initial time to, find a function 
u(t) such that (a) x(to) = x0; (b) x(ti) = xT for some t, > to; and 
(c) the time 2, is minimal. This problem may have no solution, either 
because no control u(t) can result in (b) being satisfied, or because no 
minimal 1, exists. In general a minimum time exists only if some restric- 
tions are placed on the functions u(t). Certainly Eq. (2) has no meaning 
unless f(x, U, t) is a measurable function of time. For this reason we shall 
restrict ourselves to functions u(t) which are measurable, and shall assume 
that f is continuous in x, za, and t. (For physically realizable controls it 
is usually necessary to assume that ~(1) is piecewise continuous, or even 
piecewise smooth.) 
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We shall further restrict ourselves to the case where j has a particularly 
simple (essentially linear) form. Namely, we shall assume that (2) has the 
form 
i(t) = A&(t) + B(t)u(t). (3) 
Here A(t) is an n x 12 matrix, and B(t) is an 12 x r matrix. Both depend 
continuously on time. 
The restrictions we shall place on u(t) are the following: 
(4 l~j(t)l < 1, j = 1,. . . , Y and all t, (4) 
04 (5) 
where rj is some predetermined function, and it4 is a preassigned positive 
number. We shall place certain restrictions on cJ(u) (see Section III). 
A measurable vector function satisfying condition (a) only will be called 
admissible. Possible physical interpretations of these restrictions are 
given in Section VI. 
II. HISTORICAL DEVELOPMENT 
One of the earliest references to this problem is in [l], wherein Bushaw 
considered the second order linear problem. Shortly thereafter numerous 
papers appeared in the engineering literature (see for example [2] and [3]), 
but the first general method of attack was presented by Bellman, Glicks- 
berg and Gross [4]. Although they restricted themselves to a special case 
(system (3) with restriction (a), Y = 1z, A and B constant, all eigenvalues 
of A real and negative, and x r = 0), their approach, in terms of convex 
sets, has been the foundation for almost all subsequent investigations. 
Gamkrelidze [5, 61 generalized this solution by removing most of the 
restrictions on A and B (although he did assume them to be constant), 
and also solved the problem for an arbitrary xT. Some generalizations 
of this work are described in the second part of [7]. 
In the process of formulating this solution, Gamkrelidze, together 
with Pontryagin and Boltyanski, came across a maximum principle, 
applicable to general systems of type (1). This principle, which is described 
in [8-11, 12, 71, yields necessary conditions for optimality. Their work 
led to a number of generalizations of the original time optimal problem. 
Perhaps the most important of these [12, 131 deals with the optimization 
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not with respect to time, but with respect to minimizing an arbitrary 
integral 
L = 
I 
F(x, 24, t) at. 
t. 
Although their early results required that system (1) be autonomous, 
subsequent work [Ill has removed this restriction. In fact, ref. [ll] 
describes in detail most of the results which were only outlined in references 
[g-10, 121. More recent work by Gamkrelidze [14, 131 has generalized 
the work still further to the case where the phase coordinates, as well as 
the control, are restricted. 
In the meantime the linear problem was studied in more detail by 
other authors. Krasovskii [15] considered problem (3) with restriction (4) 
allowing A and B, as well as the point xT, to be time varying. He thus 
generalized Gamkrelidze’s result to the nonautonomous case. His ar- 
guments are based on the behavior of linear functionals in a Banach Space. 
The same results were obtained by La Salle [16] using the arguments of 
convex sets. In addition La Salle [17] showed that for this problem, 
there is one time optimal control which is “bang-bang” (i.e., the z+(t) 
take on the values + 1 or - 1 only). The only assumption he had to make 
on A and B was that system (3) was what he referred to as normal. 
Further results were obtained by La Salle in [17], where he generalized 
restriction (4). 
In [I51 Krasovskii also considered problem (2) with restriction (5) 
[and not (4)]. He obtained some additional results for problem (3) in [18]. 
In the latter paper he assumed that A and B were constant, and that 
all the eigenvalues of A had negative real parts. Under these assump- 
tions, he was able to construct optimal solutions for restrictions (4) 
(and generalizations thereof), and (5) where 4(u) = /u,(t)/ (with Y = 1). 
In addition he described a synthesis procedure when the restriction is of 
type (4). A more general synthesis procedure, applicable to time varying 
linear systems, and resulting in easier computation, was developed by 
the author in [19]. 
Finally the work of Rozonoer should be mentioned. His work [20] 
extends the maximum principle to problems such as minimizing one 
coordinate for a fixed transition time, the replacing of the point xT by 
a closed convex set G, and the replacing of Eqs. (1) by finite difference 
equations. He also [7] finds some conditions when the maximum principle 
yields sufficient conditions for optimality. 
Note that previous results have dealt with system (2) with either 
restriction (4) or (5), but not with both. However, with proper interpreta- 
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tion (see Section VIII), some of the results of the maximum principle 
are applicable when both (4) and (5) are present. 
III. FORMULATION OF THE PROBLEM 
The problem is as follows: Given Eq. (3), an initial value x(O) = x0 
(there is no loss in generality in assuming that t, = 0), a terminal value 
xT, and a positive number M. In addition a scalar valued function d(u) 
of the vector variable u = (ui,. . . , u,) is given, satisfying the following 
conditions : 
A. 4(u) is defined, continuous, not constant, and nonnegative for all 
u which belong to an open set which contains the unit cube, !uil < 1. 
Denote this unit cube by %?. 
R. 4(u) is convex, i.e., +(ati’ + Pu”) < a&u’) + /b$(th2) if a > 0, 
fi>O, a+P=l. 
C. #B(U) takes on the same value at each vertex of 55’ (which must be 
its maximum in 55’). Denote this maximum value by $maX. 
The problem then consists of finding a measurable function u(t) 
such that 
1. a(t) satisfies inequalities (4) and (5). 
2. If x(t) is the solution to Eq. (3) with this u(t), with initial condition 
x(O) = x0, then x(tJ = zr for some t, 2 to. 
3. If C(t) is any measurable function satisfying 1 and 2 (with some 
corresponding time Jr), then Zr > t,. 
A function u(t) satisfying these three conditions will be called an 
optimal control. 
In order to construct an optimal control it is convenient to adjoin an 
equation to (3). Namely, consider the system 
?i, = ,r aij(t)xj(t) + &+ bq(t)tq(t), Xi(O)= xi0i = 1,. . .,vL, 
i=l i=l 
%a+1 = f&(4,. . .I %(O), ~,,l(O) = 0 
where A = (aii) and B = (bii). This may be rewritten in vector form as 
9(f) = &)YV) + @(4), 4, Y(O) = (x0, 0) = Y0 (W 
where y is the vector (x1,. . ., x,, CC+,+,). A is an (n + 1) x (FZ + 1) 
matrix, whose first n rows and columns coincide with A, and whose last 
row and column consist of zeros. Also, @(u, t) is an (s + 1)-vector, whose 
first n components are the components of the vector B(t)u, and whose 
last component is +(zJ). 
We shall reformulate the problem in terms of this new system. 
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Let xT be a given point in E” (Euclidean s-space), and let d(w) be a 
scalar function on E’, satisfying conditions A, B and C above. Consider 
the line segment Zin En+ l, consisting of the points (qT,. . . , z,,~, 6) = (or, 6) 
where 0 < 6 < M. Then the problem consists of finding an admissible 
function a(d) = (a’(t),. . ., u’(t)) such that: 
1’. If y(t) is the solution to (6) with this u(t), then y(tr) E I for some 
t, > 0. 
2’. If C(t) is any admissible function satisfying 1’ (with some cor- 
responding time &), then ii > t,. 
We shall show that if there is one admissible control u(t) which 
satisfies l’, then there is an optimal control. Furthermore this optimal 
u(t) shall be obtained as the solution to a variational problem. 
Since system (6) is linear, the solution y(t) may be expressed in the 
form 
t 
y(t) = Y(t) yo + Y-l(t)@(u(z), z)dt ? 
[ i I 
(7) 
0 
where Y(t) is the matrix solution of the system 
Y(t) = A(t)Y(t),Y(O) = I the identity matrix. 
As in [6], we shall consider the set In(t), which consists of those points 
which can be reached from y” in t seconds by the use of admissible control : 
IV. TOPOLOGICAL PROPERTIES OF L?(t) 
We shall show that Q(t) is convex and closed. 
THEOREM 1. Q(t) is convex. 
PROOF: Consider two points y1 and y2 EL?(t) : 
f 
y” = Y(t) yo + 
[ 5 
Y-‘(z)@(zd(z), t) dz 
1 
ix 
0 
Let yiw= (xi , zf + i) where xi E E”. Then 
1,2. 
t 
X-l(t)B(t)zc”(z) dz 1 i= 1,2, (8) 
0 
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where X(t) is the matrix solution to 
,7i = AX, X(0) = I. 
Also 
t 
i 
%&+1= 
5 
#u’(t)) dz, i = 1,2. 
(I 
(9) 
Now consider the point y* = ay1+~y2,a~0,j?~0,a+~= 1. We 
must prove that yap Q(t). Let x*=ax1+/3x2, and x~*,~=Qx~+~+/~x~+ 1, 
so that y* =(x*, xn+:). Consider the control function ti*(z) = au’(z)+ 
j?u2(z) which is admissible if ~1 and ~2 are. Clearly 
t 
x* = x t) x0 + x-l(t)B(t)u*(z) d-r 
(1 I I 
, 
6 
(10) 
The second relation follows from the convexity of t$. We shall find an 
admissible control u**(r), 0 < t < t, such that replacing u* by u** 
in (10) does not change the equality, and such that 
Then we shall have that 
y* = Y(i) y” + 
I 5 
Y-l(t)@(u**(t), z) dz 
0 
which will prove our theorem. We make use of a theorem of La Salle 
[17, Theorem l] which states that if Eq. (10) holds for some admissible 
function u*(t), there exists a measurable function V(Z), such that 
jVj(T)l = 1, j = 1,. . . ,7, 0 < z < t, and such that (10) remains valid 
with s*(z) replaced by V(Z). Because of property C, 
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so that 
t t 
s 
fj(v(z))dt> 
I 
[a+(Ul(r)) + PqQf2~d)ldt = ad+l + PG+I = %?+I. 
0 0 
(12) 
By applying La Salle’s theorem to subintervals of (0, t) we may define 
admissible controls zP(z), 0 < z < s, for every s, 0 < s < t, such that 
joiS = 1 for all i and z ,< s, and such that 
5 s 
I 
x--l~z)B(t)zl*(t) at = 
I 
X-l(t)B(t)v”(t) at. 
0 0 
Define &(z) by 
d(z) = 1 as(t) if O<t<s H*(T) if s <z<C 
and let 
t 
e(s) = &e(z)) d-c. 5 
0 
Clearly, Eq. (10) still holds if W*(T) is replaced by ‘U”(t). Furthermore, 
it is easy to see that 0(s) is a continuous, monotonically increasing function 
of s, for 0 < s < t. By (12), e(t) 2 x,*,i, and 
e(0) = c c#(u*(T)) dt <x,*+1.
0 
Hence, for some sa, 0 < sa < t, e(s,) = xz+i . If we set use(t) = U**(T) 
we have completed our proof. 
THEOREM 2. Q(t) is closed. 
PROOF: Consider a sequence of points yi E O(t) : 
Y-l(t)@(z&), t) dt > 1 i=l,2,... (13) 
0 
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with yi + y*. We must prove that y* ~Qn(t). Again, let y’ = (x’, x:+i) 
i-+00 
so that xi and xi + i are defined as in (8) and (9). Also, let y* = (x*, zz+ i), 
so that a? 4 x*, x:+1 -+x,*+1. Since the z?(t) are admissible, their 
components U:(Z) are uniformly bounded (both in absolute value and 
in the norm of L2(0, t)). Therefore, there exists a subsequence z&(r) 
of the &(r), and measurable functions ui*(t) in L2(0, t) such that for 
j = 1,. . , Y, U?(X) --, a?*(t) weakly in L2(0, t). Without loss of 
k+m 
generality, we shall assume that G:(Z) + z+*(r) weakly for j = 1,. . . , Y. 
It is easy to see that U*(T) = (~,*(r):c?, u,*(t)) may be chosen to be 
admissible (see, for example, [6, p. 474’;). Also, 
x* = x(t) x0 + X-l(t)B(z)u*(z) at 
I 5 I 
by definition of weak convergence, and 
1 
x :, + , = 
5 
+(uqz)) d-c - xn*t 1’ 
i-+m 
0 
Let us prove that 
This is an immediate consequence of the following Lemma. 
LEMMA 2: Give% r sequences of admissible functions zc,i(z), . . . , u;(z), 
i = 1,2,. . .) 0 < z < 1. Suppose that for j = 1,. . . , Y, u!(z) -+ u.* t 
i+m’ ( ’ 
weakly, where the ui*(t) are admissible. The%, if #J(N) = $(+. . ., u,) 
is a scalar valued function satisfying conditions A, B, and C of Section III, 
lim inf 
i-00 5 
&U:(Z), . . . , %yt)) d-T >, 
I 
&*(z), . . . , U,*(t)) at. 
0 0 
PROOF : Let &(t) be the vector function (w:(z), . . . , g,“(t)); and 
similarly define U*(Z). Let wi(z) = u*(z) - &(r) = (w:(r),. . ., w,‘(z)). 
Clearly wii(r) = uj*(t) - uii(t) + 0 weakly for each j. 
i--cm 
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Let %P be the cube in E’ composed of those points (z+. . . , u,) such 
that j+j < 1 + ,U for all j. According to condition A, the domain of 4 
is an open set including %‘O = %. Therefore this domain also includes a 
cube P for some p > 0. The function C$ is uniformly continuous on the 
compact set GP. Thus, for any E > 0, there is a 6 < ,u such that for any 
two points 24 = (z+,. . ., u,), v = (v,,. . ., vr) in GP, I+(ur,. . ., u,) - 
#J 1,. * *, v,) 1 < e/(2t) whenever 1~~ - vi[ < 6 for all i. 
Now approximate N*(T) by a simple admissible function G(t). Thus, 
a(z) = 2 vk +k(t) where vl, . . . , v’” are constant vectors in v, &(T) 
k=l 
is the characteristic function of a set Ikr and the sets Ik are measurable 
subsets of [0, t] such that fi Ik = [0, t], and fk n fk! = 0 (the empty 
k=l 
set) if k # k’. Say c(t) = (al(z), . . . , z&(,(t)). We may assume that 
F;z) - a,(z)/ < 6 for all j, and 0 < t < t. Finally, let a(z) = 
1 ,a * *> o,(z)) = u*(t) - J(z). 
Consider the set K in E’+ 1 consisting of those points (ur, . . . , a+, u, + r) 
such that (ti,, . . . , u,) E ‘P, and 2c,+ 1 > $(~r,. . . , u,). Since C$ is a convex 
function, K is a convex set. The points (wr, . . . , u,, +(~r,. . . , u,)) belong 
to the boundary of K. Therefore, at each point (vk, (b(vk)) = (vlk,. . ., vt, 
+tq, * . . # v,“)) there is a “nonvertical”l support plane to K. Furthermore 
K lies on the same side of the plane as the positive ur+ r direction. Thus, 
there exist real numbers aik, j = 0, 1,. . . , r such that 
I I 
2 qk Uj + $(Ul,. . . , %) >, 2 ajk Vjk + +(V”) 
j-1 j=l 
for all zlr,. . ., u, such that (ur,. . . , u,) E VP. Or, 
&Vlk + A,, - * . f v,~ + A,) > &vk) - i ajkdj (14) 
j=l 
for all A,,. . ., A, such that (v,” + A,, . . . , v,” + A,) E 59‘. There is such a 
relation for every k = 1,. . . , m. 
1 By this we mean that the (I + 1)st direction number of the normal to the plane 
does not vanish. This follows from the fact that the points (vk, r$(yk)) do not belong 
to the boundary of the boundary of K. 
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Note that u”(z) = C(z) + o(z) - w;(t). Since ioi( < 6 < ,u for 
i= l,..., Y, and ui(z) ~59, G(z) - v?(z) EW‘. These relations are true 
for all i and all z, 0 < z < t. From the definition of 6, it follows that if 
@(z) = l$(ti”(z)) - &G(t) - zd(T)), 
then j@(z)\ < e/(2t) for all i. If z E Ik, C(t) = uk, so that 
t 
5 
#4yT)) dt = i: 
t 
0 k=l s 
f#J(v” - z&+(t)) dt + 1 f(t) dz 
Ik 0 
by (I4), where ai = Jo’ q(z) dz, and laij < &/2. If we let 
b = [4(W) --d4~*(4)ldt 
s 
then jbl < e/2 from the definitions of 6 and j(t). Finally, t 
s @(+$k(+ & = I ‘W+(t) dt -  0,i=l,..., r;k=l,..., m; i-wx 
0 ‘k 
by the definition of weak convergence, so that if i is large enough, 
t t 
s 
q&“(T)) at b 
I 
#u*(t)) l&c + CL> 
0 II 
where jcij < E. Since E is arbitrary we have proved the lemma. 
We now have equations analogous to (10) and (ll), and the remainder 
of the proof follows that of Theorem 1. Only the verification of inequality 
(12) is different. Since #v(z)) >, $(zli(t)) for all z and i, 
THEOREM 3. I f  y  = (x, x,,+~ ) belongs to Q(t), the ;boint (x, t . $,J, 
as well as the line joining them, also belong to Q(t). 
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PROOF: This proof is an immediate consequence of La Salle’s theorem 
and condition C for 4(u). 
V. OPTIMAL CONTROLS 
We are now in a position to prove the basic theorem on the existence 
of optimal controls. 
THEOREM 4. If there is a measurable control function satisfying condi- 
tions (1) and (2) of Section III, there is an optimal control. 
PROOF: By hypothesis, 1 n Q(t) is not empty for some t. Let t* be 
the g.1.b. of all t > 0 such that I intersects Q(t). We shall show that there 
is a point y* E 1 n Q(t*), which will prove the theorem. 
Let ti be a sequence of times such that there exists a point yi E 1 n ii!( 
and such that ti + t*. The yi may be defined as in (13) with t replaced 
i-+m 
by ti. Define the transformation Tt,t* from Q(t,) to Q(t*) by 
t* 
Y-l(t)+“(t), t) dt 1 = vi. 
0 
Clearly, 
t* 
y” - ?j+ = [Y(Q - Y(t*)] yo + 
[ 5 
Y-‘(t)@(d(t), t) dt 1 
0 
ti 
+ Y(&) 
5 
Y-l(t)@(ui(t), t) 0%. 
t* 
Since the functions @(d(t), t) are uniformly bounded (for all i, and all t 
belonging to [0, t*]), Y(t) and Y-l(t) are continuous, and ti + t*, 
i-cc 
yi - # --+ 0. Since 1 is compact, a subsequence yik converges to a point 
i-WC 
y* E 1. Consequently. $;~~y*, and since Q(t*) is closed (Theorem 2), 
y* EQ(t*) n 1. Q.E.D. 
Let &I* = L?(t*), and let I* = J2* n 1. 
COROLLARY 4.1. The set I* is contained ira the boundary of L?*. 
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PROOF: Suppose the contrary; i.e., let y* E 1*, and suppose y* is 
an interior point of SP. Then there is a convex polyhedron M which is 
contained in the interior of Q* and which contains y* as an interior point. 
Consider the vertices of M under the mapping T,,,t, where t < t*. The 
transformed vertices belong to Q(t), and for t close enough to t*, their 
convex hull contains the point y*. Since Q(t) is convex (Theorem l), 
y* nil, contradicting the definition of t*. 
We shall now consider two cases for the optimal control. 
Case I. Suppose that t* * 4 max < M. In this case, if u(t) is any admis- 
sible control 
t* 1* 
iC(~(t))~~~~~dt=t*.~,,,,~M. 
0’ 0 
Therefore, if we consider the optimal problem in the absence of condi- 
tion (5) (this is the usual time optimal problem), the optimal control 
automatically satisfies (5); i.e., condition (5) is redundant. The given 
problem thus reduces to the well-known time optimal problem. 
Case II. Suppose that t* * +maX > M. If system (3) is norma (see [IS] 
and footnote 3) condition (5) is not redundant in this case. This is true 
because any control u*(t) which is time optimal for the problem with (5) 
omitted, takes on its values at the vertices of V [16J. 
THEOREM 5. There exists a vector a = (a,, . . . , a,, a,,+ I) E EnT l such 
that (1) if y* E I* and y  E Q*, a * y < a * y* and (2) a,+ 1 < 0. Fur- 
thermore, if t* . 4 max < M, 07 if l* consists of more than one point, th.ere 
exists such a vector a with a,+ 1 = 0. 
PROOF: If y* E l*, y* is on the boundary of LP. Since P is convex 
there is a support hyperplane at y* with normal a, which therefore 
satisfies condition (1). 
If 1* consists of more than one point, it coincides with a subsegment 
of 1. Since all of 1* belongs to the boundary of Q*, the support hyperplane 
may include 1, so that a,, 1 = 0. If I* consists of one point, (x’, 5*), 
the segment L, composed of the points (x=, Q, - 00 < 5 < E*, does not 
meet a*. Therefore, the support hyperplane can be chosen either such 
that L lies on that side of the hyperplane which does not meet Q*, or 
such that L belongs to the hyperplane. In either case a,, , < 0. 
We need only prove that the hyperplane may be chosen such that 
a n+l=O if t**+ tnax < M. In this case, if y = (x, x,+i) EL?(t), where 
t < t*, it is clear that 0 < x,+i < t. &,,,< M. Thus, Q(t) intersects 
neither 1, nor the infinite segment (or, [), - 00 < E< 00. Therefore if 
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t < t*, there is a hyperplane, which contains 1, and does not intersect Q(t). 
By the use of an obvious limiting process - making use of the trans- 
formations T,,,, - a hyperplane of support for Q* may be constructed, 
containing 1. The normal to this hyperplane has the desired properties 
of the vector a. 
THEOREM 6. Givers system (3) with x(O) = x0, and an admissible control 
u(t) such that the solution of (3) [with this control u(t)] has the property that 
x(tl) = xT for some t, > 0. In addition, suppose that u(t) satisfies (5). 
Then there is a time optimal control u*(t) with the same properties (with t, 
replaced by the minimum time t*). Furthermore, there is a constant /3 < 0, 
and a nontrivial solution c(t) of the homogeneous adjoint equation: 
t(t) = - AT(45(4, 
having the following property. If u*(t) is any optimal control, then for almost 
all t, 0 < t < t* 
c(t) -W)u*(t) + B&u*(t)) = :,',"c" m)wu + bwl. (15) 
PROOF: The existence of optimal controls has already been shown. 
Let u*(t) be an optimal control. Denote y(t*), where y(t) is the solution 
of (6) with u(t) = H*(t), by y*. By definition, y* E I*. By Theorem 5 
there is a vector a (which is the same for any optimal control) such 
that for all y EQ* 
i.e., the function a - y, for y E IR*, takes on its maximum at every y E I*. 
But by (7), if y ESZ*, 
t* 
a * y = a. Y(t*) y” + 
[ 5 
Y-l(t)@(u(t), t) dt . 
I 
0 
Let a* = a . Y(t*). We shall now show that (16) implies that for 
almost all t, 0 < t < t*, 
a* * Y-l(t)@(zl*(t), t) = max a* * Y-l(t)@(%, t). 
UEC (17) 
Define the function Y(t) by 
Y(t) = c a* - Y-l(z)@(u*(t), z) dt. 
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The function Y(t) is differentiable almost everywhere, and 
dY 
- = a* * Y-‘(t)@(zt*(t),t) 
di 
for almost all t. V’e shall show that (17) is satisfied at all points where Y 
has a derivative. Assume the contrary; namely, suppose that for t = T < t*, 
at which Y is differentiable, and for u = CT E V, 
dY( 1’) 
-~ = a* * Y-l(T)@@*(T), T) < a*. Y-l(T)@(U, T). di (18) 
Since Y has a derivative at T, 
a* . Y-l(t)@(u*(t), t) dt = At U* * Y-‘(T)@(%*(T), T) + At+ 
7’ 
where eI -+ 0. Also 
.df-+O 
a* - Y-l(t)@(U, t) dt = At a*. Y-l(T)@(U, T) + Ata, 
where es 4 0. The last two equations, together with (ES), imply that 
At -a0 
for At small enough (say At = T’ - T, where T < T’< t*) 
r’ ‘T’ 
i 
a* * Y-l(t)@(zc*(t), t) at < 
,F s 
a* * Y-l(t)@(u, 1) at. (1% 
T  
Now define the function u**(t) by 
u*(t) for 
U**(t) = 
0 < t < T and T’ < t < t* 
PO) 
u for T<t< T’. 
Clearly u** is admissible, so that the point 
t* 
j = Y(t*) yo + Y-‘(t)@(u**(t), t) 02 
I s 1 
(21) 
0 
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belongs to L?*. But (19), (20) and (21) imply that a + 9 > a - y*, con- 
tradicting (16). This proves (17).2 
The transpose, z(t), of the row vector a * . Y-l(t) is a nontrivial solution 
of the adjoint homogeneous system of (6): 
.2(t) = - AT(t)z(t), 
so that (17) may be rewritten in the form 
z(t) - @(u*(t), t) = max z(t) 
UPU 
(22) 
@(% 4 (23) 
foralmost allt, O<t<t*. If weletz(t) = (zi(t),. . .,z,(t),z,+,(t)) = ([(t),z,+,), 
Eq. (23) may be rewritten in the desired form (15) with ,L? = z,+ i. Since 
the last row and column of A consist of zeros, (22) may be rewritten as 
t=-AT[ (24) 
.z,+ 1 = const. 
It remains only to show that .zn+ i < 0. But 
z(P) = [a* * Y-l(t*)lT = [a - Y(t*)Y-I(t = aT, 
so that zH+ r = a,, r < 0, by Theorem 5. Q.E.D. 
Note that if t* * (bmax < M, so that a,, i = p = 0, relation (15) reduces 
to the well-known condition for time optimality in the absence of (5). 
VI. OPTIMAL CONTROLS FOR SPECIAL FUNCTIONS +(u) 
We shall consider two particular functions 4(u) which arise in control 
theory. First consider 
4(4 = 2 a&j/, aj > 0 634 
j=l 
where at least one ilj is positive. It is easy to see that this function satisfies 
conditions A, B, and C of Section III. According to Theorem 6, optimal 
controls are found by maximizing the function 
2 This proof is based on the concept of a regular point defined in [ll, p. 151, 
which is used in a similar way to prove the Pontryagin maximum principle. The 
relation between this theorem and the maximum principle is discussed in Sec- 
tion VIII below. 
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subject to the restriction lz+l < 1. Here ,ui = - pJi > 0, @(t) is the 
jth column vector of B(t), and c(t) is some solution of (24). Let 
I#) = c(t) * f?(t). c onsider four cases: (1) \z,/J#)! < pi; (2) /$I&)/ > /hi; 
(3) lfw) I = Pi f 0; and (4) \I#)[ = pul = 0. Then it is easy to see 
that the optimal control has the following form. In case (1) z+(t) = 0; 
in case (2) z.+(t) = sgn &(t); in cases (3) and (4) ui(t) is not determined 
uniquely, and in fact may take on any value between 0 and sgn &(t) 
in (3), and any value between + 1 and - 1 in (4). 
This may be interpreted as follows. For the time optimal control 
problem with no restriction of the type (5), Krasovskii [15] and La Salle 
[16] have shown that - at least for normal systems - the optimal 
control is always “on,” and always at its maximum value ; i.e., zli(t) = + 1. 
If restriction (5), with +(u) g iven by (25), is imposed (corresponding to 
limiting the “total amount” of control available) the optimal control is 
not alwavs “on.” Each ui = 0, i.e., remains “off,” until I~j(t)I exceeds 
a threshold ,u,. However, once turned on, the optimal control is “hard 
over,” i.e., z+(t) = + 1. Loosely speaking, if the total amount of control 
is limited, it is optimal to use it only when it is the most “effective,” 
and then to use it to its greatest extent. 
A possible physical interpretation of the Ui might be control torques 
due to gas jets. Then d(u) would correspond to the rate of gas utilization, 
and M the total amount of gas available. 
Consider another type of function +(u) given bv 
where p > 1, and at least one lj is positive. This function also satisfies 
conditions A, B, and C. For 9 = 2, the function might arise physically 
if the ui represent electrical currents, and #(u) is the power loss. Here M 
would be the total eletrical energy, as might be stored in a battery. 
In this case the optimal controls are found by maximizing the function 
K/&, . . . ) 21,) = i [i;(t) ’ qt)uj(t) - pj I+(t) /“!> 
subject to the restriction jz+\ < 1. Again pi = - pAi 3 0. It is easily 
seen that the function is maximized by letting 
q(t) = 
l/W -1) 
* w WI if I$#)\ < PPU~ and pi f 0 
sgn &(t) if l&(t)l > P,q and pi # o 
S@ 444 if p, = 0. 
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Note that if the ,ui # 0, the optimal control is continuous (and 
certainly not “bang-bang”). Loosely speaking, when the “effectiveness” 
of a control is small (i.e., I&(t)/ < @pi) it is more efficient not to use all 
the control available - but yet some control should be used as long as the 
“effectiveness” is not zero. 
VII. UNIQUENESS AND CONTINUITY OF OPTIMAL CONTROLS 
Consider the problem of uniqueness of optimal controls; i.e., given 
two optimal controls zli(t) and us(t), does it follow that @i(t) = u&) 
almost everywhere? According to Theorem 6, both zlr(t) and us(t) satisfy 
Eq. (15) almost everywhere. Therefore, if for almost all t there is a zlniqtiue 
vector u*(1) E%? which maximizes the function of u 
W) - fw)fJ + P#(4 
then it is indeed true that zli(t) = tis(t) for almost all t. Thus a sufficient 
condition for uniqueness (ignoring sets of measure zero) is the following. 
Every optimal control for system (3) - with (4) and (5) - is unique 
if, for any nontrivial solution c(2) of (24), and any constant ,8 < 0, there 
is a vector u*(t) E V for almost all t > 0, such that 
for all zc E %‘, u # u*(t). Then the optimal control equals u*(1) almost 
everywhere. 
If /? = 0 the above condition is equivalent to normality. A time 
optimal control for normal systems satisfying (a), but not necessarily (5), 
has been shown3 to be unique [16]. If p < 0, we may assume, without 
loss of generality, that p = - 1. Then (15) is equivalent to 
$(u*P) + A4 > $(u*W) + cl4 * %)A@ 
for all dzl such that u*(l) + Ati E Q. 
a In [16] La Salle defined a system to be normal if no component of c(t) * B(t) 
vanished identically on any interval of positive length. However, it is necessary 
to assume somewhat more in order to prove an optimal control - even in his sense - 
is unique; namely, that the set of t, for which any component of C(t) * B(t) = 0, 
has measure zero. We shall define system (3) to be normal if this is true for every 
nontrivial solution c(t) of (24) and for t > 0. It is easy to construct continuous 
functions which vanish on a set of positive measure, yet do not equal zero identically 
on any interval. We shall say that a system in paranormal if, for any c(t). the set 
of t for which any component of c(t). B(t) = 0 consists of isolated points. 
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Since C(U) is convex, for any vector x E E’, there exists at least one 
vector 71 E V such that 
d(~+~4~4Jw+x’LJ~ (26) 
for all AU such that (V + dzd) E V. Let Q(x) be the set of all vectors 1~ E % 
having this property. It is easy to see that if z’ E Q(x), 7~' also belongs to 
Q(x) if and only if 
$4(w) =.#J) + x. (v - 7’). 
Therefore Q(x) reduces to a single point vector v if and only if 
d(v + A4 > $4~) + x * Au 
for all Au # 0 such that (v + Au) E V?. We may now restate the unique- 
ness condition in terms of Q([(t) * B(t)). Namely, an optimal control u*(t) 
is unique if system (3) is normal, and if for any nontrivial solution c(t) 
of (24), the sets Q(c(t) * B(t)) reduce to a point for almost all t > 0. 
Because +(u) is convex, the sets Q are convex. Furthermore if Q 
consists of more than one point, +(u) is locally linear, i.e., for all w E Q 
$44 = $(Ul,. * . , 4=bo+~biuI. 
where the bi are constants. 
If u*(t) is an optimal control defined by (15) for some c(t) and some 
fi < 0, and if for t = T the set Q([(T) * B(T)) reduces to a single point zi, 
then a*(t) is continuous at t = T. This follows from the continuity of 
C(t) * B(t) and #J(U) and the fact that u*(t) E Q(C(t) * B(t)) for all t. A limiting 
argument, based on inequality (26), then shows that u*(t) + d = u*(T). 
We thus have the following theorem. 
-THEOREM 7. Given system (3) with x(O) = x0, and an admissible control 
u(t) such that for some t, > 0, x(tJ = xT, where x(t) is the solution of (3) 
with this u(t). Also su&z!~ose that u(t) satisfies (5). Then if system (3) is 
normal, and if for any nontrivial solution c(t) of (24), the set Q([(t) . B(t)) 
reduces to a point for almost all t > 0, there is a unique (except for a set of 
measure zero) optimal control u*(t). Furthermore if the times, t, for which 
Q([(t) * B(t)) consists of more than one point are isolated (for any fixed c(t)), 
and if system (3) is paranormal, then u*(t) may be chosen to be piecewise 
continzlous. Finally, if Q(x) reduces to a point for every vector x E E’, 
one can either find an optimal control which is “bang-bang” (i.e., piecewise 
continuous, with u*(t) = + 1) - if /I = 0 and (3) is paranormal, or a 
control which is continuous - if /I < 0. 
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For example, if #(u) h as one of the forms described in Section VI, 
and if the matrices A and B are constant, the problem falls under one 
of the categories of the theorem. In general it will be difficult to test a 
system and a function $ for the condition described in Theorem 7. 
However, if d(u) has the form 
i=l 
where the c$~ are functions of a scalar, the considerations are somewhat 
simplified. 
Suppose that &u) has the form (27). Since c$(u) is convex, so is each &. 
Furthermore, if u*(t) is an optimal control, then for almost all t, and 
every j=l,...,7 
for all s, - 1 < s < 1. We shall study the continuity and uniqueness of 
each component. For any real number 5, let Qi(E) be the set of those 
numbers s, - 1 < s < 1, having the property that 
444 b MS) + w - 4 
for all o, - 1 < o < 1. The sets Qj(E) are not empty, and either consist 
of a single point, or of an interval on which the function q$(l) is linear. 
If [ # [‘, the intersection of Qi([) and Qi([‘) is either empty, or consists 
of a single point - which is a boundary point of each set. Therefore the 
sets Qi(l) consist of more than one point for at most a denumerable 
number of 5. 
If z(t) is a measurable function, and 6 is a real number, we shall say 
that z(t) = 5 almost nowhere if the set of t such that z(t) = [ has measure 
zero. If the set of t such that z(t) = 6 consists of isolated points, we shall 
say that z(t) = t virtually nowhere. We then have the following theorem 
as an immediate consequence of the above arguments. 
THEOREM 8. Given the optimal problem described in Theorem 7, where 
4(u) has the form of (27). I f  f OY any nontrivial solution c(t) of (24), and any 
real number l, the fwzction c(t) * by(t) = E almost nowhere when t > 0, then 
the jth component, ui*(t), of an optimal control is unique. If in addition 
c#~(s) is linear on only a finite number of segments, i.e., Qi(E) consists of 
more than one point for only a finite number of 5, and if for any real constant 
&, b(t) . hi(t) = E virtually nowhere, then the optimal corttrol u*(t) can be 
chosen such that ui*(t) is piecewise continuous. Finally if c(t) * hi(t) = 0 
virtually nowhere, and if &(s) is not linear on a%y szlbinterval of (- 1, 1) 
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-. i.e., f&(l) comists of a single point for all 6 - +*(t) may he chosen to 
be continuous if p < 0, OY bang-bang if /I = 0. 
VIII. RELATION OF THE RESULTS TO THE PONTRYAGIN MAXIMUM 
PRINCIPLE 
It is clear that the results of this paper are closely related to the 
Pontryagin maximum principle [S, 10-13, 71. In fact, Eq. (15) is 
almost the precise statement of the maximum principle for system (6). 
Gamkrelidze [12] considered adjoining a variable to the original system 
of equation, as was done in forming Eq. (6). However, he was considering 
the problem of minimizing the integral 
t, 
i b(4)) at, I) 
rather than minimizing the time and restricting the integral. Interestingly 
enough, the maximum principle for this problem takes the same form 
as Eq. (15). 
Boltyanskii, Gamkrelidze, and Pontryagin also considered the problem 
of going from an initial point to a set in phase space in minimum time 
111, Sections 18, 191, which is the problem under consideration here, in 
the reformulated form. However in order to use their derived “trans- 
versality conditions,” the final set has to be a differentiable manifold, 
and the closed segment 1 is not. However, by an easy extension of their 
arguments on the cone of attainability, (15) can be derived (including 
the nonpositivity of /I). An additional result derived in [I1 ] is that if 
u*(t) satisfies (15) for t = t*, then 
z(t*) * [Ay* + @(u*(t*), t*)] >, 0 
where we use the notation of Theorem 6. This may be rewritten as 
qt*) * [AX= + B(t*)u*(t*)] 3 - @#J(u(t*)). 
The results of [ll] etc. only yield necessary conditions for optimality. 
In this paper we have shown the existence of an optimal trajectory and 
this is based mainly on Theorems 1 and 2. Once this has been shown, 
Theorem 6 can be proved by an extension of the maximum principle. 
In fact the proofs of Theorem 5 and 6 are similar to the proofs of the 
maximum principle, though greatly simplified because the first term in 
the right hand side of (6) is linear. 
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IX. GENERALIZATIONS OF THE MAIN PROBLEM 
We shall briefly describe some possible extensions of the results 
derived above. 
It is not difficult to see that Theorem 6 still holds if the end point is 
time varying, i.e., xT = XT(t), provided xT depends continuously on t; 
or if the end point xT is replaced by a compact set. 
Consider the problem where (5) is replaced by m restrictions: 
t. ; 
~ +k(U(t)) 0% < Mk, I k= l,...,m 
and the +k satisfy A, B and C of Section III. The proof of Theorem 1 
breaks down in this case, unless the functions &(ti) are completely 
uncoupled, i.e., unless 4,$(H) depends only on the coordinates ui,, . . . , zq, 
of u, and q&(u), for every 1 # k, is independent of tij,,. . . , a+“. In this 
case an obvious generalization of Theorem 6 can be proved. 
Another possible generalization is to replace condition (4) by the 
condition that ti belong to a fixed, though arbitrary, convex, compact set. 
The proof of Theorem 1 again breaks down, in that La Salle’s Theorem 
cannot be applied. But a more general statement of this theorem should 
yield a solution to the more general problem. 
Other generalizations will undoubtedly suggest themselves if partic- 
ular physical problems are brought under consideration. 
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