Scene background initialization allows the recovery of a clear image without foreground objects from a video sequence, which is generally the first step in many computer vision and video processing applications. The process may be strongly affected by some challenges such as illumination changes, foreground cluttering, intermittent movement, etc. In this paper, a robust background initialization approach based on superpixel motion detection is proposed. Both spatial and temporal characteristics of frames are adopted to effectively eliminate foreground objects. A subsequence with stable illumination condition is first selected for background estimation. Images are segmented into superpixels to preserve spatial texture information and foreground objects are eliminated by superpixel motion filtering process. A low-complexity densitybased clustering is then performed to generate reliable background candidates for final background determination. The approach has been evaluated on SBMnet dataset and it achieves a performance superior or comparable to other state-of-the-art works with faster processing speed. Moreover, in those complex and dynamic categories, the algorithm produces the best results showing the robustness against very challenging scenarios.
Introduction
Scene background initialization refers to approaches automatically producing a stationary scene without foreground objects, given a set of training frames. It is a critical step in many computer vision and video processing applications such as object detection and tracking [1, 2] , video segmentation [3] , video coding [4, 5, 6] , video inpainting [7] and so on. In such applications, obtaining the background image is generally a pre-processing step and the clear background can make the processing more effective. Several simple background initialization approaches directly choose one frame from sequence as the background with the assumption that the frame is free of foreground objects [8] . However this assumption is not feasible in many video surveillance situations. For example, in crowded shopping malls, there may exist moving people in every frame so the extracted background is not accurate. Another simple and intuitive approach is to adopt a temporal median filter (TMF) for background initialization [8] . TMF can tolerate moving object noise as long as foreground objects at any position take less than half of the estimation period. In addition, the computer vision library OpenCV 1 provides two prevalent background modeling methods. One is based on adaptive Gaussian mixture model called MOG2 [9] and another is based on k-nearest neighbors (KNN) [10] .
Although the above-mentioned three methods can produce satisfied results for simple situations, in complex scenarios with heavy foreground cluttering or long-time stationary objects, most of them cannot eliminate all foreground components effectively which leads to image blurring. Fig. 1 demonstrates two failing background initialization examples. CaVignal shows a situation called intermittent motion, in which the man stands still in the left of the scene for a long time. All three methods wrongly include the man in the final estimated background. While in People & Foliage, large portion of the scene area is occupied by leaves and men. This wide clutter leads to image blurring especially for TMF and KNN. As a result, a robust background initialization algorithm is demanded for complex scenes.
In general, the performance of background initialization is affected by following several factors. Firstly, illumination changes (such as outdoor sunlight change or indoor lights switching on) may cause illumination variance in different regions in the estimated background. Secondly, the background in certain regions may only be visible for a short time so foreground objects are wrongly included in the result. This occurs when there exists a clutter of moving foregrounds occupying large portion of the scene area or there exists stationary foreground object in the estimation period (i.e., intermit-tent motion). Thirdly, some motion objects may not be considered as the foreground, including global motion caused by camera jitter and moving background like fountain or waving trees.
In this paper, a robust background initialization algorithm based on superpixel motion detection with relatively low computational complexity is proposed. Both spatial and temporal characteristics of frames are adopted to effectively eliminate foreground objects. An illumination change detection using histogram equalization is firstly performed and a subset of sequence with consistent illumination condition is selected for further processing. Then, simple linear iterative clustering (SLIC) superpixel algorithm [11] is employed to segment images to preserve spatial correlations and temporal difference motion detection is performed in superpixel level to extract motionless regions, which is called superpixel motion detection (SPMD). A low-complexity densitybased clustering generates reliable background candidates for each pixel and the final result is selected from candidates with both the first and last frame as the reference. The motion detection is a superpixel-level strategy while the density-based clustering is pixel-level. Thus the whole algorithm is a hybrid method. To extract a clear background in complex scene, some new approaches are adopted including:
1. An illumination change detection scheme is adopted to alleviate illumination variance in the final result. Thus for sequences with various illumination conditions, the algorithm can produce stable background image. Section 3.2 will detail this illumination change detection method. 2. The superpixel based segmentation is performed to preserve image texture information, thus SPMD considers both spatial and temporal correlation. Compared with normal pixel-wise motion detection, it can remove relevant moving pixels more effectively. The SPMD method is presented in Section 3.3.
The results show that our algorithm can effectively and robustly estimate an accurate background on SBMnet dataset, which is comparable or superior to other state-ofthe-art works. In addition, the computational complexity is low making it at least twice faster than other comparable algorithms. The rest of this paper is organized as follows. Section 2 reviews previous related approaches. The proposed robust background initialization algorithm is introduced in detail in Section 3. Experimental results are provided in Section 4. At last, Section 5 gives the conclusion.
Related Work
As a basic step in computer vision and video processing application, background initialization problem has been extensively studied and corresponding approaches have been proposed. In this section, some related background initialization approaches are briefly discussed.
A simple scheme to extract a background is the temporally statistical approach. In [12] , Lai et al. use a running mode and running average algorithms to initialize the stationary background. A scoreboard is used to keep the pixel variations. For pixels with large variations, the running mode algorithm is selected. Otherwise the running average method is used for lower complexity. In [13] , an iterative approach using median blending and spatial segmentation is proposed. In each iteration, moving objects are detected based on motion compensation and removed for background initialization. The median value of the remaining parts is taken as the background. In [14] , a two-step framework is proposed for background initialization. All stable subsequences are firstly identified based on a frame difference method. Then the most reliable subsequence is determined and the mean value of selected subsequence is taken as the background value. In [15] , Stauffer et al. propose a background initialization method by modeling each pixel as a Gaussian Mixture Model (GMM). Each pixel is classified as background or foreground based on whether the pixel value fits the current background distribution. In [9] , Zivkovic proposes a similar GMM method for background initialization. The number of components for each pixel is updated in an online process, thus the algorithm can automatically adapt to the scene. In [16] , a background subtraction algorithm is firstly performed to reduce the set of value candidates for each pixel. This candidates selection is performed on a patch. Then for each pixel, the temporal median filter for the candidates is applied to generate a stable background.
To avoid parameter tuning problem, some methods use a nonparametric scheme to initialize the background image. Liu et al. [17] present a background initialization method based on nonparametric model. The most reliable background mode is calculated based on mean shift clustering and the value is taken as the estimated background. Elgammal et al. [18] introduce a nonparametric background modeling by estimating the probability of pixel intensity values based on kernel estimator. The pixel is then considered whether to be a background based on estimated probability. In [19] , Zhang et al. propose a two-stage background initialization method. The first stage monitors pixel intensity to identify background variations and creates a look-up table as the intensity distribution. Then in the second stage, based on whether current pixel is in the look-up table, the final background is determined.
In recent years, new approaches have been proposed to generate clear background images in complex scenes. These algorithms adopt some new techniques such as matrix or tensor completion, neural networks and so on. In [20] , the background estimation is modeled as a matrix or tensor completion task. The redundant frames are eliminated first and moving regions are represented by zeros. Then various matrix or tensor completion methods are utilized to reconstruct the whole frame sequence with moving objects removed. The background image is finally initialized as the mean value of the completed sequence. In [21] , Gregorio et al. propose a background initialization approach by modeling video background as ever-changing states of weightless neural networks. The background estimation of each pixel is produced by weightless neural networks designed to learn pixel color frequency. In [22] , convolutional neural network (CNN) is employed to generate background patches from video sequence. A contractive stage with convolutional layers is performed to extract high-level image features. Then the refinement stage performs the deconvolution operation to transform the feature map to the final background patch. In [23] , Wang et al. present a joint Gaussian conditional random field (JGCRF) background initialization algorithm. The target is to find optimal weights for frame fusion and it is solved as an optimization process with maximum a posteriori problem. In [24] , the background extraction is modeled as a matrix decomposition problem. The spatial and temporal sparse subspace clustering is incorporated into robust principal component analysis (RPCA). The low-rank component is then taken as the estimated background. These recently proposed algorithms improve the background performance in complex scenes, however the computational complexity also increases. Thus a robust background initialization algorithm with low complexity is still needed.
Proposed Background Initialization Algorithm
Since background initialization process may be heavily affected by some challenges such as illumination changes, foreground cluttering, intermittent movement and so on, a robust algorithm is needed. In this section the proposed background initialization algorithm with low complexity is introduced comprising four steps.
Overview of the Proposed Approach
As the background initialization is to eliminate moving objects, motion detection method is commonly used [13, 16, 23, 24, 25] . One simple approach is the temporal difference method in which the value differences of pixels between two consecutive frames are used to detect moving regions. This method is simple to implement but it does not consider image texture so it may leave holes in the center of a foreground object when it has uniform texture. Some other works [24, 25] compute dense optical flow to get motion information but the computational complexity is high. In this paper, to effectively detect motion regions with low complexity, the temporal difference method is combined with image superpixel segmentation called superpixel motion detection (SPMD). This approach considers both image spatial and temporal correlations to improve the background initialization performance.
The proposed algorithm comprises the following four steps, which are shown in Fig. 2 .
1. The input sequence is denoted as F = {F t } t=1...T , where T is the length of the sequence and F t stands for each frame. To cope with the gradual or sudden illumination changes in sequence, the illumination change detection by comparing the Hellinger distance of equalized histograms is performed. The longest subsequence with stable illumination condition is selected denoted as S = {S n } n=1...N,N ≤T . 2. For each frame, the SLIC superpixel segmentation and frame difference motion detection are performed called SPMD to generate motion mask M n , where n is the frame index. The superpixel with motion pixels in it is classified as foreground and is removed. After SPMD, the selected motionless pixels at position p are represented as
where U p is the number of motionless pixels and U p ≤ N, ∀p.
Motionless pixels I
p are then clustered using a density-based clustering algorithm. Median value of each cluster is calculated as the reliable background candidates
where V p is the number of cluster at position p, and V p is typically a small number. 4. The final stationary background B is generated from candidates C p considering both pixel number in each cluster and distance to the corresponding pixel in the first and last frame.
The proposed algorithm can generate stationary backgrounds for different scenes robustly. These four steps will be introduced in detail in the following sections.
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Illumination Change Detection
Illumination change is common in video surveillance due to light switching, sunlight altering and so on. The main challenge when encountering illumination change is that light portion and dark portion may both exist in the result and a smudged background is produced. Thus the illumination change detection is significative and it can be included in other scene change detection applications.
In this section we mainly discuss global illumination changes. The problem is to distinguish illumination change from pixel intensity change caused by object movement. HSV color space is utilized because it is more stable than RGB space when considering illumination condition. HSV space divides the color into three components: hue (H), saturation (S) and value (V) and the value component is related to illumination strength. Therefore we employ the histogram and equalized histogram of V component to analyze the difference. Fig. 3 shows the histogram and equalized histogram of two sequences Foliage and Dataset3Camera1. First row is the original frame, second row is histogram of V value and third row is the equalized histogram. In Foliage, there is no evident illumination change and the difference of two histogram is caused by movement of leaves. The shapes of two histograms are very different and even for equalized histogram, the difference is obvious. For Dataset3Camera1, the pixel intensity variance in two frames is mainly caused by illumination change. The shapes of two histograms are quite similar only the position of peaks are different. We can observe that when two histograms are equalized, the difference between them are significantly reduced. Based on former analysis, if the pixel intensity change is mainly caused by illumination change, the difference of value component histograms is obvious, but the equalized histograms are similar.
In the proposed illumination change detection, for a given sequence F, the first frame is set as the initial reference frame. The histogram and equalized histogram of current frame are compared with the reference frame using Hellinger distance d h . d h is calculated as: 
τ h and τ eh are two thresholds controlling illumination detection. If τ h is too small, the detection is sensitive and the result may be highly affected by noises. If τ eh is too large, then object movements may be wrongly classified. If illumination change is detected, a new subsequence begins and the reference frame is updated by current frame. After all frames are tested, the longest subsequence is selected denoted as S for further processing.
Superpixel Motion Detection (SPMD)
In SPMD, each frame in S is segmented using superpixel algorithm. SLIC algorithm [11] is selected because of its low computational complexity and high memory efficiency. SLIC algorithm employs the adaptive k-means clustering to group pixels in CIELAB color space. The clustering procedure begins with the initial clustering cen-
T with size L × L in a regular grid. The first three components are color intensity and the last two components stand for pixel position. L is the expected approximate superpixel size. Then each pixel is assigned to the nearest cluster center with limited searching space to reduce complexity. After the assignment step, the cluster centers are updated to be the mean value of all pixels belonging to the cluster. The assignment step and update step are repeated until convergence.
Since SLIC considers a pixel as a 5-dimensional data [l i , a i , b i , x i , y i ] T with both color intensity components and spatial components. The distance measure d sp is altered accordingly and is calculated as
where d c and d s are measurements of color proximity and spatial proximity, respectively. L is the approximate superpixel size and m is a constant. L and m are adopted to normalize color proximity and spatial proximity.
In the proposed algorithm, the superpixel size L is assigned to be adaptive to image size which is calculated as
where W and H are width and height of the image, respectively. σ n is the parameter controlling superpixel size. Besides the superpixel segmentation, for a given frame S n in S, temporal frame difference is calculated as
In our approach, S n and S n−1 are converted to the gray scale in advance so D n is a gray image as well. To avoid some noisy pixels, Gaussian filtering is performed for each pixel to get the stable temporal difference D n . We use Otsu method [26] to automatically calculate the frame difference based motion mask M n based on D n . The Otsu method calculates the optimal decision threshold τ opt which minimize the intra-class variance, represented as
ω 0 (g) and ω 1 (g) are the probabilities of the moving and motionless pixels when the decision threshold is g. σ 2 0 (g) and σ 2 1 (g) are corresponding intra-class variance. Then the frame difference based motion mask M n can be obtained by
where m n (x, y) and d n (x, y) are entries of M n and D n at position (x, y), respectively. Then the final SPMD motion mask M n is determined combining both superpixel segmentation and M n . For each superpixel region SR i , as long as there exist moving pixels in it, the entire region SR i is classified as a moving patch. The calculation of M n can be represented as Fig. 4 shows an example of SPMD. For frame difference based motion detection, the corresponding motion mask M n leaves many holes in the center of foreground person because of the uniform texture. By grouping neighboring pixels in the same object using SLIC, these holes can be correctly classified as a motion patch. As a result, the unexpected errors caused by stationary moving objects or objects clustering are reduced.
Motionless Pixel Clustering
After SPMD, motion patches are eliminated and remaining motionless pixels are denoted as
..U p . p stands for pixel position and U p is the number of pixels without motion at position p. A clustering stage is necessary to generate representative pixel intensity as reliable background candidates C p for each position. Density-based clustering [27] is a simple yet efficient clustering algorithm. Different from other algorithms like k-mean clustering or mixture-of-Gaussian (MOG), it requires little knowledge of the input data and does not need to set optimal number of clusters in advance. In the proposed algorithm, the density-based clustering is employed to generate background candidates. The pixel intensity is firstly converted to the gray scale, thus the clustering process copes with scalar data.
The algorithm relies on a density-based notion of clusters. Four corresponding concepts defining density-based clustering need to be clarified: p : {a 1 , a 2 , . . . , a n }, a 1 = i p u , a n = I p k such that a i+1 is directly density-reachable from a i .
The objective of our density-based clustering is to find all pixels that are densityreachable from the same core object and group them together to generate a cluster set {Γ p v } v=1...V p where V p is the number of cluster at position p. The procedure of the algorithm is shown in Algorithm 1. Each pixel is classified whether to be a core object or not first. From the smallest core object i p k , the maximum density-reachable set is determined to form a cluster Γ p v . Since the motionless pixels I p have been sorted based on gray intensity in advance, it is easy to find the largest core object i 
Final Background Determination
The final step is to generate background B from multiple candidates C p . To estimate an accurate background, the decision criteria considers both pixel number in each cluster Q p and original frames in S as reference. It is based on the following assumptions:
1. SPMD already eliminates moving objects effectively, therefore, background component should be dominant in C p . The candidate with large q p v value is more likely to be the correct background.
2. Background has large likelihood to appear in the first frame S 1 or the last frame S N . The mean value of S 1 and S N is adopted as a reference for decision, denoted as R. If a candidate value c p v is close to R, then it is potential to be selected. It is import to note that SPMD has removed most moving objects so even R includes foreground components, the final result is still reliable.
The decision is to choose candidates c p v with large q p v value and short distance with reference R. It is represented as
where b p and r p are entries of estimated background B and reference R, respectively. The proposed background initialization algorithm adopts illumination change detection so it is robust when encountering gradual or sudden light changes. SPMD considers both image spatial correlations and temporal motion detection. It can remove relevant moving pixels more effectively. The density-based motionless pixel clustering and final background determination generate reliable background image B with low complexity. As a result, the proposed algorithm is robust and effective for different situations and can generate a clear background free of foreground objects for a wide range of video sequences. Next section will present the detailed experimental results.
Experimental Results
In this section, the performance of the proposed SPMD based background initialization algorithm is evaluated in detail. Both subjective and objective background performance are evaluated in Section 4.2. The results show that SPMD algorithm is comparable or superior to other state-of-the-art works generating the best results in complex scenarios. In addition, SPMD is a low-complexity algorithm. Section 4.3 demos that it is at least twice faster than state-of-the-art works in terms of the processing speed.
Experimental Setup
The experimental analysis is based on SBMnet dataset 2 [28] . The dataset includes 79 video sequences with resolution varying from 200×144 to 800×600. All sequences are grouped into 8 categories: Basic, Intermittent Motion, Clutter, Jitter, Illumination Changes, Background Motion, Very Long and Very Short. The dataset includes a wide range of video sequences and can help to evaluate the proposed algorithm objectively.
Six metrics are utilized to evaluate performance and they are briefly introduced. To simplify the discussion, the ground truth and estimated background are denoted as B GT and B E , respectively.
Average Gray-level Error (AGE):
It is the average of the absolute difference between B GT and B E . Images are converted to gray scale in advance.
2. Percentage of Error Pixels (pEPs): An error pixel (EP) is the pixel whose value difference between B GT and B E is larger than a threshold τ (τ is set to be 20 in [28] ). pEPs is defined as the ratio of EPs and total pixels. 3. Percentage of Clustered Error Pixels (pCEPs): A clustered error pixel (CEP) is an error pixel whose four connected pixels are also error pixels. pCEPs is defined as the ratio of CEPs and total pixels. 4. Peak-Signal-to-Noise-Ratio (PSNR): PSNR is widely used to measure image quality. It is defined as
M SX is 255 and M SE is the mean squared error between B GT and B E . 5. Multi-Scale Structural Similarity Index (MS-SSIM) [29] : This metric uses structural distortion (SSIM) as an estimation to compute perceptual image distortion, performing at multiple image scales. 6 . Color image Quality Measure (CQM) [30] : CQM tries to measure perceptual image quality. PSNR values in YUV space are calculated and CQM is represented as
R W and C W are two biologically-inspired coefficients set to 0.9449 and 0.0551, respectively.
The objective of background initialization is to minimize AGE, pEPs, pCEPs so the background is accurate while PSNR, MS-SSIM and CQM should be maximized thus the perceptual background quality is high. Next section will show the background images estimated by our proposed SPMD method and the comparison with other stateof-the-art works. The first two sequences, 511 and Blurred belongs to Basic category with mild object motion and long-term visible background, so all methods initialize a clear background image with satisfied perceptual quality. However, following sequences are more challenging. In Board, the background in the central area is less visible than foreground. In People & Foliage, the whole scene area is heavily occupied by foreground objects and the background is divided into small isolated regions in each frame. TMF cannot estimate correct background and results of MOG2 are also blurred by foreground components, while SPMD successfully produces clear background images for these two sequences. There exists intermittent object motion in following three sequences busStation, CaVignal and AVSS2007. For instance, the man in CaVignal stands still in the left of the scene for the first 60% of sequence frames. Both TMF and MOG2 include foreground objects into the estimated backgrounds and produce inaccurate image for these three sequences. On the contrary, SPMD can remove motion objects more effectively and it estimates an ideal background image for busStation and CaVignal. For AVSS2007, although SPMD does not remove all foreground objects, the result is still better than other two methods. The last sequence CameraParameter exist strong illumination change caused by light switching on. Because of the illumination change detection adopted in the proposed algorithm, the initialized background is clear and accurate, which shows the robustness of the proposed algorithm.
Evaluation Results and Comparison
Besides subjective background image analysis, the results are quantitatively compared with other state-of-the-art works. Top 7 methods on SBMnet dataset are selected and they are listed here: MSCL [24] , LaBGen-OF [25] , BEWiS [21] , LaBGen [16] , LaBGen-P [31] , Photomontage [32] and SC SOBS-C4 [33] . The overall results comparison is shown in Table 1 . AR means the average ranking across 6 metrics of the total 8 algorithms and each metric is calculated as the average of results on 79 sequences. Top performance is denoted by bold numbers. Table 1 shows that the proposed SPMD achieves the second best in AGE metric and the best in pEPs, pCEPs, MS-SSIM metrics. Comparison results presents that SPMD outperforms LaBGen-OF, which is the current second best method on SBMnet website. Our result is slightly worse than the best method MSCL but some metrics are comparable. Overall, SPMD can estimate accurate background for various sequences and the performance is comparable or superior to other state-of-the-art works.
As SBMnet comprises 8 categories with different video characteristics, it is necessary to evaluate performance of SPMD for individual category. Table 2 displays the evaluation results comparison for 8 categories. Because of space limitation, SPMD is compared with the top 3 methods, MSCL, LaBGen-OF and BEWiS. For category Basic, MSCL produces the best results. SPMD achieves comparable performance in pCEPs and MS-SSIM metrics. In other metrics, the performance is slightly worse than MSCL and ranks second. For complex scenes in Intermittent Motion and Clutter, the performance of SPMD is comparable with MSCL and LaBGen-OF, outperforming BEWiS. In category Jitter, all four algorithms produce similar results standing for best performance. Because of the adoption of illumination change detection, SPMD can estimate satisfied backgrounds similar to MSCL and the performance is superior to other methods. For Background Motion, SPMD has a close performance to BEWiS, which is the best in this category. Although our algorithm does not produces as good results as other three methods, the gap is very small and the performance is acceptable. The comparison shows that SPMD is robust and effective for a wide range of video sequences.
Processing Speed Analysis
Besides background image quality, the processing speed is also an important aspect when evaluating the performance of algorithm. LaBGen-OF, BEWiS and SPMD are all implemented on a computer with Intel core i7-2600 processor for comparison. Five sequences with different resolutions from 200×144 to 640×480 are selected for evaluation. For a fair comparison, processing frames per second (fps) is recorded to denote execution speed. Table 3 presents the performance in terms of processing speed and it is noticed that SPMD is at least twice faster than other two algorithms. Especially for Foliage, the result of SPMD (22.8fps) is close to a realtime computing speed. For LaBGen-OF, dense optical flow with high computational complexity is performed to detect motion in a video sequence which affects processing speed. In BEWiS, a weightless neural model is used for each pixel with high computational and memory cost. For another state-of-the-art algorithm MSCL, it is reported in [24] that the computing speed is about 1.25fps for sequence highway on a computer with Inter core i7 processor. The computational complexity of MSCL is also high because it adopts dense optical flow for motion estimation and then an iterative optimization for matrix completion is performed. Overall, the proposed SPMD algorithm has relatively low computational complexity. The most time consuming period is superpixel segmentation and it can be further accelerated with a CPU or GPU based parallel implementation.
Conclusions
A background initialization algorithm based on superpixel motion detection (SPMD) is proposed in this paper. A subsequence with stable illumination condition is firstly selected making the result not affected by gradual or sudden illumination changes. Images are segmented into superpixels so spatial correlation is reserved. Frame difference based motion detection considering temporal relation is combined with superpixel segmentation, thus SPMD can effectively remove moving objects. Finally, the densitybased clustering and the background determination criteria automatically generate a clear background image. Experimental results on SBMnet dataset show that the algorithm is robust and effective for a wide range of videos with performance comparable or superior with other existing works while the computational complexity is relatively low.
