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We propose an explicit algorithm for efficient simulation of the class of pairing Hamiltonians,
e.g., the BCS Hamiltonian, on an NMR quantum computer. The algorithm finds the low-lying
spectrum in the vicinity of the gap between ground and first excited states, and provides a test of
the applicability of the BCS Hamiltonian to mesoscopic superconducting systems, such as ultrasmall
metallic grains.
The potential of quantum computers (QCs) to pro-
vide exponential speed-up in the simulation of quantum
physics problems was originally conjectured by Feynman
[1], conrmed by Lloyd [2], and later studied theoreti-
cally by a number of authors, e.g., [3{7]. NMR-QC ex-
periments performing quantum physics simulations were
reported in [8]. Current QC technology is limited to fewer
than 10 qubits and the testing of simple algorithms [9].
QCs of the next generation, with 10-100 qubits, have the
potential to solve hard problems in mesoscopic quantum
physics. We show here how this observation can be ap-
plied to the problem of simulating the class of pairing
Hamiltonians with long-range interactions, which are of
wide interest in condensed matter and nuclear physics
[10]. In particular, we provide an algorithm for testing
the validity of the BCS Hamiltonian of low-Tc supercon-
ductivity in the context of ultra-small metallic grains,
whose superconducting properties have recently gener-
ated considerable interest [11{13]. These grains provide
a fertile testing ground for the BCS ansatz for the ground
state wave function. The BCS wave function is a super-
position of dierent electron numbers and is expected
to be exact in the thermodynamic limit [14]. In con-
trast, in ultrasmall metallic grains the number of states
N within the Debye frequency cuto from the Fermi en-
ergy is only  100. In this mesoscopic limit the BCS
ansatz is doubtful, and at the same time exact numerical
diagonalization of the BCS Hamiltonian is impractical
beyond a few tens of electrons [12]. Various approxi-
mations have been proposed [15], but it would clearly
be desirable to have an exact numerical solution for the
problem. In [5,6] ecient QC algorithms were presented
for simulating a many-body fermionic system. While the
BCS Hamiltonian of course describes a system of inter-
acting fermions, it does so at the level of an eective
eld theory, in terms of parafermions (we explain this in
detail below). Therefore the fermionic simulation algo-
rithms [5] are not directly applicable. Further, while a
number of authors have recently considered simulation
of one Hamiltonian in terms of another [7], the connec-
tion of these phenomenological Hamiltonians to those of
many-body condensed matter and nuclear physics is not
a priori clear. Here we provide a bridge in terms of a
mapping between qubits and parafermions [16]. We pro-
pose an explicit and numerically exact diagonalization
algorithm that is suitable for pairing Hamiltonians with
long-range interactions, and is directly implementable in
NMR-QCs [17] , or more generally, QCs with short-range
anisotropic exchange-type interactions. Using an adia-
batic procedure, we provide a method to obtain only the
low-lying energy spectrum, e.g., in the vicinity of the su-
perconducting gap. The number of qubits required in
our algorithm equals the eective number of states N , so
that a QC with  100 qubits (neglecting overhead due to
error correction) could solve a problem that is well out
of the reach of current classical computers.
Qubits from Bosons and Fermions.— In order to es-
tablish a correspondence between QCs and the class of
pairing Hamiltonians, we rst briefly review the map-
ping from qubits to parafermions introduced in [16]. A
parafermion is characterized by hybrid boson-fermion
statistics [18,19]: (i) [ai, a
y
j ] = 0 for i 6= j, (ii) fai, ayig =
1. Condition (i) immediately implies a tensor product
structure; condition (ii), together with aij0i = 0 (j0i




i = 0 in the
standard (irreducible) two-dimensional representation.
Therefore a double-occupation state cannot be realized,
i.e., the single-particle Hilbert space is two-dimensional.
These are exactly the requirements for a qubit. Consider
now the following mapping from qubits to parafermions:
j0ii ! Ii j0i and j1ii ! ayi j0i, where Ii is the identity
operator on the ith tensor factor. Qubits are thus identi-
ed with operators. To complete the mapping of qubits
to parafermions we let
σxi ! ai + ayi σyi ! i(ai − ayi ) σzi ! 2ni − 1, (1)
where σαi are the Pauli matrices, and the number op-
erator in mode i is dened as ni = a
y
iai. It is then
straightforward to check that the standard su(2) com-
mutation relations are preserved, so that we have a faith-
ful second quantized representation of the qubit system
Hilbert space and algebra. This representation is com-
pletely equivalent to the standard (rst-quantized) rep-
resentation of qubits, but it conveniently emphasizes the
particle nature of a qubit. A pair of states, one unoccu-
pied and one occupied, represents a qubit. Each mode
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is only allowed to have one parafermion, like a fermion.
For fermions, a pair of unoccupied and occupied states
in a given mode cannot directly correspond to a qubit
since there is a correlation between dierent pairs due
to the fermionic anti-commutation relation [6]. How-
ever, as we now show, identical bosons and fermions can
pair up to form parafermions under certain conditions.
We consider bosonic or fermionic system with 2N single-
particle states. Let ck and bk denote standard fermionic
and bosonic annihilation operators, respectively, where
k = 1, 2, . . . , N denotes all relevant quantum numbers.






kbk respectively denote the
fermionic and bosonic number operators. The following
three cases are important examples of pairings that form
parafermions:
Case 1: Fermionic particle-particle pairs | Under
the condition nF2k−1 = n
F
2k it can be shown that
fc2kc2k−1, cy2k−1cy2kg = 1 and [c2k−1c2k, cy2l−1cy2l] = 0 for
k 6= l. Furthermore, the set fc2kc2k−1, cy2k−1cy2k, nF2k−1 +
nF2k − 1g satises the commutation relations of sl(2).
Therefore the mapping ak () c2kc2k−1, ayk ()
cy2k−1c
y
2k and 2nk () nF2k−1 + nF2k, is a mapping to
parafermions. The vacuum state of parafermions in this
case corresponds to the vacuum state j0iF of fermions.
Example: Cooper pairs.
Case 2: Fermionic particle-hole pairs | Under the
condition nF2k−1 + n
F
2k = 1 it can be shown as in
Case 1 that ak () cy2kc2k−1, ayk () cy2k−1c2k and
2nk − 1 () nF2k−1 − nF2k is a mapping to parafermions.
However, in this case the vacuum state of parafermions
is j0i = cy2N    cy2k    cy4cy2 j0iF , because then ak j0i = 0
for all k. This vacuum state plays the role of a Fermi
level. Example: excitons.
Case 3: Bosonic ‘particle-hole’ pairs | Under the con-
dition nB2k−1 + n
B
2k = 1 it can be shown as in Case 1
that ak () by2kb2k−1, ayk () by2k−1b2k and 2nk − 1 ()
nB2k−1 − nB2k is a mapping to parafermions. However,
in this case the vacuum state of parafermions is j0i =
by2N    by2k    by4by2 j0iB, again because then ak j0i = 0 for
all k. Example: dual-rail photons in the optical quantum
computer proposal [20].
The three conditions above each restrict the dynam-
ics to a dierent subspace of the entire Hilbert space.
The conditions play the role of conserved quantities and
only Hamiltonians that satisfy them preserve such sub-
spaces. An example of a Hamiltonian satisfying the con-












j , where V
n
ij
are the interaction matrix elements and the last term
is a Hubbard-type interaction. Other examples are the
BCS-style pairing-model Hamiltonians to which we now
turn.


















where the matrix elements Vml  hm,−mjV jl,−li are
real, and we have labeled pairs of fermions by the quan-
tum numbers m and −m, according to the Cooper
pair situation where paired electrons have equal ener-
gies but opposite momenta and spins: m = (p, ") and
−m = (−p, #). Specically, in ultra-small metallic
grains, (p, ") and (−p, #) are degenerate, time-reversed
partners whose energies are considered phenomenolog-
ical parameters [15]. The same idea is applicable to
nuclei, where eective pairings occur between nucleons
in time-reversed partners [10]. N is an eective state
number, which equals the number of qubits in the al-
gorithms described below. E.g., in the case of metal-
lic grains N is twice the the Debye frequency in units
of the average level spacing (inversely proportional to
volume of the grain). For nuclear pairing models, N
could be the number of states in a major energy shell.
Now, let 2k − 1 ! m and 2k ! −m; the Hamilto-
nian (2) preserves nFm = n
F
−m and Case 1 is applica-
ble. Using the corresponding parafermionic operators,
the subspace HP = Spanfj0i , aym j0i , aylaym j0i ,   g of
the total fermionic Hilbert space is the subspace where
Cooper pairs behave as parafermions. HBCS conserves
parafermion-number n. In terms of qubits, this means
that the number of j1i’s in a generalN -qubit state is xed
by HBCS. Since n is a conserved quantity, the Hilbert





for xed n. The diagonalization problem is reduced to






More General Pairing Models.— The BCS model is a
particle-particle pairing type Hamiltonian. On the other
hand, a general particle-hole pairing Hamiltonian satis-
fying the conditions nF2l−1 + n
F
2l = 1 as in Case 2 should
possess a nontrivial interaction (using the corresponding







l ) between particles in the m
th mode and lth mode.
This interaction annihilates a particle in the (2m− 1)th
state, and creates one in the (2m)th state. This interac-
tion is also applicable for the Bose Case 3, by replacing
fermionic operators with bosonic operators. A physical
realization for Case 2 is an antiferromagnetic (AF) in-
sulator. A particle-hole pair cyp+Qscps labeled by spin s
and momentum p forms a parafermion if we set 2m! ps
and 2m−1 ! p + Qs, where Q = (pi, pi) is an AF vector
[10]. In fact cyp+Qscps behaves like a Cooper pair on a
half-lled Fermi-liquid-like state, as argued in [21], which
establishes a connection between the BCS Hamiltonian
and high-Tc superconductivity. A Hamiltonian for Cases


















where εm = m+Vmm and V 0ml = 0 for the BCS Hamilto-
nian (2), and lm are state indices. By using the inverse
of the mapping (1) the Hamiltonian can be written in
























l − σymσyl )],
where now lm are qubit indices and Hp can be thought
of as the Hamiltonian of a QC, or a target Hamiltonian
for a QC simulation. The latter is the approach we take
here, whence we need to show how to eciently construct
Hp from a given (e.g., NMR-like) Hamiltonian.
NMR Simulation of Hp.| We now describe an al-
gorithm for simulating Hp that is specically designed
for NMR-QCs. We shall only explicitly discuss the case
V 0ml = 0. However, the same procedure will apply also
to the case of V 0ml 6= 0. The simulated pairing Hamil-
tonian can be any Heff = CHp, with C a positive con-
stant. Our rst goal is to show how to use the near-






















l , in order to simulate a
long-range Hamiltonian such as Hp. A powerful method
that allows us to relate HNMR to Hp is selective recou-
pling. The overhead this introduces will not be explicitly
considered in our subsequent counting arguments but it
follows from [22] that recoupling will add at most O(N2)
operations per time step. An important feature of recou-
pling is that it can be used to turn o all terms in HNMR,
except a single desired one. We will be making repeated
use of this feature below.














l − σzm)g forms an su(2) algebra, and commutes
with σzm + σ
z
l for any two indices l and m. Let












l Pl,l+1 = σ
z
l+1, so that Pl,l+1 acts as a nearest-







m] = 0 and U
α





l+1 exp(−ipi4σzl σzl+1)Uyl Uyl+1
 Uxyl Uxyl+1 exp(−ipi4σzl σzl+1)Uxl Uxl+1 (3)
so that Pl,l+1 can be implemented using HNMR and F .
It is simple to check that to create all possible couplings
σzl σ
z
m in this manner requires O(N
3) steps. This proce-
dure allows us to use the short-range NMR Hamiltonian
to simulate Jlσzl σ
z
m with jl −mj arbitrary, and with all
other couplings turned o. Let us now show how to turn









l ). Suppose that Hp evolves for time τ . We
can turn Jlσzl σ
z
m on for a time τm such that 2Jlτm =
−CVmlτ . Doing this for all couplings separately (in
series) shows that the evolution operator Uz(τ) =
exp(−iCPl>m Vlmσzl σzmτ/2) is obtained using the same
O(N3) steps. By adjusting single-qubit operations times




l ). Therefore we
can simulate exp(−iHIτ) = UxyUz(τ)UxUyUz(τ)Uyy
using O(N3) steps. However, Heff = CHp also contains






l , which does not commute
with HI . Clearly, by turning on single qubit NMR σzl
terms for times τl so that Cεlτ = ωlτl, we can simulate
H0 directly using N steps. The non-commutativity im-
plies that we need a short-time approximation in order
to simulate the full Ueff(τ) = exp(−iHeffτ):
Ueff(τ) = e−iH0τe−iHIτ +O(τ2), (4)
requiring O(N5) steps (recoupling included).
At this point we have an explicit polynomial-time algo-
rithm for an NMR simulation of the pairing Hamiltonian
Hp. In principle Ueff(kτ) (k = 1, 2, ...) can be Fourier-
transformed and the spectrum of Hp found [4]. However,
although this may be achieved directly using NMR meth-
ods, we are primarily interested in the low-lying spec-
trum (e.g., in the BCS case, near the superconducting
gap). We now describe an adiabatic version of the algo-
rithm above, which allows us to probe just this part of
the spectrum. Let 2 be the gap between the ground and
the rst excited states, and let 0  c(t)  1, c(0) = 0,
c(T ) = 1, be a slowly varying function, i.e., 1/T  
(for example, we could use c(t) = kτ/T , see below). Con-




a time-dependent Hamiltonian H(kτ) = H0 + c(kτ)HI .
For small τ ,
Uad(kτ)  e−iH(kτ)τ    e−iH(2τ)τe−iH(τ)τ
where exp(−iH(jτ)τ)  exp(−iH0τ) exp(−ic(jτ)HIτ)
(j = 1..k), and now we choose times τm(k) such that
2Jlτm(k) = −CVmlτc(kτ). Since c is slow Uad(kτ) will
represent an adiabatic evolution. The adiabatic theo-
rem then ensures that the system will be in an eigen-
state of Heff = H(T ) at kτ = T , provided the ini-
tial state is a computational basis state (an eigenstate
of H0). The adiabatic condition may be restated as
2  2pi/T ) k  pi/(τ). In order to probe the
low-lying spectrum we may slightly relax the adiabatic
condition [23]. This will mix in some of the excited states
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of Heff , which will be observable as an oscillation of the
free-induction signal [Eq.(5) below].
Measuring the Spectrum.| In NMR one measures the
free-induction-decay signal, given by Vα(t) / Tr(ρ(t)σ−α ),
where ρ(t) is the system density matrix and α is the
index of the measured spin (qubit) [24]. In our case
ρ(t) = Uad(τ)jψ(0)ihψ(0)jUad(τ)y, where jψ(0)i is a com-
putational basis state. To see how to relate Vα(t) to the
spectrum of the pairing Hamiltonian we need to intro-
duce an appropriate basis. A complete set of conserved
quantum numbers are the number of Cooper pairs n (=
the parafermion number, = the number of 1’s in a compu-
tational basis state, lowered by σ−α ), the energy En,i for
xed n, and a state degeneracy index βi. Thus our basis


















hm, j, βj jσ−α jn, i, βii / δm,n−1.




~C(α)n−1,j;n,iδ(ω − (En−1,j −En,i)). The gap
is dened as 2n = En,1−En,0. Ideally, n can be found
from a few runs with dierent initial n. There are two
complications in practice: (i) Finding n in this manner
depends on the coecients ~C(α)n−1,j;n,i not vanishing. By
measuring all qubits α, it is likely that suciently many
non-zero coecients will be available. (ii) The sharp-
ness of the δ functions depends on how densely the sig-
nal Vα(t) is sampled. To resolve the gap, we will need to
sample with a resolution ω < n. Using ω = 2pi/T
we recover the adiabatic condition stated above, i.e., the
number of τ -intervals required is kmax  pi/(τ), and
when these are summed it follows that the simulation
must be repeated O(k2max) times. The gap can be esti-
mated experimentally, for nuclear and BCS systems using
material dependent parameters [10,11].
It is useful to have a benchmark for comparing the
simulation results to. To this end we give the spec-
trum of a solvable BCS-type Hamiltonian. In a pure
pairing model [10], all interaction matrices in (2) are
constant, i.e., hm,−mjV jl,−li = −G < 0 and εm =
m + hm,−mjV jm,−mi = ε. In this case, the degener-
ate spectrum of the Hamiltonian (2) is En,k = εn−G(n−
k)(N−n−k+1), where n = 0, 1, ..., N and k = 0, 1, ..., n.
Thus the energy gap is directly proportional to the num-
ber of states N , since 2 = En,1 − En,0 = GN .
Conclusions.— We have proposed an ecient algo-
rithm for nding the low-lying spectrum of pairing mod-
els with long-range interactions, in particular that of the
BCS Hamiltonian. This establishes a link between quan-
tum computers (QCs) of the next generation (10-100
qubits) and outstanding problems in mesoscopic quan-
tum physics, such as the applicability of the BCS Hamil-
tonian to ultrasmall superconducting metallic grains.
Our algorithm uses a mapping from particle-particle (or
particle-hole) pairs to parafermions, which in turn can
be mapped to qubits. This provides for a simple trans-
lation of the pairing Hamiltonians of condensed matter
and nuclear physics to the Hamiltonians of typical QC
proposals. The algorithm presented here is specically
designed for NMR-QC, and can be further optimized,
e.g., by parallelization. It would be interesting to imple-
ment the algorithm using current NMR-QC know-how,
thus extending the experimental repertoire of QC physics
simulations [8].
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