One way analysis of mean absolute deviation (ANOMAD) about mean and median is derived where the total sum of absolute deviation is partition into exact between sum of absolute deviation and within sum of absolute deviation. Because of the presence of absolute function in mean absolute deviation, the middle term does not exist where it is included in each term. Therefore, the exact partitions are derived using the idea of creating error terms from the same type and take it away from each term to obtain the exact partitions. ANOMAD has advantages: does not square data and offers meaningful measure of dispersion. However, the variance-gamma distribution is used to fit the sampling distributions of between sum of absolute and within sum of absolute. Consequently, two tests of equal medians and means are introduced under the assumption of Laplace distribution. Moreover, two measures of effect sizes are re-defined and studied in terms of ANOMAD.
INTRODUCTION
Mean absolute deviation (MAD) is a natural scale parameter of the Laplace distribution and offers a direct and meaningful measure of the dispersion of a random variable. It has been used as an alternative to the standard deviation where the standard deviation is motivated from optimality results in independent random sampling from the normal distribution, an analysis dating back to Fisher; see, [18] . However, the mean absolute deviation may be more appropriate in case of departures from normality or in presence of outliers; see, [19] and [9] . It may also offer certain pedagogical advantages; see, [1] and [7] . For extensive discussion and comparisons; see [15] and [6] and the references therein. The population of MAD about mean and median is defined as where ̅ and ̃ are the sample mean and median, respectively. A random variable has a Laplace distribution with location parameter and scale if its probability density function is | |
The Laplace distribution has
The probability density function of the Laplace distribution is also reminiscent of the normal distribution; whereas the normal distribution is expressed in terms of the squared difference from the mean while the Laplace density is expressed in terms of the absolute difference from the mean or median. Consequently, the Laplace distribution has flatter tails than the normal distribution and recently applied to many fields, engineering, financial, inventory management and quality control; see, [10] . Because of the presence of absolute function in MAD, the middle term does not exist where it is included inside each term.
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Therefore, an exact partition of the total sum of absolute deviation (TSA) about mean and median into exact between sum of absolute (EBSA) and exact within sum of absolute (EWSA) is derived by using the idea of creating error term of the same type (between and within) and take it away from each term to obtain EBSA and EWSA.
Since the MAD is a natural parameter of the Laplace distribution the sampling distributions of the EBSA and EWSA are studied under the assumption of Laplace distribution using variance-gamma distribution (generalized Laplace distribution). Consequently, an analysis of mean absolute deviation (ANOMAD) is introduced to test for equal population means and medians. Moreover, two measures of effect sizes are reexpressed and studied in terms of TSA, EBSA and EWSA. Representation of MAD as a covariance is presented in Section 2. The exact partitions of TSA into EBSA and EWSA are derived in Section 3. The sampling distributions of EBSA and EWSA, and tests for equal means and median are presented in Section 4. Section 5 is devoted to conclusion.
REPRESENTATION OF MAD AS A COVARIANCE
Let be a random sample from a continuous distribution with, density function , quantile function , , cumulative distribution function . Let over indicator functions are { and { (1) [8] and [4] used the general dispersion function that defined by [14] as
to re-define the population MAD about mean and median in terms of over indicator functions as
Consequently, the population MAD is redefined as twice the covariance between the random variable and its indicator function as and
Note that ( ) , ( ) , and .
EXACT MAD PARTITIONS ABOUT MEAN AND

MEDIAN
Assume there are different groups with individuals in each group , , and . Let ̅ is the total deviation ( ̅ ∑ ∑ ), ̅ ̅ is the deviation of grouped mean ( ̅ ∑ ) around total mean, and ̅ is the deviation of individuals around the grouped mean. By squaring and taking the summation over both and then
That is known as the partitions the total sum of squares, in other words, the total sum of squares (TSS) is equal to the between sum of squares (BSS) plus the within sum of square (WSS), therefore By using the absolute value instead of the square it is known that To obtain equality this can be re-written as where and is the residuals.
These residuals could be separated to pure withingroups residuals and pure between-groups residuals and added to each term to obtain exact MAD partitions This is shown in the following theorem.
Theorem 1
The MAD partitions about mean into the exact between sum of absolute and the exact within sum of absolute are
where
̅| is the exact between absolute and | ̅ | is the exact within absolute, then for mean
Proof:
Using the covariance representation of the mean absolute deviation about mean given in (4), the partitions can be written as 
A.
Explanation of the subtracting the error term In the analysis of variance the total sum of squares can be written as
In the case of ̂ ̅ and ̅ the middle term is zero and the exact partitions are obtained directly. On contrast, with respect to
Because of the presence of absolute function the middle term does not exist where it is included inside each term. To obtain the exact partitions it is necessary to create error term from the same type and subtract it from each term.
Illustrative example
To have an idea on how the method work. The MAD partitions about median can be shown in the same manner as MAD partitions about mean in the following theorem.
Theorem 2
The pure partitions of the total sum of absolute about median into the between sum of absolute and the within sum of absolute are
̃| is the exact between absolute deviation about median and | ̃ | is the exact within absolute deviation about median, i.e.
Proof: similarly as given in the mean.
APPLICATIONS
The one way analysis of mean absolute deviation (ANOMAD) is introduced and used to test for equal population means and medians under the following assumptions.
1. The observations are random and independent samples from the populations. 2. The distributions of the populations from which the samples are selected are Laplace distribution. 3. The MADs of the distributions in the populations are equal.
It is difficult to obtain the exact sampling distributions for EBSA and EWSA, therefore, a general distribution is chosen to fit these sampling distributions. One of the families that connected to Laplace distribution is the variance-gamma distribution or also known as generalized Laplace distribution; see, [10] .
More recently, the variance gamma model became popular among some financial modellers, due to its simplicity, flexibility, and an excellent fit to empirical data; [12] , [13] and [11] . The variance-gamma distribution will be used to fit the sampling distributions of EBSA and EWSA via method of moments where the patterns between the moments of the data and the distribution will be equated.
A.
Fitting sampling distributions The random variable is said to have VarianceGamma (VG) with parameters , , if it has probability density function given by
Where is a modified Bessel function of the third kind; see, for example, [17] and [5] . Table 2 gives the simulated first four moments of .
From Table 2 it is noted that there is a pattern between the mean and the variance for different and values where the mean is approximately and the variance is twice the mean whatever the values of . Therefore VG distribution is used to fit the sampling distribution of as
The moments can be computed as
The moments are √ Moreover, Figure 1 shows the histogram of based on simulated data from Laplace distribution with fitting VG superimposed. The clearly gives a very good fit to for different values of and . and .
The exact within sums of absolute can be written as
Since depends on two parameters and , the moments of is used to fit the sampling distribution of based on VG distribution. For this purpose a simulation study is conducted to obtain the first four moments for based on simulated data from Laplace distribution ( ) with different values of and . Table 2 gives the simulated first four moments of and it is noted that as expected there is a pattern between the mean and the variance for different and values where the mean is approximately and the variance is twice the mean plus . Consequently VG distribution is used to fit the sampling distribution of as 
and (d) .
The ratio of mean EBSA to mean EWSA can be expressed as An approximation is obtained based on gammavariance distribution by using and Therefore,
2) MAD about mean The scaled EBSA deviation about mean can be written as
∑ ∑ | ̅ ̅|
Since depends on one parameter , the moments of is a good choice to be used to fit the sampling distribution of based on VG distribution. For this purpose a simulation study is conducted to obtain the first four moments for using simulated data from Laplace distribution ( ) with different values of and . Table 4 gives the simulated first four moments of . From Table 3 it is noted that there is a pattern between the mean and the variance for different and values where the mean is approximately and the variance is three times the mean whatever the value of . Therefore VG distribution is used to fit the sampling distribution of as
The moments can be computed as Moreover, Figure 4 shows the histogram of based on simulated data from Laplace distribution with fitting VG superimposed. The clearly gives a very good fit to for different values of and . and .
The EWSA deviation about mean can be written as
Since depends on two parameters and , the moments of could be used to fit the sampling distribution of based on VG distribution. For this purpose a simulation study is conducted to obtain the first four moments for based on simulated data from Laplace distribution with different values of and . Table 3 gives the simulated first four moments of . From Table 3 it is noted that there is a pattern between the mean and the variance for different and values where the mean is approximately and the variance is equal to the mean plus . Therefore VG distribution is used to fit the sampling distribution of as . Figure 6 shows the histogram of an approximate distribution of . It is clearly that it gives a very good fit to .
B. Tests for equal medians and means
1)
Test for equal medians The null hypothesis tested in one way ANOMAD is that the population medians from which the samples are selected are equal
The alternatively hypothesis is that at least two of the group medians are significantly different. Table 4 gives a summary of ANOMAD for medians. To test for the assumption of Laplace distribution, the function laplace.test() in package lawstat in Rsoftware is used where it gives five goodness of fit for the Laplace distribution based on the work of [16] . A one way ANOMAD i u ed to examine if tudent ' core on a standardized test is a function of the teaching method. The independent variable represented the three different types of teaching method: 1) lecture only; 2) hands-on on y; and 3) both. The dependent variab e i the tudent ' score on a standardized test. See Table 5 for the sample data with means, medians and MAD reported for each of the three groups. To test the assumption of Laplace distribution, Kolmogorov-Smirnov (D) is used from package lawstat in R-software. The results for the three groups are given in Table 5 where -values more than 0.01, 0.05 and 0.10, therefore, the assumption of Laplace cannot be rejected. Because the maximum MAD to minimum MAD is 1.14, the assumption of homogeneity of MAD' cannot be rejected. 
2)
Test for equal means The null hypothesis tested in one way ANOMAD is that the population means from which the samples are selected are equal
The alternatively hypothesis is that at least two of the group means are significantly different. Table 4 gives summary of ANOMAD for means.
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C.
Effect size Effect size (ES) is a measure of practical significance where it is defined as the degree to which a phenomenon exists where any observed difference between, for example, two sample means can be found to be statistically significant when the sample sizes are sufficiently large. In such a case, a small difference with little practical importance can be statistically significant. On the other hand, a large difference with apparent practical importance can be non-significant when the sample sizes are small. Therefore, ES provide another measure of the magnitude of the difference expressed in standard deviation units in the original measurement. Thus, with the test of statistical significance (e.g., the F statistic) and the interpretation of the effect size (ES), the researcher can address issues of both statistical significance and practical importance. Standardized ES measures typically employed in behavioural and social sciences research; see, [1] and [2] .
The first type of standardized ES measure is Where and are between group variance and within group variance; see, for example, [3] . Another measure of the strength of the association between the independent variable and the dependent variable in ANOVA is that indicates the proportion of the total variance in the dependent variable that is accounted for by the levels of the independent variable. This is analogous to the coefficients of determination . The formula for is See, for example Cohen (1988) . These two measures are defined in terms of ANOMAD as and Therefore, by using median is and mean is while by using median is and mean is . For example, when is 0.51 this means that the independent variable in the ANOMAD accounts for 51% of the total variance in the dependent variable.
CONCLUSION
There are many areas in sciences where the normal distribution is not an appropriate approximation and the Laplace distribution provides a good approximation to the data. In these cases, when the tests of equal means and medians are needed, the ANOMAD will be appropriate. The ANOMAD was derived using the idea of creating error terms from the same type (BSA and WSA) and subtract it from each term to obtain the exact partitions.
The ANOMAD had important information about the shifts in means and medians of the groups and that studied by fitting variance-gamma distribution to EBSA and EWSA and test for equal means or medians. Because of no square in MAD, the ANOMAD ensured high stability of statistical inference. Finally, the effect sizes were re-expressed and studied in terms of ANOMAD.
