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Abstract: We propose a new localization method in order to estimate the po-
sition of wireless devices in real time, using already existent infrastructure (such
as IEEE 802.11 access points). We present a filtering algorithm that computes
the most likely path taken by a mobile node, based on signal strength measure-
ments and a known signal strength map. In our approach we do not assume
that the node mobility model is known. The algorithm calculates analytically in
real time the optimal correction in the mobile node’s estimated position, using
current signal measurements. We discuss how this algorithm can be used in a
practical implementation and we evaluate the performance of our method using
numerical simulations.
Key-words: localization, wireless, IEEE 802.11, filter
Ge´olocalisation utilisant l’infrastructure
IEEE 802.11
Re´sume´ : Nous proposons une nouvelle me´thode de ge´olocalisation pour
estimer la position d’e´quipements mobiles en temps re´el, en utilisant l’infrastrucure
sans-fil existante. Nous pre´sentons un algorithme de filtrage qui calcule le
chemin le plus probable d’un nœud mobile, base´ sur des mesures de puissance de
signal et une cartographie du signal radio. Dans notre approche, nous ne faisons
aucune hypothe`se sur la mobilite´ des nœuds. L’algorithme de´duit la correction
optimale de la position d’un nœud mobile en temps re´el, en se basant sur les
mesures de signal. Nous discutons comment cet algorithme peut eˆtre utilise´
dans une imple´mentation pratique et nous e´valuons les performances avec des
simulations nume´riques.
Mots-cle´s : ge´olocalisation, sans-fil, IEEE 802.11, filtre
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1 Introduction
Mobility creates a need for location aware applications, which aim to determine
the physical position of a mobile device. With the recent thrive in ubiquitous
computing, dozens of applications demand such location information; for exam-
ple, asset tracking in warehouses and hospitals, locating children in public areas,
emergency management, vehicles with navigation tools and location-based ser-
vices, guiding visitors in museums, and virtual reality applications. Therefore,
the accurate localization of objects and people in indoor environments is con-
sidered an important building block for ubiquitous computing applications.
GPS, which uses the location of satellites orbiting earth to triangulate lon-
gitude and latitude, has been used in many commercial applications. However,
this approach is limited to environments in which a clear line of sight to the
satellites is available. Inside buildings and even in some outdoor environments,
structure and foliage can affect the ability to communicate with GPS satellites.
Moreover, while many outdoors applications can work successfully with an ac-
curacy of hundreds of meters, indoor applications usually require a granularity
of a few meters. Hence, most research on indoor localization systems has been
based on the use of short-range signals, such as Wi-Fi [12, 5, 2], Bluetooth [3],
ultrasound [11, 9], infrared [13], or RFID [7, 10].
Early localization systems were based exclusively on signal strength mea-
surements and simple triangulation methods. However, such systems are lim-
ited, due to interferences and the transient characteristics of radio propagation.
The dynamic characteristics of the environment impose important challenges,
for the design of a scalable, easily deployed, and computationally inexpensive
localization system.
Furthermore, due to cost and maintenance constraints, the deployment of a
specialized infrastructure for a localization system is not always feasible. Our
general aim is to design a localization system, that does not depend on spe-
cialized hardware or on extensive training. Given the wide deployment of the
IEEE 802.11 communication infrastructure, its use for both communication and
positioning becomes an attractive choice.
Our main contribution is the development of a new localization algorithm
which is well adapted to this particular context, and can be used as an alter-
native to systems using Kalman filters [8] or particle filters [14]. The proposed
method has the advantage of being based on analytical calculations, which give
closed formulas for the node estimated position, using signal strength mea-
surements. Therefore, the implementation of the algorithm is very simple and
computationally inexpensive. Moreover, it does not require keeping a history of
previous node positions and the localization can be performed in real time. In
fact, our approach consists in an adaptation of the Kalman Filter method, in
the general framework described in [6], without any constraint or assumption
about the node mobility. The proposed localization algorithm is based on an
analytical drift evaluation. At each step, the algorithm deduces the optimal
correction in the mobile node’s position based on the current estimated loca-
tion, the signal measurements and the known signal distribution database. The
corrections performed result in a random walk, which on average follows the
real path taken by the mobile node; in fact the expectation of the error in the
estimated position is 0.
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The rest of the paper is organized as follows. In Section 2 we present the
methodology used. In Section 3 we give some analytical examples to illustrate
our approach. We evaluate the performance of the algorithm using numerical
simulations in Section 4 We conclude and we discuss some directions for further
research in Section 5.
2 Methodology
2.1 Model and problem statement
We assume k fixed wireless nodes called anchored points (AP). We consider a
mobile node A that moves in a plane. Our aim is to track this node’s movement.
We denote z(t) = (x(t), y(t)) the position of node A at time t. We denote
v(t) the signal level sampling vector at time t: v(t) = (u1(t), u2(t), . . . , uk(t))
where ui(t) is the signal level (in dB) that node A receives from APi at time t.
We assume that there is a database established prior to the measurement that
provides the probability distribution of the signal level vector at any position
z = (x, y). For example and in order to simplify computations, we will assume
that, at point z, the signal level vector is distributed according to a normal
distribution with mean vector m(z) and inverse covariance matrix Qz. More
precisely, the probability density of the distribution of v on vector u is p(z,u) =√
det(Qz)
πk
exp(−
1
2
〈(u−m(z))Qz(u−m(z))〉).
The main objective is to find a path (z(0), z(1), . . . , z(T )) such that the
product
∏i=T
i=0 p(z(i),v(i)) is maximal, assuming sampling at integer multiples
of a time unit. If we denote ℓ(z,u) = − log p(z,u), this is equivalent to mini-
mizing the sum
∑i=T
i=0 ℓ(z(i),v(i)), or the integral
∫ T
0
ℓ(z(t),v(t))dt, assuming
a continuous approximation of sampling times.
2.2 Path optimization
In this section, we will describe the methodology we use in order to derive a
path tracking algorithm which achieves the previously defined objective. In
our approach, we assume a perturbation of the the mobile node’s position with
respect to the most likely path. In order to obtain a localization algorithm,
we assume that the node’s speed is bounded and we calculate analytically the
signal strength perturbation. We will describe how to derive an algorithm which,
at each step, aims to correct the discrepancy between the real and estimated
positions. As we will see, the corrections performed result in a random walk,
which we tune so that it follows on average the real path taken by the mobile
node.
In order to minimize the integral
∫ T
0
ℓ(z(t),v(t))dt, we assume a small per-
turbation z(t) + δ(t) in the mobile node’s position at time t. The quantity we
wish to optimize will become:∫ T
0
ℓ(z(t) + δ(t),v(t))dt =
∫ T
0
ℓ(z(t),v(t))dt
+
∫ T
0
〈δ(t).∇zℓ(z(t),v(t))〉 dt. (1)
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Therefore, if we wish to optimize the integral without any constraint, at mini-
mum we should have 〈δ(t).∇zℓ(z(t),v(t))〉 = 0 point-wise for all possible δ(t).
This means that∇zℓ(z(t),v(t)) = 0 orm(z(t)) = v(t). The last condition would
imply that z(t) will follow locations where m(z(t)) = v(t), which may imply un-
bounded speed z˙(t) or unrealistic teleportation in the estimated positions (when
v(t) is discontinuous).
Path optimization with bounded speed
For this reason, we should introduce a constraint based on a bound for the
speed. For example, we can assume that the speed at any given point x must be
constant with only direction as a tunable parameter. In this case, we have the
additional condition that δ(t) must be orthogonal to the speed z˙(t). In combina-
tion with condition 〈δ(t).∇zℓ(z(t),v(t))〉 = 0, we should have z˙(t) proportional
to ∇zℓ(z(t),v(t)).
Therefore a path such that z˙(t) is always proportional to ∇zℓ(z(t),v(t))
may be a good candidate path. For example one can assume that z(i + 1) =
z(i) + C∇zℓ(z(i),v(i)). If v(t) is random, then z(i) will evolve like a random
walk.
We will compute the gradient ∇zℓ(z(t),v(t)) to investigate the evolution of
this random walk. The expression of the gradient is the following:
∇zℓ(z,v) =
1
2
(〈(v −m(z))∇zQz(v −m(z))〉
− 2 〈∇zm(z)Qz(v −m(z))〉
− ∇z log det(Qz). (2)
Notice that log det(Qz) = tr(logQz) and therefore∇z log det(Qz) = tr(∇zQz.Q
−1
z ).
We also have 〈uQzu〉 = tr(Qzu⊗ u) by simple equivalence of lecture.
Random walk optimization
In this section, we suppose that the algorithm for tracking the mobile position
is the following:
z(i+ 1) = z(i) + Cz∇zℓ(z(i),v(i)) (3)
or, with an arbitrary time step δt:
z(t+ δt) = z(t) + δtCz∇zℓ(z(t),v(t)), (4)
where Cz is a function of z which we will compute. In fact, depending on Cz,
many paths will be candidates, however the one that minimizes
∫ T
0
ℓ(z,v)dt will
be the best approximation.
Since the evolution of a candidate path will look like a random walk, it
would be interesting to know the average drift of this random walk, in order
to compute the constant Cz . Assume that v is distributed according a normal
distribution of inverse covariance matrix Q and mean m, i.e. E(v) = m and
RR n° 6499
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E((v −m)⊗ (v −m)) = Q−1 . Then, we have:
E(∇zℓ(z,v)) =
1
2
(tr(∇zQzQ
−1)
+ 〈(m−m(z))∇zQz(m−m(z))〉
− 2 〈∇zm(z)Qz(m−m(z))〉
− tr(∇zQz.Q
−1
z )). (5)
First of all we notice that ifQ = Qz andm = m(z), that is if v is distributed
exactly like the sampled signal at position z, then we have E(∇zℓ(z,v)) = 0
(thanks to tr(∇zQz.Q
−1
z ) which is canceled by∇z log det(Qz) ). Now, assuming
again that there is a small perturbation in the node’s position, we have
m = m(z + δtz˙) = m(z) + 〈z˙.∇zm(z)〉 δt (6)
and
Q = Qz+z˙δt = Qz + 〈z˙.∇zQz〉 δt. (7)
Then, we can derive the average drift at first order:
E(∇zℓ(z,v)) =
δt
2
(tr(∇zQzQ
−1
z 〈z˙.∇zQz〉Q
−1
z
− 2(∇zm(z)Qz 〈z˙.∇zm(z)〉)
= δtRz z˙ +O(δt
2), (8)
where Rz is a 2x2 matrix with expression:
Rz =
1
2
(tr(∇zQz.Q
−1
z ∇zQz.Q
−1
z )
− 2tr(Qz∇zm(z)⊗∇zm(z))). (9)
Localization algorithm
In order to achieve the correct drift, a good algorithm consists in taking at each
step Cz equal to the inverse of the 2x2 matrix Rz, since E(R
−1
z ∇zℓ(z(t),v(t))) =
z˙δt. This implies that the expectation of the difference between the estimated
and the real path is zero. Hence, the localization algorithm we propose is the
following:
z(t+ δt) = z(t) +R−1z ∇zℓ(z(t),v(t)), (10)
which computes the new node’s position z(t + δt), based on the previously
estimated position z(t). Consequently, in order to perform localization of the
mobile node, we only need to calculate at each step Rz and ∇zℓ(z(t),v(t)),
according to (2) and (9).
3 Analytical Examples
In this section, we provide some analytical examples, in order to better illustrate
how the previously derived formulas can be used in practice. More precisely,
we develop simpler formulas for the quantities Rz and ∇zℓ(z(t),v(t)), which
are used in the localization algorithm according to (10). In all the following
examples, we assume that there is no co-variance among the signals received
from the different APs.
INRIA
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3.1 Constant variance
We consider the simple case where the covariance matrix is of the formQz = λI,
which means that the variance is constant and the same for every AP. In this
case, we have:
∇zℓ(z,v) = −λ
i=k∑
i=1
∇zmi(z).(vi −mi(z))
= −λ
i=k∑
i=1
[
∂mi
∂x
∂mi
∂x
∂mi
∂x
∂mi
∂y
∂mi
∂x
∂mi
∂y
∂mi
∂y
∂mi
∂y
]
, (11)
and
Rz = −λ
i=k∑
i=1
∇zmi(z)⊗∇zmi(z)
= −λ
i=k∑
i=1
[
(ui −mi)
∂mi
∂x
(ui −mi)
∂mi
∂y
]
. (12)
3.2 Non-constant variance
We now consider the case where Qz = λ(z)I, i.e., the variance is the same
function of z for every AP. In this case:
∇zℓ(z,v) =
1
2
(∇zλ(z)
i=k∑
i=1
(vi −mi(z))
2
− 2λ(z)
i=k∑
i=1
∇zmi(z).(vi −mi(z))
− k
∇zλ(z)
λ(z)
), (13)
and
Rz =
1
2
(
∇zλ(z)
λ(z)
⊗
∇zλ(z)
λ(z)
− 2λ(z)
i=k∑
i=1
∇zmi(z)⊗∇zmi(z)). (14)
Finally, we consider that we have different functions of the variance for every
AP. This is the most realistic assumption presented in this section, where we
have assumed that there is no co-variance among the signals of different APs.
When the APs are placed in different locations, the latter can be considered a
sufficiently realistic condition, and the formulas can be used for path tracking
in real environments. Different variance functions for every AP mean that Qz
RR n° 6499
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would be a diagonal array of the form:
Qz =


λ1(z) 0 . . . 0
0 λ2(z) . . . 0
. . . . . . . . . . . .
0 0 . . . λk(z)

 .
Hence, we have:
∇zℓ(z,v) =
1
2
(
i=k∑
i=1
∇zλi(z)(vi −mi(z))
2
− 2
i=k∑
i=1
λi(z)∇zmi(z).(vi −mi(z))
−
i=k∑
i=1
∇zλi(z)
λi(z)
), (15)
and
Rz =
1
2
(
∇zλi(z)
λi(z)
⊗
∇zλi(z)
λi(z)
− 2
i=k∑
i=1
λi(z)∇zmi(z)⊗∇zmi(z)). (16)
4 Numerical Simulations
In this section, we study the performance of our approach via numerical sim-
ulations, in different cases, following the analytical examples presented in the
previous section. Again, we assume that there is zero co-variance among the sig-
nal strengths of the different APs. We also consider here that the initial node
position is known (however, this constraint is not essential, since simulations
show that the algorithm converges to the real path after a few steps).
4.1 Constant variance
We first perform simulations assuming that the signal strength variance is con-
stant and equal to λ. We consider that we have three APs, so we have three
different functions for the mean of every AP. As an example we take the following
linear functions of z for the mean signal strength of the APs: m1(x, y) = x+ y
, m2(x, y) = x+ 2y and m3(x, y) = 2x+ 3y. More particularly, from (12):
Rz = −λ
[
6 9
9 14
]
,
and from (11):
∇zℓ(z,v) = −λ
[
(u1 −m1) + (u2 −m2) + 2(u3 −m3)
(u1 −m1) + 2(u2 −m2) + 3(u3 −m3)
]
.
INRIA
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Consequently, at each step of the algorithm we take the following correction
in the mobile node’s position:
R−1z ∇zℓ(z,v) =
[
5
3
(u1 −m1)−
4
3
(u2 −m2) +
1
3
(u3 −m3)
−(u1 −m1) + (u2 −m2)
]
where m1, m2 and m3 are computed based on the previous estimated position’s
coordinates, while u1, u2 and u3 are the signal strength measurements. Notice
that the value the result does not depend on the value of λ.
As a second example, we take the following non-linear functions for the
signal strength mean: m1(x, y) = x
3 + y , m2(x, y) = sin(x) + cos(y) and
m3(x, y) = x
3 + y2. For a circular path, Fig. 1(a) and Fig. 1(b) compare the
estimated path with the real path, for the two respective examples.
In order to improve the path estimation, we use an exponential moving
average (which can be computed in real time without keeping a history of the
path). We plot the path estimate for the first example in Fig. 2, which clearly
improves on the estimate of Fig. 1(a).
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(a) First example.
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"real_path"
(b) Second example.
Figure 1: Real path vs. estimated path, constant signal strength variance.
4.2 Non-constant variance
We now assume that the signal variance is the same for all APs, but it varies
with space. We take the function λ(x, y) = 1000/(1000 + x), where the co-
variance matrix is λ(x, y)I. Fig 3 compares the real and estimated paths in a
numerical example where we used the non linear functions of the first example
of Section 4.1 for the signal mean.
Finally, we consider the case of different signal variance functions for each
AP. We take again the same functions for the mean, and for the different vari-
ances: λ1(x, y) = 4000000, λ2(x, y) = 1000 + 100y
0.5 and λ3(x, y) = 1000/(1 +
x/100). The real and estimated paths are depicted in Fig 4.
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Figure 2: Estimated path using an exponential smoothing average.
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Figure 3: Real path vs. estimated path, same non-constant signal strength
variance for every AP.
4.3 Signal characteristics known only at specific locations
In this section, we consider that we have a map of signal strength characteristics
in some points only. In other words, we have a database of the signal mean and
variance on these selected positions. This situation corresponds to a practical
localization system.
Therefore, we use a Delaunay triangulation [4], in order to estimate the
mean and variance of every other position, based on linear interpolation and
the known values of the signal characteristics on the triangulation points. The
Delaunay triangulation gives satisfactory (close to the optimal) interpolating
estimations. Since we have the signal strength measurements of the nodes of
every triangle, the triangulation is used to interpolate the values of every other
point inside the triangle.
For our simulations, we use the CGAL [1] library to compute the trian-
gulation of a given set of points. We use the functions of Section 4.2 for the
signal mean and variance, but we assume that the values are known only on the
INRIA
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"estimated_path"
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Figure 4: Real path vs. estimated path, different non-constant signal strength
variance for every AP.
points of the triangulation. The average edge length of the triangulation is 25
units. We illustrate the comparison of the real and estimated paths in Fig. 5(a)
and 5(b), for a circular and linear trajectory respectively (the error magnitude
is similar in both cases, but more visible in Figure 5(b)). We note that the
algorithm again uses (2) and (9) from Section 2; however, the values of the sig-
nal characteristics at the estimated node location are based on an interpolation
using the known values of the triangulation.
 80
 100
 120
 140
 160
 180
 200
 220
 240
 260
 60  80  100  120  140  160  180  200  220  240
"estimated_path"
"real_path"
(a) First example
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(b) Second example
Figure 5: Real path vs. estimated path based on a Delaunay triangulation
interpolation.
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5 Conclusion and Future Work
In this paper, we presented a filtering algorithm for the localization of mobile
nodes, without any constraint or assumption about the node mobility model.
Our approach relies on an analytical evaluation of the perturbation of the re-
ceived signal strength from IEEE 802.11 access points. Based on signal strength
measurements and a signal map, the algorithm aims to correct the estimated
node position in real time. The proposed method has the advantage of being
based on analytical calculations, which give closed formulas for the position es-
timates. Therefore, the implementation of the algorithm is simple and suitable
for nodes of limited computational power, while still sufficiently accurate for
use in indoor environments. We evaluated the performance of the algorithm
with numerical simulations. In future work, we plan to extend this method to
take under consideration the orientation of the antenna in order to derive more
precise location estimates. Moreover, it would be interesting to design a system
where data collected during the system operation can dynamically refine the
initial training. Finally, we intend to investigate the system performance using
real measurements.
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