Hadoop distributed file system (HDFS) 
Introduction
Because of requirement of efficient programming model for large scale data in a distributed computing environment, MapReduce is developed by Google [1] . Hadoop is one of the open sources implementation of the MapReduce. Hadoop Distributed File System (HDFS) is developed by Apache Foundation that provides advantages of the power of high-speed computing clusters and storage and high performance in big data storage [1] [2] [3] [4] [5] . Using HDFS, high availability and fault-tolerance such as replication are provided.
In HDFS, to provide data locality, Hadoop tries to automatically collocate the data with the computing node. Hadoop schedules Map tasks to set the data on same node and the same rack. This is data locality that is a principal factor of Hadoop's performance. [1, 6] . In Hadoop scheduling policy, there is the case of the data locality problem that can occur, when the assigned node load the data block from another node. The main factor of data locality in Hadoop refers to the distance between data and the assigned node.
There are three types of data locality in Hadoop as follows:
(1) Node locality: when data for processing are stored in the local storage,
In this paper, we propose an efficient data replication scheme in a Hadoop framework based on access count prediction. Proposed data replication scheme focused on improving the data locality in the map phase, and reducing the overhead of data transfer that increases total execution time. In proposed data replication scheme, we efficiently determined the increasing replication factor and avoiding the unnecessary data replication.
The contributions of this paper are as follows.
• Proposed scheme optimizes and maintains the replication factor effectively by proposed predictor.
• Proposed scheme minimizes the data transfer load between racks by proposed data replication algorithm.
• Proposed scheme reduces the processing time of MapReduce jobs by improvement of data locality.
The rest of this paper is organized as follows. In Section 2, we discuss previous works on data locality in a MapReduce framework and introduce problems of data locality. The proposed efficient data replication scheme based on access count prediction is presented in Section 3. Section 4 shows the performance evaluation of proposed scheme. Finally, Section 5 gives our conclusions.
Related Works

Previous Works
There are several previous researches of data replication in HDFS. Improving fault tolerance, [6] [7] [8] [9] use data replication in HDFS. They are mainly focused on fault tolerance to overcome unexpected failures. Recently, some of the research [10] [11] [12] are focused on improving data locality for efficient execution on data replication in Hadoop. Also, some scheduled research [13] [14] are proposed to improve data locality. Table 1 shows feature of data replication schemes and scheduling methods. 
Data Locality Problem
This section describes the data locality problem and types of data locality in Hadoop. Data locality related with the distance between data and the processing node. So, if the closer distance between data and node, it has the better data locality. Figure 1 shows three types of data locality in Hadoop: node locality, rack locality, and rack-off locality.
Figure 1. Example of Data Locality
The data locality problem can be defined as a situation that a task is scheduled with rack or rack-off locality. It could cause poor performance. Regarding the data locality, the overhead of rack-off locality is greater than overhead of rack locality. To prevent the data locality problem, we propose an efficient data replication scheme using prediction by the access count of data files and a data replication placement algorithm reducing case of rack and rack-off locality.
Efficient Data Replication Scheme
The diagram of a MapReduce is shown at Figure 2 . The proposed modules are marked with red dotted rectangle in HDFS.
Figure 2. Diagram of Efficient Data Replication
Access Count Prediction
The basic idea of determining replication is based on the different replication factor per data file. Too much replication does not always guarantee the better data locality. However, the probability with node locality is getting higher when the replication is enough to access. To determine the efficient replication factor, a prediction method is demanded to forecast the next access counts of data. To accomplish this work, the amount of access counts that changes over time could be expressed as a mathematical formula.
However, because of randomly access to a data, a constant function is not considerable. Therefore, we apply Lagrange's interpolation using a polynomial expression to extract predicted access count of data. The mathematical formula is given below:
(1) In the equation (1), Let N be the number of points, Let x i be the the i th point, and
Let f i be the function of x i .
To calculate the predicted access count, substitute x by time t, where t is time of access occurred y by an access count at t. Table 2 shows proposed access count prediction algorithm. In this algorithm, t i is the time at which i th access is made, avg is the average time interval between accesses, and AccessList is the access count at t i . 
Efficient Data Replication and Replica Placement
This subsection describes the efficient data replication algorithm that based on access count prediction. The proposed algorithm compares the access count by the current replication factor and the accessed replication factor by prediction. Furthermore, we present the replica placement algorithm to effectively reduce the number of nodes with rack or rack-off locality. Table 3 shows the efficient data replication algorithm based on access count prediction. F i means the i th file, Demand i means the demand count of the i th file, and replica i means the replication factor of the i th file. Table 4 shows the replica placement algorithm for data locality. In this algorithm, Rack i means the i th rack, Rack selected means the current selected rack, node inturen means the current selected node, and Replica n means the n th replica. Propose replica placement algorithm is focused on improving data locality especially for the rack-off locality. 
Performance Evaluation
Evaluation Environment
In evaluation, the Hadoop cluster composes one master node and eight slave nodes and Hadoop-0.20.2. Each node consists with Intel Core i5 CPU and 8GM RAM. Within a single rack, nodes are connected by Giga bit Ethernet switches. And, between racks, fast Ethernet routers are used. We conduct the wordcount application with variegation of input data sizes: 1.3GB, 1.9GB, 2.5GB, 3.2GB, and 4.4GB. Based on the logs of real job trace, we evaluate our efficient data replication scheme compared with the default setting of Hadoop replication. Figure 3 shows comparison of the map phase completion time of map phase between proposed scheme and Hadoop default. For 6 jobs, 216 map tasks are spawned. The average completion time of the map phase in Hadoop default is 90.5 seconds, whereas average completion time of proposed scheme is 81 seconds that shows 8.9% of performance improvement. Figure 4 shows the number of map tasks with node, rack, and rack-off locality. In comparison with the Hadoop default, proposed scheme provides the increase of node locality by about 4.5% and the decrease of rack and rack-off locality by about 11.6% and 20.9%. 
Performance Results
Conclusion
To solve the data locality problem, we proposed an efficient data replication scheme in a Hadoop framework. Proposed efficient data replication scheme aims at improving the data locality in the map task phase, and reducing the total processing time. By prediction of access counts of data file, we optimize the replication factor per each data file. Proposed data replication scheme determines generating new replica or using the loaded data as cache. By performance evaluation, we prove three major advantages of proposed scheme. First of all, proposed scheme optimizes and maintains the replication factor effectively. And, proposed scheme minimizes the data transfer load between racks. Finally, proposed scheme reduces the processing time of MapReduce jobs.
