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ABSTRACT 
This paper presents a new class of test procedures for two-sample location problem based on subsample quan- 
tiles. The class includes Mann-Whitney test as a special case. The asymptotic normality of the class of tests pro- 
posed is established. The asymptotic relative performance of the proposed class of test with respect to the optim- 
al member of Xie and Priebe (2000) is studied in terms of Pitman efficiency for various underlying distributions. 
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1. Introduction 
Two-sample location problem is one of the extensively studied problems in the literature. There are many non- 
parametric tests available in literature for the above problem, their relative efficiency and suitability depending 
on the nature of the (unknown) underlying distribution F. For this problem, for example there is a whole class of 
locality asymptotically most powerful (distribution free) linear rank tests for each specified distribution F, which 
included the well known Mann-Whitney, normal score and median tests among many others ([1], Ch-III, 1.1). 
While the median test is particularly effective for heavy tailed symmetric distributions, the normal score and 
Mann-Whitney tests are relatively even handed and reasonably effective for moderately heavy tailed bell shaped 
distributions. During the last decade or so, new classes of tests based on the so called subsample approach have 
been proposed for the above problem, notable among them being Deshpande and Kochar [2], Stephenson and 
Gosh [3], Shetty and Govindarajulu [6], Shetty and Bhat [7] and Ahmad [8]. While Shetty and Govindarajulu [6] 
and Shetty and Bhat [7] based their tests on subsample medians which tend to emphasize the centre of the un- 
derlying distributions, the other two are based on statistics involving subsample extrema with the object of 
gaining more information from the tails of sampled distributions. The results of these papers demonstrate that 
the subsample approach, applied selectively, does help to improve upon the efficiency performance of the tests 
mentioned in the preceding paragraph in an overall sense. For example, in consonance with the efficiency results 
noted in the last paragraph, Shetty and Govindarajulu [6] test performs on one hand better than the Mann- 
Whitney test for heavy-tailed distributions, while performing better than the median test for light-tailed distribu- 
tions on the other. Deshpande and Kochar [2] test, on the other hand, being sensitive to light-tailed distributions, 
performs substantially better than Mann-Whitney test for such underlying distributions and some what better for 
normal, while maintaining reasonable level of efficiency under heavy-tailed distributions. Stephenson and 
Ghosh [3] and Ahmad [8] tests are also relatively more sensitive than the Mann-Whitney test but less than the 
Deshpande and Kochar [2] test to the light-tailed distributions. Recently, Xie and Priebe [9] proposed a genera- 
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lization of Mann-Whitney test which includes many existing tests as its members. They studied the asymptotic 
relative efficiencies of the members of the proposed class of tests and investigated the optimum member (having 
maximum efficacy) in the class of tests. 
Let 1 2, , , mX X X  and 1 2, , , nY Y Y  be two independent random samples of i.i.d. observations from two 
populations with continuous distribution functions (d.f’s), from ( )F x  and ( ) ( )G y F x= − ∆  respectively, and 
consider the standard two-sample (non parametric) location problem of testing 0 :H G F=  versus the alterna- 
tives ( ) ( )1 :H G x F x= − ∆  with 0∆ ≠ , for some unknown continuous d.f. F and a real (shift) parameter 
,∆ −∞ < ∆ < ∞ . In the above testing problem we may also consider one sided say, right sided alternatives 
0aH = ∆ > . In this paper, we proposed a class of tests for two-sample location problem based subsample quan- 
tiles and investigated the properties such as asymptotic normality, asymptotic efficiencies etc. 
2. Materials and Methods 
The study here is intended to propose new class of tests for two-sample location problem and study the proper- 
ties of the test statistics. The performance of few members of the class of test statistics is also studied. 
The Proposed Class of Tests 
Let 1 2, , , mX X X  and 1 2, , , nY Y Y  be two independent random samples of i.i.d. observations from two pop- 
ulations with continuous distribution functions (d.f’s), from ( )F x  and ( ) ( )G y F x= − ∆  respectively. Con- 
sider the problem, of testing is to test the null hypothesis 0 : 0H ∆ =  and 1 : 0H ∆ > . Let c and d be any fixed 
positive integers such that 1 c m≤ ≤  and 1 d n≤ ≤  with N m n= +  and consider all possible subsample of 
sizes c and d from 1 2, , , mX X X  and 1 2, , , nY Y Y  respectively. Based on the subsample, define kernel 
( ) ( ) ( )1 2 1 2,
1
1, , , ; , , ,
c
c d ic d r d
i
X X X Y Y Y I X Y
c
φ
=
 = ≥ ∑  , 
where ( )
th
r dY r=  smallest among 1 2, , , dY Y Y  and ( )1
1   if  
0  otherwise
x A
Aφ
∈
= 

. 
Then, the U-statistics based on h1 is 
( ) ( )1 2 1 2 1 2 1 2,
1, , , , , , , , , , , ; , ,m n i i im j j jnc d
C
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where C is the set of all possible integers { }1 2, , , ci i i  taken out of the set { }1,2, , m  without replacement 
and all possible integers { }1 2, , , dj j j  taken out of the set { }1,2, , n  without replacement. 
Asymptotic Distribution of the class of tests: Next we consider the asymptotic distribution of the test statis- 
tic ( ),V c d . For that we consider the expectation of ( ),V c d  is 
( )( ) [ ( ) } ( ) ( ) ( ) ( )( ) ( ), d 1 d
d d jj
i r d r d
j r
d
E V c d P X Y P Y x F x G x G x F x
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+
. 
From the generalized U-statistics theorem due to Lehman (1951), it follows that the limiting distribution of 
( ) ( )( )( ), ,N V c d E V c d− , as N →∞  in such a way that ,0 1mN λ λ→ < < , is normal with mean zero and 
variance 
( )
2 2
2 10 01
, 1r s
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σ
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2
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and 
( ) ( ) ( )
2
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3. Results and Discussions 
Pitman defined the asymptotic relative efficiency of one test S relative to another test T as the limiting ratio of 
sample sizes required to obtain the same limiting power for a sequence of alternatives converging to null hypo- 
thesis. By Noether’s theorem it follows that 
( ) ( )
( )
2
,
Eff S
ARE S T
Eff T
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For asymptotic relative efficiency comparisons, two members of the class, ( ),c dV r , namely, ( ),c dV d  and 
( ), 1c dV  are considered. 
The mean of ( ),rV c d  under ( )1 ,, c dH µ ∆  is given by 
( ) ( ) ( ), ddc d F x F xµ
∞
−∞
∆ = − ∆∫  
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The ARE’s of ( ),c dV d  and ( ), 1c dV  relative to the test due to a member of Xie and Priebe [9], which has 
maximum efficiency are computed for various distributions, namely, Cauchy, Laplace, Logistic, Normal, Uni- 
form and Exponential distributions. 
We present ARE’s of ( ),c dV d  and ( ), 1c dV  for various values of c, d in the Tables 1 and 2 respectively with 
respect to GMWW of Xie and Priebe [9]. 
4. Conclusions 
From the results and discussion section, we conclude as below: 
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Table 1. The ARE’s ( )c dV d,  of various distributions w. r. to GMWW, when c d= . 
c d 
Distributions 
Cauchy Laplace Logistic Uniform Exponential Normal 
2 2 3.4025 0.4373 2.5333 1.9680 1.6903 1.3915 
3 3 5.3408 0.3574 3.0326 2.8758 2.3932 2.9298 
4 4 6.9373 0.2901 3.4145 3.7471 3.0984 3.8906 
5 5 7.9791 0.2384 3.7279 4.6012 3.8044 4.7998 
6 6 8.5871 0.1997 3.9957 5.4482 4.5109 5.6871 
7 7 8.9080 0.1703 4.2274 6.5201 5.2175 6.5546 
8 8 9.0130 0.1479 4.4345 7.6281 5.9243 7.4049 
9 9 8.9804 0.1302 4.6187 8.7690 6.6311 8.2411 
10 10 14.7584 0.1162 4.7873 9.9401 7.3380 9.0641 
 
Table 2. The ARE’s ( )c dV d,  of various distributions w. r. to GMWW, when c d= . 
c d 
Distributions 
Cauchy Laplace Logistic Normal Uniform Exponential 
2 2 0.1791 0.0230 1.4723 0.8885 0.8885 0.0376 
3 3 0.0822 0.0055 1.1407 1.0647 1.0258 0.0098 
4 4 0.0459 0.0019 0.9488 1.2318 1.1426 0.0040 
5 5 0.0276 0.0008 0.8175 1.3552 1.2454 0.0020 
6 6 0.0175 0.0004 0.7205 1.4596 1.3396 0.0012 
7 7 0.0116 0.0002 0.6445 1.5493 1.5330 0.0007 
8 8 0.0079 0.0001 0.5837 1.6276 1.7272 0.0005 
8 9 0.0071 0.0001 0.5948 2.0269 2.1510 0.0005 
9 9 0.0034 0.0001 0.5331 1.6974 1.9218 0.0003 
10 10 0.0041 0.0001 0.4910 1.7600 2.1167 0.0002 
 
1) From the above investigation, we observe that for Cauchy, Logistic, uniform distribution and exponential 
distribution, the performance of the newly proposed test is better than the GMWW-test when 2 ≤ c = d ≤ 10. 
2) The performance of the new test is better as compared to GMWW-test for Normal distribution, Power dis- 
tribution (a = 2) and Power distribution (a = 3) when c = d and c = 2, 3, …, 10.  
3) We also observed that for Normal distribution and uniform distribution, the performance of the newly pro- 
posed test ( ), 1c dV  increases with d for fixed c and is better than the GMWW-test for c = 2 when 3 ≤ d ≤ 10.  
4) However, the performance of new test is better than GMWW-test for Normal and uniform distribution c ≤ 
d ≤ 10, and c = 3, 4, …, 10. 
5) For Laplace distribution, the performance of the newly proposed test ( ), 1c dV  is better than the GMWW- 
test when c ≤ d ≤ 10 and c = 3, 4, 5. However, for Cauchy distribution, Laplace distribution and exponential dis- 
tribution the newly proposed class of tests is not better than the GMWW-test for all values of c and d. 
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