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Abstract. Unsupervised domain adaptation (UDA) aims to adapt existing mod-
els of the source domain to a new target domain with only unlabeled data. The
main challenge to UDA lies in how to reduce the domain gap between the source
domain and the target domain. Existing approaches of cross-domain semantic
segmentation usually employ a consistency regularization on the target prediction
of student model and teacher model respectively under different perturbations.
However, previous works do not consider the reliability of the predicted target
samples, which could harm the learning process by generating unreasonable guid-
ance for the student model. In this paper, we propose an uncertainty-aware con-
sistency regularization method to tackle this issue for semantic segmentation. By
exploiting the latent uncertainty information of the target samples, more mean-
ingful and reliable knowledge from the teacher model would be transferred to the
student model. The experimental evaluation has shown that the proposed method
outperforms the state-of-the-art methods by around 3% ∼ 5% improvement on
two domain adaptation benchmarks, i.e. GTAV→ Cityscapes and SYNTHIA→
Cityscapes.
Keywords: domain adaptation, semantic segmentation, consistency regulariza-
tion, uncertainty estimation.
1 Introduction
Semantic segmentation refers to the task of densely assigning semantic label to each
pixel for a given image. Over the past few years, researchers have made great efforts
to explore a variety of CNN based algorithms trained on large-scale annotated dataset
to tackle this problem [35, 3, 4, 32]. However, building such a large annotated dataset
is both cost-expensive and time-consuming due to the process of annotating pixel-wise
labels [11]. A natural idea to overcome this bottleneck is using synthetic data to su-
pervise the segmentation model instead of realistic data [41, 42]. However, the existing
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domain gap between the synthetic images and real images often leads to a significant
performance drop when the learned source models are directly applied to unlabelled
target data.
To address this issue, various unsupervised domain adaptation (UDA) techniques
have been proposed from the domain distribution shift perspective to align the latent
feature distributions between the source domain and target domain. A quite many re-
searchers have exploited additional supervised signals based on the adversarial frame-
work such as depth [30, 6, 52], style [57, 23, 59], category constraint [24, 5], decision
boundary [43, 29] and other domain-invariant information [37] to promote the feature
alignment. However, these adversarial-based approaches suffer from training instability
and the phenomenon of negative transfer [38, 10].
Consistency regularization is one of the non-adversarial methods recently applied in
cross-domain segmentation to successfully cope with the negative effect caused by ad-
versarial training [10, 54]. This kind of consistency-based method usually performs the
feature-level domain alignment between student model and teacher model. The teacher
model is an exponential moving average (EMA) of student model, and then teacher
model could transfer the learned knowledge to student. The target predictions of stu-
dent and teacher model under different perturbations are penalized by a consistency
constraint. Despite their efforts, the previous works [10, 40] did not consider the relia-
bility of the teacher predictions, which could harm the learning process by generating
unreasonable guidance for the student model.
Considering these limitations, our motivation is that not all pixels are high confident
for knowledge transfer and directly imposing a consistency constraint onto all pixels is
inappropriate. We only care about the noteworthy regions for consistency regulariza-
tion in this work. What remains unclear is how to extract and exchange those reliable
knowledge between the two models. Inspired by the uncertainty estimation in Bayesian
networks [25] and another work designed for semi-supervised 3D left atrium segmenta-
tion [55], we are motivated to capture the understanding of hidden epistemic uncertainty
of target predictions by stochastic forward passes.
In this paper, we first consider the uncertainty as a kind of latent information for pro-
moting feature alignment, and we design a novel uncertainty-aware consistency regular-
ization scheme to address the domain shift for cross-domain segmentation. The whole
architecture includes a student model, a teacher model, and our uncertainty module.
Different from the conventional dual constraint [10], we employ a uncertainty-guided
constraint between the Mean-Teacher system and our proposed uncertainty module,
which motivates both of the student model and teacher model to promote each other
alternatively by providing positive feedback to other, causing the domain gap to be
gradually reduced.
In our proposed uncertainty module, we add two additional Dropout layers in our
teacher model, and perform stochastic forward passes to calculate the mean of target
predictions. In this way, we could employ our teacher model as a Bayesian network to
estimate the latent uncertainty information of teacher predictions. Then, we calculate
a time-dependent threshold for filtering out those unreasonable predictions along with
mining the high confident pixel-wise predictions of target sample.
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In addition, we propose an uncertainty-guided consistency loss with respect to the
target predictions under different perturbations, which could lead the student model to
gradually learn from the more meaningful and reliable predictions of teacher. Mean-
while, the uncertainty decreases as training progresses.
In short, the main contributions of this paper are summarized as follows:
– We introduce an uncertainty-aware consistency regularization algorithm and con-
struct a uncertainty module to address the domain shift for semantic segmentation.
– We propose a novel uncertainty-guided consistency loss, which prevents the con-
sistency regularization process from generating unreasonable guidance for student
model.
– Our approach achieves the state-of-the-art performances on challenging benchmark
datasets. In addition, we conduct extensive experiments and provide comprehensive
analysis for the proposed method.
2 Related Works
2.1 Semantic Segmentation
Semantic segmentation is a highly active research field in computer vision. Traditional
works of semantic segmentation mainly focus on manually designed image features.
With the recent surge of deep learning, a lot of CNN based methods have been stud-
ied and we have witnessed a rapid boost in semantic segmentation performance. Long
et al. [35] firstly formulated semantic segmentation as a per-pixel classification prob-
lem and proposed fully convolutional network (FCN). With modifications for pixel-
wise prediction, a quite many recent approaches have been proposed, such as DeepLab
v2 [3], DeepLab v3+ [4], EMANet [32], etc. Such models are generally trained on
datasets with pixel-wise annotation, e.g. Cityscapes [11], PASCAL [15] and COCO [34].
However, building such large-scale datasets with dense annotations takes expensive hu-
man labor. An alternative approach is to train model on synthetic data generated from
virtual 3D environments, for example, GTAV [41], SYNTHIA [42], etc. Unfortunately,
when directly applying the model trained on the synthetic data to the real-world sce-
narios, the performance will be seriously degraded. The main reason lies in the large
domain gap or distribution shift between source domain and target domains.
2.2 Domain Adaptation
In conventional machine learning, there holds a basic assumption that the training data
and testing data are sampled independently from an identical distribution (i.i.d), while
this assumption dose not always hold in real world scenarios. Domain Adaptation aims
to mitigate the performance drop caused by the distribution mismatch between training
and testing data, when applying the trained model into the testing data. Unsupervised
Domain Adaptation (UDA) refers to the setting when the labeled target data is not
available. This question has been well studied in image classification. We refer to [12]
as a comprehensive survey. Conventional methods aims to learn domain-invariant rep-
resentations through Maximum Mean Discrepancy (MMD) [19, 36, 1, 46], geodesic
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flow kernel [20], sub-space alignment [16], asymmetric metric learning[26]. Inspired
by GAN [22], adversarial learning is successfully applied in UDA to align the feature
distributions from different domains. DANN [18] would be the pioneer work, it encour-
aged a generator to enforce the two distributions as close as possible, meanwhile to fool
the domain classifier. All of these UDA methods work on simple and small classification
datasets (e.g., MNIST [28] and SVHN [39]), and may have quite limited performance
in more challenging tasks, like semantic segmentation.
2.3 Domain Adaptation for Semantic Segmentation
Researchers have proposed a sequence of work recently to address the domain shift in
semantic segmentation. Pioneered by [24], Hoffman et al. firstly proposed a domain-
adversarial training method by aligning the features from two domains. Follow this
line, many works have been proposed to address the domain shift problem in seman-
tic segmentation, and adversarial based methods have achieved great success in this
field. This kind of distribution alignment could be performed at different representation
layer, such as pixel-level [23, 44, 8, 21], feature level [5, 37, 24, 56, 7] and output level
[48, 49, 6]. A quite many researchers have exploited additional supervised signal based
on the adversarial framework such as depth [30, 6, 52], style [57, 23, 59], category
constraint [24, 5], decision boundary [43, 29], and other domain-invariant information
to promote the feature alignment. Despite their efforts, these approaches mainly suffer
from training instability and negative transfer [38, 10].
To tackle these issues, another line of non-adversarial methods for cross-domain
segmentation are recently studied, which include self-training [61, 60, 2], entropy min-
imization [51] and curriculum learning [56, 33]. However, these methods mainly suf-
fer from the overconfident mistakes and propagated errors due to the generation of
pseudo-labels. Different from the above self-training approaches, consistency based
methods [10, 40] is a completely different way and a more simple method to learn
domain-invariant information.
2.4 Consistency Regularization
Consistency Regularization is recently applied in the field of semi-supervised learning,
which employs unlabeled data to produce consistent predictions under different pertur-
bations [47]. Tarvainen et al. [47] firstly encouraged consistency between predictions of
a student network and a teacher network. The teachers weights are an exponential mov-
ing average of those of the student, leading to a faster convergence and improved results.
Then, French et al. [17] applied the Mean-Teacher framework to the unsupervised do-
main adaptation for image classification. To address the domain shift for magnetic reso-
nance imaging (MRI), Perone et al. [40] applied the self-ensembling method to medical
imaging segmentation task. Considering the UDA task for urban scenes, Choi et al. [10]
proposed a self-ensembling with GAN-based data augmentation method for cross do-
main segmentation. Our work is mostly related to [10, 55]. Inspire by the work [55]
designed for semi-supervised 3D left atrium segmentation, we are motivated to mine the
latent uncertainty information of the teacher model, and encourage the student model
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to learn from those reliable knowledge, which is a stronger consistency regularization
method for urban scenes domain adaptation.
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Fig. 1. An overview of the proposed framework. 1) During stage I, the source and target im-
ages are fed into Style Transfer Module (STM) to produce translated images. 2) During stage II,
the whole framework includes a Student Network, a Teacher Network updated by exponential
moving average (EMA), and our Uncertainty Module. 3) In our Uncertainty Module, we per-
form stochastic forward passes to estimate the latent predictive entropy and calculate a dynamic
threshold with a uncertainty mask for filtering out the unreasonable predictions. 4) With the guid-
ance of uncertainty mask, our proposed consistency loss could encourage the teacher model to
transfer more reliable knowledge to student. 5) A total training loss is the weighted sum of the
segmentation loss and our uncertainty-guided consistency loss under different perturbations.
3 Methodology
In this section, we present our approach of uncertainty-aware consistency regularization
method for cross domain segmentation. Follow the unsupervised domain adaptation
protocol [5, 24, 7], synthetic data is utilized as the source domain S, and real data as
target domain T . In the source domain, we have access to the synthetic images xs ∈
S along with their corresponding ground-truth labels ys. In the target domain, only
unlabeled images xt ∈ T are available.
3.1 Overview of the Proposed Approach
The overview of our proposed uncertainty-aware consistency regularization method is
illustrated in Fig. 1. To address the domain gap between source and target domains, do-
main adaptation is performed jointly on two levels, appearance level and representation
level.
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On appearance level, the source and target images are fed into Style Transfer Mod-
ule(STM) to produce translated images. Thus, we could recombine the content of source
domain and the style of target domain, and the low-level domain gap between the two
domains could be narrowed during the stage I.
Then, on higher representation level, we use uncertainty-aware consistency regular-
ization to promote feature alignment during stage II. The whole system includes three
modules: a student model, a teacher model, and our uncertainty module. We employ
data augmentation only for the input target samples. We perform N stochastic forward
passes and the mean of them are utilized to generate target prediction of teacher model.
Then, we estimate the latent self-information of the target samples and we calculate the
threshold with an uncertainty mask for selecting the most confident pixels. With our
uncertainty-guided consistency loss, the teacher model are motivated to promote the
student model by transferring the more meaningful and reliable knowledge.
3.2 Style Transfer Module
To transform synthetic images into the real-style images, we build an Style-transfer
Module on the basis of CycleGAN [58]. Follow the similar architecture of [23, 2], this
Style-transfer Module includes two image transform networksGST ,GTS , two discrim-
inator networksDS ,DT , one pretrained segmentation network f , along with the source
image xs, source label ys, target image xt as input.
During the process of adversarial learning, we optimize the GAN loss
LGAN (GST , xˆs, xt, DT ) for the direction of S → T as:
LGAN (GST , xˆs, xt, DT ) = Ext∼XT [logDT (xt))]
+ Exs∼XS [log(1−DT (xˆs))], (1)
To maintain the cycle consistency, we minimize a L1 distance between the translated
image and the input image in two directions, which can be formulated as follows:
Lcyc(GST , GTS , xs, xt) = Exs∼XS [||GTS(GST (xs))− xs||1]
+ Ext∼XT [||GST (GTS(xt))− xt||1], (2)
In addition, to maintain the semantic consistency, we impose a L1 constraint between
the segmentation predictions for the input images and the segmentation predictions for
the translated images.
Lsem(xs, xˆs) = Exs∼XS [||f(xs))− f(xˆs)||1]
+ Ext∼XT [||f(xt))− f(xˆt)||1], (3)
The total loss during our image translation process could be formulated as follows:
LSTM = λGAN [LGAN (GST , xˆs, xt, DT ) + LGAN (GTS , xˆt, xs, DS)]
+ λcyc[Lcyc(GST , GTS , xs, xt)]
+ λsem[Lsem(xs, xˆs) + Lsem(xt, xˆt)], (4)
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3.3 Uncertainty Module
Without the annotations of target domain input, the target prediction could be noisy and
unreliable, we observe that directly imposing a consistency constraint onto all pixels
is inappropriate, which could mislead the student model to learn from those unreliable
knowledge. Thus, we design an Uncertainty-aware consistency regularization scheme
for the cross-domain segmentation during stage II.
We construct the whole consistency regularization architecture, including a teacher
network fT and a student network fS , and an uncertainty module. As is shown in Fig. 2,
our uncertainty module serves as a bridge for connecting the teacher model and the stu-
dent model. In the 1st step, our uncertainty module aims to extract the latent uncertainty
information, and in the 2nd step, the uncertainty mask we predicted in step 1 leads the
student model to learn credible knowledge from teacher.
Teacher
Student
Weight 
Update
 Knowledge
Transfer
Teacher
Student
Uncertainty
Module
Weight 
Update
Uncertainty  
Estimation
Previous work
 Knowledge
Transfer
Uncertainty-Aware Consistency
Fig. 2. Previous work vs. Our approach.
The teachers weights Φ
′
t at training step t are updated by the students weights Φt
with a smoothing coefficient α ∈ [0, 1], which can be formulated as follows:
Φ
′
t = αΦ
′
t−1 + (1− α)Φt, (5)
where α refers to the EMA decay that controls the updating rate.
According to the uncertainty estimation method in Bayesian networks [25], we are
motivated to capture the understanding of epistemic uncertainty using stochastic for-
ward passes. Specifically, we additionally inject a Gaussian noise for the target predic-
tions before calculating the uncertainty information. Then, we perform N stochastic
forward passes for the target teacher sample. Given a set of pixel-wise predicted class
scores {P (h,w,c)i (xt)}Ni=1 of target samples, the self-information, as well as named pre-
dictive entropy, is used to calculate the threshold for uncertainty map, which can be
formulated as follows:
Pˆc =
1
N
N∑
i=1
P
(h,w,c)
i (xt), (6)
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where Pˆc denotes the mean of the predictive probability of the c-th class after N times
stochastic forward passes.
ζ(h,w) = −
C∑
c=1
Pˆclog(Pˆc), (7)
where ζ refers to the self-information in pixel level, as well as the predictive entropy.
All the volumes of each pixel’s uncertainty forms a set K = {ζ}Ni=1.
3.4 Perturbation for Target Samples.
In consistency regularization methods, it aims to penalize the predictions under different
perturbation with a consistency loss. Thus, we inject Gaussian noise to per pixel of
target inputs, which are fed to the student network and teacher network respectively. In
addition, we apply Dropout [45] for weight perturbation follow the basic consistency-
based settings [10]. In this way, perturbation could be performed both on input target
images and the weight of segmentation network.
3.5 Uncertainty-Aware Consistency Loss
With the help of the uncertainty of each pixels, we could calculate threshold to filtering
out the unreliable pixel-wise prediction. On top of that, certain pixels with high confi-
dent probabilities will be left and the student model could gradually learn the reliable
target predictions from the teacher model.
In detail, we first calculate the uncertainty thresholdH to select the confident pixels
according to the uncertainty map we have estimated. H is a time-dependent function
of the maximum predictive entropy. Thus, uncertainty-aware consistency loss Lcon is a
mean squared error (MSE) between prediction maps extracted from the student and the
only high-certainty predictions from teacher network.
Lcon(fS , fT ) =
H∑
h=1
W∑
w=1
I(ζ(h,w) < H) · ||σ(fS(xt1)(h,w))− σ(fT (xt2)(h,w))||22,
(8)
where σ refers to the softmax function, xt1 and xt2 are two input target samples with
different Gaussian noises.
The segmentation loss Lseg is the cross-entropy loss for optimizing the images from
the source domain, which can be defined as:
Lseg =
H∑
h=1
W∑
w=1
C∑
c=1
y(h,w,c)s log(P
(h,w,c)
s ), (9)
where ys is the ground truth for source images and Ps = fS((xˆs)(h,w,c)) is the seg-
mentation output of source-translated input images.
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The total loss Ltotal is the weighted sum of the segmentation loss Lseg and the consis-
tency loss Lcon, it can be written as follows:
Ltotal = Lseg + λconLcon, (10)
where λcon is the dynamic weight of consistency loss. To make the balance between
the segmentation loss and consistency loss, we use a ramp-up function λcon. It is aimed
to increase the dominance of Lseg during the early training steps and to increase the
dominance of Lcon during the late training steps.
4 Experiments and Results
Following the common unsupervised domain adaptation protocol, we use a synthetic
dataset as the source domain, and a real dataset without any annotations as the target
domain. We use GTAV [41] and SYNTHA [42] dataset as our source domain, and
we have access to the pixel-level annotation, and we use Cityscapes [11] dataset as
the target domain, which results in two adaptation pairs: GTAV → Cityscapes, and
SYNTHIA → Cityscapes. Our goal is to learn a cross-domain segmentation model
from the synthetic data.
4.1 Datasets
Cityscapes [11] is a dataset focused on autonomous driving, which consists of 2,975
images in the training set, and 500 images in the validation set. The images have a fixed
spatial resolution of 2048 × 1024 pixels. In order to ensure the fairness of experimen-
tal results, we follow the same evaluation protocol, we trained the model on unlabeled
training set and report our results on the validation set.
GTAV [41] is a synthetic dataset including 24,966 photo-realistic images rendered by
the gaming engine Grand Theft Auto V (GTAV). The resolution of images is 1914 ×
1051 pixels which is similar with Cityscapes, the semantic categories are also com-
patible between the two datasets. We used all the 19 official training classes in our
experiment.
SYNTHIA [42] is another synthetic dataset composed of 9400 annotated synthetic im-
ages with the resolution 1280 × 960. Like GTAV, it has semantically compatible anno-
tations with Cityscapes. Following the prior works [5, 56, 7], we use the SYNTHIA-
RAND-CITYSCAPE subset [42] as our training set.
4.2 Implementation details
In our implementations, we employ the DeepLab-v2 [3] with VGG-16 backbone net-
works. The model is pretrained on ImageNet[13] and Pascal VOC datasets [15]. For
DeepLab VGG16, we use Adam as the optimizer. The initial learning rate is 1× 10−5,
and the weight decay is 5 × 10−5. To adapt the Deeplab VGG16 as a Bayesian net-
work [25] to estimate the uncertainty, we add two Dropout layers with Dropout ratio
0.5 after the fc6 layer and fc7 layer. In addition, we perform N = 8 times stochastic
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forward passes to capture the understanding of latent epistemic uncertainty. We set the
EMA decay α as 0.999 during the training process and following [27, 47], the consis-
tency weight is a ramp-up function: λcon = λ0 × e−5(1−t/tmax)2 , where t denotes the
current training step and tmax is the maximum training step, λ0 is a initial constant.
The threshold H is a ramp-up function H = 0.75 + 0.25 × e−5(1−t/tmax)2 × Kmax.
This time-dependent threshold function is used to increase the certainty at later train-
ing steps. For our style transfer module, we follow the architecture of CycleGAN [58]
with 9 blocks, and use the semantic constraint proposed in [2]. All of our methods are
implemented in Pytorch on a single NVIDIA GTX 1080 Ti.
4.3 Comparison with State-of-Art
We compare the results between our method and the state-of-the-art method on two
challenging task: GTAV → Cityscapes and SYNTHIA → Cityscapes. Our proposed
method significantly outperforms the state-of-the-art by 3% ∼ 5% in mIoU, and it is
superior to the non-adaptive baseline by 19.5% on GTA5 → Cityscapes and 20% ∼
24% on SYNTHIA→ Cityscapes.
Results on GTAV → Cityscapes: As shown in Table 1, we present the adaptation
results from GTAV to Cityscapes with VGG16 backbone. In the work [56, 48, 7, 38],
they mainly focus on distribution alignment via different adversarial loss functions.
But promoting feature alignment only on the high representation level is not enough,
i.e, feature level [56, 7] or output level [48, 38], even though the best results among
them is still about 10% worse than our results. To further reduce domain gap, Hoff-
man et.al [44, 23] introduce a Image-to-Image translation model to perform a style
transfer process on the low appearance level. Ours uses a similar loss function for Style
Transfer as [23, 2]. Another line of non-adversarial methods [56, 61, 51] are proposed
to address the negative effect for adversarial training. The self-ensembling with GAN-
based augmentation [10] is recently proposed and surpass all the previous work. Our
method could get about 5.3% improvement compared to this work [10] and extensive
experiments show that our approach achieve a new state-of-the-art. We could get 19.5%
improvement over the non-adaptive baseline.
Results on SYNTHIA→ Cityscapes: As shown in Table 2, we present the adaptation
result on the task SYNTHIA→ Cityscapes with VGG16 backbone. Due to the fact that
the baselines [48, 38] only calculate the results using 13 categories, we also list results
for the 13 categories for fair comparison. Although the domain gap between SYNTHIA
and Cityscapes is much larger than that of GTAV to Cityscapes, we could find in Table 2,
our uncertainty-aware consistency regularization also performs well both in mIoU and
in per-class IoU. Especially in some specific semantic categories, such as large objects
i.e, road, building, wall, vegetation, sky et.al, our uncertainty module could capture the
understanding of epidemic uncertainty and increase the certainty of these categories
during the training process. Our method significantly outperforms the state-of-the-art
by 2.5% in mIoU16, and 2% in mIoU13. It is superior to the non-adaptive baseline by
18.9% in mIoU16 and 24.5% in mIoU13.
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Table 1. Comparison results from GTAV to Cityscapes. “Source Only” denotes the evaluation
result of models only trained on source data.“Target Only” denotes the segmentation results in
supervised settings. The mechanism AT, ST and SR stand for adversarial training, self-training,
and style transfer, respectively.
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Baseline(Source Only) - 61.0 18.5 66.2 18.0 19.6 19.1 22.4 15.5 79.6 28.5 58.0 44.5 1.7 66.6 14.1 1.1 0.0 3.2 0.7 28.3
SIBAN [37] AT 83.4 13.0 77.8 20.4 17.5 24.6 22.8 9.6 81.3 29.6 77.3 42.7 10.9 76.0 22.8 17.9 5.7 14.2 2.0 34.2
CyDADA [23] AT 85.2 37.2 76.5 21.8 15.0 23.8 22.9 21.5 80.5 31.3 60.7 50.5 9.0 76.9 17.1 28.2 4.5 9.8 0.0 35.4
AdaptSegNet [48] AT 87.3 29.8 78.6 21.1 18.2 22.5 21.5 11.0 79.7 29.6 71.3 46.8 6.5 80.1 23.0 26.9 0.0 10.6 0.3 35.0
ROAD [7] AT 85.4 31.2 78.6 27.9 22.2 21.9 23.7 11.4 80.7 29.3 68.9 48.5 14.1 78.0 19.1 23.8 9.4 8.3 0.0 35.9
CLAN [38] AT 88.0 30.6 79.2 23.4 20.5 26.1 23.0 14.8 81.6 34.5 72.0 45.8 7.9 80.5 26.6 29.9 0.0 10.7 0.0 36.6
AdaptPatch [50] AT 87.3 35.7 79.5 32.0 14.5 21.5 24.8 13.7 80.4 32.0 70.5 50.5 16.9 81.0 20.8 28.1 4.1 15.5 4.1 37.5
DCAN [53] SR 82.3 26.7 77.4 23.7 20.5 20.4 30.3 15.9 80.9 25.4 69.5 52.6 11.1 79.6 24.9 21.2 1.3 17.0 6.7 36.2
CrDoCo [9] SR 89.1 33.2 80.1 26.9 25.0 18.3 23.4 12.8 77.0 29.1 72.4 55.1 20.2 79.9 22.3 19.5 1.0 20.1 18.7 38.1
CDA [56] ST 72.9 30.0 74.9 12.1 13.2 15.3 16.8 14.1 79.3 14.5 75.5 35.7 10.0 62.1 20.6 19.0 0.0 19.3 12.0 31.4
CBST [53] ST 66.7 26.8 73.7 14.8 9.5 28.3 25.9 10.1 75.5 15.7 51.6 47.2 6.2 71.9 3.7 2.2 5.4 18.9 32.4 30.9
ADVENT [51] ST 86.8 28.5 78.1 27.6 24.2 20.7 19.3 8.9 78.8 29.3 69.0 47.9 5.9 79.8 25.9 34.1 0.0 11.3 0.3 35.6
PyCDA [33] ST 86.7 24.8 80.9 21.4 27.3 30.2 26.6 21.1 86.6 28.9 58.8 53.2 17.9 80.4 18.8 22.4 4.1 9.7 6.2 37.2
LSD-seg [44] SR+AT 88.0 30.5 78.6 25.2 23.5 16.7 23.5 11.6 78.7 27.2 71.9 51.3 19.5 80.4 19.8 18.3 0.9 20.8 18.4 37.1
SSF-DAN [14] AT+ST 88.7 32.1 79.5 29.9 22.0 23.8 21.7 10.7 80.8 29.8 72.5 49.5 16.1 82.1 23.2 18.1 3.5 24.4 8.1 37.7
Conservative Loss [59] SR+AT 85.6 38.3 78.6 27.2 18.4 25.3 25.0 17.1 81.5 31.3 70.6 50.5 22.3 81.3 25.5 21.0 0.1 18.9 4.3 38.1
BDL [2] SR+AT+ST 89.2 40.9 81.2 29.1 19.2 14.2 29.0 19.6 83.7 35.9 80.7 54.7 23.3 82.7 25.8 28.0 2.3 25.7 19.9 41.3
TGCF-DA + SE [10] SR+ST 90.2 51.5 81.1 15.0 10.7 37.5 35.2 28.9 84.1 32.7 75.9 62.7 19.9 82.6 22.9 28.3 0.0 23.0 25.4 42.5
Ours SR+ST 95.1 66.5 84.7 35.1 19.8 31.2 35.0 32.1 86.2 43.4 82.5 61.0 25.1 87.1 35.3 46.1 0.0 24.6 17.5 47.8
Target Only - 94.3 77.7 86.6 52.9 50.4 50.1 52.9 57.0 81.4 64.8 94.1 57.8 55.5 87.6 79.0 56.1 19.6 45.3 20.9 62.3
Table 2. Comparison results from SYNTHIA to Cityscapes. The mIoU denotes the segmen-
tation results over the 16 common classes, and the mIoU* refers to the segmentation results over
the 13 common classes.
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*
Baseline(Source Only) - 6.8 15.4 56.8 0.8 0.1 14.6 4.7 6.8 72.5 78.6 41.0 7.8 46.9 4.7 1.8 2.1 22.6 24.1
Cross-city [5] AT 62.7 25.6 78.3 - - - 1.2 5.4 81.3 81.0 37.4 6.4 63.5 16.1 1.2 4.6 - 35.7
SIBAN [37] AT 70.1 25.7 80.9 - - - 3.8 7.2 72.3 80.5 43.3 5.0 73.3 16.0 1.7 3.6 - 37.2
ROAD[7] AT 77.7 30.0 77.5 9.6 0.3 25.8 10.3 15.6 77.6 79.8 44.5 16.6 67.8 14.5 7.0 23.8 36.2 -
AdaptSegNet[48] AT 78.9 29.2 75.5 - - - 0.1 4.8 72.6 76.7 43.4 8.8 71.1 16.0 3.6 8.4 - 37.6
CLAN[38] AT 80.4 30.7 74.7 - - - 1.4 8.0 77.1 79.0 46.5 8.9 73.8 18.2 2.2 9.9 - 39.3
AdaptPatch [50] AT 72.6 29.5 77.2 3.5 0.4 21.0 1.4 7.9 73.3 79.0 45.7 14.5 69.4 19.6 7.4 16.5 33.7 39.6
SPIGAN [31] AT 71.1 29.8 71.4 3.7 0.3 33.2 6.4 15.6 81.2 78.9 52.7 13.1 75.9 25.5 10.0 20.5 36.8 -
CrDoCo [9] SR 62.2 21.2 72.8 4.2 0.8 30.1 4.1 10.7 76.3 73.6 45.6 14.9 69.2 14.1 12.2 23.0 33.4 -
DCAN[53] SR 79.9 30.4 70.8 1.6 0.6 22.3 6.7 23.0 76.9 73.9 41.9 16.7 61.7 11.5 10.3 38.6 35.4 -
CDA [56] ST 65.2 26.1 74.9 0.1 0.5 10.7 3.7 3.0 76.1 70.6 47.1 8.2 43.2 20.7 0.7 13.1 29.0 34.8
CBST [61] ST 69.6 28.7 69.5 12.1 0.1 25.4 11.9 13.6 82.0 81.9 49.1 14.5 66.0 6.6 3.7 32.4 35.4 36.1
ADVENT [51] ST 67.9 29.4 71.9 6.3 0.3 19.9 0.6 2.6 74.9 74.9 35.4 9.6 67.8 21.4 4.1 15.5 31.4 36.6
PyCDA [33] ST 80.6 26.6 74.5 2.0 0.1 18.1 13.7 14.2 80.8 71.0 48.0 19.0 72.3 22.5 12.1 18.1 35.9 42.6
Conservative Loss [59] SR+AT 80.0 31.4 72.9 0.4 0.0 22.4 8.1 16.7 74.8 72.2 50.9 12.7 53.9 15.6 1.7 33.5 34.2 40.3
LSD-seg[44] SR+AT 80.1 29.1 77.5 2.8 0.4 26.8 11.1 18.0 78.1 76.7 48.2 15.2 70.5 17.4 8.7 16.7 36.1 -
GIO-Ada[6] SR+AT 78.3 29.2 76.9 11.4 0.3 26.5 10.8 17.2 81.7 81.9 45.8 15.4 68.0 15.9 7.5 30.4 37.3 43.0
SSF-DAN [14] AT+ST 87.1 36.5 79.7 - - - 13.5 7.8 81.2 76.7 50.1 12.7 78.0 35.0 4.6 1.6 - 43.4
BDL[2] SR+AT+ST 72.0 30.3 74.5 0.1 0.3 24.6 10.2 25.2 80.5 80.0 54.7 23.2 72.7 24.0 7.5 44.9 39.0 -
TGCF-DA + SE[10] SR+ST 90.1 48.6 80.7 2.2 0.2 27.2 3.2 14.3 82.1 78.4 54.4 16.4 82.5 12.3 1.7 21.8 38.5 46.6
Ours SR+ST 93.1 53.2 81.1 2.6 0.6 29.1 7.8 15.7 81.7 81.6 53.6 20.1 82.7 22.9 7.7 31.3 41.5 48.6
Target Only - 89.2 85.3 90.7 65.5 60.7 21.5 2.1 7.2 74.2 93.2 61.8 40.1 78.4 81.4 36.7 24.8 57.1 64.1
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Target Image Ground Truth Without Adaptation Ours
Fig. 3. Semantic segmentation qualitative results from GTA5 to Cityscapes. From left to right:
target image, ground truth, source-only prediction, and predictions using our method.
In Fig. 3, we illustrate some qualitative results of our models. Without domain adap-
tation, the model trained only on source supervision produces noisy segmentation pre-
dictions. With the help of our uncertainty-aware consistency-regularization, our models
manage to produce correct predictions at high level of confidence.
4.4 Ablation Studies
Ablation for Uncertainty-Guided Consistency Loss. In Table 3, we compare our
method with the non-adaptive baseline and SE [10]. Lseg denotes the supervised seg-
mentation loss, Lmse refers to the common Mean Square Error used in [10], and Lcon
is our uncertainty-guided consistency Loss. We could find that in the 1st row and, Choi
et.al achieve a performance of 32.6% without using uncertainty module. In the 2nd row,
our uncertainty-guided consistency Loss could achieve about 3.0% improvement over
directly using the Mean Square Error. And our final adaptive performance is superior
to the state-of-the-art by 5.3% increment in the 4th row. Adding our proposed method
gives 19.5% increase in mIoU over the non-adaptive baseline.
In Fig. 4, the results show the per-class IoU gain and comparisons of mIoU between
the previous work without using uncertainty module [10] and our method using un-
certainty module. In many semantic categories, i.e, road, building, sky, rider, we have
achieved a per-class IoU performance increment. In other categories, such as sidewalk,
sign, vegetation and terrain, we narrow the degradation to some degree.
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Fig. 4. Comparisons of Per-Class IoU Gain and mIoU between Choi et.al [10] and Our Method
without Style Transfer.
Table 3. Ablation study of each module’s improvement from GTA5 to Cityscapes.Lseg: Segmen-
tation loss, Lmse: Mean Square Error used in [10], Lcon: Our Uncertainty-Guided Consistency
Loss, TGCF : Target-Guided-Cycle-Free Data Augmentation in [10], STM : Our Style Transfer
Module.
Method Specific Module/Loss mIoU mIoU Gain
Train with source Lseg 28.3 0
Choi et.al[10] Lseg+Lmse 32.6 +4.3
Ours Lseg+Lcon 35.6 +7.3
Choi et.al[10] Lseg+Lmse+TGCF 42.5 +14.2
Ours Lseg+Lcon+STM 47.8 +19.5
Image / GT Student Prediction Teacher Prediction Predictive Entropy Uncertainty Mask
Fig. 5. Visualization results of GTA5→ Cityscapes (first and second rows) and SYNTHIA→
Cityscapes (third and fourth rows). Segmentation results at 10K training steps (first and third
rows) and 56K training steps (second and fourth rows). The fourth and fifth columns illustrate the
predictive entropy and our uncertainty mask.
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4.5 Analysis
In this section, we provide visualization results and provide some analysis of our pro-
posed framework.
Visualization The effectiveness of the uncertainty-aware consistency regularization is
shown in Fig. 5. We visualize the student prediction, teacher prediction, the entropy
map of teacher model and our uncertainty mask. In Fig. 5, as we can see in fourth
column, the predictive entropy captures the latent epidemic uncertainty, especially for
some specific large objects, such as car and truck. In the fifth column, the white pixels of
uncertainty mask are the ones with higher confidence. The first and third rows show that
our uncertainty mask effectively filter out the unreasonable pixels and guide the teacher
predictions to be a good proxy for training the student network in the early stage of
training process. In addition, the second and fourth rows shows that our Uncertainty
Module pays attention to the semantic boundary of objects in the later training stage.
Parameter Analysis The initial state of δ0 is crucial in training our method. It is mainly
used in the dynamic weight of consistency loss. In Table 4, the best performance from
SYNTHIA to Cityscapes occurs when the initial value of δ0 is 0.1. The results refers to
mIoU over the 16 common classes.
Table 4. Parameter analysis about δ0
δ0 0.05 0.07 0.1 0.2 0.3
mean IoU 40.92 41.12 41.54 41.39 41.17
SYNTHIA→ Cityscapes
4.6 Conclusions
In this paper, we propose a uncertainty-aware consistency regularization scheme to ad-
dress to domain shift for cross-domain segmentation. Our proposed uncertainty module
could estimate the latent uncertainty map for the purpose of a better knowledge transfer.
We also present a uncertainty-guided consistency loss for filtering out the unreasonable
pixels and mining the high confident predictions of target samples. Experimental results
verify that our proposed method is superior to existing state-of-the-art approaches.
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