On the Łojasiewicz–Simon gradient inequality  by Chill, Ralph
Journal of Functional Analysis 201 (2003) 572–601
On the Łojasiewicz–Simon gradient inequality
Ralph Chill1
Abteilung Angewandte Analysis, Universita¨t Ulm, 89069 Ulm, Germany
Received 18 April 2002; revised 17 August 2002; accepted 3 October 2002
Abstract
We prove a general version of the Łojasiewicz–Simon inequality, and we show how to apply
the abstract result to study energy functionals E of the form
EðvÞ ¼ 1
2
aðv; vÞ þ
Z
O
Fðx; vÞ;
deﬁned on a Hilbert space V+L2ðOÞ: We show that in some cases it is possible to prove the
Łojasiewicz–Simon inequality for such functionals without the assumption of analyticity. The
results apply to study the asymptotic behaviour of parabolic and hyperbolic evolution equations.
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1. Introduction
In his famous work on semianalytic and subanalytic sets, Łojasiewicz proved the
following result [20, The´ore`me 4; 21, Proposition 1, p. 92]:
Theorem 1.1 (Łojasiewicz). Let UCRd be open, f :U-R be real analytic, and
let aAU : Then there exist constants yAð0; 1
2
; c; s40 such that for every zAU ;
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jjz  ajjps;
j f ðzÞ  f ðaÞj1ypcjjrf ðzÞjj: ð1:1Þ
Since then inequality (1.1) has been called the Łojasiewicz (gradient) inequality. It
has been reproved in several articles, among which we cite [19,23]. All the proofs rely
on results from the theory of analytic functions of several variables. In [20, The´ore`me
5], Łojasiewicz indicated that his inequality can be used in order to prove
convergence to equilibrium of bounded solutions of the following gradient system
’u þrf ðuÞ ¼ 0:
A proof of this convergence result may be found in [22].
At the same time, Simon generalized the Łojasiewicz inequality for some analytic
functionals E deﬁned on Hilbert spaces V [30] (see also Theorem 3.10 and inequality
(3.6) below). Recently, Jendoubi simpliﬁed Simon’s proof [17]. In addition, he called
the general inequality the Łojasiewicz–Simon (gradient) inequality.
Denoting byM the Fre´chet derivative of E and assuming that V embeds densely
into a second Hilbert space H; so that V+H+V 0; Simon applied his generalized
result to prove the convergence to steady states of bounded solutions of the ﬁrst
order equation
’u þMðuÞ ¼ 0: ð1:2Þ
In [16], Jendoubi obtained the corresponding result for bounded solutions of the
second-order equation
u¨ þ ’u þMðuÞ ¼ 0: ð1:3Þ
Under natural regularity and compactness assumptions on the operator M and
the solution u; Simon and Jendoubi showed that if E is analytic near some steady
state jAoðuÞ; then E satisﬁes the Łojasiewicz–Simon inequality near j; and then
limt-N uðtÞ ¼ j:
In a number of articles, the Łojasiewicz–Simon inequality has been used to prove
convergence to steady states of bounded solutions of several evolution equations,
including diffusion equations [17], degenerate diffusion equations [7], damped wave
equations [10,16], Ginzburg–Landau equations [8], Cahn–Hilliard equations [14], or
asymptotically autonomous gradient-like equations [4,15]. In all the above papers
except [4,7] and the recent papers [12,13], the underlying energy functional E is
assumed to be real analytic at least on some subspace containing the equilibrium
points. In general, if the analyticity assumption is dropped, then convergence to
equilibrium of bounded solutions of (1.2) and (1.3) may fail ([18,26–28]).
Despite this variety of applications of the Łojasiewicz–Simon inequality, a detailed
study of the Łojasiewicz–Simon inequality is still lacking. It is in fact easy to see that
the Łojasiewicz inequality is not only true for real analytic functions (see
Propositions 2.3 and 2.11 below). On the other hand, the convergence results cited
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above do not really use the fact that the functional E is analytic, but only that E
satisﬁes the Łojasiewicz–Simon inequality.
In this article we start to study the Łojasiewicz and the Łojasiewicz–Simon
inequality for functions which are not necessarily analytic. We show in Section 3.1
under which natural assumptions a C2 functional E deﬁned on a Banach space
satisﬁes the Łojasiewicz–Simon inequality near some element in its domain (Theorem
3.10). It turns out that it is only important to study the energy functional E on the
so-called critical manifold which is in the applications a ﬁnite dimensional manifold.
In Section 4, we apply this abstract result to partial differential evolution
equations among which is for example the model problem
ut  Du þ jujp1u þ lu ¼ 0 on Rþ 
 O:
We show that in this example the underlying energy functional satisﬁes the
Łojasiewicz–Simon inequality near 0 with Łojasiewicz exponent y ¼ 1
pþ1: By results
obtained in [11,13], the knowledge of this exponent allows us to determine the decay
rate to equilibrium of bounded solutions of Eqs. (1.2) and (1.3).
The abstract results and applications are based on the Łojasiewicz inequality in
ﬁnite dimensions or even one dimension. Basic results in this direction are presented
in Section 2.
2. The Łojasiewicz inequality in ﬁnite dimensions
Throughout this section, we let UCRd ðdX1Þ be an open set.
Deﬁnition 2.1. We say that a function fAC1ðU ;RÞ satisﬁes the Łojasiewicz inequality
near aAU if there exist constants yAð0; 1; s; c40 such that for every zAU ;
jjz  ajjps;
j f ðzÞ  f ðaÞj1ypcjjrf ðzÞjj:
The number y will be called the Łojasiewicz exponent.
Lemma 2.2. Let UCRd ; and let fAC1ðU ;RÞ satisfy the Łojasiewicz inequality near
aAU with Łojasiewicz exponent yAð0; 1: Then:
(a) The function f satisfies the Łojasiewicz inequality near a for every exponent
y0Að0; y:
(b) If d ¼ 1; then the point a either belongs to the interior of f 1ðf f ðaÞgÞ; or it is
isolated in the boundary of f 1ðf f ðaÞgÞ: As a consequence, either f ðzÞXf ðaÞ for
every apzpa þ s (resp. a  spzpa) or f ðzÞpf ðaÞ for every apzpa þ s (resp.
a  spzpa).
(c) If d ¼ 1; then there exists s0ps such that the function f is either constant, strictly
increasing, or strictly decreasing on ½a; a þ s0 (resp. ½a  s0; a).
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(d) If d ¼ 1; and if f is not constant on ½a; a þ s0 (resp. ½a  s0; a), then there exists
c040 such that j f ðzÞ  f ðaÞjXc0jz  aj1y for every apzpa þ s0 (resp.
a  s0pzpa).
Proof. (a) is straightforward to verify.
(b) Assume that f satisﬁes the Łojasiewicz inequality near a; and assume that a
does not belong to the interior of f 1ðf f ðaÞgÞ: Assume, contrary to the statement,
that a is not isolated in the boundary of f 1ðf f ðaÞgÞ:
Since the complement of f 1ðf f ðaÞgÞ in U is open, it is the countable union of
disjoint intervals ððxk; ykÞÞkAN: At least for a subsequence we have f ðxkÞ ¼ f ðykÞ ¼
f ðaÞ; f ðzÞaf ðaÞ for every zAðxk; ykÞ; kAN; and limxk ¼ limyk ¼ a: By Rolle’s
theorem, there exist zkAðxk; ykÞ such that f 0ðzkÞ ¼ 0: But then, by the Łojasiewicz
inequality, f ðzkÞ ¼ f ðaÞ; which is a contradiction to the choice of zk: The claim is
proved.
(c) is a direct consequence of (b).
(d) If f is not constant, and if f ðzÞ4f ðaÞ (the case f ðzÞof ðaÞ being similar), then
the Łojasiewicz inequality implies
f 0ðzÞð f ðzÞ  f ðaÞÞy1 ¼ 1
y
d
dz
ð f ðzÞ  f ðaÞÞyX1
c
; jz  ajps:
Integrating this inequality yields the claim. &
Proposition 2.3. Let UCR be open, and let aAU :
(a) Let fAC1ðU ;RÞ be such that f 0ðzÞ ¼ gðzÞ þ rðzÞ; where jgðzÞj ¼ cjz  ajp1; pX1;
c40; and rðzÞ ¼ oðjz  ajp1Þ: Then f satisfies the Łojasiewicz inequality near a
with Łojasiewicz exponent y ¼ 1
p
:
(b) Let fACkðU ;RÞ ðkX1Þ; and assume that f ð jÞðaÞ ¼ 0 for 1pjpk  1; and
f ðkÞðaÞa0: Then f satisfies the Łojasiewicz inequality near a with Łojasiewicz
exponent y ¼ 1
k
:
The Łojasiewicz exponent in (a) and (b) is optimal.
Proof. Without loss of generality we will assume that a ¼ 0:
(a) Choose s40 such that jrðzÞjpc
2
jzjp1 for every zAU ; jzjps: Then, for jzjps;
j f 0ðzÞjXc
2
jzjp1;
and
j f ðzÞ  f ð0Þjp2c
p
jzjp:
Combining both inequalities yields the claim.
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(b) By assumption on f and by Taylor’s theorem, for every zAU
f 0ðzÞ ¼ 1ðk  1Þ! f
ðkÞð0Þzk1 þ rðzÞ;
with limz-0 rðzÞzðk1Þ ¼ 0: The claim follows from (a).
In order to see that the Łojasiewicz exponents in (a) and (b) are optimal, let
f ðzÞ :¼ zk: It is straightforward to verify that f does not satisfy the Łojasiewicz
inequality near a ¼ 0 for any Łojasiewicz exponent y41
k
: &
The following is Łojasiewicz’ classical result (Theorem 1.1) in one space
dimension.
Corollary 2.4. Let UCR and aAU : Every analytic function f : U-R satisfies the
Łojasiewicz inequality near a:
Proof. It sufﬁces to note that, by the uniqueness theorem for analytic functions, f is
constant if the derivatives f ðkÞðaÞ vanish for every kAN: For constant functions,
however, the Łojasiewicz inequality is trivial. For nonconstant f ; the claim follows
from Proposition 2.3(b). &
The inequality in the next lemma should be well known, but we do not know a
reference. The easy proof, based on Young’s inequality, will be left to the reader.
Lemma 2.5. Let p; qAð0; 1Þ be given. Put r ¼ pq
pþqAð0; 1Þ: Then, for every x; yARþ;
ðxyÞ1rpx1py þ xy1q:
Proposition 2.6. Let UCR; and let aAU : Let f ; gAC1ðU ;RÞ be such that f ðaÞ ¼
gðaÞ ¼ 0: Assume that f and g satisfy the Łojasiewicz inequality near a for constants y;
y0Að0; 1; c; c040 and s; s040; respectively. Then the function f  g satisfies the
Łojasiewicz inequality for the constants y00 :¼ yy0yþy0; c00 :¼ maxfc; c0g and s00 ¼
minfs; s0g:
The Łojasiewicz exponent y00 is optimal in general.
Proof. Let f and g be as in the assumptions, and let zAU be such that jz  ajps00:
Then, by Lemma 2.2(c) and Lemma 2.5, applied with p ¼ y and q ¼ y0;
jð fgÞ0ðzÞj ¼ j f 0ðzÞgðzÞ þ f ðzÞg0ðzÞj
¼ j f 0ðzÞj jgðzÞj þ j f ðzÞj jg0ðzÞj
X
1
c
j f ðzÞj1yjgðzÞj þ 1
c0
j f ðzÞj jgðzÞj1y0
X
1
c00
j f ðzÞgðzÞj1y00 ;
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where c00 and y00 are deﬁned as in the statement. The proof of the ﬁrst statement is
complete.
For the second statement is sufﬁces to consider the functions f ðzÞ ¼ zk and gðzÞ ¼
zl for some k; lAN: &
Remark 2.7. Proposition 2.6 might suggest that a similar statement is true for the
sum f þ g of two functions f and g which satisfy both the Łojasiewicz inequality. The
example f ðzÞ ¼ z2 and gðzÞ ¼ e 1z2  z2; however, shows that this is not true.
Proposition 2.8. Let UCR; and let aAU : Let fAC2ðU ;RÞ be such that f 0 satisfies the
Łojasiewicz inequality near a with Łojasiewicz exponent y0Að0; 1: Then f satisfies the
Łojasiewicz inequality near a for the Łojasiewicz exponent y ¼ y0
1þy0:
The Łojasiewicz exponent y is optimal in general.
Proof. Since the Łojasiewicz inequality is trivial if f 0ðaÞa0; we may assume that
f 0ðaÞ ¼ 0: Replacing f by f ; if necessary, we may by Lemma 2.2(b) assume that
f 0ðzÞX0 for apzpa þ s: Then, by Lemma 2.2(c), f 00ðzÞX0; and by assumption
f 0ðzÞpcf 00ðzÞf 0ðzÞy ¼ c
1þ y
d
dz
f 0ðzÞ1þy:
Integrating this inequality yields
j f ðzÞ  f ðaÞjp c
1þ y f
0ðzÞ1þy; apzpa þ s:
The same inequality can be obtained for a  spzpa; so that the ﬁrst statement is
proved.
For the second statement is sufﬁces to consider the function f ðzÞ ¼ zk for some
kAN: &
Proposition 2.9. Let UCRd be open, fAC1ðU ;RÞ; and aAU : Denote by Sd1 the unit
sphere in Rd : Assume that
(1) for every hASd1 the function l/f ða þ lhÞ satisfies the Łojasiewicz inequality
near 0, and
(2) the Łojasiewicz exponent y and the constants c; s40 can be chosen uniformly in
hASd1:
Then the function f satisfies the Łojasiewicz inequality near 0 with Łojasiewicz
exponent y:
Proof. Let hASd1: Then the derivative of the function l/f ða þ lhÞ is given by
l//rf ða þ lhÞ; hS; where /  ; S denotes the scalar product in Rd : By
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assumption (1), there exist constants yAð0; 1; c; s40 such that for every lAR;
jljps;
j f ða þ lhÞ  f ðaÞj1ypcj/rf ða þ lhÞ; hSj:
By assumption (2), the constants y; c and s can be chosen independently of
hASd1: Thus, for every zAU ; jjz  ajjps; by the Cauchy–Schwarz inequality,
j f ðzÞ  f ðaÞj1ypcjjrf ðvÞjj:
This is the claim. &
Remark 2.10. The conclusion in Proposition 2.9 is not true in general if condition (2)
is dropped. Consider the following counterexample. Let UCRd ðdX2Þ be a
neighbourhood of 0. Choose sequences ðznÞnANCU and ðrnÞnANCð0;NÞ with the
following properties:
(i) limn-N zn ¼ 0;
(ii) jrnjp12jjznjj for every nAN; and
(iii) if Cn denotes the cone in R
d generated by the (open) ball Bðzn; rnÞ; i.e.
Cn :¼ flz : lARþ; zABðzn; rnÞg; nAN;
then Cn-Cm ¼ | whenever nam:
It is clear that two sequences with these properties exist. Choose for every nAN a
function jnAC
1
c ðBðzn; rnÞÞ different from zero, and such that limn-NjjjnjjC1 ¼ 0:
Deﬁne the function f : U-R by
f ðzÞ ¼ jnðzÞ; zABðzn; rnÞ for some nAN;
0; otherwise:
(
Then the function f is continuously differentiable in U : Moreover, it satisﬁes
condition (1) of Proposition 2.9 in a ¼ 0: In fact, the function l/f ðlhÞ ðhASd1Þ
satisﬁes the Łojasiewicz inequality with every Łojasiewicz exponent yAð0; 1Þ since it
is constant 0 in a neighbourhood of 0. On the other hand, the function f itself cannot
satisfy the Łojasiewicz inequality. Indeed, since the functions jn are nonzero, for
every nAN there exists ynABðzn; rnÞ such that f ðynÞa0 and rf ðynÞ ¼ 0: It sufﬁces to
choose yn either the global maximum or the global minimum of jn: The Łojasiewicz
inequality cannot hold in yn: Since limn-N yn ¼ 0; the claim follows.
Proposition 2.11. Let UCRd be open, fAC1ðU ;RÞ; and assume that f satisfies the
Łojasiewicz inequality near aAU with Łojasiewicz exponent y: Let VCRd be open and
let gAC1ðV ;RdÞ be such that gðbÞ ¼ a for some bAV and such that g is a local
diffeomorphism near b: Then the composition f 3 g satisfies the Łojasiewicz inequality
near b with Łojasiewicz exponent y:
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Proof. Since g is a local diffeomorphism near b by assumption, the derivative
rgðzÞARd
d is invertible for every z in a neighbourhood of b; and the inverse is
continuous. Choose s040 such that rgðzÞ is invertible, jjðrgðzÞÞ1jjpc0; and
jjgðzÞ  ajjps for every zAV with jjz  bjjps0; s40 being the constant which
appears in the Łojasiewicz inequality for f : Then, for every zAV ; jjz  bjjps0;
jjrð f 3 gÞðzÞjj ¼ jjðrgðzÞÞTrf ðgðzÞÞjj
X
1
c0
jjrf ðgðzÞÞjj
X
1
c  c0 j f ðgðzÞÞ  f ðaÞj
1y
¼ 1
c  c0 j f ðgðzÞÞ  f ðgðbÞÞj
1y:
This is the claim. &
3. The Łojasiewicz–Simon inequality
In this section we prove the Łojasiewicz–Simon inequality in an abstract setting.
The cases which have been proved in [10, Theorem 2.1; 14, Theorem 3.2; 17,
Proposition 1.3; 30, Theorem 3]; or [15, Proposition 3.3] follow from our general
Theorem 3.10 below. It turns out that the Hilbert space triplets V+H+V 0 which
are usually used in the articles cited above are only of interest for the applications
but not for the proof of the Łojasiewicz–Simon inequality. Hence, we prove the
Łojasiewicz–Simon inequality for functionals deﬁned on Banach spaces.
We prefer in addition the use of the implicit function theorem (instead of the local
inverse theorem used in the proofs in the articles cite above) and the deﬁnition of the
critical manifold S in our construction. For the applications we obtain a technique by
which one can decide whether a functional E satisﬁes the Łojasiewicz–Simon
inequality, and if it does, to determine the Łojasiewicz exponent y:
Let in the following V be a real Banach space with norm jj  jjV ; and denote by V 0
the dual space. We denote by BðX ; Y Þ the space of all bounded linear operators
from a Banach space X into a second Banach space Y ; and we write BðX Þ :¼
BðX ; XÞ: By /  ; SV 0
V we denote the duality between the space V and its dual V 0:
Let UCV be open, and let EAC2ðU ;RÞ: We denote by M the ﬁrst derivative
of E; and by L the second derivative. Then, obviously, MAC1ðU ; V 0Þ and
LACðU ;BðV ; V 0ÞÞ:
Deﬁnition 3.1. We call a point jAU a stationary point (or steady state, equilibrium or
singularity) for E; ifMðjÞ ¼ 0: The set of all stationary points jAU will be denoted
by S0:
Let, in the following, jAS0 be a stationary point.
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Hypothesis 3.2. The kernel V0 :¼ KerLðjÞ of the linearization LðjÞ is a
complemented subspace of V ; i.e. there exists a projection PABðVÞ such that
V0 ¼ Rg P:
If Hypothesis 3.2 holds, then the space V is the direct topological sum of the space
V0 ¼ KerLðjÞ and the space V1 :¼ Ker P; i.e.
V ¼ V0"V1:
In the following, if vAV ; then we denote by v0AV0 and v1AV1 the unique vectors
such that v ¼ v0 þ v1:
Denote by P0ABðV 0Þ the adjoint projection. Then the dual space V 0 is the direct
topological sum of the space V 00 :¼ Rg P0 and the space V 01 :¼ Ker P0; i.e.
V 0 ¼ V 00"V 01:
Note that there is no ambiguity of notation since the spaces V 00; V
0
1CV
0 may be
identiﬁed with the dual spaces of V0 and V1; respectively.
Lemma 3.3. Under Hypothesis 3.2, and if PABðVÞ is a projection onto V0 ¼
KerLðjÞ; then RgLðjÞCV 01:
Proof. Let PABðVÞ be as in the assumption, and denote by P0 its adjoint. An easy
algebraic calculation shows that the annihilator V>0 ; i.e., by deﬁnition, the space of
all v0AV 0 such that /v0; vSV 0
V ¼ 0 for every vAV0; coincides with V 01:
Next, by the Theorem of Schwarz, we may identify the linear operatorLðjÞ with
a bilinear symmetric form on V 
 V : Thus, for every vAV ; uAV0 ¼ KerLðjÞ ¼
Rg P;
/LðjÞv; uSV 0
V ¼ /LðjÞu; vSV 0
V ¼ 0:
As a consequence,
RgLðjÞCV>0 ¼ V 01: &
Hypothesis 3.4. There exists a Banach space W with the following properties:
(i) W+V 0 with continuous embedding,
(ii) if P is the projection from Hypothesis 3.2, then the adjoint P0ABðV 0Þ leaves W
invariant,
(iii) MAC1ðU ; WÞ;
(iv) RgLðjÞ ¼ V 01-W :
Remark 3.5. By Hypothesis 3.4(ii), the space W is the direct topological sum of the
spaces W0 :¼ V 00-W and W1 :¼ V 01-W ; i.e.
W ¼ W0"W1:
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The introduction of the Banach space W in Hypothesis 3.4 is necessary for what
follows. By changing the norm on RgLðjÞ; the operatorLðjÞ has closed range W1;
a fact which will be needed in several places. Note that the norm of the space W
appears on the right-hand side of the Łojasiewicz–Simon inequality (3.6) below.
Proposition 3.6. Under the Hypotheses 3.2 and 3.4 there exists a neighbourhood U0 of
the origin in V0; a neighbourhood U1 of the origin in V1 and a function gAC1ðU0; U1Þ
such that
S :¼fhAU0 þ U1 :Mðjþ hÞAV 00g
¼fh0 þ gðh0Þ : h0AU0g: ð3:1Þ
Proof. Let P be the projection from Hypothesis 3.4, and let Q ¼ I  P: We consider
the adjoint Q0 both as an operator in V 0 and in W (Hypothesis 3.4(ii)). Note that
W1 ¼ V 01-W ¼ Rg Q0-W is a closed subspace of W ; and consider the mapping
K :¼ Q0M : U-W1:
By Hypothesis 3.4(iii),KAC1ðU ; W1Þ: Moreover, since j is a stationary solution,
KðjÞ ¼ 0: The Fre´chet derivative DK of K is given by DKðvÞ ¼
Q0LðvÞABðV ; W1Þ ðvAUÞ:
By Hypothesis 3.4(iv), the derivative DKðjÞ is surjective from V onto W1:
Moreover, by Hypothesis 3.2, the kernel KerDKðjÞ ¼ KerLðjÞ ¼ V0 is com-
plemented in V (Fig. 1).
The claim follows from the implicit function theorem [34, Theorem 4.B]. &
Remarks 3.7. (a) We call the set S deﬁned in (3.1) the critical manifold. By
Proposition 3.6, the set S is a differentiable manifold of the same dimension as V0;
i.e. the kernel of the linearizationLðjÞ: It follows from the proof of Proposition 3.6
and [34, Theorem 4.B(d)] that if MACkðU ; WÞ for some kX2; then S is actually a
Ck-manifold.
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(b) Note that we have chosen a normalized description of the critical manifold S in
the sense that U0 þ U1 is a neighbourhood of 0, and not of j:
(c) The manifold S is described by the implicit function g on U0CV0: By [34,
Eq. (23), p. 153], the Fre´chet derivative Dgðh0ÞABðV0; V1Þ of g in a point h0AU0 is
given by
Dgðh0Þ ¼ ½G1ðjþ hÞ1 3G0ðjþ hÞ; h :¼ h0 þ gðh0ÞAS; ð3:2Þ
where GiðvÞ is the restriction of the operator Q0LðvÞ to the space Vi and taking
values in W1 ði ¼ 0; 1Þ: Note that the operator G1ðjþ hÞ is invertible for all h in a
neighbourhood of 0 by Hypothesis 3.4(iv).
It follows from (3.2) that Dgð0Þ ¼ 0: This implies,
gðh0Þ ¼ oðjjh0jjÞ; ð3:3Þ
and if gAC2; for example if MAC2ðU ; WÞ; then
gðh0Þ ¼ Oðjjh0jj2Þ: ð3:4Þ
(d) Clearly,
ðS0  jÞ-U0 þ U1CS:
(e) Although the critical manifold S will play an important role in what follows, it is
not unique in general. This follows from the fact that the projection P from
Hypothesis 3.2 is not necessarily unique. As a consequence, the spaces V1 and V
0
0 are
not necessarily unique. The nonuniqueness of S thus follows from Eq. (3.1).
To give a concrete and easy example, take V ¼ V 0 ¼ R2 and Eðx; yÞ ¼ x2  y3; so
that Mðx; yÞ ¼ ð2x;3y2Þ: Then j ¼ ð0; 0Þ is the only stationary point of E;
LðjÞ ¼ 2 0
0 0
 !
;
and V0 ¼ fð0; yÞ : yARg:
If P is the orthogonal projection onto V0; then V1 ¼ Ker P ¼ fðx; 0Þ : xARg and
V 00 ¼ Rg P0 ¼ V0: In this case, the critical manifold S is a subset of V0:
If Pðx; yÞ :¼ ð0; y  xÞ is not the orthogonal projection onto V0; then V1 ¼
Ker P ¼ fðx; xÞ : xARg and V 00 ¼ Rg P0 ¼ fðx;xÞ : xARg: In this case, the critical
manifold S is a subset of the curve fð3
2
y2; yÞ : yARg:
Hypothesis 3.8 (Łojasiewicz inequality). The function Eðjþ Þ satisﬁes the
Łojasiewicz inequality in the critical manifold S: By this we mean that there exists
a neighbourhood USCS of the origin in S; and constants yAð0; 12; c40 such that for
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every hAUS
jEðjþ hÞ  EðjÞj1ypcjjMðjþ hÞjjW : ð3:5Þ
The number y is called Łojasiewicz exponent.
The Hypothesis 3.8, i.e. the Łojasiewicz inequality in the manifold S; has to be
veriﬁed individually in the examples. Section 4 is reserved for a more detailed study
of this hypothesis. The following proposition is often helpful.
Proposition 3.9. Let jAS0; and assume the Hypotheses 3.2 and 3.4. Let U0CV0; the
manifold S and g be as in Proposition 3.6, and define
E˜ : U0-R;
c/Eðjþ cþ gðcÞÞ  EðjÞ:
Then:
(a) The function Eðjþ Þ satisfies the Łojasiewicz inequality in the manifold S if and
only if E˜ satisfies the Łojasiewicz inequality near 0. The Łojasiewicz exponents
coincide for both functions.
(b) If *MAC1ðU0; V 00Þ denotes the derivative of E˜; then
*MðcÞ ¼Mðjþ cþ gðcÞÞ for every cAU0:
(c) If
Rðj; hÞ :¼Mðjþ hÞ MðjÞ LðjÞh ¼Mðjþ hÞ LðjÞh
denotes the rest term of the Taylor expansion of M in j; then Mðjþ hÞ ¼
P0Rðj; hÞ for every hAS:
Proof. Note that (a) follows from (b) and the deﬁnition of E˜: So let us prove (b) by
calculating the derivative *M: By the chain rule,
*MðcÞ ¼Mðjþ cþ gðcÞÞ 3KðcÞ; cAU0;
where KðcÞ : V0-V is the operator deﬁned by KðcÞh0 ¼ h0 þ DgðcÞh0 ðh0AV0Þ;
Dg denoting the Fre´chet derivative of g:
Let P be the projection from Hypothesis 3.2, and let Q :¼ I  P: By the deﬁnition
of g and the critical manifold S; Mðjþ cþ gðcÞÞAV 00 for every cAU0: Hence, for
every cAU0; h0AV0;
/ *MðcÞ; h0SV 0
0

V0 ¼/Mðjþ cþ gðcÞÞ; h0 þ DgðcÞh0SV 0
V
¼/Mðjþ cþ gðcÞÞ; h0SV 0
V ;
since DgðcÞh0AV1: This proves (b).
ARTICLE IN PRESS
R. Chill / Journal of Functional Analysis 201 (2003) 572–601 583
In order to prove (c) it sufﬁces to multiply Rðj; hÞ by P0: The term Mðjþ hÞ
remains unchanged under this multiplication if h belongs to the critical manifold S:
The term P0MðjÞ is 0, since j is a stationary solution, and the term P0LðjÞh
vanishes due to Lemma 3.3. &
Theorem 3.10 (Łojasiewicz–Simon inequality). Let jAS0: Under Hypotheses 3.2, 3.4
and 3.8, the function E satisfies the Łojasiewicz–Simon inequality near j; i.e. there
exist s40 and CX0 such that for every vAU with jjvjjVps
jEðvÞ  EðjÞj1ypCjjMðvÞjjW : ð3:6Þ
In particular, the Łojasiewicz coefficient yAð0; 1
2
 is the same as in
Hypothesis 3.8.
Proof. Without loss of generality we may assume that j ¼ 0 and that Eð0Þ ¼ 0:
This is just a renormalization. Moreover, we may assume without loss of
generality that the function E is deﬁned in U ¼ U0 þ U1; where U0 and U1
are deﬁned as in Proposition 3.6. Choosing U0 and U1 even smaller, we may
assume that the Łojasiewicz inequality (Hypothesis 3.8) holds in the entire
critical manifold S with some exponent yAð0; 1
2
; and that jjMðvÞjjWp1 for every
vAU0 þ U1:
Deﬁne, for every v0AU0; the functionKðv0Þ : U1-W1 byKðv0; v1Þ :¼ Q0Mðv0 þ
v1Þ: By Hypothesis 3.4(iv), continuity and the local inverse theorem, the function
Kðv0Þ is locally invertible near gðv0Þ; uniformly in v0AU0: Recall that g is the
implicit function from Proposition 3.6.
The local inverse Kðv0Þ1 is continuously differentiable, and, by continuity, the
Fre´chet derivative of the inverse in v1 is bounded by some constant C1X0 uniformly
in v0AU0 and v1AU1 close to the origin. By the mean value theorem, for every
v0AU0; v1AU1;
jjv1  gðv0ÞjjV ¼ jjKðv0Þ1ðQ0Mðv0 þ v1ÞÞ Kðv0Þ1ðQ0Mðv0 þ gðv0ÞÞÞjjV
pC1jjQ0Mðv0 þ v1ÞÞ  Q0Mðv0 þ gðv0ÞÞjjW
¼C1jjQ0Mðv0 þ v1ÞjjW : ð3:7Þ
Deﬁne the rest term R as in Proposition 3.9(c). Note that there exists a constant
C2X0 such that for every v0AU0; v1AU1;
jjRðv0 þ gðv0Þ; v1  gðv0ÞjjWpC2jjv1  gðv0ÞjjV : ð3:8Þ
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By the deﬁnition of the critical manifold S and by inequalities (3.7) and (3.8), for
every v0AU0; v1AU1 small enough,
jEðv0 þ v1Þ  Eðv0 þ gðv0ÞÞj
¼
Z 1
0
d
ds
Eðv0 þ gðv0Þ þ sðv1  gðv0ÞÞÞ ds


p
Z 1
0
j/Mðv0 þ gðv0Þ þ sðv1  gðv0ÞÞÞ; v1  gðv0ÞSV 0
V j ds
p
Z 1
0
j/Mðv0 þ gðv0ÞÞ; v1  gðv0ÞSV 0
V j ds
þ
Z 1
0
s  j/Lðv0 þ gðv0ÞÞðv1  gðv0ÞÞ; v1  gðv0ÞSV 0
V j ds
þ
Z 1
0
j/Rðv0 þ gðv0Þ; sðv1  gðv0ÞÞÞ; v1  gðv0ÞSV 0
V j ds
pC3jjv1  gðv0Þjj2V þ C2jjv1  gðv0Þjj2V
pC4jjQ0Mðv0 þ v1Þjj2W :
In the above series of inequalities we used the fact that /Mðv0 þ gðv0ÞÞ; v1 
gðv0ÞSV 0
V ¼ 0; sinceMðv0 þ gðv0ÞÞAV 00 by the deﬁnition of the critical manifold S:
The above inequality together with Hypothesis 3.8 and inequalities (3.7) and (3.8)
imply for every v0AU0; v1AU1 small enough,
jEðv0 þ v1Þjp jEðv0 þ v1Þ  Eðv0 þ gðv0ÞÞj þ jEðv0 þ gðv0ÞÞj
pC4jjQ0Mðv0 þ v1Þjj2W þ C5jjMðv0 þ gðv0ÞÞjj
1
1y
W
pC6ðjjMðv0 þ v1ÞjjW þ jjMðv0 þ gðv0ÞÞjjW Þ
1
1y
pC7ðjjMðv0 þ v1ÞjjW þ jjLðv0 þ gðv0ÞÞjjBðV ;W Þjjv1  gðv0ÞjjV
þ jjRðv0 þ gðv0Þ; v1  gðv0ÞÞjjV 0 Þ
1
1y
pC8ðjjMðv0 þ v1ÞjjW þ jjv1  gðv0ÞjjV Þ
1
1y
pC9jjMðv0 þ v1Þjj
1
1y
W :
The claim is proved. &
Let X and Y be two Banach spaces, and let UCX be open. Recall from [34,
Deﬁnition 8.8] that a function T : U-Y is called analytic at a point aAU ; if there
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exist r40 and symmetric TnABnðX ; YÞ (the space of all bounded, n-linear operators
X n-Y ) for every nX0 such that for every vAU ; jjv  ajjpr;X
nX0
jjTnjj  jjv  ajjnoN;
and
TðvÞ ¼
X
nX0
Tnðv  aÞn:
The function T is called analytic if it is analytic at every point aAU :
The following corollary generalizes Simon’s classical result.
Corollary 3.11. Let jAS0; and assume Hypotheses 3.2 and 3.4. Assume in addition
that there exist Banach spaces XCV and YCW such that
(1) the spaces X and Y are invariant under the projections P and P0; respectively,
(2) the restriction of the derivative M to U-X is analytic in a neighbourhood of j
with values in Y ;
(3) KerLðjÞ is contained in X and finite dimensional, and
(4) RgLðjÞjX ¼ Ker P0-Y :
Then the function E satisfies the Łojasiewicz–Simon inequality near j:
Proof. By Theorem 3.10 it sufﬁces to show that Hypothesis 3.8 holds.
Let P be the projection from Hypothesis 3.2, and let Q :¼ I  P: By assumption
(1), we may consider P and P0 also as bounded operators in X and Y ; respectively.
By assumption (3), the space X is the topological sum of the subspaces X0 :¼ V0 ¼
KerLðjÞ and X1 ¼ V1-X :
Let, similarly to the proof of Proposition 3.6,K :¼ Q0M; this time considered as a
function from U-X into V 01-Y : By assumption (2), this function K is well deﬁned
and analytic in a neighbourhood of j in X : By assumption (4), the Fre´chet derivative
DKðjÞ ¼ Q0LðjÞ is surjective. By the analytic version of the implicit function theorem
(see [34, Corollary 4.23]), there exist a neighbourhood U˜0 of the origin in X0 ¼ V0; a
neighbourhood U˜1 of origin in X1; and an analytic function *g : U˜0-U˜1 such that
fhAU˜0 þ U˜1 :Mðjþ hÞAV 01-Yg ¼ fh0 þ *gðh0Þ : h0AU˜0g:
It is obvious from Proposition 3.6 and assumption (3) that the implicit function g
from Proposition 3.6 and the function *g coincide on a neighbourhood of 0 in KerLðjÞ:
It follows from assumption (2) that the function E is analytic in a neighbourhood of j in
X : Hence, the function E˜ deﬁned in Proposition 3.9 is analytic in a neighbourhood of 0.
Since KerLðjÞ is ﬁnite dimensional by assumption (3), the function E˜ satisﬁes the
Łojasiewicz inequality near 0 by Theorem 1.1. By Proposition 3.9(a), Hypothesis 3.8
holds, and the claim is proved. &
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The following corollary has been proved in [31,12, Lemma 1, p. 80]. In [12], it is
shown how this result applies in combination with convergence results cited in the
Section 1 in order to obtain the classical convergence results for bounded solutions
of gradient-like evolution equations obtained in [1,3,9,24,35].
Corollary 3.12 (Simon). Let jAS0; and assume Hypotheses 3.2 and 3.4. Assume that
ðS0  jÞ-S is a neighbourhood of 0 in the critical manifold S: Then E satisfies the
Łojasiewicz–Simon inequality near j with Łojasiewicz exponent y ¼ 1
2
:
Proof. By assumption and the deﬁnition of S0; Mðjþ hÞ ¼ 0 for every h in a
neighbourhood of 0 in the manifold S: Hence, the function Eðjþ Þ is constant in a
neighbourhood of 0 in the manifold S: For a constant function, however, it is clear
that it satisﬁes the Łojasiewicz inequality with Łojasiewicz exponent y ¼ 1
2
: The claim
follows from Theorem 3.10. &
Stationary points jAS0 satisfying the assumption in the following result, are
usually called hyperbolic.
Corollary 3.13. Let jAS0; and assume Hypotheses 3.2 and 3.4. Assume that LðjÞ is
invertible from V onto W : Then E satisfies the Łojasiewicz inequality near j with
Łojasiewicz exponent y ¼ 1
2
:
Proof. If LðjÞ is invertible, then V0 ¼ KerLðjÞ ¼ f0g; and therefore S ¼ f0g:
Hypothesis 3.8 is thus trivially veriﬁed, and the claim follows from Theorem
3.10. &
4. Applications
4.1. Semilinear partial differential evolution equations
Let OCRd be open ðdX1Þ; H :¼ L2ðOÞ; and let V be a Hilbert space which is
densely and continuously embedded into H: Identifying H with its dual H 0; we
obtain the inclusions V+H+V 0; and for every uAV ; vAH we have
/v; uSV 0
V ¼ /v; uSH
H ¼
Z
O
vu:
Let a : V 
 V-R be a bilinear, continuous, symmetric and coercive form. With
this form is associated a bounded linear operator L : V-V 0: Its part in H is a closed
linear operator which will without ambiguity also be denoted by L:
Let FACð %O
 R;RÞ be such that Fðx; ÞAC2ðRÞ for every xA %O: We denote by
f ðx; sÞ :¼ @2Fðx; sÞ ðxA %OÞ the partial derivative with respect to the second variable,
and we assume that f is a Carathe´odory function in the sense that it satisﬁes the
necessary measurability and growth assumptions such that the associated Nemytskii
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operator v/f ðx; vÞ is Lipschitz continuous from bounded sets of V with values in
H; and continuously differentiable from V with values in V 0:
Let E : V-R be the energy functional deﬁned by
EðvÞ :¼ 1
2
aðv; vÞ þ
Z
O
Fðx; vÞ; vAV : ð4:1Þ
This energy functional plays an important role in the analysis of the heat equation
ut  Du þ f ðx; uÞ ¼ 0 in Rþ 
 O;
of the damped wave equation
utt þ ut  Du þ f ðx; uÞ ¼ 0 in Rþ 
 O;
or of the Cahn–Hilliard equation
ut þ DðDu þ f ðx; uÞÞ ¼ 0 in Rþ 
 O;
at least if a is a form associated with a realization of the Laplace operator D on
L2ðOÞ: Other choices of forms will be associated with more general elliptic operators;
cf. [6, Chapter VII].
By the main convergence results in the articles cited in Section 1, a bounded
solution u of one of the above evolution equations converges to an equilibrium if we
ﬁnd jAoðuÞ such that E satisﬁes the Łojasiewicz–Simon inequality near j:
Obviously, in this case, limt-NuðtÞ ¼ j:
Moreover, in the case of the heat and of the wave equation, the Łojasiewicz
exponent y determines an upper estimate of the decay rate to equilibrium (see
[11,13]).
In this section we ﬁnd conditions on the nonlinearity f which imply that the energy
functional E satisﬁes the Łojasiewicz–Simon inequality near some stationary solution
jAS0: Throughout this section we will for simplicity assume that jALNðOÞ: We
proceed in three steps. First, we give a sufﬁcient condition which implies that
Hypotheses 3.2 and 3.4 hold. Second, we express the energy functional Eðjþ Þ on
the critical manifold S in terms of the function f : Third, we show by some examples
how the results from Section 2 apply to prove the Łojasiewicz inequality for the
energy functional Eðjþ Þ in the critical manifold S: By Theorem 3.10, the energy
functional E then satisﬁes the Łojasiewicz–Simon inequality near j:
Hypothesis 4.1. The point 0 is an isolated point in the spectrum sðLðjÞÞ; and
KerLðjÞ is ﬁnite dimensional.
Lemma 4.2. The following assertions are true:
(a) If the embedding V+H is compact, then Hypothesis 4.1 holds.
(b) If Hypothesis 4.1 holds, then Hypotheses 3.2 and 3.4 hold with W ¼ V 0 and P the
projection onto KerLðjÞ along RgLðjÞ-V :
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Proof. Let a˜ :V 
 V-R be the bilinear form deﬁned by
a˜ðu; vÞ :¼ aðu; vÞ þ
Z
O
@2f ðx;jÞuv; u; vAV : ð4:2Þ
Since @2f ðx;jÞALNðOÞ; the form a˜ is continuous, symmetric and coercive. It is
associated with the linearizationLðjÞABðV ; V 0Þ ofM near j: By the Lax–Milgram
theorem, the operator LðjÞ has nonempty resolvent set.
(a) If the embedding V+H is compact, then the operator LðjÞ has compact
resolvent in V 0: The claim follows from the Fredholm alternative [34, Proposition
8.14, Example 8.16(i)].
(b) By the spectral theorem for selfadjoint operators [29, Theorem VIII. 4, p. 260],
the operator LðjÞ is unitarily equivalent to a multiplication operator. For
multiplication operators, however, it is easy to see that if 0 is an isolated point in
the spectrum sðLðjÞÞ; then 0 is an eigenvalue and RgLðjÞ is closed in V 0:
Moreover, the space V 0 is the topological sum of KerLðjÞCV+V 0 and RgLðjÞ:
If PABðV 0Þ denotes the projection onto KerLðjÞCV+V 0 along RgLðjÞ: Then P
leaves the spaces H and V invariant, and it is selfadjoint in H: If we put in addition
W ¼ V 0; then it follows that Hypotheses 3.2 and 3.4 hold. &
In the second step we express the functional Eðjþ Þ on the critical manifold in
terms of the function f :
We let, for every j; hAR and every xAO;
f1ðx;j; hÞ :¼ f ðx;jþ hÞ  f ðx;jÞ  @2f ðx;jÞ  h; ð4:3Þ
and
f2ðx;j; hÞ :¼ Fðx;jþ hÞ  Fðx;jÞ  f ðx;jÞ  h  12@2f ðx;jÞ  h2: ð4:4Þ
The functions f1ðx;j; Þ and f2ðx;j; Þ are the rest terms of the Taylor expansions
of the functions f ðx; Þ and Fðx; Þ near the point jAR up to order 1 (resp. 2 in the
second case).
Proposition 4.3. Let jAS0-LNðOÞ; and assume Hypothesis 4.1. Let S be the critical
manifold and g the implicit function from Proposition 3.6. Then:
(a) If a˜ denotes the form defined in (4.2), then, for every hAV ;
Eðjþ hÞ  EðjÞ ¼ 1
2
a˜ðh; hÞ þ
Z
O
f2ðx;j; hÞ:
(b) If E˜ : U0CV0-R is the function defined in Proposition 3.9, then
E˜ðcÞ ¼
Z
O
f2ðx;j;cþ gðcÞÞ  1
2
Z
O
f1ðx;j;cþ gðcÞÞ  gðcÞ; cAU0:
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(c) The derivative of E˜ in cAU0 is given by P0f1ðx;j;cþ gðcÞÞ; where P is the
projection from Lemma 4.2(b).
Proof. (a) follows from a straightforward calculation. For every hAV ;
Eðjþ hÞ  EðjÞ ¼ 1
2
ðaðjþ h;jþ hÞ  aðj;jÞÞ
þ
Z
O
f ðx;jÞ  h þ 1
2
@2f ðx;jÞ  h2 þ f2ðx;j; hÞ
 
¼ 1
2
ðaðjþ h;jþ hÞ  aðj;jÞÞ  aðj; hÞ
þ
Z
O
1
2
@2f ðx;jÞ  h2 þ f2ðx;j; hÞ
 
¼ 1
2
aðh; hÞ þ
Z
O
1
2
@2f ðx;jÞ  h2 þ
Z
O
f2ðx;j; hÞ
¼ 1
2
a˜ðh; hÞ þ
Z
O
f2ðx;j; hÞ:
(b) By the deﬁnition of f1; for every hAV ;
Mðjþ hÞ MðjÞ LðjÞh ¼ f1ðx;j; hÞ: ð4:5Þ
If hAS; then Mðjþ hÞ ¼ Lðjþ hÞ þ f ðx;jþ hÞAKer Q0; where Q :¼ I  P and
P is the projection onto KerLðjÞ from Hypotheses 3.2 and 3.4. Thus, by
multiplying Eq. (4.5) by Qh ¼ gðPhÞ ¼: gðh0ÞAKer P ðhASÞ; we obtain
a˜ðh; hÞ ¼  a˜ðh; gðh0ÞÞ
¼ /ðL þ @2f ðx;jÞÞh; gðh0ÞSV 0
V
¼/Lðjþ hÞ þ f ðx;jþ hÞ; gðh0ÞSV 0
V
 /ðL þ @2f ðx;jÞÞh; gðh0ÞSV 0
V
¼/f1ðx;j; hÞ; gðh0ÞSV 0
V
¼/f1ðx;j; hÞ; gðh0ÞSH
H
¼
Z
O
f1ðx;j; hÞ  gðh0Þ:
Replacing h by cþ gðcÞ ðcAU0Þ; the claim follows from this equality and (a).
(c) follows from Eq. (4.5) and Proposition 3.9(b) and (c). &
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Corollary 4.4. Let jAS0-LNðOÞ; and assume Hypothesis 4.1. Assume, in addition,
that dimKerLðjÞ ¼ 1; and that F is of class C3 with respect to the second variable.
If, for some cAKerLðjÞ; Z
O
@22f ðx;jÞc3a0; ð4:6Þ
then E satisfies the Łojasiewicz–Simon inequality near j with Łojasiewicz exponent
y ¼ 1
3
and W ¼ V 0:
Proof. Let f1 be deﬁned as in Eq. (4.3). Since f is twice continuously differentiable
with respect to the second variable,
f1ðx; s; hÞ ¼ @22f ðx; sÞh2 þ r1ðx; s; hÞ; xAO; s; hAR;
where the rest term r1 satisﬁes limh-0 r1ðx; s; hÞh2 ¼ 0:
Deﬁne the function E˜ as in Proposition 3.9, and let P be the projection from
Lemma 4.2(b). Let c be as in the assumption. By Proposition 4.3(c), for every
lAR\f0g small enough,
d
dl
E˜ðlcÞ ¼
Z
O
P0½ f1ðx;j; lcþ gðlcÞÞc
¼
Z
O
½@22f ðx;jÞðlcþ gðlcÞÞ2 þ r1ðx;j; lcþ gðlcÞÞPc
¼ l2
Z
O
@22f ðx;jÞc3 þ 2l2
Z
O
@22f ðx;jÞc2
gðlcÞ
l
þ l2
Z
O
@22f ðx;jÞc
gðlcÞ2
l2
þ l2
Z
O
r1ðx;j; lcþ gðlcÞÞl2c:
By assumption (4.6), the ﬁrst term on the right-hand side of this equation is of the
form cl2 with ca0: The other three terms are of the order oðl2Þ: For the second and
the third term, this follows from Eq. (3.3), for the fourth term, this follows from the
dominated convergence theorem.
By Proposition 2.3(a), the function E˜ satisﬁes the Łojasiewicz inequality near 0
with Łojasiewicz exponent y ¼ 13: The claim follows from Proposition 3.9, Lemma 4.2
and Theorem 3.10. &
Remark 4.5. Typical examples in which the condition dimKerLðjÞp1 is satisﬁed
are provided by the following three cases:
(i) the form a is associated with an elliptic operator on a bounded interval OCR;
(ii) the form a is associated with an elliptic operators on a bounded thin domain
OCRd (see [9]),
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(iii) the form a is associated with an elliptic operator on a bounded domain OCRd
which satisﬁes the maximum principle, and the linearization LðjÞ is maximal
monotone.
Corollary 4.6. Let jAS0-LNðOÞ; and assume Hypothesis 4.1. Assume that
(1) there exists pX2 such that the part Lp of the operator L in the space Y :¼
LpðOÞ-L2ðOÞ is such that DðLpÞ+LNðOÞ;
(2) the spaces Y and DðLpÞ are invariant under the projection P defined in Lemma
4.2(b),
(3) Rg ðLp þ @2f ðx;jÞÞ ¼ Ker P-LpðOÞ and Ker ðL þ @2f ðx;jÞÞCLpðOÞ; and
(4) the function f ðx; Þ is analytic in a neighbourhood of jðxÞ; uniformly in xAO
Then E satisfies the Łojasiewicz–Simon inequality near j with X0 ¼ V 0:
Proof. Be Lemma 4.2(b), it sufﬁces to show that assumptions (1)–(4) of Corollary
3.11 are satisﬁed.
If we put X :¼ DðLpÞ; then assumption (1) of Corollary 3.11 is satisﬁed by
assumption (2).
Next, by assumption (4), there exists d40 such that the power series expansion of
f ðx; Þ near jðxÞ converges absolutely for every zAR with jz  jðxÞjpd: Let Bðj; dÞ
be the ball in LNðOÞ with centre j and radius d: It follows from a Lemma in [25],
that the function v/f ðx; vÞ is analytic from Bðj; dÞ into LNðOÞ: By assumption (1),
this function is therefore also analytic from a neighbourhood of j in X ¼ DðLpÞ into
LNðOÞ: It is not difﬁcult to see (by truncation arguments if O is unbounded) that the
restriction is also analytic with values in Y :¼ LpðOÞ-L2ðOÞ: Thus assumption (2) of
Corollary 3.11 is satisﬁed.
Assumptions (3) and (4) of Corollary 3.11 are satisﬁed by Hypothesis 4.1 and
assumption (3). Thus, the claim follows from Corollary 3.11. &
Example 4.7. Let OCRd be a bounded domain with smooth boundary, and consider
the following semilinear diffusion equation
ut  Du  lð1þ euÞm expð u1þeuÞ ¼ 0 in Rþ 
 O;
@
@n
u þ bðxÞu ¼ 0 in Rþ 
 @O:
8<
: ð4:7Þ
This equation arises in combustion theory. The parameter l; m; eAR and the
function bALNð@OÞ are assumed to be positive. For recent results on the asymptotic
behaviour of bounded solutions of Eq. (4.7) and for further references about the
theoretical background we refer to [32,33].
Let uACbðRþ; Cð %OÞÞ be a globally bounded and positive solution of Eq. (4.7). By
using the maximum principle, it has been shown in [32] that limt-N uðtÞ exists in the
space Cð %OÞ: We show that this result follows also from Corollary 4.6.
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Since the range fuðtÞ : tX1g of the solution u is relatively compact in Cð %OÞ by the
regularizing effect of the Robin–Laplace operator, the o-limit set oðuÞ is nonempty.
Let jAoðuÞ be ﬁxed.
Deﬁne the energy functional E : H1ðOÞ-R as in (4.1), where a :H1ðOÞ 

H1ðOÞ-R is the form associated with the Robin–Laplace operator DRO on L2ðOÞ;
and f ðx; uÞ :¼ f ðuÞ ¼ lð1þ euÞm expð u1þeuÞ: Note that the function f is neither
globally Lipschitz continuous nor analytic on R; but since the solution u is globally
bounded and positive, we may alter f outside a neighbourhood of the interval
½inf u; sup u such that it becomes globally Lipschitz continuous, and such that
assumption (4) of Corollary 4.6 is satisﬁed.
Hypothesis 4.1 is satisﬁed by Lemma 4.2(a), since H1ðOÞ injects compactly into
L2ðOÞ: Note that the Robin–Laplace operator extrapolates on every LpðOÞ for
1ppoN: Choosing pX2 large enough, we ﬁnd that the domain of the Robin–
Laplace operator injects into LNðOÞ [5]. Assumptions (1)–(3) of Corollary 4.6 are
satisﬁed.
By Corollary 4.6, the energy functional E satisﬁes the Łojasiewicz–Simon
inequality near j: It follows from [30] that limt-N uðtÞ exists in L2ðOÞ: By
compactness of the range in Cð %OÞ; the limit exists also uniformly.
Corollary 4.8. Let j ¼ 0; and assume Hypothesis 4.1. Assume, in addition, that the
function f is of the form
f ðx; sÞ ¼ hðx; sÞ þ rðx; sÞ; xAO; sAR;
where h; r :O
 R-R are such that
(1) there exist a strictly positive function bALNðOÞ; i.e. bðxÞXb040 almost
everywhere, and p41; such that
hðx; sÞ  s ¼ bðxÞjsjpþ1; xAO; sAR;
(2) lims-0 rðx; sÞjsjp ¼ 0 uniformly in xAO; and
(3) KerLð0ÞCLNðOÞ:
Then E satisfies the Łojasiewicz–Simon inequality near j ¼ 0 with Łojasiewicz
exponent y ¼ 1
pþ1:
Proof. Let E˜ be deﬁned as the Proposition 3.9. Note that
f1ðx; 0; hÞ ¼ f ðx; hÞ; xAO; hAR;
and Lð0Þ ¼ L; where L is the operator associated with the form a:
If KerLð0Þ ¼ f0g; then, by Lemma 4.2(b) and Corollary 3.12, the functional E
satisﬁes the Łojasiewicz–Simon inequality near 0 with Łojasiewicz exponent y ¼ 12:
The claim follows.
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If KerLð0Þaf0g; then we argue as follows. Let cAKerLð0Þ be such that
jjcjjV ¼ 1: By assumption (3) and interpolation, cALqðOÞ for every qA½2;N: By
Proposition 4.3(c), for every lAR\f0g small enough,
d
dl
E˜ðlcÞ
¼
Z
O
P0½ f1ðx; 0; lcþ gðlcÞÞ  c
¼
Z
O
f ðx; lcþ gðlcÞÞ  c
¼
Z
O
hðx; lcþ gðlcÞÞ  cþ rðx; lcþ gðlcÞÞ  c
¼ 1
l
Z
O
bðxÞjlcþ gðlcÞjpþ1 
Z
O
hðx; lcþ gðlcÞÞ  gðlcÞ
l
þ
Z
O
rðx; lcþ gðlcÞÞ  c
¼ jljp1l
Z
O
bðxÞjcjpþ1 þ jljp1l
Z
O
bðxÞ cþ gðlcÞ
l


pþ1
jcjpþ1
" #

Z
O
hðx; lcþ gðlcÞÞ  gðlcÞ
l
þ jljp
Z
O
rðx; lcþ gðlcÞÞjljp  c:
Since b is strictly positive by assumption (1), the ﬁrst term on the right-hand side
of this equality is of the form ccjljp1l with cc :¼
R
O bðxÞjcjpþ140: The other three
terms form a rest term rc which is of the order oðjljpÞ: For the second and the third
term, this follows from Eq. (3.3) and assumption (3). For the fourth term, this
follows from assumption (2).
Hence, by Proposition 2.3(a), the function E˜ðcÞ satisﬁes the Łojasiewicz
inequality near 0 with Łojasiewicz exponent y ¼ 1
pþ1 and some constants c40 and
s40: Since the constants c and s depend only on cc and sup0ojljol0 jljpjrcðlÞj by
the proof of Proposition 2.3(a), the constants c and s can be chosen uniformly in
cAKerLð0Þ; jjcjjV ¼ 1; by assumptions (2) and (3).
By Proposition 2.9, the function E˜ satisﬁes the Łojasiewicz inequality near 0 with
Łojasiewicz exponent y ¼ 1
pþ1: The claim thus follows from Proposition 3.9, Lemma
4.2(b) and Theorem 3.10. &
Example 4.9. Let OCRd be a bounded domain. Let bALNðOÞ be strictly positive,
i.e. bðxÞXb040 almost everywhere, cALNðOÞ; and pAð1; dþ2d2Þ if dX2; and p41 if
d ¼ 1: Consider the heat equation
ut  Du þ cðxÞu þ bðxÞjujp1u ¼ 0 in Rþ 
 O;
uðx; tÞ ¼ 0 in Rþ 
 @O;
(
ð4:8Þ
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and the damped wave equation
utt þ ut  Du þ cðxÞu þ bðxÞjujp1u ¼ 0 in Rþ 
 O;
uðx; tÞ ¼ 0 in Rþ 
 @O:
(
ð4:9Þ
The underlying energy functional E : H10 ðOÞ-R is given by
EðvÞ :¼
Z
O
jrvj2 þ
Z
O
cðxÞv2 þ
Z
O
bðxÞjvjpþ1; vAH10 ðOÞ:
We show that E satisﬁes the Łojasiewicz–Simon inequality near j ¼ 0: For this we
note ﬁrst that Hypothesis 4.1 is satisﬁed by Lemma 4.2(a), since H10 ðOÞ injects
compactly into L2ðOÞ: We note further that the linearization Lð0Þ of M near 0 is
given by DDO þ c; where DDO is the Dirichlet–Laplace operator on L2ðOÞ:
If KerLð0Þ ¼ f0g; then, by Lemma 4.2(b) and Corollary 4.6, the functional E
satisﬁes the Łojasiewicz–Simon inequality near 0 with Łojasiewicz exponent y ¼ 1
2
:
If KerLð0Þaf0g; then, by Corollary 4.8, the functional E satisﬁes the
Łojasiewicz–Simon inequality near 0 with Łojasiewicz exponent y ¼ 1
pþ1:
As a consequence, if uACbðRþ; L2ðOÞÞ is a bounded solution of the heat Eq. (4.8)
such that 0AoðuÞ; then limt-NuðtÞ ¼ 0:
Moreover, if y ¼ 1
pþ1; then, by [11, Theorem 1.1], there exists a constant MX0
such that
jjuðtÞjjL2ðOÞpMt
 1
p1; tX0:
If y ¼ 12; then, by [11, Theorem 1.1], there exist constants MX0; d40 such that
jjuðtÞjjL2ðOÞpMedt; tX0:
Similar results hold for solutions of the wave equation (4.9).
We remark that if p ¼ 1; then Eqs. (4.8) and (4.9) are linear, and exponential
convergence to equilibrium of bounded solutions is well known. In [2], the heat
equation (4.8) has been studied for the parameter pAð0; 1Þ: There, vanishing of
solutions after ﬁnite time has been established.
Remark 4.10. Throughout this section, we may have deﬁned the energy functional E
on the smaller space V :¼ DðLÞ; where DðLÞ is the domain in L2ðOÞ of the operator
L which is associated with the form a:
If we deﬁne E on the space DðLÞ; then the Carathe´odory growth and regularity
conditions on the function f become less restrictive due to the higher regularity of the
underlying space.
On the other hand, if we deﬁne E on the space DðLÞ; then the natural choice for
the space W from Hypothesis 3.4 is the space H ¼ L2ðOÞ: The main results from this
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section remain true for this pair of Banach spaces V and W : Since the space W ¼ H
is smaller than the space V 0; the resulting Łojasiewicz–Simon inequalities are weaker.
One may even deﬁne the functional E on the space V :¼ DðLnÞ for some nX2 and
then choose W to be DðLn1Þ: For the applications of the Łojasiewicz–Simon
inequality to the heat or to the wave equation, however, it seems to be necessary that
the space W is not smaller than H:
4.2. Systems of semilinear partial differential evolution equations
Let, as in Section 4.1 above, OCRd be open ðdX1Þ; H :¼ L2ðOÞn ðnX1Þ; and V be
a Hilbert space which is continuously and densely embedded into H: Let a : V 

V-R be a bilinear, symmetric, continuous and coercive form. Let FACð %O
 Rn;RÞ
be such that Fðx; ÞAC2ðRn;RÞ for every xA %O:
Consider the functional E : V-R deﬁned by
EðvÞ :¼ 1
2
aðv; vÞ þ
Z
O
Fðx; vÞ; vAV : ð4:10Þ
For the appropriate choice of a; this energy functional plays an important role in
the analysis of systems of semilinear partial differential equations such as the
reaction–diffusion system
ut  DDu þr2Fðx; uÞ ¼ 0 in Rþ 
 O;
or the system of hyperbolic equations
utt þ ut  DDu þr2Fðx; uÞ ¼ 0 in Rþ 
 O:
Here, D ¼ diagðdiÞ1pipnARn
n is a diagonal matrix with strictly positive entries di:
By r2 we denote the partial derivative with respect to the second variable.
In fact, the results from Section 4.1 remain true in the case of the energy functional
E deﬁned in (4.10) above. The necessary changes in the case of systems are
straightforward: for example, the dots which appear in several equations in Section
4.1 stand for the standard scalar product in Rn: Then it is easy to see that Lemma 4.2
and Proposition 4.3 remain true in the case n41: The same is true for the Corollaries
4.4 and 4.6. In Corollary 4.8, it makes sense to replace in assumption (1) the function
bALNðOÞ by some function bALNðO
 Sn1Þ if the homogeneity of the function h is
not uniform in the space. We will not go into details here.
4.3. The Kirchhoff–Carrier equation
Let the Hilbert spaces H and V ; and the form a be as in Section 4.1. Assume that
the form a is positive, i.e. aðv; vÞX0 for every vAV :
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Let MAC2ðRþ;RÞ; and denote by m its derivative. Assume that mðsÞ40 for every
sARþ: Let cALNðOÞ and consider the functional E : V-R deﬁned by
EðvÞ :¼ 1
2
Mðaðv; vÞÞ þ
Z
O
cðxÞv2; vAV : ð4:11Þ
For the appropriate choice of the form a; the functional E plays an important role
in the analysis of the Kirchhoff–Carrier equation
utt þ ut  mðjjrujj2ÞDu þ cðxÞu ¼ 0 in Rþ 
 O:
It is not difﬁcult to check that Lemma 4.2 remains true in the case of the functional
E deﬁned in (4.11).
Corollary 4.11. Let jAS0; and assume Hypothesis 4.1. Assume, in addition, that
dimKerLðjÞ ¼ 1; and that MAC3ðRÞ: If, for some cAKerLðjÞ;
3m0ðaðj;jÞÞaðc;cÞaðj;cÞ þ 2m00ðaðj;jÞÞaðc;cÞaðj;cÞ2a0; ð4:12Þ
then E satisfies the Łojasiewicz–Simon inequality near j with Łojasiewicz exponent
y ¼ 1
3
and W ¼ V 0:
Proof. If E is deﬁned as in Eq. (4.11), then, for every j; hAV ;
Mðjþ hÞ MðjÞ LðjÞh
¼ mðaðjþ h;jþ hÞÞLðjþ hÞ  mðaðj;jÞÞLj
 mðaðj;jÞÞLh  2m0ðaðj;jÞÞaðj; hÞLj
¼ m0ðaðj;jÞÞað2jþ h; hÞLðjþ hÞ þ 1
2
m00ðaðj;jÞÞað2jþ h; hÞ2Lðjþ hÞ
þ R1ðhÞ  2m0ðaðj;jÞÞaðj; hÞLðjþ hÞ þ 2m0ðaðj;jÞÞaðj; hÞLh
¼ m0ðaðj;jÞÞaðh; hÞLjþ m0ðaðj;jÞÞaðh; hÞLh
þ 2m00ðaðj;jÞÞaðj; hÞ2LjþR2ðhÞ þR1ðhÞ
þ 2m0ðaðj;jÞÞaðj; hÞLh
¼ m0ðaðj;jÞÞaðh; hÞLjþ 2m00ðaðj;jÞÞaðj; hÞ2Lj
þ 2m0ðaðj;jÞÞaðj; hÞLh þR3ðhÞ;
where the rest terms Ri : V-V
0 satisfy limh-0 RiðhÞjjhjj2V ¼ 0 for every 1pip3:
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Deﬁne the function E˜ as in Proposition 3.9, and let P be the projection from
Lemma 4.2(b). Let c be as in the assumption. By Proposition 3.9(b) and (c) and the
above calculation, for every lAR\f0g small enough,
d
dl
E˜ðlcÞ ¼
Z
O
m0ðaðj;jÞÞaðlc; lcÞLj  c
þ
Z
O
2m0ðaðj;jÞÞaðj; lcÞlLc  c
þ
Z
O
2m00ðaðj;jÞÞaðj; lcÞ2Lj  cþ/R3ðlcÞ;cSV 0
V
¼ 3l2m0ðaðj;jÞÞaðc;cÞaðj;cÞ
þ 2l2m00ðaðj;jÞÞaðj;cÞ2aðj;cÞ
þ /R3ðlcÞ;cSV 0
V :
By assumption (4.12), the ﬁrst two terms on the right-hand side of this equality are
together of the form cl2 with ca0: The third term is of the order oðl2Þ:
By Proposition 2.3(a), the function E˜ satisﬁes the Łojasiewicz inequality near 0
with Łojasiewicz exponent y ¼ 1
3
: The claim follows from Proposition 3.9, Lemma
4.2(b) and Theorem 3.10. &
Remark 4.12. It is obvious from the proofs of the Corollaries 4.4 and 4.11 that we
may also study the functional
EðvÞ :¼ Mðaðv; vÞÞ þ
Z
O
Fðx; vÞ; vAV ; ð4:13Þ
where F is as in Section 4.1. We may therefore also study the asymptotic behaviour
of the following abstract Kirchhoff–Carrier equation
utt þ ut þ mðaðu; uÞÞLu þ f ðx; uÞ ¼ 0 in Rþ 
 O:
The Corollaries 4.4 and 4.11 remain true in the sense that the functional E
deﬁned in (4.13) satisﬁes the Łojasiewicz–Simon inequality near some jAS0 with
Łojasiewicz exponent y ¼ 1
3
if the sum of the two terms in (4.6) and (4.12) is different
from 0.
4.4. Quasilinear partial differential evolution equations
Let OCRd be a bounded domain, H :¼ L2ðOÞ and V :¼ H10 ðOÞ: Let AACðO
 RdÞ
be such that Aðx; ÞAC2ðRdÞ for every xAO: Let aðx; sÞ :¼ r2Aðx; sÞ ðxAO; sARdÞ;
where r2 denotes the partial derivative with respect to the second variable. Assume
that a is a Carathe´odory function in the sense that it satisﬁes the necessary growth
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and measurability conditions. Assume further that the derivative of a with respect to
the second variable is positive deﬁnite uniformly in xAO and sARd :
Let cALNðOÞ; and deﬁne the functional E :V-R by
EðvÞ :¼
Z
O
Aðx;rvÞ þ
Z
O
cðxÞv2; vAV : ð4:14Þ
This functional is important in the analysis of the following quasilinear diffusion
equation:
ut  div aðx;ruÞ þ cðxÞu ¼ 0; ðt; xÞARþ 
 O;
uðt; xÞ ¼ 0; ðt; xÞARþ 
 @O:
(
It is not difﬁcult to check that Lemma 4.2 remains true in the case of the functional
deﬁned in (4.14).
Corollary 4.13. Let jAS0: Assume that dimKerLðjÞ ¼ 1; and that a is of class C2
with respect to the second variable. If, for some cAKerLðjÞ;Z
O
r22aðx;rjÞðrcÞ3a0; ð4:15Þ
then E satisfies the Łojasiewicz–Simon inequality near j with Łojasiewicz exponent
y ¼ 1
3
and W ¼ H1ðOÞ:
Proof. Note that Hypothesis 4.1 is satisﬁed by Lemma 4.2(a), since H10 ðOÞ embeds
compactly into L2ðOÞ:
Deﬁne the function E˜ as in Proposition 3.9, and let P be the projection from
Lemma 4.2(b). Let c be as in the assumption.
By Taylor’s theorem, for every xAO; s; hARd ;
aðx; s þ hÞ  aðx; sÞ  r2aðx; sÞ  h ¼ r22aðx; sÞ  h2 þ r2ðx; s; hÞ;
where the rest term r2 is such that limh-0 r2ðx; s; hÞjhj2 ¼ 0: By Proposition 3.9(b)
and (c) and this equality, for every lAR\f0g small enough,
d
dl
E˜ðlcÞ ¼
Z
O
P0½divðr22aðx;rjÞ  ðlrcÞ2Þ þ div r2ðx;rj; lrcÞc
¼  l2
Z
O
r22aðx;rjÞ  ðrcÞ3 
Z
O
r2ðx;rj; lrcÞ  rc:
By assumption (4.15), the ﬁrst term on the right-hand side of this equality is of the
form cl2 with ca0: The second term is of the form oðl2Þ by the dominated
convergence theorem.
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By Proposition 2.3(a), the function E˜ satisﬁes the Łojasiewicz inequality near 0
with Łojasiewicz exponent y ¼ 1
3
: The claim follows from Proposition 3.9, Lemma
4.2(b) and Theorem 3.10. &
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