The complete Painlevé classification of the binomial ordinary differential equations of the arbitrary order n ≥ 4 is built. Six classes of equations with Painlevé property are obtained. All of these equations are solved in terms of elementary functions and known Painlevé transcendents.
Introduction
Binomial type ordinary differential equations are the equations of the form
where n and m are natural numbers, m > 1 and R is a rational function in y and its derivatives, locally analytic in x. The Painlevé classification of the first-order equations (1) is well known [1] . The solution of the second-order problem has been completed by C. M. Cosgrove and G. Scoufis in [2, 3] . The third-order problem in case of m > 1 and R not being an exact mth power has been solved in [4] . In the present paper we solve the higher-order problem in the same assumption: m > 1 and R is not an exact mth power. Note that we do not consider a case m = 1 which corresponds the rational differential equations. In spite of their simpler analytical structure, such equations are much harder to investigate. Some partial results for them have been obtained in a number of works, particularly in [5] [6] [7] [8] [9] [10] [11] [12] .
Analytical structure of R
Assume that Equation (1) of order n ≥ 4 is free of movable critical singularities and that m > 1, while for any m 1 | m, R is not an exact m 1 th power of a function rational in y (n−1) . First, note that R should be polynomial in y (n−1) . Otherwise let R admit a pole of order p along a curve y (n−1) = h(y (n−2) , y (n−3) , . . . , y, x), where h is an analytic function in all variables in a neighborhood of a certain point (y , where is an arbitrary root of an equation m = 1. According to Cosgrove [3] , this equation admits movable critical singularities for at least one value of . So the case d = 2m is also impossible.
We proved that R should be a polynomial in y (n−1) of degree d < 2m. Now, consider the factorization of the rational function R and for that purpose represent it in the following form: 
where s is a positive integer; g j are natural numbers; P j are irreducible pairwise coprime polynomials in y, y , . . . , y (n−1) with coefficients locally analytic in x; p j = deg y (n−1) P j > 0; T is a rational function in y, y , . . . , y (n−2) locally analytic in x.
We obtain necessary conditions for the numbers g j and p j as well as for the polynomials p j structure. Consider a polynomial P k for an arbitrary k and assume that g k /m is not an integer.
Let
and consider an arbitrary point λ = (y
System (3) admits solution of the form
where γ = n−2 j=0
(λ). If γ = 0 then this solution admits critical singularities in a neighborhood of zero for sufficiently close to zero nonzero α, so the initial Equation (1) in this case admits critical singularities in a neighborhood of x 0 , i.e., admits movable critical singularities.
Since k and λ are arbitrary, we have the following condition:
for every k such that g k /m is not integer and for all a n−1 , a n−2 , . . . , a 0 , x such that P k (a n−1 , a n−2 , . . . , a 0 , x) = 0. Since P k is an irreducible polynomial in a n−1 , a n−2 , . . . , a 0 and its degree in all variables (determined as a maximum degree of its terms, while the degree of each term is a sum of its degrees in all variable) is not lower than the degree of the above condition's left side, the following condition implies:
for all a n−1 , a n−2 , . . . , a 0 , x, where θ (x) is a locally analytic function in x. The linear partial differential Equation (4) in P k has a general solution of the form
where H is an arbitrary analytic function in all variables and, here and
irreducible polynomial in a n−1 , a n−2 , . . . , a 0 , the function H should also be an irreducible polynomial in all variables. Now consider the numbers g j and p j . The first obvious condition is
Consider a number g k for arbitrary k, such that g k < m. In this case the polynomial P k satisfies the condition (4) .
Consider a function h(a n−2 , a n−3 , . . .
. . , y, x) + v and obtain an equation
Note, that with respect to (4) one can obtain the equality
and, with respect to above equality, obtain a reduced equation
This equation admits movable critical singularities whenever m − g k does not divide m. We proved the following. Note that Lemma 1 may also be obtained as a consequence of theorem 2 from [13] .
From the condition (6) and Lemma 1 we have the following unequlity:
for all k. Without loss of generality assume that g 1 ≥ g 2 ≥ · · · ≥ g s . From (6) and (7) one can see that m > g 2 ≥ · · · ≥ g s ≥ m/2 and s ≤ 3. Also, according to Lemma 1, one can determine the structure of all P j except of P 1 in case of g 1 = m. In the present section we consider a case g 1 = m. According to Lemma 1 and (6) for this case we have s = 2, g 2 = m(1 − 1/ν), where ν is an arbitrary natural divisor of m greater than 1, and p 1 = p 2 = 1. According to condition (7), Equation (1) may be rewritten in the following form
where L is a linear form in all variables with constant coefficients, R 1 and R 2 are rational functions in y, y , . . . , y (n−2) with analytic in x coefficients, while R 1 ≡ 0.
First show that R 1 and R 2 should be polynomials in y (n−2) . Let R 1 or R 2 have a pole along a curve
, where h is analytic in a neighborhood of the certain point λ = (y
, where functionsR i are analytic and nonzero in a neighborhood of a point (h(λ), λ), and q 1 , q 2 are integer numbers, provided that at least one of them is positive.
Consider
where γ 1 , γ 2 = 0. The system admits a solution of the form
One can see that this solution admits critical (algebraic or logarithmic) singularity in a sufficiently small neighborhood of x = −C for nonzero α sufficiently close to zero. So the initial Equation (8) in the considered case admits movable critical singularities. Now let max{q 1 , q 2 } > m. One can see that there exists such a rational number t ∈ (0, 1), that applying a transformation
where at least one of γ 1 , γ 2 is nonzero, while
t , where k is a nonzero complex number, C is an arbitrary complex constant. This solution admits critical algebraic singularity at X = −C, consequently the initial Equation (8) also admits movable critical singularities in the considered case.
We proved that R 1 and R 2 should be polynomial in
then one can see that there exists such a rational number t ∈ (0, 1), that applying a transformation
are arbitrary points in a complex plain, we obtain a reduced for α = 0 differential equation
where at least one of
−t , where k is a nonzero complex number, C is an arbitrary complex constant. This solution admits critical algebraic singularity at X = −C, consequently the initial Equation (8) also admits movable critical singularities in the considered case.
So the only possible case is max {g 1 /m, g 2 /m − 2} ≤ 2/ν − 1, which is possible only if ν = 2, g 1 = 0, g 2 ≤ 2m. In this case, apply a transformation
where r 1 , r 2 are rational functions in u. This equation has been considered in [4] and presence of movable critical singularities has been proved for it.
Consequently, we proved that Equation (8) always admits movable critical singularities, i.e., there are no Equations (1) with g 1 = m free of movable critical singularities.
The case g 1 = m in Equations (1-2)
Now consider a case g 1 = m. In this case the Equation (1) may be rewritten in the following form
where s ≤ 3, P j are polynomials in all variables with constant coefficients of degree
is a rational function in y and its derivatives with coefficients locally analytic in x.
First consider a case when R 1 essentially depends on y or its derivatives. Let τ be the minimal integer number not less than −1, such that R 1 is a polynomial in y (j) for all j ≥ τ + 1. If R 1 is not a polynomial even in y (n−2) let τ = n − 2. If R 1 is polynomial in y and all of its derivatives let τ = −1. Then Equation (12) may be rewritten in the following form
, f χ are not identically equal to zero rational functions in y and its derivatives with analytic in x coefficients.
For
There are three possibilities: (1) θ 0 ≥ 0; (2) θ 0 < 0 and τ ≥ 0; (3) τ = −1 and θ 0 < 0.
Subcase 1
One can see that 0 ≤τ < k − 2 and θτ +1 < 0. Again consider two cases: (1a) θτ > 0; and (1b) θτ = 0.
(1a). In this case apply to Equation (12) 
x 0 , y j 0 are some complex constants, t is a positive rational number, M is a natural number, such that tM is integer, and obtain a system
where 
According to the following Lemma 2, this equation admits movable critical singularities, consequently, Equation (12) in the considered case also admits them.
LEMMA 2. Consider the equation
where n is a natural number, r is a positive rational number, S is a certain set
j=0 χ j and suppose that |χ | > 1 for all χ . Also suppose that there exists a rational number t, such that for every χ ∈ S the equality ν(χ ) − n = t(|χ| − 1) holds.
Then Equation (15) either admits movable critical singularities or admits a family of solutions of the form y = q(x + C) t , where q is a nonzero complex number and C is an arbitrary complex constant (if t is not integer Equation (15) admits movable critical singularities anyway).
Proof of the Lemma 2: Look for a family of solutions of the form y = q(x + C) t for the Equation (15) . These solutions satisfy Equation (15) if and only if q satisfies an equation
where
. So we only have to consider a case, when Equation (16) admits no nonzero roots. Note that in, this case, the function y = q(x + C) t should satisfy the equations 0 = χ ∈S,|χ |=d c χ (
Apply to Equation (15) a transform x = −C + e X/α , y = α −r (x + C) t u, where r is a certain positive rational, and obtain an equation
where T and M are certain natural numbers, F is a function, analytic in all variables in a neighborhood of a point (0, 0, . . . , 0, 1, 0), while
From the theorem 1 and remark 2 from [14] one can see that for any natural K there exists a solution u = 1 +
of Equation (17) for positive real α, where B is a certain natural number, functions ϕ j are analytic in a certain complex domain U, φ is analytic in X for X ∈ U and φ(X , α) → 0 for α → 0 uniformly on U. Without loss of generality the domain U may be considered a neighborhood of zero, because Equation (17) is autonomous.
So for the initial Equation (15) we have a solution
whereφ j are polynomials with constant coefficients;φ is analytic in x for x ∈ V = {z: 0 < r 1 ≤ |z + C| ≤ r 2 }, where r 1 is a sufficiently small positive real, r 2 is a sufficiently great positive real;φ(x, α) → 0 for α → 0 uniformly on V . Because F(0 C n−1 , u, α) ≡ 0 one can see that for sufficiently great K not all of the polynomialsφ j could be constant. Consequently the given solution possesses the logarithmic critical singularity near x = −C for sufficiently small positive real α. The proof of Lemma 2 is now complete.
(1b). Apply a variable transform
wheref χ (u) are not identically equal to zero rational functions and S 0 is a certain set of points
Apply to Equation (18) 
where M is a natural number such that Mt is integer, and obtain the following system
Consider a reduced for α = 0 equation
is a solution of Equation (20), then system (19) admits a solution of the form
But, according to Lemma 2, the solution ω 0 of Equation (20) 
and M is a natural number such that tM is integer, and obtain a system
One can show that this system admits movable critical singular points just in the same way as it has been done for the system (19). Consequently, if Equation (18) is free of movable critical singularities, then for all χ the inequality q χ ≤ (r − 1)m + |χ| should hold. Apply a transform u = u 0 + α m v and obtain an equation
If for all χ we have q χ < (r − 1)m + |χ| < mk then Equation (22) possesses a solution of the form
where A is an arbitrary polynomial of degree not higher than k − 1. This solution, as one can see, admits movable critical (algebraic or logarithmic) singularities. Otherwise, if there exists χ such, that q χ = (r − 1)m + |χ|, consider the reduced for α = 0 equation
where S 1 = {χ ∈ S 0 : q χ = (r − 1)m + |χ |}.
If r > 1 then the only possible case for Equation (23) is
while r = k/(k − 1) < 2 (so k ≥ 3) and c is a nonzero complex coefficient. But according to theorem 1 of [13] the Equation (24) also admits movable critical singularities.
If r = 1 then the only possible case is s = 2, r 1 = r 2 = 1/2 and Equation (23) is
where c is a nonzero complex number. This equation for c = 1 admits a family of solutions v = C 2 (x + C 1 ) t , where C 1 , C 2 are arbitrary complex constants, and t = (k − 1)/(1 − c). So c should be at least rational number. One can also consider c to be negative (in the opposite case it is sufficient to consider another branch of right-hand side of Equation (13) and obtain Equation (25) with coefficient −c). The Equation (25) admits first integral of the form v (k−1) = Cv c , where C is an arbitrary complex constant. According to the theorem 3 of [13] , this equation admits movable critical singularities and so does the initial Equation (25).
Let r < 1. In this case r = 1 − 1/μ, while μ is an integer greater than 1. Equation (23) admits a family of solutions of the form v = C 1 (X + C 2 )
t , where C 1 , C 2 are arbitrary complex constants and t is a root of a so called determining equation
where, here and further, ζ (t, j) denotes an expression t(t − 1) · . . . · (t − j + 1). So if Equation (23) is free of movable critical singularities then all of the roots of Equation (26) should be integer. According to theorem 1 of [13] it is also necessary that the expression , 1) ) χ 1 should be polynomial in t. Thus the right-hand side of Equation (26) is a polynomial divided by t μ , while the left-hand side is divided by t and not divided by t 2 . Consequently Equation (26) possesses at least one nonzero root t = t 0 .
be polynomial in the derivatives of v and so the expression
Let v = (X + C) t 0 + αu. Obtain a reduced for α = 0 Euler linear differential equation
where a j are complex numbers. Equation (27) admits solutions of the form u = (X + C) ρ , where ρ is an arbitrary root of an equation
where ζ (ρ, j) denotes an expression ρ(ρ − 1) · . . . · (ρ − j + 1). If Equation (23) is free of movable critical singularities, then all the roots of Equation (28) should be integer. Moreover, Equation (28) should not admit multiple roots because in the opposite case, Equation (27) admits solutions with logarithmic singularity in X = −C.
One can see that Equation (28) always admits a root ρ = t 0 − 1. Denote other n − 1 roots ρ 1 , ρ 2 , . . . , ρ n−1 , while ρ 1 < ρ 2 < · · · < ρ n−1 .
First consider a case when χ n−2 = 0 for all χ ∈ S 1 . In this case a n−2 = 0. Then from Equation (28) one can see that the following conditions hold
We will need the following. 
Proof of Lemma 3:
Without loss of generality one can assume that a 1 < a 2 < · · · < a n . Let a j = j − 1 + δ j . Then δ 1 ≤ δ 2 ≤ . . . ≤ δ n and n j=1 δ j = l. Note that for all j ≤ n/2 the following inequality holds:
where n 1 is the number of nonzero δ j , while, of course, n 1 ≤ n j=1 |δ j |.
Consequently we have the following inequality
The proof of Lemma 3 is now complete.
Now from (29) and Lemma 3 we have the following inequality
which contradicts (30). Now let the the right-hand side of Equation (23) 
where a, b, c are arbitrary complex coefficients. Equation (31) is a particular case of Equation (11), so it admits movable critical singularities.
Equations (32) and (33) also admit movable critical singularities. One can prove it by considering their determining equations together with the corresponding Euler equations for each of the determining equation's roots.
Subcase 2
Consider the case θ 0 < 0, τ ≥ 0. In this case functions f χ are not all polynomials in y (τ ) , i.e., admit poles in it. Let the curve y
, . . . , y, x) be one of them (here h is an analytic function in all variables in a neighborhood of some point λ = (y
, . . . , y, x), wheref χ are functions, analytic and nonzero in a neighborhood of a pointλ = (y τ 0 , λ), where
. In this case apply to Equation (13) 
for a certain rational number t ∈ (0, 1) and natural M such that tM is integer, and obtain a reduced for α = 0 equation
According to Lemma 2, this equation admits movable critical singularities, consequently, Equation (13) in the considered case also admits them.
(2b). In this case for all χ we have ν 0 (χ ), q χ < km. Apply to Equation (13) 
. The system (34) admits a solution of the form
where A is an arbitrary polynomial of degree not higher than k − 1 with complex coefficients. One can see that this solution admits movable critical singularities for sufficiently close to zero nonzero α. That is why Equation (13) in the considered case admits movable critical singularities.
Subcase 3
In this case τ = −1 and f χ = f χ (x). Apply to Equation (13) a transform x = x 0 + α X , y = α t v and obtain an equation 
According to theorem 1 of [13] , if Equation (36) is free of movable critical singularities, then the equation's right-hand side should be polynomial in v, v , . . . , v (n−2) . Consequently there exists such χ ∈ S 0 that |χ | ≥ m. For this χ one can obtain 0
From Lemma 2, if Equation (36) is free of movable critical singularities it should admit solutions of the form v = q(X + C) t 0 where q is a nonzero complex number and C is an arbitrary complex constant. Let v = q(X + C) t 0 + αv. Obtain a reduced equation for α = 0 Euler linear differential equation
where a j are complex numbers. Equation (37) admits solutions of the form u = (X + C) ρ , where ρ is an arbitrary root of an equation
where ζ (ρ, j) denotes an expression ρ(ρ − 1) · . . . · (ρ − j + 1). If Equation (36) is free of movable critical singularities, then all the roots of Equation (38) should be integer. Moreover, Equation (38) should not admit multiple roots because in the opposite case Equation (37) admits solutions with logarithmic singularity at X = −C. One can see that Equation (38) always admits a root ρ
First consider a case when χ n−2 = 0 for all χ ∈ S 0 . In this case a n−2 = 0. Then from (38) one can see that the following conditions hold
But from condition (39) and Lemma 3 we have
what contradicts (40). Now let the the right-hand side of Equation (36) depend on v (k−2) , i.e., let there exist such a χ ∈ S 0 that χ n−2 = 0. Then, because the right-hand side of (36) should be polynomial in v, v , . . . , v (n−2) , the inequality χ n−2 ≥ m should hold. Then for this χ one can obtain the following condition 0
One can see that only the following case is possible for Equation (36):
where a, b, c are complex coefficients. The corresponding case for the initial Equation (12) is:
where A, B, C, D, E, F, G are locally analytic functions in x; h is an arbitrary polynomial or order not higher than 3 with constant coefficients, ψ is an arbitrary constant.
Equation (12) for
Now consider a case, when R 1 does not depend on y and its derivatives, i.e., R 1 = R 1 (x) and Equation (12) is of the following form
where f (x) = m R 1 (x) is a function, analytic in some domain, β j = g j /m. Apply a transform x = x 0 + α mM X , y = α −mMt v, where t = 1/(r − 1) − n + 1 > 0, f is analytic and nonzero in x 0 , M is a natural number such that tM is integer, and obtain a reduced equation for α = 0 equation
This equation should admit no movable critical singularities. It holds only if r = 1 + 1/μ, where μ is an integer number, not less than n − 1, or if r = 1.
Consequently, s j=1 p j β j = 1 + 1/μ or s j=1 p j β j = 1, while for all j such that β j < 1 we have β j = 1 − 1/μ j , where μ j ∈ N. One can see that there are only the following possibilities (up to the order of P j ):
Note that case (4) is a subcase of 3. The corresponding Equations (1) sorted by the order are as follows:
where h, h 1 , h 2 are arbitrary polynomials with constant coefficients of order not higher than n − 1, ψ, ψ 1 , ψ 2 are complex constants, S denotes a square form of all variables with constant coefficients, μ is a natural number.
Remark 1: While writing down the equations (44)- (48) we used the following representation For instance, all of Equations (1) of order n = 4 free of movable critical singularities belong to one of the following six classes: Furthermore we consider each of these six Equations (42), (44)-(48) and obtain necessary and sufficient conditions of freedom from movable critical singularities for them. (42), (44)-(48) 
Equations

Equations (44) and (45)
In both equations let u = −μ h(x) −μ−1 = q μ−n (x), where q μ−n is an arbitrary polynomial of degree not higher than μ − n. The condition can be rewritten in the form f (x) = (q μ−n (x)) −1/μ h(x) 1+1/μ .
The Equation (46)
The Equation (46) does not admit movable singularities, because one can see that y satisfies a linear differential system and is a linear form in y and its derivatives with coefficients, locally analytic in x.
obtain the following necessary conditions for freedom from movable critical singularities:
e(x) ≡ 0,g(x) =d (x) −ã (x),d(x) ≡ 2ã (x) − 2ã(x)h (x)/ (3h(x)) . (57)
If these conditions hold, Equation (56) admits the first integral of the form:
h(x)y − h (x)y + h (x)y + h (x)y + ψ
where C is an arbitrary complex constant. Apply the transformation y = K h(x) for all x. So the initial Equation (42) is free of movable critical singularities if and only if the above alternative of conditions holds.
Conclusion
We proved that all binomial type ordinary differential Equations (1) 
