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ABSTRACT
Holmes, Wesley J. M.S., Department of Computer Science, WRIGHT STATE UNIVERSITY, 2020.
Topological Analysis of Averaged Sentence Embeddings.
Sentence embeddings are frequently generated by using complex, pretrained models
that were trained on a very general corpus of data. This thesis explores a potential al-
ternative method for generating high-quality sentence embeddings for highly specialized
corpora in an efficient manner.
A framework for visualizing and analyzing sentence embeddings is developed to help
assess the quality of sentence embeddings for a highly specialized corpus of documents
related to the 2019 coronavirus epidemic.
A Topological Data Analysis (TDA) technique is explored as an alternative method for
grouping embeddings for document clustering and topic modeling tasks and is compared
to a simple clustering method for effectiveness.
The sentence embeddings generated are found to be effective for use in similarity based
tasks and group in useful ways when used with the TDA based techniques explored as
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Natural language processing, or NLP, is the field of using computational algorithms and
techniques to decipher and process text written by humans. Because of the complexity of
working with unstructured text, NLP tasks are typically decomposed into simpler subtasks
that are then composed into pipelines for end-user applications. Subtasks can be straightfor-
ward, such as stemming, stopword elimination, and word tokenization, or more challenging
such as part-of-speech recognition, phrase extraction, named entity recognition, and gen-
eration of character or word embeddings. End-user applications leverage these subtasks
together with language models to perform tasks such as document clustering and retrieval,
semantic search, named-entity recognition, keyphrase extraction, and document and/or cor-
pus summarization. Document clustering and retrieval are areas of particular interest due
to their uses for querying large corpora of data, as done by search engines. Topic modeling
is another useful area as it allows for analysis of the content of documents and discovery
of trends over time in a corpus. This thesis applies topological data analysis to a current
method of generating sentence embeddings. I propose that a topological-analysis-based
hierarchy of sentences based on averaged word embeddings will reflect the semantic rela-
tionship among sentences in a hierarchical fashion and facilitate identification of sentences
with similar meaning at varying levels of abstraction. This hierarchy allows for effective
clustering of documents, and for querying a large corpora of specialized data for specific
topics and trends. While most techniques for document clustering and topic analysis are
focused on large corpora or a variety of wide-ranging topics, the system in this paper is
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designed for smaller corpora of scientific research publications. In the case of this paper,
the system was built using the CORD-19 research dataset [39], although these techniques
can be expected to generalize to other similar corpora.
2
Related Work
Words are an inherently difficult set of data for computers to work with, words with similar
spellings can have very different meanings, such as boat and coat. These words differ only
in their first letter, but a boat is a buoyant vehicle, and a coat is an article of clothing.
Additionally, the same word can have vastly different meanings depending on the context.
For example, the word club can have one of several different meanings depending on its
context. In one sentence, club could be referring to a type of sandwich. In another, the
sentence could be talking about an extracurricular meeting group. In yet another context,
club could be referring to a piece of golf equipment
In addition to words that appear to be similar having entirely different meanings, there
are also words that look nothing alike that have very similar meanings. All of these poten-
tial difficulties for understanding the meaning of a word make it necessary to have a more
meaningful representation for more complex tasks.One approach is to embed each word
into a metric space of dimensionality, k, such that each work is represented by a numeri-
cal vector of length k. These representations, or word embeddings, can be generated in a
variety of ways, discussed later. These word embeddings are designed so that their simi-
larity in the vector space captures as much of the semantic meaning and similarity of the
words themselves. For example subtracting the representation for the word man from the
representation for the word king and adding the representation for woman should result in
a vector very close to, if not the same as the representation for the word queen. These word
embeddings have been found to be an effective representation for words and are widely
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used across NLP fields.
A language model is a probabilistic model of word occurrence given other words in a
sequence. These can be divided into two general types, forward models, and bidirectional
models. Forward models are often used for auto-completion tasks, and attempt to predict
words based on the preceding words in a sequence. Bidirectional models both preceding
words in a sequence and words following the word to predict. These models can be used for
a variety of tasks, but are often used to generate representations, where accurate predictions
indicate more accurate representations for the sequence or word being embedded.
An n-gram model is a language model that divides a body of text into smaller com-
ponents. These components, n-grams, consist of a sequence of n individual units from the
text. These can be words when using the technique for larger bodies of text such as sen-
tences or documents. They can also be individual characters when the models are applied
to individual words in a document. A skip-gram model is a model used for generating
word embeddings that attempts to learn an embedding for a word based on the words sur-
rounding it. These models are an effective method for generating word embeddings and
are discussed more in depth later.
One-hot-vector word representations are a very simple method for generating word
embeddings. In these embeddings, the vector is as many dimensions as there are in a
vocabulary. Each word in the vocabulary receives a vector where one of the entries has a
value of 1, and the rest have a value of 0. This approach can be extended to documents,
where a document has a value at each position corresponding to a word that occurs in a
document. Bag of words representations treat documents as a collection of words, with
no respect to ordering or proximity, similar to a bag. The contents of the document are
maintained, but ordering and proximity relationships are not maintained. These approaches
are a commonly used method for word embeddings, that are trained on the sentence level.
Due to the lack of ordering, some semantic meaning is lost when using this type of model
to generate word embeddings.
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There are a wide range of techniques used to generate embeddings for words, and to
a lesser extent, sentences. One of the most common methods for generating word embed-
dings is Word2Vec [27], which uses a continuous bag of words model that trains a model
to predict a word based on the surrounding context words. A continuous bag of words is
similar to a bag of words model, except that the words are continuously updated, as a result
only a small subset of the document is used at a given time. Similar approaches include
fastText [6], which also uses a continuous bag of words approach, but also includes sub-
word information when training a word. In addition to these relatively simple models there
are much more complex models trained on very large corpora such as GloVe [32], BERT
[10] and its derivatives like bioBERT [21]. These models are available pre-trained to gen-
erate word embeddings. Pre-taining is generally performed on a general corpus, such as
documents collected from wikipedia articles at a particular point in time.
For sentence embeddings there are two general techniques, either combinations of
word embeddings for sentences or more complex models that generate sentence embed-
dings directly, commonly based on models such as BERT [34]. For simple models, Weiting,
et al. note that simple averaging of word embeddings for all words in a sentence performs
surprisingly well for many tasks [40]. Further, Arora, et al. discovered that performing
weighted averaging provides an increase in performance as well [3]. The disadvantage
that these techniques have is that the ordering of words in a sentence has no impact on the
embedding generated. More complex neural models provide a solution to this problem,
but again at the disadvantage of being very large and complex, and with minimal ability to
retrain on a specific corpus.
In the realm of document clustering and classification, many techniques use term fre-
quency based approaches where a document has a vector representation based on the terms
in the document, as well as how often those terms appear in other documents in a corpus.
In the realm of topic modeling the most commonly used techniques are based on
Latent Dirichlet Allocation [5], with modifications based on the specific domain and goal.
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LDA assumes that topics can be viewed as distributions, and documents can consist of a
distribution of topics.
In the realm of keyphrase extraction there are a variety of techniques being used,
with some based on term frequency based approaches, as well as a few methods using
topological methods.
2.1 Word Embeddings
Word embeddings are a commonly used technique to convert text data into a format that
can be used in more complex NLP systems. Many of the most popular word embedding
models are based on neural networks, and work to optimize a vector representation for
words in a corpus. In general, neural networks consist of a series of nodes that perform a
weighted sum of inputs and apply a nonlinear function to the sum to obtain an output. The
weights are optimized over multiple inputs to minimize the difference between the output
of the neural network and the expected value. A variety of different techniques exist for
training word embedding models, with two major overarching types; models that focus on
local context information such as Word2Vec [27] and fastText [6], and models that focus on
more global information for words such as GloVe [32]. These techniques are widely used,
and pretrained models are available for general purpose use for all three of them. These
models are also simple enough that most users can train them for a specific corpus if it is
required. In addition to these simple models, there are also much more complex models
such as BERT and its derivatives, which use very complex architectures trained on much
larger data sets. These models are almost always used as pretrained models due to the large
amount of data needed to train them from scratch.
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2.1.1 GloVe Embeddings
Global Vectors for Word Representation (GloVe) is a newer method for generating word
embedding vectors, developed by Pennington et al [32]. While the most commonly used
methods for generating word embedding vectors are based on training supervised neural
networks to minimize loss in a local context, GloVe is an unsupervised method that focuses
on the global statistics of words in a corpus. The basis for GloVe is a word to word co-
occurrence matrix. This matrix is calculated by counting how many times a pair of words
occur in the same context, such as a sentence or smaller grouping of words. Each word
in the co-occurrence matrix is weighted by all other words in the corpus to obtain a vector
representation that captures the probabilities of other words occurring in the sentence. This
vector is then reduced in size to 100 dimensions and is used as the final embedding vector
for a word. In their work, Pennington et al found that GloVe vectors perform better than
other statistical word embedding models for word analogy tasks, with some improvement
over Word2Vec representations with the same dimensionality as well [32].
2.1.2 Word2Vec Embeddings
Word2Vec is a commonly used method for generating word embedding vectors. It is avail-
able in two different varieties, skip-gram [28] and continuous bag of words (CBOW) mod-
els [27]. Both types of models generate a word embedding based on the surrounding words
or context. A skip-gram model uses a word, and attempts to accurately predict the words
in a window surrounding it. As shown in Figure 2.1, the input to a skip-gram model is the
current vector representation for a word, and the outputs are the predicted embeddings for
the surrounding words [28]. These outputs are compared to the current embeddings and
the model attempts to predict them as accurately as possible.
A CBOW model uses an almost opposite approach, and attempts to predict a word
based on the context words surrounding it. The inputs to a CBOW model are the current
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Figure 2.1: A visual representation of a Skip-gram model. From [28].
vectors for the words surrounding the word being learned, with an even number before and
after, as shown in Figure 2.2. The model attempts to correctly predict the vector for the
output word by performing a weighted sum of the input vectors.
The embeddings generated by both models have been found to be effective for many
different tasks such as text classification, especially when combined with other techniques,
[22] and finding analogous words [32]. It has been found that models using a skip-gram
architecture perform better on tasks requiring semantic information, though other mod-
els such as fastText outperform even those models. An interesting property of Word2Vec
representations of words is that vector arithmetic can be applied to them to get accurate ap-
proximations of other words in a corpus [27]. For example, subtracting the embedding for
man from the embedding for king and adding the embedding for woman results in a vector
very close to the vector for the word queen. This property suggests that the embedding
8
Figure 2.2: A visual representation of a CBOW model. From [28].
vectors exist in a meaningful space that may be analyzed using topological data analysis
techniques. In addition to being easy to understand and potentially visualize, Weiting et
al, found that averaging word embeddings from Word2Vec can be an easy and effective
method for generating sentence embeddings [40]. This work was further improved on by
Arora et al. by performing weighted averaging of the words in a sentence, which was found
to improve their effectiveness for some tasks such as evaluating semantic similarity [3].
2.1.3 fastText Embeddings
FastText is a method for generating word embedding vectors developed by Facebook [6].
It is similar in practice to Word2Vec in that it is an unsupervised approach that uses a rela-
tively simple method to train a model. FastText supports using a continuous bag of words
model or a skip-gram model to obtain word embeddings. A continuous bag of words model
uses a sliding window over sentences and attempts to accurately predict a missing word in
the window based on the remaining words in the window. A skip-gram model also uses
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a sliding window over the sentences, but instead uses a word in the window to predict
the other words within the window. Skip-gram models require a larger training corpus to
generate effective embeddings, but generally capture the semantic meaning of words bet-
ter than continuous bag of words models. In addition to using the surrounding words to
generate an embedding for a word, fastText also uses subword information, meaning small
character sequences that are shorter than the length of the word. This inclusion of subword
information is the main difference between fastText and Word2Vec, and helps to improve
the model’s ability to capture semantic meaning in the embeddings. The subword informa-
tion also allows fastText models to approximate an embedding for words not in an initial
training vocabulary as long as at least one subword component was already included in a
training word. FastText models have been found to be effective when used for both se-
mantic analysis tasks, as well as text classification problems [17]. These models have been
found to perform as well as more complex deep learning models, and in some cases outper-
form them for certain tasks [17]. The ability to handle words not in a training vocabulary,
and to perform as well as more complex deep learning models while requiring smaller cor-
pora to obtain accurate embeddings make this method ideal for obtaining accurate word
embeddings for tasks that require user input. In addition these models work much better on
smaller datasets.
2.1.4 BERT Embeddings
Bidirectional Encoder Representations from Transformers models are deep learning models
for generating word embeddings based on bidirectional transformers [10]. These models
are primarily focused on learning local context to generate word embeddings. As opposed
to Word2Vec and fastText models, these models read an entire input sentence at a time,
instead of reading the sentence from left to right and viewing individual windows of the
sentence consecutively. The model attempts to accurately predict the next sentence in the
document based on the entire current input sentence. This allows the model to capture con-
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text information that may be outside of the smaller context window sizes used by fastText
and Word2Vec. In addition, the usage of the entire sentence at once allows for capturing of
context that may be relevant for a word at the beginning of the sentence from words near
the end of the sentence. This basis of looking right to left in addition to left to right as in
context window methods is the largest difference between the two model types.
Due to the complex nature of these models, most are available as pretrained models
due to the fact that they require much larger corpora to train than models such as Word2Vec
and fastText. These pretrained models are widely used with few instances of models being
trained de novo on individual corpora. The complex nature of these models also results
in higher hardware requirements for training than Word2Vec and fastText models. While
the original BERT model was trained on a corpus based on wikipedia data, further work
has been done to produce models for more specific tasks such as SciBERT and bioBERT.
SciBERT uses the same underlying architecture as the original BERT model, but is trained
on a corpus containing only scientific documents, and as such performs better on tasks
related to scientific domains [4]. In addition to SciBERt, an even more specialized version
was developed, trained only on biomedical documents. This version of BERT is known as
bioBERT, and outperforms both BERT and SciBERT in tasks using text from biomedical
and biological fields [21].
Due to the fact that these models look at entire sentences at a time some work has been
done to use pretrained models to directly produce sentence embeddings by making slight
modifications to the architecture of later layers and performing small amounts of additional
training. This additional training is often task and corpus specific and is commonly referred
to as tuning the model. These models are discussed more in depth in
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2.2 Sentence Embeddings
There are two primary strategies that are used to generate sentence embeddings, averaging
approaches based on combining individual word embeddings, and complex deep learning
architectures that attempt to generate sentence embeddings directly, with no intermediate
word embedding step. Naive averaging approaches have been shown to be effective at
textual similarity and classification tasks [3], and are usually much cheaper to compute
than the embeddings produced by deep learning approaches. Deep learning approaches,
while more costly, generally have better performance in most tasks, though the level of
improvement varies, with more improvement noticeable in tasks where word order is very
important.
2.2.1 Averaging Methods
As mentioned earlier, Weiting et al, found that averaging Word2Vec embeddings for a
sentence provided embeddings that were effective across a variety of tasks. These results
can be used as a baseline as the embeddings were based on a pretrained Word2Vec model
with no topic specificity, which may drastically change results [3]. These findings were
further improved by Arora et al, who found that performing weighted averaging of the word
embeddings helped to improve performance in semantic similarity and text classification
tasks [40]. Based on this information it is likely that more major changes, such as training
a word embedding model on a specialized corpus for different tasks would likely perform
even better than using a generic pretrained model. These approaches to generating sentence
embeddings are not without their issues as they lack the ability to capture semantic meaning
as well as other more complex deep learning approaches. In addition, the ordering of words
in a sentence does not affect the resulting embedding, which can present issues for tasks
where word ordering is more important, as shown in [1]. In order to alleviate some of the
issues with the lack of semantic meaning being retained, it may be possible to perform
12
averaging of word embedding vectors that retain more semantic meaning, such as fastText
or GloVe embeddings as opposed to those generated by Word2Vec. While these approaches
show promising results, most work in the area of generating sentence embeddings has been
focused on using more complex models such as deep learning models.
2.2.2 Sent2Vec
A similar method for generating sentence embeddings is Sent2Vec. This approach to gen-
erating sentence embeddings is an extension of the original Word2Vec model developed
by Mikolov, but instead of generating word embeddings, and then averaging them after
a word embedding model has been trained, the embeddings are averaged during training.
In addition to generating word embeddings, n-gram embeddings for each sentence are in-
cluded in the averaging step for generating the sentence embeddings. This model provides
improved performance in textual similarity tasks over simple averaging techniques [30].
Though this technique provides improved performance over Word2Vec models, it requires
a much longer time to train the model, even when trained on a GPU [30]. This technique
also allows for training models in a supervised manner, which results in further improved
performance, and acts as an intermediate model between the more simple averaging meth-
ods and the more complex deep learning architectures.
Sent2Vec has been modified in a similar way to BERT in that there has been work
to make pretrained models for more specialized tasks available. One of these efforts is
BioSentVec, which uses the Sent2Vec architecture, but trains on a specialized corpus of
biomedical data [9]. This model improves on the performance of Sent2Vec in tasks related
to biomedical documents [9].
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2.2.3 Deep Learning Methods
While there are a variety of deep learning approaches to generating sentence embeddings
available, a large portion are based on transformers, more specifically the Bidirectional En-
coder Representations from Transformers (BERT) model developed by Devlin et al [10].
This model, and more topic specialized derivatives such as bioBERT and sciBERT are fre-
quently used to generate sentence embeddings. These models are much more complex than
the models used to generate word embeddings for averaging approaches. These models use
bidirectional information, meaning sentences are read forward and backward, resulting in
more context information being captured. In addition, embeddings for individual words in
these models can be different based on the surrounding context words in a sentence. Due to
the much higher complexity of these models, they are often only used as pretrained models
that have been trained by other groups on very large corpora. This prevents them from be-
ing used as effectively in very specialized domains, as these corpora are rarely large enough
to train these models. In addition to the need for large corpora, even generating embeddings
on a pretrained model is extremely resource and time intensive.
While BERT models are primarily used to generate word embeddings, and these word
embeddings can be combined using the same methods that other word embeddings can
be combined with, some work has been done to modify these models to produce sentence
embeddings directly. The leading effort for this is sentence-BERT, which modifies the ar-
chitecture of the models to directly output sentence embeddings [34]. These modifications
are minor, and allow for the use of pre-trained BERT models to generate sentence embed-
dings, meaning bioBERT and sciBERT models can be used to generate sentence embed-
dings without any new training. These modifications work and do not require re-training
of the model as the training method for the initial model is to predict the next sentence in
a document, which is sufficient for generating sentence embeddings. As these embeddings
come from internal layers of more complex models, the resulting embeddings may be less
understandable to an end user, and may also not have the beneficial vector properties of
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those generated by Word2Vec and fastText models.
2.3 Document Embedding and Clustering
In addition to generating embeddings for words and sentences, there has been some work
to develop effective compressed representations for entire documents in a corpus, often for
the purpose of document clustering, which is the process of grouping documents that are
similar. The primary methodology for generating document embeddings are techniques
based on term frequency-inverse document frequency (TF-IDF) [33].
2.3.1 TF-IDF
TF-IDF is the most common method for generating compressed document representations.
TF-IDF begins by selecting a vocabulary of words to be included, which is usually much
smaller than the entire vocabulary in the corpus. After selecting a vocabulary, every word in
the vocabulary has its term frequency and document frequency calculated. Term frequency
is the count of occurrences of the word in a given document. Document frequency is the
number of documents in the corpus a word occurs in. TF-IDF is calculated for each word
in each document as term frequency times the log of 1 over the document frequency. After
calculating the TF-IDF for every word, a document can be represented as a vector of the
TF-IDF values for all words in the vocabulary. This method is a global method with respect
to the corpus of data, meaning that the embedding for a document depends on every other
document in a corpus, and adding a new document would require recalculating the TF-
IDF for every other document in the corpus already. In addition to the global nature of
the resulting embeddings, the vocabulary used for generating the embeddings often cannot
include all words in the corpus, as vectors are sparse to begin with, and inclusion of all
words would result in unreasonably sized vectors.
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TF-IDF representations for documents have been used as the representation for docu-
ments in a variety of document clustering techniques and are often used for most document
retrieval algorithms [31].
While TF-IDF on its own is an effective method for generating embeddings for doc-
uments, there are related techniques that add supplemental information to the resulting
vectors for documents in an effort to improve performance in various tasks.
2.3.2 Embedding Averages
Similarly to generating sentence embeddings by averaging word embeddings, some work
has been done to generate document embeddings by averaging word embeddings, as well
as averaging sentence embeddings. This approach is very rare, and still in preliminary
stages, as TF-IDF vectors frequently perform sufficiently well for most tasks, and are well
established as an effective method. The most commonly used technique based on averaging
is Doc2Vec [20]. Doc2Vec functions similarly to Word2Vec and Sent2Vec, except that it
attempts to generate embeddings for entire paragraphs, which can then be combined to
generate an embedding for an entire document.
2.3.3 Document Clustering
The objective of document clustering is to group documents that appear similar, either
usually by their content. Document clustering is often used for document retrieval, and
in search engines to return results that may be relevant based on a specific document.
These approaches generally use TF-IDF vectors as the underlying document representa-
tion, meaning they are based more on content than semantic similarity. A variety of clus-
tering methods have been researched, with the most effective methods being varieties of
hierarchical clustering techniques [18]. Hierarchical clustering groups very similar items
together, and then groups similar clusters together repeatedly. This allows for increasing
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specificity when used for document clustering. While most clustering methods are hierar-
chical in nature, some work has been done using spectral clustering of documents [12], and
with using more simple clustering methods such as K-means [38]. These methods are often
faster to compute, but require users to specify the number of clusters they want, which can
degrade the quality of the resulting clusters, and therefore performance in further tasks.
K-Means
K-Means clustering was one of the first widely used approaches for document clustering.
This clustering approach is a very simple approach, and has seen widespread use in many
various fields of machine learning. This clustering approach requires the user to set a single
parameter, K, which indicates the number of clusters that the algorithm should create and
assign instances to. In this approach, K centroids are chosen randomly in the dataset. After
selecting centroids, a distance between each row and each centroid is computed. Each row
is assigned to the cluster corresponding to the centroid it is closest to. After assigning all
rows to a cluster, the centroid for each cluster is computed based on the rows in the cluster.
After recomputing the centroids, the distances for each row are recomputed and rows are
updated if they are closer to a different centroid. This process is repeated until no rows
change clusters. This clustering approach has the advantage of being easy to understand,
and is relatively efficient to compute. Though this approach works well in many cases, it
also requires users to have an understanding of the underlying distribution of the dataset,
and makes assumptions as to the number of clusters within the dataset, which may not
be accurate. These downsides led to other clustering approaches being developed in an
attempt to resolve these issues.
Spectral
Spectral clustering is a clustering technique that focuses on clustering the eigenvectors of
the similarity matrix of a set of data points. A similarity matrix is a matrix of N by N where
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the value for each entry is the similarity score between two points in the dataset. These
matrices are generated by computing pairwise similarity scores for all points in the dataset.
This can be costly as the size of the dataset increases, and as a result this technique is less
efficient than K-Means clustering. After computing the similarity matrix for the dataset,
the eigenvectors for this matrix are computed. These eigenvectors are then used as input
to a clustering technique, such as K-Means. For the purposes of document clustering, this
is often done by using TF-IDF vector representations for documents, and calculating the
pairwise cosine similarity between all vectors.
Hierarchical
Hierarchical clustering techniques are another alternative clustering technique that have
been applied to document clustering problems. This family of techniques encompasses a
few closely related techniques, each with slight differences. These techniques all share a
common advantage over K-Means clustering in that users do not need to specify the number
of clusters that exist in the dataset. In general hierarchical techniques cluster group areas
of data that are close together, based on some distance metric. Points that are within a
threshold distance from each other are considered to be members of the same cluster, and
those that are above that distance are considered to be separate clusters. These clusters are
then compared, and those that are within some larger threshold are grouped together into
a larger cluster. This process is repeated until all data points are part of a single cluster.
This method results in a dendrogram of clusters, that contain fewer points and are closer
together as one moves to the leaves of the dendrogram. Users can then select a certain point
of the dendrogram and consider all branches that exist at that point to be the clusters that
exist in the dataset.
18
2.4 Topic Modeling
Topic modeling is another approach that is used to represent and sometimes group doc-
uments for retrieval by search engines and similar systems. These approaches focus on
general views of content, and allow documents to contain different topics, which may be
distinct, unlike in clustering where documents exist in only one distinct cluster. These
methods are more reliant on maintaining the underlying meaning of documents with re-
gards to topic areas, and as such use different techniques to obtain compressed representa-
tions for documents. The most commonly used techniques in this field are Latent Semantic
Analysis, or LSA, and Latent Dirichlet Allocation, often referred to simply as LDA (not to
be confused with Fisher’s Linear Discriminant Analysis). In addition to techniques based
on these approaches, some other approaches have been used, such as using topological
representations of documents such as in Adaptive Topological Tree Structures.
2.4.1 LSA
Latent semantic analysis is one of the oldest techniques used for topic modeling, and was
first used by Hofmann [15]. Latent Semantic Analysis (LSA) treats a document as a distri-
bution of topics. The algorithm for performing LSA is as follows. First a term frequency
matrix is constructed, where rows are words, and columns consist of documents and the
value for each row, column combination is the number of times the word occurs in that
document. After generating this term frequency matrix, a singular value decomposition
is applied, obtaining three new matrices, one of which is diagonal. A new matrix is then
constructed by using the two non-diagonal matrices. This results in an approximation of
the original matrix, but with some difference in values. These variations in values reduce
the differences in representations of documents from similar topics.
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2.4.2 LDA
Latent Dirichlet Allocation is a technique used primarily for topic modeling and was first
used by Blei et al [5]. LDA treats documents as weighted mixtures of topics, where each
topic is a probability distribution over a vocabulary of words. This differs from LSA which
does not view topics as probabilistic mixtures of words, but rather as discrete sets. This
means that every word in a document can be attributed to a topic, and that a paper can be
viewed as a combination of the topics to which the words in the document belong. LDA is
widely used in topic modeling, sometimes with additional supplemental data added. In par-
ticular, inclusion of author information has been added by Liu et al to help understand the
impact author connections have on topic distributions [23]. In addition, others have added
publication date information in an attempt to analyze topic trends and how the distribution
of topics changes over time [2]. While LDA is the most common method for represent-
ing documents for topic analysis, other techniques exist, most interestingly those that use
topological representations, such as Adaptive Topological Tree Structures.
2.4.3 Adaptive Topological Tree Structures
Adaptive Topological Tree Structures (ATTS) are an older method for topic modeling that
use a hierarchical system of self-organizing maps to perform topic modeling with the abil-
ity to visualize the system and the topic groupings [13]. Self-organizing maps (SOMs)
are a simple form of neural networks that are trained in an unsupervised manner to per-
form dimensionality reduction. Adaptive Topological Tree Structures use a hierarchical
tree approach to train a series of SOMs to group documents into topics based on TF-IDF
vector representations of documents. Nodes in the tree form children based on an entropy
measure based on the documents in each node. In the event a node has an entropy value
above a certain threshold, new nodes are created as children of that node and documents
are assigned individually to the new nodes such that the entropy value remains below the
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threshold. This forms a hierarchical structure that allows for more specificity as one moves
down the structure.
2.5 Keyphrase Extraction
The objective of keyphrase extraction is to obtain subsequences (or keyphrases) for doc-
uments that accurately represent the content of the document. Most methods for this are
trained in an unsupervised manner without a gold standard set of keyphrases that the ap-
proach attempts to match or include in its list of keyphrases for a document. Extracted
keyphrases allow easy querying of databases for documents that are relevant to a researcher.
Methods for keyphrase extraction are primarily graph based in nature with some approaches
that are supervised and use more complex machine learning techniques.
2.5.1 Graph Based Approaches
Graph based approaches are a popular technique in the field of keyphrase extraction. In
most graph based approaches, a graph is built for each individual document. These ap-
proaches have the advantage of being relatively easy to compute, and are also normally
unsupervised, meaning a large corpus of labeled training data is not necessary for these
methods to be effective at generating keyphrases. The vertices of these graphs are most
frequently candidate key phrases. The edges of these graphs are usually filled in based on
some metric of similarity between the key phrases. After building a graph a variety of tech-
niques are used to reduce the number of candidate key phrases. A few of the most common
graph based approaches are discussed below.
One popular graph based approach to keyphrase extraction is TopicRank [7]. Topi-
cRank creates a graph by clustering phrases into topics, and using the clustered topics as
the vertices of a graph, where the edges of the graph are weighted by the semantic relation
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between the two topic areas. These vertices are weighted using TextRank, a graph based
approach for weighting how important topics are to a document. After weighting using
TextRank, the candidate keyphrases are chosen by selecting the keyphrase closest to the
centroid for the highest scoring topic nodes in the graph.
In addition to TopicRank, another graph based approach considered is DoCollapse
[14]. This approach generates a graph based on potential keyphrases from a document and
uses topological data analysis techniques to reduce this set of keyphrases to a much smaller
number that can be evaluated for accuracy much quicker. This technique is discussed more
in depth in the Topological Data Analysis section of this paper.
Both TopicRank and DoCollapse have been shown to be effective methods for auto-
mated keyphrase extraction. Though these graph based approaches are effective methods
for keyphrase extraction, there has also been work done to use more complex supervised
techniques for automated keyphrase extraction as well.
2.5.2 Supervised Machine Learning Appraches
In addition to the graph based approaches to keyphrase extraction described above, some
work has been done using neural networks to obtain keyphrases for documents. These
approaches, unlike TopicRank and DoCollapse, are supervised approaches, and as such
require a corpus of data with gold standard keyphrases for documents that the model can
be trained to predict accurately. The most common of these approaches is an algorithm
known as Kea [41]. This algorithm uses the TF-IDF vectors and the position a phrase first
occurs in a document as input features to a Bayesian network which attempts to accurately
predict whether a phrase is a keyphrase or not. This technique has been found to be effective
at generating keyphrases on a number of different datasets.
Though the Kea algorithm is effective, further improvements to it have been made by
including more inputs and a more complex machine learning model for predictions. One of
these techniques, described by Nguyen and Kan includes additional positional information,
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as well as other information about words in the keyphrase [29]. This technique calculates a
section vector, which indicates where in the document the keyphrase occurs. In addition to
this feature, the authors also include part of speech tagging for words in the keyphrase as
well as if it includes acronyms. These additional features are added to the initial features
used in the Kea algorithm and used as input to a Bayesian network. These additional
features were found to increase performance over the original Kea technique.
2.5.3 Other Methods
In addition to methods using graph-based approaches and neural network based approaches,
another common technique for keyphrase extraction is to apply clustering techniques to
candidate phrases. These techniques, like graph based approaches, are unsupervised, mean-
ing they work well on datasets without gold standard keyphrases to use as training samples.
Two examples of these techniques are TopicalPageRank and KeyCluster. Both of these
techniques were found to be effective techniques for keyphrase extraction on a variety of
datasets.
TopicalPageRank is a technique that combines LDA and TextRank to generate keyphrases
[16]. Technical phrases are used as input to an LDA model, which results in a list of topics.
TextRank is run for each topic that may occur in a document to obtain keyphrases for each
topic. These are then weighted by the probability of a topic being a part of a document.
This technique has also been found to be effective on a variety of different datasets.
KeyCluster is a technique that clusters individual terms from a corpus and uses those
clusters to generate keyphrases for a document [24]. This technique removes common
stop words from documents, and computes a semantic similarity score for words based on
their co-occurrences. These similarity scores are used as input to a variety of clustering
techniques, including spectral clustering and hierarchical clustering techniques. After clus-
tering the terms for a document, exemplar terms are chosen from the clusters and used to
select noun phrases containing those terms as keyphrases for the document. This technique
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has also been shown to be an effective technique on a variety of different datasets.
2.6 Topological Data Analysis
2.6.1 TDA in NLP
Multivariate data can be viewed as points that have a dimensionality equal to the number of
features describing them. Due to the large space given this dimensionality, and the fact that
there is an underlying process that generates the points, it is highly likely that the space
is sparsely populated. As a result, the data points actually exist on a lower-dimensional
surface (or manifold). Identifying this manifold allows for exploiting interesting properties
of the space, and may allow for more interesting observations.
TDA has been applied to a variety of fields, from image recognition to biological
data. The field is still relatively young and as such has not been widely applied in the field
of natural language processing. However, there have been some recent attempts to apply
TDA to several problems in the NLP domain.. Using TDA on embeddings generated from
Word2Vec is a logical application due to the properties of Word2Vec embeddings.
Graph Based Approaches
A number of applications of TDA in the realm of NLP have used graph based approaches
in their algorithms. A few examples with a summary of the general technique are given
below.
DoCollapse DoCollapse is a technique for keyword extraction developed by Guan, Hui,
et al. that takes advantage of the topological structure of documents [28]. The basis of
DoCollapse is a semantic graph of candidate keyphrases, where the vertices of the graph
are candidate keyphrases, and the edges of the graph connect two vertices if there is suffi-
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cient overlap between the words in both keyphrases. A topological collapse is applied to
this graph to select the actual keyphrases for a given document. This topological collapse
combines two vertices if the content of one vertex is completely contained in another ver-
tex adjacent to it. This process simplifies the graph and reduces the number of edges, and
therefore the number of keyphrases.
Legal Judgment Prediction In addition to its use in keyphrase extraction, topological
data analysis techniques have also been applied to legal judgment prediction based on writ-
ten documents describing cases. Documents describing legal cases have an underlying
topological structure that is similar to that found in other technical documents such as re-
search papers. In a paper written by Zhong et al, topological data analysis techniques were
applied to predict legal judgments based on embeddings of sentences from documents [42].
These techniques were found to outperform conventional TF-IDF based techniques in terms
of prediction accuracy. This task can be viewed as similar to topic modeling as the topic of
a paper is dependent on the semantic content of the document itself in a similar manner to a
judgment being dependent on the semantic meaning of the sentences or facts representing
the case.
2.6.2 Mapper
Mapper is an algorithm for performing topological data analysis developed by Singh et al
[36]. The algorithm provides an approximation of the simplicial complex for a data set.
Mapper has been applied to a variety of datasets and provides a tool for visualizing high
dimensional datasets. The process of generating a mapper model for a given dataset is
relatively simple, and dependent on a small set of parameters; metric, lens, resolution and
gain. A mapper model is generated by first projecting the high-dimensionality data into a
lower-dimensional representation by using a lense function. The lense function is intended
to reduce the dimensionality of the data space while maintaining interesting properties of
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the observed data and their relationships. Common lenses include the first two coordinates
of tSNE [25] or UMAP [26] projections. Next, a cover of the lower-dimensional space
defined by the lense function is defined. This cover can be thought of as an overlapping
set of bins, the union of which covers the entire space defined by the lense function. The
number and size of the bins is determined by the resolution parameter. The binning process
is also affected by the gain parameter, which determines the amount of overlap between
bins in the cover. After binning the low-dimensional data, clustering is performed on the
high-dimensionality representation of the data points that fall into each bin. Each of these
clusters becomes a point in a mapper model. Points are connected with an edge if the data
in one cluster in a bin is also in another bin. An example of a mapper model generated on
a sample of points in the shape of a circle can be found below in Figure 2.3.
Figure 2.3: A visual example of the process used to create a mapper network from an input
point cloud.
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Mapper has been used for medical data, visual image recognition, and has been pro-
posed to be effective when applied to NLP tasks. Mapper maintains the underlying topolog-
ical properties of the initial dataset in many cases, and can also be used to detect clusterings
of data that may elude other analysis techniques. Mapper has been expanded into a hier-
archical variant called topological hierarchical decompositions (THD) that progressively
separate mapper models into smaller subsets.
2.6.3 Topological Hierarchical Decompositions
Topological Hierarchical Decompositions (THDs) were first described by Kramer et al.
and used to evaluate risk performance for loans in [8]. In this paper, the authors found
that THDs provide the ability to explain how certain features work together to result in
different groups of data in a dataset. In addition they emphasized the technique’s resilience
with regard to noisy data, and its usefulness for visualizing and analyzing large datasets.
These features make THDs promising for analyzing text corpora due to their large size and
potentially noisy nature.
As with the simpler mapper models, THDs have a relatively small number of parame-
ters necessary for building a successful model. These parameters include the same metric,
lens, resolution and gain parameters as in simple mapper models, but also include a res-
olution increase parameter. The process of generating a THD results in an approximation
of a multiscale-mapper as described in [11]. In this approximation, only the resolution pa-
rameter is changed, with constant increases as one moves down the construct. The general
process for generating a THD is as follows. A mapper model is generated on the entire
dataset using a set of starting parameters, commonly a resolution of 1, resulting in all data
falling into a single bin, and as such a single node in most cases. After generating an ini-
tial mapper model, all data that falls into a connected component that contains a sufficient
number of rows is used to generate a new mapper model, with the resolution of the lenses
increased by the amount specified by the resolution increase parameter. This process is
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repeated on each connected component in each mapper model that has sufficient rows as
defined by the user. This results in segmentation of the data into components that are very
closely related, and a hierarchical tree structure of models. The following figures show the
branching process that occurs in a THD and how the nodes in the displayed THD corre-
spond to individual Mapper models. Figure 2.4 shows the root node of the THD structure
on the left, and its corresponding mapper model on the right.
Figure 2.4: A visual representation of the root network of a THD. Node size is indicative
of the number of points in each node, indicating one large portion of data and several small
outlier nodes that are almost immediately shed.
This model contains one node, as a result of the resolution parameter creating only
one bin. The resolution is increased in a constant step until the model begins to separate,
as shown in Figure 2.5.
In this figure, the node directly before the branching step is highlighted and its corre-
sponding mapper model is shown. The model still contains one main connected component,
but there are very few edges connecting the main portions of it. Further increasing the res-
olution will cause these edges to be removed and as such form two connected components,
as shown in Figure 2.6.
In this figure the branch node is highlighted in the structure, and the mapper model
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Figure 2.5: The network corresponding to the node immediately before a branch in a THD
is shown. The node is highlighted on the left with a green box, and the network is displayed
on the right.
Figure 2.6: The branch node of a THD is shown on the left highlighted by a green box. Its
corresponding network is shown on the right. Two individual connected components are
visible, which correspond to new branches that will form.
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is shown, containing two main connected components, that correspond to the two nodes
that are children of the current node. As both of these models are above the user defined
threshold for continued segmentation, they will each form a new branch in the THD and be
segmented separately.
Figure 2.7 shows the left child of the branch node and its corresponding mapper model
which corresponds to the large connected component in the branch model. The model in
Figure 2.7: The left child of the branch node in Figure 2.6 is highlighted with a green box
on the left. Its corresponding network is shown to the right.
Figure 2.7 consists of one large connected component, with a small number of outlier
points that will not be further segmented. The main component shows the formation of an-
other flare which will likely form another branch relatively quickly with similar properties
to the right branch generated in the current step shown below.
Figure 2.8 shows the right child of the branch node, which corresponds to the small
connected component in the branch model.
In Figure 2.8, the model consists of many extremely small connected components
with very few points in each component. This is the result of a relatively large resolution
being applied to a small subset of data, which occurs frequently during THDs and indicates
that the points in this branch are closely related and difficult to separate until a very large
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Figure 2.8: The right child of the branch node in Figure 2.6 is highlighted with a green
box on the left. Its corresponding network is shown to the right.
resolution is reached.
The resolution for the branch containing the larger connected component is increased
until another branch occurs or the maximum resolution is reached. The branch correspond-
ing to the smaller component does not progress further due to the fact that all components
in the resulting model are below the threshold set to continue segmenting.
The resulting tree structure of a THD can easily be queried by data both included
in the features used when constructing a THD, or by additional features not used when
constructing the THD. These queries show which nodes of a THD specific data points occur
in. This allows detection of underlying trends in the data that may not be obvious when
initially considering features to use when processing a dataset. In addition to querying a
THD by outside features, one can also visualize where specific rows exist in a THD, as
well as use nearest neighbors based approaches to determine where additional data would
likely fall into a THD. These approaches use a K-nearest neighbors voting algorithm to
determine which nodes a data point would be in based on the full dimensional features. As
THDs only segment groups of sufficiently large data, outliers are often left unsegmented,
and as such THDs are not negatively affected by such outliers. Though these are often
left unsegmented, it is possible to view when and where these outliers are removed from
the model, allowing for analysis of why they are outliers, especially in applications where
31
outliers may be of particular interest, such as anomaly detection.
As mentioned before, the properties of THDs make them promising for a variety of
NLP related tasks. For example, THDs constructed on the sentences of documents may
group them effectively into groups of topics which may be used to perform topic modeling
and as input for keyphrase extraction methods. In addition, THDs can be used to generate
document-level embeddings that may be used as alternative representations for document
clustering techniques. As such, this paper explores the usability for THDs in both document




The dataset used for this thesis was synthesized from two different sources. The major-
ity of the dataset was sourced from the COVID-19 Open Research Dataset Challenge on
06/01/2020 [39]. This dataset was supplemented with a large number of closely related
abstracts obtained from the Microsoft Academic Graph by running a query for papers re-
lated to coronaviruses, angiotensin and a small sample of related words, as described in the
MAG section below.
3.1.1 CORD-19
The COVID-19 Open Research Dataset Challenge (CORD-19) is a corpus of approxi-
mately 140,000 research articles related to coronaviruses, with over 60,000 of the articles
containing full-text [39]. The articles in the corpu sare primarily related to SARS-Cov2,
though there are a significant number of papers relating to previous coronavirus outbreaks,
and a smaller number related to other types of coronaviruses, that are less related to SARS-
Cov2. For the purposes of this project, only articles containing a full-text paper were
used, and articles lacking full-text were discarded. This selection of documents resulted in
approximately 50,000 documents being kept. This number was decreased after further pro-
cessing removed documents. Though the number of papers is substantial, it was necessary
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to obtain more documents that were also related to coronaviruses to supplement this data
in order to ensure there was sufficient data to be used to train a word embedding model
effectively.
3.1.2 MAG
In order to supplement the data obtained from the CORD-19 challenge, abstracts related to
coronaviruses, angiotensin, and ACE-2 were obtained from the Microsoft Academic Graph.
The Microsoft Academic Graph (MAG) is a database of scholarly articles maintained by
Microsoft [37]. The database allows querying by keywords, topics, and other metadata.
A query on documents with keywords related to coronaviruses, angiotensin-ii, and a small
list of synonyms and related words was submitted to obtain a large number of abstracts
that could be used to supplement the CORD-19 documents. This query resulted in 156172
abstracts being returned. Though this number is much larger than the documents obtained
from the CORD-19 dataset, the length of documents is shorter, which is acceptable for the
purposes of this project, due to the fact that the content of the sentences remains similar.
These abstracts were then processed in combination with the CORD-19 documents to build
a complete dataset.
3.1.3 Merging Corpora
Initially, all documents from both corpora were checked for overlap between the two sets.
In the event that a document existed in both the full-text dataset and the abstract only
dataset, the abstract was removed from the abstract dataset. This helped to prevent duplica-
tion of sentences and slightly decreased the number of sentences that need to be processed.
After checking for duplicate documents, each document was verified to be written in En-
glish by using the Python langdetect library. After these processing steps, the merged
corpus consisted of 48409 full-text documents, and approximately 100,000 abstracts. This
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corpus was then further processed in preparation for use with a fastText word embedding
model.
In the event of overlapping papers between the two primary corpora, the full-text
version was kept and the additional abstract was discarded. The resulting corpus consisted
of 48409 full-text documents, and 57118 abstracts.
3.1.4 Preprocessing
After generating the initial dataset from the two subsets of data, and removing documents
not written in English, the documents were further preprocessed in multiple steps to ensure
that the data was properly formatted for use with the algorithms used. The first step af-
ter removing all non-English papers was to convert each of the remaining documents into
a list of sentences. This was achieved by using the pretrained Natural Language Toolkit
(NLTK) Punkt sentence tokenizer [19]. This tokenizer uses an unsupervised approach to
find sentence boundaries. The full body of each document is passed to this tokenizer, and
a list of sentences is obtained as a result. This list of sentences is then further processed
into tokens. Each sentence obtained from the sentence tokenizer is then tokenized using a
regular expression tokenizer. This converts each sentence into a list of individual tokens,
which are usually single words, but can include words combined with hyphens. This list of
tokens is further processed to remove stop words and the remaining tokens are stemmed.
For stop word removal, all tokens are converted to lowercase and compared to the list of
English language stop words as defined in NLTK. This process can remove all words in a
sentence, and when this occurs the corresponding sentence is removed from the dataset, as
it is impossible to generate an accurate embedding for it. After removing all stop words
and converting the tokens to lowercase, they are stemmed using the WordNet lemmatizer
found in NLTK. This lemmatizer converts all words from a common stem to the common
stem word, for example; good, better, and best would all be converted to the word good.
Lemmatization allows for a simpler vocabulary, which in turn improves word embedding
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performance. After all preprocessing is performed, the resulting dataset consists of over 7
million of tokenized sentences. These tokenized sentences are used to generate a vocabu-
lary of words and to train a fastText word embedding model.
3.1.5 Vocabulary Generation
After converting all documents to lists of tokenized sentences, the unique words in the
dataset are compiled into a vocabulary. This is done by iterating over all documents and
getting the unique words in each document, along with the number of times each word
occurs in the document. These word-count pairs are added to the vocabulary if they don’t
already exist, and in the event they do, the number of occurrences is added to the stored
value. In addition to the number of total occurrences of a word in the entire corpus, the
number of distinct documents that a word occurs in is also tracked in the vocabulary. These
values are later used to select a subset of the vocabulary that is used to generate a smaller
subset of the entire corpus, that was used to construct the final resulting THD models.
3.1.6 Metadata Dictionary Generation
In addition to generating a vocabulary of unique words and tokenized representations for
each sentence in a document, a secondary dataset of metadata for all documents in the
dataset was generated in parallel. This dataset consists of unique identifiers for all docu-
ments as well as a set of metadata associated with each document. This dataset allows for
efficient query of sentences based on the metadata, such as authors, title, and publication
venue and date, for the documents they are found in, allowing for effective visualization,
discussed later in Section 3.5.1.
After processing all documents fully, the resulting list of tokenized sentences was used
to train a fastText word embedding model from scratch. This process used for training the
model is described below in the following section.
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3.2 Word Embedding Generation
The sentence embeddings used in this work were generated by averaging word embeddings.
Generating sentence embeddings by aggregating word embeddings has been shown to be
an effective method for many tasks, as shown by Weiting et al. The technique used in that
paper is based on Word2Vec embeddings, and the primary deficiency noted by the authors
is in sentiment classification tasks. As a result of the above findings, a fastText model
was chosen to generate word embeddings. This type of model has similar advantages to
Word2Vec models in that it has a small enough number of free parameters to be trained on
a relatively small corpus of specialized data, matching the format of the corpus used in this
paper. In addition to being a relatively simple model, fastText also performs better in tasks
most tasks, especially those requiring subword information as opposed to Word2Vec based
approaches. This improved performance should allow for sentence embeddings generated
in a similar method to that used in the paper by Weiting et al. to perform similarly or
better on most tasks, with potentially improved performance in sentiment classification
tasks as well. While other approaches such as GloVe and BERT based word embedding
models chave demonstrated better performance on several downstream NLP tasks, these
approaches require using either a pretrained model or a much larger corpus. Due to the
specialized nature of the corpus in this paper it was determined that more general pretrained
models would likely perform worse, and that the size of the corpus is insufficient to train
either of these more complex models. Though SciBERT and bioBERT are both trained on
scientific data, these models are both trained on more general scientific and biological data,
and as such would still require further fine-tuning which would be difficult with the size of
the corpus used.
Two separate fastText word embedding models were built and trained on the full
dataset. Both fastText models used a CBOW architecture for the underlying model, and
were trained using similar parameters. The first model was trained to generate embeddings
with 100 dimensions, and was trained for 5 epochs with a window size of 5 words.
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The second fastText model was trained to generate word embeddings with 300 dimen-
sions, and was also trained for 5 epochs with a window size of 5 words. This secondary
model was trained as Adi et al. had found that using word embeddings with 300 dimensions
produced from Word2Vec outperformed those generated with 100 dimensions.
The parameters chosen for the fastText model were derived from the findings of Adi
et al. which explored the performance of different embedding dimensions on a variety
of sentence embedding models. The authors of this paper found that using a Word2Vec
model, using 300 dimensional embeddings provided a small improvement in performance
on all tasks as opposed to the default 100 dimensional embeddings [1]. Further increases of
dimensionality were found to decrease performance in some tasks, with no noticeable im-
provement in others. Due to the similarity in architecture between Word2Vec and fastText
models, 300 dimensional embeddings were used when training the model. In addition to
embedding dimensionality, there are three other important parameters for training fastText
models; the underlying architecture, window size, and the number of epochs to train the
model for. The fastText model used in this paper is based on a CBOW model. This type of
architecture was chosen as it is faster to train, and the performance improvements provided
by skipgram based models are relatively minor and not as necessary for the purposes of this
paper. The window size for the model trained in this paper was set to 5, as this is found to
provide adequate performance across all tasks. This means the model looks at 5 words at a
time when learning the embedding for a word, and due to the CBOW architecture chosen,
two preceding words and two following words are used to predict the word in the center of
the window, which is the embedding being learned. Finally the number of training epochs
was set to 5. This is the default as recommended by the creators of fastText. Due to the
relatively small size of the corpus this value was selected in an effort to avoid overfitting
the model which would degrade the quality of the resulting word embeddings.
After selecting parameters, the fastText model was trained on the entire corpus of
tokenized sentences, though it was set to only generate word embeddings for those words
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that occur more than 5 times in the corpus. This decision was made to ensure that there
were sufficient examples of all words receiving embeddings to ensure that the embeddings
were accurate. This also prevents words with slight misspellings that occur very rarely
from receiving a word embedding as this would likely result in a greater dissimilarity than
from using subword information on a fully trained model to obtain their embeddings. The
small relative size of the corpus and the simplicity of the embedding model chosen allowed
for the training process on the entire corpus to be completed in less than two hours on a
stock Ryzen 3900X CPU with 32 GB of RAM.
3.3 Sentence Embedding Generation
As described earlier, the sentence embeddings used in this paper are generated by averaging
word embeddings from a fastText model trained from scratch solely on the documents in
the corpus used in this paper. The decision to generate sentence embeddings based on the
average of word embeddings was motivated by three factors. First, Weiting et al found
that the embeddings produced in this manner, though relatively simple, are effective at a
variety of tasks [40]. Second, similarly to generating word embeddings, the small size
of the corpus used in this dataset prevents training more complex sentence embedding
models such as those based on BERT. Third, the relative simplicity of the embeddings
generated by averaging word embeddings allows for easier understanding of the separations
that occur when the embeddings are used in a THD. This will allow for easier analysis and
visualization by end users, whereas embeddings from more complex models are less suited
to this task. The following process was used to generate sentence embeddings from the
fully trained fastText model.
First, a list of word embeddings is generated for each tokenized sentence. This list
is generated by using each token as a query to the trained fastText model, which returns
the corresponding embedding. In the event a word is not in the vocabulary used to train
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the model, the subword information for the query is used to find a new embedding for
this word. This situation primarily occurs due to small misspelling errors, though very rare
words that occur less than 5 times in the corpus would also be embedded this manner. After
generating a list of word embeddings, the embedding vectors are summed, and the resulting
vector is divided by the length of the input list of tokens. This results in a single embedding
for each sentence with the same dimensionality as a single word. This identical dimen-
sionality is useful as it allows for easy comparisons of sentences by to input sequences by
converting input words to their corresponding embeddings and using similarity measures
to find results.
The procedure described above was used to generate two datasets of sentence embed-
dings, one with 100 dimensions, and a second with 300 dimensions. These two datasets
were compared to determine whether the dimensionality of the embedding space had a no-
ticeable effect on the quality of further results. The embeddings generated by this method
are then used as the input dataset for a THD to be constructed on.
3.4 THD Construction
As described above, THDs are an extension of the mapper algorithm that provides an ap-
proximation of multiscale-mapper in the case where the resolution is increased consistently.
A THD provides useful properties for understanding and visualizing the way that sentence
embeddings group together. In general the end nodes of a THD contain items that are very
close together in the feature space used to construct the THD.. This means that elements
falling within the same leaf node of a THD tend to be more closely related (in terms of
their features) than those found in other THD leaf nodes. With respect to sentence em-
beddings, end nodes of a THD contain sentences that have similar meaning in their full
300-dimensional embedding space, which can be viewed in some cases as similar topics.
Nodes that are not directly connected contain sentences that are much less similar and can
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be viewed as separate topics. As one moves up the tree structure towards the root, the
content of the nodes becomes less specific and can be viewed as more general topic areas.
These features make THDs a logical choice to use for topic modeling as one can easily
view the centroid of each group which can be viewed as the topic. In addition one can
query THDs by external data for sentences similar to an input, allowing for viewing of
topic trends with regard to authors, time or even journals.
In addition to providing the ability to perform topic modeling, THDs can also be used
to generate an embedding for entire documents by tracking which nodes the sentences
of a document occur in to obtain a new vector representation of the topics in the paper.
These vectors can be combined to create a single vector representation for a document that
can then be used with conventional document clustering techniques, or as an input to yet
another THD used to cluster documents. This is explored further in Section 3.5.1.
Other methods exist to find similar sentences based on the similarity of embeddings,
generally by finding the N highest scoring sentences. These techniques can be effective
at finding very similar sentences, but require knowledge of the relative size of the corpus,
as well as determining a good similarity cutoff. In addition these techniques are not as
effective for finding sentences with similar ideas but differing content. This requires a
larger number of sentences to be analyzed, with more focus on lower scoring sentences.
Again this technique is affected by the size of the corpus and as such requires the user to
know more about it. In comparison, the structure of a THD is affected much less by the
size of a corpus, allowing for less knowledgeable users to be effective. In addition, using
the nodes of a THD removes the requirement for setting the number of sentences to return
or a similarity threshold, as the nodes group sentences into moderately sized groups that
can easily be analyzed.
Due to time and space constraints it was necessary to reduce the total number of
sentences in the corpus prior to THD construction. . This downsampling was accomplished
by removing sentences that did not contain at least one word that occurred in more than 5
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documents but less than 10 times in any. Because the combined corpus contained both
full documents and abstracts, the length of documents varied substantially. This selection
method helped to ensure documents were not completely excluded nor oversampled, while
providing a sufficiently small dataset. In the end, the downsampling resulted in a dataset
of 788096 sentences. All abstracts were retained, with an average retained sentence count
of 1.7. The majority of full text documents were kept, with an average retained sentence
count of 12.4. While this preprocessing step successfully decreased the dataset size, it could
have potentially removed extremely specialized documents from the dataset, and potential
improvements for this step are discussed later.
Several different THDs were constructed from the individual sentence embedding
datasets. Only one THD was constructed from the 100 dimensional embeddings. The
300-dimensional embeddings were used to construct a variety of THDs to determine the
effects of various parameter choices on the resulting embeddings. Table 1 below shows the
parameters used for each of the THDs constructed.
A number of experiments were conducted with a variety of metric and lens choices
to explore the parameter space of the THD models and determine the best model param-
eters.These parameters were explored as they have the greatest impact on the resulting
structure of a THD. Lens options included two based on common dimensionality reduction
techniques, Neighborhood lenses, and UMAP lenses. The Neighborhood lenses provide
an approximation of two components obtained by running tSNE on a dataset. Similarly,
UMAP lenses provide an approximation of the first two components obtained by running
UMAP on a dataset. Neighborhood lenses were chosen due to the fact that these lenses
have been found to be effective when used to construct THDs on other types of data [].
UMAP lenses were also chosen due to their similar function to Neighborhood lenses, but
have been found to have improved performance when compared to Neighborhood lenses.
Two different metrics were explored, cosine similarity and correlation. The cosine
similarity metric computes a pairwise cosine similarity between all sentences in the dataset
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and was chosen as it has been found to perform well for other document similarity related
tasks in the past. Equation 3.1 shows the equation used to calculate cosine similarity
between two vectors.











The correlation metric is based on the Pearson correlation coefficient to calculate pair-
wise distances. This metric was chosen as it often performs well on a variety of tasks that
THDs have been applied to, whereas a cosine metric was chosen based on its performance
in other NLP tasks. The equation for computing this value for two input vectors is given in
Equation 3.2.
























n addition to metric and lens parameter exploration, the effects of the resolution cor-
rection parameter were also explored. This parameter regulates the resolution increase at
points where a branch occurs in a THD. It is expected that when using this parameter, a
THD will contain longer branches and as a result may have better segmentation into groups.
This parameter was explored as some THDs constructed using it have had structures with
better segmentation. Table 3.1 below shows a summary of the combinations of these pa-
rameters explored when constructing THDs.
43
Sentence Embedding Dimensions Metric Lenses Resolution Correction
100 Cosine Neighborhood No
300 Cosine Neighborhood No
300 Cosine Neighborhood Yes
300 Correlation Neighborhood No
300 Cosine UMAP No
Table 3.1: Table of THD parameter settings explored.
In addition to the parameters explored above, the following parameters remained con-
stant across all THDs constructed. These parameters include the starting resolution, set at
1. This is the most common starting resolution as it ensures that all data exists in a single
starting node for the THD, preventing any initial loss of data. The gain parameter, which
determines the percentage of overlap between filter bins was set to 1.5. This is a relatively
low gain value for a THD, and was chosen as a lower gain value helps to speed up seg-
mentation. Higher values for gain result in increased overlap, and thus more connectivity
between nodes in a model, requiring higher resolutions, and thus more time to separate.
The resolution increase parameter, which determines how much the resolution for each
lens increases at each step, was set to 10. This value is within the normal range of values
for this parameter, and was chosen to ensure that the resolution did not increase too quickly
and result in poor segmentation due to the low gain value, while remaining high enough to
ensure quick segmentation.
As the dataset used for these THDs consisted of a large amount of unlabeled docu-
ments with no ground truth, it was difficult to quantitatively validate the effectiveness of the
resulting THDs for clustering and similarity searches. As such, a tool was built to enable
qualitative analysis and visualization of the resulting THD structures and the underlying
groups in them.
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3.5 THD Visualization Tool
A visualization and analysis dashboard was built to help assess the resulting sentence em-
beddings and the separation achieved by individual THDs. The goal of this dashboard was
to provide the ability to find groups of similar sentences in a THD, and to allow for search-
ing for sentences similar to an input sequence. In addition to finding similar sentences, the
dashboard was also designed so that similar papers could be discovered based on where
their sentences occurred in a THD. These features would allow for easy analysis of the
quality of THDs for document and sentence similarity tasks. This dashboard consists of a
variety of modules that allow users to query the underlying THD model using a variety of
methods. In addition to enabling querying of THD structures, the dashboard also provides
visualization functionality for the global THD structure, as well as the ability to visualize
the data included in each individual node of a THD.
3.5.1 THD Queries
The first goal that the dashboard was designed to achieve was to provide the ability to
quickly and efficiently query a THD to find sentences that may be relevant to a user. This
was achieved by building an efficient method to query the THD based on a variety of
different techniques, described below. The methods for querying the THD can be divided
into two main groups, similarity-based searches, and metadata-based queries.
Similarity Search Queries
The first main group of querying techniques is the group of searches based on similarity.
These methods allow a user to input a series of query words and return the sentences in the
dataset that are most similar to the input sequence. This is done in three distinct methods.
Two of these methods can be viewed as providing boolean search functionality based on
the input sequence.
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First, users provide a series of at least one input word, and the dashboard will return
the sentences in the dataset that contain at least one of the provided input words. These
sentences will be highlighted in the THD and individual node visualization modules that are
described further below. In addition to highlighting these sentences in the THD structure,
the dashboard also displays the sentences with the highest percentage of words that were
in the input sequence, along with the percentage itself. This search method is similar to the
boolean OR function, in that a sentence only needs to contain at least one word from the
input sequence to be returned as a result.
The second search method that provides boolean search capability is one that allows
users to input a sequence of words, and returns sentences containing all of the words in the
input sequence. Similar to the first method described above, this search method highlights
the resulting sentences in both of the main THD visualization modules. This search method
also returns the sentences containing the highest percentage of words from the input query,
as well as their corresponding percentages. This search method can be viewed as analogous
to the boolean AND function, as all words from the input query must be in a sentence in
order for it to be returned by the search algorithm.
The third similarity-based search differs from the previous two in that it uses the actual
embeddings that the THD was constructed from to provide search results to the user. In
this search method, the user again provides a sequence of at least one input word, and
the algorithm will highlight the relevant sentences in the visualization modules. Relevant
sentences for this search technique are found by using a cosine similarity metric. First,
the embeddings for the words provided in the input query are obtained from the fastText
model used to generate sentence embeddings. These embeddings are obtained by either
direct lookup in the case that the word was already in the dataset the model was trained
on, or by approximation based on subword information if the word was not in the initial
vocabulary of words. After obtaining the embeddings for all words in the query, they are
averaged to obtain a single embedding, in an identical manner to the averaging to generate
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sentence embeddings. This resulting embedding, viewed as a pseudo-sentence embedding
is then used to find the most similar sentences based on their sentence embeddings. This
is done by computing pairwise cosine similarity between the pseudo-sentence embedding
and all other embeddings in the dataset. After calculating the similarity scores, the top
scoring sentences are highlighted as in other methods and returned to the user with their
corresponding similarity scores.
In addition to providing the highest scoring sentences and the ability to visualize where
they occur in a THD, the dashboard also provides the ability to view statistics about the
metadata for the resulting sentences, and the papers that they occur in. The documents that
contain the most sentences found by the query are analysed, and distributions of metadata
for those papers can be displayed to users to allow for further analysis. Users can see the
titles of the documents that contained the most sentences, as well as the distributions for
the authors of those documents and the journals they were published in. These are provided
in the form of automatically generated pie charts for a quick visual analysis by the user. In
addition to author and journal information, when available for the documents a histogram
of the publication year for the documents is also generated and provided for the user when
desired.
The sentence search methods described above allow for users to find sentences that
may be similar to an input sentence, and visualize the distribution of those sentences across
the THD and the documents in the dataset themselves. The metadata visualization module
also allows for users to quickly find documents that contain similar content and provides
potential new inputs that users can use for metadata-based searches also provided in the
dashboard.
Metadata Queries
The second main method for querying the THD provided by the dashboard is by document
metadata. This querying module allows users to find documents and sentences that match
47
the criteria of a series of metadata queries based on authors, journals and publication date.
Users can query the dataset for sentences from documents that were published by an
author from a series of provided authors. This search functions by searching through all
documents in the original dataset, and finds all papers that have at least one author from
an input list of authors. After finding all papers that meet these requirements, the sen-
tences that correspond to these papers are returned using the unique ID for each document
returned by the query. These sentences are highlighted in both of the main THD visualiza-
tion modules using a similar method to the similarity-based queries described before.
Users can also query the dataset for documents that were published in one of a series
of provided journal venues. This search functions similarly to the author based queries
in that the original dataset is iterated over, and the documents that were published in one
of the journals provided by the user are returned. The sentences for these documents are
highlighted in both THD visualization modules in an identical method used to highlight
those found by author queries.
In addition to querying by authors and journal publications, users can also query doc-
uments that were published within a year range. This search functions similarly to the pre-
vious two queries, except looking for documents that were published within the year range
provided by the user. The sentences from these documents are highlighted in both visual-
ization modules using the same methodology used for both author and journal queries.
The individual metadata-based queries described above can also be used in combina-
tion to provide further restriction for the documents and sentences returned and displayed.
Users can select any combination of two individual methods, or can select all three to per-
form a query. These combined queries are performed in a similar method to individual
queries, but instead check all requirements at once, providing for an efficient search based
on all requirements that takes approximately the same time as any individual query.
These metadata queries allow users to query THDs to find documents that may be sim-
ilar, based on the metadata from them. This functionality can be combined with similarity
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based searches as described above to enable users to quickly find documents that may be
relevant to an input query.
3.5.2 THD Visualization
In addition to providing the ability to query the dataset for sentences that are similar to an
input query or meet metadata criteria, a second goal for the dashboard was to provide a
method for visualizing and qualitatively analysing a sentence embedding-based THD. This
was obtained by creating two additional visualization modules that allow users to visualize
the overall structure of a THD, as well as the content of individual groups of the THD
individually.
THD Structure Visualization
The first THD visualization module is a display that allows users to see the overall structure
of a THD, and select individual nodes to further analyse. This is done by creating a tree-
based representation where each node of the tree represents a group in the THD. This
tree-based representation is labeled and displayed to the user so they can view how the
structure branches and assess quality. This tree can be highlighted by queries run by the user
described above. The tree will be highlighted such that a node that is highlighted contains
at least one sentence returned by the query. This allows users to view topic areas in the
THD, and find groups to analyse more in-depth. Additionally, users can select individual
nodes of this tree to restrict searches and visualize the internal content of a group using the
individual network visualization module described below. An example visualization of a
THD structure is found below in Figure 3.1.
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Figure 3.1: Example output of the THD structure visualization. Each node represents an
individual Mapper network. Moving down the tree results in more specific topic areas and
moving left to right increases the difference between topics.
Individual Network Visualization
The individual network visualization module allows users to visualize the content of indi-
vidual groups of a sentence embedding THD. This module uses UMAP to generate a 2-
dimensional representation for all sentence embeddings from a selected group in the THD
[26]. UMAP was chosen for dimensionality reduction due to its effectiveness for handling
large datasets, and quality of maintaining structure. These embeddings are plotted, with
the corresponding text for the sentence visible when the user hovers over a data point in
the plot. This allows users to assess the quality of individual groups of a THD to ensure
they contain similar sentences. In addition, these points will be highlighted by any queries
run by the user, allowing for visualization of the sentences returned and further analysis of
lower scoring sentences found by the query that were not initially displayed to the user. An
example of a plot of sentences from a THD group is found below in Figure 3.2.
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Figure 3.2: Example output of the THD network visualization. Each node represents a
unique sentence and can be hovered over to read the content of the sentence. Sentences are
embedded in 100 dimensions and then reduced to 2 dimensions by UMAP.
3.6 Document Embeddings
The THDs generated based on sentences can be used to generate document embeddings,
which can in turn be used for document retrieval and clustering techniques as an alternative
embedding. For the purposes of this paper, this method was evaluated by comparing the
clusters generated using embeddings derived from sentence THDs and TF-IDF vector rep-
resentations. In order to generate these embeddings, a vector representation for the groups
of the THD that sentences occur in is generated. This vector representation is a binary
vector, with as many entries as there are groups in a THD. The values of this vector are 1
if the sentence exists in a group, and 0 if not. A vector is generated for each sentence in
the initial dataset, which can then be combined to generate a representation for an entire
document. These vectors are combined by averaging all vectors for the sentences of a sin-
gle document. As the groups of the THD can be viewed as compressed representations for
the topics covered by documents in the corpus, the resulting vectors show how important
each topic is to a document. These embeddings can be used to generate document clusters,
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but can also be used to perform document similarity searches, by finding the most similar
vectors to an input vector.
3.6.1 Document Clustering
The document embeddings generated from the resulting THDs were used as input for K-
Means clustering of the documents in the combined corpus. K-Means models using a
Euclidean distance metric were chosen for simplicity. For comparison the TF-IDF vec-
tor representations for these documents were used as input to another K-Means clustering
model using identical parameters. The value of K was selected empirically by exploring
values ranging from 3 to 11 with 100-dimensional sentence embeddings. The value yield-
ing the best performance for these embeddings (K=6) was used for all other experiments.
Parameters remained the same to ensure that cluster quality was only impacted by the vec-
tors used as input to the clustering model. These two clustering results were compared to
determine the effectiveness of the new embeddings for document clustering approaches.
The cluster quality was evaluated using the Silhouette coefficient [35] to score how effec-
tively the clusters were separated and how closely together the items in each individual
cluster were grouped. This evaluation metric was chosen as it is an effective method of
evaluating cluster quality when ground truth labels are not available. Silhouette scores
range from -1 to 1 where a higher score indicates a better clustering performance, and a
score near zero indicates that clusters are overlapping.
Document Similarity Search
In addition to being used to generate document clusters, the document embeddings ob-
tained from THDs were also used as input for a simple document similarity search. These
document embeddings were compared to the same TF-IDF vector representations used for
the document clustering comparison. The document similarity search was based on cosine
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similarity, and returns the documents closest to an input document vector. The returned
documents for identical searches using both methods were compared qualitatively to de-




Figure 4.1 shows a two-dimensional UMAP projection of the 100-dimensional sentence
embeddings obtained by calculating the mean vector of the Fasttext embedding for each
word in the sentence as described in Section 3.3. This plot shows the dataset consists of
what appears to be one main cluster of sentences, with a smaller, tightly grouped cluster
of sentences. In addition to these two main clusters, there are a relatively large number
of additional sentences that appear to be outliers, with some very small clusters as well.
These sentences appear to be related to sentences referencing other documents or licenses
for documents and software. These sentences being outliers indicates that the resulting
sentence embeddings do capture meaning of the majority of the sentences, and that these
sentences are vastly different from the majority of the sentences in the dataset, which is to
be expected.
A UMAP projection of the 300-dimensional sentence embeddings is shown in Figure
4.2. This plot consists of a single main cluster with some flairs near its edges. In addition,
there are a moderate number of outlier points with a few smaller, dense clusters. This
indicates that the increased dimensionality of the embeddings did not adversely affect the
ability of the embeddings to capture the general trends of the sentences in the dataset.
Similar to the plot of the 100-dimensional embeddings most outliers are again sentences
containing references to other authors and licensing terms.
The main cluster of sentences visible in Figure 4.2 consists of a large number of
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Figure 4.1: Plot of all 788096 sentences embedded in 100 dimensions reduced to 2 by
UMAP.
Figure 4.2: Plot of all 788096 sentences embedded in 300 dimensions reduced to 2 by
UMAP.
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sentences covering varied topics similar to the main cluster in Figure 4.1. This main
cluster consists of more dense sub-clusters than were found in Figure 4.1, indicating the
additional dimensions allowed for these sentences to group into more identifiable clusters.
Figure 4.3. Shows an example of one of these smaller subclusters from the main group.
Figure 4.3: Close-up of the upper right region of the main cluster from Figure 4.2, showing
tighter grouping into subclusters.
Figure 4.4 shows a cluster of sentences regarding treatment of tuberculosis using
isoniazid. Two sentences from this group contain very similar content, indicating that close
groupings in the UMAP projection indicate sentences that contain similar content.
This is further reinforced by analyzing a few outlier clusters, shown in Figure 4.5.
The upper cluster contains sentences regarding licensing for papers published by Wiley.
The highlighted cluster on the right contains sentences discussing usage of papers found
on medRxiv.
Figure 4.6 shows an example of two sentences with vastly different content are found
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Figure 4.4: Sentences regarding treatment of tuberculosis with isoniazid are found grouped
close together. These sentences are found highlighted red, with other sentences colored
black.
Figure 4.5: Sentences discussing solely licensing and publishing terms are found as outlier
clusters in the top and right sides.
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separated by a large amount in the UMAP projection. In this figure, the upper sentence
discusses antibiotic resistant strains of Tuberculosis, and is located somewhat close to sen-
tences describing treatment of tuberculosis. The lower sentence describes the content of
a paper analyzing codon usage patterns of tuberculosis. Though these two sentences both
mention tuberculosis, the actual content of the sentences is vastly different, reinforcing the
separation shown in the plot.
Figure 4.6: Two sentences containing different content are found separated in the UMAP
projection. Upper Sentence: For example, the structure of the phylogenetic tree in relation
to drug resistance, constructed for M. tuberculosis strains isolated in Russia, suggested
that resistance to fluoroquinolones and pyrazinamide was acquired during infection rather
than pre-existing in the infecting strain; this in turn suggested that strains resistant to these
antibiotics might be less transmissible than susceptible strains. Lower Sentence: In this
paper, the codon usage patterns of 12 Mycobacterium tuberculosis genomes, such as the
ENC-plot, the A 3 /(A 3 + T 3 ) versus G 3 /(G 3 + C 3 ) plot, the relationship GC 12
versus GC 3 , the RSCU of overall/separated genomes, the relationship between CBI and
the equalization of ENC, and the relationship between protein length and GC content (GC
3S and GC 12 ), and their phylogenetic relationship are all analyzed.
In order to assess the quality of the sentence embeddings generated in comparison to
current techniques, the distance between the embeddings for two very similar sentences are
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compared to the distances between the embeddings for the same sentences generated by a










’It has been known that the SARS coronavirus utilizes the
angiotensin-converting enzyme 2 (ACE2) receptor to enter
the cell [12] .’
0 0
’It is now known that SARS-CoV-2 utilizes the same recep-
tor of SARS-CoV, which is angiotensin converting enzyme
II (ACE2) for viral entry into the host cells [5, 40] .’
1 3
’Akin to its relative SARS-CoV, SARS-CoV-2 uses An-
giotensin converting enzyme)-2 (ACE2) as a viral receptor
to enter host cells, [15] [16] [17] and ACE2 is an important
regulator of intestinal inflammation.’
2 2
’Similar to the SARS-CoV virus implicated in the 2003
SARS outbreak, SARS-CoV-2 facilitates cell entry by at-
taching to angiotensin converting enzyme 2 (ACE2) located
on the cell surface [1] .’,
3 1
’15 Other researchers had earlier found that nCoV-2019 uti-
lizes a particular receptor (angiotensin converting enzyme II
receptor; ACE2) to gain entry into the cells.’
4 4
Table 4.1: Sentences within a sample dataset and their nearest neighbor index to the first
input sentence in the top row of the table.
As shown in the table, the embeddings generated by the technique described above ap-
pear to be ordered in a more logical manner than the embeddings generated by a pretrained
BERT model. This indicates the embeddings are effective for this very specialized corpus.
In addition, all sentences in the sample dataset were found in the same node of constructed
THDs, indicating that the THD is grouping similar sentences together in a meaningful way,
whereas these likely would not be grouped together otherwise.
The resulting THD structure for the THD constructed from the 100-dimensional sen-
tence embeddings can be found below in Figure 4.7. This figure, obtained from the vi-
sualization dashboard described above shows an abstract representation of the branches of
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the resulting THD structure. As shown in the figure, the resulting structure contains one
main trunk branch, with a series of shorter and smaller branches that may indicate more
specialized topics.
Figure 4.7: Structure of THD constructed using 100-dimensional sentence embedding in-
puts and cosine metric.
Figure 4.8 below shows the branches of this THD with sentences containing the word
coronavirus. Nodes that contain at least one of these sentences are colored green, and nodes
without any returned sentences are colored orange.
As expected, these sentences are spread over a large portion of the THD, similarly to
their distribution over all sentences in the dataset. Figure 4.9 shows a UMAP represen-
tation of all sentences in the dataset, with all sentences containing the word coronavirus
highlighted in orange.
This figure shows that the dataset is mainly contained in one large group, with minimal
initial separation into smaller clusters. This supports the initial findings of the THD search.
The THD structure for the THD constructed from the dataset consisting of 300-dimensional
sentence embeddings using a cosine metric without resolution correction can be found be-
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Figure 4.8: THD constructed from 100-dimensional sentence embeddings using a cosine
metric with nodes with sentences containing “coronavirus” in green
Figure 4.9: All 100-dimensional sentence embeddings plotted with UMAP with sentences
containing “coronavirus” in orange.
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low in Figure 4.10. As with Figure 4.7, this figure was obtained from the dashboard built
for this project. This figure shows that the THD constructed from 300-dimensional em-
beddings has a similar branching structure to the THD constructed from 100-dimensional
embeddings. This THD differs in that some of the initial branching steps include more
branches at a level than in the prior THD. These indicate more data was captured that
allowed for easier separation with the increased dimensions.
Figure 4.10: THD constructed from 300-dimensional sentence embeddings and using a
cosine metric.
Figures 4.11 through 4.15 show the existence of a drug treatment branch in the THD
constructed using a cosine metric with UMAP lenses. This branch is highlighted initially
in Figure 4.11, with further analysis based on various drugs shown in the following figures.
Figure 4.12 shows the nodes that contain sentences with the word Bupropion in them.
These sentences fall into a single leaf node below the node identified as belonging to the
drug treatment branch. The sentences in this node discuss the usage of Bupropion as a
treatment for tuberculosis, reinforcing that the branch is a general branch discussing various
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Figure 4.11: THD constructed from 300-dimensional sentence embeddings with a green
box indicating the node that corresponds to the immediate parent of a discovered drug
treatment branch.
Figure 4.12: THD constructed from 300-dimensional sentence embeddings with nodes
containing sentences with the word Bupropion in them highlighted green.
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drugs and their usage in treating diseases.
Figure 4.13 shows the nodes that contain sentences with the word Remdesivir in them.
These sentences fall into a series of leaf nodes, with a majority in leaf nodes at a level lower
than the branch shown in Figure 4.12. This indicates that Remdesivir is discussed in two
distinct areas for treatment. Further analysis shows that the sentences in the lowest level
nodes discuss the usage of Remdesivir for treatment of coronaviruses, while the sentences
in the higher level leaf nodes do not. This indicates that the lower level branch likely
contains sentences regarding potential drug treatments for coronaviruses, a more specific
subset of drug treatments.
Figure 4.13: THD constructed from 300-dimensional sentence embeddings with nodes
containing sentences with the word Remdesivir in them highlighted green.
Figure 4.14 shows the nodes that contain sentences with the word Hydroxychloro-
quine in them. Similarly to the sentences containing Remdesivir, these sentences again
fall into a relatively large number of leaf nodes, at two distinct levels of the THD. Again,
the sentences in the leaf nodes at the lowest level contain sentences discussing the usage
of Remdesivir as a potential treatment for coronaviruses. This further reinforces the un-
derstanding that the parent of these leaf nodes is a grouping of sentences related to drug
64
treatments for coronaviruses.
Figure 4.14: THD constructed from 300-dimensional sentence embeddings with nodes
containing sentences with the word Hydroxychloroquine in them highlighted green.
Lastly, Figure 4.15 show the nodes that contain sentences with the word Azithromycin
in them. These sentences fall into a similar group of nodes as the sentences containing
Remdesivir and Hydroxychloroquine. The sentences in the lowest level leaf nodes again
discuss the usage of Azithromycin as a treatment for coronaviruses, with the sentences in
the remaining leaf nodes discussing its usage for the treatment of other diseases.
Figures 4.11 through 4.15 clearly show the existence of a branch in the THD that cap-
tures the topic of drug treatments for diseases, with a lower level branch specifically cov-
ering the topic of potential drug treatments for coronaviruses. These groups were quickly
uncovered and validated through a small number of queries, enabling close analysis of a
small subset of sentences with quickly, and without any initial knowledge of the relative
quantity of these sentences in the corpus. These groups show the ability for THDs to group
similar sentences together at varying levels of abstraction.
The sentences found in leaf nodes of this THD were compared to the nearest sentences
returned when using a clustering approach to determine the effect the THD had on grouping
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Figure 4.15: THD constructed from 300-dimensional sentence embeddings with nodes
containing sentences with the word Azithromycin in them highlighted green.
sentences together. A simple K-nearest neighbors approach with a cosine similarity metric
was used as a comparison. In order to use a nearest neighbors approach, a starting sentence
is needed. This sentence was chosen by selecting a random sentence from the list of sen-
tences containing both hydroxychloroquine and coronavirus. The sentence used for these
queries is: ’Antimalarial prophylactic drugs, such as hydroxychloroquine, are believed to
act on the entry and post-entry stages of SARS-CoV (severe acute respiratory syndrome-
associated coronavirus) and SARS-CoV-2 (severe acute respiratory syndrome coronavirus
2) infection, likely via effects on endosomal pH and the resulting under-glycosylation of
angiotensin converting enzyme 2 receptors that are required for viral entry.’ This sentence
contains references to both the actual virus, as well as an example drug and how it may
interact with the virus itself, allowing for a variety of sentences to be found to be similar.
The five closest sentences returned by the nearest neighbors based approach are found
below in Table 4.2. In general, these sentences focus on how the coronavirus uses the
ACE-2 receptor to enter into host cells.
A sample of the sentences found in the same leaf node of the THD as the input sen-
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tence are found below in Table 4.3. The sentences in this leaf node seem to have more
focus on the drug treatment portion of the input sentence and focus less on the mechanism
by which the drugs may be working.
This example shows that the groupings performed by the THD group sentences in a
different manner than using a simple clustering method and as a result may add more value
for finding relevant sentences.
In order to further explore the effectiveness of the groupings generated by a THD, a
set of very similar sentences were seeded in the construction of the THD. These sentences
were then queried to determine how many ended up in the same leaf node, and their overall
distance. These sentences were then compared to a set of vastly different sentences to en-
sure they were in distinct sets of nodes within the THD. The results of this test are discussed
below. One set of input sentences was a group of sentences containing copyright informa-
tion. This set of 5 sentences had an average cosine similarity of 0.0353. These sentences
were found to all fall into a single leaf node within the THD structure. The set of sentences
was then expanded to 10 sentences. Upon expanding to 10 sentences, the average cosine
similarity between the sentences was 0.1137. These sentences are spread out over more leaf
nodes, but all share a common parent and are segmented out extremely quickly. A majority
of these sentences still occur in one leaf node with the rest in individual leafs. These sen-
tences were compared to another set of 5 short sentences regarding hydroxychloroquine.
The 5 closest sentences were found to have an average cosine similarity of 0.0501. These
sentences were again found to exist in a single leaf node. The number of sentences was
increased to 10, and the average similarity of these sentences increased to .0866. Of the 10
sentences, 9 of them fell into one leaf node, and the remaining sentence fell into another
leaf node. The average similarity between the two sets of sentences was 0.4959, showing
they are vastly different. In the THD structure, the copyright sentences appear in a leaf
node that branches very early in the segmentation process, whereas the sentences regard-
ing hydroxychloroquine occur in a leaf node at the end of the segmentation process. This
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shows the THD is able to capture both the similarity between sentences by grouping them
in the same node, and dissimilarity with nodes in entirely different branches.
The THD constructed using a correlation metric consisted of a single main branch with
5 small single leaf branches. This indicates poor performance and an inability to segment
the data. Despite these few branches, this THD had many more groups than the previous
two THDs discussed. This further reinforces that the THD was unable to properly segment
the sentence embeddings when using a correlation metric. Figure 4.16 shows the structure
of this THD.
Figure 4.16: THD constructed from 300-dimensional sentence using a correlation metric.
Similarly to the THD constructed using a correlation metric, the THD constructed
using cosine with a resolution correction step had a greatly increased number of resulting
groups. This larger number is expected, and indicates that the resolution correction param-
eter may have allowed for branches to segment more effectively than in the architecture
without this parameter. The resulting structure for this THD is found below in Figure 4.17.
This figure shows that the increased number of groups are in fact a result of an extremely
long main branch, with relatively few branches off of it. This structure mimics that of the
THD constructed using a correlation metric, and indicates that the resolution correction
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step prevented effective segmentation from occurring. The resulting number of groups and
Figure 4.17: THD constructed from 300-dimensional sentence using a cosine metric with
a resolution correction step.
average group sizes for the resulting THDs that were described above can be found below
in Table 4.4. The number of groups in a THD is defined as all groups in the THD that meet
the group threshold requirement set when constructing a THD. In this table the number of
leaf nodes is calculated by counting the number of groups in the THD that have no further
segmentation and meet the group threshold of 100 set when initially constructing the THDs.
These leaf nodes are a subset of the entire set of groups in the THD. Leaf size is defined as
the number of distinct sentences in a given leaf node. As such, maximum leaf size is the
number of sentences in the largest leaf node. As shown in this table, the THDs constructed
using a cosine similarity metric and neighborhood lenses without resolution correction had
similar numbers of nodes and group sizes. This is expected due to the similarity between
the two architectures. Also shown in the table is that the THD constructed using resolution
correction at branch points resulted in a much larger number of groups. This is expected,
and indicates that the resolution correction parameter was effective in enabling further seg-
mentation of branches in the THD. This increase in group number is also apparent in the
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THD constructed using the correlation distance metric instead of a cosine metric. This may
be a result of improved segmentation, but could be due to other reasons.
As the document embeddings obtained from the THDs are based on the membership of
sentences in the groups of a THD, Table 4.4 also shows the dimensionality of the document
embeddings obtained from each individual THD. This shows that although the resolution
correction step improves the quality of branches in a THD, it also potentially lowers the
THD’s usefulness for other tasks such as document embeddings. These embeddings are
still used as input to a hierarchical clustering technique in comparison to the embeddings
from THDs containing smaller numbers of groups.
The resulting statistics for the THD constructed using a correlation metric indicates
that the resulting THD suffered from poor segmentation, and instead shed a large amount of
singletons very quickly that were not tracked, and were instead treated as outliers that did
not have meaningful data. This resulted in a very small number of leaf nodes, in which all
but one had an extremely small number of sentences. These leaf node sizes indicate that the
THD was unable to properly segment the data, and reached a maximum resolution value
before any meaningful segmentation had occurred on the main branch of the THD. This
indicates that the correlation metric is an ineffective method when applied to the sentence
embeddings used in this paper.
In comparison, the two THDs constructed using a cosine metric without any form of
resolution correction resulted in a more appropriate branching structure with a relatively
large number of moderately sized leaf nodes. This indicates that the THD was able to seg-
ment the data much more effectively than in the previously discussed THD. These THDs
do shed a vast majority of the sentences in the dataset as singleton outliers as the THD
progresses, though this occurs more gradually, rather than in a single occurrence as in the
THD constructed using correlation as a metric. This indicates that a lower group threshold
may be beneficial for THDs constructed on sentence embeddings in order to track much
more specific sentences that may not have sufficient neighbors near them. Though a large
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number of singletons were shed in these THDs, they were still effective at returning mean-
ingful sentences from a variety of queries. This indicates the most important sentences in
documents may be retained over less important sentences, allowing for a compressed view
of documents.
As the THD constructed using cosine similarity as its metric on the 300-dimensional
sentence embeddings seemed to have the best overall structure and groupings, it was se-
lected for further querying based on metadata and more similarity searches. A few samples
of these searches are discussed below.
An example search based off of only journal title metadata is shown below in Figure
4.18. This shows that the content of the journal Virus Research primarily falls into specific
groups of the THD, which likely indicate those branches of the THD are related to topics
commonly covered by Virus Research.
Figure 4.18: Sentence plot for all sentence embedded in 300 dimensions. Sentences from
papers published in the journal Virus Research are highlighted orange.
Figure 4.19 shows another metadata based search that includes year and journal in-
formation. This search shows the groups of the THD that contain sentences from the Virus
Research between 2019 and 2020. These resulting groups and locations are similar to the
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overall groups found in the query based solely on the name of the journal. This indicates
that the topics covered by papers in the journal have not experienced any major shift over
time. These two searches show the usefulness for using THDs to assess topic trends over
time, even though time data was not included in the initial input to the THDs.
Figure 4.19: Sentence plot for all sentence embedded in 300 dimensions. Sentences from
papers published in the journal Virus Research since 2019 are highlighted orange.
The results of a search for sentences most similar to the words coronavirus and an-
giotensin are found below in Figure 4.20. These sentences group into three small clusters
in the original embeddings, and end in a similar number of distinct groups of the THD as
well.
The results of a search for sentences containing the words coronavirus and angiotensin
are found below in Figure 4.21. The resulting groups that are highlighted in the THD are
very similar to the groups highlighted by the similarity based search. This indicates that
the resulting embeddings accurately capture the content of the sentences, and can be used
effectively for queries in either form.
To further show the usefulness of queries based on similarity, two potential use cases
72
Figure 4.20: The upper portion of this figure shows the THD constructed on 300-
dimensional embeddings with a cosine metric and neighborhood lenses. Nodes highlihted
green contain sentences closest to a sentence with just the words angiotensin and coron-
avirus. The bottom figure shows all sentences with 300-dimensional embeddings. Nodes
highlighted orange in this portion are sentences that are closest to a sentence containing
only the words angiotensin and coronavirus.
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Figure 4.21: The upper portion of this figure shows the THD constructed on 300-
dimensional embeddings with a cosine metric and neighborhood lenses. Nodes highlihted
green contain sentences with the words angiotensin and coronavirus. The bottom figure
shows all sentences with 300-dimensional embeddings. Nodes highlighted orange in this
portion are sentences that contain the words angiotensin and coronavirus.
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using these queries are explored below.
One potential use case for the dashboard designed above is to find relevant documents
for a literature survey, help validate a hypothesis or to find potential alternative techniques.
This can be done by performing a query based on an input hypothesis to find the most
similar sentences and the leaf nodes they exist in. Users can then assess the value of each
sentence and note the corresponding document ID for these sentences. These document IDs
can then be used to look up the document the sentences are found in for users to read. An
example of this use case is explored below to find documents that may discuss alternative
drug treatments for the 2019 coronavirus epidemic.
To begin this use case, the 100 sentences most similar to a sentence containing just the
words coronavirus and hydroxychloroquine were found and highlighted within the THD
structure. This result is found below in Figure 4.22.
Figure 4.22: THD highlighted by nodes containing one of the 100 sentences most similar
to a sentence containing only the words ‘hydroxychloroquine’ and ‘coronavirus’.
Next, the sentences within the far left node highlighted by the search were analyzed
to find sentences that may be indicative of a relevant paper. All sentences containing either
‘chloroquine’ or ‘hydroxychloroquine’ were analysed and used to find potential documents.
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These sentences existed in 7 unique documents within this node. Of those documents, 6
were directly related to treatment of coronaviruses and 1 was related to the usage of chloro-
quine on influenza viruses. Of the documents related to treating coronaviruses, 3 were a
survey of current and potential treatments including alternatives to hydroxychloroquine
such as Zinc and Remdesivir. The remainder of the documents specifically discuss the
usage of hydroxychloroquine as a treatment.
Another use case exists for finding potential collaborators for research based on the
content of their published papers. This use case functions similarly to the use case dis-
cussed above for finding relevant documents and requires the user to input a query to the
dashboard. When performing the query, an option is given to return metadata about the
sentences returned by the query. When this option is checked, the dashboard dynamically
populates plots based on the top 10 documents based on number of sentences returned.
One of these plots is a pie chart distribution of the authors of the documents containing
the sentences. This plot can be used by itself to find potential collaborators. Alternatively
these authors can be used to perform further metadata based queries to quickly assess how
diverse the research done by any author is. An example exploring this use case to find
potential collaborators for researching the effectiveness of remdesivir as a potential treat-
ment for coronavirus is shown below. Figure 4.23 shows the THD structure highlighted
by nodes that contain any of the sentences most similar to a sentence just containing the
words remdesivir and coronavirus.
Figure 4.24 shows the corresponding year histogram for these sentences showing that
these sentences are predominantly within the last year with research that may be relevant
spanning back until 2005.
The author distribution for the 10 most similar sentences was analysed and was found
not to have any prolific authors, with all included authors having an equal number of docu-
ments published, which is expected as the usage of remdesivir for treating coronavirus is a
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Figure 4.23: THD highlighted by the 100 sentences most similar to a sentence containing
only the words ‘remdesivir’ and ‘coronavirus’.
Figure 4.24: Year histogram showing the number of papers published in each year that
contain one of the 100 sentences most similar to a sentence containing only the words
‘remdesivir’ and ‘coronavirus’.
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relatively new concept. As there does not appear to be any prolific authors in this area, one
was chosen at random to use for this example. This author was Laura Bauer.
Figure 4.25 below shows the THD structure highlighted by nodes that contain sen-
tences found in documents authored by Laura Bauer. These nodes are found in a relatively
similar location to the nodes highlighted by the first query in Figure 4.23.
Figure 4.25: THD highlighted by nodes containing sentences from papers published by the
author Laura Bauer.
This indicates that this author may be only publishing recently, which can be con-
firmed by looking at the year histogram for the author found below in Figure 4.26.
The resulting silhouette scores for the clusters obtained using the document embed-
dings generated from the THDs can be found below in Table 4.5. As shown in the table, the
embeddings obtained from THDs constructed on higher-dimensional sentence embeddings
obtain much better scores.
78




’A recent study on SARS-CoV-2 infection showed that all
the 41 patients had pneumonia and manifestations of a
critical respiratory ailment similar to severe acute respira-
tory syndrome (SARS) coronavirus and was associated with
ICU admission and high mortality .It is known that coron-
aviruses such as human SARS-CoV and, bat SARS-like CoV
SL-CoVZXC21 utilizes Angiotensin-converting enzyme 2
(ACE2), as their receptor and recent reports suggest that
SARS-CoV-2 also uses the identical receptor for entry into
the host cell .’
0.8006
’A neuroradiologist should be aware of the potential mech-
anisms involved in the neuropathogenesis of this virus, as
we begin to see cases with abnormal brain scans emerging
from all parts of the world.The causative agent severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) utilizes
the Angiotensin Converting Enzyme 2 receptor (ACE2) for
entry into host cells, and causes a severe clinical syndrome
manifested primarily as a respiratory tract infection [3] .’
0.8078
’In a similar manner to the coronavirus that caused Severe
Acute Respiratory Syndrome (SARS-CoV), the novel coro-
navirus responsible for COVID-19 utilizes ACE2 on the sur-
faces of epithelial cells to bind and gain entry to infected
cells [4, 5] .Diabetes and conditions such as hypertension are
associated with activation of the renin-angiotensin system in
different tissues.’
0.8188
’Under these exigent conditions, the administration of the
already developed safe drugs should be the smartest short-
cut.TMPRSS2 is a serine protease that primes the spike pro-
tein of highly pathogenic human coronaviruses, such as se-
vere acute respiratory syndrome-related coronavirus (SARS-
CoV) and Middle East respiratory syndromerelated coron-
avirus (MERS-CoV), and facilitates its entry into the host
cell.’
0.8302
’Unexpectedly, it was very recently identified as a functional
receptor for the coronavirus (CoV) that causes the severe
acute respiratory syndrome (SARS), serving as the cellular
entry point for the SARS virus .’
0.8402
Table 4.2: Sentences with embeddings closest to the embedding for the sentence ’Anti-
malarial prophylactic drugs, such as hydroxychloroquine, are believed to act on the entry
and post-entry stages of SARS-CoV (severe acute respiratory syndrome-associated coro-
navirus) and SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) infection,
likely via effects on endosomal pH and the resulting under-glycosylation of angiotensin
converting enzyme 2 receptors that are required for viral entry.’ with corresponding dis-
tances between the embeddings.
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Sentence
‘Treatment must be accompanied by antiviral treatment (lopinavir/ritonavir or remdesivir +
chloroquine/hydroxychloroquine) and/or steroid (dexamethasone) [30] .In our low/medium
intensity ward, we have drawn up a protocol of patient’s examinations to be requested both
at the time of admission and during the course of the hospital stay, based from evidence
and clinical judgment.We present in details in Table 3.’
’[7] Treatments used to date have been proposed to work by: 1) limiting entry into ciliated
bronchial epithelial cells (N-acetylcysteine, heparin, meplazumab, umifenovir, hydroxy-
chloroquine), 2) inhibiting viral replication (interferon-α/β, ritonavir/lopinavir, oseltamivir,
ganciclovir, ribavirin, favipiravir, remdesivir, danoprevir), 3) preventing viral dissemination
via antibody-mediated neutralization by increasing SARS-CoV-2-specific antibodies (con-
valescent plasma) or non-specific antibodies (IVIg, thymopentin), 4) strengthening a weak-
ened immune response with immunostimulants (interferon-α/β, thymosin-α-1), 5) prevent-
ing a hyper-immune response with immunosuppressants (corticosteroids, hydroxychloro-
quine, IVIg), or 6) controlling a hyper-immune response (corticosteroids, tocilizumab).’
’Concerns about the generalizability of these findings include: 1) lopinavirritonavir was
started late in the disease course (median of 13 days after symptom onset), while animal
and human data from other coronaviruses suggested that early antiviral initiation is impor-
tant; 2) higher baseline viral loads in the treatment arm, though there was no difference
in the change from baseline across the two arms; and 3) a high mortality rate in this co-
hort, perhaps limiting ability to extrapolate these data to other, less sick patients. There
are additionally several published case reports and case series describing patients treated
with lopinavir-ritonavir, including a series of 36 children in which 14 were treated with
lopinavir-ritonavir.All patients recovered, and no comparisons were made between treated
and untreated patients (110) .’
’Based on the documented inhibition of coronavirus replication, Remdesivir and 136 K22
were included as a positive control [8, 12] .’
’Chloroquine and hydroxychloroquine have now been permanently included, alongside an-
tiviral drugs, in protocols for the treatment of COVID-19 pneumonia [10] .’
Table 4.3: Sample of sentences within a THD node containing the sentence ’Antimalarial
prophylactic drugs, such as hydroxychloroquine, are believed to act on the entry and post-
entry stages of SARS-CoV (severe acute respiratory syndrome-associated coronavirus) and
SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) infection, likely via effects
on endosomal pH and the resulting under-glycosylation of angiotensin converting enzyme

















100 Dimensions Cosine 250 114 100 11826 634.92
300 Dimensions Cosine 206 130 101 5786 446.35
300 Dimensions Corre-
lation
504 6 109 689828 115122.5
300 Dimensions UMAP 431 371 100 33771 806.6
300 Dimensions Cor-
rected
503 6 108 682982 113982.8
Table 4.4: THD structure statistics
THD Parameters Silhouette Score (6 Clusters)
TF-IDF (Baseline) 0.0933
100 Dimensions Cosine 0.2692
300 Dimensions Cosine 0.5645
300 Dimensions Correlation 0.5659
300 Dimensions UMAP 0.3247
300 Dimensions Cosine Corrected 0.5626




The resulting sentence embeddings appear to be effective when used for tasks that require
similar sentences. Based on this evaluation, and the plots of the resulting embeddings,
the method used to generate sentence embeddings in this paper appears to be an effective
alternative to more complex methods such as BERT embeddings. This indicates that highly
complex models are not always necessary for tasks that are primarily focused on the content
of sentences.
Based on the resulting THDs, it can be concluded that they are an effective method
for visualizing and assessing the quality of set of sentence embeddings. As is evident from
the plots of the THD structures, a cosine metric provides the best quality segmentations
that allow for easy understanding of individual groups. The branching of these THDs
also indicates that the sentence embeddings obtained from averaging word embeddings
are capable of capturing sufficient semantic meaning to influence branching when used
in THDs. The resulting THDs also indicate that although resolution correction is usually
useful in large datasets, it is detrimental when applied to sentence datasets. This may
be due to the fact that the dataset is related to one overarching topic, resulting in a rather
homogenous structure that does not segment until it is viewed at extremely high resolutions
in THDs. It is likely that further work with more varied datasets using a similar approach
may result in better segmentation with resolution correction than was observed for this
dataset.
The THDs constructed in this thesis were able to group semantically similar sentences
83
in a hierarchy as shown specifically by discovery of a drug treatment branch in the THD.
In addition the leaf nodes of THDs provide an effective means of finding similar sentences
that works as well as K-means clustering.
In general, THDs are sensitive to metric and lens parameter choices. These parameters
can drastically affect the quality of the structure of the resulting THDs, and as a result
their usefulness. Some metrics and lenses produce good structure for most datasets, and
as such are a good starting point. These include cosine and euclidean metrics as well as
neighborhood lenses. The cosine metric was found to produce the best resulting THDs for
the dataset used, and neighborhood lenses were found to be an effective metric. In addition,
UMAP lenses were also found to produce well structured THDs.
Further experimentation with a correlation metric did not produce well structured
THDs, as such, this metric should be avoided when working with sentence embedding
datasets. Similar datasets based on sentence embeddings will likely perform well when
used to construct THDs using a cosine metric and neighborhood or UMAP lenses, regard-
less of the size of the corpus, as the number of data points in a dataset has a minimal impact
on the performance of a THD.
The dashboard built in this paper allowed for quick and efficient querying of the entire
dataset of over 100,000 documents. This efficient dashboard system allowed for quick as-
sessment of the quality of THDs and further analysis of the underlying dataset to uncover
trends over time with respect to various topics and journals. Further, this dashboard would
allow users to uncover potentially valuable information to quickly improve research and
form hypotheses for further research, reducing the time spent reading unnecessary docu-
ments that may be only peripherally related to a topic.
The document embeddings generated from the resulting THDs appear to be an alterna-
tive method to using TF-IDF vector representations for document clustering and document
retrieval tasks, which indicates that there is room for improvement in these tasks. Further
these results using the naive K-Means approach indicate that further improvement may oc-
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cur when these embeddings are used in tandem with more complex clustering techniques.
The document embeddings obtained from the THDs constructed on higher-dimensional
sentence embeddings obtain much higher scores, indicating that the additional dimensions
allow the THDs to more accurately segment out topics, which can be used to improve the
separation of the resulting documents into more clearly defined clusters. The relatively high
scores for the poorly segmented THDs may be a result of the similar number of leaf nodes
and clusters chosen, resulting in clustering based on which leaf node has a higher value.
This is likely not the case for the THD constructed using cosine with no model correction,




In the future, more work could be done to add additional functionality to the dashboard ini-
tially designed in this paper. The ability to further refine queries using combinations of all
methods may allow users to perform more useful queries quicker, by allowing for searches
in specific time ranges or journals. In addition further THD parameters could be explored
to determine if there are more effective combinations of lenses and metrics that improve the
resulting THD structures and their effectiveness for more complex tasks such as document
clustering. THDs could also be constructed on datasets of sentence embeddings generated
using different methods, such as weighted averaging, or even more complex models such
as BERT to determine if these more complex models would provide better resulting THD
structures. Further, a series of THDs could be constructed based on a variety of different
sentence embedding techniques and combined to potentially capture more information than
any singular sentence embedding technique is capable of capturing in a vacuum. Addition-
ally, improvements to the method used in downsampling the sentences used for THDs may
result in higher quality THDs. These could potentially be further improved by constructing
THDs on the entire dataset of over 7 million sentences. These THDs may uncover addi-
tional topic areas in the dataset that were excluded due to issues with the downsampling
technique chosen.
A further potential application of THDs would be to use them to generate sentence em-
beddings themselves. This could be done by generating word embeddings by any method
and then constructing a THD based on these word embeddings. A sentence could be rep-
86
resented by the nodes in the corresponding THD that the words of the sentence occur in.
This could allow for interesting groupings of sentences containing completely disjoint sets
of words, but whose words end up in the same leaf nodes due to their similarity.
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