Abstract
Introduction
This paper addresses data interoperability and consequent performance problems present in modern large-scale distributed applications, such as the 24/7 engines used by online information services (e.g., online ticket pricing and reservation engine [4] ) and large data flows in online highperformance scientific applications such as distributed realtime collaboration or remote data visualization [9] . 'Information appliances' [6] are used to reduce the increasing gap between the data rates of such information-intensive applications and the ability of general purpose platforms to efficiently access and manipulate that data, in addition to performing application-specific tasks required of these processors.
The general objective of our research is to better understand the platform capabilities required for the 'networknear' class of customizable, flexible information appliances, on top of which multiple distinct data manipulation services can be dynamically instantiated [3] . More specifically we aim to make such appliances quality-aware, that is, to enable them to offer (1) distinct quality levels for separate data flows, in order to maintain end-to-end QoS requirements -while, (2) efficiently utilizing aggregate platform resources. Henceforth we refer to such quality aware information appliances as IQ-appliances.
Remainder of paper. Section 2 describes the basic functionality and runtime support needed by IQ-appliances. Next, we describe an appliance prototype based on the Intel IXP2400 platform. Section 4 presents measurement results and analysis. A brief summary of related work, concluding remarks, and future work constitute the next two sections.
IQ-Appliances: Supporting Dynamic Information Flows

Basic Concepts
An IQ-appliance must implement the following abstractions. An IQ-flow is an abstraction for a collection of packets or application-level data items that can be classified according to some set of predicates. A data item in a flow may correspond to a single or some collection of applicationlevel messages, but it must be fully contained within a single flow and within a limited time window. Arbitrary processing actions, IQ-handlers, may be associated with each IQ-flow and applied to each data item, ranging from simple data filtering actions, to more complex format translation. A flow can specify lower bounds for QoS, which requires the IQ-appliance's runtime to provide certain minimum resource levels, independent of momentary spikes in data rates or in the amounts of processing required by other flows.
Hardware Assumptions
We assume an appliance architecture similar to those present in current multicore machines, where parallel processing cores have access to shared memory, with a memory Scheduling -a set of processing contexts dedicated to moving processed data from the corresponding data buffers to the shared transmission resources. Scheduling contexts are allocated to individual flows based on the current platform configuration state. Monitoring -a collection of monitoring "knobs" whose frequency can be adjusted. These can be used to collect information about the current platform state, from individual queue lengths, to per-flow packet delays, etc. Configuration State -a description of the current values of all of the runtime's configurable parameters.
Control & Management -a separate control entity, which is a software thread or a dedicated control context that is responsible for interaction with external application components and with the management infrastructure and for mapping the externally specified policies or quality requirements into concrete platform configurations. Event Triggers -the runtime can generate events associated with different states or changes in operating conditions with which application-specific response handlers can be associated.
As illustrated in Figure 1 , the runtime supports prequeuing data handling, so as to for instance filter out unneeded data before any loads are placed on the platform's memory subsystem. Similarly, we support post-queuing data handling, needed for instance to inline certain data manipulations jointly with the transmission-related operations(for example packet and/or header compression to meet throughput levels available on a lower speed link).
We represent application-specific processing codes [1] as lightweight IQ-flow handlers, which can be efficiently applied to data at various points in the data path as it traverses the network [6] .
Dynamic Platform Resource Management
Next, we describe the set of mechanisms and accompanying data structures needed to permit the dynamic management of platform resources and their use for servicing different IQ-flows. Resource management points. Dynamic platform resource allocation is enabled by enriching the datapath with Resource Management (RM) points. These are execution points in the fast path where it is safe to perform reconfiguration operations, e.g., at data item boundaries. At RM points, individual threads/cores participating in the fast path data processing inspect the configuration state to determine the set of actions in which they should be involved. Configuration state. Platform-resident configuration state is used to (1) represent classification information for incoming data messages into appropriate platform queues, and invocation of corresponding IQ-handlers and, (2) allocate platform resources to individual flows. Configurable monitoring. Performance information, either regarding the appliance platform overall, or regarding individual per-flow service levels, can be extracted from a range of runtime parameters, such as core CPU utilization, device Rx/Tx rates etc. The exact values to be monitored are described in a subset of the configuration state, along with the frequency of this operation.
The rest of the mechanisms are elaborated upon in [6] .
Implementation Detail
We next describe in more detail a concrete realization of an QoS-aware information appliance.
Our prototype implementation is based on the Intel IXP2400 network processors, attached to standard Linuxbased hosts the details of which can be found in [2] . The processing cores, i.e., the execution of fast path tasks like data receipt and transmission, and the application-provided IQ-handlers, are mapped to threads on the IXP's microengines. The IXP appliance is attached to an x86 host, which serves as the external configuration core. The control core functionality is executed by threads on a single dedicated microengine, with an XScale-resident component involved in signalling and communication with the external processor. RM points are invoked with configurable frequencies, i.e., after processing each n application-level data items. Monitoring operations are also executed at RM points, potentially with different granularity, and currently focused on monitoring various data rate and queue length indicators.
An IQ-flow is identified by a combination of networking information, i.e., source address, and application-level information. The classification process maps this into a configurable smaller bit-size identifier and classifies incoming data into DRAM-resident data buffers. Metadata queues are maintained in faster SRAM memory.The configuration state is distributed across microengines' local memories, Scratchpad and SRAM.
Current resource management operations focus on allocating microengine threads to service distinct IQ-flows. Such thread scheduling is described in per thread information, updated by the control core.
Experimental Results
Experimental Setup. We next discuss the results from the experimental analysis of the IQ-appliance prototype. The experiments are conducted on a cluster of 2850 Xeon nodes, each with an IXP2400 network processor card, interconnected via 1Gbps Ethernet. One of the IXP cards is used as the network appliance being evaluated, while other nodes are used as data sources and destinations. Since the hardware platform used in this prototype implementation is capable of handling much more than the 1Gbps data rates which we can deliver to it in our testbed, we artificially limit the capacities of the outgoing links to 500Mbps.
In the following experiments, 3 flows A, B, C suffice for demonstrating the notion of QoS 'built into' the appliance. Flow B is always assigned the highest priority.
Due to space constraints, we first summarize the results presented in [6] and then present the most important results of this work.
(1) Priority-aware resource allocation schemes, are important for delivering differentiated service levels to incoming data flows; (2) Associating IQ-handlers with platform event triggers permits applications to dynamically install pre-queuing IQ-handlers, which further improve the platforms' ability to meet application-level quality requirements; (3) Coupling priority-aware resource allocations with mechanisms for per-flow minimal resource reservations is necessary to avoid unacceptable service degradation; (4) Resource utilization increases with the use of priority aware flexible schemes rather than static allocation scheme; (5) Monitoring overheads are low compared to minimum packet delay for the highest priority flow; and (6) Frequent monitoring does not introduce much overhead compared to infrequent monitoring.
Dynamic adaptation.
A set of experiments validates the platform's ability to dynamically adapt to changes in operating conditions. Figure 2 demonstrates the adaptability of the system. The bars marked Input track the ingress flow rates over time, and the interleaved bar sets marked with Dynamic Adaptation Scheme (DAS) report the observed egress rates. Initially, the resource allocation policy gives equal priority to all flows as long as it can keep up with their rates (as shown in the first pair of bars). As soon as the control core detects the ingress rates increases at time t2, it switches to a resource allocation policy of priority scheduling with reservations, so as to give maximum resources to the critical flow B, while still meeting the minimal QoS levels for the remaining flows (see the second pair of bars).
Multi-instance appliances.
Our final results results use replays of actual enterprise data, collected at one of our industry partners, Delta Air Lines. Here, three different processing actions, i.e., IQflow handlers, are applied to select data items, depending on their type. Consider data items from multiple sources at an airport that need to be exchanged with various system components. Flow A consists of updates to an external service, such as caterers. Delta data needs to be purged from sensitive information and its format standardized, resulting in 100B data item. Flow B consists of airport display updates. The processing and format translation actions for this data type are simpler, but of higher priority, and result in a 300B data item. Finally, flow C consists of state updates for fault-tolerance reasons, which result in a limited number of data accesses and minor size changes. The incoming data streams consist of a uniform distribution of all data types.
The results depicted in Figure 3 lead to two conclusions. First, they demonstrate the feasibility of supporting a mix of data handlers on a single 'multi-appliance' platform. Second, they illustrate that even under different processing requirements for individual flows, the proposed appliance design, where platform-level parameters are monitored and used to drive the selection of 'scheduling' actions, result in most desirable performance levels.
Related Work
The work presented in this paper builds on our previous research to enable dynamically extensible communications platforms capable of efficiently running a wide range of application-level processing functions, represented via stream handlers [1] . Such in-transit data manipulation services have been addressed by a large body or work, from active networking research [8] , to research on augmenting the functionality of communications devices for select application tasks [5] . This paper differs from this and our own prior work, by exploring in detail the runtime capabilities needed for efficiently utilizing aggregate platform resources, while still meeting QoS requirements for individual application flows. The ability to modify the original data stream, and personalize it, or according to a set of criteria, customize it for its final destination, has been previously termed data or information virtualization [7] . This paper uses this term to denote application-specific data handling.
Conclusions and Future Work
This paper describes a runtime environment for the important class of 'information appliances' typically found in modern distributed infrastructures. The approach taken (1) enables the creation of extensible appliances that can be customized to execute diverse application-specific processing actions, (2) enriches the runtime with QoS-aware functionality, IQ-appliances, so that the specific quality requirements of individual data flows can be met, and (3) includes continuous monitoring and adaptation capabilities so as to optimize platform utilization and attain individual service levels, while still honoring flows' minimum quality guarantees.
In ongoing and future work, we expect to be able to repeat or further enhance the experimental results with data traces and behaviors that match real-life conditions gathered at some of our partner enterprise institutions.
