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Abstract
We define the local Wiener–Hopf, controllability and Hermite indices of nonsingular poly-
nomial matrices and controllable matrix pairs and deduce that the local indices of matrix pairs
are the local indices of their polynomial matrix representations. We solve the problem of the
existence of nonsingular polynomial matrices with prescribed invariant factors and local and
global, either Hermite or Wiener–Hopf, indices. Finally, we apply this result to finding necessary
and sufficient conditions for the existence of a controllable pair (A,B)with prescribed invariant
factors for A and local and global, either Hermite or controllability, indices.
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1. Introduction
In the study of the algebraic properties of linear time invariant systems of the form
x˙(t) = Ax(t) + Bu(t) (1)
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it is a common use to identify system (1) with the pair of matrices (A,B). By doing
so A and B can be considered as matrices over an arbitrary field F. Thus a sys-
tem (A,B) ∈ Fn×n × Fn×m is controllable if the controllability matrix C(A,B) =
[B AB · · · An−1B] ∈ Fn×(nm) has full column rank n (see [3,9]).
Let (A,B) ∈ Fn×n × Fn×m be a controllable pair with controllability matrix
C(A,B) = [b1 · · · bm Ab1 · · · Abm · · · An−1b1 · · · An−1bm],
where bi denotes the ith column of B. Select in order from left to right the n first line-
arly independent columns of C(A,B) and rearrange them as b1, Ab1, . . . , Aµ1−1b1,
. . . , bm,Abm, . . . , A
µm−1bm, where bi is omitted if µi = 0. The controllability indi-
ces of the pair (A,B) are the exponents µ1, . . . , µm after arranging them in nonin-
creasing order. We will denote them as k1  · · ·  km. In order to obtain the Hermite
indices of (A,B), select in order from left to right the n first linearly independent
columns of
H(A,B) = [b1 Ab1 · · · An−1b1 · · · bm Abm · · · An−1bm].
Let the chosen columns be b1, Ab1, . . . , Ah1−1b1, . . . , bm,Abm, . . . , Ahm−1bm,
where bi is omitted if hi = 0. The Hermite indices of the pair (A,B) are h1, . . . , hm.
Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are similar if there is a non-
singular P ∈ Fn×n such that A2 = PA1P−1, B2 = PB1. Therefore, if two control-
lable pairs are similar they have the same Hermite indices but the converse is not
true in general. Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are feedback
equivalent if there exist invertible matrices P ∈ Fn×n and Q ∈ Fm×m and a matrix
F ∈ Fm×n such that (A2, B2) = (PA1P−1 + PB1F,PB1Q). If (A,B) is control-
lable then a complete system of invariants for the feedback equivalence is given by
the controllability indices. In other words, two controllable matrix pairs are feedback
equivalent if and only if they have the same controllability indices. In particular, the
controllability indices are also invariants for similar systems but they do not form
a complete system of invariants for the action of the similarity group on the set of
controllability matrix pairs.
In the sequel F[s] will denote the ring of polynomials with coefficients in F, F(s)
the field of rational functions and Fpr(s) the ring of the proper rational functions. As
usual, F[s]n×m, F(s)n×m, and Fpr(s)n×m denote the set of n × m matrices over F[s],
F(s), and Fpr(s), respectively. The invertible matrices in F[s]m×m and Fpr(s)m×m
are called unimodular and biproper matrices, respectively.
Systems and nonsingular polynomial matrices are closely related. Let P(s) ∈
F[s]m×m be a nonsingular polynomial matrix. P(s) is a polynomial matrix repre-
sentation of a controllable pair (A,B) ∈ Fn×n × Fn×m if there exists another poly-
nomial matrix N(s) ∈ F[s]n×m, right coprime with P(s), such that the transfer
matrix (sIn − A)−1B = N(s)P (s)−1. This definition of polynomial matrix repre-
sentation is equivalent (see [17]) to the following: the nonsingular polynomial matrix
P(s) ∈ F[s]m×m is a polynomial matrix representation of a controllable
matrix pair (A,B)∈ Fn×n × Fn×m if the matrices [sIn −A B] and
[
In−m 0 0
0 P(s) Im
]
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are Rosenbrock system equivalent (see [14]); i.e., there exist unimodular matrices
U(s), V (s) ∈ F[s]n×n and a matrix Y (s) ∈ F[s]n×m such that
U(s)
[
sIn − A B
] [V (s) Y (s)
0 Im
]
=
[
In−m 0 0
0 P(s) Im
]
. (2)
Two polynomial matrices P1(s), P2(s) ∈ F[s]m×m are said to be right equivalent
if there exists a unimodular matrix U(s) ∈ F[s]m×m such that P2(s) = P1(s)U(s).
Any nonsingular polynomial matrix P(s) is right equivalent to a lower triangular
polynomial matrix H(s), with monic elements in the diagonal, where the degree of
each diagonal element is higher than the degree of any other element in the same
row. H(s) is called the Hermite normal form of P(s). The degrees of the diagonal
elements are uniquely determined by P(s) and they are called the Hermite indices of
P(s). It turns out (see [17]) that two controllable pairs are similar if and only if their
polynomial matrix representations are right equivalent and it is shown that the Hermite
indices of a controllable pair (A,B) are the Hermite indices of any polynomial matrix
representation of (A,B).
Recall that two nonsingular polynomial matrices P1(s), P2(s) ∈ F[s]m×m are said
to be equivalent if there exist unimodular matrices U(s), V (s) ∈ F[s]m×m such that
P2(s) = U(s)P1(s)V (s). Any nonsingular polynomial matrix P(s) is equivalent (see
[15]) to a diagonal matrix S(s) = Diag(α1(s), . . . , αm(s)), with αi(s) ∈ F[s] monic
and such that α1(s)| · · · |αm(s), where | means divisibility. The matrix S(s) is the
Smith form of P(s) and the polynomials α1(s), . . . , αm(s) are the invariant factors
of P(s), which are uniquely determined by P(s).
Notice that if P(s) is a polynomial matrix representation of a matrix pair (A,B),
from (2) we deduce that the matrices sIn − A and
[
In−m 0
0 P(s)
]
are equivalent as
polynomial matrices. Therefore, sIn − A and P(s) have the same nontrivial invariant
factors.
Two polynomial matrices P1(s), P2(s) ∈ F[s]m×m are said to be left Wiener–
Hopf equivalent if there exist matrices U(s) ∈ F[s]m×m, unimodular, and B(s) ∈
Fpr(s)
m×m, biproper, such that P2(s) = B(s)P1(s)U(s). Recall (see [4,7]) that any
nonsingular polynomial matrix P(s) is left Wiener–Hopf equivalent to a diagonal
matrix D(s) = Diag(sk1 , . . . , skm), where the nonnegative integers k1  · · ·  km
are uniquely determined by P(s) and are called the left Wiener–Hopf factorization
indices of P(s). The right Wiener–Hopf equivalence and the right Wiener–Hopf fac-
torization indices are defined analogously with the biproper and unimodular matrices
interchanged. In the sequel when we say Wiener–Hopf equivalence or Wiener–
Hopf factorization indices we mean left Wiener–Hopf equivalence or left Wiener–
Hopf factorization indices. Analogous results to those achieved in this paper can be
obtained for the right Wiener–Hopf equivalence.
Given P(s) ∈ F[s]m×m, let ki be the ith column degree; i.e., the degree of the
highest degree element in the ith column. The coefficient vector of ski is called
A. Amparan et al. / Linear Algebra and its Applications 413 (2006) 510–533 513
the ith leading coefficient column vector. We let [P ]c be the matrix of leading
coefficient column vectors. The matrix P(s) can always be written (see [9]) as
P(s) = [P ]cD(s) + L(s) where D(s) = Diag(sk1 , . . . , skm) and L(s) is a polyno-
mial matrix collecting the remaining terms, which have column degrees strictly less
than those of D(s). P(s) is column proper or column reduced if [P ]c is nonsingular.
P(s) is column degree dominant if [P ]c = Im. In an analogous way row properness
and row degree dominance is defined. Any nonsingular polynomial matrix can be
made column proper by postmultiplication by a unimodular matrix (see [16,4]). The
Wiener–Hopf factorization indices of P(s) are the column degrees of any column
proper matrix right equivalent to P(s) (see [4]).
It is well known (see [4,17]) that two controllable matrix pairs are feedback equiv-
alent if and only if their polynomial matrix representations are Wiener–Hopf equiva-
lent. Therefore, the controllability indices of a controllable pair (A,B) are the same
as the Wiener–Hopf factorization indices of any polynomial matrix representation of
(A,B).
The notion of majorization of partitions of nonnegative integers will be used quite
frequently in the sequel. If (a1, . . . , an) and (b1, . . . , bn) are two partitions of non-
negative integers such that a1  · · ·  an and b1  · · ·  bn we say (see [8]) that
(a1, . . . , an) ≺ (b1, . . . , bn) if
j∑
i=1
ai 
j∑
i=1
bi, j = 1, . . . , n − 1, (3)
n∑
i=1
ai =
n∑
i=1
bi. (4)
We now present Rosenbrock’s Theorem (see [14]), which relates the invariant
factors of a nonsingular polynomial matrix and its Wiener–Hopf factorization indices.
When we write d(α(s)) we mean the degree of the polynomial α(s).
Theorem 1.1. Let k1  · · ·  km and α1(s)| · · · |αm(s) be nonnegative integers and
monic polynomials, respectively. Then there exists a nonsingular matrix P(s) ∈
F[s]m×m with α1(s), . . . , αm(s) as invariant factors and k1, . . . , km as Wiener–Hopf
factorization indices if and only if
(k1, . . . , km) ≺ (d(αm(s)), . . . , d(α1(s))).
The concept of local Wiener–Hopf factorization indices of a nonsingular polyno-
mial matrix with respect to a monic irreducible polynomial was introduced in [1].
The concept of local Hermite indices of a nonsingular polynomial matrix associated
with a monic irreducible polynomial will be given in Section 2. In Section 2, we will
also define the concept of local Hermite and controllability indices of a controllable
system (A,B) with respect to a monic irreducible polynomial. In Section 3, we will
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study the relation between the local indices of systems and the local indices of their
polynomial matrix representations. In Section 4, we solve the problem of the existence
of a nonsingular polynomial matrix with prescribed invariant factors and local and
global Wiener–Hopf factorization indices when the field is algebraically closed. In
Section 5, we solve the problem of the existence of a nonsingular polynomial matrix
with prescribed invariant factors and local and global Hermite indices in any field.
In Sections 4 and 5, we also apply the result given in Section 3 in order to find
necessary and sufficient conditions for the existence of a controllable system (A,B)
with prescribed invariant factors and local and global, either controllability or Hermite,
indices.
2. Local indices of polynomial matrices and systems
We start this section recalling two propositions proved in [1] that let us introduce
the concepts of local Wiener–Hopf factorization indices and local Hermite indices of
polynomial matrices with respect to a monic irreducible polynomial over an arbitrary
field F.
Proposition 2.1. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and let
π(s) ∈ F[s] be a monic irreducible polynomial. Then there exist matrices P1(s) ∈
F[s]m×m and P2(s) ∈ F[s]m×m such that
(i) P(s) = P1(s)P2(s),
(ii) the invariant factors of P1(s) are powers of π(s),
(iii) the invariant factors of P2(s) are relatively prime with π(s).
Proposition 2.2. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and let
π(s) ∈ F[s] be a monic irreducible polynomial. If there exist polynomial matrices
P1(s), P2(s) ∈ F[s]m×m and P ′1(s), P ′2(s) ∈ F[s]m×m such that
(i) P(s) = P1(s)P2(s) = P ′1(s)P ′2(s),
(ii) the invariant factors of P1(s) and P ′1(s) are powers of π(s),
(iii) the invariant factors of P2(s) and P ′2(s) are relatively prime with π(s),
then P1(s) and P ′1(s) are right equivalent.
In view of these two propositions we are able to define the local indices of any
nonsingular polynomial matrix.
Definition 2.3. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and let
π(s) ∈ F[s] be a monic irreducible polynomial. Let P1(s), P2(s) ∈ F[s]m×m be poly-
nomial matrices such that
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(i) P(s) = P1(s)P2(s),
(ii) the invariant factors of P1(s) are powers of π(s),
(iii) the invariant factors of P2(s) are relatively prime with π(s).
Then the Wiener–Hopf factorization indices of P1(s) will be called the local Wiener–
Hopf factorization indices of P(s) with respect to π(s).
This definition of local Wiener–Hopf factorization indices of a nonsingular poly-
nomial matrix with respect to a monic irreducible polynomial is an extension for an
arbitrary field of the definition of the Wiener–Hopf factorization indices of a non-
singular polynomial matrix with respect to a closed rectifiable curve in the complex
plane given in [7].
Definition 2.4. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and let
π(s) ∈ F[s] be a monic irreducible polynomial. Let P1(s), P2(s) ∈ F[s]m×m be poly-
nomial matrices such that
(i) P(s) = P1(s)P2(s),
(ii) the invariant factors of P1(s) are powers of π(s),
(iii) the invariant factors of P2(s) are relatively prime with π(s).
Then the Hermite indices of P1(s) will be called the local Hermite indices of P(s)
with respect to π(s).
Our aim now is to define local indices for systems. First we present two propositions
that are necessary for giving a good definition of the local indices of systems.
Proposition 2.5. Let π(s) ∈ F[s] be a monic irreducible polynomial and let (A,B) ∈
Fn×n × Fn×m be a controllable pair such that det(sIn − A) = π(s)dβ(s), gcd(π(s),
β(s)) = 1, d(π(s)d) = n1, and d(β(s)) = n2. Then there exist controllable pairs
(A1, B1) ∈ Fn1×n1 × Fn1×m, (A2, B2) ∈ Fn2×n2 × Fn2×m such that
(i) (A,B) is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) the invariant factors of sIn1 − A1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 are relatively prime with π(s).
Proof. Assume that the invertible matrixP ∈ Fn×n brings matrixA to its second natu-
ral normal form, that is PAP−1 =
[
A1 0
0 A2
]
, where the invariant factors of sIn1 − A1
are powers of π(s) while the invariant factors of sIn2 − A2 are relatively prime with
π(s) (see [5]). Let PB =
[
B1
B2
]
. In order to prove that (A1, B1) and (A2, B2) are
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controllable pairs, write C(A,B) = P−1
[
B1 A1B1 A
2
1B1 · · · An−11 B1
B2 A2B2 A
2
2B2 · · · An−12 B2
]
. Since
(A,B) is controllable, there exist n linearly independent rows in C(A,B). Moreover,
n = n1 + n2. Therefore the rank of each matrix [Bi AiBi · · · An−1i Bi ] is ni .
Now, using the Hamilton–Cayley Theorem (see [5]) rank C(Ai, Bi) = ni . Thus, we
can conclude that (Ai, Bi) is controllable, i = 1, 2. 
Proposition 2.6. Let π(s) ∈ F[s] be a monic irreducible polynomial and let (Ai, Bi),
(A′i , B ′i ) ∈ Fni×ni × Fni×m be controllable pairs, i = 1, 2, such that
(i)
([
A1 0
0 A2
]
,
[
B1
B2
])
is similar to
([
A′1 0
0 A′2
]
,
[
B ′1
B ′2
])
,
(ii) the invariant factors of sIn1 − A1 and sIn1 − A′1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 and sIn2 − A′2 are relatively prime with π(s).
Then (Ai, Bi) is similar to (A′i , B ′i ), i = 1, 2.
Proof. By (i) there exists an invertible matrix P ∈ Fn×n such that
P
[
A1 0
0 A2
]
P−1 =
[
A′1 0
0 A′2
]
, P
[
B1
B2
]
=
[
B ′1
B ′2
]
.
Put P =
[
P1 P2
P3 P4
]
. Then
[
P1 P2
P3 P4
] [
A1 0
0 A2
]
=
[
A′1 0
0 A′2
] [
P1 P2
P3 P4
]
.
Consequently,
P1A1 = A′1P1, (5)
P2A2 = A′1P2, (6)
P3A1 = A′2P3, (7)
P4A2 = A′2P4. (8)
By (i), the invariant factors of
[
A1 0
0 A2
]
and
[
A′1 0
0 A′2
]
are the same (see, for example,
[5]). Moreover, using (ii) and (iii), the invariant factors of A1 and A′1 are the same,
as well as the invariant factors of A2 and A′2. Hence gcd(det(sIn1 − A′1), det(sIn2 −
A2)) = 1 and gcd(det(sIn1 − A1), det(sIn2 − A′2)) = 1. Using [10, Section 12.5] we
deduce from (6) and (7) that P2 = 0 and P3 = 0. Consequently, P =
[
P1 0
0 P4
]
and[
P1 0
0 P4
][
B1
B2
]
=
[
B ′1
B ′2
]
. Then,
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P1B1 = B ′1, (9)
P4B2 = B ′2. (10)
We conclude from (5) and (9) that (A1, B1) is similar to (A′1, B ′1) and by (8) and (10)
that (A2, B2) is similar to (A′2, B ′2). 
By Propositions 2.5 and 2.6 and by the fact that similar pairs have the same con-
trollability and Hermite indices, the following definitions make sense.
Definition 2.7. Let π(s) ∈ F[s] be a monic irreducible polynomial and let (A,B) ∈
Fn×n × Fn×m be a controllable pair such that det(sIn − A) = π(s)dβ(s), gcd(π(s),
β(s)) = 1, d(π(s)d) = n1, andd(β(s)) = n2. Let c1, . . . , cm be nonnegative integers
such that c1  · · ·  cm. These numbers are called the local controllability indices
of (A,B) with respect to π(s) if there exist controllable pairs (A1, B1) ∈ Fn1×n1 ×
Fn1×m and (A2, B2) ∈ Fn2×n2 × Fn2×m such that
(i) (A,B) is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) the invariant factors of sIn1 − A1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 are relatively prime with π(s),
(iv) c1, . . . , cm are the controllability indices of the pair (A1, B1).
Definition 2.8. Let π(s) ∈ F[s] be a monic irreducible polynomial and let (A,B) ∈
Fn×n × Fn×m be a controllable pair such that det(sIn − A) = π(s)dβ(s), gcd(π(s),
β(s)) = 1, d(π(s)d) = n1, and d(β(s)) = n2. Let h1, . . . , hm be nonnegative inte-
gers. These numbers are called the local Hermite indices of (A,B) with respect
to π(s) if there exist controllable pairs (A1, B1) ∈ Fn1×n1 × Fn1×m and (A2, B2) ∈
Fn2×n2 × Fn2×m such that
(i) (A,B) is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) the invariant factors of sIn1 − A1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 are relatively prime with π(s),
(iv) h1, . . . , hm are the Hermite indices of the pair (A1, B1).
3. Relation between the local indices of systems and the local indices of
their polynomial matrix representations
As we said in the first section, it turns out that the controllability indices of a
matrix pair are the Wiener–Hopf factorization indices of any of its polynomial matrix
representations and the Hermite indices of a pair are also the Hermite indices of any
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of its polynomial matrix representations. Our commitment now is to study whether
these relationships also follow for the local indices.
The next lemma can be proved following the ideas of [17, Theorem 2.4].
Lemma 3.1. Let (A1, B1), (A2, B2) ∈ Fn×n × Fn×m be controllable pairs, letP1(s),
P2(s) ∈ F[s]m×m be polynomial matrix representations of them and let G1(s),
G2(s) ∈ F(s)n×m be their transfer matrices, respectively.
Let P ∈ Fn×n and Q ∈ Fm×m be invertible matrices and let F ∈ Fm×n such that
(A1, B1) = (PA2P−1 + PB2F,PB2Q). If B(s) = Q−1[Im − FPG2(s)] and
U(s) = [B(s)P2(s)]−1P1(s), then B(s) is biproper, U(s) is unimodular and P1(s) =
B(s)P2(s)U(s).
Conversely, if B(s) ∈ Fpr(s)m×m is biproper and U(s) ∈ F[s]m×m is unimodular
such that P1(s) = B(s)P2(s)U(s), then there exist P ∈ Fn×n,Q ∈ Fm×m
invertible matrices and F ∈ Fm×n such that B(s) = Q−1[Im − FPG2(s)] and
(A1, B1) = (PA2P−1 + PB2F,PB2Q).
Lemma 3.2. Let (A1, B1) ∈ Fn1×n1 × Fn1×m be a controllable pair, let P1(s) ∈
F[s]m×m be any polynomial matrix representation of (A1, B1) and let Q2(s) ∈
F[s]m×m be a nonsingular matrix such that gcd(det(P1(s)), det(Q2(s))) = 1. Then
there exists a controllable pair (A2, B2) ∈ Fn2×n2 × Fn2×m, n2 = d(det Q2(s)), such
that A2 has the same nontrivial invariant factors as Q2(s) and P(s) = P1(s)Q2(s)
is a polynomial matrix representation of the controllable pair([
A1 0
0 A2
]
,
[
B1
B2
])
∈ Fn×n × Fn×m, n = n1 + n2.
Proof. Let P1(s) be a polynomial matrix representation of (A1, B1) with Wiener–
Hopf factorization indices c1  · · ·  cm. There exist matrices B(s) ∈ Fpr(s)m×m,
biproper, and U(s) ∈ F[s]m×m, unimodular, such that B(s)P1(s)U(s) =
Diag(sc1 , . . . , scm). Therefore, B(s)P (s) = B(s)P1(s)Q2(s) = B(s)P1(s)U(s) ×
U(s)−1Q2(s) = Diag(sc1 , . . . , scm)D2(s), where D2(s) = U(s)−1Q2(s).
Moreover, the diagonal matrix Diag(sc1 , . . . , scm) is a polynomial matrix represen-
tation of the canonical Brunovsky form (A1c, B1c) of (A1, B1), where if t = rank B1,
A1c = Diag(A11, . . . , A1t ), B1c = [B˜1c 0], with B˜1c = Diag(B11, . . . , B1t ), A1i =[0 Ici−1
0 0
]
∈ Fci×ci and B1i =
[0
1
]
∈ Fci×1, 1  i  t .
Let A2 ∈ Fn2×n2 be a matrix such that D2(s) and sIn2 − A2 have the same non-
trivial invariant factors. Then (see [18, Lemma 3.1]), there exists a matrix X˜ ∈ Fn2×m
such that (A2, X˜) is controllable and D2(s) is a polynomial matrix representation of
(A2, X˜). Moreover, since Diag(sc1 , . . . , scm) is a polynomial matrix representations
of (A1c, B1c), following the ideas of [13, Theorem 4.1.8], we have that B(s)P (s) =
Diag(sc1 , . . . , scm)D2(s) is a polynomial matrix representation of
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A2 X1
0 A1c
]
,
[
0 X2
B˜1c 0
])
,
where X1 =
[
x1 0 · · · 0 x2 0 · · · 0 · · · xt 0 · · · 0
] ∈ Fn2×n1 , X2 =
[xt+1 · · · xm] ∈ Fn2×(m−t) with xi the ith column of X˜, i = 1, 2, . . . , m.
Bearing in mind that B(s)P1(s)U(s) = Diag(sc1 , . . . , scm), by Lemma 3.1, there
exist matrices P ∈ Fn1×n1 ,Q ∈ Fm×m, invertible, and F ∈ Fm×n1 such that B(s) =
Q−1[Im −FPG1(s)] with G1(s)= (sIn1 − A1)−1B1 and (A1c, B1c)= (PA1P−1 +
PB1F,PB1Q). Thus, it follows that there exist matrices P =
[
In2 0
0 P
]
, Q = Q,
invertible, and F = [0 F ] such that
P
[
A2 X1P − ZFP Z
0 A1 B1
][
P
−1 0
F Q
]
=
[
A2 X1 0 X2
0 A1c B˜1c 0
]
,
where Z = [0 X2]Q−1. Put Y = X1P − ZFP . If P(s) is a polynomial matrix
representation of
([
A2 Y
0 A1
]
,
[
Z
B1
])
and since B(s)P (s) is a polynomial matrix repre-
sentation of
([
A2 X1
0 A1c
]
,
[ 0 X2
B˜1c 0
])
, by Lemma 3.1, there exist both a
biproper matrix B(s) = [Im − FPG1(s)]−1Q, with G1(s) the transfer matrix of
the pair
([
A2 Y
0 A1
]
,
[
Z
B1
])
, and U(s) unimodular such that
P(s) = B(s)B(s)P (s)U(s).
It is easily seen that B(s) = B(s)−1. Therefore, we have proved that there exist a pair
(A2, Y ) and a matrix Z such that P(s)U(s), and of course P(s), is a polynomial
matrix representation of
([
A2 Y
0 A1
]
,
[
Z
B1
])
.
Recall that by hypothesis gcd(det(P1(s)), det(Q2(s))) = 1. Therefore,
gcd(det(sIn1 − A1), det(sIn2 − A2)) = 1. Then, from [10, Section 12.5], given Y
there exists a unique solution Z˜ of the equation −A2Z˜ + Z˜A1 = Y . Now, if we
consider the invertible matrix T =
[
I −Z˜
0 I
]
and put B2 = −Z˜B1 + Z we get that
T
[
A2 Y
0 A1
]
T −1 =
[
A2 0
0 A1
]
and T
[
Z
B1
]
=
[
B2
B1
]
. Therefore,
([
A2 Y
0 A1
]
,
[
Z
B1
])
is
similar to
([
A2 0
0 A1
]
,
[
B2
B1
])
, which is also similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
. Since P(s)
is a polynomial matrix representation of
([
A2 Y
0 A1
]
,
[
Z
B1
])
, P (s) is also a polyno-
mial matrix representation of
([
A1 0
0 A2
]
,
[
B1
B2
])
, which is controllable. Moreover,
(A2, B2) is controllable (see the proof of Proposition 2.5). 
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Remark. If (A1, B1) ∈ Fn1×n1 × Fn1×m, (A2, B2) ∈ Fn2×n2 × Fn2×m are controlla-
ble pairs such that gcd(det(sIn1 − A1), det(sIn2 − A2)) /= 1 then we cannot ensure
that the pair([
A1 0
0 A2
]
,
[
B1
B2
])
∈ Fn×n × Fn×m, n = n1 + n2,
is controllable as the following example shows.
Let A1 ∈ F2×2 and A2 ∈ F4×4 be the companion matrices of the monic polynomi-
als (s2 + 1) and (s2 + 1)2, respectively, and B1 = [0 1]t ∈ F2×1, B2 = [0 0 0 1]t ∈
F4×1. Then, (A1, B1), (A2, B2) are controllable pairs and the matrix pair([
A1 0
0 A2
]
,
[
B1
B2
])
∈ F6×6 × F6×1,
is not controllable because the rank of the controllability matrix is 4.
However, if (A1, B1) and (A2, B2) are controllable matrix pairs such that
gcd(det(sIn1 − A1), det(sIn2 − A2)) = 1 then the proof of the next theorem shows,
among other things, that
([
A1 0
0 A2
]
,
[
B1
B2
])
is controllable.
Theorem 3.3. Let (A1, B1) ∈ Fn1×n1 × Fn1×m, (A2, B2) ∈ Fn2×n2 × Fn2×m be con-
trollable pairs such that gcd(det(sIn1 −A1), det(sIn2 −A2))= 1. Let P1(s), P2(s)∈
F[s]m×m be polynomial matrix representations of (A1, B1) and (A2, B2), respec-
tively. Let P(s) ∈ F[s]m×m be a polynomial matrix. P (s) is a polynomial matrix
representation of the controllable pair([
A1 0
0 A2
]
,
[
B1
B2
])
∈ Fn×n × Fn×m, n = n1 + n2,
if and only if there exist polynomial matrices Q1(s) ∈ F[s]m×m, with the same
nontrivial invariant factors as A1, and Q2(s) ∈ F[s]m×m, with the same nontrivial
invariant factors as A2, such that P(s) = P1(s)Q2(s) = P2(s)Q1(s).
Proof. First we prove the sufficiency. SinceP(s) = P1(s)Q2(s)with gcd(det(P1(s)),
det(Q2(s))) = 1, by Lemma 3.2 there is a controllable pair (A2, B2) ∈ Fn2×n2 ×
Fn2×m such that the matrices sIn2 − A2 and Q2(s) have the same nontrivial invariant
factors and P(s) is a polynomial matrix representation of([
A1 0
0 A2
]
,
[
B1
B2
])
.
Analogously, sinceP(s) = P2(s)Q1(s)with gcd(det(P2(s)), det(Q1(s))) = 1, there
is a controllable pair (A1, B1) ∈ Fn1×n1 × Fn1×m such that the matrices sIn1 − A1
and Q1(s) have the same nontrivial invariant factors and P(s) is a polynomial matrix
representation of([
A2 0
0 A1
]
,
[
B2
B1
])
.
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Thus
([
A1 0
0 A2
]
,
[
B1
B2
])
and
([
A2 0
0 A1
]
,
[
B2
B1
])
are similar matrix pairs, and so, both
are similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
. On the other hand, the invariant factors of Qi(s)
and Pi(s) are the same and they are the invariant factors, except for some trivial ones,
of sIni − Ai and sIni − Ai, i = 1, 2. Then, we have that
(i)
([
A1 0
0 A2
]
,
[
B1
B2
])
is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) sIni − Ai and sIni − Ai have the same invariant factors, i = 1, 2,
(iii) gcd(det(sIn1 −A1), det(sIn2 −A2))=gcd(det(sIn1 −A1), det(sIn2 −A2))=1.
Using the same technique as in the proof of Proposition 2.6, we can conclude
that (Ai, Bi) is similar to (Ai, Bi), i = 1, 2. Thus,
([
A1 0
0 A2
]
,
[
B1
B2
])
is similar to([
A1 0
0 A2
]
,
[
B1
B2
])
, and in consequence, P(s) is also a polynomial matrix represen-
tation of
([
A1 0
0 A2
]
,
[
B1
B2
])
.
Now we prove the necessity. Since Pi(s) is a polynomial matrix representation
of (Ai, Bi), there exist unimodular matrices Ui(s), Vi(s) ∈ F[s]ni×ni and matrices
Yi(s) ∈ F[s]ni×m such that
Ui(s)
[
sI − Ai Bi
] [Vi(s) Yi(s)
0 Im
]
=
[
Ini−m 0 0
0 Pi(s) Im
]
, i = 1, 2.
Then,
[
U1(s) 0
0 U2(s)
] [
sI − A1 0 B1
0 sI − A2 B2
]V1(s) 0 Y1(s)0 V2(s) Y2(s)
0 0 Im


=


In1−m 0 0 0 0
0 P1(s) 0 0 Im
0 0 In2−m 0 0
0 0 0 P2(s) Im

 .
This matrix is Rosenbrock system equivalent to
In−2m 0 0 00 P1(s) 0 Im
0 0 P2(s) Im


and to
In−2m 0 0 00 P1(s) 0 Im
0 −P1(s) P2(s) 0

 .
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Thus,
[
sI − A1 0 B1
0 sI − A2 B2
]
and

In−2m 0 0 00 P1(s) 0 Im
0 −P1(s) P2(s) 0


are Rosenbrock system equivalent. Since gcd(det(sIn1 − A1), det(sIn2 − A2)) = 1,
gcd(det(P1(s)), det(P2(s))) = 1. (11)
Let R(s) be a left divisor of P1(s) and P2(s). Hence P1(s) = R(s)P 1(s), P2(s) =
R(s)P 2(s) and
1 = gcd(det(P1(s)), det(P2(s))) = gcd(det(R(s)P 1(s)), det(R(s)P 2(s)))
= det(R(s))gcd(det(P 1(s)), det(P 2(s))).
Thus, det(R(s)) is a nonzero constant, and so R(s) is a unimodular matrix and P1(s)
and P2(s) are left coprime matrices. Furthermore, there exist polynomial matrices
X(s) and Y (s) such that
[
X(s) Y (s)
−P1(s) P2(s)
]
is unimodular (see [9, Lemma 6.3-9]) and
so is
[
X(s) Y (s)
−P1(s) P2(s)
]−1 = [Q11(s) Q12(s)
Q21(s) Q22(s)
]
.
Hence[
X(s) Y (s)
−P1(s) P2(s)
] [
Q11(s) Q12(s)
Q21(s) Q22(s)
]
=
[
Im 0
0 Im
]
(12)
and [
P1(s) 0
−P1(s) P2(s)
] [
Q11(s) Q12(s)
Q21(s) Q22(s)
]
=
[
P1(s)Q11(s) P1(s)Q12(s)
0 Im
]
.
Thus,
In−2m 0 0 00 P1(s) 0 Im
0 −P1(s) P2(s) 0


is Rosenbrock system equivalent to
In−2m 0 0 00 P1(s)Q11(s) P1(s)Q12(s) Im
0 0 Im 0

 ,
which is Rosenbrock system equivalent to
[
In−m 0 0
0 P1(s)Q11(s) Im
]
. So,[
sIn1 − A1 0 B1
0 sIn2 − A2 B2
]
and
[
In−m 0 0
0 P1(s)Q11(s) Im
]
are Rosenbrock system
equivalent and P1(s)Q11(s) is a polynomial matrix representation of the pair
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([
A1 0
0 A2
]
,
[
B1
B2
])
. Moreover, from (12) it follows that P1(s)Q11(s) = P2(s)Q21(s).
Since P(s) and P1(s)Q11(s) = P2(s)Q21(s) are polynomial matrix representations
of the same pair, they are right equivalent. Therefore, there exists a unimodular
matrix U(s) ∈ F[s]m×m such that P(s) = P1(s)Q11(s)U(s) = P2(s)Q21(s)U(s),
which implies that there exist matrices Q2(s) = Q11(s)U(s) and Q1(s) =
Q21(s)U(s) such that P1(s)Q2(s) and P2(s)Q1(s) are polynomial matrix represen-
tations of the pair
([
A1 0
0 A2
]
,
[
B1
B2
])
, which is controllable.
Now we only need to see that Qi(s) has the same nontrivial invariant factors as Ai,
i = 1, 2. Let’s see that Q21(s) and Q11(s) have the same nontrivial invariant factors
as A1 and A2, respectively. On the one hand,
In−2m 0 0 00 P1(s) 0 Im
0 0 P2(s) Im


and
[
In−m 0 0
0 P1(s)Q11(s) Im
]
are Rosenbrock system equivalent. Therefore, the poly-
nomial matrices
[
P1(s) 0
0 P2(s)
]
and
[
Im 0
0 P1(s)Q11(s)
]
are equivalent. Therefore,
det(P1(s)) det(P2(s)) = det(P1(s)) det(Q11(s)) and det(P2(s)) = det(Q11(s)). On
the other hand, since P1(s)Q11(s) = P2(s)Q21(s), it follows that det(P1(s)) =
det(Q21(s)). Using (11), we have then proved that
gcd(det(Q21(s)), det(Q11(s))) = 1. (13)
If we take into account again that P1(s)Q11(s) = P2(s)Q21(s), we have that the
invariant factors of Q11(s) divide the invariant factors of P2(s)Q21(s) (see [12]) and
using (13) we conclude that the invariant factors of Q11(s) divide the invariant factors
of P2(s). On the other hand, the invariant factors of P2(s) divide the invariant factors
of P1(s)Q11(s) and using (11), the invariant factors of P2(s) divide the invariant
factors of Q11(s). Thus Q11(s) have the same invariant factors as P2(s), which
have the same nontrivial invariant factors as A2. Analogously, Q21(s) have the same
nontrivial invariant factors as A1. 
In [6, Proposition 2.4] a similar result to Theorem 3.3 has been shown to hold
for rational matrices over the complex field. Nevertheless, since the previous proof
presented here is merely algebraic, it shows that Theorem 3.3 is valid not only for the
complex field but for any arbitrary field.
The necessity of Theorem 3.3 allows us to relate the local indices of systems and
those of their polynomial matrix representations.
Proposition 3.4. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let (A,B) ∈
Fn×n × Fn×m be a controllable pair and let P(s) ∈ F[s]m×m be a polynomial matrix
representation of the previous pair. Then the local controllability indices of (A,B)
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with respect to π(s) are the local Wiener–Hopf factorization indices of P(s) with
respect to π(s) and the local Hermite indices of (A,B) with respect to π(s) are the
local Hermite indices of P(s) with respect to π(s).
Proof. Let det(sIn − A) = π(s)dβ(s) such that gcd(π(s), β(s)) = 1, d(π(s)d) =
n1, d(β(s)) = n2. By Proposition 2.5, there exist controllable pairs (A1, B1) ∈
Fn1×n1 × Fn1×m and (A2, B2) ∈ Fn2×n2 × Fn2×m such that
(i) (A,B) is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) the invariant factors of sIn1 − A1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 are relatively prime with π(s).
From (ii) and (iii) we conclude that gcd(det(sIn1 − A1), det(sIn2 − A2)) = 1. Let
P1(s) be a polynomial matrix representation of (A1, B1). Using Theorem 3.3 there
exists a polynomial matrix Q2(s) ∈ F[s]m×m, that has the same nontrivial invariant
factors as A2, such that P1(s)Q2(s) is a polynomial matrix representation of the
controllable pair
([
A1 0
0 A2
]
,
[
B1
B2
])
. From (i) there exists a unimodular matrix U(s)
such that P(s) = P1(s)Q2(s)U(s). From (ii) the invariant factors of P1(s) are powers
of π(s). From (iii) the invariant factors of Q2(s)U(s) are relatively prime with π(s).
Thus, by the definitions of local controllability and Hermite indices of a pair of
matrices and local Wiener–Hopf and Hermite indices of a polynomial matrix, we
conclude that the local controllability and Hermite indices of (A,B) with respect to
π(s) are the local Wiener–Hopf and Hermite indices of P(s) with respect to π(s),
respectively. 
4. On the existence of linear systems with prescribed controllability indices
We want to find necessary and sufficient conditions for the existence of a polyno-
mial matrix P(s) ∈ F[s]m×m with prescribed invariant factors, Wiener–Hopf factor-
ization indices and local Wiener–Hopf factorization indices with respect to a monic
irreducible polynomial. We present first some necessary conditions and we will see
later that these are also sufficient if F is algebraically closed.
Lemma 4.1 [2]. Let D(s) = Diag(sc1 , . . . , scm), c1  · · ·  cm. Let α1(s) | · · · |
αm(s) and k1  · · ·  km be nonzero monic polynomials and nonnegative integers,
respectively. If there exists a matrix X(s) ∈ F[s]m×m with α1(s), . . . , αm(s) as invari-
ant factors such that D(s)X(s) has k1, . . . , km as Wiener–Hopf factorization indices
then
ki  ci, 1  i  m, (14)
(k1 − c1, . . . , km − cm) ≺ (d(αm(s)), . . . , d(α1(s))). (15)
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Conversely, if F is algebraically closed and conditions (14), (15) hold then there
exists a matrix X(s) ∈ F[s]m×m with α1(s), . . . , αm(s) as invariant factors such that
D(s)X(s) has k1, . . . , km as Wiener–Hopf factorization indices.
Lemma 4.2. Let P(s), P1(s), P2(s) ∈ F[s]m×m be nonsingular matrices such that
P(s) = P1(s)P2(s). Let k1, . . . , km and c1, . . . , cm be the Wiener–Hopf factorization
indices of P(s) and P1(s), respectively, and α1(s), . . . , αm(s) the invariant factors
of P2(s). Then
ci  ki, 1  i  m,
(k1 − c1, . . . , km − cm) ≺ (d(αm(s)), . . . , d(α1(s))).
Proof. Since P1(s) has c1, . . . , cm as Wiener–Hopf factorization indices, there exist
matrices B(s) ∈ Fpr(s)m×m, biproper, and U(s) ∈ F[s]m×m, unimodular such that
B(s)P1(s)U(s) = D(s) = Diag(sc1 , . . . , scm). We have that B(s)P (s) =
B(s)P1(s)P2(s) = B(s)P1(s)U(s)U(s)−1P2(s) = D(s)X(s), where X(s) =
U(s)−1P2(s) has α1(s), . . . , αm(s) as invariant factors and D(s)X(s) has k1, . . . , km
as Wiener–Hopf factorization indices. Using Lemma 4.1 the result follows. 
Theorem 4.3. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let k1  · · ·  km
and c1  · · ·  cm be nonnegative integers and for i = 1, . . . , m αi(s) =
π(s)di βi(s) with gcd(π(s), βi(s)) = 1 monic polynomials such that α1(s) | · · · |
αm(s). If there exists a polynomial matrixP(s) ∈ F[s]m×m with k1, . . . , km as Wiener–
Hopf factorization indices, α1(s), . . . , αm(s) as invariant factors and c1, . . . , cm as
local Wiener–Hopf factorization indices with respect to π(s), then the following
conditions hold:
ki  ci, 1  i  m, (16)
(k1 − c1, . . . , km − cm) ≺ (d(βm(s)), . . . , d(β1(s))), (17)
(c1, . . . , cm) ≺ (d(π(s)dm), . . . , d(π(s)d1)). (18)
Proof. Since c1, . . . , cm are the local Wiener–Hopf factorization indices of P(s) with
respect toπ(s),P (s) = P1(s)P2(s),whereP1(s)has c1, . . . , cm as Wiener–Hopf fac-
torization indices and π(s)d1 , . . . , π(s)dm as invariant factors. Hence, condition (18)
is a consequence of Rosenbrock’s Theorem 1.1 applied to matrix P1(s). Conditions
(16) and (17) follow from Lemma 4.2. 
If F is an arbitrary field, conditions (16)–(18) are not, in general, sufficient for
the existence of a polynomial matrix P(s) satisfying the conditions of Theorem 4.3.
They are sufficient if F is algebraically closed, as we are going to prove now.
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Theorem 4.4. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let k1  · · ·  km
and c1  · · ·  cm be nonnegative integers and for i = 1, . . . , m αi(s) =
π(s)di βi(s) with gcd(π(s), βi(s)) = 1 monic polynomials such that α1(s) | · · · |
αm(s). If F is algebraically closed and conditions (16)–(18) hold then there exists
a polynomial matrix P(s) ∈ F[s]m×m with k1, . . . , km as Wiener–Hopf factorization
indices, α1(s), . . . , αm(s) as invariant factors and c1, . . . , cm as local Wiener–Hopf
factorization indices with respect to π(s).
Proof. Assume thatF is algebraically closed and conditions (16) and (17) are fulfilled.
Following the ideas from the proof of Lemma 4.1, which is based on Lemma 5.2,
there exists a lower triangular polynomial matrix, column degree dominant, X(s),
with β1(s), . . . , βm(s) as invariant factors and ki − ci as degree of the ith column,
1  i  m. On the other hand, using Theorem 1.1, condition (18) implies that there
exists a nonsingular polynomial matrix, Q1(s), with c1, . . . , cm as Wiener–Hopf
factorization indices and π(s)d1 , . . . , π(s)dm as invariant factors. There exists a uni-
modular matrix U(s) such that Q(s) = Q1(s)U(s) is column proper [16]. This matrix
Q(s) has the same invariant factors and Wiener–Hopf indices as Q1(s). Since X(s) is
a lower triangular polynomial matrix, column degree dominant and Q(s) is column
proper with column degrees k1 − c1, . . . , km − cm and c1, . . . , cm, respectively, we
can ensure that the product, P(s) = Q(s)X(s), is column proper matrix (in general,
the product of a column proper matrix by a column degree dominant matrix is
not column proper) with column degrees k1, . . . , km. Then, P(s) is the desired
matrix. 
We study now a simplified version of this problem when the invariant factors are
not prescribed. In this case it is not necessary to impose any restriction on F.
Theorem 4.5. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let k1  · · ·  km
and c1  · · ·  cm be nonnegative integers. Then there exists a polynomial matrix
P(s) ∈ F[s]m×m with k1, . . . , km as Wiener–Hopf factorization indices and
c1, . . . , cm as local Wiener–Hopf factorization indices with respect to π(s) if and
only if
(i) ki  ci, 1  i  m,
(ii) d(π(s)) | ∑mi=1 ci .
Proof. Since c1, . . . , cm are the local Wiener–Hopf factorization indices of P(s)
with respect to π(s), there exist nonsingular matrices P1(s), P2(s) ∈ F[s]m×m such
that P(s) = P1(s)P2(s), the Wiener–Hopf factorization indices of P1(s) are c1, . . . ,
cm and the invariant factors of P1(s) are powers of π(s), say, π(s)d1 | · · · | π(s)dm .
By Rosenbrock’s Theorem 1.1, (c1, . . . , cm) ≺ (dmd(π(s)), . . . , d1d(π(s))). Thus,∑m
i=1 ci = d(π(s))
∑m
i=1 di . Condition (i) follows from Lemma 4.2.
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Conversely, by (ii) there exists a positive integer a such that∑mi=1 ci = ad(π(s)).
Then, (c1, . . . , cm) ≺ (ad(π(s)), 0, . . . , 0). By Rosenbrock’s Theorem 1.1 and the
fact that any nonsingular polynomial matrix can be made column proper by post-
multiplication by a unimodular matrix, there exists a column proper matrix P1(s) ∈
F[s]m×m with column degrees c1, . . . , cm and invariant factors 1, . . . , 1, π(s)a . Let
β(s) be a monic irreducible polynomial coprime with π(s) and d(β(s)) = 1. We
consider the diagonal matrixP2(s) = Diag(β(s)k1−c1 , . . . , β(s)km−cm)which is poly-
nomial by (i). The column proper matrix P(s) = P1(s)P2(s), with column degrees
k1, . . . , km is the desired matrix. 
Remark. If d(π(s)) > 1 condition (i) is not sufficient. Consider π(s) = s2 + 1,
k1 = 5, k2 = 3, c1 = 3, c2 = 2. In this case it is impossible to find a polynomial
matrixP1(s)with Wiener–Hopf factorization indices 3,2, and invariant factors powers
of π(s) because by Rosenbrock’s Theorem 1.1 c1 + c2 = 5 should be multiple of
d(π(s)) = 2. However, if F is an algebraically closed field, condition (i) of Theorem
4.5 is sufficient in order to ensure the existence of a matrix with prescribed global
and local indices.
Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and assume that
d(det(P (s))) = n. By [17, Proposition 2.3] there exists a controllable pair (A,B) ∈
Fn×n × Fn×m for which P(s) is a polynomial matrix representation. We recall that
the controllability indices of (A,B) are the Wiener–Hopf factorization indices of any
polynomial matrix representation. Moreover, in Proposition 3.4 we prove that this
relation is true in a local sense; i.e., we prove that the local controllability indices
of (A,B) with respect to π(s) are the local Wiener–Hopf factorization indices of
any polynomial matrix representation. Taking into account this result we can give the
solution to the problem of finding necessary and sufficient conditions for the existence
of a controllable pair (A,B) ∈ Fn×n × Fm×m with prescribed invariant factors for the
state matrix and global and local controllability indices.
Theorem 4.6. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let k1  · · ·  km
and c1  · · ·  cm be nonnegative integers and for i = 1, . . . , m αi(s) =
π(s)di βi(s) with gcd(π(s), βi(s)) = 1 monic polynomials such that α1(s) | · · · |
αm(s). If there exists a controllable pair (A,B) ∈ Fn×n × Fn×m with k1, . . . , km as
controllability indices, c1, . . . , cm as local controllability indices with respect to π(s)
and α1(s), . . . , αm(s) as invariant factors of sIn − A, then the following conditions
hold:
ki  ci, 1  i  m, (19)
(k1 − c1, . . . , km − cm) ≺ (d(βm(s)), . . . , d(β1(s))), (20)
(c1, . . . , cm) ≺ (d(π(s)dm), . . . , d(π(s)d1)). (21)
Conversely, if F is algebraically closed and conditions (19)–(21) hold then there exists
a controllable pair (A,B) ∈ Fn×n × Fn×m with k1, . . . , km as controllability indices,
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c1, . . . , cm as local controllability indices with respect to π(s) and
α1(s), . . . , αm(s) as invariant factors of sIn − A.
Proof. The proof is straightforward consequence of Theorems 4.3 and 4.4. 
Theorem 4.7. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let k1  · · ·  km
and c1  · · ·  cm be nonnegative integers. Then, there exists a controllable pair
(A,B) ∈ Fn×n × Fn×m with k1, . . . , km as Wiener–Hopf factorization indices and
c1, . . . , cm as local Wiener–Hopf factorization indices with respect to π(s) if and
only if
(i) ki  ci, 1  i  m,
(ii) d(π(s)) | ∑mi=1 ci .
Proof. The proof follows from Theorem 4.5. 
5. On the existence of linear systems with prescribed Hermite indices
Now, we study a similar problem for the Hermite indices: we want to find necessary
and sufficient conditions for the existence of a polynomial matrix P(s) ∈ F[s]m×m
with prescribed invariant factors, Hermite indices and all its local Hermite structure. In
this case we give a solution when F is an arbitrary field. First, we study the relationship
between the global and local Hermite indices of polynomial matrices.
Theorem 5.1. Let P(s) ∈ F[s]m×m such that det P(s) = aπ1(s)d1 · · ·πt (s)dt , where
a is a nonzero constant,andπi(s)different monic irreducible polynomials inF[s],1 
i  t. Let h1, . . . , hm and hi1, . . . , him be its Hermite indices and its local Hermite
indices with respect to πi(s), 1  i  t, respectively. Then
hj =
t∑
i=1
hij , 1  j  m.
Proof. There exists a unimodular matrix U(s) such that P(s)U(s) = H(s), where
H(s) =


h11(s) 0 · · · 0
h21(s) h22(s) · · · 0
...
...
.
.
.
...
hm1(s) hm2(s) · · · hmm(s)

 (22)
is the Hermite normal form of P(s). Therefore,
hj = d(hjj (s)) = d(π1(s)r1j ) + · · · + d(πt (s)rtj ), 1  j  m, (23)
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with rij integers such that di = ∑mj=1 rij , i = 1, . . . , t . Since π1(s), . . . , πt (s) are
pairwise coprime, by the Bezout identity we can ensure that there exist polyno-
mials aij (s), bij (s) ∈ F[s], with j = 1, . . . , i − 1, i = 2, . . . , m, such that H(s) =
H1(s)H 1(s) where
H1(s) =


π1(s)r11 0 · · · 0
a21(s) π1(s)r12 · · · 0
...
...
.
.
.
...
am1(s) am2(s) · · · π1(s)r1m


and
H 1(s) =


π2(s)r21 . . . πt (s)rt1 0 · · · 0
b21(s) π2(s)r22 . . . πt (s)rt2 · · · 0
...
...
.
.
.
...
bm1(s) bm2(s) · · · π2(s)r2m . . . πt (s)rtm

 .
In fact, for i = 2, . . . , m, ai i−1(s) and bi i−1(s) are obtained from the Bezout
identity hi i−1(s) = π2(s)r2 i−1 . . . πt (s)rt i−1ai i−1(s)+π1(s)r1i bi i−1(s). For i = 3,
. . . , m, ai i−2(s) and bi i−2 are obtained from the Bezout identity hi i−2(s) −
ai i−1(s)bi−1 i−2(s) = π2(s)r2 i−2 . . . πt (s)rt i−2ai i−2(s) + π1(s)r1i bi i−2(s), and so
on.
Since two nonsingular right equivalent polynomial matrices have the same local
Hermite indices with respect to any irreducible polynomial, we have that the local
Hermite indices of P(s) with respect to π1(s) are the local Hermite indices of H(s)
with respect to π1(s) and these are the Hermite indices of H1(s). We can assume
without loss of generality that this matrix is row degree dominant. If this were not the
case, we would perform some column elementary transformations, in order to obtain
a matrix with this property. So, h11 = d(π1(s)r11), h12 = d(π1(s)r12), . . . , h1m =
d(π1(s)r1m) are the local Hermite indices with respect to π1(s) of P(s). In the same
way, using similar ideas, we can write H(s) = Hi(s)H i(s) with Hi(s) in Hermite
normal form and such that its diagonal entries are πi(s)ri1 , . . . , πi(s)rim . This means
that
hi1 = d(πi(s)ri1), hi2 = d(πi(s)ri2), . . . , him = d(πi(s)rim), 1  i  t,
(24)
are the local Hermite indices of H(s) with repect to πi(s). By (23) and (24), we
conclude that hj = ∑ti=1 hij , 1  j  m. 
We will make use of the following lemmas.
Lemma 5.2. [11] Let α1(s) | · · · | αm(s) and δ1(s), . . . , δm(s) be 2m monic poly-
nomials. Then there exists an m × m triangular polynomial matrix with diagonal
(δ1(s), . . . , δm(s)) and α1(s), . . . , αm(s) as invariant factors if and only if
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α1(s) · · ·αk(s) | gcd{δi1(s) · · · δik (s), 1  i1 < · · · < ik  m},
1  k  m − 1,
α1(s) · · ·αm(s) = δ1(s) · · · δm(s).
Lemma 5.3. Let π(s) ∈ F[s] be a monic irreducible polynomial. Let d1  · · ·  dm
and a1, . . . , am be nonnegative integers. Then there exist both m monic polynomi-
als δ1(s), . . . , δm(s) such that d(δj (s)) = aj , 1  j  m, and an m × m triangu-
lar polynomial matrix with diagonal (δ1(s), . . . , δm(s)) and π(s)d1 , . . . , π(s)dm as
invariant factors if and only if
(a1, . . . , am) ≺ (dmd(π(s)), . . . , d1d(π(s))),
d(π(s)) | aj , 1  j  m.
Proof. It is an immediate consequence of Lemma 5.2. 
Theorem 5.4. Let α1(s) | · · · | αm(s) be monic polynomials such that αj (s) =
π1(s)d1j π2(s)d2j . . . πt (s)dtj , 1  j  m, with πi(s) different monic irreducible
polynomials, 1  i  t . Let h1, . . . , hm and hi1, . . . , him be nonnegative integers,
1  i  t. Then there exists a polynomial matrix P(s) ∈ F[s]m×m with h1, . . . , hm
as Hermite indices, α1(s), . . . , αm(s) as invariant factors and hi1, . . . , him as local
Hermite indices with respect to πi(s), i = 1, . . . , t, if and only if
hj =
t∑
i=1
hij , 1  j  m, (25)
(hi1, . . . , him) ≺ (dimd(πi(s)), . . . , di1d(πi(s))), 1  i  t, (26)
d(πi(s)) | hij , 1  i  t, 1  j  m. (27)
Proof. Condition (25) is a consequence of Theorem 5.1. As hi1, . . . , him are the
local Hermite indices of P(s) with repect to πi(s), for each 1  i  t, there ex-
ist nonsingular matrices Pi(s), P i(s) ∈ F[s]m×m with P(s) = Pi(s)P i(s) such that
Pi(s) has πi(s)di1 , . . . , πi(s)dim as invariant factors and the invariant factors of P i(s)
are relatively coprime with πi(s). In addition, the Hermite indices of Pi(s) are
hi1, . . . , him. Let Hi(s) be the Hermite normal form of Pi(s). Then, there exists
a unimodular matrix Ui(s) such that
Pi(s)Ui(s) =


πi(s)
ri1 0 · · · 0
∗ πi(s)ri2 · · · 0
...
...
.
.
.
...
∗ ∗ · · · πi(s)rim


where the degrees of the diagonal elements are hij = d(πi(s)rij ), 1  j  m, and
the invariant factors πi(s)di1 , . . . , πi(s)dim . By Lemma 5.3,
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(hi1, . . . , him) ≺ (dimd(πi(s)), . . . , di1d(πi(s))),
d(πi(s)) | hij , 1  j  m.
Conversely, by (26), (27) and Lemma 5.3, for each 1  i  t, there exists an
m × m triangular matrix
Pi(s) =


δi1(s) 0 · · · 0
∗ δi2(s) · · · 0
...
...
.
.
.
...
∗ ∗ · · · δim(s)


with d(δi1(s)) = hi1, . . . , d(δim(s)) = him and invariant factors πi(s)di1 , . . . ,
πi(s)
dim
. Then, the triangular matrix
P(s) = P1(s)P2(s) . . . Pt (s)
=


∏t
i=1 δi1(s) 0 · · · 0
∗ ∏ti=1 δi2(s) · · · 0
...
...
.
.
.
...
∗ ∗ · · · ∏ti=1 δim(s)

 ,
has α1(s), . . . , αm(s) as invariant factors. We can assume without loss of generality
that P(s) is row degree dominant. If this were not the case, we would perform
some column elementary transformations that change neither the invariant factors
nor the diagonal elements. So, the matrix P(s) has as Hermite indices the degrees
of the diagonal elements,
∑t
i=1 hij , 1  j  m, and by (25) they are h1, . . . , hm. In
addition, the local Hermite indices of P(s) with respect to π1(s) are the Hermite
indices of P1(s) : h11, . . . , h1m. Now, as in the proof of Theorem 5.1, P(s) =
Hi(s)H i(s) with Hi(s) in Hermite normal form and with diagonal entries δi1(s), . . . ,
δim(s). Hence, hi1, . . . , him are the local Hermite indices of P(s) with respect to
πi(s). 
As in the case of the Wiener–Hopf factorization indices, the problem studied in
the previous theorem can be made more simple if we do not prescribe the invariant
factors. In this case, conditions (25) and (27) are necessary and sufficient for the
existence of a polynomial matrix P(s) ∈ F[s]m×m with prescribed Hermite indices
and all its local Hermite structure.
Corollary 5.5. Let πi(s) be a monic irreducible polynomial in F[s], 1  i  t. Let
h1, . . . , hm and hi1, . . . , him be nonnegative integers, 1  i  t. Then there ex-
ists a polynomial matrix P(s) ∈ F[s]m×m with h1, . . . , hm as Hermite indices and
hi1, . . . , him as local Hermite indices with respect to πi(s), i = 1, . . . , t, if and only
if
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hj =
t∑
i=1
hij , 1  j  m, (28)
d(πi(s)) | hij , 1  i  t, 1  j  m. (29)
Proof. The necessity is evident by Theorem 5.4. Conversely, by condition (29) we
have that there exist integers aij , such that hij = aij d(πi(s)), 1  i  t, 1  j  m.
The matrix P(s) = Diag(∏ti=1 πi(s)ai1 , . . . ,∏ti=1 πi(s)aim) has as Hermite indices
the degrees of the diagonal elements, and using (28) they are h1, . . . , hm and as local
Hermite indices with respect to πi(s), hi1, . . . , him, 1  i  t . 
Now we give the same results for systems, that we give without proofs because they
are straightforward consequences of the corresponding results for matrix polynomials
bearing in mind Proposition 3.4.
Theorem 5.6. Let α1(s) | · · · | αm(s) be monic polynomials such that αj (s) =
π1(s)d1j π2(s)d2j . . . πt (s)dtj , 1  j  m, with πi(s) different monic irreducible
polynomials, 1  i  t. Let h1, . . . , hm and hi1, . . . , him be nonnegative integers,
1  i  t. Then there exists a controllable pair (A,B) ∈ Fn×n × Fn×m with h1, . . . ,
hm as Hermite indices, hi1, . . . , him as local Hermite indices with respect to πi(s),
i = 1, . . . , t, and α1(s), . . . , αm(s) as invariant factors of sIn − A if and only if
hj =
t∑
i=1
hij , 1  j  m, (30)
(hi1, . . . , him) ≺ (dimd(πi(s)), . . . , di1d(πi(s))), 1  i  t, (31)
d(πi(s)) | hij , 1  i  t, 1  j  m. (32)
Corollary 5.7. Let πi(s) be a monic irreducible polynomial in F[s], 1  i  t. Let
h1, . . . , hm and hi1, . . . , him be nonnegative integers, 1  i  t. Then there exists
a controllable pair (A,B) ∈ Fn×n × Fn×m with h1, . . . , hm as Hermite indices and
hi1, . . . , him as local Hermite indices with respect to πi(s) i = 1, . . . , t, if and only
if
hj =
t∑
i=1
hij , 1  j  m, (33)
d(πi(s)) | hij , 1  i  t, 1  j  m. (34)
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