Abstract-Implicit discourse relation classification is a chal lenge task due to missing discourse connective. Some work directly adopted machine learning algorithms and linguistically informed features to address this task. However, one interesting solution is to automatically predict implicit discourse connective.
I. INTRODUCTION
Discourse relations, such as Contrast and Cause, are to describe how two sentences or clauses are semantically con nected with each other. It can be helpful in many natural language processing(NLP) applications, such as QA [1] , text summarization [2] and text generation [3] . For example, in QA system, detecting Cause relation in text can help to answer Why question. Moreover, recognizing Restatement relation is useful for document summarization.
Discourse relation can sometimes be marked lexically by words and expressions (i.e., cue words) in the texts, such as but or since. For example, because indicates a Contingency relation in E1. In this case, the discourse relation and con nectives are named as explicit discourse relation and explicit discourse connectives (known as discourse markers).
(EI)
Longer maturities are thought to indicate declining interest rates because they permit portfolio man agers to retain relatively higher rates for a longer period.
(Contingency-wsL0004 ) However, connectives are sometimes absent between sen tences. In E2, for instance does not appear in real text, but it can be manually inserted by annotator into the text to express the Expansion relation between sentences without any redundancy ! . In this case, the discourse relation (here Expansion relation) and the discourse connective (here for 1 According to the PDTB Annotation Manual [4) , if the insertion of connective leads to "redundancy", the relation is annotated as Alternative lexicalizations(AltLex), not implicit.
U.S. Government work not protected by U.S. copyright instance) are called as implicit discourse relation and implicit discourse connective, respectively.
(E2)
Typically, money-fund yields beat comparable short-term investments because portfolio managers can vary maturities and go after the highest rates.
[for instance] The top money funds are currently yielding well over 9%.
(Expansion-wsL0004) Previous work proved that using just the connectives in text, the accuracy of explicit discourse relation classification can reach 93% [5] . However, without the information provided by explicit connectives, the task of implicit discourse relation classification has become quite a challenge [6] . Furthermore, in real world texts, discourse connectives are often missing between sentences. Actually, almost half the sentences in the British National Corpus have no discourse connective entirely [7] . Among a total of 40,600 annotated relations in PDTB, 16 ,053 (40%) are annotated as implicit discourse relation [4] . Therefore, improving the performance of implicit relation classification is the key to the overall performance of discourse relation analysis. In this paper, we focus on the task of implicit discourse relation classification.
Similar to explicit discourse connective, implicit discourse connective is also a useful feature for implicit discourse relation classification. [8] proved that the F-score of implicit discourse relation classification achieves 91.8% on PDTB by simply mapping the hand-annotated implicit connectives to their most frequent sense. Furthermore, they used a language model built on unlabeled corpus to "insert" an implicit con nective between two sentences, and the inserted connective is regraded as an important feature for implicit relation clas sification [8] [9] . It indicates that the prediction of implicit discourse connective can bring help to the classification of implicit discourse relation.
The basic idea of our new approach is to perform a two-step classification using machine learning for implicit discourse relation classification. Specifically, in the first step, classifiers are built to predict implicit discourse connectives between two text spans using linguistically informed features extracted from context sentences. In the second step, the connectives predicted in the first step are used as features to construct implicit discourse relation classifier. By doing so, the implicit connectives predicted in the first step act as a bridge to be used by the second step for implicit relation classification.
The organization of the paper is as follows. Section II sum marizes related work and introduces the corpora we used in the work. Section III presents our new proposed approach. Section IV presents our experiments. Section V reports the results of our experiment. Section VI discusses the experimental results.
Finally, Section VII concludes this work.
II. RELATED WORK

A. Previous work
Labeled and/or unlabeled data have been used to recognize implicit discourse relation in previous work. According to the data used in the method, existing work on implicit discourse classification falls into three categories. Note that although some studies have focused on both implicit and explicit discourse relations, we only focus on the part of their work relevant to implicit discourse relation classification.
The earlier work has performed discourse relation classi fication on unlabeled data. For example, [ 10] proposed an unsupervised method to recognize discourse relations, i.e., Contrast, Explanation-evidence, Condition and Elaboration, between two arbitrary segments of text. They used unambigu ous patterns to generate synthetic implicit discourse relation data set from unlabeled data automatically. And they found that the word pairs from the two sentences can reflect their relation. Based on the work of [10] , some studies attempted to extend the work to improve the performance of relation classification. For example, [11] proved that phrasal patterns are useful in relation classification and therefore they com bined word pairs with phrasal pattern to predict the discourse relations on a Japanese corpus. In addition, [12] presented a refined work on training and classification process using parameter optimization, topic segmentation and syntactic pars ing. However, recently [7] pointed out that training model built on a synthetic data set like what [10] did may not be a good strategy because the model learned from the synthetic data may not perform as well on natural data set.
The second research work is based on labeled data. For example, [13] parsed the discourse structures within the same sentence using RST Bank [14] , which is annotated based on Rhetorical Structure Theory [15] . [16] presented relation disambiguation on GraphBank [17] , which is annotated with discourse relation.
Recently, after the release of PDTB [18] , this hand annotated corpus has become a new benchmark data set and has been widely used for discourse relation classification in open-domain [6] [19] [20] . These studies have constructed relation classifiers using machine learning algorithms, e.g., SVM and NaIve Bayes, with different linguistically informed features, such as verb, context and modality, to automatically predict the implicit discourse relation between two spans of text.
The third research work performs semi-supervised frame work on both labeled and unlabeled data. [21] proposed a semi-supervised method based on the analysis of co-occurring features in unlabeled data, which was used to extend feature vectors. In addition, they adopted structure learning method with the help of unlabeled data [22] .
Unlike all above work which performed implicit discourse relation classification directly without considering implicit discourse connectives, [8] [9] proposed a method based on predicting implicit connectives, which are quite relevant to our work. They predicted discourse connectives with the use of language model trained on large amount of unlabeled data.
Then they combined the predicted connectives with other linguistically informed features to classify discourse relation.
In contrast to the language model based method in [8] [9], we present a two-step classification method using linguistically informed feature and machine learning. The major benefit of our approach is that it can take advantage of two strengths from these above research work. First, since discourse connec tives are good indicators for discourse relation, the predicted implicit discourse connectives are supposed to help in implicit discourse relation classification. Second, the various linguisti cally informed features from context sentences are supposed to help in implicit discourse connective prediction rather than a language model built on unlabeled corpus.
B. Benchmark Corpora
We evaluated our method in both open domain and biomed ical domain. To our knowledge, little published work on im plicit discourse relation classification performed experiments in biomedical domain. Specifically, we used two benchmark corpora, i.e., PDTB and BioDRB, in our experiments. 2) Biomedical discourse relation bank: BioDRB [23] is a biomedical domain corpus of discourse relation, which adapts the annotation framework of PDTB. It has 24 articles from GENIA corpus [24] . Different from PDTB, BioDRB only has a two-level tag set of sense. However, we can follow the instruction offered by [23] to reconstruct the PDTB class level sense from the BioDRB sense types. In this way, we can compare the performance of our method in the same semantic level on the two benchmark corpora.
III. PROPOSED METHOD
A. Motivation
Discourse connectives are important indicators for both ex plicit and implicit discourse relation. As previous work shown, using just discourse connectives as feature, the accuracy of explicit relation classification can reach 93% [5] and the F score of implicit discourse relation can reach 91.8% [8] .
Generally, for explicit discourse relation classification task, it makes full use of discourse connectives in the following way.
First is to identify the explicit discourse connectives and tell it from other words in text. Second is to use the connectives to classify the discourse relation. However, for implicit discourse relation classification, because of missing connectives in text, most previous work built implicit discourse relation classifier without the step of identifying implicit discourse connectives
On the other hand, although implicit discourse connectives do not appear in text, they can be figured out according to the context. For example, as we mentioned above, PDTB annotators "insert" implicit discourse connective manually and the implicit discourse connective can help them decide the implicit discourse relation. Following this idea, automatically predicting implicit discourse connective is an interesting and promising solution to solve the problem of implicit discourse relation classification. This idea was first presented by [8] , which predicted connectives with the use of language model trained by unlabeled data.
As we all know, people follow the grammatical usage of connectives to express the semantic relation between argu ments. For example, neither is paired with nor in a sentence rather than with or. It means that the linguistically informed features, such as lexical features and syntactic features, can act as good indicators for implicit discourse connective prediction.
However, the connective prediction method proposed by [8] only adopted language model, which depends on the word sequence only and cannot incorporate with richer linguistically informed features. In consideration of the above analysis and previous work, one question consequently arises there, can we use linguistically informed feature to predict implicit discourse connectives?
The basic idea of our new approach is to address the implicit discourse relation classification by predicting implicit dis course connectives between sentences using machine learning methods worked with various linguistically informed features.
To the best of our knowledge, this work is the first to predict implicit discourse connectives using machine learning. Unlike previous work in [6] [19] [20] that constructed automatic discourse relation classifiers using machine learning algo rithms with different linguistically informed features, this work presents a two-step classification approach instead of perform ing one-step discourse relation classification. Moreover, unlike previous work in [8] [9] that predicted discourse connectives using a language model, this work makes use of linguistically informed features extracted from context sentences, which are supposed to provide more information than a language model built on unlabeled corpus. The difference between the previous method and our method is shown in Figure 1 .
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B. Our Proposed Method
To address the classification of implicit discourse relation, we propose a two-step machine learning method. The classifier in the first step, called connective classifier, is to predict implicit discourse connectives that can best express the relation between arguments. In the second step, the classifier, called relation classifier, is to classify implicit relation based on the connectives predicted by the first layer of classifier. In this method, implicit discourse connective is added as a "bridge"
to support implicit discourse relation classification. Figure 2 depicts the general training procedure of our method. From the description in Section I1-B, we know that each training example contains both a connective label and a sense (i.e., relation) label. Since the tasks of the two steps have different purposes, these two labels are used to build different classifiers in the two steps. That is, connective label is used to build connective classifier in the first step and sense label is used to construct relation classifier in the second step.
1) Training procedure:
Step 1: build connective classifier The purpose of the first step is to predict implicit discourse connective. To do so, we construct connective classifier using machine learning method worked with linguistically informed features, such as syntactic feature and lexical feature (we will describe these features in the following subsection). The first step consists of two sub steps indicated as step 1.1 and step 1.2 in Figure 2 .
Step 1.1: In this step, each training instance is generated according to its connective label rather than its relation (i.e., sense) label. That is, in the first step the connective attached to each training example is granted as its category label.
After that, for each instance, we extract linguistically informed features from two spans of text. These extracted features and connective label are combined together as feature vectors for each training instance.
Step 1.2: In this step, we use multiple independent binary classifiers to perform implicit discourse prediction. That is, for each connective, we construct a binary classifier for it. In the test stage, each connective classifier is used to predict whether this connective can best express the implicit discourse relation in the test sample or not. For example, the Bucctassifier is used to predict whether But can best express the implicit discourse relation in two arguments or not.
Step 2: build relation classifier The purpose of Step 2 is to perform implicit discourse relation classification based on the implicit connectives predicted from Step 1. The procedure of the second step consists of four steps as shown in Figure 2 (from step 2.1 to step 2.4).
Step 2.1: In this step, each training instance is generated according to its sense label from corpus. These extracted features and connective label are combined together as feature vectors for each training instance.
Step 2.2: We use the connective classifier to predict implicit discourse connectives. From the description in step 1.2, we know that connective classifier contains independent binary classifiers(suppose the number of binary classifiers is N). Therefore, we can get N binary outputs from these connective classifiers.
Step 2.3: We combine the N binary outputs obtained in step 2.2 into a vector, called predicted connective vector(PCV), which reflects the result of connective prediction.
Step 2.4: The relation classifier is trained to classify implicit discourse relation using the PCv. Similar to the step 1.2, we use independent binary classifiers to perform the multi class classification problem. Every binary classifier is trained to distinguish one relation from the others. 
2) Test procedure:
In test stage, we use our two-step method to classify the implicit discourse relation. First, we using the connective classifier to predict the implicit discourse connective. The outputs of connective classifier are combined to generate the predicted connective vector. Then, the predicted connective vector is used in the relation classifier to classify implicit discourse relation. The test procedure is described in From the description in section III, we find that two datesets are generated. In the first step, we extract data with connec tive label(connective prediction dataset) to train connective classifier. In the second step, data with sense label(relation classification dataset) is used to train relation classifier.
1) PDTB:
Following the previous work [6] [8] [9] , we used the sections 2-20 for training and sections 21-22 for testing. Sections 00-01 worked as the development set for parameter optimization.
Connective prediction dataset:
In the training dataset, there were 93 hand-annotated implicit connectives. Therefore, we constructed 93 binary classifiers for connective prediction. We grouped the training data into 93 sub datasets according to their connective labels. In every sub dataset, we added the equal number of negative samples randomly. Connective prediction dataset: The BioDRB training dataset had 49 hand-annotated implicit connectives. Therefore, we grouped training data into 49 sub datasets. In every sub dataset, the numbers of positive sample and negative samples were equal.
Relation classification dataset:
Following the instruction of [23] , we group the training data into class level. The numbers of training and test instances are listed in Table II . Verbs: We count the number of verb pairs in arguments which come from the same class in Levin verb class [26] .
Moreover, the average length of verb phrases in each argument and the part of speech tags of the main verb are included.
Polarity:
The feature includes the number of positive, negated positive, negative and neutral words in the arguments.
Modality: This feature indicates whether there is a modal verb in the arguments and what is the model verb.
Production Rule: Similar to the work of [19] , we extract all the production rules in the arguments. For every production rule, three binary features are used to present whether this rule appears in Arg 1, Arg2 and both of them.
Word-pair: Following the work of [10] , we collect the word pairs from the two arguments and remove those which appear less than 10 times in the training data set.
Due to domain specificity in PDTB and BioDRB, we used different feature sets. According to their performance in development set, the feature set for PDTB contains Polarity, Modality, Production Rule and Word-pair. In BioDRB, Verbs, Polarity and Modality are included in feature set.
C. Performance Evaluation and Machine Learning Algorithms
We report F-score and accuracy(acc) to evaluate the per formance of our method. F-score is the harmonic mean of recall and precision. Accuracy is the number of test samples classified correctly divided by the total number of test data.
Many machine learning algorithms have been adopted in natural language processing (NLP), such as SVM, kNN, NaIve Bayes, decision tree, etc. In this paper, we used NaIve Bayes and Maximum Entropy(MaxEnt) classifiers implemented in MALLET toolkit [27] for our experiment.
D. Baseline System
To make the performance comparison reasonable and reli able, we construct a baseline system that used machine learn ing algorithm and linguistically informed features to classify the implicit discourse relation without connective prediction.
E. Experiments of two-step Classifier 1) Connective Classifier: We first evaluate the performance of classifier for connective prediction, ie. connective classifier.
Then, we chose the classifier which achieving the best perfor mance as the best connective classifier.
2) Relation Classifier: For the experiment on relation clas sifier, we conduct two experiments.
In the first experiment (EXPERIMENT I), the relation classifier uses the connective classifier that was trained by the same machine learning algorithm, ie. the two step classifiers were trained by the same algorithm.
In the second experiment (EXPERIMENT II), we use the best connective classifier to predict implicit discourse connec tive.
For example, we use MaxEnt to construct the relation classifier. In EXPERIMENT I, connective classifier trained by MaxEnt is used to predict implicit discourse connective. How ever, the best connective classifier is used in EXPERIMENT II 2) Results of relation classification: Figure 4 compares the F-score of NaiVe Bayes and MaxEnt. It contains the results of baseline system and two experiments in relation classification, ie. EXPERIMENT I and EXPERIMENT II. Note that the best connective is trained by Na' ive Bayes, so the result of EXPERIMENT II of it is not shown in Figure 4 From Figure 4 , we can find that our method improved the F-score in Comparison and Expansion relation. For ex ample, our method achieved 4.22% and 5.23% improvement in the experiment of MaxEnt. For Contingency relation, in the experiment of NaIve Bayes, we achieve comparable F score to baseline system. But, in the experiment of MaxEnt, our method provides a 5.21 % improvement. However, the result shows that our method can not perform well in Tem poral relation. The possible reason is discussed in Section VI in detail. Further, using the best connective classifier, Table IV reports the best result of our method and previous work [9] . The first line is the best result of using NaiVe Bayes and the second line list the result of MaxEnt. The last line in Table IV shows the result of [9] . 2) Results of relation classification: Figure 5 shows the f-score of Nai've Bayes and MaxEnt in BioDRB. Since the best connective classifier is trained by MaxEnt, the result of EXPERIMENT II using MaxEnt is not shown in Figure 5 .
From Table II , we know that the data distribution in Bio DRB is skewed. The size of training data in Expansion relation is much more than the other relations. Thus, the performance in Expansion relation is much better than the other relations. 
VI. ANALYSIS AND DISCUSSION
A. The size of training data set
In this paper, we perform an error analysis on our method.
We find that the size of training data set has great impact on the performance of our method.
Connective classifier: PDTB has 102 implicit discourse connectives in total. Over 15% of them appear only once and 36% of them occur less than 10 times. For example, what's more appears only once and yet appears 6 times in PDTB as implicit discourse relation [4] . In BioDRB, 54.72% implicit discourse connectives appear less than 10 times. Due to the lack of enough training data, the performance of the connective classifiers, which are used to predict the low frequency connective is worse than the others. It decreases the overall performance of connective classifier. Thus, the general performance of connective classifier may be further improved by increasing the number of training data, especially the training data of low-frequency connectives.
Relation classifier: The size of training data for relation classifier is shown in Table I and Table II . We find that the data distributions of the four relations are significantly skewed.
In PDTB, Expansion relation has the largest training data set, while Temporal makes up about only 5% of instances. In BioDRB, most instances are labeled as Expansion relation and the other three relations only count for about 20%.
From Table IV and Table V , we find that the performance of each relation closely depends on the size of training data.
B. Ambiguity
In this section, we analyze some ambiguity eXIstmg in implicit discourse relation which makes implicit relation clas sification a challenging task. 2) The ambiguity oj implicit discourse connective: In some cases, an implicit discourse connective can be used to express more than one relation. For example, while appears 597 times in implicit discourse relation. Among them, it expresses
Comparison relation for 179 times, Expansion relation for 343 times and Temporal relation for 7 times. For the remaining 68 times it is assigned multi sense tags [4] .
For implicit discourse connectives with high degree of am biguity, we cannot classify implicit discourse relation correctly by just using them.
C. Comparison between language model method and the proposed method
Using a language model to predict the connective [8] [9] has some shortcomings. First, the performance of this method is highly dependent to some parameters. For example, they selected the best N connectives that received the highest score in the language model as the predicted implicit connective.
Obviously, the output of the model was highly relevant to the parameter N. Second, the result of the language model only depends on the word sequence of the sentence. Hence, the performance of the language model based method largely depends on the training data. In [8] and [9] , the language model trained by different data performed differently. Third, it has nothing to do which the linguistically informed features, such as syntactic structure of the sentences, which are proved to be good indicators for implicit discourse relation [6] [19] and [10] .
On the other hand, our method depends on the machine learning approach and linguistically informed features in use.
Thus, it can overcome the above shortcomings. To begin with, our method uses machine learning to predict the connective and classify the relation. There is no parameter to choose in our method. Hence our model is more robust. Moreover, our method contains rich linguistically informed features, such as, the syntactic structure of the span, verbs and context words, etc. Experiment has shown that our method achieved better performance than the language model method.
VII. CONCLUSION
Based on the importance of implicit discourse connective, we propose a two-step machine learning based classification approach. In the first step, connective classifiers are built to predict connectives using linguistically informed features. In the second step, a relation classifier is used to classify the discourse relation with the predicted connectives. The implicit connectives predicted in the first step act as a bridge to be used by the second step for implicit relation classification.
We evaluate the performance of our method in both open domain (PDTB) and biomedical-domain (BioDRB). In PDTB, the experiment shows that our method can significantly im prove the performance of implicit discourse relation classifi cation and it achieves a 3.24% improvement over the previous work [9] . In BioDRB, we find that the performance is closely related to the size of training data. It can be improved if more training data are provided.
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