The cooling curve analysis (CCA) has been used extensively in the metal casting industry, usually to predict alloy composition and microstructure constituents. The use of CCA can be expanded to other areas of solidification if the zero curves can be properly calculated. In this paper the Newtonian and Fourier techniques of zero curve determination are described. These techniques were developed to calculate latent heat and to determine the correlations between solid fraction and temperature/time for Al-7 wt%Si alloy. The importance of the changes in heat capacity and density of solid and liquid phases during solidification on the latent heat calculations was examined. The latent heat calculated by Computer-Aided Cooling Curve Analysis (CA-CCA) method is compared with those reported in the literature. The effect of experimental procedure and type of sampling cup on the latent heat calculations were studied for both techniques.
INTRODUCTION
A comprehensive understanding of melt quality is of paramount importance for the control and prediction of actual casting characteristics. If one is able to act in a proactive rather than a reactive manner in respect to melt and casting quality control, one can reduce cost downtime and scraps levels. Thermal (cooling curve) analysis can provide such capabilities and therefore has important advantages over its post-process counterparts, which are often destructive in nature.
Cooling curve analysis has been used for many years in fundamental metallurgical studies and for determining binary phase diagrams. The later is obtained by varying alloy composition, recording the arrest points during cooling, and then plotting the temperature-composition (phase) diagram. The cooling curve method is useful for commercial applications for a number of reasons: it is simple, inexpensive and provides consistent results. This technique is a good choice for drawing fundamental relationships between cooling curve characteristics, alloy composition and melt treatment.
The cooling curves can be analyzed by various methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Among these methods, Computer-Aided Cooling Curve Analysis (CA-CCA) is the most recent technique developed for cooling curve analysis (CCA). This technique is based on measuring the temperature change during solidification of molten metal poured in a small cup. The total latent heat and fraction solid can then be calculated by differentiating the cooling curve. There are different methods to analyze and mathematically derive these parameters from the cooling curve [2, 4, 6, 9, 12] . Traditional cooling curve analysis uses a wide variety of the sample cup sizes and cup materials, from sand, graphite, ceramics to stainless steel.
A critical requirement for the cooling curve analysis is determination of, what is called " the zero curve" or "the base line". The "zero curve" is in principle the first derivative of the cooling curve measured by the thermocouple(s), inserted in the alloy test sample, assuming that the metal doesn't undergo any phase transformation during the solidification process. In other words "the zero curve" overlaps the first derivative of the cooling curve in single phase parts of the sample cooling process, for T > T-liquidus and for T < T-solidus.
The Newtonian method of the CCA uses basically one thermocouple placed in the center of the test sample [5, 9] . In some cases two thermocouples are used, placed on and off the center of the test sample, in order to provide an additional information about the solidification process [10] . Recently investigators have used two thermocouples and Fourier method to analyze the data and generate the zero curve [2, 4, 12] . Both procedures, Newtonian and Fourier, were used in this study to determine the latent heat and solid fraction formation history during the freezing of the 356 (Al-7 wt%Si) alloy. The Newtonian and Fourier analysis techniques for determination of the zero curves are briefly described below.
Newtonian Analysis
The Newtonian analysis of the metal solidification process is based on the following assumptions: (a) the cooling behaviour of the alloy test sample may be considered as "the lumped thermal system" where the Biot number is < 0.1, (b) the sensible specific heat for the alloy can be considered as temperature independent and constant in the freezing temperature range, and (c) the heat transmission coefficient from the alloy test sample to its surrounding by convection, radiation and conduction can be characterized by the single unique temperature function for the given experimental conditions.
The heat balance equation for the solidifying sample-mould system can be written as [3, 9] :
where, M is the mass of the sample, C P is specific heat of the metal, T is the metal temperature, t is time, U is overall heat transfer coefficient, A is sample surface area, T 0 is ambient temperature, and Q is latent heat of solidification. If no phase transformation occurs, dQ/dt = 0, then the cooling rate of the test sample (first derivative of the CC) can be written as:
The curve corresponding to Equation 2 represents the "Newtonian zero curve" or the baseline (Z N ). The analysis starts by fitting a polynomial, usually of the order of 3 or higher, to the first derivative of the cooling curve (CC) versus recorded temperature in the single phase portion of CC (for T > Tliquidus and T < T-solidus) (Figure 1 ). The total latent heat, L, can be calculated from:
where t s and t e are the times for the start and end of solidification, and the subscripts CC for cooling curve indicate the first derivative of the recorded cooling curve. Therefore, the latent heat of solidification of the test sample can be written as: L = C P x (area between derived cooling curve and zero curve)
Once the specific heat (C P ) of the test sample material is known, the latent heat can be calculated from Equation 4. The solid fraction at time t during solidification can be obtained by calculating the cumulative area between the first derivative curve (CC) and the zero curve (Z N ) as a fraction of total area between these two curves ( Figure 1 ). The Newtonian method is convenient to use for the latent heat determination when only the specific heat Cp, for example from DSC measurement, is known. Even this information is not necessary if one wants to know, for example, fraction solid dependence on the temperature or time, fs(T) or fs(t). The only requirement necessary for accuracy in determination of the latent heat is that the thermal mass of the crucible used in the experiment should be as minimal as possible. In this case, the cooling process truly reflects the behaviour of the solidifying test sample and not the crucible -sample thermal system. In our experiment, the thermal mass of the crucible was less than 0.5% of the total thermal mass of the system.
Fourier Analysis
The Fourier analysis used in this study follows the method suggested by Fras et al [4] . This analysis considers the effect of thermal gradient during solidification and assumes that heat transfer takes place by conduction only. The Fourier equation with a heat source can be written as:
where, C v is the volumetric specific heat and α is the thermal diffusivity. Equation 5 can be written as [4] :
where, Z F is the Fourier zero curve. To calculate the zero curve, the temperature field in the test sample must be known. Considering a cylindrical mould, the T 2 ∇ can be calculated as [13] :
It is assumed in Eq. 7 that the process is axially symmetric and temperature is independent of θ coordinate. In treating this problem we express the temperature field in a parabolic form, i.e.,
. Considering a cylindrical mould with known temperatures at radii R 1 and R 2 in the test sample, T 2 ∇ can be calculated from Eq. 7 as follows:
which is identical with form used by Fras et. al. [4] .
In Eq. (8) T 1 and T 2 are temperatures at radii R 1 and R 2, respectively. The Fourier method of analysis considers the thermophysical properties of solid and liquid to be variable (time/temperature dependent). This is accomplished through an iterative procedure. First the thermal diffusivity before and after solidification is determined from experimental data according to the following equation:
To start the iteration, solid fraction is assumed by a first order approximation to be: where, f S is the fraction solid, and the subscripts s and e stand for the "start" and "end" of solidification determined from the first derivative curve. The thermophysical properties are calculated at each iterative step from:
where, C VL and C VS are the volumetric specific heats of liquid and solid, respectively, α i and α f are the initial and final values of thermal diffusivity. The latent heat and the fraction solid can be calculated as [2, 4] :
The thermal diffusivity values are determined as a function of time from Equations 9 and 11. Then, Equations 6 and 11-14 can be used iteratively to calculate the Fourier zero curve. The rate of heat of solidification evolves and the volume fractions of solid phases can be estimated using Eq.14. The Fourier zero curve calculated from the cooling curve of Al-7%Si alloy is shown in Figure 2 , which shows that the first derivative and Fourier zero curves coincide before the onset of solidification and again once solidification is complete. 
EXPERIMENTAL PROCEDURE
Commercial 356 (Al-7wt.% Si) aluminum alloy ingots were used in this study. The alloy was melted in a 12 kg capacity electric resistance furnace. During processing, the melt was covered with a protective nitrogen gas atmosphere to prevent hydrogen and oxygen contamination. No grain refining or silicon modification agents were added to the melt. The alloy chemistry is given in Table 1 . Thermal Analysis Procedure Samples with masses of approximately 300g ±10g were poured into specially manufactured, ultra light, stainless steel (SS 304) cups, (mass = 2.5 ± 0.2 g). Two specially designed, supersensitive K type thermocouples (with extra low thermal time constants) were used to record sample temperature (between 750 -400 o C). One thermocouple was located at the center and the second near the cup wall. Temperature readings were collected by a data acquisition system at a sampling rate of 5 per second. Two samples of each alloy were taken for the thermal analysis. The TA data was collected using a high-speed National Instruments data acquisition system linked to a personal computer. Each trial was repeated twice. The steel cup was insulated at the bottom and top in order to satisfy the assumptions made in solving Newtonian and Fourier equations.
After each experiment, the solidified samples were sectioned at the location of the thermocouples and their position in the sample was measured accurately. The cooling curve data was then processed by Newtonian and Fourier techniques. A computer program was developed to process the data and calculate the latent heat and fraction solid. The processing included smoothening, curve fitting, calculating of the first and second derivatives, identification of the start and end of solidification, calculating the zero curve, predicting the specific heat and density of the alloy during solidification, and calculating the latent heat and solid fraction using an iterative method. The cooling rate was calculated from the slope of the cooling curve of the liquid, i.e., above the liquidus temperature. The solidified samples were then cut, polished and etched for optical microscopy.
In order to evaluate the importance of the experimental procedure and the type of sampling cup, additional experiments were carried out using a graphite cup (samples with mass of 65 g of Al). The cup was immersed in the melt for approximately a minute to allow the cup temperature to equilibrate with the melt temperature. The cup, with 65 g of Al, was transferred to the cooling apparatus. Similar procedure with the steel cup samples was followed to analyze the cooling curves.
RESULTS AND DISCUSSION

Fourier and Newtonian Zero Curves
The first step in analyzing the cooling curve is to compute the zero curve for that alloy. The cooling curve of an Al-7%Si alloy solidified at a cooling rate of 0.55 o C/s as well as the Newtonian and Fourier zero curves calculated from cooling curves are shown in Figures 1 and 2 , respectively. The Newtonian "zero curve" in Figure 1 was determined by fitting the polynomial of 3 rd order to all data points (recorder cooling curve and its calculated 1 st derivative) before liquidus and after solidus states.
A comparison of Fourier and polynomial Newtonian zero curves and the areas between the first derivative and zero curve, which is proportional to the latent heat, are shown in Figure 3 . Figure 3 shows a remarkable difference between the two zero curves. Because the Fourier analysis is based on the actual temperature field of the metal, it is expected to be more reliable in its predictions compared with the Newtonian method. The polynomial Newtonian zero curve may also be estimated with a line going through data points before liquidus and after solidus states (Figure 3 ). The area calculated by Fourier method is 8% larger, and from linear Newtonian is 3.6% lower than polynomial Newtonian curve. 
Figure 3 -Comparison of polynomial and linear Newtonian and Fourier zero curves for a 356 (Al -7 % Si) alloy
Calculation of Latent Heat
The calculated values of the latent heat by either Fourier or Newtonian methods were compared with the one measured by Differential Scanning Calorimetry (DSC) apparatus in order to verify their accuracy. As mentioned earlier, the difference between the first derivative of the cooling curve and the zero curve at any given time represents the heat of the metallurgical reactions generated within solidifying test sample at that point and therefore, fraction solid can be calculated at any temperature between the liquid and solid states.
In order to calculate the latent heat of solidification and fraction solid using equations (4) or (13), the sensible specific heat (average over solidification range) is needed for Newtonian method and in the case of Fourier method, both Cp and overall density will have to be known as a function of temperature during solidification. As the thermal analysis test sample is a mixture of solid and liquid phases during solidification, the composition and fraction of each phase change as the melt cools. Thus, it is important to calculate the specific heat of each changing phase during solidification. Bäckerud claimed the difference in specific heat of the solid and liquid is so small that an average value can be used [6] . The specific heat of binary Al-7 wt% Si was calculated at several stages during solidification to estimate the effect of changes in volume fraction and composition of solid and liquid phases during solidification on the overall specific heat. The overall specific heat, C P , at any moment during solidification, can be written as: (15) where, f S is the solid fraction. The C P of pure solid and liquid aluminum are given in Equations 16 and 17 [13, 14] where T is the temperature in degree K. The C P of binary Al-Si alloys in the solid state has been reported by Nageswar et al [17] as follows:
Binary Al-Si alloy: C P (solid) = C P (Al) (1 -1.6 x 10 -3 wt%Si), kJ/kg.K (18) Due to the lack of data on the specific heat of liquid Al-Si alloys, it is assumed that Si has the same effect on the C P of liquid and solid. Using Eqs. 15 to 18, and extrapolating the literature data, the -+specific heat of an Al-7%Si alloy at the liquidus temperature (T L ), slightly above (T E + ,) and slightly below (T E -,) the eutectic temperature, were calculated (see Table 2 ). Table 2 shows that during solidification the specific heat of the system increases from 1.074 to 1.143 kJ/kg.K, i.e. an increase of 6.4%. Therefore, taking an average value of C p could generate an error on latent heat calculation by about 3.2%. The solid and liquid densities are also a function of temperature and Si content [18] [19] [20] . The density of the system increases from 2.43 to 2.68 g/cm 3 (i.e. an increase of 10%) during solidification [12] . Therefore, in this study, the system's specific heat and density were calculated from the volume fraction and composition of the existing phases throughout the solidification.
In order to verify which method for calculating zero curves is more accurate, the calculated values of latent heat are compared with those measured by DSC apparatus. A review of the literature has shown a lack of data related to determination of the latent heat of solidification of the 3XX series aluminum alloys. Quested et al. [21] calculated the latent heat of the Al-6 wt%Si-0.3 wt%Mg alloy to be 425 J/g ±5. Tamminen in his Ph.D. thesis [22] also used the DSC apparatus to determine the latent heat contribution of the Si phase. Using his reported values and interpolating them to 7 wt.% Si, a latent heat value of 459 J/g was calculated. Barlow and Stefanescu [2] evaluated latent heat for two aluminum alloys by using Fourier analysis. The value of latent heat for Al-6.55 wt.% Si alloy was calculated to be 419 J/g, while for the Al-8.36 wt.% Si alloy the value was 440 J/g. The latent heat of the A356 alloy (Al-7%Si) measured by DSC (in this work) and calculated by Fourier and Newtonian methods (Figures 1 and 2 ) are given in Table 3 . The specific heat and density were calculated at every stage during solidification for calculation of latent heat and solid fraction. As can be seen in Table 3 , the latent heat calculated by Fourier technique is almost the same as that measured by DSC. The latent heat calculated by polynomial and linear Newtonian methods are lower than DSC values by 6.8% and 10.5%, respectively.
It should be mentioned that the calculated latent heat depends on the values of specific heat used in the calculations. Using an average specific heat value of 1.2 J/gk [15, 16] , the latent heat calculated from Figure 3 for Fourier and Newtonian analysis are 470 and 436 J/g, respectively. In this case, the latent heat calculated by Newtonian method is closer to DSC than Fourier analysis. Both methods seem to be reliable techniques for latent heat determination, but it is difficult to determine which method is more accurate.
Fraction of Solid
A comparison of solidified volume fractions predicted by Newtonian and Fourier methods are given in Figure 4 . This figure shows that there are small differences in the amount of fraction solid calculated using Fourier or Newtonian methods, especially in the temperature range between liquidus and Al-Si eutectic temperature. Cooling further towards the solidus temperature these differences are getting less significant. The fractions of solid at eutectic temperature are compared with those measured by DSC in Table 5 . It is seen that the predictions of the three methods are very close and within the range of experimental errors. Therefore, It is difficult to estimate which method is more accurate to be applied for calculation of the fraction solid based on limited number of experiments. Thus, additional experiments (Quenching during solidification) are needed to clarify the accuracy of the two techniques. The review of the literature data have also shown a significant difference in fraction of solid calculated from these two methods for an eutectic cast iron [5] . 
Type of Sampling Cup
As mentioned earlier, a few experiments were carried out using a graphite cup to evaluate the importance of the experimental procedure and the type of sampling cup on the TA results. A comparison of Fourier and Newtonian zero curves and the area between the first derivative and zero curves, are shown in Figure 5 . The area calculated by Fourier analysis for a graphite cup is lower than that obtained by steel cup, by about 8.9%. However, the Newtonian results are significantly smaller than those measured by steel cup by more than 56%.
The latent heat calculated by Fourier and Newtonian methods for the graphite cup are given in Table 4 . The specific heat and density were calculated at every stage during solidification for calculation of latent heat. The latent heats calculated by Fourier analysis are almost the same for a steel and graphite sampling cup. However, the latent heat calculated by Newtonian analysis for a graphite cup is significantly lower than for a steel cup by about 51%. The difference in the values of the calculated latent heat by both methods can be explained by the following arguments. The Newtonian approach does require as minimal as possible thermal mass of the experimental crucible (as was stated before). In the experiments carried by use of the graphite cup, this condition was severely violated. The graphite cup mass, 65g, is about same as sample mass, which is the probable cause of inaccurate estimation of the evolved latent heat of solidification. Therefore, the Fourier technique is more reliable in its latent heat prediction than Newtonian technique and the calculations seem to be independent of the type of sampling cup and experimental procedure. This is due to the fact that Fourier analysis is based on the actual temperature field of the metal, which are measured by two thermocouples. 
CONCLUSIONS
The computer-aided cooling curve analysis (CA-CCA) method was used to calculate latent heat and solid fraction for Al-Si alloys. Newtonian and Fourier methods of zero curve calculations were presented. A comparison of the literature and computed latent heats for a steel sampling cup shows that both methods provide a fairly accurate means of determining the latent heat. However, the significant difference in the shape of zero curves is being reflected in the calculation of solid fraction and its dependence on the temperature or time.
Fourier technique is more reliable in its latent heat prediction than Newtonian technique and the calculations seem to be independent of the type of sampling cup and experimental procedure. This is due to the fact that Fourier analysis is based on the actual temperature field of the metal, which are measured by two thermocouples.
The Fourier calculations seem to be independent of the type of sampling cup, and therefore, it is more reliable in its latent heat prediction than Newtonian technique. The dependence of the two techniques to experimental procedure and type of sampling cup should be further analyzed.
Using the average values of specific heat and density affect the latent heat calculations and might add to the calculation's errors, therefore, it is recommended to calculate the specific heat and density of the system from the volume fraction and composition of the existing phases throughout the solidification.
