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1 Introduction
Let Y1,...,Yn be iid random variables (lifetimes), with unknown density func-
tion f and distribution function F, and consider C1,...,Cn, iid random
variables (censoring times), with unknown density function g and distribu-
tion function G. The observations in this model are the pairs (Zi,δi) with
Zi = min{Yi,Ci} and δi = 1{Yi6Ci},i = 1,...,n. The symbol h will denote
the unknown density function of Z and H its distribution function. Let us also
assume that Y and C are independent. Clearly,
1 − H (t) = (1 − F (t))(1 − G(t)).
The Kaplan-Meier estimator, FKM
n , is the classical estimator for estimating
F based on the sample (Zi,δi),i = 1,...,n (see [1]). Cao et al. [2] introduced
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the presmoothed Kaplan-Meier estimator FP
n deﬁned by
1 − FP
n (t) =
Y
Z(i)6t
 
1 −
pn
￿
Z(i)
￿
n − i + 1
!
. (1)
Here Z(1) ≤ Z(2) ≤ ··· ≤ Z(n) are the ordered Zi’s, and pn is the Nadaraya-
Watson estimate of the conditional probability p(t) = P (δ = 1|Z = t) =
E(δ|Z = t) with bandwidth sequence bn (see [3, 4]). For a semiparametric
Kaplan-Meier estimator with a parametric ﬁt of p see [5,6].
Note that (1) is constructed similarly as the Kaplan-Meier estimator, repla-
cing each censoring indicator δ[i] by pn(Z(i)). This is a very important diﬀe-
rence. For example, unlike FKM
n , the presmoothed estimator (1) has a jump
at any of the observations regardless of its status (censored or not), which
provides more information on the local behavior of F. This also implies a
better performance at the right tail. Besides, the presmoothed estimator (1)
has a smaller asymptotic variance, and therefore, a better mean squared error
performance than the Kaplan-Meier estimator. For some simulations showing
the improvement of presmoothing see [2].
In the uncensored setting, the kernel-type estimator of f (see refs. [7,8]) can
be expressed as
b fn (t) =
1
sn
Z
K
￿
t − u
sn
￿
dFn (u), (2)
where sn is the smoothing parameter, K is a kernel function and Fn is the
empirical distribution function of Zi,i = 1,...,n.
Applying the same idea in the censored case leads to replace Fn in expression
(2) by the presmoothed distribution estimator given by the expression (1). The
resulting estimator,
fP
n (t) =
1
sn
Z
K
￿
t − u
sn
￿
dFP
n (u),
is the presmoothed density estimator introduced by Cao and J´ acome [9].
Note that this estimator depends now on two diﬀerent bandwidths: the
presmoothing bandwidth bn to estimate pn and therefore FP
n , and the smoo-
thing bandwidth sn to obtain the kernel type estimator of the density from
FP
n . It is worth mentioning that the asymptotically optimal values for sn
and bn need not to be of the same order. This depends on the behavior of
a populational function deﬁned in Cao and J´ acome [9] (see Section 3 of that
paper for a detailed discussion). It should be mentioned that the eﬃciencyAlmost sure representation for presmoothed estimators 3
of the presmoothed estimator fP
n may be of ﬁrst or third order with respect
to the kernel-type density estimator with Kaplan-Meier weights. J´ acome and
Cao [14] propose two diﬀerent bandwidth selectors in this context.
This estimator has a more complicated structure than the one in expression
(2) because the simple sum form of the empirical distribution function is lost
when using FP
n . Cao et al. [2] proved that FP
n may be decomposed as a sum
of iid random variables plus a lower order term, Rn, for any t < bH, where
bH = sup{t > 0 : H (t) < 1}. These authors have shown that the term Rn is
negligible in probability. Starting from this weak representation, an almost
sure and in quadratic mean representation will be obtained in this paper.
From this iid decomposition of FP
n , the almost sure and in quadratic mean
asymptotic representation for fP
n is obtained.
The paper is organized as follows. In Section 2, the preliminaries needed for
both representations are stated. In Section 3, we focus on the presmoothed dis-
tribution estimator, FP
n , and one of the main results of the paper is presented,
its almost sure and in quadratic mean asymptotic representation. Addition-
ally, the asymptotic normality and almost sure behaviour are discussed. In
Section 4, the almost sure and in quadratic mean asymptotic representation
of the presmoothed density estimator, fP
n , its asymptotic normality and strong
consistency are also proved. Without presmoothing, these representations re-
duce to the ones given by Lo and Singh [15], for the Kaplan-Meier estimator
of the distribution function, and by Lo, Mack and Wang [16] for the density
estimator with censored data. Finally, Section 5 contains some applications to
a real data example, and Section 6 the proofs of the main results.
2 Preliminaries
In this section we present some preliminary lemmas which will be required to
prove the main results in Sections 3 and 4. The assumptions needed for the
kernel are the following:
(K1) K is a symmetric, continuous and of bounded variation density function
with compact support [−1,1].
(K2) K is twice continuously diﬀerentiable.
Consider tH < bH. For the density function h the following conditions will
be assumed:
(h1) h is continuously diﬀerentiable at t ∈ [0,tH].
(h2) h is four times continuously diﬀerentiable at t ∈ [0,tH].
(h3) min06t6tH h(t) = µ > 0.4 M. A. J´ acome and R. Cao
The assumptions on the conditional probability, p, are
(p1) p is continuously diﬀerentiable at t ∈ [0,tH].
(p2) p is four times continuously diﬀerentiable at t ∈ [0,tH].
The condition assumed for the density function f is:
(f1) f is four times continuously diﬀerentiable at t ∈ [0,tH].
Finally, some limit conditions on the bandwidths s and b are needed:
(b1) n1−εb → ∞ for some ε > 0,
P
bλ < ∞ for some λ > 0 and b2 =
o
￿
(nb)
−1/2 ￿
log 1
b
￿1/2￿
as n → ∞.
(b2) nb2 (logn)
−6 → ∞, nb8 (logn)
4 → 0 and b3 (logn)
5 → 0 as n → ∞.
(b3) nb2s(logn)
−6 → ∞, nb8s−1 (logn)
4 → 0 and b3s−1 (logn)
5 → 0 as n → ∞.
Conditions (h1), (h2), (p1), (p2) and (f1) are standard regularity condi-
tions. Condition (h3) is required to control the error rates of the estimator
pn. Regarding the bandwidths, condition (b1) establishes the assumptions for
Lemma 1 and Theorem B in Mack and Silverman [17], and it is required for
the almost sure and in quadratic mean uniform approximation of FP
n −F and
fP
n − f. Conditions (b2) and (b3) are necessary for the asymptotic normality
of FP
n − F and fP
n − f respectively. The assumptions on the bandwidths are
not mutually exclusive. For example, if s → 0, (b3) implies (b2).
Let Hn be the empirical estimator of H, hn the Parzen-Rosenblatt estimate
of h and pn the Nadaraya-Watson ﬁt of p, the latter two with bandwidth b.
Lemma 2.1
max
i∈{1,...,n−1}
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿ = O(logn) a.s. (3)
Proof See Lemma 1 in S´ anchez-Sellero et al. [18]. ￿
Lemma 2.2
E


 
max
i∈{1,...,n−1}
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿
!k
 = O(1). (4)
Proof Petrov [19] (p. 61) gives:
E
￿
|X|
k
￿
= k
Z ∞
0
P (|X| ≥ x)xk−1dx, for any k > 0 and any random variable X.Almost sure representation for presmoothed estimators 5
Now the inequality in Shorack and Wellner [20], (p. 415):
P
 
max
i∈{1,...,n−1}
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿ ≥ λ
!
≤ eλe−λ ∀λ ≥ 1 ∀n ∈ N
concludes the proof. ￿
Lemma 2.3
E
￿
sup
t
|Hn (t) − H (t)|
k
￿
= O
￿
n−k/2
￿
. (5)
Proof The proof is straightforward by applying the inequality by Dvoretzky,
Kiefer and Wolfowitz [21]:
P
￿
n1/2 sup
t
|Hn (t) − H (t)| > λ
￿
≤ 2ce−2λ2
∀λ ≥ 0 ∀n ∈ N
with c a universal constant, and the equation in Petrov [19] (p. 61). ￿
Lemma 2.4 If (K1) and (h1) hold and under limn→∞ b = 0 then, for any
k > 0,
E
￿
sup
t
|hn (t) − h(t)|
k
￿
= O
￿￿
nb2￿−k/2￿
. (6)
Proof The proof follows the lines of the previous proof, using Lemma 2.4 in
Schuster [22]. ￿
Lemma 2.5 If (K1), (h1), (h3) and (p1) hold, and under limn→∞ b = 0 then,
for any k > 0,
E
￿
sup
t
|pn (t) − p(t)|
k
￿
= O
￿￿
nb2￿−k/2￿
. (7)
Proof Identical to the previous proof, using Theorem 2.1 in Nadaraya [23]. ￿
Lemma 2.6 If (K1) and (h2) hold, then
E
h
(hn (t) − h(t))
4
i
(8)
=
3
(nb)
2h2 (t)c2
K +
3
2
b3
n
h00 (t)
2 h(t)cKd2
K +
1
16
b8h00 (t)
4 d4
K +
1
n2b
Qn (t),6 M. A. J´ acome and R. Cao
where cK =
R
K2 (v)dv,dK =
R
v2K (v)dv and sup06t6tH [Qn (t)] = O(1)
depends on K,h,h00,h(4) and the sample size n through b.
Proof The proof is straightforward by applying Taylor expansions and the
symmetry of the kernel. ￿
Lemma 2.7 If (K1), (h2) and (p2) hold, then
E
h
(pn (t) − p(t))
4
i
(9)
≤
8
h4 (t)
[
3
(nb)
2
￿
h2 (t) + ψ2 (t)
￿
c2
K +
3
2
b3
n
￿
h00 (t)
2 h(t) + ψ00 (t)
2 ψ (t)
￿
cKd2
K
+
1
16
b8
￿
h00 (t)
4 + ψ00 (t)
4
￿
d4
K +
1
n2b
Qn (t)
￿
,
where ψ (t) = p(t)h(t), cK =
R
K2 (v)dv and sup06t6tH [Qn (t)] =
O(1) depends on K,h,ψ,h00,ψ00,h(4),ψ(4)and the sample size n through b.
Proof Consider ψn (t) = n−1 Pn
i=1 Kb (t − Zi)δi with Kb(t) = 1
bK
￿t
b
￿
the
rescaled kernel. Since pn (t) = ψn (t)/hn (t), we have:
|pn (t) − p(t)| = h−1 (t)|(ψn (t) − ψ (t)) − pn (t)(hn (t) − h(t))|
≤ h−1 (t)(|ψn (t) − ψ (t)| + |hn (t) − h(t)|)
given that pn ≤ 1. From this inequality, the proof is straightforward by apply-
ing Taylor expansions and the symmetry of the kernel. ￿
3 Almost sure asymptotic representation for the presmoothed
distribution estimator
In this section we show that, up to a remainder term, FP
n −F can be expressed
as a sum of iid random variables. The rate for the remainder term is established
almost surely and in quadratic mean.
As for the almost sure representation of the Kaplan-Meier estimator, FKM
n ,
given by Lo and Singh [15], the almost sure asymptotic representation of FP
n
is based on the one of the presmoothed cumulative hazard function estimator:
ΛP
n (t) =
X
Z(i)6t
pn
￿
Z(i)
￿
n − i + 1
=
Z t
0
pn (v)dΛH
n (v) =
Z t
0
pn (v)
dHn (v)
1 − Hn (v)
, (10)
with ΛH
n the empirical cumulative hazard function estimator of Z.Almost sure representation for presmoothed estimators 7
The following lemmas provide the relation between FP
n and ΛP
n, and a almost
sure representation for ΛP
n − Λ.
Lemma 3.1 Under condition (h1), for any t < bH,
1 − FP
n (t) = exp
￿
−ΛP
n (t)
￿
+ Rn1 (t), (11)
where
sup
06t6tH
|Rn1 (t)| = O
￿
n−1 (logn)
2
￿
a.s. and sup
06t6tH
E
￿
R2
n1 (t)
￿
= O
￿
n−2￿
.
Using equation (11) and a Taylor expansion, we have
FP
n (t) − F (t) = (1 − F (t))
￿
ΛP
n (t) − ΛF (t)
￿
+ Rn2 (t) − Rn1 (t),
with Rn2 (t) = −1
2
￿
ΛP
n (t) − ΛF (t)
￿2 exp[−ηn (t)] and ηn (t) an intermediate
stochastic value between ΛP
n (t) and ΛF (t). To handle Rn2 a bound for ￿
ΛP
n − ΛF
￿2 is needed.
Lemma 3.2 If (K1), (K2), (h2), (h3), (p2) and (b1) hold, then
sup
06t6tH
￿ ￿ΛP
n (t) − ΛF (t)
￿ ￿2
= O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2
(logn)
2
￿
a.s.
(12)
and sup
06t6tH
E
h￿ ￿ΛP
n (t) − ΛF (t)
￿ ￿4i
= O
￿￿
b4 + (nb)
−1
￿2￿
.
Based on Lemmas 3.1 and 3.2, the proof of the following result is direct.
Lemma 3.3 If (K1), (K2), (h2), (h3), (p2) and (b1) hold, then
FP
n (t) − F (t) = (1 − F (t))
￿
ΛP
n (t) − ΛF (t)
￿
+ Rn12 (t), (13)
where sup
06t6tH
|Rn12 (t)| = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2
(logn)
2
￿
a.s. and
sup
06t6tH
E
￿
R2
n12 (t)
￿
= O
￿￿
b4 + (nb)
−1
￿2￿
.
We shall obtain, in Theorem 3.4, a almost sure approximation of ΛP
n − ΛF,
and use it to derive a almost sure representation for FP
n − F in Theorem 3.5.8 M. A. J´ acome and R. Cao
The proof of Theorem 3.4 can be found in the Section 6, while Theorem 3.5 is
an easy consequence of Theorem 3.4. We begin with some notations. Consider
g1 (t,Z) =
p(t)
1 − H (t)
￿
1{Z6t} − H (t)
￿
, (14)
g2 (t,Z) =
Z t
0
1{Z6v} − H (v)
1 − H (v)
p0 (v)dv, (15)
g3 (t,Z,δ) =
Z t
0
Kb (v − Z)
δ − p(v)
1 − H (v)
dv. (16)
Theorem 3.4 Under the asumptions (K1), (K2), (h2), (h3), (p2) and (b1),
for any t < bH,
ΛP
n (t) − ΛF (t) = ΛP
n (t) − ΛF (t) + Sn (t),
where ΛP
n (t) = ΛF (t) + 1
n
n P
i=1
(g1 (t,Zi) − g2 (t,Zi) + g3 (t,Zi,δi)) with
sup
06t6tH
|Sn (t)| = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2￿
a.s.
and
sup
06t6tH
E
￿
S2
n (t)
￿
= O
￿￿
b4 + (nb)
−1
￿2￿
.
One of our main results, the almost sure asymptotic representation for
FP
n − F, follows from Theorem 3.4 and representation (13).
Theorem 3.5 Under the assumptions of Theorem 3.4,
FP
n (t) − F (t) = FP
n (t) − F (t) + Rn (t), (17)
where FP
n (t) = F (t) + 1
n (1 − F (t))
n P
i=1
(g1 (t,Zi) − g2 (t,Zi) + g3 (t,Zi,δi))
with
sup
06t6tH
|Rn (t)| = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2
(logn)2
￿
a.s. (18)
and sup
06t6tH
E
￿
R2
n (t)
￿
= O
￿￿
b4 + (nb)
−1
￿2￿
.Almost sure representation for presmoothed estimators 9
Remark 1 Let us consider b = c0n−α + o(n−α). Cao et al. [2] obtained the
same decomposition with Rn(t) = oP
￿
n−1/2￿
, assuming 1/4 < α < 1/2. In
this case the rate (18) reduces to n−1/2 if 1/8 < α < 1/2.
As a consequence of Lemmas 3.2 and 3.3 the uniform strong consistency of
FP
n can be obtained.
Theorem 3.6 Under the assumptions of Lemma 3.3,
sup
06t6tH
￿
￿FP
n (t) − F (t)
￿
￿ = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿
logn
￿
a.s.
Proof The result follows from equation (12) and representation (13). ￿
Let us now deﬁne the following functions:
α(t) =
Z t
0
1
2p00 (v)h(v) + p0 (v)h0 (v)
1 − H (v)
dv,
γ (t) =
Z t
0
q2 (v)dv with q2 (t) =
p(t)h(t)
(1 − H (t))
2. (19)
The asymptotic normality of FP
n follows from Theorem 3.5 and the asymp-
totic expressions for the bias and variance of FP
n obtained by Cao et al. [2].
Theorem 3.7 Under the assumptions of Theorem 3.4, and if (b2) holds, then
for any t < bH :
a) If nb4 → 0, then n1/2 ￿
FP
n (t) − F (t)
￿ d −→ N
￿
0,σ2 (t)
￿
b) If nb4 → C4, then n1/2 ￿
FP
n (t) − F (t)
￿ d −→ N
￿
b(t),σ2 (t)
￿
where
b(t) = C2 (1 − F (t))α(t)dK and dK =
R
v2K (v)dv (20)
σ2 (t) = (1 − F(t))
2 γ(t). (21)
4 Almost sure asymptotic representation for the presmoothed density
estimator
Using the results in the previous section, we shall obtain a almost sure approx-
imation of fP
n and use it to establish its asymptotic properties. Recall g1,g2,g3
and Rn, deﬁned as in Section 3. Also consider
βn (t) =
R
f (t − sv)K (v)dv − f (t),10 M. A. J´ acome and R. Cao
σn (t) =
1
ns
n P
i=1
Z
εi (t − sv)K0 (v)dv,
εi (t) = (1 − F (t))(g1 (t,Zi) − g2 (t,Zi) + g3 (t,Zi,δi)),
en (t) =
1
s
Z
Rn (t − vs)K0 (v)dv.
The term βn is essentially the bias of fP
n , σn is the variability term and en
is the remainder term of the representation in the following theorem.
Theorem 4.1 Under the assumptions of Theorem 3.4, for any t < bH,
fP
n (t) − f (t) = fP
n (t) − f (t) + en (t),where fP
n (t) = f (t) + βn (t) + σn (t)
with sup
06t6tH
|en (t)| = O
￿
s−1
￿
b2 + (nb)
−1/2 (logn)
1/2
￿2
(logn)
2
￿
a.s.
and sup
06t6tH
E
￿
e2
n (t)
￿
= O
￿￿
b4s−1 + (nbs)
−1
￿2￿
.
Theorem 4.1 can be used to derive the strong consistency of the presmoothed
density estimator, fP
n . The proof of this result is included in Section 6.
Theorem 4.2 Under the assumptions of Theorem 3.5,
sup
06t6tH
￿ ￿fP
n (t) − f (t)
￿ ￿ = O
￿
s−1
￿
b2 + (nb)
−1/2 (logn)
1/2
￿
logn
￿
a.s.
The bias and variance of fP
n have been obtained by Cao and J´ acome [9]. In
the following proposition we give a slighty modiﬁed version of that result. We
begin with some notations:
A(t) = f (t)
1 − F (t)
1 − H (t)
,
B (t) = f2 (t)
Z t
0
f (v)
(1 − F (v))(1 − H (v))
dv −
f2 (t)
1 − H (t)
,
C (t) = f2 (t)
p(t)(1 − p(t))h(t)
(1 − H (t))
2 eK, with eK =
Z
vK (v)
￿Z v
−1
K (u)du
￿
dv
D(t) =
1
2
h
(1 − F (t))
2 q2 (t)
i00
mK
+2
￿
f (t)(1 − F (t))q0
2 (t) − f0 (t)(1 − F (t))q2 (t) − 2f2 (t)q2 (t)
￿
eK,Almost sure representation for presmoothed estimators 11
with mK =
R
v2K2 (v)dv and q2 given in expression (19). Finally,
AK (L) =
Z Z Z
K (u)K (v)K (w)K (u + L(v − w))dudvdw
and cK = AK(0) =
R
K2(v)dv.
Proposition 4.3 Under the assumptions (K1), (K2), (h2), (p2) and (f1)
E
h
fP
n (t) − f (t)
i
=
1
2
s2f00 (t)dK + b2dK [(1 − F (t))α(t)]
0 + o
￿
s2￿
+ o
￿
b2￿
.
For the variance, we have to distinguish among three diﬀerent cases,
(a) If b/s → 0
V ar
￿
fP
n (t)
￿
=
1
ns
A(t)cK +
1
n
B (t) − 2
b
n
C (t) +
s
n
D(t) + o
￿
b
n
￿
+ o
￿s
n
￿
.
(b) If b/s → L ∈ (0,∞)
V ar
￿
fP
n (t)
￿
=
1
ns
[A(t)p(t)cK + A(t)(1 − p(t))AK (L)]+
1
n
B (t)+O
￿s
n
￿
.
(c) If b/s → ∞
V ar
￿
fP
n (t)
￿
=
1
ns
A(t)p(t)cK +
1
nb
A(t)(1 − p(t))cK +
1
n
B (t) + o
￿
n−1￿
.
The asymptotic normality of fP
n follows from Theorem 4.1 and Proposition
4.3.
Theorem 4.4 Under the assumptions (K1), (K2), (h2), (h3), (p2), (f1),
(b1) and (b3), then
(ns)
1/2 ￿
fP
n (t) − f (t)
￿ d → N
￿
b(t),σ2 (t)
￿
,
where
b(t) =

    
    
0 if ns5 → 0
1
2C5/2f00 (t)dK
if ns5 → C5 > 0
and nb5 → 0
1
2C5/2f00 (t)dK + C1/2B2 [(1 − F (t))α(t)]
0 dK
if ns5 → C5 > 0
and b = Bn−1/512 M. A. J´ acome and R. Cao
and
σ2 (t) =

      
      
f (t)
1 − F (t)
1 − H (t)
cK if
b
s
→ 0
f2 (t)
h(t)
cK + f (t)
￿
1 − F (t)
1 − H (t)
−
f (t)
h(t)
￿
AK (L) if
b
s
→ L ∈ (0,∞)
f2 (t)
h(t)
cK if
b
s
→ ∞
5 Application to bladder cancer data
Now, for further illustration, we consider n = 210 patients of bladder cancer,
all diagnosed between January, 1987 and December 1992, at the Xeral-C´ ıes
Hospital in Vigo, Spain (see Rodr´ ıguez-Alonso et al. [10] for a detailed expla-
nation of the data set). Here, the variable Y is the survival time (in months)
since diagnostic. Censoring from the right (79.05%) appears because the pa-
tient has died for a reason not related to bladder cancer (27.62%), or because
the patient is still alive at the end of the study (51.43%).
Figure 1 shows the estimation of the distribution function F with both
the Kaplan-Meier and presmoothed estimators, together with the 95% conﬁ-
dence intervals derived from Theorem 3.7 (for FKM
n see the normality result
in Breslow and Crowley [11]). Since there is not a bandwidth selector for FP
n
in literature, we have used the one proposed by Cao et al. [2] for ΛP
n, and
obtained b b = 16.69.
Both estimates of the distribution function are similar, although the eﬀect of
presmoothing is clear. The presmoothed estimator FP
n , is much more smooth
than FKM
n and it takes larger values at the right tail.
The density estimators with Kaplan-Meier and presmoothed weights res-
pectively have also been constructed, together with the 95% conﬁdence in-
tervals obtained from Theorem 4.4 (see Figure 2.) The conﬁdence intervals
for fKM
n are the ones derived from the normality result in Lo, Mack and
Wang [13], and the bandwidth selector is the one based on plug-in ideas pro-
posed in S´ anchez-Sellero et al. [12]. With regard to fP
n , the bandwidths s and
b have been selected by the bootstrap method, using the following procedure
(see J´ acome and Cao [14] for details):
(i) Draw independent values {Z∗
i }
n
i=1 with density hn = Hn ∗ Kb1, where Hn
is the empirical estimate of H and b1 is a pilot bandwidth.
(ii) Draw independent values {δ∗
i }
n
i=1 such that δ∗
i given Z∗
i = t follows a
Bernoulli distribution with parameter pn (t) obtained with bandwidth b0.
Following the same considerations as in J´ acome and Cao [14], the resultingAlmost sure representation for presmoothed estimators 13
Figure 1. Kaplan-Meier (solid line) and presmoothed (line with circles) estimators of the
distribution function. The vertical lines represent the 95% conﬁdence intervals.
bandwidths are sKM = 19.86, sP = 23.77 and bP = 22.85.
The eﬀect of presmoothing is also remarkable when estimating the density
function, as fP
n implies that the survival time takes large values with higher
probability than fKM
n does.
6 Proofs of the main results
Proof of Lemma 3.1. By a Taylor expansion, we have
exp
￿
−ΛP
n (t)
￿
=
Y
Z(i)6t

1 −
pn
￿
Z(i)
￿
n − i + 1
+
1
2
 
pn
￿
Z(i)
￿
n − i + 1
!2
e−ξi


with ξi an intermediate stochastic value between 0 and pn
￿
Z(i)
￿
/(n − i + 1).14 M. A. J´ acome and R. Cao
Figure 2. Kernel estimates of the density function with Kaplan-Meier weights (solid line) and
presmoothed weights (line with circles). The vertical lines represent the 95% conﬁdence intervals.
Using the following general inequality:
￿
￿ ￿ ￿
￿ ￿
n Y
j=1
aj −
n Y
j=1
bj
￿
￿ ￿ ￿
￿ ￿
≤
n X
j=1
|aj − bj| for |aj| ≤ 1 and |bj| ≤ 1 ∀j ∈ {1,...,n},
and taking into account that e−ξi ≤ 1 and that pn
￿
Z(i)
￿
≤ 1, we have
|Rn1 (t)| =
￿ ￿1 − FP
n (t) − exp
￿
−ΛP
n (t)
￿￿ ￿ ≤
P
Z(i)6t
1
2
 
pn
￿
Z(i)
￿
n − i + 1
!2
e−ξi
≤
P
Z(i)6t
1
2
1
(n − i + 1)
2 ≤
1
2n
"
max
Z(i)6t
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿
#2 ￿
1
n
n P
i=1
1
(1 − H (Zi))
2
￿
.
Using expression (3) and the strong law of large numbers, the almost sure
bound for Rn1 is obtained.
Applying now the Cauchy-Schwarz inequality, the expectation of R2
n1 canAlmost sure representation for presmoothed estimators 15
be bounded by
1
4n2

E
 
max
Z(i)6t
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿
!8

1/2 
E
 
1
n
n X
i=1
1
(1 − H (Zi))
2
!4

1/2
Appealing to equation (4), the bound for E
￿
R2
n1 (t)
￿
given above is proved. ￿
Proof of Lemma 3.2. From expression (10), we have
ΛP
n (t) − ΛF (t) =
Z t
0
￿
pn (v)
1 − Hn (v)
−
p(v)
1 − H (v)
￿
dHn (v) (22)
+
Z t
0
p(v)
1 − H (v)
d(Hn (v) − H (v))
The second term, say II (t), is easily bounded using integration by parts:
|II (t)| ≤
Z t
0
p(v)
1 − H (v)
d|Hn (v) − H (v)| ≤
p(t)
1 − H (t)
|Hn (t) − H (t)|
+ sup
06v6tH
|Hn (v) − H (v)|
Z t
0
￿ ￿
￿ ￿
￿
p(v)
1 − H (v)
￿0￿ ￿
￿ ￿dv.
The well known bound for the empirical process (see [21]) gives
sup
t
|Hn (t) − H (t)| = O
￿
n−1/2 (logn)
1/2
￿
a.s. (23)
and using equation (5), the following bounds are easily derived:
sup
06t6tH
￿ ￿II2 (t)
￿ ￿ = O
￿
n−1 logn
￿
a.s. and sup
06t6tH
E
￿ ￿II4 (t)
￿ ￿ = O
￿
n−2￿
.
The ﬁrst term in equation (22), say I (t), can be bounded as follows:
|I (t)| =
￿ ￿ ￿ ￿
Z t
0
[(pn − p)(1 − Hn) + pn (Hn − H)]
1 − H
1 − Hn
dHn
(1 − H)
2
￿ ￿ ￿ ￿
≤
￿
sup
v
|pn − p| + sup
v
|Hn − H|
￿ 
max
Z(i)6t
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿
!Z t
0
dHn
(1 − H)
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Thus, using equations (3), (23) and Theorem B in Mack and Silverman [17]:
sup
t
|pn (t) − p(t)| = O
￿
(nb)
−1/2 (logn)
1/2
￿
a.s. (24)
it is easy to get sup06t6tH |I (t)|
2 = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2
(logn)
2
￿
a.s.
To obtain a bound for E
￿
I4 (t)
￿
, we now decompose I (t) as follows:
Z t
0
pn (v) − p(v)
1 − H (v)
dHn (v) +
Z t
0
pn (v)
Hn (v) − H (v)
(1 − H (v))
2
1 − H (v)
1 − Hn (v)
dHn (v),
which gives |I (t)| ≤ I1 (t) + I2 (t) where
I1 (t) =
Z t
0
|pn (v) − p(v)|
dHn (v)
1 − H (v)
I2 (t) =
Z t
0
|Hn (v) − H (v)|
1 − H (v)
1 − Hn (v)
dHn (v)
(1 − H (v))
2.
The expectation of I2 (t) can be bounded using H¨ older inequality:
E
￿
I4
2 (t)
￿
≤ E
￿
sup
06t6tH
|Hn (v) − H (v)|
12
￿1/3
E


 
max
Z(i)6t
1 − H
￿
Z(i)
￿
1 − Hn
￿
Z(i)
￿
!12

1/3
×E
"￿Z t
0
dHn (v)
(1 − H (v))
8
￿3#1/3
.
Since the last expectation is bounded, equations (4) and (5) give
sup06t6tH E
￿
I4
2 (t)
￿
= O
￿
n−2￿
.
The absolute value of I1 (t) is easily bounded by I11 (t) + I12 (t) with:
I11(t) =
Z t
0
|pn (v) − p(v)|
1 − H (v)
d(Hn (v) − H (v)) and I12(t) =
Z t
0
|pn (v) − p(v)|
1 − H (v)
dH (v).
The absolute value of I11 (t) is bounded again by
|I11 (t)| ≤
2
1 − H (t)
sup
06v6tH
|pn (v) − p(v)| sup
06v6tH
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So, using equations (5) and (7), sup06t6tH E
￿
I4
11 (t)
￿
= O
￿
(nb)
−4
￿
.
On the other hand, equation (9) proves that E
￿
I4
12 (t)
￿
is bounded. Using
(h2), (h3), (p2) and (b1), then sup06t6tH E
￿
I4
12 (t)
￿
= O
￿￿
b4 + (nb)
−1
￿2￿
.
Collecting all these bounds, Lemma 3.2 is proved. ￿
Proof of Theorem 3.4. Tracing the proof of Theorem 1 in Cao et al. [2], the
term ΛP
n − ΛF can be splitted as follows:
ΛP
n(t) − ΛF(t) =
1
n
n X
i=1
(g1 (t,Zi) − g2 (t,Zi) + g3 (t,Zi,δi))
+
1
n
n X
i=1
(G1(t,Zi) − θ(t)) + Qn(t) + A1(t) + A2(t) + A3(t) + A4(t)
where
A1(t) =
Z t
0
pn(v)drn(v)
A2(t) =
Z t
0
(pn(v) − p(v))(Hn(v) − H(v))
(1 − H(v))2 dH(v)
A3(t) =
Z t
0
(pn(v) − p(v))(hn(v) − h(v))
(1 − H(v))h(v)
dHn(v)
A4(t) =
1
n2
n X
i=1
ϕ(t,Zi,Zi,δi)
Qn(t) =
￿
n
2
￿−1 X
1≤i<j≤n
ψ2(t,Zi,δi,Zj,δj)
with ψ2(t,Z1,δ1,Z2,δ2) = ψ(t,Z1,δ1,Z2,δ2) − E[ψ(t,Z1,δ1,Z2,δ2)|Z1,δ1]
−E[ψ(t,Z1,δ1,Z2,δ2)|Z2,δ2] + θ(t),
the functions G1, θ, ϕ and ψ as deﬁned in Cao et al. [2] and rn is the residual
term in the decomposition by Gijbels and Wang [24]:
ΛH
n (t) − ΛH (t) =
Hn (t) − H (t)
1 − H (t)
+ rn (t)
where Hn and ΛH
n are the empirical estimates of H and ΛH respectively.18 M. A. J´ acome and R. Cao
Gijbels and Wang [24] and S´ anchez-Sellero [25] can be also used to prove
sup
06t6tH
|rn (t)| = O
￿
n−1 logn
￿
a.s. and sup
06t6tH
E
￿
r2
n (t)
￿
= O
￿
n−2￿
.
Using parallel arguments as those in Cao et al. [2] it can be prove
sup
06t6tH
|A1 (t)| = O
￿
n−1 logn
￿
a.s. and sup
06t6tH
E
￿
A2
1 (t)
￿
= O
￿
n−2￿
.
Appealing to equations (23), (24), (5), (9) and Cauchy-Schwarz inequality,
sup
06t6tH
|A2 (t)| = O
￿
n−1/2b2 (logn)
1/2 + n−1b−1/2 logn
￿
a.s.
and sup06t6tH E
￿
A2
2 (t)
￿
= O
￿
(nb)
−2
￿
.
Using equation (24) and Lemma 1 in Mack and Silverman [17], then
sup
06t6tH
|A3 (t)| = O
￿￿
b2 + (nb)
−1/2 (logn)
1/2
￿2￿
a.s.
Applying Cauchy-Schwarz inequality, and using equations (5), (6), (7), (8)
and (9), that [0,tH] is a compact interval and conditions (h2), (h3) and (p2)
then sup06t6tH E
￿
A2
3 (t)
￿
= O
￿￿
b4 + (nb)
−1
￿2
+
￿
n3b4￿−1
￿
.
The term A4 can be bounded as follows:
|A4 (t)| =
￿ ￿ ￿
￿ ￿
K (0)
n2b
n X
i=1
δi − p(Zi)
(1 − H (Zi))h(Zi)
1{Zi6t}
￿ ￿ ￿
￿ ￿
≤
2K (0)
nb
Z t
0
dHn (v)
(1 − H (v))h(v)
and so, using the condition (h3),
sup
06t6tH
|A4 (t)| = O
￿
(nb)
−1
￿
a.s. and sup
06t6tH
E
￿
A2
4 (t)
￿
= O
￿
(nb)
−2
￿
.
The term Qn can be handled by checking that Qn satisﬁes all the assump-
tions in Theorem 5.4.1 in De la Pe˜ na and Gin´ e [27], and applying afterwards
their inequality (5.4.6). Therefore
sup
06t6tH
|Qn (t)| = O
￿
loglogn
nb1/2
￿
a.s. and sup
06t6tH
E
￿
Q2
n (t)
￿
= O
 
(loglogn)
2
nb2
!
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Finally, recall θ(t) as in Cao et al. [2]. Note that
θ(t) = E[ψ(t,Z1,δ1,Z2,δ2)] =
1
2
E[G1(t,Z)] +
1
2
E[g3(t,Z,δ)] = E[G1(t,Z)]
with g3 given in (16). In order to handle the term 1
n
n P
i=1
G1 (t,Zi)−E[G1 (t,Z)]
note that, under the assumption (h3), the random functions G1 (t,z) are
bounded, uniformly in 0 ≤ z ≤ t ≤ tH, by Cb2, for a constant C > 0 and
for any tH < bH. Secondly, since D = [0,tH] is a compact interval, a partition
of D in Ln intervals can be made, such that
Ln [
k=1
(D ∩ Ik) = D and Ik ∩ Ij = ∅ if k 6= j.
Consider uk the center of the interval Ik. Then,
sup
u∈D
￿
￿ ￿ ￿ ￿
1
n
n X
i=1
G1 (u,Zi) − E[G1 (u,Z)]
￿
￿ ￿ ￿ ￿
≤ max
16k6Ln
sup
u∈Ik∩D
￿ ￿ ￿
￿ ￿
1
n
n X
i=1
G1 (u,Zi) −
1
n
n X
i=1
G1 (uk,Zi)
￿ ￿ ￿
￿ ￿
+ max
16k6Ln
￿ ￿
￿ ￿ ￿
1
n
n X
i=1
G1 (uk,Zi) − E[G1 (uk,Z)]
￿ ￿
￿ ￿ ￿
+ max
16k6Ln
sup
u∈Ik∩D
|E[G1 (uk,Z)] − E[G1 (u,Z)]| = Q1 + Q2 + Q3
The ﬁrst term can be bounded as follows:
Q1 = max
16k6Ln
sup
u∈Ik∩D
￿ ￿ ￿ ￿
Z
G1 (u,v)dHn (v) −
Z
G1 (uk,v)dHn (v)
￿ ￿ ￿ ￿
≤ Cb2 max
16k6Ln
sup
u∈Ik∩D
|Hn (u) − Hn (uk)|.
The idea is to take the partition ﬁne enough so that the last bound can
be controlled through max16k6Ln supu∈Ik∩D |u − uk|. Let us denote by ln → 0
the length of each interval (assumed to be equal). If ln is of precise order
n−1/2 (logn)
1/2, then Q1 = O
￿
n−1/2b2 (logn)
1/2
￿
a.s.
The same idea will be applied to Q3. Under the assumption (h3), then20 M. A. J´ acome and R. Cao
Q3 = max
16k6Ln
sup
u∈Ik∩D
|E[G1 (uk,Z)] − E[G1 (u,Z)]|
= max
16k6Ln
sup
u∈Ik∩D
￿
￿ ￿ ￿E
￿
1{Z6u} − 1{Z6uk}
(1 − H (Z))h(Z)
R
Kb (Z − s)(p(s) − p(Z))h(s)ds
￿￿
￿ ￿ ￿
≤ sup
06z6t6tH
|G1 (t,z)| sup
06t6tH
|h(t)| max
16k6Ln
sup
u∈Ik∩D
|u − uk|.
The previous choice for ln gives Q3 = O
￿
n−1/2b2 (logn)
1/2
￿
a.s.
The idea for dealing with Q2 consists of applying Borel-Cantelli lemma.
Firstly, we apply Bonferroni’s inequality to the following probability:
P (|Q2| > ε) ≤ Ln max
16k6Ln
P
 ￿ ￿ ￿ ￿
￿
n X
i=1
(G1 (uk,Zi) − E[G1 (uk,Z)])
￿ ￿ ￿ ￿
￿
> nε
!
.
Next, Bernstein’s inequality will be used for the probability in the right part
of the inequality above. Taking into account that the variables G1 (t,Zi),i =
1,...,n are independent, that
P (|G1 (t,Zi) − E[G1 (t,Zi)]| ≤ m) = 1 for i = 1,2,...,n
with m = 2Cb2, and using V ar(G1 (t,Z)) ≤ 2C2b4 we have:
P
￿￿ ￿ ￿ ￿
n P
i=1
(G1 (uk,Zi) − E[G1 (uk,Zi)])
￿ ￿ ￿ ￿ > nε
￿
≤ 2exp
"
−
(nε)
2
2nV ar[G1 (t,Z)] + 2
3mnε
#
≤ 2exp
"
−
nε2
4C2b4 + 4
3Cb2ε
#
Choosing ε = Cεn−1/2b2 (logn)
1/2, then
P
￿￿ ￿
￿ ￿
n P
i=1
(G1 (uk,Zi) − E[G1 (uk,Zi)])
￿ ￿
￿ ￿ > nε
￿
≤ 2exp
"
−
nε2
4C2b4 + 4
3Cb2ε
#
≤ 2exp
"
−
C2
ε logn
4C2 + 4
3CCεn−1/2 (logn)
1/2
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For n large enough, 4C2 + 4
3CCεn−1/2 (logn)
1/2 ≤ C0, and therefore,
P
 ￿ ￿
￿ ￿ ￿
n X
i=1
(G1 (uk,Zi) − E[G1 (uk,Zi)])
￿ ￿
￿ ￿ ￿
> nε
!
≤ 2exp
￿
−
C2
ε logn
C0
￿
= 2n−C2
ε/C0
Using the precise order ﬁxed for ln, Ln is of exact order n1/2 (logn)
−1/2. Since
P (|Q2| > ε) ≤ 2Lnn−C2
ε/C0, then to prove Q2 = O
￿
n−1/2b2 (logn)
1/2
￿
a.s.
it suﬃces to take Cε large enough so that, for a ﬁxed C0,
∞ X
n=1
Lnn−C2
ε/C0 ≤ CL
∞ X
n=1
n1/2−C2
ε/C0 (logn)
−1/2 < ∞.
In short,
sup
06t6tH
￿
￿ ￿ ￿
￿
1
n
n X
i=1
G1 (t,Zi) − E[G1 (t,Z)]
￿
￿ ￿ ￿
￿
= O
￿
n−1/2b2 (logn)
1/2
￿
a.s.
On the other hand, since sup06t6tH E
￿
G2
1 (t,Z)
￿
= O
￿
b4￿
then
sup
06t6tH
E
 
1
n
n X
i=1
G1 (t,Zi) − E[G1 (t,Z)]
!2
= O
￿
n−1b4￿
.
Finally, Theorem 3.4 is thus proved. ￿
Proof of Theorem 4.1. Using integration by parts, a change of variable, and
representation (17), we have that if t < bH, then
fP
n (t) =
1
s
Z
K
￿
t − v
s
￿
dFP
n (v) =
1
s2
Z
FP
n (v)K0
￿
t − v
s
￿
dv
=
1
s
Z
FP
n (t − su)K0 (u)du
=
1
s
Z ￿
F (t − su) +
1
n
n P
i=1
εi (t − su) + Rn (t − su)
￿
K0 (u)du
= f (t) + βn (t) + σn (t) + en (t).
The bounds for en come from Theorem 3.5 and assumption (K1). ￿22 M. A. J´ acome and R. Cao
Proof of Theorem 4.2. Using integration by parts, we have:
fP
n (t) =
1
s
Z
K
￿
t − v
s
￿
d
￿
FP
n − F
￿
(v) +
1
s
Z
K
￿
t − v
s
￿
dF(v)
=
1
s
Z ￿
FP
n − F
￿
(t − sv)K0 (v)dv + f (t) + βn (t)
and therefore
sup
06t6tH
￿
￿fP
n (t) − f (t)
￿
￿ ≤
1
s
sup
06t6tH
￿
￿FP
n (t) − F (t)
￿
￿
Z ￿
￿K0 (v)
￿
￿dv+ sup
06t6tH
|βn (t)|
The result follows from Theorem 3.6. ￿
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