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a b s t r a c t
Detailed analysis shows that a function f admits the double Jordan-type inequality if and
only if f is analytic and even. Associated with f is the function g with f (x) = g(x2).
In this short note, based on this association, and using properties of absolutely and/or
(completely) monotonic functions, we propose a concise method to derive the inequality
from the coefficients in the Taylor’s series of f . The results include some existing ones as
special cases.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The past several years has witnessed a growing interest in extensions, refinements, and generalizations of the Jordan
inequality
2
π
≤ sin x
x
< 1, x ∈

0,
π
2

.
Among the vast literature, we refer to the representative surveys in [1–3] and their references.
An extensive study exists in expanding a function f into the form
f (x) =
n−
k=0
bk(r)(x2 − r2)k + Rn(f ; x) (1.1)
for appropriate bk(r) and r . Hopefully, the remainder term Rn can be expected to satisfy
α(x2 − r2)n+1 ≤ Rn(f ; x) ≤ β(x2 − r2)n+1, (1.2)
where α and β are some constants, depending only on r . Here is a list of functions extensively studied in the literature:
f1(x) = sin xx , (1.3)
f2(x) = sinh xx , (1.4)
f3(x) = tan xx , (1.5)
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and
f4(x) =
∞−
j=0
1
j!(κ)j
−c
4
j
x2j. (1.6)
The constant c , appearing in (1.6), is a real number, and κ is a real number with κ ≠ 0,−1,−2, . . ., (κ)j = κ(κ+1) · · · (κ+
j − 1), and (κ)0 = 1. The fourth function, f4, introduced in [4], is called the generalized and normalized Bessel function of
the first kind; to some extent it generalizes the Bessel function of the first kind. Using κ = 3/2 with c = 1 and c = −1,
respectively, gives the first and the second function.
The fourth function, as well as the first and the second, has been studied by many authors. We just cite [1,3,5] to name
only a few. The typical method to obtain the inequality (1.2) is the now famous monotone form of L’Hôpital’s rule. Using
different techniques, the present author [6] obtained, among other expressions, a new expression for bk(r):
b0(r) = f (r),
bk(r) = 1k!
k−1
j=0
(−1)j

k− 1
j

(k)j
f (k−j)(r)
(2r)k+j
, k ≥ 1, (1.7)
provided that f is a sufficiently differentiable even function.
2. Main results
Associated with (1.1) are the infinite series expansions for sufficiently differentiable even functions:
f (x) =
∞−
k=0
bk(r)(x2 − r2)k. (2.1)
Note the following key result.
Theorem 2.1. A function f admits an expansion of type (2.1) if and only if f is analytic and even on some domain.
Proof. Necessity. If (2.1) holds, then f is obviously analytic and even.
Sufficiency. If f is analytic and even on some domain, then f can be written in the form
f (x) =
∞−
j=0
fjx2j. (2.2)
Therefore, for appropriate real number r ,
f (x) =
∞−
j=0
fj(x2 − r2 + r2)j
=
∞−
j=0
fj
j−
k=0

j
k

r2(j−k)(x2 − r2)k
=
∞−
k=0
∞−
j=k
fj

j
k

r2(j−k)(x2 − r2)k
=
∞−
k=0
 ∞−
j=0
fj+k

j+ k
k

r2j

(x2 − r2)k.
This finishes the proof. 
In view of Theorem 2.1, the following tacit assumption is reasonable.
Assumption 1. Suppose that f is analytic and even on some symmetric domain.
So, for simplicity, let f be an even function admitting a convergent power series expansion with radius of convergence R of
the form (2.2). It is clear that the function
g(x) =
∞−
j=0
fjxj (2.3)
satisfies g(x2) = f (x). This connection for specific functions f can be found in [1,7–10]. It is equally obvious that the power
series in the right-hand side of (2.3) has radius of convergence R2, and hence g is analytic there, which can be justified by
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the result of Whitney [11]. Expanding g by Taylor’s theorem at x = r2 gives
g(x) =
n−
k=0
g(k)(r2)
k! (x− r
2)k + g
(n+1)(ξ)
(n+ 1)! (x− r
2)n+1, (2.4)
where ξ lies between 0 and r2. This immediately yields
f (x) =
n−
k=0
g(k)(r2)
k! (x
2 − r2)k + g
(n+1)(ξ)
(n+ 1)! (x
2 − r2)n+1. (2.5)
It is sufficient to consider the sign of g(n+1)(x) on 0 ≤ x ≤ r2 to obtain the inequality (1.2). This evokes the notion of an
absolutely and completely monotonic function [12]. Recall that a function g is said to be absolutely monotonic on an interval
I if g has derivatives of all orders on I fulfilling
g(k)(x) ≥ 0
for x ∈ I and k ≥ 0. On the other hand, a function f is said to be completely monotone on I if the above inequalities are
replaced by
(−1)kg(k)(x) ≥ 0, x ∈ I, k ≥ 0.
Theorem 2.2. If the coefficients fj in (2.3) are nonnegative on x ≥ 0, then g is absolutely monotonic there. If the fjxj
in (2.3) alternate in sign and
|fj+k|(j+ 1) ≥ |fj+k+1|(j+ k+ 1)|x|, (2.6)
then g is completely monotonic there.
Proof. The first part is evident. From (2.3) and the fact that
f (x) =
∞−
k=0
g(k)(r2)
k! (x
2 − r2)k,
we have
bk(x) = g
(k)(x2)
k! ,
g(k)(x) =
∞−
j=0
(j+ 1)kfj+kxj.
(2.7)
If the fjxj in (2.3) alternate in sign, then the series in (2.7) is alternating. If, in addition, (2.6) holds, then the conclusion follows
from Leibniz’s test. 
Theorem 2.2 immediately yields the next result, which facilitates a rapid analysis of the double Jordan-type inequality.
Corollary 2. Assume that (2.3) holds and that f (x) = g(x2). Let
f (x) =
n−
k=0
bk(r)(x2 − r2)k + Rn(f ; x), (2.8)
where the bk(r) are given by (1.7) or (2.7). If the fjxj in (2.3) alternate in sign on the interval [0, r2] and (2.6) holds, then the
double Jordan-type inequality
α(x2 − r2)n+1 ≤ Rn(f ; x) ≤ β(x2 − r2)n+1 (2.9)
is valid with the best constants α and β given by
α = bn+1(r), β = bn+1(0) = fn+1. (2.10)
If the coefficients fj in (2.3) are nonnegative on 0 ≤ x ≤ r, then the inequality (2.9) holds with n even while (2.9) is reversed with
n odd.
It will be shown in the next section that the functions fi(x), i = 1, . . . , 4, mentioned above, all fit the pattern given in
Corollary 2. Therefore, our result generalizes the existing ones.
Remark 3. This corollary can also be generalized to a multi-point version by considering g interpolating at a finite, say m,
number of points, since the Taylor expansion (2.4) can be viewed as a special case of the Lagrange interpolation. However,
we leave the details to interested readers.
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3. Examples
We only consider f3(x) and f4(x), since f1(x) and f2(x) are special cases of f4(x).
Example 3.1. It is known that, for 0 ≤ x < π2/4,
g3(x) = tan
√
x√
x
=
∞−
j=1
4j(4j − 1)
(2j)! |B2j|x
j−1,
where g(0) is certainly understood to be 1 and |Bj| is the jth Bernoulli number. From Corollary 2, we have, for n even and
0 ≤ x ≤ r < π/2,
α(x2 − r2)n+1 ≤ Rn(f3; x) ≤ β(x2 − r2)n+1,
since it is readily seen that fj ≥ 0. Here, α and β are given by (2.10). The above inequality is reversed with n odd.
Example 3.2. For the functions f4(x), we see that the coefficient
fj = 1j!(κ)j
−c
4
j
.
If κ > 0, c < 0, then fj > 0. Then, for n even and 0 ≤ x ≤ r <∞,
α(x2 − r2)n+1 ≤ Rn(f4; x) ≤ β(x2 − r2)n+1. (3.1)
The above inequality is reversed if n is odd and 0 ≤ x ≤ r <∞.
As shown in [3], and later in [13],
bn+1(x) =
−c
4
n+1 1
(n+ 1)!(κ)n+1
f4(x), (3.2)
withf4(x) given by
f4(x) = ∞−
j=0
1
j!(κ + n+ 1)j
−c
4
j
x2j.
In other words,f4(x) is computed from f4(x) after κ is replaced by κ + n+ 1.
If κ > 0, c > 0, then fj is alternating. As proved also in [13], if cr2 ≤ 4κ , then (2.6) holds with fj and 0 ≤ x ≤ r . Now,
Corollary 2 yields (3.1) with bk(x) given by (3.2).
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