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Abstract
We discuss the Abel–Gontscharo$ boundary value problem on a measure chain in two aspects, namely, the existence
and uniqueness of solutions, and the convergence of iterative methods which include quasilinearization, approximate
quasilinearization, Picard’s and approximate Picard’s methods. Examples are also presented to dwell upon the importance
of the results obtained. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let T be a measure chain, i.e., T is a closed subset of R. We assume that T has the topol-
ogy that it inherits from the standard topology on R. Throughout, the interval [c; d] is de=ned as
[c; d] = {t ∈T | c6 t6d}.
In this paper we shall consider the following Abel–Gontscharo$ boundary value problem [6,7]
on T
y
n
(t)=f(t; y(t); y(t); : : : ; y
q
(t)); t ∈ [a; n(b)]; (1.1)
y
i
(ai+1)=Ai+1; 06 i6 n− 1; (1.2)
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where 06 q6 n − 1 is a =xed integer, a; b∈T with a¡n−1(b), and a6 a16 a26 · · ·6 an
6 n−1(b). The function f is assumed to be continuous at least in the interior of the domain
of its de=nition.
To understand (1.1) and (1.2), we require the following de=nitions which are available in [2,5,8,9].
Denition 1.1. For t ¡ supT and s¿ inf T, the forward jump operator  and the backward jump
operator  are respectively de=ned by
(t)= inf{∈T | ¿ t}∈T
and
(s)= sup{∈T | ¡ s}∈T:
For n¿ 1, we have n(t)= (n−1(t)) and n(s)= (n−1(s)).
Denition 1.2. Fix t ∈T. Let y: T → R. De=ne y(t) to be the number (if it exists) with the
property that given ¿ 0, there is a neighborhood U of t such that
|[y((t))− y(s)]− y(t)[(t)− s]|¡|(t)− s|
for all s∈U . We call y(t) the delta derivative of y(t). For n¿ 1, the nth delta derivative of y(t)
is de=ned by y
n
(t)= (y
n−1
)(t).
We remark that when T=R; y(t)=y′(t); and when T=Z; y(t)=Jy(t)=y(t + 1)− y(t).
Denition 1.3. If F(t)=f(t); then we de=ne the integral∫ t
a
f()J=F(t)− F(a):
In this paper we plan to study two aspects of the boundary value problem (1.1) and (1.2). First, we
shall develop necessary and suKcient conditions for the existence and uniqueness of solutions. Next,
we shall investigate the convergence of iterative methods to the unique solution of (1.1) and (1.2).
The iterative methods discussed include quasilinearization, approximate quasilinearization, Picard’s
and approximate Picard’s methods.
It is noted that the boundary conditions (1.2) are quite general and include, in particular, the
following special cases:
(i) the (k1; : : : ; kr) right focal point conditions
y
i
(aj)=Ai;j; sj−16 i6 sj − 1; s0 = 0; sj =
j∑
i=1
ki;
ki¿ 1; 16 j6 r(¿ 2);
r∑
i=1
ki= n; (1.3)
a6 a1¡a2¡ · · ·¡ar6 n−1(b):
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(ii) the two-point (k1; k2) right focal conditions
y
i
(a1)=Ai+1; 06 i6  (+ 1= k1);
y
i
(a2)=Ai+1; + 16 i6 n− 1 (n− − 1= k2) (1.4)
a6 a1¡a26 n−1(b):
The motivation for the present work is obvious from the fact that Abel–Gontscharo$ boundary
value problems occur frequently in real world problems. In addition, from a modelling point of view,
it is perhaps more realistic to model a phenomenon by a dynamic system which incorporates both
continuous and discrete times, namely a measure chain. Our results not only provide insight into the
di$erences and similarities between the continuous and discrete Abel–Gontscharo$ boundary value
problems, but also unify the theory of these two types of boundary value problems (see [3] and the
monograph [1] for an up-to-date survey).
The paper is organized as follows. In Section 2, we shall state the optimal error bounds for Abel–
Gontscharo$ interpolation on a measure chain which are needed later. The existence and uniqueness
of solutions is discussed in Section 3. Finally, in Section 4 we establish criteria which ensure the
convergence of iterative methods to the unique solution of (1.1) and (1.2).
2. Preliminaries
Lemma 2.1 (Agarwal and Bohner [2]). Let a; b∈T with a¡n−1(b); and a6 a16 a26 · · ·6 an
6 n−1(b). Let y be a function on [a; b]. The unique polynomial Pn−1 of degree (n− 1) satisfying
P
i
n−1(ai+1)=y
i(ai+1)=Ai+1; 06 i6 n− 1
is called the Abel–Gontscharo$ interpolating polynomial of y. We have the representation
Pn−1(t)=
n−1∑
i=0
Ai+1Ti(t); (2.1)
where T0(t) ≡ 1 and
Ti(t)=
∫ t
a1
∫ 1
a2
· · ·
∫ i−1
ai
JiJi−1 · · ·J1; 16 i6 n− 1:
Lemma 2.2 (Agarwal and Bohner [2]). The error function e(t)=y(t)− Pn−1(t) can be written as
e(t)=
∫ n−1(b)
a
G(t; s)y
n
(s)Js; (2.2)
where G(t; s) is the Green’s function of the boundary value problem
y
n
(t)= 0; t ∈ [a; n(b)];
y
i
(ai+1)= 0; 06 i6 n− 1:
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Lemma 2.3 (Agarwal and Bohner [2]). We have
max
t∈[a; j(b)]
|ej(t)|6 cn; j max
t∈[a;n(b)]
|yn(t)|; 06 j6 n− 1; (2.3)
where the constants cn; j are given by
cn; j = max
16m6n−j
(−1)m−1
m−1∑
k=0
gk(a; j(b))gn−j−k(n−1(b); a);
g0 ≡ 1 and gk(t; s)=
∫ t
s
gk−1(t; )J; k¿ 1:
The constants cn; j are the best possible. For the cases T=R; Z , we refer to [1,4,10,11] for optimal
error inequalities of the type (2.3) pertaining to more speci=c interpolating conditions.
Lemma 2.4 (Toeplitz lemma), (Agarwal [1], Agarwal et al. [3]). For any 06 ¡ 1; let sm=∑m
i=0 
m−idi; m=0; 1; : : : . Then; limm→∞ sm=0 if and only if limm→∞ dm=0.
3. Existence and uniqueness of solutions
Theorem 3.1. Let
(1) Kj ¿ 0; 06 j6 q be given real numbers,
D0 = {(u0; u1; : : : ; uq) | |uj|6 2Kj; 06 j6 q}
and
Q= max
t∈[a;n(b)]
(u0 ;u1 ;:::;uq)∈D0
|f(t; u0; u1; : : : ; uq)|;
(2) Qcn;j6Kj; 06 j6 q;
(3) sj = |Aj+1| +
∑n−j−1
i=1 |Ai+j+1|[max16m6i (−1)m−1
∑m−1
k=0 gk(a; 
j(b))gi−k(n−1(b); a)]6Kj,
06 j6 q.
Then; the boundary value problem (1:1) and (1:2) has a solution y such that (y; y; : : : ; y
q
)∈D0.
Proof. Let
'= {y |y∈C[a; b]; yj ∈Crd[a; j(b)]; 06 j6 q}: (3.1)
We equip the space ' with the norm ‖y‖=max06j6q |yj |0, where |yj |0 =maxt∈[a; j(b)] |yj(t)|,
06 j6 q, so that it becomes a Banach space. Let
B[a; b] = {y∈' | |yj |06 2Kj; 06 j6 q}:
It is clear that B[a; b] is a closed convex subset of the Banach space '. De=ne the operator S: '→
{y |y∈C[a; b]; yj ∈Crd[a; j(b)]; 06 j6 n} by
Sy(t)=Pn−1(t) +
∫ n−1(b)
a
G(t; s)f(s; y(s); y(s); : : : ; y
q
(s))Js (3.2)
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where Pn−1(t) and G(t; s) are, respectively, de=ned in Lemmas 2.1 and 2.2. Obviously, any =xed
point of (3.2) is a solution of (1.1) and (1.2).
We shall show that S maps B[a; b] into itself. Let y∈B[a; b]: Clearly, Sy∈'. Moreover, it
is noted that Sy − Pn−1 ∈C[a; b]; (Sy)i(ai+1) − Pin−1(ai+1)= 0; 06 i6 n − 1 and (Sy)
n
(t) −
P
n
n−1(t)= (Sy)
n
(t)=f(t; y(t); : : : ; y
q
(t)). So by Lemma 2.3 and condition (1), we have
|(Sy)j − Pjn−1|06 cn; j max
t∈[a;n(b)]
|(Sy)n(t)|
= cn; j max
t∈[a;n(b)]
|f(t; y(t); : : : ; yq(t))|6Qcn;j; 06 j6 q: (3.3)
Using condition (2), it follows immediately that
|(Sy)j |06 |Pjn−1|0 + Qcn;j6 |P
j
n−1|0 + Kj; 06 j6 q: (3.4)
Next, it is clear from Lemma 2.1 that
P
j
n−1(t)=
n−1∑
i=j
Ai+1T
j
i (t)=
n−j−1∑
i=0
Ai+j+1T
j
i+j(t); 06 j6 n− 1: (3.5)
Since T
‘
i+j(a‘+1)= 0; 06 ‘6 i + j − 1, an application of Lemma 2.3 in (3.5) provides
|Pjn−1|06 |Aj+1|+
n−j−1∑
i=1
|Ai+j+1|ci+j; j = sj; 06 j6 q: (3.6)
Thus, on using (3.6) and condition (3) in (3.4), we get
|(Sy)j |06 sj + Kj6 2Kj; 06 j6 q: (3.7)
Therefore, S maps B[a; b] into itself. Further, the inequalities (3.7) imply that the sets
{(Sy)j(t) |y∈B[a; b]}; 06 j6 q are uniformly bounded and equicontinuous on [a; j(b)]. Hence,
S(B[a; b]) is compact follows from the Ascoli–Arzela theorem. Therefore, the Schauder =xed point
theorem is applicable and a =xed point y of (3.2) in B[a; b] exists. It is obvious from (3.7) that
(y; y; : : : ; y
q
)∈D0.
Corollary 3.2. Suppose that the function f(t; u0; u1; : : : ; uq) on [a; n(b)]×Rq+1 satis;es the follow-
ing condition:
|f(t; u0; u1; : : : ; uq)|6L+
q∑
i=0
Li|ui|i (3.8)
where L; Li; 06 i6 q are nonnegative constants; and 06 i ¡ 1; 06 i6 q. Then; the boundary
value problem (1:1) and (1:2) has a solution.
Proof. For t ∈ [a; n(b)] and (u0; u1; : : : ; uq)∈D0 (D0 is de=ned in Theorem 3.1), the condition (3.8)
implies that
|f(t; u0; u1; : : : ; uq)|6L+
q∑
i=0
Li(2Ki)i ≡ Q:
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The conditions of Theorem 3.1 are satis=ed with the above Q and suKciently large Kj; 06 j6 q.
Hence, the conclusion follows from Theorem 3.1.
Corollary 3.3. Let conditions (1)–(3) of Theorem 3:1 hold. Then; for any ¿ 0 there is a solution
y of the boundary value problem (1:1) and (1:2) such that
max
t∈[a; j(b)]
|yj(t)− Pjn−1(t)|¡; 06 j6 q
provided (b− a) is su<ciently small.
Proof. This is immediate from Theorem 3.1, (3.3) and the de=nition of cn; j.
Corollary 3.4. Let conditions (1) and (2) of Theorem 3:1 hold. Then; for any h∈C[a; b] with
h
j ∈Crd[a; j(b)]; 06 j6 n− 1; the boundary value problem (1:1);
y
i
(ai+1)= h
i
(ai+1); 06 i6 n− 1 (3.9)
has a solution provided
Mj +
n−j−1∑
i=1
Mi+j
[
max
16m6i
(−1)m−1
m−1∑
k=0
gk(a; j(b))gi−k(n−1(b); a)
]
6Kj; 06 j6 q;
where Mj =maxt∈[a; j(b)] |hj(t)|; 06 j6 n− 1.
Proof. We note that condition (3) of Theorem 3.1 is satis=ed for the boundary value problem (1.1)
and (3.9).
Theorem 3.5. Suppose that the function f(t; u0; u1; : : : ; uq) on [a; n(b)]×D1 satis;es the following
condition:
|f(t; u0; u1; : : : ; uq)|6L+
q∑
i=0
Li|ui|; (3.10)
where
D1 =
{
(u0; u1; : : : ; uq)
∣∣∣∣ |uj|6 sj + cn; j L+ p1− 0 ; 06 j6 q
}
;
sj is de;ned in Theorem 3:1;
p=
q∑
i=0
Lisi
and
0=
q∑
i=0
Licn; i ¡ 1: (3.11)
Then; the boundary value problem (1:1) and (1:2) has a solution y such that (y; y; : : : ; y
q
)∈D1.
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Proof. Let w=y − Pn−1. Then, (1.1) and (1.2) is equivalent to the boundary value problem
w
n
(t)=f(t; w(t) + Pn−1(t); : : : ; w
q
(t) + P
q
n−1(t)); t ∈ [a; n(b)]; (3.12)
w
i
(ai+1)= 0; 06 i6 n− 1: (3.13)
De=ne
A= {w |w∈C[a; b]; wj ∈Crd[a; j(b)]; 06 j6 n; w ful=lls (3:13)}:
If we introduce in A the norm ‖w‖=maxt∈[a;n(b)] |wn(t)|, then A becomes a Banach space. Let
V : A→ A be de=ned by
Vw(t)=
∫ n−1(b)
a
G(t; s)f(s; w(s) + Pn−1(s); : : : ; w
q
(s) + P
q
n−1(s))Js: (3.14)
Clearly, any =xed point of (3.14) is a solution of (3.12) and (3.13).
Let the ball
B=
{
w∈A
∣∣∣∣‖w‖6 L+ p1− 0
}
:
We shall show that V maps B into itself. For this, let w∈B. Clearly, Vw∈A. Moreover, by Lemma
2.3 we have for 06 j6 q,
|wj(t)|6 cn; j max
t∈[a;n(b)]
|wn(t)|= cn; j‖w‖6 cn; j L+ p1− 0 ; t ∈ [a; 
j(b)]: (3.15)
An application of (3.15) and (3.6) provides for t ∈ [a; j(b)]; 06 j6 q,
|wj(t) + Pjn−1(t)|6 max
t∈[a; j(b)]
|wj(t)|+ max
t∈[a; j(b)]
|Pjn−1(t)|6 cn; j
L+ p
1− 0 + sj: (3.16)
Hence, (w(t) + Pn−1(t); : : : ; w
q
(t) + P
q
n−1(t))∈D1 for t ∈ [a; n(b)].
Now, in view of (3.14), (3.10) and (3.16), we have
‖Vw‖ = max
t∈[a;n(b)]
∣∣f(t; w(t) + Pn−1(t); : : : ; wq(t) + Pqn−1(t))∣∣
6 L+ max
t∈[a;n(b)]
q∑
i=0
Li|wi(t) + Pin−1(t)|
6 L+
q∑
i=0
Li
(
cn; i
L+ p
1− 0 + si
)
= L+ p+ 0
L+ p
1− 0 =
L+ p
1− 0 :
Thus, V (B) ⊆ B. It follows from Schauder’s =xed point theorem that V has a =xed point w∈B.
This =xed point w is a solution of (3.12) and (3.13), and hence the boundary value problem (1.1)
and (1.2) has a solution y=w + Pn−1. It is immediate from (3.16) that (y; y; : : : ; y
q
)∈D1.
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Theorem 3.6. Suppose that Eq. (1:1) together with the boundary conditions
y
i
(ai+1)= 0; 06 i6 n− 1 (3.17)
has a nontrivial solution y. Further; the condition (3:10) with L=0 is satis;ed for all t ∈ [a; n(b)]
and (u0; u1; : : : ; uq)∈D2; where
D2 = {(u0; u1; : : : ; uq) | |uj|6Mcn;j; 06 j6 q}
and M =maxt∈[a;n(b)] |yn(t)|: Then; it is necessary that 0=
∑q
i=0 Licn; i¿ 1:
Proof. Since y is a nontrivial solution of (1.1) and (3.17), it is necessary that M =0: By Lemma
2.3, we have (y; y; : : : ; y
q
)∈D2: Therefore, using (3:10)|L=0 we get
M = max
t∈[a;n(b)]
|yn(t)| = max
t∈[a;n(b)]
|f(t; y(t); y(t); : : : ; yq(t))|
6 max
t∈[a;n(b)]
q∑
i=0
Li|yi(t)|
6
q∑
i=0
LiMcn; i= 0M:
Note that at least one of the Li; 06 i6 q will not be zero, for otherwise on [a; b] the solution y
will be a polynomial of degree at most (n − 1) and will not be a nontrivial solution of (1.1) and
(3.17). Hence, 0 =0 and it follows immediately that 0¿ 1:
Remark 3.1. It is obvious from (3:10)|L=0 that f(t; 0; 0; : : : ; 0)=0; t ∈ [a; n(b)]: So y(t) ≡ 0 is a
solution of (1.1) and (3.17). Hence, if 0¡ 1; then it is also unique.
Theorem 3.7. Let L=maxt∈[a;n(b)] |f(t; 0; 0; : : : ; 0)|: Suppose that for all t ∈ [a; n(b)] and
(u0; u1; : : : ; uq); ( Pu 0; Pu 1; : : : ; Puq)∈D1 (D1 is de;ned in Theorem 3:5); the function f satis;es the
Lipschitz condition
|f(t; u0; u1; : : : ; uq)− f(t; u 0; u 1; : : : ; u q)|6
q∑
i=0
Li|ui − u i|: (3.18)
Then; the boundary value problem (1:1) and (1:2) has a unique solution y such that (y; y; : : : ; y
q
)
∈D1:
Proof. Let Pu 0 = Pu 1 = · · ·= Puq=0; then the Lipschitz condition (3.18) implies (3.10) with L=
maxt∈[a;n(b)] |f(t; 0; 0; : : : ; 0)|: Hence, by Theorem 3.5 the boundary value problem (1.1) and (1.2)
has a solution y such that (y; y; : : : ; y
q
)∈D1: To show the uniqueness, we let y1 =w1 + Pn−1
and y2 =w2 + Pn−1 be two solutions of (1.1) and (1.2). Then, w1 and w2 are two solutions of
(3.12) and (3.13). Moreover, from (3.16) we have (wi(t) + Pn−1(t); : : : ; w
q
i (t) + P
q
n−1(t))∈D1;
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t ∈ [a; n(b)]; i=1; 2: Thus, in view of (3.12), (3.18) and Lemma 2.3, we =nd for t ∈ [a; n(b)];
|wn1 (t)− w
n
2 (t)| = |f(t; w1(t) + Pn−1(t); : : : ; w
q
1 (t) + P
q
n−1(t))
−f(t; w2(t) + Pn−1(t); : : : ; wq2 (t) + P
q
n−1(t))|
6
q∑
i=0
Li|wi1 (t)− w
i
2 (t)|
6
q∑
i=0
Licn; i max
t∈[a;n(b)]
|wn1 (t)− w
n
2 (t)|
= 0 max
t∈[a;n(b)]
|wn1 (t)− w
n
2 (t)|
from which it follows that
max
t∈[a;n(b)]
|wn1 (t)− w
n
2 (t)|6 0 max
t∈[a;n(b)]
|wn1 (t)− w
n
2 (t)|:
Since 0¡ 1; the above inequality leads to w
n
1 (t) ≡ w
n
2 (t) for all t ∈ [a; n(b)]: Using the bound-
ary conditions (3.13), we obtain w1(t) ≡ w2(t); t ∈ [a; b]: Hence, we have shown that y1(t) ≡
y2(t); t ∈ [a; b]:
Remark 3.2. It is noted from (3.6) that for 06 j6 q; the constant sj (de=ned in Theorem 3.1) can
be replaced by maxt∈[a; j(b)] |Pjn−1(t)| in all the results in Section 3.
Example 3.1. Let T= {2k | k ∈Z} ∪ {0}: Consider the following boundary value problem on T:
y
3
(t)=
e0:15y
20000 + t2
; t ∈ [1; 4];
y(1)= 1; y(4)= 2; y
2
(8)= 0:
(3.19)
We shall apply Theorem 3.1 to this example. Here, n=3; a=1; b=32; a1 = 1; a2 = 4; a3 = 8
= 2(32); q=0 and f(t; u)= e0:15u(20000 + t2)−1: Hence,
D0 = {u | |u|6 2K0}: (3.20)
It is clear that
Q= max
t∈[1; 3(32)];u∈D0
|f(t; u)|= e
0:3K0
20001
: (3.21)
Next, it is computed that [2, Eq. (9)]
gk(s; t)= (−1)k
k−1∏
3=0
t − 23s∑3
m=0 2
m ; k¿ 0: (3.22)
Thus, using (3.22) we obtain c3;0 =max{155; 930; 1240}=1240: In view of (3.21), condition (2) of
Theorem 3.1 is equivalent to
1240
e0:3K0
20001
6K0
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which yields
0:063196K06 19:10: (3.23)
Finally, condition (3) of Theorem 3.1 is the same as
s0 = |A1|+
2∑
i=1
|Ai+1|
[
max
16m6i
(−1)m−1
m−1∑
k=0
gk(a; b)gi−k(n−1(b); a)
]
6K0
which, on using (3.22), gives
156K0: (3.24)
Coupling (3.23) and (3.24), the conditions of Theorem 3.1 are ful=lled if
156K06 19:10: (3.25)
Hence, it follows from Theorem 3.1 that the boundary value problem (3.19) has a solution y∈D0:
Moreover, we may conclude from (3.25) that |y(t)|6 2(15)=30; t ∈ [1; 32]:
4. Iterative methods
Denition 4.1. A function Py∈C[a; b] with Py j ∈Crd[a; j(b)]; 06 j6 n − 1 and Py n ∈
Crd[a; n−1(b)] is called an approximate solution of (1.1) and (1.2) if there exist nonnegative con-
stants 4 and  such that
max
t∈[a;n−1(b)]
| Py n(t)− f(t; Py(t); Py (t); : : : ; Py q(t))|6 4 (4.1)
and
|Aj+1 − Py j(aj+1)|+
n−j−1∑
i=1
|Ai+j+1 − Py i+j(ai+j+1)|ci+j; j6 cn; j; 06 j6 q: (4.2)
The inequality (4.1) means that there exists a function 5∈Crd[a; n−1(b)] such that
Py 
n
(t)=f(t; Py(t); Py (t); : : : ; Py 
q
(t)) + 5(t) (4.3)
and
max
t∈[a;n−1(b)]
|5(t)|6 4: (4.4)
Let PPn−1(t) be the (n− 1)th degree Abel–Gontscharo$ interpolating polynomial of Py ful=lling
PP
i
n−1(ai+1)= Py
i(ai+1); 06 i6 n− 1:
It is clear from Lemma 2.1 that
PPn−1(t)=
n−1∑
i=0
Py 
i
(ai+1)Ti(t): (4.5)
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Obviously, the approximate solution Py can be written as
Py(t)= PPn−1(t) +
∫ n−1(b)
a
G(t; s)[f(s; Py(s); Py (s); : : : ; Py 
q
(s)) + 5(s)]Js: (4.6)
Denition 4.2. Let 6∈Crd[a; n−1(b)] be =xed. The quasilinear iterative scheme is de=ned as fol-
lows:
y
n
m+1(t)=f(t; ym(t); : : : ; y
q
m (t)) + 6(t)
q∑
i=0
[y
i
m+1(t)− y
i
m (t)]
@
@yim (t)
f(t; ym(t); : : : ; y
q
m (t))
(4.7)
y
i
m+1(ai+1)=Ai+1; 06 i6 n− 1; m=0; 1; : : : (4.8)
with y0 = Py: We shall denote 6=maxt∈[a;n−1(b)] |6(t)|:
Denition 4.3. The Picard’s iterative scheme is de=ned as follows:
ym+1(t)=Pn−1(t) +
∫ n−1(b)
a
G(t; s)f(s; ym(s); : : : ; y
q
m (s))Js; m=0; 1; : : : (4.9)
with y0 = Py:
In what follows, we shall consider the Banach space ' (see (3.1)) equipped with the norm
‖y‖= max
06j6q
{
cn;0
cn; j
|yj |0
}
where |yj |0 =maxt∈[a; j(b)] |yj(t)|; 06 j6 q: Also, we shall denote the ball
S(v; r)= {y∈' | ‖y − v‖¡r}:
Theorem 4.1. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py; and
(1) the function f(t; u0; u1; : : : ; uq) is continuously di>erentiable with respect to all ui; 06 i6 q on
[a; n−1(b)]× D3 where
D3 =
{
(u0; u1; : : : ; uq)
∣∣∣∣|uj − Py j(t)|6N cn;jcn;0 ; 06 j6 q
}
;
(2) there exist nonnegative constants Li; 06 i6 q such that for all t ∈ [a; n−1(b)] and
(u0; u1; : : : ; uq)∈D3;∣∣∣∣ @@ui f(t; u0; u1; : : : ; uq)
∣∣∣∣6Li; 06 i6 q;
(3) 06=(1 + 26)0¡ 1 where 0=
∑q
i=0 Licn; i;
(4) N1 = (1− 06)−1(+ 4)cn;06N:
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Then
(i) the sequence {ym(t)} generated by the quasilinear iterative scheme (4:7) and (4:8) remains
in PS( Py; N1);
(ii) the sequence {ym(t)} converges to the unique solution y∗(t) of the boundary value problem
(1:1) and (1:2);
(iii) a bound on the error is given by
‖y∗ − ym‖6
[
(1 + 6)0
1− 60
]m( 1− 06
1− 60
)−1
‖y1 − y0‖ (4.10)
6
[
(1 + 6)0
1− 60
]m
(1− 06)−1(+ 4)cn;0: (4.11)
Proof. To prove (i), we de=ne an implicit operator U by
Uy(t) =Pn−1(t) +
∫ n−1(b)
a
G(t; s)
{
f(s; y(s); : : : ; y
q
(s))
+6(s)
q∑
i=0
[(Uy)
i
(s)− yi(s)] @
@yi(s)
f(s; y(s); : : : ; y
q
(s))
}
Js (4.12)
whose form is patterned on the integral equation representation of (4.7) and (4.8). Since Py∈ PS( Py; N1);
it is suKcient to show that if y∈ PS( Py; N1); then Uy∈ PS( Py; N1): So let y∈ PS( Py; N1): Then,
‖y − Py‖= max
06j6q
{
cn;0
cn; j
|yj − Py j |0
}
6N1
from which we get, in view of condition (4),
|yj − Py j |06N1 cn; jcn;0 6N
cn;j
cn;0
; 06 j6 q:
Therefore, it follows that
(y(t); : : : ; y
q
(t))∈D3; t ∈ [a; n−1(b)]: (4.13)
Further, since P
j
n−1(t) − PP
j
n−1(t)=
∑n−1
i=j [Ai+1 − Py 
i
(ai+1)]T
j
i (t); 06 j6 q; by Lemma 2.3 and
(4.2) we have (as in getting (3.6))
|Pjn−1 − PP
j
n−1|06 |Aj+1 − Py 
j
(aj+1)|+
n−j−1∑
i=1
|Ai+j+1 − Py i+j(ai+j+1)|ci+j; j6 cn; j; 06 j6 q:
(4.14)
Now, from (4.12) and (4.6) we have
Uy(t)− Py(t)
= Pn−1(t)− PPn−1(t) +
∫ n−1(b)
a
G(t; s)
{
f(s; y(s); : : : ; y
q
(s))− f(s; Py(s); : : : ; Py q(s))
+6(s)
q∑
i=0
[(Uy)
i
(s)− yi(s)] @
@yi(s)
f(s; y(s); : : : ; y
q
(s))− 5(s)
}
Js:
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An application of (4.14), Lemma 2.3, (4.13), condition (2) and (4.4) provides for 06 j6 q and
t ∈ [a; j(b)];
|(Uy)j(t)− Py j(t)|
6 cn; j + cn; j max
s∈[a;n−1(b)]
[
|f(s; y(s); : : : ; yq(s))− f(s; Py(s); : : : ; Py q(s))|
+6
q∑
i=0
Li|(Uy)i(s)− yi(s)|+ 4
]
6 (+ 4)cn; j + cn; j
(
q∑
i=0
Li
cn; i
cn;0
‖y − Py‖
)
+ 6cn;j
q∑
i=0
Li
cn; i
cn;0
(‖Uy − Py‖+ ‖y − Py‖):
Hence
‖Uy − Py‖6 (+ 4)cn;0 + 0‖y − Py‖+ 60(‖Uy − Py‖+ ‖y − Py‖)
or equivalently
‖Uy − Py‖6 (1− 60)−1[(+ 4)cn;0 + (1 + 6)0‖y − Py‖]
6 (1− 60)−1[(+ 4)cn;0 + (1 + 6)0N1]=N1
where we have used condition (4) in the last equality. Thus, Uy∈ S( Py; N1):
Next, we shall verify (ii). From (4.7) and (4.8) we have
ym+1(t)− ym(t) =
∫ n−1(b)
a
G(t; s)
{
f(s; ym(s); : : : ; y
q
m (s))− f(s; ym−1(s); : : : ; y
q
m−1(s))
+6(s)
q∑
i=0
[
(y
i
m+1(s)− y
i
m (s))
@
@yim (s)
f(s; ym(s); : : : ; y
q
m (s))
− (yim (s)− y
i
m−1(s))
@
@yim−1(s)
f(s; ym−1(s); : : : ; y
q
m−1(s))
]}
Js: (4.15)
Since {ym(t)} ⊆ PS( Py; N1); by a previous argument we have
(ym(t); : : : ; y
q
m (t))∈D3; m¿ 0; t ∈ [a; n−1(b)]: (4.16)
Now, an application of Lemma 2.3 in (4.15) provides for 06 j6 q and t ∈ [a; j(b)];
|yjm+1(t)− y
j
m (t)|
6 cn; j max
s∈[a;n−1(b)]
[
(1 + 6)
q∑
i=0
Li|yim (s)− y
i
m−1(s)|+ 6
q∑
i=0
Li|yim+1(s)− y
i
m (s)|
]
6 cn; j
[
(1 + 6)
q∑
i=0
Li
cn; i
cn;0
‖ym − ym−1‖+ 6
q∑
i=0
Li
cn; i
cn;0
‖ym+1 − ym‖
]
:
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Hence
‖ym+1 − ym‖6 (1 + 6)0‖ym − ym−1‖+ 60‖ym+1 − ym‖
which, in view of condition (3), is the same as
‖ym+1 − ym‖6 (1 + 6)01− 60 ‖ym − ym−1‖: (4.17)
Using (4.17) repeatedly gives
‖ym+1 − ym‖6
[
(1 + 6)0
1− 60
]m
‖y1 − y0‖: (4.18)
Since (1 + 6)0(1 − 60)−1¡ 1 (this is equivalent to (1 + 26)0¡ 1); the inequality (4.18) implies
that {ym(t)} is a Cauchy sequence, and hence converges to some y∗(t)∈ PS( Py; N1): This y∗(t) is the
unique solution of (1.1), (1.2) and can be easily veri=ed.
Finally, we shall prove (iii). Using the triangle inequality and (4.18) repeatedly, we get
‖ym+k − ym‖6 ‖ym+k − ym+k−1‖+ · · ·+ ‖ym+1 − ym‖
6
{[
(1 + 6)0
1− 60
]m+k−1
+ · · ·+
[
(1 + 6)0
1− 60
]m}
‖y1 − y0‖
6
[
(1 + 6)0
1− 60
]m [
1− (1 + 6)0
1− 60
]−1
‖y1 − y0‖:
Letting k → ∞ in the above inequality immediately gives (4.10). Further, to show (4.11), from
(4.6)–(4.8) we have
y1(t)− y0(t) =Pn−1(t)− PPn−1(t) +
∫ n−1(b)
a
G(t; s)
[
6(s)
q∑
i=0
(y
i
1 (s)− y
i
0 (s))
× @
@yi0 (s)
f(s; y0(s); : : : ; y
q
0 (s))− 5(s)
]
Js:
Hence, as earlier, we =nd
‖y1 − y0‖6 (+ 4)cn;0 + 60‖y1 − y0‖
or
‖y1 − y0‖6 (1− 60)−1(+ 4)cn;0: (4.19)
The required inequality (4.11) is obtained by using (4.19) in (4.10).
Corollary 4.2. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py; and
(5) the function f satis;es the Lipschitz condition (3:18) on [a; n−1(b)] × D3 (D3 is de;ned in
Theorem 4:1);
(6) 0=
∑q
i=0 Licn; i ¡ 1;
(7) N2 = (1− 0)−1(+ 4)cn;06N:
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Then
(i) the sequence {ym(t)} generated by the Picard’s iterative scheme (4:9) remains in PS( Py; N2);
(ii) the sequence {ym(t)} converges to the unique solution y∗(t) of the boundary value problem
(1:1); (1:2);
(iii) a bound on the error is given by
‖y∗ − ym‖6 0 m(1− 0)−1‖y1 − y0‖ (4.20)
6 0 m(1− 0)−1(+ 4)cn;0: (4.21)
Proof. The proof is similar to that of Theorem 4.1 (with 6(t) ≡ 0).
Theorem 4.3. Let all the conditions of Theorem 4:1 hold with 6(t) ≡ 1: Further; assume that
(8) the function f(t; u0; u1; : : : ; uq) is continuously twice di>erentiable with respect to all ui;
06 i6 q on [a; n−1(b)]× D3;
(9) there exists a nonnegative constant K such that for all t ∈ [a; n−1(b)] and (u0; u1; : : : ; uq) ∈D3;∣∣∣∣ @2@ui@uj f(t; u0; u1; : : : ; uq)
∣∣∣∣6LiLjK; 06 i; j6 q:
Then; all the conclusions (i)–(iii) of Theorem 4:1 hold with 6(t) ≡ 1; and
‖ym+1 − ym‖6 ‖ym − ym−1‖26 1 (‖y1 − y0‖)
2m
6
1

[
1
2
K(+ 4)
(
0
1− 0
)2]2m
(4.22)
where =K0 2[2(1− 0)cn;0]−1: Thus; the convergence is quadratic if
1
2
K(+ 4)
(
0
1− 0
)2
¡ 1: (4.23)
Proof. Since {ym(t)} ⊆ PS( Py; N1|6=1); as seen previously we have (4.16). Further, noting that f is
twice continuously di$erentiable, we have for t ∈ [a; n−1(b)];
f(t; ym(t); : : : ; y
q
m (t))
=f(t; ym−1(t); : : : ; y
q
m−1(t)) +
q∑
i=0
(y
i
m (t)− y
i
m−1(t))
@
@yim−1(t)
f(t; ym−1(t); : : : ; y
q
m−1(t))
+
1
2
[
q∑
i=0
(y
i
m (t)− y
i
m−1(t))
@
@ri(t)
]2
f(t; r0(t); : : : ; rq(t)) (4.24)
where ri(t) lies between y
i
m−1(t) and y
i
m (t); 06 i6 q: In view of (4.16), it is clear that
(r0(t); : : : ; rq(t))∈D3; t ∈ [a; n−1(b)]:
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Using (4.24) in (4.15)| 6(t)≡1; we get
ym+1(t)− ym(t) =
∫ n−1(b)
a
G(t; s)


q∑
i=0
(y
i
m+1(s)− y
i
m (s))
@
@yim (s)
f(s; ym(s); : : : ; y
q
m (s))
+
1
2
[
q∑
i=0
(y
i
m (s)− y
i
m−1(s))
@
@ri(s)
]2
f(s; r0(s); : : : ; rq(s))

Js:
An application of Lemma 2.3 and conditions (2) and (9) provide
|yjm+1(t)− y
j
m (t)|6 cn; j


q∑
i=0
Li
cn; i
cn;0
‖ym+1 − ym‖+ 12
[
q∑
i=0
Li
cn; i
cn;0
]2
K‖ym − ym−1‖2

 ;
t ∈ [a; j(b)]; 06 j6 q
and hence
‖ym+1 − ym‖6 0‖ym+1 − ym‖+ K0
2
2cn;0
‖ym − ym−1‖2
which reduces to the =rst part of the inequality (4.22). The second part of (4.22) follows by an
easy induction. Finally, the last part is obtained by using (4.19)|6=1:
Remark 4.1. In Theorem 4.1, the conclusion (iii) ensures that the sequence {ym(t)} generated from
the quasilinear iterative scheme (4.7) and (4.8) converges linearly to the unique solution of the
boundary value problem (1.1) and (1.2). For 6(t) ≡ 1; Theorem 4.3 provides its quadratic conver-
gence.
We now turn our attention to approximate iterative methods which arise naturally in practical
evaluation. The sequence {ym(t)}, de=ned by (4.7), (4.8) or (4.9), is approximated by the computed
sequence, say, {zm(t)} which satis=es the following recurrence relations.
Denition 4.4. Let 6∈Crd[a; n−1(b)] be =xed. The approximate quasilinear iterative scheme is
de=ned as follows:
z
n
m+1(t)=fm(t; zm(t); : : : ; z
q
m (t)) + 6(t)
q∑
i=0
[z
i
m+1(t)− z
i
m (t)]
@
@zim (t)
fm(t; zm(t); : : : ; z
q
m (t))
(4.25)
z
i
m+1(ai+1)=Ai+1; 06 i6 n− 1; m=0; 1; : : : (4.26)
with z0 =y0 = Py:
Denition 4.5. The approximate Picard’s iterative scheme is de=ned as follows:
zm+1(t)=Pn−1(t) +
∫ n−1(b)
a
G(t; s)fm(s; zm(s); : : : ; z
q
m (s))Js; m=0; 1; : : : (4.27)
with z0 =y0 = Py:
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With respect to fm we shall assume one of the following:
Condition R.
(R1) The function fm(t; u0; u1; : : : ; uq) is continuously di$erentiable with respect to all ui;
06 i6 q on [a; n−1(b)]× D3 (D3 is de=ned in Theorem 4.1), and∣∣∣∣ @@ui fm(t; u0; u1; : : : ; uq)
∣∣∣∣6Li; (t; u0; u1; : : : ; uq)∈ [a; n−1(b)]× D3; 06 i6 q;
(R2) for {zm(t)} obtained from (4.25), (4.26) or (4.27), we have
max
t∈[a;n−1(b)]
|f(t; zm(t); : : : ; zqm (t))− fm(t; zm(t); : : : ; z
q
m (t))|
6R max
t∈[a;n−1(b)]
|f(t; zm(t); : : : ; zqm (t))|
where R is a nonnegative constant.
Condition A. For {zm(t)} obtained from (4.25), (4.26) or (4.27), we have
max
t∈[a;n−1(b)]
|f(t; zm(t); : : : ; zqm (t))− fm(t; zm(t); : : : ; z
q
m (t))|6R1
where R1 is a nonnegative constant.
Remark 4.2. Note that Condition R corresponds to the relative error in approximating f by fm for
the (m+ 1)th iteration, whereas Condition A corresponds to the absolute error in approximating f
by fm for the (m+ 1)th iteration.
Our next three results are for the case when Condition R is satis=ed.
Theorem 4.4. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py and Condition R is satis;ed. Further; we assume conditions (1)
and (2) of Theorem 4:1 hold; and
(10) 06;R=(1 + 26 + R)0¡ 1 where 0=
∑q
i=0 Licn; i;
(11) N2 = (1− 06;R)−1(+ 4+ RF)cn;06N where F =maxt∈[a;n−1(b)] |f(t; Py(t); : : : ; Py q(t))|:
Then
(i) all the conclusions (i)–(iii) of Theorem 4:1 are valid;
(ii) the sequence {zm(t)} generated by the approximate quasilinear iterative scheme (4:25) and
(4:26) remains in PS( Py; N2);
(iii) the sequence {zm(t)} converges to y∗(t); the solution of (1:1) and (1:2); if and only if
limm→∞am=0 where
am=
∣∣∣∣∣
∣∣∣∣∣zm+1(t)− Pn−1(t)−
∫ n−1(b)
a
G(t; s)f(s; zm(s); : : : ; z
q
m (s))Js
∣∣∣∣∣
∣∣∣∣∣ ;
(iv) a bound on the error is given by
‖y∗ − zm+1‖6 (1− 0)−1
[
(1 + 6)0‖zm+1 − zm‖+ Rcn;0 max
t∈[a;n−1(b)]
|f(t; zm(t); : : : ; zqm (t))|
]
:
(4.28)
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Proof. Since 06;R¿ 06 and N2¿N1; the conditions (10) and (11), respectively, imply conditions
(3) and (4). Thus, all the conditions of Theorem 4.1 are ful=lled and conclusion (i) follows.
Next, we shall prove (ii) by induction. Noting that Py∈ PS( Py; N2) as well as (4.6), (4.25) and (4.26),
we have
z1(t)− Py(t) =Pn−1(t)− PPn−1(t) +
∫ n−1(b)
a
G(t; s)
[
f0(s; z0(s); : : : ; z
q
0 (s))
+6(s)
q∑
i=0
(z
i
1 (s)− z
i
0 (s))
@
@zi0 (s)
f0(s; z0(s); : : : ; z
q
0 (s))
−f(s; Py(s); : : : ; Py q(s))− 5(s)]Js:
Applying (4.14), Lemma 2.3, (4.4) and Condition R, we get
|zj1 (t)− Py 
j
(t)|6 (+ 4)cn; j + cn; j
(
RF+6
q∑
i=0
Li
cn; i
cn;0
‖z1 − z0‖
)
; t ∈ [a; j(b)]; 06j6q
which leads to
‖z1 − Py‖6 (+ 4+ RF)cn;0 + 06‖z1 − Py‖
or
‖z1 − Py‖6 (1− 06)−1(+ 4+ RF)cn;06N2: (4.29)
Thus, z1 ∈ PS( Py; N2): Now, we shall assume that zm ∈ PS( Py; N2) and show that zm+1 ∈ PS( Py; N2): For this,
once again from (4.6), (4.25) and (4.26), we have
zm+1(t)− Py(t)
=Pn−1(t)− PPn−1(t) +
∫ n−1(b)
a
G(t; s)
[
fm(s; zm(s); : : : ; z
q
m (s))− f(s; zm(s); : : : ; z
q
m (s))
+f(s; zm(s); : : : ; z
q
m (s))− f(s; Py(s); : : : ; Py 
q
(s))− 5(s)
+6(s)
q∑
i=0
(z
i
m+1(s)− z
i
m (s))
@
@zim (s)
fm(s; zm(s); : : : ; z
q
m (s))
]
Js
which, in view of Lemma 2.3 and Condition R, provides
|zjm+1(t)− Py 
j
(t)|
6 (+ 4)cn; j + cn; j
{
max
s∈[a;n−1(b)]
[R|f(s; zm(s); : : : ; zqm (s))|
+ |f(s; zm(s); : : : ; zqm (s))− f(s; Py(s); : : : ; Py 
q
(s))|] + 60
cn;0
‖zm+1 − zm‖
}
6 (+ 4)cn; j + cn; j max
s∈[a;n−1(b)]
{R[|f(s; zm(s); : : : ; zqm (s))− f(s; Py(s); : : : ; Py 
q
(s))|
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+ |f(s; Py(s); : : : ; Py q(s))|] + |f(s; zm(s); : : : ; zqm (s))− f(s; Py(s); : : : ; Py 
q
(s))|}
+
60cn;j
cn;0
‖zm+1 − zm‖
=(+4)cn; j+cn; j
[
(R+1) max
s∈[a;n−1(b)]
|f(s; zm(s); : : : ; zqm (s))− f(s; Py(s); : : : ; Py 
q
(s))|+RF
]
+
60cn;j
cn;0
‖zm+1 − zm‖; t ∈ [a; j(b)]; 06 j6 q:
Hence,
‖zm+1 − Py‖6 (+ 4+ RF)cn;0 + (R+ 1)0‖zm − Py‖+ 60‖zm+1 − zm‖
6 (+ 4+ RF)cn;0 + (R+ 1)0‖zm − Py‖+ 60(‖zm+1 − Py‖+ ‖zm − Py‖)
6 (+ 4+ RF)cn;0 + (R+ 1 + 6)0N2 + 60‖zm+1 − Py‖
which is equivalent to
‖zm+1 − Py‖6 (1− 60)−1[(+ 4+ RF)cn;0 + (R+ 1 + 6)0N2]=N2:
So zm+1 ∈ PS( Py; N2) and (ii) is shown.
Now, we shall verify (iii). It follows from (4.7), (4.8) and (4.25), (4.26) that
ym+1(t)− zm+1(t) =Pn−1(t) +
∫ n−1(b)
a
G(t; s)f(s; zm(s); : : : ; z
q
m (s))Js− zm+1(t)
+
∫ n−1(b)
a
G(t; s)
[
f(s; ym(s); : : : ; y
q
m (s))− f(s; zm(s); : : : ; z
q
m (s))
+6(s)
q∑
i=0
(y
i
m+1(s)− y
i
m (s))
@
@yim (s)
f(s; ym(s); : : : ; y
q
m (s))
]
Js
and hence, as earlier we =nd
‖ym+1 − zm+1‖6 am + 0‖ym − zm‖+ 60‖ym+1 − ym‖: (4.30)
In view of (4.18), it is immediate from (4.30) that
‖ym+1 − zm+1‖6 am + 0‖ym − zm‖+ 60
[
(1 + 6)0
1− 60
]m
‖y1 − y0‖: (4.31)
Then, a repeated application of (4.31) together with the fact y0 = z0 = Py yields
‖ym+1 − zm+1‖6
m∑
i=0
0 m−i
{
ai + 60
[
(1 + 6)0
1− 60
]i
‖y1 − y0‖
}
: (4.32)
Now, by the triangle inequality and (4.32), we obtain
‖zm+1 − y∗‖6 ‖zm+1 − ym+1‖+ ‖ym+1 − y∗‖
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6
m∑
i=0
0 m−i
{
ai + 60
[
(1 + 6)0
1− 60
]i
‖y1 − y0‖
}
+ ‖ym+1 − y∗‖: (4.33)
In (4.33), Theorem 4.1 ensures that limm→∞ ‖ym+1−y∗‖=0. Thus, by Lemma 2.4, limm→∞‖zm+1−
y∗‖=0 if and only if
lim
m→∞
{
am + 60
[
(1 + 6)0
1− 60
]m
‖y1 − y0‖
}
=0: (4.34)
However, since (1 + 6)0(1− 60)−1¡ 1, we have
lim
m→∞
[
(1 + 6)0
1− 60
]m
=0:
Therefore, (4.34) is equivalent to limm→∞ am=0. This proves (iii).
Finally, we shall show (iv). It is clear that
y∗(t)− zm+1(t) =
∫ n−1(b)
a
G(t; s)
[
f(s; y∗(s); : : : ; (y∗)
q
(s))− f(s; zm(s); : : : ; zqm (s))
+f(s; zm(s); : : : ; z
q
m (s))− fm(s; zm(s); : : : ; z
q
m (s))
−6(s)
q∑
i=0
(z
i
m+1(s)− z
i
m (s))
@
@zim (s)
fm(s; zm(s); : : : ; z
q
m (s))
]
Js:
Hence, using Lemma 2.3 and Condition R, we =nd
‖y∗ − zm+1‖6 0‖y∗ − zm‖+ Rcn;0 max
s∈[a;n−1(b)]
|f(s; zm(s); : : : ; zqm (s))|+ 60‖zm+1 − zm‖
6 0(‖y∗ − zm+1‖+ ‖zm+1 − zm‖) + Rcn;0 max
s∈[a;n−1(b)]
|f(s; zm(s); : : : ; zqm (s))|
+60‖zm+1 − zm‖
which readily reduces to (4.28).
Corollary 4.5. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py and Condition R is satis;ed. Further; we assume that condition
(5) of Corollary 4:2 hold; and
(12) 0R=(1 + R)0¡ 1 where 0=
∑q
i=0 Licn; i;
(13) N3 = (1− 0R)−1(+ 4+ RF)cn;06N where F is de;ned in Theorem 4:4.
Then
(i) all the conclusions (i)–(iii) of Corollary 4:2 are valid;
(ii) the sequence {zm(t)} generated by the approximate Picard’s iterative scheme (4:27)
remains in PS( Py; N3);
(iii) the sequence {zm(t)} converges to y∗(t); the solution of (1:1); (1:2); if and only if limm→∞
am=0 where am is de;ned in Theorem 4:4;
(iv) a bound on the error is given by
‖y∗ − zm+1‖6 (1− 0)−1
(
0‖zm+1 − zm‖+ Rcn;0 max
t∈[a;n−1(b)]
|f(t; zm(t); : : : ; zqm (t))|
)
:
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Proof. The proof is similar to that of Theorem 4.4 (with 6(t) ≡ 0).
Theorem 4.6. Let all the conditions of Theorem 4:4 be satis;ed with 6(t) ≡ 1. Further; let fm=f0
for all m=1; 2; : : : ; and
(14) the function f0(t; u0; u1; : : : ; uq) be continuously twice di>erentiable with respect to all ui;
06 i6 q on [a; n−1(b)]× D3;
(15) there exists a nonnegative constant K such that for all t ∈ [a; n−1(b)] and (u0; u1; : : : ; uq)
∈D3;∣∣∣∣ @2@ui@uj f0(t; u0; u1; : : : ; uq)
∣∣∣∣6LiLjK; 06 i; j6 q:
Then; all the conclusions (i)–(iv) of Theorem 4:4 hold with 6(t) ≡ 1; and
‖zm+1 − zm‖6 ‖zm − zm−1‖26 1 (‖z1 − z0‖)
2m
6
1

[
1
2
K(+ 4+ RF)
(
0
1− 0
)2]2m
(4.35)
where =K0 2[2(1− 0)cn;0]−1. Thus; the convergence is quadratic if
1
2
K(+ 4+ RF)
(
0
1− 0
)2
¡ 1: (4.36)
Proof. The proof is similar to that of Theorem 4.3. In fact, we have
zm+1(t)− zm(t) =
∫ n−1(b)
a
G(t; s)


q∑
i=0
(z
i
m+1(s)− z
i
m (s))
@
@zim (s)
f0(s; zm(s); : : : ; z
q
m (s))
+
1
2
[
q∑
i=0
(z
i
m (s)− z
i
m−1(s))
@
@ri(s)
]2
f0(s; r0(s); : : : ; rq(s))

Js
where ri(s) lies between z
i
m−1(s) and z
i
m (s); 06 i6 q. Thus, as earlier we get
‖zm+1 − zm‖6 0‖zm+1 − zm‖+ 0
2K
2cn;0
‖zm − zm−1‖2
which is the same as the =rst part of the inequality (4.35). The last part of (4.35) follows from
(4.29)|6=1.
The last three results are for the case when Condition A is satis=ed.
Theorem 4.7. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py and Condition A is satis;ed. Further; we assume conditions
(1)–(3) of Theorem 4:1 hold; and
(16) N4 = (1− 06)−1(+ 4+ R1)cn;06N:
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Then
(i) all the conclusions (i)–(iii) of Theorem 4:1 are valid;
(ii) the sequence {zm(t)} generated by the approximate quasilinear iterative scheme (4:25); (4:26)
remains in PS( Py; N4);
(iii) the sequence {zm(t)} converges to y∗(t); the solution of (1:1) and (1:2); if and only if
limm→∞ am=0 where am is de;ned in Theorem 4:4;
(iv) a bound on the error is given by
‖y∗ − zm+1‖6 (1− 0)−1[(1 + 6)0‖zm+1 − zm‖+ R1cn;0]:
Proof. The proof is similar to that of Theorem 4.4.
Corollary 4.8. With respect to the boundary value problem (1:1) and (1:2) we assume that there
exists an approximate solution Py and Condition A is satis;ed. Further; we assume that conditions
(5) and (6) of Corollary 4:2 hold; and
(17) N5 = (1− 0)−1(+ 4+ R1)cn;06N .
Then
(i) all the conclusions (i)–(iii) of Corollary 4:2 are valid;
(ii) the sequence {zm(t)} generated by the approximate Picard’s iterative scheme (4:27) remains
in PS( Py; N5);
(iii) the sequence {zm(t)} converges to y∗(t); the solution of (1:1); (1:2); if and only if
limm→∞ am=0 where am is de;ned in Theorem 4:4;
(iv) a bound on the error is given by
‖y∗ − zm+1‖6 (1− 0)−1(0‖zm+1 − zm‖+ R1cn;0):
Proof. The proof is similar to that of Theorem 4.7 (with 6(t) ≡ 0).
Theorem 4.9. Let all the conditions of Theorem 4:7 be satis;ed with 6(t) ≡ 1. Further; let fm=f0
for all m=1; 2; : : : ; and conditions (14) and (15) of Theorem 4:6 hold. Then; all the conclusions
(i)–(iv) of Theorem 4:7 hold with 6(t) ≡ 1; and
‖zm+1 − zm‖6 ‖zm − zm−1‖26 1 (‖z1 − z0‖)
2m
6
1

[
1
2
K(+ 4+ R1)
(
0
1− 0
)2]2m
(4.37)
where =K0 2[2(1− 0)cn;0]−1. Thus; the convergence is quadratic if
1
2
K(+ 4+ R1)
(
0
1− 0
)2
¡ 1: (4.38)
Proof. The proof is similar to that of Theorem 4.3.
Example 4.1. Let T= {2k | k ∈Z} ∪ {0} and consider the boundary value problem (3.19) on T. It
is clear that the Abel–Gontscharo$ interpolating polynomial Pn−1(t)=P2(t)= 2t − 1.
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Application of Theorem 4.1. For this, let Py=P2. Hence, in view of (4.2), we may take =0.
Moreover, (4.1) is the same as
max
t∈[1;8]
∣∣∣∣0− e0:15P2(t)20000 + t2
∣∣∣∣6 e0:15(16−1)20000 + 1 = e
2:25
20001
≡ 4:
Next, in this example we have
D3 = {u | |u− P2(t)|6N}
and so for (t; u)∈ [1; 8]× D3, we get
|u|6 |P2(t)|+ N6 (16− 1) + N =15 + N: (4.39)
Noting (4.39), condition (2) of Theorem 4.1 becomes∣∣∣∣ @@uf(t; u)
∣∣∣∣= 0:15e0:15u20000 + t2 6 0:15e
0:15(15+N )
20001
≡ L0:
Let 6(t) ≡ 0. Then, with c3;0 = 1240 (from Example 3.1) condition (3) of Theorem 4.1 reduces to
06= 0=L0c3;0 =
0:15e0:15(15+N )
20001
(1240)¡ 1
or
N ¡ 16:18: (4.40)
Finally, condition (4) of Theorem 4.1 is satis=ed if and only if
N1 = (1− 06)−1(+ 4)c3;0 =
[
1− 0:15e
0:15(15+N )
20001
(1240)
]−1 e2:25
20001
(1240)6N
or equivalently
0:65176N6 15:93: (4.41)
Coupling (4.40) and (4.41), we see that all the conditions of Theorem 4.1 are ful=lled for N in the
range (4.41). The corresponding range of N1 is
0:65176N16 15:93: (4.42)
Hence, we conclude by Theorem 4.1 that
(i) the sequence generated by the quasilinear iterative scheme
y
3
m+1(t)=
e0:15ym(t)
20000 + t2
ym+1(1)= 1; ym+1(4)= 2; y
2
m+1(8)= 0; y0(t)=P2(t)= 2t − 1; m=0; 1; : : :
remains in PS(P2; N1), or more speci=cally, noting (4.42), remains in PS(P2; 0:6517);
(ii) the sequence {ym(t)} converges to the unique solution y∗(t) of the boundary value problem
(3.19), once again by (4.42), this y∗(t) is unique in PS(P2; 15:93);
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(iii) if we take N =0:6517, then 0=0:09729, and a bound on the error is given by
‖y∗ − ym‖6 0 m(1− 0)−1(+ 4)c3;0 = (0:09729)m(0:6517):
Application of Theorem 4.3. Here, 6(t) ≡ 1. So condition (3) of Theorem 4.1 provides
06=30=3L0c3;0 =
3(0:15)e0:15(15+N )
20001
(1240)¡ 1
or
N ¡ 8:861: (4.43)
Next, by direct computation, condition (4) of Theorem 4.1 is ful=lled if and only if
0:84076N6 8:375: (4.44)
Noting (4.43) and (4.44), we see that all the conditions of Theorem 4.1 are satis=ed for N in the
range (4.44). Finally, since∣∣∣∣ @2@u2f(t; u)
∣∣∣∣= (0:15)2e0:15u20000 + t2 6 0:15L0; (t; u)∈ [1; 8]× D3
condition (9) of Theorem 4.3 is met provided that
0:15L06L20K
or
K¿ 0:15L−10 : (4.45)
If we take N =0:8407, then N1 = (1− 30)−1(+ 4)c3;0 = 0:8407; L0 = 8:072× 10−5 and 0=0:1001.
In view of (4.45), take K =0:15L−10 = 1859. Thus,
1
2
K(+ 4)
(
0
1− 0
)2
= 5:456× 10−3¡ 1:
By Theorem 4.3, the sequence generated by the quasilinear iterative scheme
y
3
m+1(t)=
e0:15ym(t)
20000 + t2
+ [ym+1(t)− ym(t)]0:15e
0:15ym(t)
20000 + t2
ym+1(1)= 1; ym+1(4)= 2; y
2
m+1(8)= 0; y0(t)=P2(t)= 2t − 1; m=0; 1; : : :
remains in PS(P2; 0:8407); and converges quadratically to the unique solution y∗(t) of the boundary
value problem (3.19). Further, (4.22) gives
‖ym+1 − ym‖6 (119:9)(5:456× 10−3)2m :
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