Planar microelectrodes, used for the electrokinetic manipulation of particles, generate high strength AC electric fields, resulting not only in forces on the particles but also on the suspending fluid. Observations of electrolytes on microelectrode structures at applied signal frequencies of the order of 1 MHz have shown the importance of the illumination in generating fluid flow. In this paper, these experiments are analysed in terms of the theory of electrothermally induced fluid flow. Numerical calculations are made of the electric field, temperature field and fluid flow, arising both from Joule heating and from light heating. The results verify that Joule heating is not important under the experimental conditions. The temperature gradient generated by the light that is required in order to match the experimental fluid velocities is determined. #
Introduction
Microelectrode structures are commonly used in AC Electrokinetics to generate the high strength AC electric fields required to move colloidal particles suspended in liquid [1] . A wide range of sizes of particles have been dielectrophoretically manipulated in this manner, from cells ($10 mm) and bacteria down to viruses ($100 nm) and protein molecules [2, 3] . The fields also result in flow in the suspending fluid through a number of mechanisms. One mechanism, important at frequencies below $100 kHz, is AC electroosmosis, which arises from electrical body forces in the diffuse double layer [4, 5] .
This paper discusses observations of fluid flow on microelectrode structures at higher frequencies, where charges do not have sufficient time to accumulate in the diffuse double layer. Other authors have reported movement of fluid at these frequencies [6, 7] and attributed this to electrothermal pumping, with the temperature gradients arising from Joule heating. We have identified a second mechanism of heating in the system: the light used to observe the electrodes [6] and in our experiments this seems to be a stronger effect than Joule heating.
As described in more detail in related publications [8] , for observation of the fluid flow, we used a simple electrode design consisting of two plates, just under 2 mm long and 0.5 mm wide, with parallel edges separated by 25 mm and fabricated on planar glass substrates. Fluorescent latex spheres of a variety of sizes were used as tracer particles to observe the movement of the fluid. These particles were suspended in aqueous solutions of potassium chloride and the electrodes were illuminated and observed using a fluorescent microscope. The particles were observed both in the horizontal plane and in a vertical plane using a second microscope pointing along the electrodes [8] . For an applied potential of 10 V and 1 MHz, a typical value of the fluid velocity was 80 mm/s À1 . This velocity was significantly reduced if either the intensity of the illumination or the applied voltage was reduced. Using an image intensified camera, we noted that the fluid flow ceased altogether for very low levels of illumination. A clear indication that this fluid flow was electrothermal in origin was that it was frequency dependent and changed direction at the characteristic frequency given by the theory [8, 9] .
In order to discount direct heating of the water by infrared light, an IR filter was placed in front of the mercury lamp. In addition, the experiments were conducted using epi-fluorescence microscopy with band-pass filters which only allowed light of a given wavelength range to reach the sample. Maximum fluid flow was observed for green light, centre wavelength 500 nm. Using a disk thermocouple (diameter 1 mm, thickness approximately 100 mm) placed at the focal point of the illumination, a temperature rise of 158C was recorded, which correlates with values determined by the numerical calculations presented.
In this paper, the approximations to the equations governing electrothermally induced fluid flow for the experimental microelectrodes are described. A commercially available partial differential equation solver based on the Finite Element Method, FlexPDE [10] , is used to numerically calculate the electric field, thermal field and the fluid velocity arising from both Joule heating and the illumination source. The magnitude and importance of Joule heating as a source of fluid flow on microelectrodes is examined. The results are then compared with experiments and some conclusions are drawn about the temperature field required for the measured velocities.
Theory
Electrothermal fluid flow arises from the action of the electric field on inhomogeneities in the medium induced by temperature gradients. The velocity of the fluid, u, is governed by Navier-Stokes' equation in the low Reynolds number approximation:
together with the mass conservation equation for an incompressible fluid:
where p is the pressure, Z is the viscosity of the fluid, Dr m g is the buoyancy force density and f e is the electric force density. The low Reynolds number approximation is a valid assumption for microelectrode structures, since for typical experimental values (velocity u $ 50 mm s -1 , distance l $ 10 mm, viscosity Z $ 10 23 kg m -1 s -1 , mass density r m $ 10 3 kg m -3 ), the Reynolds number, r m ul=Z $ 5 Â 10 24 . The inhomogeneities in the viscosity caused by the temperature field are considered to be small, so we have not included a term for the gradient of viscosity in the NavierStokes equation.
The electrical force density
The electrical force density is given by [11] :
where r q is the charge density, e is the permittivity, T is the temperature and E is the magnitude of the electric field E. The first and second terms are the Coulomb and dielectric forces, respectively. The last term is the electrostriction, which can be combined with the pressure term in Eq. (1) and omitted from the calculation. The charge density and the electric field are described by Gauss's law
the charge conservation equation @r q @t þ r Á ðr q uÞ þ r Á ðsEÞ ¼ 0 ð5Þ
where s is the conductivity of the fluid. The ratio of magnitudes of the convection current, r q u, to the conduction current, sE, is given by the Electrical Reynolds number ue=sl [12] . For typical values, this is 3 Â 10 -7 so that the second term in Eq. (5) can be neglected.
The relative changes in the permittivity and conductivity are small for typical temperature increments [9] and we can perform a perturbative expansion. In the lowest order, Eqs. (4) and (5) reduce to r q ¼ 0 and r Á E 0 ¼ 0, so that the electric potential obeys Laplace's equation. The first order charge density can then be obtained in terms of E 0 as follows. For an AC field of frequency o, Eqs. (4) and (5) can be combined to give the following expression, which relates the charge density phasor to the electric field phasor:
. Here, we have assumed that the changes in the permittivity and conductivity do not depend on time. Since the gradients in s and e are due to the temperature gradients, we can write Eq. (7) as For an aqueous KCl solution, a % À0:4% K À1 and b % 2% K À1 [13] . To first order, the time averaged electrical force density is therefore [9] 
where * indicates complex conjugate and Re(. . .) the real part of (. . .). For an AC signal of frequency o, the electric field and the charge density oscillate with the same frequency. The force contains products of these magnitudes and therefore contains both a steady term (given by Eq. (9)) and a term that oscillates at 2o. The resulting distributions of u and p also have both steady and oscillating terms but, at sufficiently high frequencies, the oscillatory are much smaller than the steady. Therefore, we only consider the time averaged force in the Navier-Stokes' equation.
As discussed in Ref. [9] , the force density is frequency dependent and has two distinct limits: at low frequencies the Coulomb force (the first term on the right hand side of (9)) dominates and at high frequencies the dielectric force dominates. Typically, these two forces act in different directions and over a certain range of frequencies they compete, resulting in a changing flow pattern [9] .
Sources of heat
In general, the electric, temperature and velocity fields are coupled. In order to solve the temperature field, the energy balance equation must be used [14, 15] 
where c p is the specific heat at constant pressure, k is the thermal conductivity and sE 2 is the Joule heating term. Here, we have neglected the viscous dissipation term [14, 15] , which is of the order of 10 À10 times smaller than the Joule heating term. For sufficiently high frequencies, we can simplify this equation to the steady state [9] . Also, the ratio of convection of heat to heat diffusion is very small: r m c p ul=k $ 3 Â 10 23 and we can neglect the second term on the left-hand side. The temperature is therefore governed by the diffusion equation with a source term given by the time average of the Joule heating: sE 2 .
Summary of equations
As a result of this set of approximations, the electrical, thermal and mechanical problems are decoupled and we solve the complete problem as follows. First we solve the electrical problem: Laplace's equation for the potential in a homogeneous medium.
Second we calculate the temperature field using the solution for the electric field,
Finally, we use these two solutions to compute the electrical force and solve the Navier-Stokes' equation for the fluid velocity and pressure. The force due to buoyancy is negligibly small compared to the electrical force [9] and the NavierStokes equation is
Numerical model
For the numerical solution of the equations, we used a commercially available Finite Element partial differential equation solver, FlexPDE [10, 16] . In general, a 2D problem space is divided into triangular elements and the variables are approximated by second or third order polynomials in each element (we have used third order polynomials). The program employs an adaptive mesh refinement technique to improve the accuracy of the solution. In order to solve the Navier-Stokes equation, we used the penalty method given in Ref. [16] .
The experimental system to be modelled consists of thin planar electrodes fabricated on a microscope slide and a covering layer of fluid enclosed by a chamber constructed from glass cover slips. Several simplifications can be made to this system. The electrodes were assumed to be infinitely long, so that the problem space was restricted to the 2D cross-section. This is a suitable approximation since the electrodes were just under 2 mm in length and 500 mm in width. The electrodes are very thin ($100 nm) in comparison to their width and were assumed to be infinitely thin. The system is symmetrical about the centre of the gap between the electrodes and only half of the problem is required in the problem space. The resulting 2D problem space is shown in Fig. 1 . The unknowns of the problem are the electrical potential f, the temperature T, and the horizontal and vertical velocities u and v, respectively.
The electrical problem
The large difference between the experimental conductivities and permittivities of the water solution (s ¼ 2:1Â10 À3 S m À1 , e ¼ 80e 0 ) and the glass (s ¼ 0, e ¼ 3e 0 ), allows us to consider only the fluid in the electrical problem. Using the requirement that the total normal current across the interface must be continuous:
it can be seen that the Neumann condition @f=@n ¼ 0, where n is the normal to the boundary, holds in the fluid at the interfaces between the water and the glass. The electrode was assigned to be at a fixed potential V 0 and the boundary at the left was assigned to be a plane of odd symmetry (f ¼ 0). The remaining boundary is placed far from the electrode and is assigned the condition @f=@n ¼ 0. A detailed discussion of the validity of the boundary condition can be found in Appendix A.
The thermal problem
The thermal conductivities of the glass and the water are 1.0 and 0.6 Jm À1 s À1 K À1 , respectively. The outer surfaces of the system were assumed to be at a constant temperature (room temperature 300 K). The left-hand boundary was assigned to be a plane of even symmetry: @T=@n ¼ 0 since the magnitude of the electric field has this symmetry with respect to this boundary.
We have performed two classes of computations: one where only the Joule heating is present, and a second one where the illumination is taken into account as source of heat, with or without Joule heating.
In the case of Joule heating, there are a variety of possible electrode boundary conditions for the thermal problem. Two limit cases are considered. First, assuming that the electrodes can conduct heat in the z-direction (perpendicular to the paper in Fig. 1 ) much better than the fluid and the glass, then they are at the external (room) temperature. Second, we assume that, since the electrodes are very thin, they have a thermal resistance greater than the fluid in both the x-direction and the z-direction and a negligible resistance in the y-direction. As a result, the electrodes can be assumed to be transparent for the flux of heat and are removed from the model for the calculation of the temperature field. The second case is closer to the experiments.
To include the light as a source of heat, we have assumed that the electrodes are at a higher temperature than the room temperature. There are a number of mechanisms through which the light could transfer energy to the system. There could be absorption in the glass, the water, the electrodes, or even the particles. However, while the temperature field could be created by a combination of these effects, previous simple calculations indicate that there is a gradient of temperature in the fluid directed towards the illuminated electrodes [8] .
The fluid-mechanical problem
The viscosity of the fluid is 0.001 kg m À1 s À1 at 208C. The boundary conditions for the mechanical problem are: (i) the no-slip boundary condition at the bottom, top and right hand edges; and (ii) that both the horizontal velocity u and the normal derivative of the vertical velocity @v=@n are zero at the symmetry plane.
Results and discussion
The calculated electrical potential is shown in Fig. 2a and the electric field magnitude is shown in Fig. 2b . The electric field strength is a maximum at the electrode edge and decreases rapidly with increasing distance as expected.
The following calculations of the fluid velocity and comparisons with experimental velocities are for the low frequency limit. Here, by low frequency limit we mean frequencies at which the Coulomb force (as described by Eq. (9)) is dominant. The characteristic frequency at which the behaviour changes from being Coulomb force dominated to dielectric force dominated is given by [ Fig. 3 shows the numerically calculated thermal and velocity fields for Case A, electrode at room temperature. Fig. 4 shows the same fields for Case B, electrode not present in calculation of temperature. In both cases, the highest temperature is achieved at a point above the centre of the electrode, with a higher temperature for Case B. In spite of this, the typical gradient of temperature is greater for Case A since the electrode is at room temperature. This produces a larger body force on the fluid and therefore, larger velocities for Case A. The velocity graphs (Figs. 3b and 4b) show circulating patterns, with the fluid moving down in the centre of the gap and out over the electrode surface. These velocity fields were calculated for the low frequency limit.
Joule heating
The theory predicts that the velocity will be proportional to sV 4 , since the heat generation (and DT) is proportional to sV 2 and the electrical stress is proportional to DTV 2 . Using the scaling factors sV 2 for the thermal field and sV 4 for the velocities, the velocity for any conductivity and voltage can be calculated from one numerical solution. For an applied signal of amplitude 10 V and a conductivity of 2.1 Â 10 À3 S m À1 and using the analytical solution given in [9] , a typical velocity at 40 mm above the centre of the gap is 7 mm s À1 at low frequencies. Numerical calculations give values of 3.2 mm s À1 for Case A and 1.3 mm s À1 for Case B. These calculated velocities are much smaller than those observed at high light intensities for the same experimental conditions ($80 mm s À1 ) [8] . In addition, the direction of the circulating motion is opposite to the experimental results in the same limit, verifying that Joule heating is not responsible for the observed fluid motion.
Light heating
The effect of light heating was modelled by defining the illuminated electrodes to be at a higher temperature than the room temperature. As discussed in Ref. [8] , the direction of the force and the resulting fluid flow based on this assumption agrees with experimental observations. Fig. 5 shows the numerically calculated thermal field in the system, demonstrating that the gradient of temperature is almost vertical in the region over the electrodes. Fig. 6 shows the numerically calculated velocity for a potential of 5 V for this thermal field. Again, there is a circulating pattern but in the opposite direction to the Joule heating cases. Fig. 7 shows the streamlines calculated from the velocity field. Comparison of this figure and the photograph (Fig. 2) in Ref. [8] demonstrates that the calculated pattern of the flow is in good agreement with the experimental pattern. Again, since the equations that describe the system are linear, the velocities for other voltages and temperature increments can be found from this solution by scaling (velocity proportional to DTV 2 ). The experimentally measured velocity in a region approximately 40 mm above the centre of the gap between the electrodes was 80 mm s À1 at a potential of 10 V and a frequency of 1 MHz. From the numerical velocity, a vertical gradient of temperature of 0.021 K mm À1 is required to obtain the observed velocity. This gradient of temperature implies that the temperature of the electrode is 6 K greater than the outside. Since the numerical model contains several major simplifications (2D space, boundary conditions), the actual temperature rise will be different but is expected to be of this order of magnitude. As pointed out in the introduction, temperature rises up to 15 K were measured with a thermocouple placed at the focal plane of the light. Since in the flow experiments the focal plane was somewhat higher than the level of the electrodes and the geometry and materials were different from those of the thermocouple, it is perfectly possible for the actual temperature rise to be approximately 6 K, as predicted.
Observations were also made of the fluid flow under the condition that only one of the two electrodes was illuminated in order to demonstrate that the illumination was the factor responsible for the fluid flow [8] . This problem was also modelled numerically by expanding the problem space to include both electrodes, since in this case there is no plane of symmetry. In this case the illuminated electrode was assigned a constant temperature and the other was assumed to be transparent for the thermal problem. The streamlines are shown in Fig. 8 and agree with the experimental observations [8] . The required temperature rise for the illuminated electrode was also $6 K in order to obtain the experimental velocity.
The perturbative expansion that allows us to decouple the electrical and thermal equations is based on the assumption that the relative increment in conductivity (or permittivity) due to temperature for a typical distance is small. The validity of this assumption can be confirmed as follows. The typical distance of a roll is 100 mm (see Fig. 6 ), the maximum gradient in temperature is 0.021 K mm À1 , and the relative change in conductivity with temperature is 2% K À1 . Then, Ds=s ¼ 0:04 which is much less than one, so that the simplification is justified.
Discussion
Fluid flow due to the two heating mechanisms is likely to occur at the same time and in competition, since the fluid flow computed for the Joule heating case moves in opposite direction to that of the high light intensities. A schematic map of the expected low-frequency behaviour depending on the applied potential and the conductivity of the fluid is shown in Fig. 9 . The two solid lines indicate where an arbitrary fluid velocity (10 mm s À1 at 40 mm above the centre of the gap) would be found, with higher fluid velocities in the shaded areas above and lower velocities below, for the two heating mechanisms. The horizontal solid line represents the flow due to light heating, determined using the experimental observations. The voltage for this flow does not depend on the medium conductivity but depends on the intensity of the light in some manner, the line moving downwards as the intensity is increased. The second solid line represents the motion due to Joule heating in the case that the electrodes do not influence the thermal field. This line does not depend on light intensity and it is given by the relationship sV 4 ¼ Constant. The dashed line indicates when the velocities produced by the two mechanisms are equal, and it is given by the relation sV 2 ¼ Constant. As can be seen from the figure, a conductivity of 0.3 S m À1 is required for the observation of fluid motion due to Joule heating under the same illuminating conditions and voltage as the experiments. For the experimental conductivity (marked by the arrow), a voltage of $50 V is required to have the Joule heating fluid flow of the same order of magnitude as the illumination.
Conclusions
Electrothermally driven fluid flow has been observed on microelectrodes, arising in some manner from the illumination of the system. The electric and thermal fields for this system have been numerically calculated for the case of Joule heating and for an electrode heated by the illumination. The electrical body force due to the temperature gradients on the fluid and the resulting fluid velocity fields have also been numerically calculated. Comparisons of the numerical calculations and experimental results have demonstrated that Joule heating does not explain the observations and that the heated electrode model provides an accurate simulation of the observations if the temperature increment on the electrode is $6 K. In this analysis we have assumed that the electrodes are heated by the light. Absorption of light by a metal is always possible, since the metal is never a perfect conductor. Also, the phenomenon known as surface plasmon resonance (excitation of electromagnetic modes along the surface of the metal) can have some influence: the transformation of incoming light into heat through dissipation of these plasmons. Experiments to investigate the absorption of light in the system and to measure the temperature rise are being performed.
as for the thermal problem. In this case, Eq. (14) describes the condition at the glasswater interface and no boundary conditions are required. The variation of the potential in the fluid is now a complex problem depending on the permittivities, the conductivities and the frequency of the applied field. The error due to the assumption of a Neumann boundary condition can be examined by considering the low frequency (conductivities dominate) and high frequency (permittivities dominate) limits: the error at all frequencies will lie between the values at these two limits.
At low frequencies, the difference between the two solutions for the potential is very small. This is not unexpected as the conductivity of the suspending media is of the order of 10 À4 S m À1 to 1 S m À1 and the conductivity of the glass is less than 10 À8 S m À1 . In this case, the validity of the Neumann boundary condition can be seen by inserting the values for conductivity and frequency into Eq. (14) . In the high frequency limit, the ratio between the permittivity of water ($80) and glass ($2.56) is much less than the ratio for the conductivities. The difference between the potential calculated with Neumann boundary conditions and that calculated with a glass boundary (with water as the electrolyte) is shown in Fig. A.1 . The maximum difference can be seen to be $1% of the applied voltage, which occurs at the top of the cell (furthest away from the electrodes) falling to zero at the bottom surface. The difference is negligible where the electric field is highest at the electrode edge.
We conclude that the error which arises from use of Neumann boundary conditions at the glass-water interfaces is much smaller than experimental uncertainty for the data in this paper. Simplifying the solution space in this manner also means that the solution around the important region at the inter electrode gap will be improved.
