Abstract. This paper proposes a scheme to provide in a CSMA/CA based multi-hop wireless ad hoc network, a consistent and accurate proportional differentiation in average end-to-end packet delay. The proposed scheme, called PDMED uses a cross-layer approach that requires a distributed scheduler to adapt to the information from a QoS monitor, a route monitor and a channel monitor. Conceptually, the distributed scheduler dynamically adjusts the backoff duration of a flow based on its instantaneous deviation from the maximum average endto-end packet delay. This is done such that a flow with a larger deviation from the maximum is given a longer backoff duration to give way to transmissions from other flows with smaller deviations. PDMED has been extensively evaluated through random event simulations using OPNET. The results confirm that it is capable of providing a consistent and accurate proportional differentiation, which is otherwise not achievable under various traffic conditions.
Introduction
Wireless multi-hop ad hoc networks can be used to inter-connect various types of sensors without any pre-existing infrastructure. As a result of not relying on any existing infrastructure, multi-hop ad hoc networks have several salient and unique features. First, the network topologies are dynamic and changed often rapidly because of unpredictable and arbitrary movement of nodes. Also, the shared medium nature makes the availability of resource at one node being affected by its contending neighbors. Thus, node interconnectivity and link properties such as capacity and bit error rate cannot be pre-determined. Second, distance between the two ends of a link, obstacles in the environment, externally generated noise and interference caused by other transmissions will make the capacity of a wireless link reduced and apt to be highly variable. Therefore, the wireless link has a bandwidth-constrained and variable capacity. Third, multi-hop ad hoc networks are power-constrained because of lightweight batteries. The limited power supply limits the transmission range, date rate, communication activity and processing speed of the devices. Forth, the multi-hop networks need not have a centralized administration and thus, only local but not global information is available to any node in the network. This implies distributed operations on every node are required.
Given the features presented above, multi-hop ad hoc networks suffer from resource constraints and operation vulnerability and therefore, quality of service (QoS) support in the network becomes a very demanding task [1] . Despite difficult, QoS provisioning in a multi-hop ad hoc network is unavoidable because sensor data do need timely delivery. For example, packets from an image sensor must be delivered real-time so that any illegal intruder can be detected immediately. Also, different types of sensor will require different QoS levels. For instance, packets from a temperature sensor that captures data once every 5 minutes should not be dropped in the presence of an instantaneous resource constrain compared to packets from an image sensor that generates a continuous stream of data.
IEEE 802.11 working group has taken the effort to define a standard mechanism to collectively adjust backoff duration and distributed inter-frame spacing (DIFS) to achieve efficient QoS differentiations [2] . The effort yields CSMA/CA based 802.11e protocol which has been extensively studied in the literatures [3] , [4] . From the studies, controlling backoff duration is effective in introducing throughput differentiation while adjusting DIFS duration amplifies the differentiation. The studies also show that 802.11e can provide differentiation when there is a fixed number of active nodes within a radio range in an idealistic channel even though the traffic load is at a saturated level. However, the differentiation is vulnerable to changes in the number of nodes and traffic load. This vulnerability is partly due to the definition of its differentiation where a flow can choose one amongst a small number of service classes (or priorities) that best meet its QoS requirement, based on the assurance that the perceived QoS of higher classes will be better, or at least no worse than that of lower classes. This type of differentiation is called relative differentiation compared to proportional differentiation which offers predictable and controllable differentiations between different service classes [5] .
For accurate proportional differentiation in terms of throughput, there exist various methods to map the virtual clock of a fair queuing model into the backoff duration of a CSMA/CA MAC protocol [6] , [7] . Unfortunately, all these works can only achieve proportional differentiation locally or globally between two nodes over one hop. With multiple hops, the proportional differentiation should be achieved in an endto-end manner across all hops but not limited to a concatenation of local proportional differentiations at each hop.
In order to provide QoS across multiple hops, [8] has proposed a distributed packet scheduling algorithm for CSMA/CA based MAC protocols to achieve an accurate transmission order as if in a centralized scheduler that provides QoS differentiation. Based on the desired transmission order, the scheduling algorithm assigns to every packet an appropriate priority. With the priority of a head packet, each node can rank itself against all its neighboring nodes after overhearing their head packets' priorities which are piggybacked on other transmissions. According to the rank, a node will determine its backoff duration to achieve the desired transmission order. Although the algorithm is capable of ensuring an accurate transmission order in a multi-hop setting, it is for packet and not flow. Further, there is no end-to-end performance objective.
For different QoS to different flows across multiple hops, [9] proposes a coordinated multi-hop packet scheduling algorithm that requires some modifications to and cooperations from the CSMA/CA MAC protocol. In [9] , the end-to-end QoS requirement of a flow is transformed into an instantaneous priority by the packet scheduling algorithm. Here, a packet that has not been offered sufficient service in the previous hop will be given a higher priority in the future hops and vice versa. The priority of the current and the next packets will be piggybacked onto RTS/CTS and DATA/ACK packets, respectively. Hence, all nodes within a hop know each other's instantaneous priorities and only the node with the highest relative priority will contend for the channel while the other nodes defer their own transmissions. It is the mechanism of adjusting a packet's priority at a hop based on its experience in previous hops that enables end-to-end QoS across multiple hops. The similar service compensation mechanism has been adopted by [10] for the same goal. More aggressively, [10] intends to provide a guarantee in end-to-end packet delay through admission control. Since there is no intuitive way to compute the capacity of a multi-hop ad hoc network, the admission control is done using an admit-then-test method. Specifically, a flow with end-to-end delay requirement is first admitted and then, its impact on the channel idle time is monitored. If the idle time becomes too short as a result of the new flow, another flow that has no end-to-end delay requirement is selected for rejection. Thus, an admitted flow may be dropped. Also, none of these schemes is capable of supporting the end-to-end proportional differentiations which are more controllable and predictable compared to other QoS offerings in a multi-hop ad hoc network.
We have learnt that there are numerous mechanisms across the protocol layers and time scales for QoS delivery in multi-hop ad hoc networks. Among these mechanisms are QoS routing protocols, admission control policies, resource reservation schemes, packet scheduling algorithms, QoS capable MAC protocols, etc. Unfortunately, none of these existing mechanisms is alone capable of providing satisfactory end-to-end proportional differentiations. Logically, a combination of these mechanisms have to work collaboratively to achieve the goal. For example, we may need a packet scheduling algorithm that transforms the QoS requirements into medium access priorities and works with a MAC protocol that provides the multiple priorities. Therefore, this paper contributes in developing a cross-layer scheme to provide proportional differentiation in end-to-end packet delay in wireless multi-hop ad hoc networks.
The remainder of this paper is organized as follows. Section 2 presents in details the proposed cross-layer scheme called Proportionally Differentiated Multi-hop End-toend Delay (PDMED). The PDMED scheme has been evaluated through random event simulation using OPNET and simulation results are discussed in Section 3. The paper ends with concluding remarks in Section 4.
The PDMED Scheme
As illustrated in Fig. 1 , PDMED consists of a traffic police, a routing algorithm, a centralized scheduler and a distributed scheduler. These are in turn assisted by a QoS monitor, a route monitor and a channel monitor. In this paper, we assume that all the traffic flows are self-disciplined such that no traffic policing is required. We further assume that all the nodes are not mobile and have a deterministic route quality so that the static shortest path routing protocol can be adopted. We also assume the use of CSMA/CA MAC protocol. This implies the collision avoidance function consists of RTS/CTS exchange and carrier sensing. Also, the collision resolution function is based on the paradigm that each flow has its own contention window size. Thus, collisions can be resolved by dynamically adjusting the contention window size based on which the backoff duration of a flow is determined. Let in terms of number of discrete intervals is decided as follows:
where
is a function that generates random integer numbers within the range
. In (1) . The adoption of CSMA/CA also means that the centralized scheduler is implicit. Specifically, with CSMA/CA, only the local flow that has finished first counting down its backoff duration can contend for medium access with the other flows from neighboring nodes.
With the assumptions given above, the task of providing an accurate end-to-end proportional differentiation falls mainly on a distributed scheduler which is presented next. We let the QoS be defined in terms of average end-to-end packet delay. Thus, the target end-to-end QoS of the QoS monitor in Fig. 1 can be written as follows: 
From the equation,
is a positive real number where the smaller its value means closer it is to the QoS target, i.e., is the previous average packet delay. Through the updating process, the destination node always has the latest value of normalized average end-to-end packet delay, i.e., ¡¡ £ ¦ ¥ 0 2 § ¡ . The latest value together with its respective flow identity will be piggybacked onto the MAC ACK frames that are transmitted in response to each successfully received MAC DATA frame of the flow. At the intermediate nodes, the piggybacked information will be extracted from the received MAC ACK frames and stored locally before being similarly piggybacked onto the upcoming MAC ACK frames of the flow. As such, the actual normalized end-to-end packet delay of each flow can be propagated from the destination node to the source node. We notice that there will be a time lag between the computation of an instantaneous normalized average end-to-end delay and its arrival at the intermediate and source nodes. In practice, the extension of the time lag depends on the number of hops and its impact on the QoS target will be extensively studied through simulation in the next section.
In the channel monitor, a sniffer is proposed to read all the transmitted MAC ACK frames within a broadcast region. With the sniffer, each node can maintain a table containing the identities of all neighboring flows and their respective latest normalized average end-to-end delays. The table is 
where 5 ¡ is the total number of hops for flow £ and it is provided to the distributed scheduler by the route monitor in Fig. 1 . In (6), the term ¥ 6 is an indicator function defined as follows: Compare (6) to (1), we notice that PDMED scheme gives priority to a flow that experiences excessive normalized average end-to-end delay by allowing a smaller backoff duration. In order to ensure a high responsiveness, $ ¡ ¡ provides an additional degree of freedom when ranking and prioritization alone are not sufficient to quickly bring down a high excessive normalized delay. Also, PDMED gives priority to a retransmitted packet compared to a fresh packet. This is to avoid the situation where multiple packets from a same flow are contending with each other arbitrarily. Among all the retransmitted packets, based on the heuristic disclosed in [11] , the packet that is closer to the destination node will be given the priority to transmit so that the overall end-to-end delay can be reduced.
Performance Evaluation
We have evaluated PDMED using OPNET. For the purpose of simulation, the general network topology as illustrated in Fig. 2 is used second. First of all, we perform simulations to study the usefulness of the backward propagation scheme adopted by the QoS monitor to inform the nodes of a flow's instantaneous normalized end-to-end delay. Recall that the backward propagation is achieved by piggybacking the latest normalized average delay value onto the MAC ACK frames. We disable the piggybacking in some simulations and compare the results with those of PDMED. The comparison is depicted in Fig. 3 which shows the performance in terms of average end-to-end packet delay. The delay of a packet is the time elapsed since the packet's arrival at the MAC layer of its source node until the packet's subsequent arrival at the MAC layer of its destination node. These packets , the proportional differentiation is indicated by a rapid increase in Flow 2's end-to-end delay and a slow decrease in Flow 1's end-to-end packet delay although Flow 2 has fewer hops compared to Flow 1. Also, the delays of Flow 1 and Flow 2 increase and keep a fixed differentiation ratio with respect to an decrease in ¡ ( . Fig. 3 has confirmed the importance of the backward propagation scheme because, without it, the difference between the two flow's delays is not obvious at various § £
§
ratios. This is further verified in Fig. 4 where the difference between the two flow's normalized average end-to-end packet delay is plotted. Ideally, the difference should be zero because, as stated in (2), the performance goal is to achieve equality in the normalized delays. From Fig. 4 , PDMED can indeed approximate the performance goal regardless of the traffic rate and § £ 2 § ratio. On the other hand, the performance goal is not achievable when there is no backward propagation. This happens because, in the absence of the backward propagation, the intermediate nodes do not know the actual end-to-end delay and thus, cannot adjust its backoff duration appropriately to meet the performance goal.
In the evaluation above, the backward propagation scheme is disabled by simply not piggybacking the computed normalized delay on ACK frames. While this leads to a failure in accurate proportional differentiation, there is a noticeable gain in total end-to-end throughput of the two flows as depicted in Fig. 5 . This is because, without the instantaneous normalized delay, an intermediate node cannot correctly compute compared to a potentially much larger range adjusted by ranking and $ ¡ ¡ according to (6) . The smaller backoff duration is the cause of the better end-to-end throughput when there is no backward propagation. In the presence of backward propagation, we treat the reduction in throughput as the cost to pay for the accurate proportional differentiation. The ranking in PDMED may not always based on the latest instantaneous normalized delay because the backward propagation scheme takes time to distribute the delay across multiple hops after it is computed at the destination node. Specifically, there is always a time lag before the latest normalized delay is available at an intermediate node. Fortunately, this time lag has no significant impact in achieving an accurate proportional differentiation in average end-to-end delay as illustrated in Fig. 4 . In the figure, there is no obvious difference in performance when PDMED is equipped with an idealized backward propagation scheme. Compared to the original scheme, the idealized scheme does not require piggybacking of the latest delay on ACK frames. Instead, the simulation program makes the delay known to all the intermediate nodes as soon as it is computed. Without piggybacking, the idealized propagation scheme consumes less bandwidth. However, as shown in Fig. 5 , there is no obvious throughput difference between the original and idealized back propagation schemes. This implies the backoff propagation scheme is efficient as it introduces only very small overhead.
Thus far, we have shown the importance and effectiveness of the backward propagation scheme in PDMED. In short, the backward propagation is needed so that intermediate nodes can obtain the instantaneous normalized delay for ranking and $ ¡ ¡ adjustment to achieve an accurate proportional differentiation. Next, we want to show that the ranking itself, without $ ¡ ¡ adjustment is not sufficient. For this purpose, we have repeated the simulations after disabling the adjustment algorithm in (8) . Fig. 6 shows the difference between the two flow's normalized average end-to-end packet delay. Compared to PDMED, the larger difference indicates a less accurate proportional differentiation when there is no $ ¡ ¡ adjustment. This means the ranking mechanism alone is not enough in the channel monitor.
Although the absence of $ ¡ ¡ adjustment cannot produce an accurate proportional differentiation, it results in a higher total end-to-end throughput as illustrated in Fig. 7 . Refer to (6) , this is because the backoff duration tends to be smaller when $ ¡ ¡ is not dynamically adjusted but fixed at its initial value of unity. The better throughput without $ ¡ ¡ adjustment also leads to a lower end-to-end packet delay as illustrated in Fig. 8(a) . Despite a lower delay, when there is no $ ¡ ¡ adjustment, the difference in delay does not follow the § £ 2 § ratio and thus does not constitute an accurate proportional differentiation. This is not the case in Fig. 8(b) where we show the impact of the dynamic retransmission scheme in PDMED. As given in (6), a retransmission is indicated by ) ¡ ¡ A and the dynamic retransmission scheme gives higher priority to transmissions from a node closer to a flow's destination node. As such, PDMED can deliver a smaller end-to-end delay compared to the case without the dynamic retransmission scheme. The simulations without the retransmission scheme have been performed by simply selecting the backoff duration, i.e., ¤ ¡ ¡ in (6) from the range © ¡ ¡ when capable of reducing end-to-end delay, it does not compromise the accuracy of proportional differentiation and total throughput as illustrated in Fig. 6 and Fig. 7 , respectively.
We have evaluated PDMED under various other conditions and benchmarked against IEEE 802.11e using video traces. However, these results are not presented here due to space limitation.
Conclusions
Noticing the lack of support in providing proportional differentiation in end-to-end packet delay in a wireless multi-hop ad hoc network, this paper proposes PDMED to do so. PDMED consists of a few mechanisms and monitors which operate across different protocol layers and time scales. PDMED has been extensively evaluated through random event simulation. The results indicate that an accurate and consistent proportional differentiation in end-to-end packet delay which cannot be achieved otherwise, can now be achieved.
