The uncertainty of geometric imperfections in a series of nominally equal I-beams leads to a variability of corresponding buckling loads. Its analysis requires a stochastic imperfection model, which can be derived either by the simple variation of the critical Eigenmode with a scalar random variable, or with the help of the more advanced theory of random fields. The present paper first provides a concise review of the two different modeling approaches, covering theoretical background, assumptions and calibration, and illustrates their integration into commercial finite element software to conduct stochastic buckling analyses with the Monte Carlo method. The stochastic buckling behavior of an example beam is then simulated with both stochastic models, calibrated from corresponding imperfection measurements. The simulation results show that for different load cases, the response statistics of the buckling load obtained with the Eigenmode based and the random field based models agree very well. A comparison of our simulation results with corresponding Eurocode 3 limit loads indicates that the design standard is very conservative for compression dominated load cases.
Introduction
Thin-walled I-section beam-columns constitute one of the most frequently used construction elements in steel structures today 1 . However, their open cross section made up of cantilevered thin plates causes a difficult failure process at ultimate strength, which usually combines both local plate buckling and global flexuraltorsional buckling 2, 3 . In addition, I-section beam-columns are very sensitive to small changes in geometry, which drastically reduce their ultimate load bearing capacity compared to the resistance of the perfect member 4, 5 . The most common approach to take into account geometric imperfections in the analysis of I-section beam-columns is a deterministic model based on conservative worst case assumptions 1, 2 . It relies on the fact that thin-walled structures are particularly sensitive to imperfections in the shape of their Eigenmodes. The imperfection model therefore assumes the critical Eigenmode of the I-beam, which is expected to be triggered at failure. It is a suitable tool for the application in structural engineering practice with a focus on deriving reliable upper bounds.
Due to the randomness of geometric imperfections, resulting from arbitrary influences during industrial manufacturing, transportation and on-site assembly, buckling loads of a series of nominally equal I-section beam-columns exhibit a large scattering 5, 6 . This uncertainty is an important aspect, for example when economic design 7 or the probability of failure 8 is considered. Since experimental studies would involve buckling tests for very large numbers of I-sections, consuming prohibitively large financial and material resources, the analysis of the buckling load variability requires modern finite element (FEM) simulation 9, 10 in conjunction with a realistic stochastic model of geometric imperfections. Stochastic imperfection models for I-beams as reported in the literature can be generally classified into two categories: First, Eigenmode based imperfections can be extended by a multiplication with a scalar random variable, which introduces a stochastic variability in the standard modeling approach 5, 7, 11, 12 . This concept can be handled reliably with basic knowledge of statistics, but involves the Eigenmode assumption. Second, random fields are used to represent the spatial variability of geometric imperfections 13, 14, 15, 16 , which are thus capable of reproducing stochastic characteristics of experimental imperfection data without taking additional assumptions in terms of spatial shape or magnitude. Their accuracy and reliability has been demonstrated in many computational studies for a range of thin-walled structures 17, 18, 19, 20, 21, 22, 23 , but their application requires some understanding of modern stochastic process theory.
In this context, the present paper compares the two stochastic imperfection modeling concepts with respect to their theoretical background, assumptions and calibration. We then conduct a computational study for an example I-section beamcolumn, for which measurements of geometric imperfections from several nominally equal I-beam samples are provided in Ref. 24 . First, a Gaussian random field based model is calibrated by deriving homogeneous and evolutionary power spectra from the geometric imperfection measurements with the help of periodograms 25 and the method of separation 26 . Using the spectral representation method 27 , realizations of random imperfections are generated. Second, an Eigenmode based model is set up, which generates realization of imperfections with Gaussian random variables fitted to the measurements. Each stochastic imperfection model is able to generate an arbitrary number of imperfect I-section beam samples, which can be analyzed with nonlinear FEM. In the sense of the Monte Carlo method 16, 25 , the buckling load variability for each imperfection model is derived from the series of deterministic FEM results. Finally, the response statistics of both models are compared in detail in terms of histograms and statistic key parameters. The steps of the simulation process are illustrated in Fig. 1 . Finally, we compare the buckling results for the example I-beam to corresponding limit loads given by Eurocode 3 (EC 3)
1,28,29 . The paper is organized as follows: Section 2 provides a brief review of relevant elements of the theory of random fields. Section 3 introduces the example I-section beam-column and discusses in detail the background, the assumptions and the calibration of a random field based and an Eigenmode based stochastic imperfection model. Section 4 briefly illustrates some aspects of the discretization and the non- linear analysis with the commercial FE software "MSC Nastran" 30 . In section 5, the simulation results obtained with each imperfection model are presented and their stochastic characteristics are compared and assessed in detail. Section 6 briefly describes the derivation of corresponding limit loads by EC 3 and compares them to the simulation results. Section 7 provides a summary and some conclusions.
Some elements of the theory of random fields
The notion of a random field and its spectral representation are briefly reviewed. Readers interested in a more details are referred to Refs. 25, 31 and 32.
Random fields and their description
A random field, also known as a stochastic process, is an ensemble of functions that can be characterized stochastically. A Gaussian random field f (x) is completely defined by a mean function µ(x), a standard deviation σ(x) and an autocorrelation function 25, 31, 32 . It is called homogeneous, if µ(x), σ(x) and the autocorrelation func-tion do not change along x. If they do, we call the random field evolutionary 26, 31 . Considering the spectral representation of these parameters, we can estimate them from measurements as follows.
Power spectrum estimation
A random physical phenomenon can be described by a series of m measurements that are interpreted as realizations h (i) (x), i = 1, 2, ..., m of the underlying random field h(x) 25, 31 . Measurements h (i) (x) are first divided into a deterministic mean µ(x) and zero-mean components f (i) (x) 26 . If the zero-mean field f (x) can be assumed to be homogeneous, the corresponding power spectrum S h (ω) can be estimated by the so-called periodogram 25, 31, 32 
where the term in absolute value is the Fourier transform of f (i) (x), E [ ] denotes the operator of mathematical expectation, L is the length of f (i) (x) and I is the complex unit. If the zero-mean part f (i) (x) of the measurements are evolutionary and can be assumed to be approximately separable, the corresponding power spectrum S(ω, x) can be estimated by the method of separation, recently introduced by Schillinger and Papadopoulos
26,33
The left hand side of Eq. (2.2) denotes the estimated mean square; the right hand side represents a normalization of the periodogram based homogeneous estimatẽ S h (ω) from Eq. (2.1). Due to the decoupling into a spatial and a frequency part, which simultaneously allows an accurate resolution in space and an optimum localization in frequency, the method of separation Eq. (2.2) is especially suitable for the robust estimation of strongly narrow-band power spectra, as they are typical for geometric imperfection measurements. It is shown analytically and numerically in Refs. 26 and 33 that for separable spectra, the estimate of Eq. (2.2) converges to the true spectrum for an infinite number of input samples and that the method of separation yields considerably better estimation results for narrow-band imperfection samples than standard evolutionary estimation techniques. Evolutionary power spectrum estimation based on the method of separation has been successfully adopted for engineering applications in Refs. 16 and 34.
Spectral representation of a random field
If the power spectrum S h (ω, x) of f (x) is known, an arbitrary number m of corresponding random samples can be generated by the spectral representation method 27, 35, 36 , which reads for a one-dimensional univariate zero-mean Gaussian random field
where i = 1, 2, ...m and n = 0, 1, 2...(N − 1). The parameter ω up is the cut-off frequency, beyond which the power spectrum is assumed to be zero, the integer N determines the discretization of the active frequency range, and φ
n denotes the i th realization of N independent phase angles uniformly distributed in the range [0, 2π] . To obtain samples of the original random field h(x) , the deterministic mean µ(x) has to be superposed to Eq. (2.3).
Stochastic imperfection modeling of an imperfect I-beam
We consider the example of a typical I-beam and review how to set up and calibrate corresponding random field based and Eigenmode based imperfection models. 
The example I-section beam-column
The report Ref. 24 contains extensive imperfection measurements and corresponding experimental buckling loads for a series of six 4 m long I-beams, which are representative of doubly symmetric welded steel I-sections with typical levels of geometric imperfections. Their nominal geometry is illustrated in Fig. 2 . For geometric imperfection measurements, displacement transducers were placed at nine cross-sectional locations δ 1 to δ 9 as shown in Fig. 2b (for more details on the measurement procedure, see Refs. 15, 16, 24) . There are five types of local imperfections that were directly measured at positions δ 1 , δ 3 , δ 4 , δ 5 and δ 7 . The three global imperfections u, v and θ were determined from the rest of the local measurements as follows:
The parameters u, v and θ denote global cross-sectional deviations in weak and strong axis directions and rotation about the cross-sectional center of gravity. Some of the measurements are illustrated in Fig. 3 . 
Conceptual modeling of an imperfect I-beam
We follow the conceptual imperfection model developed by Schillinger et al. in Refs. 15 and 16, which fully accommodates all available measurements. The total geometric imperfection profile is composed of five local components λ 1 to λ 5 and three global components γ 1 to γ 3 as illustrated in Fig. 4 . Local imperfections denote local geometric deviations perpendicular to the flange and web plates in the crosssectional plane. They are imposed onto the perfect outer flange edges and the web center, while the web-flange junctions remain perfect. Intermediate imperfections in flanges and web are interpolated linearly and parabolically, respectively. Global imperfections γ 1 to γ 3 describe deviations from perfect alignment, i.e. weak and strong axis translations and cross-sectional rotation, which are superposed onto the locally imperfect geometry.
The random field based modeling concept
In the random field based model, local as well as global imperfections are assumed to be fully uncorrelated, and can thus be modeled by eight independent one-dimensional random fields along the longitudinal axis of the beam. Following Refs. 15 and 16, the five random field representations λ k , k = 1, ..., 5 for local components are assumed to be zero-mean and homogeneous, so that corresponding power spectraS k (ω) can be estimated by inserting measurements δ 1 , δ 3 , δ 4 , δ 5 and δ 7 into the periodogram Eq. (2.1). The random field representation for global components γ l , l = 1, 2, 3, consist of mean functions µ l (x) evaluated from the corresponding series of processed measurements u, v and θ, and of the corresponding zero-mean evolutionary random fields, whose power spectraS l (ω, x) are estimated by inserting the zero-mean parts of u, v and θ, into the method of separation Eq. (2.2). An arbitrary number of local and global random field samples λ k and γ l can then be generated by spectral representation as
where ∆ω = 3 · 10 4 rad/mm and parameters i, n and φ are defined in Eq. (2.3). However, the power spectra obtained from the experimental data of Section 3.1 are inaccurate, because imperfection measurements comprise both local and global components. We follow the solution proposed by Schillinger et al. 15, 16 , which separates the imperfection measurements in the frequency domain ω into two distinct parts that contain smaller local wave-lengths and larger global wave-lengths, respectively. The global buckling modes of the perfect beam correspond to Euler modes that include at most two half-waves in longitudinal direction, whereas the lowest local buckling mode consists of several half-waves (see for example The transition point corresponds to 2.5 half-waves, global frequencies beyond the upper cut-off frequency of ω = 0.015 rad/mm are not taken into account. Figure 5 shows examples of a homogeneous spectrum for local imperfections, an evolutionary spectrum for global imperfections, and the corresponding mean function, all estimated from the corresponding measurements in the six I-beams reported in Ref. 24 . Evolutionary power spectra are released from spurious highfrequency oscillations in spatial direction, which are a consequence of the small number of input measurements, with the spectral smoothing procedure suggested in Ref. 26 . The complete geometric profile at each longitudinal position x is obtained by mapping the initial perfect cross-sectional geometry (y, z) to the imperfect crosssectional geometry (Y, Z) in the form
where B , D and t denote flange width, section height and plate thickness of the I-section according to Fig. 2 . The flange index in λ k , k = 1, ..., 4 has to be chosen according to the current flange position of (y, z). Imperfection samples generated from the random field based model are illustrated in Fig. 6 , consisting of local homogeneous flange and web imperfections, global non-homogeneous translations and cross-sectional rotation as well as the complete geometric imperfection profile.
The Eigenmode based modeling concept
The Eigenmode based approach for the stochastic modeling of geometric imperfections is an extension of the standard deterministic concept. For I-section beamcolumns, design standards and regulations 1,2 define the critical global Eigenmode as a half sine wave, so that global imperfection samples γ l read
where the scalar A glob,l denotes the amplitude at mid-span, l = 1, 2, 3 is a counter
(e) Cross-sectional rotation γ 3 .
(f ) Complete imperfection Eq. (3.7).
Figure 6: I-section sample with local and global geometric imperfections generated by the random field based approach (magnified by a factor of 100 for better visibility).
denoting again weak and strong axis translations and rotations, respectively, and L 0 is the free length of the beam. The critical local Eigenmode is assumed here in the form of the lowest local Eigenmode of the perfect structure, which can be determined for example by a FEM based linear buckling analysis 10, 30 for the load case under consideration. As an example, Figure 7 shows the lowest local Eigenmode of the perfect I-section beam-column for the load case of axial compression. A scalar local imperfection field f loc (x, y, z) is obtained by subtraction of the perfect geometry from the local mode shape and normalization with respect to its largest absolute value. In analogy with Eq. (3.8), it can be used to derive a deterministic local imperfection model in the form
which can be modulated by a suitable scalar amplitude A loc . The introduction of uncertainty in the Eigenmode based global and local imperfection models of Eqs. (3.8) and (3.9) can be simply achieved by considering the scalar amplitudes A glob,l and A loc as Gaussian random variables
where µ glob,l and σ glob,l with l = 1, 2, 3 denote the means and standard deviations of the global weak and strong axis translations and the global rotation, respectively, and µ loc and σ loc are the corresponding quantities of the local imperfection profile. Parameter Z denotes a zero-mean random variable that follows the standard Gaussian probability distribution 25, 32 . The free parameters of the simplified Eigenmode based imperfection model are the mean and standard deviations of Eqs. (3.10a) and (3.10b), for which a variety of calibration approaches could be applied. For example, a conservative calibration determines µ glob,l from the maximum values that occur in the global measurements u, v, and θ of Eqs. (3.1) through (3.3) .
In the present case, we are interested in a calibration, which accommodates most of the ideas of the random field based model, so that the comparability is not further biased beyond the Eigenmode assumption. Therefore, we calibrate the parameters of the Eigenmode based model by using the information of the random field based model in the following way: • In analogy with the previous section, we assume in Eq. (3.10a) a non-zeromean distribution of each global amplitude A glob,l and in Eq. (3.10b) a zero-mean distribution of the local amplitude A loc with µ loc = 0.
• For the global translations and rotation, the means µ glob,l are the values of the mean functions µ glob,l (x = L 0 /2) of Section 3.3 at mid-span.
• Using the fact that the standard deviations can be obtained from an integration of the power spectrum over the frequency range ω (see e.g. Refs. 25, 26 or 32 for details), each global standard deviation σ glob,l can be determined from the corresponding estimated evolutionary power spectrum
where the integral takes into account the frequency range of Eq. (3.6a).
• Using the same identity, the standard deviation σ loc of the local imperfection profile is chosen as the maximum of the five integrals of the estimated homogeneous power spectraS loc,k (ω, x = L 0 /2) of Section 3.3 as
where the integrals take into account the frequency range of Eq. (3.6b).
With respect to the random field based model of the previous section, the local imperfection field f loc (x, y, z) can be interpreted as being composed of fully correlated single local flange and web imperfections, which again underlines the conservative character of the Eigenmode based model. The complete geometric imperfection profile (Y,Z) of the I-section at longitudinal position x is obtained again by mapping the imperfections onto the perfect geometry (y,z) as follows Figure 8 illustrates the local and global components and the complete imperfection profile of an Eigenmode based I-section sample.
Stochastic buckling analysis using a commercial FE program
We briefly describe the integration of our geometric imperfection models into a commercial FE software and the Monte Carlo method, illustrating that buckling load variabilities can be determined without the availability of specialized software or an expert knowledge in advanced stochastic methods.
Finite element discretization of an I-section beam-column
All finite element computations are performed with the commercial FE program "MSC Nastran" 30, 37 . We discretize the beam geometry with quadrilateral elements of type "CQUAD4", which are standard 4-node bilinear shell elements, taking into account membrane and bending as well as transverse shear (thick shell theory) 37 . Random field based and Eigenmode based imperfections can be simply incorporated into the finite element discretization by adjusting the nodal positions according to the imperfect geometry described by Eqs. (3.7) and (3.13), respectively. A corresponding discretization of the I-section beam is shown in Fig. 10a and takes into account only the free-length part of the I-beams in the reaction frame of Fig. 9 with appropriate boundary conditions. Due to the perfect pins at the member ends, rotations about the major y-axis and translations along the x-axis are left unconstrained. Rotations about the minor z-axis are constrained. Due to additional stiffeners and plates (see Fig. 2c and Fig. 9 ), rotations about the longitudinal axis and translations along the y-axis are prevented. The central web points at both boundaries are constrained against z-axis translations, and the central web point at one boundary against x-axis translation.
The additional axial stiffness and moments of inertia due to the welds at the flange-web junctions are compensated by slightly increasing the thicknesses of shell elements as illustrated in Fig. 10b . Experiments show that web-flange junctions remain unaffected by local buckling deformations 7 . Following Schillinger et al. 15, 16 , (a) Discretization of a perfect beam-column with quadrilateral shell elements, beam and truss elements. this is ensured by a triangle of three very stiff truss elements that connect the outer junction nodes (see Fig. 10b ) and prevent a relative deformation within the junction. Note that triangles of truss elements do not introduce spurious bending stiffness and do not interact with each other along the longitudinal axis. Since the support conditions in the reaction frame prevent out-of-plane distortion of the cross-section, corresponding warping constraints are imposed by beam elements at both ends of the I-section member (see Fig. 10a ). Their stiffness components required to constrain out-of-plane distortion, i.e. bending stiffness around the global z-axis in the flanges and torsional stiffness in the web, are increased by a factor of four orders of magnitude with respect to the stiffness of steel.
Finite element based buckling analysis
At both beam ends, force boundary conditions resulting from the compression and bending jacks of the reaction frame of Fig. 9 are transferred to equivalent stresses in x-direction. The corresponding buckling load of each geometrically imperfect Ibeam sample is determined by a geometrically nonlinear FE analysis, which takes into account large deformation effects 37, 38 . The arc-length procedure is applied to track the equilibrium path, which simultaneously increases all applied forces, until a bifurcation or limit point is found, associated with buckling failure 38 . We assume that the failure of the beam occurs at a deformation state, which is purely elastic, and no plasticity and residual stress effects are taken into account during the simulation. For a more involved computational model that takes into account plasticity and residual stresses as well as random field based thickness and geometric imperfections at the same time, see e.g. Refs. 16 and 20. A suitable mesh density for imperfect I-section beam-columns is determined by a convergence study, which results in a compromise between accuracy and computational efficiency with a mesh of 2,1672 nodes, 21,266 shell elements and 108,360 degrees of freedom (see Fig. 10a ).
The Monte Carlo method
The geometric imperfection models and the FEM based buckling analysis provide us with the tools to determine the stochastic variability of the I-section beam-column under consideration with a Monte Carlo simulation. In the following, we generate m imperfect I-beams for each load case, using either the random field based or Eigenmode based model, and determine the corresponding m individual buckling loads P i crit , i = 1, 2, ...m by repeated deterministic FEM computations. From the m individual FEM results, the buckling load variability is characterized in terms of histograms and stochastic key parameters mean µ, standard deviation σ, skewness and coefficient of variation Cov = σ/µ. For corresponding definitions, we refer to Refs. 25 and 32 or any other statistics textbook.
Comparison and assessment of simulation results
In the following, we compare the response statistics resulting from Monte Carlo simulations with the random field based and the Eigenmode based geometric imperfection models. The examined load cases include pure axial compression with end force N , pure major axis bending with end moment M and four combinations with ratios M/N = 0.050, 0.125, 0.250 and 0.500 m.
Simulated buckling modes of the examined I-beam
The failure modes of imperfect I-section beam-columns consist of local flange and web buckling, global flexural or lateral-torsional buckling, or a combination of some of these 1, 3, 16 . Which kind of buckling mode occurs is predominantly determined by the shape and size of the geometric imperfections and the loading applied at the ends. Some of the buckling modes obtained from the random field based and Eigenmode based simulations are illustrated in Figs. 11 and 12 , respectively. Under compression dominated loads, the most frequent failure mode is local plate and flange buckling in combination with global lateral-torsional buckling, involving global translation along the weak axis with a cross-sectional rotation. Other failure modes include pure flexural or pure torsional buckling, which involve just a global translation along the weak axis or global rotation around the I-section center, respectively. A very rare mode is pure local flange and web buckling, which occurred only once in an almost perfect I-section beam-column. Under bending dominated loads, one flange is in tension and therefore stabilized. The most frequent failure mode in this case consists of combined local plate buckling in the flange under compression and a global rotation of the compressed part of the I-section.
These observations show that both geometric imperfection models are able to trigger a range of different failure modes. The dominance of global flexural-torsional buckling is in accordance with engineering experience for this kind and length of I-beams and corresponds well with the observations reported in Ref. 24 .
Buckling load variability of the random field based approach
The buckling load variabilities of all six load cases obtained with the random field based imperfection model are shown in the histograms of Figs. 13a through 18a, which approximate the probability distribution of the buckling load for each load case. The coefficient of variation Cov represents a normalized measure of stochastic dispersion independent of the absolute value of the buckling load, which thus allows an objective comparison of buckling load variabilities among varying load cases or different structures. For pure compression in Fig. 13a , the current 3.33 m long I-section beam-column exhibits a Cov = 6.6%, which is significantly higher than the Cov = 1.3% observed in a 1.33 m long beam-column of the same crosssection reported in Ref. 16 . This demonstrates the dramatic increase of the buckling load variability with the length of the I-beam. With increasing moment, the mean value of the maximum normal force decreases constantly from µ = 691kN under pure compression to µ = 151.6kN under a force moment ratio of M/N = 0.5 m. In addition, for bending dominated load cases, the scattering of buckling loads dramatically increases to coefficients of variations up to Cov = 30% in Fig. 18a . Comparing the histograms of the different load cases, we can observe that for compression dominated load cases, the probability distribution is symmetric and similar to a normal distribution. However, with increasing bending moment, the probability distribution of the buckling load becomes more skewed. Since the bulk of the values lies to the left of the mean and a tail on the right side occurs, the histogram resembles more a log-normal distribution. This is also confirmed by the positive skewness parameter shown in Figs. 17a and 18a , which provides an objective measure of the asymmetry of the probability distribution 25 .
Buckling load variability of the Eigenmode based approach
In analogy with the previous section, Monte Carlo simulations are conducted with random Eigenmode based geometric imperfections. The resulting buckling load variabilities are displayed in Figs. 13b through 18b , side by side with the corresponding random field based results. A comparison of the histograms indicates that the two different imperfection models lead to very similar results. First, the probability distribution changes its shape with increasing moment from an approximately normal distribution to a skew distribution with a tail on the right. Second, with respect to the minimum and maximum buckling loads that occur in each pair of Monte Carlo simulations, the results of both imperfection models are in surprisingly good accordance throughout all load cases.
Taking a more detailed look at the stochastic key parameters, we can corroborate the strong correlation between the simulations based on the two different imperfection models. First, with increasing moment, the mean value of the maximum normal force decreases constantly within the same range in the random field based as well as the Eigenmode based simulations. Second, the surge in scattering with increasing end moments observed for the random field based results is reproduced by the Eigenmode based results. This is illustrated by an increase in the corresponding coefficients of variation from Cov = 5.3% for pure compression in Fig. 13b up to Cov = 40% in Fig. 17b . Third, the increase in skewness that confirms the changing shape of the distribution occurs in the random field based as well as the Eigenmode based simulations. However, the latter lead in general to slightly lower means throughout all load cases and to higher standard deviations and coefficients of variation for the bending dominated load cases.
These results show that for the example I-section beam-column, both imperfection models trigger buckling loads with equivalent statistical response characteristics. The more conservative character of the Eigenmode based variabilities can be explained by the difference in frequencies between the two imperfection models. While the random field based model can contain all frequencies that are present in the power spectra, the Eigenmode based model deterministically contains a combination of only those imperfection modes, which the I-section beam-column under consideration can be expected to be most sensitive to.
Comparison of simulated buckling loads to EC 3 limit loads
Finally, we compare our simulation results for the example I-beam to corresponding limit loads derived according to Eurocode 3 specifications 1, 28 . To facilitate the reconstruction of the limit loads for the interested reader, we briefly illustrate the EC 3 formulas first.
Derivation of limit loads for I-beams according to EC 3
The buckling resistance of thin-walled members under combined compression and bending is ensured, if the following expressions are satisfied (see formulas (6.61) and (6.62) in the EC 3 standard 28 ):
• Failure around the y-axis
• Failure around the z-axis
Equations (6.1) and (6.2) require that the interactions of the design loads N ed , M y,ed and M z,ed relative to the corresponding resistances N rk , M y,rk and M z,rk always lead to a factor not larger than one, where the k values denote so-called interaction factors along the corresponding directions. The resistances are calculated from the yield stress and a so-called effective cross-section (cross-section class 4), where ∆M y,ed and ∆M z,ed denote additional moments that result from the corresponding cross-section reduction.
To account for uncertainties, a variety of load and resistance factors are introduced that affect all quantities in Equations (6.1) and (6.2) 28, 29 . Factor γ M 1 =1.1 reduces the resistances. Factors χ y , χ z and χ LT that are all smaller than 1.0 account for the influence of imperfections on bending and lateral torsional failure, respectively. Furthermore, the design loads N ed and M ed are obtained from the actual loads N and M by multiplication with a load factor of α=1.35 (static loading). With the compression to moment ratios applied by the reaction frame 24 , one can solve Equations (6.1) and (6.2) to obtain the actual load limits allowed by EC 3 specifications. The results for the six load cases examined here are listed in Tab. 1.
Simulated buckling load variabilities vs. EC 3 limit loads
In the framework of the present study, a comparison of the stochastic simulation results with the EC 3 limit loads can only be of qualitative nature, since the simulations only account for the influence of random geometric imperfections, while the EC 3 formulas account for all random effects that may arise for example also from uncertain material parameters or loading conditions.
The influence of combined loading on the ultimate strength of I-section members is typically illustrated by interaction curves 1,2,39 that plot the ultimate axial load N vs. the ultimate end moment M for different fixed ratios M to N . Figure 19a compares the interaction curves obtained with the mean values of the Monte Carlo simulations based on the random field and Eigenmode models to the interaction curve obtained from the corresponding EC 3 limit loads. Additionally, it shows an experimental interaction curve, which is derived from six experimental buckling loads that were tested in the reaction frame of Fig. 9 and reported along with the geometric imperfection data bank in Ref. 24 . The simulated mean interaction curves are in good accordance with the experimental interaction curve, which underlines the plausibility of the present computational results. In particular, the simulated curves exhibit a convex shape, which is confirmed in Ref. 39 . One can observe that the mean values of the simulation are by more than a factor two smaller than the corresponding EC 3 limit loads. Figure 19b shows the worst case simulation results in comparison to the EC 3 curve for each load case. For the interested reader, we also tabulated the corresponding values in Tab. 1. The results indicate that for compression dominated load cases, the EC 3 design specifications are very conservative. For bending dominated load cases, the lowest failure loads of the simulations come much closer to the EC 3 limit, and therefore seem to be much more well tuned to the actual behavior of the structure. This observation is in accordance with recent efforts in structural design research, which are targeted at improving design standards to more economically use the resistance of I-section members under certain loading conditions (see for example Ref. 7 and the references therein). The results of Fig. 19 also illustrate that stochastic simulations in the present state of development can constitute a reliable and valuable tool in design related research, which can support and supplement experimental tests and deterministic simulations.
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Loading EC 3 limit Worst case simulated buckling load case ratio loads random fields Eigenmodes 
The stochastic interaction diagram
Finally, we provide a comprehensive overview of our results by so-called stochastic interaction diagrams as proposed by Schillinger et al. 15, 16 . The three-dimensional plots extend the two axes of the two-dimensional deterministic interaction curve, i.e. applied axial load and end moment, by a third axis for the frequency, which approximates the probability density of the distribution. Corresponding diagrams derived from the results of the random field based and the Eigenmode based imperfection models are plotted in Figs. 20 and 21 , respectively, and compared to the deterministic EC 3 limit loads. The stochastic interaction diagram thus summarizes all relevant information of the response behavior of the I-section beam-column, illustrating for example the increase in scattering and skewness for bending dominated load cases, the location of outliers in both directions, and the conservative character of the EC 3 limit loads for compression dominated load cases.
Summary and conclusions
The analysis of the buckling load variability in nominally equal I-beams requires FEM simulation in conjunction with a realistic stochastic model of geometric imperfections. In this context, the present paper compares two stochastic imperfection models and their ability to simulate the buckling load variability of a typical Isection beam-column. The first modeling concept is based on Gaussian random fields, which are able to represent the spatial variability of imperfections along the beam axis. The second modeling concept extends the standard deterministic approach, varying geometric imperfections in the form of the critical Eigenmode by a Gaussian random variable. The simulation results show that both imperfection models lead to buckling load variabilities, which are in surprisingly good accordance. The corresponding response statistics such as histograms, coefficient of variation and skewness exhibit an equivalent behavior throughout all examined load cases. Due to the Eigenmode assumption, the results of the Eigenmode based simulations are slightly more conservative. The quality of the simulation results are corroborated by comparing the simulated mean interaction curve to an experimental interaction curve, which agree very well in size and shape. A comparison to corresponding EC 3 limit loads indicate that the design standard is very conservative for compression dominated load cases.
The present study thus confirms that for I-section beam-columns, the stochastic imperfection model based on the Eigenmode assumption constitutes a valid basis for the simulation of the uncertainty in buckling loads. It also illustrates that stochastic simulations in the present state of development can be considered reliable and mature. They are thus ready to support design related research efforts by providing valuable stochastic information in addition to standard experimental tests and deterministic simulations.
