Abstract: In 2005, Nualart and Peccati [12] showed the so-called Fourth Moment Theorem asserting that, for a sequence of normalized multiple Wiener-Itô integrals to converge to the standard Gaussian law, it is necessary and sufficient that its fourth moment tends to 3. A few years later, Kemp et al. [8] 
Introduction and main results
The q-Brownian motion was introduced in 1970 by the physicists Frisch and Bourret [6] as an intermediate model between two standard theoretical axiomatics (see also [7] for another physical interpretation). From a probabilistic point of view, it may be seen as a smooth and natural interpolation between two of the most fundamental processes in probability theory: on the one hand, the classical Brownian motion (W t ) t≥0 defined on a classical probability space (Ω, F, P ); on the other hand, the free Brownian motion (S t ) t≥0 at the core of Voiculescu's free probability theory and closely related to the study of large random matrices (see [14] ).
The mathematical construction of the q-Brownian motion is due to Bożejko and Speicher [2] , and it heavily relies on the theory of non-commutative probability spaces. Thus, before describing our results and for the sake of clarity, let us first introduce some of the central concepts of this theory (see [9] for a systematic presentation).
A W * -probability space (or a non-commutative probability space) is a von Neumann algebra A (that is, an algebra of bounded operators on a real separable Hilbert space, closed under adjoint and convergence in the weak operator topology) equipped with a trace ϕ, that is, a unital linear functional (meaning preserving the identity) which is weakly continuous, positive (meaning ϕ(X) ≥ 0 whenever X is a non-negative element of A; i. In a W * -probability space (A, ϕ), we refer to the self-adjoint elements of the algebra as random variables. Any random variable X has a law: this is the unique compactly supported probability measure µ on R with the same moments as X; in other words, µ is such that R
Q(x)dµ(x) = ϕ(Q(X)),
for any real polynomial Q. Thus, and as in the classical probability theory, the focus is more on the laws (which, in this context, is equivalent to the sequence of moments) of the random variables than on the underlying space (A, ϕ) itself. For instance, we say that a sequence {X k } k≥1 of random variables such that X k ∈ (A k , ϕ k ) converges to X ∈ (A, ϕ) if, for every positive integer r, one has ϕ k (X r k ) → ϕ(X r ) as k → ∞. In the same way, we consider here that any family {X i } i∈I of random variables on (A, ϕ) is 'characterized' by the set of all of its joint moments ϕ(X i 1 . . . X ir ) (i 1 , . . . , i r ∈ I, r ∈ N), and we say that {X i k } i∈I converges to {X i } i∈I (when k → ∞) if the convergence of the joint moments holds true (see [9, Lecture 4] for further details on non-commutative random systems).
It turns out that a rather sophisticated combinatorial machinery is hidden behind most of these objects, see [9] . This leads in particular to the notion of crossing/non crossing pairing, which is a central tool in the theory. 2. When π ∈ P 2 ({1, . . . , r}), a crossing in π is any set of the form {{x 1 , y 1 }, {x 2 , y 2 }} with {x i , y i } ∈ π and x 1 < x 2 < y 1 < y 2 . The number of such crossings is denoted by Cr(π). The subset of all non-crossing pairings in P 2 ({1, . . . , r}) (i.e., the subset of all π ∈ P 2 ({1, . . . , r}) satisfying
r}).
By means of the objects given in Definition 1.1, it is simple to compute the joint moments related to the classical Brownian motion W or to the free Brownian motion S, and this actually leads to the so-called Wick formula. Namely, for every t 1 , . . . , t r ≥ 0, one has
It is possible to go smoothly from (2) to (3) by using the q-Brownian motion, which is one of the nicest examples of non-commutative processes. Definition 1.2. Fix q ∈ (−1, 1). A q-Browian motion on some W * -probability space (A, ϕ) is a collection {X t } t≥0 of random variables on (A, ϕ) satisfying that, for every integer r ≥1 and every t 1 , . . . , t r ≥ 0,
The existence of such a process, far from being trivial, is ensured by the following result. Theorem 1.3 (Bożejko, Speicher) . For every q ∈ (−1, 1), there exists a W * -probability space (A q , ϕ q ) and a q-Brownian motion {X (q) t } t≥0 built on it. As is immediately seen, formula (4) allows to recover (2) by choosing q = 0 (we adopt the usual convention 0 0 = 1). On the other hand, although the classical Brownian motion W cannot be identified with a process living on some W * -probability space (the laws of its marginals being not compactly supported), it can legitimately be considered as the limit of X (q) when q → 1 − . (This extension procedure can even be made rigorous by considering a larger class of non-commutative probability spaces.) As such, the family {X (q) } 0≤q<1 of q-Brownian motions with a parameter q between 0 and 1 happens to be a 'smooth' interpolation between S and W . Definition 1.4. Let q ∈ (−1, 1). For every t ≥ 0, the distribution of X (q) t is called the (centered) q-Gaussian law with variance t. We denote it by G q (0, t). Otherwise stated, a given probability measure ν on R is distributed according to G q (0, t) if it is compactly supported and if its moments are given by
The probability measure ν q ∼ G q (0, 1) is absolutely continuous with respect to the Lebesgue measure; its density is supported by
and is given, within this interval, by
By convention, we also set G 1 (0, t) as being the probability measure whose density with respect to the Lebesgue measure is given by
For every q ∈ (−1, 1), the process X (q) shares many similarities with the classical (resp. free) Brownian motion. For instance, it also appears as a limit process of some generalized random walks (see [3, Theorem 0] ). For this reason, one sometimes considers this 'q-deformation' of S and W (see [2] ). Also, and similarly to the free Brownian motion case, the q-Brownian motion appears as the limit of some particular sequences of q-Gaussian random variables (see [13] ).
In the seminal paper [12] , Nualart and Peccati highlighted a powerful convergence criterion for the normal approximation of sequences of multiple integrals with respect to the classical Brownian motion. From now on, we will refer to it as the Fourth Moment Theorem. A few years later, it was extended by Kemp et al. [8] for the free Brownian motion S and its multiple Wigner integrals.
The question we shall solve in this paper is the following: what does the Fourth Moment Theorem become when dealing more generally with a q-Brownian motion? Before stating our main result and in order to put it into perspective, let us be more specific with the two aforementioned versions of the Fourth Moment Theorem that are already known (that is, in the classical and free Brownian motion cases). We let I W n (resp. I S n ) denote the nth multiple integrals with respect to W (resp. S), as they are constructed in [11] (resp. [1] ). The following two theorems are, respectively, the versions of the Fourth Moment Theorem in the classical case (q = 1) and in the free case (q = 0).
Then, the following two assertions are equivalent as k → ∞: 
Then, the following two assertions are equivalent as k → ∞:
Now, fix a parameter q ∈ [0, 1], and consider a q-Brownian motion X (q) on some W * -probability space (A q , ϕ q ). (Note that in the three forthcoming statements, we extend the definition of X (q) to q = 1 by naturally setting X (1) := W and by replacing (A 1 , ϕ 1 ) by (Ω, F, P ).) As in the classical and free cases, to each n ≥ 0 we may associate with X (q) a natural notion of nth multiple integral I X (q) n , see Donati-Martin [5] or Section 2.1 for the details. We are now in a position to state the main result of the present paper, which is a suitable interpolation between Theorem 1.5 and Theorem 1.6, but in a somehow unexpected way (see indeed the comment following its statement).
where the notation inv(σ) refers to the number of inversions in σ, i.e.,
Then the following two assertions are equivalent as k → ∞:
When, in Theorem 1.7, we consider a value of q which is strictly between 0 and 1, we get that any suitably-normalized sequence {I X (q) n (f k )} satisfying the fourth moment condition (i) converges in law, see (ii), to a random variable which is expressed by means of the parameter q n 2 and not q, as could have been legitimately expected by trying to guess the right statement with the help of Theorems 1.5 and 1.6. But this phenomenon was of course impossible to predict by taking a look at the case where q ∈ {0, 1} because, for these two values, we precisely have that q = q n 2 .
Two natural questions emerge from Theorem 1.7: (a) what can be said when q ∈ (−1, 0)? (b) what happens if the functions f k are only mirror-symmetric (as in Theorem 1.6)? Regarding (a), it is not difficult to build explicit counterexamples where the equivalence between (i) and (ii) in Theorem 1.7 fails. For instance, with q = −1/2, n = 2 and
. See Remark 3.3 for the details. Actually, we do not know if this counterexample hides a general phenomenon or not. Does Theorem 1.7 continue to be true for all q < 0 except (possibly) for some values of q, or is it always false when q < 0? On the other hand, to answer question (b) is unfortunately out of the scope of this paper. Indeed, to do so would imply to change almost all our computations (in order to take into account the lack of full symmetry). We postpone this further analysis to another paper. Theorem 1.7 will be obtained in Section 3 as a consequence of a more general multidimensional version (namely, Theorem 3.1). In fact, we will even prove that (i) and (ii) are both equivalent to a third assertion that only involves the sequence {f k } k≥1 and not the value of q (provided it belongs to [0, 1]). As a consequence, we shall deduce the following transfer principle.
Theorem 1.8 (Transfer principle). Fix n ≥ 1 and let {f
As a nice application of all the previous material, we offer the following theorem. (We will prove it in Section 3.) For every q ∈ [0, 1], let us denote by H 
These polynomials are related to the q-Brownian motion X (q) through the formula
We then have: Theorem 1.9 (q-version of the Breuer-Major theorem). Fix q ∈ [0, 1] and let n ≥ 1. Let {G l } l∈N be a q-Gaussian centered stationary family of random variables on some W * -probability space (A, ϕ), meaning that there exists ρ : Z → R such that, for every integer r ≥ 1 and every
Assume further that ρ(0) = 1 (this just means that
where 'f.d.d.' stands for the convergence in law of all finite-dimensional distributions and X (q n 2 ) is a q n 2 -Brownian motion.
The rest of the paper is divided into two sections. In Section 2, we recall and prove some useful results relative to the so-called q-Gaussian chaos, which is nothing but a generalization of both the Wiener and Wigner chaoses. Notably, therein we extend the formula (4) to the case of multiple integrals with respect to the q-Brownian motion (Theorem 2.7). Once endowed with this preliminary material, we devote Section 3 to the proofs of Theorems 1.7, 1.8 and 1.9.
q-Brownian chaos and product formulae
Throughout this section, we fix a parameter q ∈ (−1, 1), as well as a q-Brownian motion X (q) on some W * -probability space (A q , ϕ q ). As a first step towards Theorem 1.7, our aim is to generalize the formula (4) to the case of multiple integrals with respect to X (q) .
Multiple integrals.
For every integer n ≥ 1, the collection of all random variables of the type
is called the nth q-Gaussian chaos associated with X (q) , and has been defined by Donati-Martin [5] along the same lines as the classical Wiener chaos (see, e.g., [11] ), namely:
where the intervals (
-extend linearly the definition of I X (q) n (f ) to the class E of simple functions vanishing on diagonals, that is, to functions f that are finite linear combinations of indicators of the type
where the sesquilinear form ., .
and where δ m,n stands for the Kronecker symbol; -exploit the fact that the form ., . q is strictly positive on L 2 (R n + ) (see [2, Proposition 1]) in order to extend I X (q) n (f ) to functions f in the completion F q of E with respect to ., . q . Observe finally that, owing to the estimate
, one can rely on the inclusion L 2 (R n + ) ⊂ F q for every q ∈ (−1, 1) and every n ≥ 1.
Of course, relation (9) continues to hold for every pair f ∈ L 2 (R n + ) and g ∈ L 2 (R n + ). Moreover, the above sketched construction implies that
Let us now report one of the main results of [5] , namely the generalization of the product formula for multiple Wiener-Itô integrals to the q-Brownian motion case. In the sequel, we adopt the following notation.
Notation. With every f ∈ L 2 (R n + ) and every p ∈ {1, . . . , n}, we associate the function f 
where, in the right-hand-side, σ is decreasing (this fact is written in symbols as σ ց), s i is at the place σ(i), and
Besides, we define another function f 
where, in the right-hand-side, s i is at the place σ(i) and
(See Theorem 1.7 for the definition of inv(σ).)
We now introduce the central concept of contractions.
) of f and g is defined by the formula
The pth q-contraction f
q .
We also set
These contractions appear naturally in the product formula for multiple integrals with respect to the q-Brownian motion, that we state now.
Theorem 2.2 (Donati-Martin
2.2. Respecting pairings. As in [8] , the notion of a respecting pairing will play a prominent role in our study. 1 (t 1 , . . . , t n 1 )f 2 (t n 1 +1 , . . . , t n 1 +n 2 ) . . . f r (t n 1 +...+n r−1 +1 , . . . , t n ) {i,j}∈π δ(t i − t j ), (12) where δ stands for a Dirac mass at 0.
For instance, consider the following pairing π := {(1, 4), (2, 8) , (3, 6) , (5, 9), (7, 11) , (10, 12)} as an element of C 2 (3 ⊗ 4 ⊗ 3 ⊗ 2). Then it is readily checked that
and recall the definition (10) of f, g q . We have
where, for every σ ∈ S n , the pairing P 2 (σ) ∈ C 2 (n ⊗ n) is explicitly given by
Proof. With each σ ∈ S n , we may associate σ ∈ S n given by σ(i) = n + 1 − σ(n + 1 − i). We then have, by the definition (12),
Now, we observe that σ(n
Thus, since it is further readily checked that inv( σ) = inv(σ) and that σ → σ is an involution, we get σ∈Sn q inv(σ)
Joint moments of multiple integrals.
Let us eventually turn to the main concern of this section, that is, to the extension of (4) for multiple integrals I X (q) n 1 (f 1 ), . . . , I X (q) nr (f r ). To achieve this goal, we focus on the following construction procedure.
Fix some positive integers n 1 , . . . , n r with r ≥ 3, as well as p ∈ {1, . . . , min(n 1 , n 2 )}. Then, given π ′ ∈ C 2 ((n 1 +n 2 −2p)⊗n 3 ⊗. . .⊗n r ), σ 1 : {1, . . . , p} → {1, . . . , n 1 } ց and σ 2 : {1, . . . , p} → {1, . . . , n 2 }, we construct a pairing π = F (σ 1 , σ 2 , π ′ ) ∈ C 2 (n 1 ⊗ n 2 ⊗ . . . ⊗ n r ) as follows (see Figure 1 for an illustration): 1) In π, the first two blocks {1, . . . , n 1 } and {n 1 + 1, . . . , n 1 + n 2 } are connected via exactly p pairs given by (σ 1 (i),
The interactions between the n 1 + n 2 − 2p remaining points in {1, . . . , n 1 + n 2 } and the set {n 1 + n 2 + 1, . . . , n 1 + . . . , n r }, as well as the interactions within {n 1 + n 2 + 1, . . . , n 1 + . . . , n r }, are governed along π ′ .
This construction is clearly a one-to-one procedure. That is, given a pairing π ∈ C 2 (n 1 ⊗ n 2 ⊗ . . .⊗n r ) such that the first two blocks {1, . . . , n 1 } and {n 1 +1, . . . , n 1 +n 2 } are linked by (exactly) p pairs with p ∈ {1, . . . , min(n 1 , n 2 )}, there exists a unique σ 1 : {1, . . . , p} → {1, . . . , n 1 } ց, a unique σ 2 : {1, . . . , p} → {1, . . . , n 2 } and a unique pairing π ′ ∈ C 2 ((n 1 + n 2 − 2p) ⊗ n 3 ⊗ . . . ⊗ n r ) such that π = F (σ 1 , σ 2 , π ′ ). Besides, by the very definition of the q-contraction f p ⌢ q g, the following result is easily checked:
Our second ingredient for the generalization of (4) lies in the following computation of the crossings in F (σ 1 , σ 2 , π ′ ):
is given by the number of crossings in π that involve at least one of the pairs {(σ 1 (i), n 1 + σ 2 (i)), 1 ≤ i ≤ p}. In order to compute this quantity, consider the following iterative procedure: -Step 1 : Compute the number of crossings that involve the pair (σ 1 (1), n 1 + σ 2 (1)). Since σ 1 is decreasing and π ∈ C 2 (n 1 ⊗ . . . ⊗ n r ), this is just the number of points between σ 1 (1) and n 1 + σ 2 (1), i.e., (n 1 + σ 2 (1)) − σ 1 (1) − 1.
-Step 2 : Compute the number of crossings that involve the pair (σ 1 (2), n 1 + σ 2 (2)), leaving aside the possible crossings between (σ 1 (2), n 1 +σ 2 (2)) and (σ 1 (1), n 1 +σ 2 (1)) (they have already been taken into account in Step 1). Since σ 1 (1) > σ 1 (2) , this leads to (
. . .
-
Step l: Compute the number of crossings that involve the pair (σ 1 (l), n 1 + σ 2 (l)), leaving aside the possible crossings between (σ 1 (l), n 1 + σ 2 (l)) and (σ 1 (1), n 1 + σ 2 (1)), . . . , (σ 1 (l − 1), n 1 + σ 2 (l − 1)) (they have already been taken into account in the previous steps). This yields (
By repeating this procedure up to
Step p, one can compute D as follows:
We are now in a position to state the main result of this section, which is a suitable generalization of (4). (We recover (4) by choosing n 1 = . . . = n r = 1 and
Proof. The proof is by induction on r ≥ 2. For r = 2, observe first that C 2 (n 1 ⊗ n 2 ) = ∅ ⇔ n 1 = n 2 . Then, with the notation of Section 2.2, every π ∈ C 2 (n ⊗ n) can be written as π = P 2 (σ) for a unique σ ∈ S n , and one has Cr(π) = inv(σ) since, for every i, j ∈ {1, . . . , n},
j and σ(j) < σ(i).
Therefore, according to (13) and (9),
which corresponds to (16) in this case.
Assume now that (16) holds true for every (n 1 , . . . , n s ) with s ≤ r−1 (r ≥ 3), and fix n 1 , . . . , n r ≥ 1. According to the product formula (11), one can write
and hence, by our induction assumption,
Now, given π ∈ C 2 (n 1 ⊗ . . . ⊗ n r ), denote by p π ∈ {0, . . . , min(n 1 , n 2 )} the number of pairs in π that link the first two blocks {1, . . . , n 1 } and {n 1 + 1, . . . , n 1 + n 2 }. By using successively Formulae (14) and (15), we deduce
which completes the induction procedure.
3. Fourth moment theorem and applications
We also introduce the set C col 2 (n i 1 , . . . , n ir ) of pairings in P 2 ({1, . . . , r}) that respects the coloring of (n 1 , . . . , n R ), i.e.,
as the set of pairs in π with the same color N i , i.e.,
Finally, for all subsets π ′ , π ′′ of a given pairing π, the notation Cr(π ′ , π ′′ ) will refer to the number of crossings (in π) between pairs of π ′ and pairs of π ′′ .
With this notation in hand, we can state the main result of this section.
Then, the following four assertions are equivalent as k → ∞:
(ii) For every i ∈ {1, . . . , d} and every p ∈ {1, . . . , c(i, i) ).
(iv) For every r ≥ 1 and every i 1 , . . . , i r ∈ {1, . . . , d}, one has
where we have set
Remark that, in the case where the integers n 1 , . . . , n d are such that
it seems difficult to identify the limit in (17) as the distribution of a multidimensional q * -Gaussian law for some q * ∈ (−1, 1), due to the (possibly) changing weights q Cr(
Before proving Theorem 3.1, let us first explain how it implies Theorem 1.7, Theorem 1.8 and Theorem 1.9.
Proof of Theorem 1.7. Theorem 1.7 is an immediate spin-off of Theorem 3.1. Indeed, take
. . , n ir ) = P 2 ({1, . . . , r}), and the limit in (17) becomes π∈P 2 ({1,...,r}) q Cr(π)n 2 , which is precisely the rth moment of the q-Gaussian law G q n 2 (0, 1), see indeed (5) and observe that P 2 ({1, . . . , r}) = ∅ when r is odd.
Proof of Theorem 1.8. Here again, it is an immediate spin-off of Theorem 3.1, still by considering the case where
. . , n − 1}. But, since this latter assertion does not depend on q, we deduce, by using the converse implication (ii) ⇒ (iii) for all the other possible values of q, that
Proof of Theorem 1.9. The result for q = 1 being already known (see [4] ), we fix q ∈ [0, 1) in all the proof. Since our aim is to show a convergence in law, in (7) it is not a loss of generality to replace G l with I X (q) 1 (e l ), where the sequence
Indeed, using the fact that the covariance function characterizes the distribution of any centered q-Gaussian family, we immediately check that
Moreover, such a sequence {e l } is easily shown to exist by considering the linear span H of {G l }. It is indeed a real separable Hilbert space and, consequently, there exists an isometry Φ : H → L 2 (R + ). By setting e l = Φ(G l ), we get that (18) holds true. Now, using (6), we can write
Fix d ≥ 1 and t 1 , . . . , t d > 0. For each i ∈ {1, . . . , d}, observe that the kernel
is a symmetric function of L 2 (R n + ). Moreover, it may be shown (see [10, chapter 7] ) that lim
for all i ∈ {1, . . . , d} and all p ∈ {1, . . . , n − 1}. Take n 1 = . . . = n d = n in Theorem 3.1 and set
Since (ii) holds, we deduce from (17) that, for every r ≥ 1 and every s 1 , . . . , s r ∈ {t 1 , . . . , t d }, the quantity
where we set q n := q n 2 for simplicity and where X (qn) is a q n -Brownian motion (for the second expression of the limit, see (4)). This concludes the proof of Theorem 1.9.
We now turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. We shall prove the following sequence of implications:
. . , d}. In this case, convergence (17) can be written as
the last equality being an easy consequence of formula (16). Since the convergence in law is equivalent by its very definition to the convergence of all the moments, the implication (iv) ⇒ (iii) is shown.
(iii) ⇒ (i) Obvious (still because convergence in law reduces to convergence of all the moments in our framework).
(i) ⇒ (ii) We shall make use of the following proposition. (−1, 1) . Then, for every symmetric function f ∈ L 2 (R n + ), we have
Proposition 3.2. Fix q ∈
where
. . , n}) = p}. Before proving it, let us see how it implies the desired conclusion. Fix i ∈ {1, . . . , d} and assume that the sequence {f i k } of Theorem 3.1 satisfies (i), that is,
Thanks to (19), we deduce that
If
and σ∈S p 2n q inv(σ) = 0; we deduce
→ 0 for every p ∈ {1, . . . , n i − 1}, which is precisely (ii). If q > 0,
q inv(σ) > 0 and, accordingly, we also get that f i
, that is, (ii) holds true as well.
Proof of Proposition 3.2. By using the product formula (11) together with the isometry (9), we first deduce
Next, observe that (f n ⌢ q f ) 2 = f 4 q and, using (13) , write f ⊗ f 2 q as
It is readily checked that σ∈S n 2n q inv(σ)
Also, since f is a symmetric function, it is easy to verify that for every σ ∈ S p 2n with p ∈ {1, . . . , n − 1}, one has
.
As a result, we deduce that
Remark 3.3. Assume that n = 2 and let f ∈ L 2 (R 2 + ) be a symmetric function. It is readily checked that f
We deduce from (19) that
In particular, when q = −1/2 and f = √ This explicit situation shows that Theorem 3.1 may actually be false when q is negative. However, formula (21) implies the following interesting fact when n = 2. Let q ∈ (−1, − 
