Introduction {#Sec1}
============

Decision-making links cognition to behavior and is a key driver of human personality, fundamental for survival, and essential for our ability to learn and adapt. Often, decisions are made under uncertainty, where choices are made given expected consequences^[@CR1]^. Such decisions are thought to be "rational" when the subject is optimizing some criteria. For example, when gambling, subjects may wish to maximize their expected reward. However, it is well-established that humans often are influenced by internal biases such as preferences and emotions based on past experiences^[@CR2]--[@CR4]^. In fact, patients with psychiatric disorders frequently have alterations in decision-making, which stem from dysfunction of neural circuits that produce different cognitive and emotional symptoms affecting decision-making^[@CR5]^.

Little is known about such disorders because the function of neural circuits involved in decision-making in humans is largely uncharted, severely limiting understanding of mechanistic changes underlying disruption associated with age or psychiatric diseases. In order to understand human decision-making, accessing several brain structures involved in decision-making and measuring their electrical activities at the millisecond resolution would be ideal. Typically, access to the human brain has been limited to a few case studies wherein subjects have lesions in a particular structure such as the orbitofrontal cortex (OFC)^[@CR5]^, or studies where Positron Emission Tomography (PET) and Functional Magnetic Resonance Imaging (fMRI) are used to measure activity in several healthy subjects during decision-making^[@CR6]^. Both of these approaches have limitations. Lesions don't provide actual neural data to ascertain the brain's role during behavior, and PET and fMRI provide correlates of neural activity but suffer from poor temporal resolution. PET resolution is on the order of minutes, fMRI is on the order of multiple seconds, while decisions are often made on the order of tenths of a second.

In this study, simultaneous observations of electrical activity in multiple brain regions at timescales relevant to decision-making were obtained by placing several electrode contacts at these sources (Supplementary Fig. [1](#MOESM1){ref-type="media"}). Each contact recorded the activity of neuron populations at the local field potential level. Specifically, six human subjects implanted with StereoElectroEncephaloGraphy (SEEG) depth electrodes for clinical purposes performed a binary decision-making gambling task while local field potential neural activity was recorded (see subject information in Methods and Table [1](#Tab1){ref-type="table"}). The task involved a game of high card where subjects won virtual money if their card was higher than the computer's card as described previously^[@CR4]^ (Fig. [1a](#Fig1){ref-type="fig"}). Subjects were informed that the deck of cards was infinite and only contains 2, 4, 6, 8 and 10 cards. On each trial, subjects had to decide to bet "high" (\$20) or "low" (\$5) on their card being higher than the hidden computer's card drawn from the same deck.Table 1This table provides clinically relevant information on each of the subjects such as gender, age, duration of epilepsy (dur.), and the number of trials recorded for 6 cards as well as for all cards.*PatientGenderAge* \[*yr*.\]*Dur*. \[*yr*.\]*Num*. *Trials* \[6/*all*\]Epileptogenic zoneSTGCuAG1male26342/185Hippo (L), FuG (L)5 L------2female413839/162Hippo (R), TmP (R)---3 R4 R3female532335/136PCC (R), Ins (R), OFC (R)8 R------4female60833/172TmP (L)5 L/4 R2 L3 L/4 R5female363625/157PrCu (R), IP sul (R), OcG (L), PO sul (L)---4 R3 R6female23523/132Hippo (L/R), ITG (R), IT sul (R)2 R2 R5 RAG, angular gyrus; Cu, cuneus; FuG, fusiform gyrus; Hippo, hippocampus; Ins, insula; IP sul, intraparietal sulcus; IT sul, inferior temporal sulcus; ITG, inferior temporal gyrus; OcG, occipital gyrus; OFC, orbitofrontal cortex; PCC, posterior cingulate cortex; PO sul, parieto-occipital sulcus; PrCu, precuneus; STG, superior temporal gyrus; TmP, temporal pole. Figure 1Gambling task and behavioral results. **(a)** Timeline of the behavioral task. After fixation, subjects were shown their card. Once the bets were shown, subjects selected one of the choices and then were shown the computer's card following a delay. Feedback was provided afterwards by displaying the amount won or lost. **(b)** Average bet decisions across cards (±1 standard error of the mean). Subjects predominantly bet low for 2 and 4 cards and bet high for 8 and 10 cards. There was no dominant strategy for 6 cards, which had a 38% chance of eliciting a high bet. **(c)** Reaction times across cards (±1 standard error of the mean). Subjects reacted faster for cards whose rewards had lower variability. *Image copyrights:* The card images are reproduced without modification from Freedesignfile.com^[@CR49]^ (license: <https://creativecommons.org/licenses/by/3.0/>). The United States five-dollar bill image is reproduced without modification from Wikipedia^[@CR50]^.

Notations {#Sec2}
---------

In this paper, we use the following notations. The player's card and computer's card on trial *t* are denoted *PC* ~*t*~ ∈ {2, 4, 6, 8, 10} and *CC* ~*t*~ ∈ {2, 4, 6, 8, 10}, respectively. The binary betting decision is denoted by *Y* ~*t*~ ∈ {0, 1}, where *Y* ~*t*~ = 0 means that the participant bets low (\$5) and *Y* ~*t*~ = 1 means that the participant bets high (\$20). The outcome of the card comparison is denoted *O* ~*t*~ = sign(*PC* ~*t*~ − *CC* ~*t*~) ∈ {−1, 0, 1}, where −1 means loss, 0 means tie, and 1 means win. Random variables are usually denoted by an uppercase letter, while their realizations are denoted by a lowercase letter.

Results {#Sec3}
=======

Behavioral results {#Sec4}
------------------

The optimal strategy for maximizing expected reward in this task is to bet high when dealt the 8 or 10 card and bet low when dealt the 2 or 4 card. Subject behavior closely followed this strategy, as they bet high (\$20) 5%/9% of the time for the 2/4 cards and 92%/93% of the time for 8/10 cards, respectively (Fig. [1b](#Fig1){ref-type="fig"}). In contrast, for the 6 card, both betting options resulted in the same expected reward. The ambiguity of the decision on 6-card trials resulted in subjects taking longer to decide (Fig. [1c](#Fig1){ref-type="fig"}) as well as switching between both high and low bets. The average reaction time for 6-card trials was 1.39 s, while it was 1.27 s, 1.37 s, 1.24 s, and 1.22 s for 2, 4, 8, and 10 cards, respectively. For their decisions, subjects on average bet high 38% of the time for these 6-card trials. Although, these subjects are on average risk averse since they more often chose to risk less money on 6-card trials, they do not consistently bet low.

Subject-specific probability models {#Sec5}
-----------------------------------

Given that a decision must be made despite both decisions having the same expected reward, we hypothesized that decisions for these ambiguous trials (and trials where subjects did not maximize their expected reward) are influenced by past trial variables. To test our hypothesis, we constructed a behavioral model for each subject characterizing the probability of betting high on a trial as a function of (i) *present* covariates quantified by the expected outcome given the player's card (**E**(*O* ~*t*~\|*pc* ~*t*~)) and the variance of the outcome given the player's card (**Var**(*O* ~*t*~\|*pc* ~*t*~)), and (ii) *past* covariates quantified by the previous trial's expected outcome given the player's card (**E**(*O* ~*t*~−~1~\|*pc* ~*t*~−~1~)), variance of outcome given the player's card (**Var**(*O* ~*t*−1~\|*pc* ~*t*−1~)), outcome (*o* ~*t*−1~), and outcome-prediction error (*e* ~*t*−1~ = *o* ~*t*−1~−*po* ~*t*−1~, where *po* ~*t*~ is equal to −1\[1−*y* ~*t*~\] + 1*y* ~*t*~). These terms modulate the baseline probability of betting high on trial *t*, captured by the constant term. Parameters of the models were fit via maximum likelihood estimation methods (see Methods, Fig. [2](#Fig2){ref-type="fig"}, and Supplementary Table [1](#MOESM1){ref-type="media"}).Figure 2(**a**) Average bet decisions across cards. Subjects predominantly bet low for 2 and 4 cards and bet high for 8 and 10 cards. (**b**) The first panel shows the model coefficients and their 95% confidence bounds for each covariate for each patient model, also given in Supplementary Table [1](#MOESM1){ref-type="media"}. **(c)** The second panel overlays the estimated probability model $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{p}}_{t}\mathrm{.}$$\end{document}$ *Remark*. The data for patient 4 shows a complete separation for 2, 4, 8, and 10-card trials. On these trials, the probability of high bets is equal to 0 for 2- and 4-card trials and it is equal to 1 for 8- and 10-card trials. Therefore, we fitted the model on 6-card trials only, excluding present covariates that are not useful or redundant with the constant term on 6-card trials.

The present return was significant in models across all subjects and the present risk was significant in model of subject 1. In addition, one of the past components was also significant in three of the six subjects (subjects 1, 3, and 6). Subjects 1 and 3 were influenced by the previous trial's risk (quantified by **Var**(*O* ~*t*−1~\|*pc* ~*t*−1~)) and subject 6 was influenced by her previous trial's return (quantified by **E**(*O* ~*t*−1~\|*pc* ~*t*−1~)). This is not surprising when one observes the betting behavior as a function of previous trial parameters as illustrated in Supplementary Fig. [2](#MOESM1){ref-type="media"}. Subjects 1, 3, and 6 are clearly changing their betting strategies based on previous trial return and risk. For example, subject 1 is more likely to bet high on a 6-card trial if his previous trial was a low risk trial (*i.e*., previous card value is a 2 or 10); and subject 6 is more likely to bet high on any card if she just had a 2 card on her previous trial. Although previous outcome and outcome-prediction error seem to influence betting behavior on some subjects, there are not enough data samples to render significance in the models.

Neural correlates {#Sec6}
-----------------

We searched for neural correlates of the two model components that were significant in at least one subject: (a) expected outcome and (b) variance of the outcome. For both components, we looked at the encoding of the information and the retrieval of the information. For the present encoding of the information, we searched for neural data at trial *t* modulating with the variable at trial *t* (correlate of the present variable in the present neural data) and we hypothesized that it happened right after the present player's card was revealed. For the retrieval of past information, we searched for neural data at trial *t* modulating with the variable at trial *t* − 1 (correlate of the past variable in the present neural data) and we hypothesized that it happened right before the present player's card was revealed. We conjectured that these components are being encoded in all subjects, while only half are influenced by them when they make their decisions. Therefore, we analyzed neural activity in all subjects.

To identify neural correlates of a given variable, we constructed spectrograms for each trial time-locked on a specific epoch for each brain region and hemisphere. Then, we performed a nonparametric cluster-based statistical test on spectrograms to identify modulation with the variable of interest^[@CR7]^. This test naturally solves the problem of multiple comparisons (one comparison for each time-frequency windows) as described in methods. To approach this analysis with an unbiased viewpoint of the whole brain, we looked at every region that fulfilled the following requirements: (i) the region must have been recorded in at least three different subjects, and (ii) the regions must not be part of the clinically annotated epileptogenic zone for any subject. These requirements are motivated by the low sample size of our population. We report the most significant results for model covariates during encoding and retrieval after applying a false discovery rate (with *q* = 0.05) to solve the problem of multiple comparisons (one comparison for each brain regions).

### Correlates of Return {#Sec7}

Return can be quantified by the expected outcome given the player's card. The expected outcome is a linear function of the player's card regardless of the bet (as shown in Fig. [3a](#Fig3){ref-type="fig"}). For encoding of present return, we found that the superior temporal gyrus (R) has the most significant correlate as measured by its cluster (*p* = 0.0012). In particular, immediately *after* the subject sees his/her card, power in the 6--21 Hz band increases with the expected outcome given the player's card on a given trial. Not surprisingly, the average power in the superior temporal gyrus (R) cluster follows a linear trend as a function of the player's card. For retrieval of past return, we found that the cuneus (R) has the most significant correlate as measured by its cluster (*p* = 0.0012). In particular, about one second *before* the player's card of the current trial is shown, power in the 2--4 Hz band increases with the expected outcome on the previous trial.Figure 3Neural correlates of encoding and retrieval for return and risk variables. **(a)** The neural activity in superior temporal gyrus (R) after the Show Card epoch of trial *t* modulates with the expected outcome at trial *t*. The neural activity in cuneus (R) before the Show Card epoch of trial *t* modulates with the expected outcome at trial *t* − 1. The time-frequency plot maps the *t*-statistic associated with the Pearson's correlation between the variable and the neural data in each window. The red contour highlights the time-frequency cluster that shows a significant correlation (two-tailed test, *α* = 0.05). The average power in the cluster shows a modulation with the player's card that is similar to the one of the variable of interest. Error bars represent ±1.96 standard errors from the mean. **(b)** The neural activity in cuneus (R) after the Show Card epoch of trial *t* modulates with the variance of the outcome at trial *t*. The neural activity in angular gyrus (R) before the Show Card epoch of trial *t* modulates with the variance of the outcome at trial *t* − 1.

### Correlates of Risk {#Sec8}

Risk can be quantified by the variance of the outcome given the player's card. The variance of the outcome is a concave function of the player's card regardless of the bet (as shown in Fig. [3b](#Fig3){ref-type="fig"}). For encoding of present risk, we found that the cuneus (R) has the most significant correlate as measured by its cluster (*p* = 0.0002). In particular, immediately *after* the subject sees his/her card, power in the 18--150 Hz band increases with the variance of the outcome given the payer's card on a given trial. Not surprisingly, the average power in the cuneus (R) cluster after the player's card is shown also follows the same concave shape. For retrieval of past risk, we found that the angular gyrus (R) has the most significant correlate as measured by its cluster (*p* = 0.0002). In particular, during one second *before* the player's card of the current trial is shown, power in the 2--46 Hz band increases with the variance of the outcome on the previous trial.

Discussion {#Sec9}
==========

In this study, we hypothesized that past trial outcomes bias subjects' gambling decisions, especially on trials where uncertainty is the largest and where present information cannot guide subjects (*e.g*., 6 card trials). To test this hypothesis, we constructed subject-specific models for the probability of betting high on a given trial as a function of the present return and risk, and past information including previous trial's return, risk, outcome, and outcome-prediction error. The models showed that one or more past covariates improved model fit in 3 of the 6 subjects.

For the subjects influenced by past covariates (1, 3, and 6), there were clear changes in betting strategies. That is, they did not always bet high on 8 and 10 and low on 2 and 4, and their bets on 6 card trials could not be captured by a simple biased coin flip model (constant probability of betting high on 6 cards). Rather, they sometimes bet high on 6 cards and sometimes low on 6 cards, which can be predicted by past outcomes. In contrast, for other subjects, all past covariates were insignificant in the model. Although our study cohort is small, our results suggest that humans range the entire spectrum as decision makers from past-dependent to past-independent.

We then looked for neural correlates of encoding (present) and retrieval (past) of each model component that was significant in at least one subject's model. Since return and risk significantly influence betting behavior, these components must be encoded in the brain right after the player's card is shown in a trial and then must be retrieved during the next trial to weigh into the decision on the next trial.

Superior temporal gyrus {#Sec10}
-----------------------

We found that alpha and beta-band power in the superior temporal gyrus (R) encodes the present return or expected outcome once the subject sees his/her card. The superior temporal gyrus is one of the three gyri of the temporal lobe. It is bounded by the lateral sulcus above and the superior temporal sulcus below. It is mainly known to be responsible for processing of both object- and space-related information^[@CR8]^, but has been shown to be involved in integrating previous actions and outcomes into one's decision-making strategy^[@CR9]^. The role of superior temporal gyrus in non-speech related processing has been described as a correlate of temporal action planning^[@CR10]^, judgment tasks^[@CR11]^, and processing complex configurations of symbolic information^[@CR12]^. Superior temporal gyrus activation has also been linked to higher semantic associations^[@CR13]^, context dependent processing^[@CR14]^, and with detecting the degree of predictability in a variably random sequence of stimulus presentations^[@CR15]^. Taken together, our study and past works suggest that the superior temporal gyrus provides predictive information that occurs over time in order to identify, process, and/or prepare for actions.

Cuneus {#Sec11}
------

We found that gamma and high gamma-band power in the cuneus (R) encodes present risk or variance of outcome once the subject sees his/her card, and that delta power in the cuneus may be involved in retrieval of past return at the beginning of the current trial before the subject sees his/her card. The cuneus is a small lobe within the occipital lobe. It is bounded anteriorly by the parieto-occipital sulcus and inferiorly by the calcarine sulcus. It is mainly known to be involved in basic visual processing^[@CR16]^, but several fMRI studies have shown that cuneus is involved in decision-making. Pathologic gamblers have higher fMRI bold activity in the dorsal visual processing stream including the cuneus relative to controls^[@CR17]^, and gray matter volume in the cuneus is associated with better inhibitory control in bipolar depression patients^[@CR18]^. In addition, adolescents with internet gambling addiction show high fMRI cuneus activity during go/no-go tasks^[@CR19]^. Furthermore, fMRI activity in the cuneus appears to be higher when subjects chase losses when gambling but is lower when they quit gambling^[@CR20]^. Other studies show cuneus fMRI activity correlating with value, probability of winning, and saliency^[@CR21],[@CR22]^. Past studies suggest that the cuneus may indeed be involved in calculating risk and also return, but have not had the temporal resolution in neural data that SEEG recordings provide to be more precise about fast oscillations and dynamics of electrical activity in the cuneus during risky decision-making. Taken together, our study and past works strongly suggest that cuneus impacts human decision-making and not just basic visual processing.

Angular gyrus {#Sec12}
-------------

We found that power between 2--46 Hz in the angular gyrus (R) retrieves the past trial's risk value. The angular gyrus is a brain region in the parietal lobe that lies near the superior edge of the temporal lobe and immediately posterior to the supramarginal gyrus. It is mainly known to be involved in complex language functions, but previous fMRI studies have also linked angular gyrus to decision-making^[@CR23]--[@CR25]^. In particular, the activation of angular gyrus reflects the probability^[@CR22],[@CR26],[@CR27]^ and variance^[@CR28]^ of potential outcomes. The angular gyrus has also been linked to the orientation of visuospatial attention^[@CR29],[@CR30]^. The attentional focus can influence both the processing of a decision and the choice being made^[@CR31]--[@CR33]^. The attentional effort can also be driven by the decision difficulty^[@CR34]^. Furthermore, reward-associated features of visual stimuli can attract and capture attention, even when they are no longer relevant^[@CR35]--[@CR37]^. This relationship might be particularly relevant to the understanding of the role of the angular gyrus in retrieving past outcome information in decision-making. Taken together, our study and past works suggest that the angular gyrus might be involved in guiding attention within the visual representation of decision information, which then enables retrieval of past outcomes relevant to current choice.

Conclusion {#Sec13}
----------

In conclusion, SEEG recordings offer a unique opportunity to understand spatio-temporal dynamics during decision-making at a millisecond resolution, and our task allows us to examine how humans make decisions in the face of variable uncertainty. The neural correlates found here warrant further examination of the superior temporal gyrus, the cuneus, and the angular gyrus, and their role in decision-making.

Methods {#Sec14}
=======

Subjects {#Sec15}
--------

Patients with medically intractable epilepsy increasingly undergo StereoElectroEncephaloGraphy (SEEG) recording in order to localize and resect the seizure focus. In this study, aside from the behavioral experiments no alterations were made to the patients' clinical care, including the placement of the electrodes^[@CR38]^. A total of six subjects volunteered to perform the task.

Subjects were implanted with 9 to 13 depth electrodes. Implantation was performed using robot-assisted surgery along with co-registered MRIs and CT scans, using methods previously described^[@CR39]^. Once inserted, SEEG electrophysiological data were acquired using a Nihon Kohden 1200 EEG diagnostic and monitoring system (Nihon Kohden America, USA) at a sampling rate of 1 or 2 kHz. Behavioral task event marker were written to and simultaneously with the electrophysiological data using the MonkeyLogic Matlab toolbox^[@CR40]^.

Details on these patients and the number of contacts in each reported structure for each subject are noted in Table [1](#Tab1){ref-type="table"}.

It is important to acknowledge standard concerns in analyzing data from epileptic patients. First, patients are often on medication, which might affect the neurophysiology of the brain. For clinical purposes, patients were kept off of their anti-seizure medication for their entire stay in the hospital, so these effects would be minimized. Secondly, actual seizures might impact the neurophysiology around the seizure focus. Human epilepsy recordings are taken to localize the seizure focus, so overlap is possible between seizure focus and areas recorded. In our cohort, the seizure foci did not include the superior temporal gyrus, the cuneus, and the angular gyrus.

### Ethics statement {#Sec16}

All experimental protocols were approved by the Cleveland Clinic Institutional Review Board. Experiments and methods were performed in accordance with the guidelines and regulations of the Cleveland Clinic Institutional Review Board. All subjects volunteered and provided informed consent in accordance with the guidelines of the Cleveland Clinic Institutional Review Board.

Stereoelectroencephalography {#Sec17}
----------------------------

Stereotactically implanted depth electrodes (SEEG) is a growing brain imaging modality at Cleveland Clinic^[@CR41]^. It is a technique and method that was developed in France^[@CR42],[@CR43]^, and that is becoming more prevalent at epilepsy centers in the US. In routine placement of depth electrodes, burr-holes (15--35 mm in diameter) are required for safe visualization of cortical vessels, and therefore only a small number of electrodes are placed. SEEG placement, however, uses small drill holes (1.8 mm in diameter), allowing many electrodes to be safely inserted. In addition, SEEG electrode placements are guided by pre-implantation hypotheses of epileptic networks localization. SEEG provides a more complete coverage of the brain, from lateral, intermediate and/or deep structures in a three-dimensional arrangement recorded over hundreds of channels (Supplementary Fig. [1](#MOESM1){ref-type="media"}). Using strict techniques, this procedure is safe and minimally invasive: only 1/1176 implantations last year resulted in an asymptomatic intracranial hemorrhage. The rate of complications in SEEG implantations is less than 1 %^[@CR41],[@CR44]^. Among all methods of invasive monitoring, SEEG is the least morbid^[@CR45]^.

Gambling task {#Sec18}
-------------

The behavioral task was performed in the subject's Epilepsy Monitoring Unit room. The task was presented via a computer screen and the subject interacted with the task using an InMotion2 robotic manipulandum (Interactive Motion Technologies, USA). The manipulandum is controlled by the subject's hand and allows for 2D planar motion which is translated directly to the position of a cursor onscreen.

The gambling task (Fig. [1a](#Fig1){ref-type="fig"}) is based on a simple game of high card where subjects would win virtual money if their card beat the computer's card as previously described^[@CR4],[@CR46],[@CR47]^. The subjects are told that (i) the deck of cards is infinite, (ii) the deck only consists of five different cards (2, 4, 6, 8, or 10), and (iii) each card is equally likely to occur on each draw. In the beginning of each trial, the subject controlled a cursor---via a planar manipulandum---to a fixation target. During fixation, subjects must center the cursor in less than 8 seconds. Once centered, the subject is shown his card (2, 4, 6, 8, or 10) for a duration of 2 seconds. The player's card is randomly chosen with equal distribution. The computer's card is initially hidden. The screen then shows the two possible choices: a high bet (\$20) or a low bet (\$5). The subject has 6 seconds to select one with his cursor. Following selection the computer's card, which follows the same distribution, is revealed. If the computer's card is larger than the player's card, then the subject loses the amount he bets. If the computer's card is smaller than the player's card, then the subject wins the amount he bets. If the two cards are equal then no virtual money is won or lost. The final screen depicts the amount won or lost. See Fig. [1a](#Fig1){ref-type="fig"} for timeline of task trial.

Modeling betting behavior {#Sec19}
-------------------------

For any trial *t*, the probability of betting high is denoted by *p* ~*t*~ = **prob**(*Y* ~*t*~ = 1) ∈ \[0, 1\]. This probability *p* ~*t*~ is modeled as a function of an *offset*, *present* covariates $\documentclass[12pt]{minimal}
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This definition means that the player predicts to win when betting high (*i.e*., *po* ~*t*~ = 1 if *y* ~*t*~ = 1) and predicts to lose when betting low (*i.e*., *po* ~*t*~ = −1 if *y* ~*t*~ = 0).

### Intuition about the model structure and its estimation {#Sec20}

To construct a model of the form (1) for each subject, we estimated the vector *β* by maximizing the data likelihood function. The structure of model (1) was chosen for the following reasons. First, Eq. ([1](#Equ1){ref-type=""}) ensures that the probability of betting high is a value restricted to be between 0 and 1. Second, Eq. ([1](#Equ1){ref-type=""}) is a Generalized Linear Model (GLM) for Bernoulli observations (bets) which ensures that the data likelihood function is concave in the unknown parameters *β*. This is desirable to ensure a unique global maximum and one can compute the maximum likelihood estimate efficiently^[@CR48]^.

Neural correlates data analysis {#Sec21}
-------------------------------

All electrophysiological and behavioral analyses were conducted offline using custom MATLAB® scripts. To search for neural correlates of the model components (*e.g*., expected outcome, variance of outcome) in the multiple brain regions (looking at each hemisphere separately), we examined the modulation of the neural responses in the spectral domain with a specified task variable during a specific epoch in the trial by means of a non-parametric cluster statistic^[@CR7]^.

### Spectral analysis {#Sec22}

Oscillatory power was calculated using continuous wavelet transform (logarithmic scale vector ranging 2--150 Hz and a complex Morlet wavelet with ***ω*** ~0~ = 6). Then, we binned the instantaneous power spectral density into 100-ms time windows spaced every 50 ms (50% overlap) and averaged the instantaneous power spectral density over each time window. Each 100-ms time window is marked with the time that corresponds to the end of the temporal window. Afterwards, each frequency bin's power was log normalized based on the power across the entire recording session by fitting the log of the power in each frequency bin to a standard normal distribution.

### Nonparametric cluster test {#Sec23}

We used a nonparameteric cluster test to find neural correlates^[@CR7]^. This test leverages the dependency between adjacent time-frequency windows in order to avoid over-penalizing with multiple comparison corrections. The main idea of this test is to build clusters (that is, set of adjacent time-frequency windows whose activity statistically significantly modulates with the design variable of interest) and to evaluate their significance by comparing a test statistic for the observed clusters to a null distribution generated by shuffling the label 10000 times between trials within each subject. To build clusters, a Pearson's correlation *r* between the neural data in each time-frequency window and the shuffled variable labels was calculated. For each time-frequency window, the correlation *r* was transformed to a *t*-statistic as follows $\documentclass[12pt]{minimal}
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                \begin{document}$$t=r\sqrt{(n-2)/(1-{r}^{2})}$$\end{document}$ and a *p*-value was assigned. Clusters were formed by grouping windows with significant correlations of the same sign that were adjacent in either time or frequency (using a two-tailed test with a significance level *α* = 0.05). The test statistic for each cluster was calculated by taking the sum across each window in the cluster of the difference between the *t*-statistic and the critical value corresponding to the intermediary threshold. This prioritizes clusters that both have strong differences as well as large sizes. The observed cluster statistic was obtained with the original labels. In turn, it was then compared against this null distribution of cluster statistics in order to obtain the final *p*-value of the test.

### False discovery rate {#Sec24}

We corrected the significance threshold using a false discovery rate with *q* = 0.05 in order to solve the problem of multiple comparisons (one comparison for each brain region).
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