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Abstract: In the introduction, the main object of the paper, namely, the calculation and study of the weight functions 
and orthogonality relations corresponding to the sequences of polynomials of the second kind associated with the 
Jacobi and the Gegenbauer polynomials, is briefly discussed. Section 2 contains the underlying theory restricted to the 
citation of a few general formulas regarding the orthogonality prcperty of associated polynomials of the second hind. 
Section 3 which deals with the application to the case of the Jacobi polynomials { P,‘“*fi’( z) 1 n E RI}, starts with the 
construction of the orthogonality relation and the weight function p1 of the associated polynomials for arbitrary 
a,/3 ) - 1. The denominator of the fraction representing p1 comprises the principal value of an integral which is 
studied in detail in order to bring it in an explicit form most suited for practical use. Attention is also paid to the 
associated functions of the second kind and some of their properties. Next, in a subsection, p1 is expressed solely in 
terms of elementary functions in a number of special cases involving subsets of (a, b)-pairs. When a + /3 = - 1 
(- 1~ a, B < 0), p1 and the associated polynomials are themselves of Jacobian type. The problem of finding all other 
(a, &-pairs for which this property also holds is completely solved. Further, p1 and the orthogonality relation are 
obtainedanddiscussedinthecasesu+~=O(-l~a,~~l),r+~=l(-l~cw,~~2),a+~=k(-l~cr,~~k+ 
l,tlkEN), /3=a (>-l), /3=a+l (a>-1,/3>0) and /3-a - 1 (a > 0, p > - 1). In another subsection, the 
generating function for the associated polynomials is calculated and the analysis of the result comprises some related 
formulas. In the final subsection, the moments of the weight function p1 with respect o 0, - 1 and 1 are expressed in 
terms of the corresponding moments of the weight function of the Jacobi polynomials, both in finite determinantal 
form and by means of a recurrence relation. In Section 4 which concerns the application to the case of the Gegenbauer 
polynomials {C;(z) 1 n E N}, the advantages of a new definition of the associated polynomials of the second kind are 
at first expounded. Then follow the orthogonality relation and the weight function p1 for arbitrary Y > - $. Next, ~1 
is calculated in terms of elementary functions for all integer and half-odd integer values of Y exceeding - 5. In the 
former case, a remarkable simplification occurs in the denominator of the fraction representing pl. After that follow 
three subsections devoted respectively to the functions of the second kind associated with the Gegenbauer polpomi- 
ah, two different generating functions for the associated polynomials and related formulas, and the moments of the 
weight function pt. The paper ends with two appendices in which certain types of sums are reduced to a one-term 
expression. 
Keywords: Associated polynomials of the second hind, Jacobi polynomials, Gegenbauer polynomials, weight function, 
generating function. . 
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1. Introduction 
In a recent report [8] ‘, Lewanowicz has established many formulas expressing different 
properties of the polynomials of the second kind associated with the Jacobi polynomials and 
more in particular the Gegenbauer polynomials. It is well known that the polynomials of the 
second kind associated with any sequence of orthogonal polynomials whose distribution function 
(i.e. a primitive of the weight function) is one-valued, real, bounded, nondecreasing and having a 
piece-wise continuous derivative on the real axis, also constitute an orthogonal set. Hence, there 
exists an orthogonal&y relation for the polynomials (in Erdelyi’s notation) 
qyy x) := 
/ 
1 P,'".B'( x) - P,'"*@'(t) 
-t 
(1 - t)*(l + t)’ dt, 
-1 X 
VnERJo, a>-1, /38-l, 
associated with the Jacobi polynomials 
pia*@) (x) := 
1 d”(x- l)“+“(x + l)n+B 
2”(n!)(x - l)“(x + 1)’ (d ) Xn 
9 
VnEN, a>-1, /I>-1, 
and for the polynomials (in Paszkowski’s notation) 
D:(X):= (’ 
1 
c~‘x~~~‘t)(l-t2)‘-1’2 dt, vnENo, y> _+, z+o, -- 
associated with the Gegenbauer polynomials defined either by 
. +al 
(1 - 2x24 + Uz)-y = c C,‘(X)U”, 
or by 
n=O 
c,‘(x) := r(n + Web + 3 p(v-‘,2, v-1,2)( ) 
r(2u)r(n+v++) n 
x, nE , v>-3, v f+J Y # 0, 
0) 
(2) 
(3) 
(4) 
(5) 
but these orthogonality relations are not comprised in [S] and no references to existing literature 
concerning them are made. The author only mentions two formulas by means of which the 
weight function v corresponding to 
q,,(x) := /bpn’x~ 1”“’w(t) dt, Vn E No, 
a 
being the polynomials associated with a given infinite sequence of monk orthogonal polynomials 
( p,(x)>, and more specifically the weight function u(~*~) corresponding to (1) are defined 
’ Reference [8] is an internal report of the Institute of Computer Science of the Wroclaw University, which was 
distributed by the author in 1985 as a preprint. As a consequence of communicating to him several of my results, 
Lewan~wicz modified his paper at my suggestion. The definitive version no longer contains certain formulae cited in 
this introduction, which have been the main stimulus for writing the present article. 
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implicitly as the solution of a linear, inhomogeneous integral equation, for example, 
J 
1 zwyt) dt x+ a-p + 1-X = 
-1 x-t (x+/3+2 ,F,(a + 1,l; cw + p + 2; 2/(1 -x)) ’ 
xe [-l,l]. (6) 
The main object of the present paper is to obtain the explicit expressions of the considered 
weight functions and to formulate the corresponding orthogonality relations in terms of them. 
But, besides that, a wealth of other results, mostly not interfering with the contents of [8] or other 
related papers, will be presented. The weight functions are studied in detail in certain interesting 
special cases, the associated functions of the second kind are briefly discussed, the generating 
functions of the associated polynomials of the second kind are calculated and attention is also 
paid to the moments of the weight functions. 
In the sections which will follow, I prefer to use my own notations and definitions, in 
accordance with the recursive theory of systems of associated orthogonal polynomials of all 
orders [4,5]. 
2. Underlying theory 
Let +!Q) be a one-valued, real, bounded, nondecreasing but nonconstant, continuous function 
with a piece-wise continuous derivative function, defined for all real S, and let [a, b] (with 
- CO < a < b < + oo) be the smallest real interval comprising all points of increase of +. Via 
d+(s) = p(s)ds, there corresponds to #(s) a function p(s), being zero outside [a, b], positive 
semi-definite on [a, b] and not involving any Dirac &functions. If all moments 
Mm := 
J 
bsmp(s) ds, VmEN, 
a 
exist and are finite, then p(s) may be regarded as a weight function belonging to a sequence of 
orthogonal polynomials ( p,(z) 1 n E N, z E Cc} whose orthogonality relation reads 
J bpm(s)p,,(s)p(s) ds = I,,iSmn with I, > 0, V(m, n) E N*. a 
When one writes 
p,,(z)=a,,z”+b,,z”-I+ l e= +I,, a,#O, 
then the recursive relations are known to be 
+~~+~(z) - 
n+l 
I, 
pn(z) + ~~pn_l(z) =0, Viz EN,. 
n-l 
If the associated polynomials of the second kind ( pf)( z) 1 n E N, z E C) are defined by 
-Pn+l(‘) p(s) ds 
9 VnEN, VzEC, 
-S 
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whereby the subscript of a polynomial always represents its degree, then the weight function pi 
belonging to the sequence ( &)(z)) is known to be given by 
(8) 
PA4 = when s=a, 2 
l.im P,(b-4 when s=b, 2 f--, +o 
0 when sEW\[a, b], 
with 9 meaning Cauchy principal value, and the orthogonal&y relation is 
/ 
bp!$(s)p$l)(s)pl(s) ds = In+&Smn, W(m, n) E N2. 
rl 
When the weight iunction p involves no mass-points as was assumed here, then the basic interval 
corresponding to ( &)(z)} remains [a, b]. Furthermore, the associated polynomials satisfy the 
recursion formula 
a 
apex, - 
n+2 
Vn E N, 
where p’_‘\(z) = 0 in agreement with (7) when the validity of this definition is extended to 
n = - 1. Note that the factor l/M, included in my definition of pi’)(z) usually entails a 
simplification since 
p!?(z) = a,,,z” + O( z”-l). 
In particular, if the given sequence ( p,(z)} consists solely of manic polynomials, then such is 
also the case with the sequence ( pf)( z>>. The factor I/M, also makes p!?(z) independent of 
possible proportionality changes of p(s). Besides in my own work [4,5], the expression (8) of 
pi(s) valid in ]a, b[ or some special cases of it have appeared in a few other papers among which 
I cite [1,2,9,10,12] usually apart from some proportionality factor. 
3. Application to the case of the Jacobi polynomials 
Hobson [7] used the notation W for the polynomials of the second kind associated with the 
Legendre polynomials. In a similar way, one can write 
p,‘:?(z) - p,‘:;B’(s) (1 
-S 
Z --s 
)“(I + s)fi d 
S, 
VnEN, VzEC, ~39-1, p> -1, (9) 
in which 
MO = 2a+@l I$x+P)I-+(j3+l)/I$Y+j3+2). 
’ This is, purely by convention, the continuous extension of p1 from inside the basic interval up to its bounds. 
C. C. Grosjean / Orthogonal polynomial 263 
The orthogonahty relation of these polynomials is 
/ 
’ 
-1 
w~~~‘(~)W,‘“*~‘(s)p~(s) ds = (n +2;);;21yn ;;;;;;;;;t;;+ 2) &,, 
. n a 
V(m, n) E IV*, 
and their weight function pi is the continuous function defined on R by 
(10) 
/ (1 - s)*(l+ s)@ 
( i&Y 
1 
Plw=( 0 -1 
(1- tY(l+ ty dt *+ 
t--s 
I ( 
+(‘-s)a(l +s)p)2‘ 
0 
VSE] - 1, l[, 
{O, VsER\] -l,l[. 
(11) 
It is clear that pi(s) is positive-definite in the open interval ] - 1, l[. The.principal value of the 
integral in the denominator can be expressed in different ways. We have for ah z E C \[ - 1, l] 
/ 
’ I1 - t)a(l + t)B dt = 2a+fi+l ““(’ - ‘)B du = 2a+fl+l ’ “tl - ‘)” du 
l -1 Z -t / (J z-1+2u I () z+l-2u 
Therefore, by the use of convergent binomial series expansion, we find 
J 
’ (l- t)a(l+ # dt= 
-1 Z -t (z-l)r(cw+p4-2) 
for ]z-1]>2, (12) 
and 
/ 
’ t1 - da@ + dB dt= 2a+fl+lr( (II + 1)r( fi + 1) 2 
-1 Z -t (z+1)r(QI+/3+2) 
24 P+l,l; a+P+2; 1+2 
( 
for ]z+l] >2. (13) 
The last two results may be complemented by analytical continuation. In this manner, we obtain 
/ 
1 (1- t)“(l+ ty dt 
-1 Z -t 
= - 2L(z _ l)a(z + l)fi + 2a+B ;y,fgP=lt) E (~la_Bc~~n ( LIj2jn 
sin WIT a n&O 
valid for I z - 1 I < 2, z 4 [ - 1, 11, under the condition that (x 4 N. For cy E N, the right-hand 
side yields an indeterminacy which can be eLh iv’iiated by an appropriate transition to the limit 
giving rise to a more complicat, 4 result involving a logarithmic part; 
J 
1 (1- t)"(l + ty dt 
-1 Z -t 
=~~‘_z).(_1_z)B-2.+~~p~~~~~ F. ((la--Jy+)* 
a! - n 
264 C.C. Gravjean / Orthogonal polynomials 
valici for 1 z + 11 < 2, z GC [- 1, l] when /? fE IV. For /? E N, an appropriate transition to the limit 
is needed once more. Consequently, we find for s E ] - 1, l[: 
9 J 
1 (1 - t)"(l + # dt 
-1 t-s 
lY(l - S)"(l + # cotan a7r 
_2,+,r(a)‘(b+1) F 
r(a+j3+1) 2 l 
_a_p 1. l_a. I-’ 
9 9 
’ 2 
whenaH% 
-a(1 - s)*(l + # cotan @a 
+2,,,r(a+1)r(b) F 
r(a+@+l) ’ ’ 
_a_@ 1. 1 8. l+’ 
, 9 - 9 2 
i when@W, 
:oge+ber with the necessary transitions to the limit in the cases that a, j3 or both take on a 
non-negative integer value. 
I have mentioned these expressions only for the sake of completeness. Indeed, the fact that 
they do not directly lead to a unique expression valid for all a > - 1, B > - 1, makes the 
preceding results unattractive for insertion into (11). A much better way to proceed will be 
expounded in what follows, but first I shall expkin through what kind of considerations I was 
led to it. 
The Jacobi polynomials are known to satisfy the recursive system 
A,P,I”v8’( z) - (z + B,) P;“*fl’( z) = 0, 
A,&$‘(z) - (Z + B,,)P,‘“*8)(~) + CnP,!a;8)(zj =0, Vn E IN,, 
(14) 
I 
in which 
2(n+ l)(n+a+p+l) 
AP (2n+a+/3+1)(2n+a+/3+2)’ 
a2-p2 
Bn’ (2n+a+/3)(2n+a+p+2) 
and 
an + a)b + B) 
cn=(2na++)(2n+a+j3+1)~ (15) 
For the associated functions of the second kind, say ( qi”*8)( z) 1 n E N), defined for a z E c \ 
[-I,11 by 
1 qwyz) := - 
n / 
l 
MO -1 
P,‘“~%) (I_ s)“(l + s)P 
z--s 
the following recursive system holds: 
Aoq:“*fl’(z) - (z + Bo)qpvfl’(z) = -1, 
A,qzf)(z) - (z + Bn)qp*B)(z) + C,q!$@(z) =0, ‘tin E N,. 
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When x E [ - 1, 11, we put as usually: 
q’*.fl’( x) := $[ @P’(x + 0. i) + q(y.yx - 0. i)] 
n 
and hence, for x E] - 1, l[: 
p.B) ( x) = 
n (17) 
It is known [3,13] that if one divides 4, (a.a)( x) by (1 - x)~( 1 + x) B, one obtains a particular 
solution of the differential equation which is aIso satisfied by P,‘“* a)(x), 
0 - x*)dX2 2y +[p-a -(oi+B+2)x]~+++n+P+1)y=o. 
From this we deduce that 
1 
9 
/ 
1 (1 - s)*(l+ # 
M,(l -x)*(1 +x)B 
ds, VXE] - 1, l[, 
-1 x--s 
must be a soktion of the differential equation 
0 - XZ)dxZ d2y +[p-a - (a + /3 + 2)x] 2 = 0, 
whose general integral in ] - 1, l[ reads 
dx’ 
with %‘r and %T2 arbitrary, x-independent integration constants. ‘Iherefore, we may conclude that 
there must exist a formula such as 
- I)*(1 1)” 
dt=(l-s)“(l+s)’ 
t-s _ + sy+l 1 ’ 
vs E] - 1, a[. (18) 
In order to verify the correctness of this assertion and find the coefficients & and 4?, I proceed 
as follows: 
4b J 
1 (l- t)*(l+ ty dt 
-1 t-s 
= ._(l_s)a(l+s)flln i+z kjl (l-f)a(l+t)~-~-S)a(l’s)B dt, 
- - 
-1 
VSE] -l,l[. (19) 
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! 
ow, I define t%e function 
Y(s) = K(l - s)“(l + s)“i (1 _ s,)a+;; + #3+1 + 
VSE] - l,l[, 
and it is e&a. to establish that it is the particular solution of the 
+_ AV 
(1 -s)“(l+# In E, - 
(20) 
differential equation 
(1 -s*jz + [(a - /3) + (a + /3)s] Y = 2(1- s)*(l+ # + K (21) 
which corresponds to the initial condition Y(0) = 0. Next, I consider the function 
z(s) = / 
1 (1 - t)"(l + ty - (1 - s)*(l + # 
t-s 
dt, VSE] -l,l[, 
-1 
(22) 
and verify by different&ion behind the integral sign and various manipulations that it satisfies 
the differential equation 
(1 - s2)z dZ + [(a -B)+b+BW 
= 2(1- s)“(l + sy - 2a+@+1 
r(a + l)r(j3 + 1) 
r(a+p+l) l (23) 
Comparing both differential equations to each other, we see that Y(s) and Z(s) are solutions of 
the same equation when 
AK= -2a+8+i~(a+l)IQ3+l)/~(a+j3+1). (24) 
In this case, Y(s) and Z(s) are equal if Z(0) = 0 and related but different if Z(0) # 0, Inserting 
s = 0 into (22), we find an integral representation of Z(O), namely, 
=w = / 1 (1 - t)*(l+ ty- 1 dr , a> -1, /3> -1, 
-1 t 
which is easily transformed into 
z(o) = (’ (l- t)a(l + t)‘- (I+ t)"(l. - tJB dt 
JO 
The last integral representation clearly shows that 
( 
>O forfi>a, 
z(0) =G forfi=a, 
<O forp<a. 
(29 
The special case j3 = a corresponds to the Gegenbauer polynomials and will be reconsidered in 
Section 4. Let us now proceed with sufficient generality to enclose all possibilities. Inserting the 
value of K given by (24) into the right-hand side of (21) and subtracting the equations (23) and 
(21) side by side, we get 
(1-s’)$[Z(s)-Y(s)]+[(a-P)+(a+P)sj[Z(s)-Y(s)l=O, 
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which proves that for - 1~ s < 1 
2(s)-Y(s)E(%(1-S)“(1+s)~~%?ER) 
and hence, 
z(s) - Y(s) = Z(O)(l - S)*(l+ #. 
From (19), (20), (22), (24) and (26), it follows that 
(26) 
ds’ 
0 (1 -S’)a+l(l +#+* 1 - (27) 
In conclusion, we find for pi(s): 
r (1 -)-a0 +sP PA4 = -iM2(s) +M2 ’ &El _ 1 9 1[ 9 (28) 
t 0, VsER\] -l,l[, 
whereby 
(29) 
M= ar( a + p + 2)/2”+p+‘r( (r + 1)r( fl+ 1) (30) 
and 
a$= / 
1 1-- (1- t)*(l f t)B dt= 
A - 
-1 t J 
l(1 + t)“(l - ty - (1 - t)“(l + ty dt 
0 t 
= 2a+/3+1 
/ 0 
2-a-8 
du. (31) 
It can be verified that pi(s) is a continuous function on R for any cw > - 1 and fl> - 1. As far 
as the constant A,, is concerned, it can be expressed in terms of the logarithmic derivative of the 
gamma-function ?P and the generalized hypergeometric function 3F2 in the following manner: 
J 
l(l+t)a(l-t)B-l dt= l(l-t)B-l 
0 t J 3 t 
dt+ E(;)B(n, /3+1) 
n=l 
=9(o)-+(p)+ &-l,n(;-J;; 
n=l n 
= wo - s(P) + p *+ 1 -jF2(1 - (Y, 1,l; p+ 2,2; -1) 
where 
P(z + 1) +OO 
9(z) = 
1 1 
r(~+l) =- Y+ c( 
--_ 
1 n=l n n+z ’ 
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andconsequently,foranya> -land@ -1, 
whereby 
+OQ (a+:-?&,-(/3+1-n),, 1 
c 
n=l b+lMP+O, n 
- a, 1,l; ,8+ 22; -1) 
Note that in virtiie of A, = -Z(O) and (29, .A, has the same sign as (a - j3) when a J: j? and 
is equal to zero when a = j3. In certain special cases where a and B are related in a simple way, 
AcrP can be represented in closed form solely in terms of elementary transcendental functions. Of 
interest within the present context are the following cases: 
a+@= -1. 
J 
1(1+ &qQ(l - t)-a-l - 1 
t 
dt=*(O)--*(-a--l)-In2, a<O, 
0 
A = &-a-l -T cotan cm, -l<a<O. 
a+#3=0. 
/ 
1(1+ t)“(l - t)-” - 1 
t 
dt = \k(O) - 2?P( -a) + \k( - $a) 
0 
=?P(O)-?P(-+(a+l))-2In2, a<l, 
A a,-* =a tan $alr= (Ir//SkxT)(l-COUYT), -1Qx4. (35) 
a+j?=l. 
/ 
1(1+ t)"(l - ty - 1 dt 
0 t 
= P(0) - (1 - a)?P(--a) - (1 + a)?P(l - a) + (1 - a)*( - $X) i- a?P($(l - a)) 
=?P(O)-(i-a)9(-~(a-tl))-&{-~a)-2ln2-1, a<2, 
A a.l-a = 41 - a! tan $m - a cotan $aa] 
= (%/Sin a-)(1 - Ia - cos an), -1 <a -C 2. (36) 
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On account of the definitions (2) and (9), we have: 
(n+cr+P+l) 
p,‘G-Q(z) = - 
2”n! 
V+ O(z”-‘), Vrm EN, 
w,‘m( z) = 
(n+a+/3+2) 
2”+‘(n + l)! 
n+lzn+O)(~n-‘), VnEN. 
\ (37) 
(38) 
The coefficient of the highest power of z in aII the polynomials belonging to these two sequences 
3s positive and finite. As for the function of the second kind qjsa*B)(x) defined on ] - 1, l[ by 
(17), it is according to some of the preceding results given by 
q(a.B) ( x) = 
n 
(1 - s)“O + ST ds - 
X -S 
= (1 - x)“(l + X)BP(a*pyX) n 
dt 
(1 - t)a+l(l + ty+l 
F(a+P+2) A 
+ 2a+fl+iT(a + l)r(B+ 1) aB 1 
in which 
- W,‘-“f)(x), VnE:N, (3% 
p,‘a*B’(x) - p,‘a*B’(s) (1 -- -S )*(l + s)fl ds, j,#n E t$j . 
X -S 
The sequence ( q, ta*fl)(x) 1 n E N) is the solution of the infinite system of linear equations 
d40flb) - b + Bo)fo(x) = -1, 
Anfn+l(x) - Cx + Bn)f,(x) + cnfn-l(x) = O9 VnENo, xE] -l,l[, 
(40) 
where A,, Bn and Cn are given by (15). If one divides qAa@)( x) by (1 - x)*(1 + x)fl, i.e., 
@.8’(x) := 
1 
M,(l -x)*(l +x)’ 
9 
I 
1 P,‘“*@‘(s) 
(1 -s)“(l +s)’ ds 
-1 x-s 
= p(a98Yx) n 
[ 
b + P + qxgql + #3+1 
I 
rb+P+2) A 
+ 2a+fl+iT(a + l)r(B+ 1) aB 1 
- w~yyx)/(ld- x)*(1 + xy, VnERJ, xE]-l,l[, 
one obtains the solution of the second r,‘cmd of the differential equation 
(41) I 
(1 -X2)z d2y +[&-a -(.+8+2)x]g +n(n+a+p+l)y=O. 
whose polynomial solution is P,(asfl) (x). Inserting the expression of Qrqp)(x) into this equation, 
270 C.C. Grosjean / Orthogonal polynomials 
one easily establishes that W,‘_*f)(x) is the (n - 1)th degree polynomial solution of the inhomo- 
geneous linear differential equation 
(1 -X2+$ dy +[CY-j3+((a+/3-2)x]~+(n+l)(n+cu:+P)y 
dP(*>fi)( x) 
=2(&+/3-+-l) “dx , (42) 
generalizing the well-known differential equation for W,_l(x) associated with the Legendre 
polynomial P,(x) [7] and being one of the main results obtained by Lewanowicz in [g]. Since 
qj$*“‘(x) and Q, ((y~B)(x) differ from one another solely by a proportionality factor which is 
independent of n, the sequence {Q, (ayP)(~) 1 n E N} is at the same time the solution of an infinite 
system of linear equations differing from (40) only by the first right-hand side which should be 
-(l - x)-“(1 + x)-~ instead of -1. 
Various details concerning the weight function pl(s) 
In the basic interval [ - 1,1], the weight function p&s) is usually a good deal more com- 
plicated than the original weight function p(s) corresponding to the Jacobi polynomials. Indeed, 
according to (29) and (3(I), the denominator of pi(s) involves a function constructed by means of 
constants and a s-dependent incomplete b&a-function when at + /3 + 1 =# 0. An exception to this 
general trend which is certainly worthwhile to be examined more closely, is constituted by the 
subclass of (Q, P)-pairs satisfying 
ar+p= -1, 
equality which entails that CY and j3 both belong to ] - 1, O[. Then, the denominator in (28) is 
clearly independent of s making pi(s) at least proportional to (1 - s)-*(l + s)~+’ in ] - 1, l]. 
Furthermore, in virtue of (30), (29) and (34), we get: 
and so 
U,8Z2f-%/V2=1 
which yields, according to (28), 
PI(S) = (1 - s)-&(l+ S)OL+l, WE] -l,l[, -l<ar<O. (43) 
Note that this weight function tends to zero as s approaches -1 and 1. It is interesting to 
compare the two relevant orthogonality relations 
(s)(l-s)“(l+s)-“-‘ds~E l(a-n+1)2’53 
’ (n!)” sinT]lar] m”’ 
V(m, n)EN2, --I<LY<O, 
with co =l,e,=$forn=l,2 ,..., and 
s ’ ~,ia,-~-~)(,)~n(“‘“-l)(s)(l - $*(I + S)a+l ,js --_ -1 
v(m, n)EN2, -l<a<O. 
But the sequence {P,‘-“@“!(z)) is also orthogonal in t-1, 11 
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with (43) as weight function. 
_. 
Iience, there is proportion~ty and by comp~g the coefficients of zR in P,(-a*a+l)( z) and 
w$-n-l)(~) with the aid of (37) and (98), we simply find 
I$$“+--“-l’(z) = $P,‘-**“*l’(z), wn f N, Qz E 6, - 1 < c! < 0. (44) 
Thus, for all ( LY, @)-pairs in ] - 1, O[ 2 which satisfy a! + fl = - 1, the polynomials of the second 
kind associated with the Jacobi polynomials are also classical and belonging to the same family 
of orthogonal polynomials. Written more explicitly and with e replaced by -0, (9) becomes 
$ 
* peI”.“-l>(Z) - pe,“.“-ys) 
-1 z--s 
(1 - s)-@(l I-S)@-’ ds = 2 si; ,,,p,(“v’-“‘(z), 
VnEN, VZEC, O<w<l. (451 
This formula genera~~es the well-known relation between the Chebyshev polyno~als of the first 
and the second kind 
This is the special case of (45) which corresponds to o = 3, since 
T,(z) = (Fr!/($&$‘/“* -f’z’(z), u,(z) = [(h + l)!/(~),]p,“/2~~/Z)(,)” (47) 
But besides (461, it is also well-known that 
and considering that for a ~-polyno~al LY f & = 1, this formula provides an ~dica~on that the 
subset of sequences of Jacobi polynomials for which (Y + p = - 1 does not comprise all the 
sequences ( P:“*@ (z) 1 n E N f whose associated orthogonal polynomials of the set kind are 
also classical. In other words, there must edst one or more (cy, @)-pairs in the region I- 1, f cc[ 2, 
with Q! + 6 # - l1 such that p&s) is of the form 
C(I - s)“(l + SfS’, C#O, at’> -1, p’> -1, (491 
despite the fact that the deno~ator in (28) is not a constant with respect o s. A method to 
discover all these (~~~~-~airs runs as follows. 
If &‘(s) and .X are such that there exists a triplet f C, A, ~1 satisfying c f 0, h < 1 - ar, 
p < 1 - & wherefore 
M”(s) +X2 = ~(1 - $fl + s)‘, QS E] - 1, 11, 
&en, on account of (281, p&s) is a weight function of the Iacobi-type. By differentiation with 
respect o s, we obtain 
2~‘(~~~(~~ =c[fi(l -S) --x(1 +s)](1 -S)h-l(l +s)“_l, 
leading to 
w4qs) = 2( 
a 
+“s + l) [p(l -S) - X(1 -i- S)j(I - S)h+a(f fS)‘+B, 
according to (29), after differentiation 
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A second differentiation yields 
a+P+1 
(1 _ S)a+l(l + #+I = 2(cx +B + 1) 
[ p(p -+- P)(l - s)h+a+l(l 4 s)r*p-l 
-_EL(X + ff + l)(l - S)h+a(l + s)@ 
--A(/& + p + l)(l - S)h+U(1 + s)p+@ 
+A(X + a)(1 - S)h+a-l(l + s)P+B+l] 
showing that there must exist an equality such as 
2( cy + p + 1)*/c 
=[p(p+~)(1-s)z-(2hp+po+XP+h+p)(l-s~)+A(A+cu)(l+s)2] 
x (1 - S)h+2a(l + s)p+*p, Vs E] - 1, I[. 
The expression between the square brackets is a polynomial in s which may be of degree 0, 1 or 
2. Since the left-hand side is a finite constant different from zero, this expression should also be a 
constant or proportional to either (1 - s), (1 + s), (1 - s)*, (1 - s*) or (1 + s)*, which leaves us 
with six possibilities to be studied one by one. In the first case, for example, we have h = -2a, 
y= -2,8, and th e expression between the square brackets becomes 
2P2(1 -s)* + 2(a + j3 - 2a@(l- 82) + 2a2(1+ s)‘. 
Since it should be a constant different from zero, the following system results: 
i 
a*+2cup+j3*-(Y-/?=00, 
cy* - p* = 0, 
CY*-2@-/?*+~~+/3#0. 
This system has two solutions: 
(y=p=+ 
and 
(50) 
P J -cw#O. (51) 
A similar analysis of the other five cases ieads, strangely enough, to no additional possibiIities. 
Thus, besides a! + /3 = - 1, (50) and (51) are the only cases in which p&s) may be of the form 
(49), but whether ~~(3) actually is of that form or not, must now be examined separately. The 
method which we outlined, only provides a necessary condition. 
,The isolated case (Y = j3 = 3 clearly corresponds to the Chebyshev polynomials of the second 
kind. Its verification is not strictly necessary, but nevertheless I prefer to carry it out, 
A v&l/2 =O, d(s) = 2t (1 _“.;r,* = 2s (1 _s2)‘/*’ x=2, 
dl?*(s)+N*=~ 
l-s2 
pl(s) = $(l -s*)“*, VsE] - 1, l[. (52) 
n 
t 
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reads 
= ~1k-~-l)2n+,I 8 
2a*((n + l)!)‘(Zn + 3) sin 1 aI 71 mi*t 
v(m, n) E N2. (59) 
These formulas generalize those corresponding to the Legendre polynomials (P,(z)} and their 
associated polynomials { W,(z)}, although in that case, pi (s) is of a different form [12,4]: 
j+(s) = ($ In +q*+ ~I-‘, VsE] - Ll[. 1 
However, applying twice de 1’Hospital’s rule to the third form of pi(s), namely, 
in order to remove the indeterminacy at ar = 0, one easily verifies that (60) is the limit towards 
which pi(s) tends when one lets LY converge to zero. Note that (60) can also very easily be 
deduced irectly from (28)-(31). 
Recalling the original purpose of examining the case p = --M # 0, we have to look for possible 
sequences {IJII~*-~) (z)} which consists of classical orthogonal polynomials. By means of the 
method previously outlined, i.e., assuming 
&[($Lyy~)” ] cos all + 1 = c(1 - $(l + s)E”, 
VsE] -l,l[, czo, A-=1-& y<l+a, 
carrying out two differentiations with respect o s, and so on, or simply by inspection, one finds 
that the only possibilities are the isolated cases wherefore cos CUT = 0, thus (Y = $ and (Y = - 3. 
For (Y = 3, we get 
p,(s) = 4(1 - sz)l’*, 
and (9) and (10) become 
j4,(1/2,-1/2)(z) _ $1’ p,%2’-1’2’(z~ --$?-1’2’t’) (; ---),, ds, 
n 
-1 
J ’ T~~l/*;l/*)(s)~n(l/*,-l/*)(s)(l _ s2)1/2 ds = -1 
It is clear that Wn(1/f;-1’2) (z) and V,(z) are proportional. Comparing (61) to (54))) we find 
J+7;V*J/*) (Z) = ~.j7~~/*.-l/a(,), 
and on account of (55), it follows that 
W/W27 l/2) ( z) = p~WJ/*~ n (z) = [W,/(n + I)!lU,(z). 
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Similarly, for a = - $, we obtain 
p,(s) = 3(1 - s*)l’*, 
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= (_l)“J4i7yd/*y _z) = (_ 1)‘9?$%1/2)( -4 
=P’y*J’*yz) = [(f),/(n + l)!]v,(z) 
and the same orthogonality relation as for { Wn(1/2~-1/2)(z)}. 
In conclusion, it can be stated that among the sequences of polynomials of the second kind 
associated with the complete set of sequences of Jacobi polynomials, the following and only 
those are classical and of course also of the Jacobi-type 
( 
all(fx,j?) satisfying a-E/3= -1, -1 <ar,p<O, 
(a, P) = (& -$), (a, P) = (-& i) and (a, P) = (t, t). 
Note that the Chebyshev polynomials of the second kind { V,(z)} are, apart from a convenient 
proportionaiity factor, associated with no less than four sequences of Jacobi polynomials, 
namely, those with (ar, ,5j = (- 3, - $), ($, - $), (- f, 4) and (4, $), the latter consisting Al’ the 
U ‘s themselves. 
In connection with the special case (Y = p = i, it is of interest o cakulate the weight function 
pr(s) corresponding to the associated polynomials { W, (“*B)(z)} for which (Y and fi satisfy 
(Y + /3 = 1. We find for aII (Y E] - 1,2[\(0,1} in virtue of (36) and (28)-(3(l) 
A a,l-a =-z--(l-2~-cosnV), M= 2$ya), 
A(s) = 21’ ds’ 
sin (~7r 
a (1 _ $l)arr(l +#-a + 2+1 - cu) Aa,r-a 
and therefore the weight function corresponding to { W,(OL*l -*)(z)} is 
Pi(S) = 
4cx2(e! - l)*(l - s)-*(l + ;X)a-l 
(62) 
4(x+- l)*(l -s)“(l +s)l-a 
= (1+$(~)2a-2(l+s)(l-201t*s)(~)acOSOL71+(l-2a+s)2’ 
VsE]-l,l[, VcxE]-1,2[\{0,1}. (62’) 
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For (Y = /I = 3, pr becomes: 
2 -l/2 
&)=$ ws ) 
s2/(1- s2) + 1 = 
$(I - s2)“2, Vs E] - 1, l[, 
in agreement with (52). For cy = 0 and for (Y = 1, an appropriate transition to the limit is needed 
in 
4cw2(a - l)2 
(62”) 
in order to remove the indeterminacy. on account of the invariance of this weight function for 
the combined substitutions 
cy-)l-QI, Is+ -s, 
the twofold application of de l’Hospital’s rule 5 required only once. The results are 
PI(s)= l+$ 
1+s 
- ( 22nKs- I+S 1 1 2+ G(l +s)2’ VSE] 1, 11, 
for cw=O, p=l, and 
PAS) = 1 
l-s 
( 
- s 
ThI+$ +1 2+;(l-s)2’ 
1 
VSE] - 1, l[, 
(63) 
(64) 
for cy = 1, /I = 0. These expressions can also be deduced irectly from (28)-(33). 
The results obtained for (a, /3) satisfying (Y + p = 0 and cx + j3 = 1 seem to indicate that a 
generalization to CY + fi = k with k = 2, 3,. . . is feasible. Such is indeed the case. When cy + p = k, 
then (Y and j3 are restricted to the open real interval ] - 1, k + I[. The integral appearing in (29) 
is 
I 
S ds’ 
0 (1 - #+l(l + s’)k+1-a =[(E)a+1(,+d$k+2 
1 * 
= - 
J 2k+l 1 
~~-~-~(l+ u)~ du 
1 k k =- 
=( )J 2kf1 . 
a u-j-l du 1+s 
u 
9 O:= j-0 J 1 l-s’ 
The resulting new integral yields an algebraic expression when (Y -j # 0 and a logarithmic 
expression when (Jo -j = 0. To avoid complications, let us first assume (as we did before) (Y 
noninteger, i.e., (Y ~3 - 1, k + l[\{O, 1,. . . , k } with k E N for the sake of generality. Then, we 
find by means of (3O), (29) and (32), 
A-= 
Ilrr( k + 2) 
~“+‘I’(cu + l)I’(k + 1 - cw) = 
(k + l)! sin (YQ 
2k+‘cw(l - a)(2 - a) . - - (k - a) 
=- (k + l)! sin CYYQ 
2k+r( -f&+l ’ 
(65) 
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_ (k+ l)! sin area 
p+$+_4k+l cr*k-a’ 
vs E I - 1311, 
A at,k_a=?P(ff)-9(k-ol)+ p$ 
II=1 
t-4,, b-k), 
(k+l-a), - (a+l), I , 
k 1 
?P((Y) - *(k - (u) = C -L - 7~ cotan (~71, 
po a-j 
+03 (-1)” 
n=l n (k+l-a), =(-a”+ln~I n(n-a)(n+l-+++k-a)’ 
k 
(n- a)(n+l-:)++k-a) -h,?o(-l)j 
Hence 
and 
= 
A a.k-a 
- T cotan a71 + 
+(-1)X(-flhil i (-l)j(;)j_;+a[‘P(j-k2cu)_p(j-k+n)] 
j=O 
- T cotan (Y’II 
- a cotan m 
- II cotan wrr 
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. 
An important simplification follows from the equality 
i (-l)‘(F) (ilaJ2 = ‘~~~~~~,” [*(k-a) - 9(-l -a)] 
j=O 
k 
= (-ukjkil lFoj’a* 
It entails 
A = a,k-a --1~ cotan av - 
and consequently, for - 1 < s < 1, 
In ] - 1, l[, the weight function pr(s) corresponding-to ( &@~k-a’(z)} is 
PI(S) = 
22k+2 (1 - S)-*(l+ S)U-k 
(67) 
foranyaE]-1, k+l[\{O,l,..., k},VkEN. 
The coefficients in pi(s) are such that the usual orthogonality relation of the Jacobi 
polynomials expressed with p(s) = (1 - s)*(l + s)~, the definition of the associated polynomiaIs 
(9) and their orthogonality relation (10) are mutually compatible for Q! + /3 = k. For k = 0 and 
k = 1, the formula (67) confirms the results (57) and (629, respectivek _ inahy, letting a tend to 
KE (0, l,..., k } in (65) and (669, one easily finds: 
1+$+ . . . ++ 
4 
-K ’ 
whereby a sum of the form 
1+$+ *a’ +1/n 
is assumed to be replaced by 0 when n = 0, on the ground of the equahty 
l+$+ **. + l/n = ‘k(n) - ?P(O). 
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These expressions of M(s) and .N, inserted into 
(1 -.q”(l +s)K-k/(&(s) +P) (689 
yield pr( s) in the case of (a, j?) = (K, k - K), VK E { 0, 1, =. . , k }, Vk E N. The formula comprises 
(60), (63) and (64) as the simplest special cases. 
The general formulas (28)-(31) may be applied to other special cases of interest. In the case of 
p = a ( > - l), there comes 
(1 -S*)-a = Vfs E] - 1, l[, a > -1. 
[(2a + 1)s ,F,(a + 1, 4; 3; s*)]* + 
aP(a + $) ’ 
r*jff + 1) 
Similarly, we have, for /I = a + 1 
(1 - s)(l - s*)-“-l 
p&9 = [@a + 2)s *F&y + 2, $; 5; $2) - (1 - .9)-q* + aP(a + *)/r’(a + 1) ’ 
VSE] -l,l[, fx> -1, 
andforp=a-1 
Plb9 = 
(1 + s)(l - S*)-a 
[2as,F,(a + 1, 3; ;; 9) + (1 - s*)-“I2 + q a + $)/P(a) ’ 
VsE] -l,l[, a>O. 
As a complement to the preceding study of the weight function pl, I shall now cdculate and 
discuss a generating function for the IV@) -polynomials, as well as the moments of pl, clear 
being two related topics. 
A generating function for the W@lfi)-polynomials 
The generating function for the Jacobi polyno_mials { Pi”+@)(x) 1 n E IV} which involves the 
simplest numerical coefficients in its power series expansion, is known to be 
+CG 
Gfa,B)(x, t) = c P;“*B’(x)t” 
n=O 
= [t - 1 + (1 - 2xt + ty*] “[ t + 1 - (1 - 2xt + t*y*] B 
ta+q1 -x)*(1 + x)@(l - 2xt + ty* 
(699 
p+B 
= (1-2xt+t*)1’2[1-t+(1-2Xt+t*)1’2]’[1+t+(1-2~t+t*)1’2]~’ 
W9’) 
In virtue of the definition (9), the corresponding enerating function for t associated poly- 
nomiafs ( WJar fi)( X) 1 n E N) reads 
1 
J 
1 
=- 
wqx, t) - G’“qs, t) 
J&g -1 x--s 
(1 - s)*(l + s)@ ds 
with 
A/i*= s ’ (1 - s)“(l + $)fi ds = 2a+fi+l’(;; :“,‘+“:, l) I t&p> -1. -1 a 
There is a subset of ((a, /3) 1 a 3 - 1, /3 > - 1) in which H(@)(x, t) is directly known ex- 
plicitly, namely, that for which LY and /3 satisfy’s + @= - 1, whereby - 1 < ar,/3 < 0. Indeed, in 
virtue of (44), we have: 
H(a.-u-l) (X, t) - $@(-a.a+iVX, 1) 
= [t-l+(1-2xt+t~)~~~]-“(t+l-(1-2Xd+t~~~’~j~+1 
2t(l -x)-*(1 + X)n+i(l - 2xt + ,2)1’2 
= [l-~+~l-2~~+~~)~‘z]a[l+~+(l-2x~+~~~~~~]-a-1~ 171) 
(1 - 2xt + ty2 
In all other cases, ff(a~~)~~, f ) may a priori be expected to be more compficated. In the case of 
the Legendre polynomids, for instance, it is known that 
1 = 
t(1 - 2xt + tZ)*/2 
In 1 + t + (1 - 2xt + t2)“2 
1 - t + (1 - 2xt + t2)‘/2 f 
in agreement with 
It is somew~t asto~s~ng that H!a*-u-l) and M@**) expressed in terms of the generating 
function for the Jacobi polynomials are of different nature. An explanation for this difference 
can be given once the general expression for H@fi) is found. This is the object of the present 
subsection. 
More or less inspired by (72), let us consider 
J ‘Gf-%-8)(,, t’) dt’ 0 
= (1 _ x)“(l + x)Bl( f’ - 1 + 0 ;f”’ + g”Y2 )-a 
x t’ + 1 - (1 - 2xt’ + t’2)1’2 dt’ 
tf (1 - 2xt’ + t’2)1’2 ’ 
-l~X,Kl, (W 
f= 2(x-s”) (Q,_ 2(1-2nr’+s’2)ds, 
1__t2’ -- 
(1 - &s’q2 
, 
Then, 
(1 _ Zxt” “i- t'2)'/2 = 1 - h’ + sf2 . 
1 -Sf2 
J rG(-ai-B)(~, t’) dt’ = 2(1- x)“(l -I- x)“( I- i) (1 0 S,)a;; + S,)P+l , (75) 
where 
v=t-1[l-(1-2xt+t2)1’2] withvz] -l,l[. 
Now, on account of (27), we find: 
1 
tG(-@.-&(X, t’) dt’ 
0 
qY+/3+1) 
= 2a+V(cu+I)r(p+1) i 
9 
J 
1 (1- U)“(l +U)Bdu 
-1 x-24 
(1 -x)*(1 +x)” 
- (1-7)e(l+T)B -1 @I 
1 (I- u)“(l -I- zqdu 
7--u 
(76) 
(70) may be rewritten as 
Hfay@(x, t) = Y& G'""'(x, t)9j 1 (1 - s)*(l+ S)Pds 
0 -1 X--s 
_@jl Gca+, t)(l -s)*(l - s)‘~~ 
-1 x-s 1 (77) 
with principal value signs because x E]- 1, l[. A suitable combipation ~4 (77) and (76) yields 
IcaJyx, t) = ar+p+1 
2t 
G(a,B) x, t 
( ,J 
fG(-a~-8)(X, t’) dt’ 
0 
1 
+a (l_2xt+t2)1/2 -1 i 
1 @ 
I 
1 (1 -u)“(l+ U)Bdu 
7-U 
__& G("*@)(s, t)(l - s)*(l + s&j 
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To transform the last integral, we substitute 
I_‘[1 - (1 - 2st + tz)1’2] = 24 
so that 
s = U + $t(l - u2), ds = (1 - tu) du, (1-22st+t~)1’2=1-tlL 
There comes 
J 
1 ~ G(a-p)(,, t)(l - s)*(l + s)‘~~ 
-1 x -S 
=9 I 
1 (l-U)“(l+U)P du 
4,x--u+$t(d- 1) 
1 
= (1 - 2xt + ty2 / 
1 (1 - U)“(l + U)B 
-124 - l/t - (1 - 2xt + ty2/t 
du 
-?/ u-r 
1 (1 - U)*(l+ U)” du 
’ -1 1 
whereby the first integral in the extreme right-hand side needs no principal value sign because 
t-‘[l+(1-2xt+t2)“2] EWJ-1,13 
when - 1 < x, t < 1, as we assumed. In this manner, H(alB)(~, t) becomes 
HcavB’( x, t) 
a+/3+1 
Gca*@)(x, t) j fG(-‘%-b)(X, f) dt’ _ 
qa+p+2) = 
2t 0 2a+fl*V( (Y + l)r(p + 1)t 
1 
J 
1 (1 - zq(1+ t# 
x (1 - 2xt + ty2 -124 - (1 + (1 - 2xt + ty2pt 
du 
’ 
-1 cx,t<l. (78) 
If one lets t converge to zero, the infinite series ymbolized by its sum H(“? 8) reduces to its first 
term in the limit, namely W, (a*P) which, on account of (38), is given by 
Wo’“‘qx) = $((u + /3 + 2), 
and one easily verifies that the right-hand side of (78) tends to the same limit. Consequen 
what follows, it suffices to consider t E] - 1, l[\{O}. 
The remaining task consists in studying the integraI 
I(4 = j
1 (1- u)*(l+ z# 
du inwhichsER\[-l,l], a,@ -1. 
-1 u-s 
This integral is closely related to the one which we considered in the left-hand side of (19) and 
may therefore be subjected to a similar analysis. Here, however, the range of s consists of two 
disjoint semi-infinite real intervals ] - 00, 11 and 11, + oo[, and in order to avoid comphcations, 
earance of expressions which are real in one 
to treat the two regions eparately. For the sake of brevi 
I(s) will be carried out in this paper only for s E 11, -E co[ 
IO, 1[ in (78). Afterwards, the treatment may be repeats wit 
convinced that the result for II (@>(x, t) which we shall o 
tq-I$[. 
By differentiation with respect o s behind the integral si 
function I(s) is a solution of the differential equation 
(9 - 1) dI/ds - [(a + 13)s + (a - /3>] I = 2a~~~~~(ff a S)r 
Note tile analogy with (21) and (23) which concern f~nct~Q~s re 
comprised in the general integral of this equation, i.e. 
ds” 
VsE]l, +co[, 
with A an integration constant and c a lower bound suitably 
c can be chosen equal to 1 in virtue of the ~~v~rgen~ of 
choice is no longer possible, but tbe~ a + /S -t- 2 > f and 
asymptotically like l/(~‘)~+~+~, it is po 
advantage that I(s) is then the solution of 
1 
J7 
(1 - qj1+ uydu 
-_ 1; U-S 
:‘= _p+B+l rb- + WV + 1) (s _ l)Lys + l)B dS' 
: 
!: 
I$X+/3+1) 5’ - 
i QsE]~, +oo]. 
! 
_,, 
That A d 0 can be proven by the use of the h~erg~rnet~c functions 
the left-hand side is equal to 
2*+B+T(a + l)T(fl+ 1) -- 
(s+l)r(a+/3+2) 
As far as the integral in the right-hand side is concerned, we 
h 
4-00 ds’ 
(St - l)“+l(s’ + l)a+i 
1 
I 
-FCC du = 
2a+B+1 C.>i1)/2 (0 - l)a+iu@*i 
1 =- 
p+/?*l 
(_l)n( -an-- 1 
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and so the right-hand side of (82) becomes 
2u+B+V((Y +1)r( p + 1) 
(s+l)I+x+j?+2) 
(l--&)~2F++l, ar+P+l; aiP+z:&). 
The expressions (83) and (84) are equal on account of the well-known identity 
,Fr(a, b; c; z)=(l -z)C-u-‘2F1(c-a, c-6; c; 2). 
T’hi$ confirms (82) and proves at the same time that A = 0. Incidentally, when (Y E] - 1, 0[ and 
c = 1 in (81), the constant A is different from zero if this expression represents I(s) since 
A =- llim lj i (i--~.4)~(i+~j~~~=_ lim I w(i--~j~ - 
2bs+l+O (s-1y -1 u--s s r++Ora 0 u+r d” 
l/r tU(l - rt)8+l 
t-l-l 
dt + r-“B(cw + 1, p + 1) 1 
1 
+e0 to 
=- 
0 xdt=sk 
To obtain the final expression of HCays) in terms of Gca*@ and G(-**-s), I choose the assumption 
cy 2 0 solely for the sake of simplicity, besides t > 0. Disregarding the case - 1 < (Y < 0 is not an 
essential restriction or drawback because our purpose is to obtain an equality between two 
functions of x and t whose Maclaurin series expansions in powers of t generate polynomial 
coefficients in x which are then two by two equal to one another for any x E] - 1, l[, D >, 0 and 
P> -1. This clearly suffices to have these polynomial equalities hold for all real or even 
complex X, cu and 8. 
Making use of (82) in (78) with 
s = t-1[1 + (1 - 2xt + tZ)i’2] = T’, 
we get 
G'a*B'(x, t) jtG(-a>-p)(x, t’) dt’ 
0 
+ w -1)a(7’+1)P t-00 
(1 - 2xt + ty2 s 
ds’ 
7’ (s’ - l)a+l(s’ + l)B+l 
1 * 
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Now, in analogy to (‘74) and (75), we have 
1 + (1 - 2X$’ + t”y2 - t’ 1. + (1 - 2x3 + tpy2 f t’ -B dt’ 
t ’ t’ (I - 2xt’ f Py 
ds’ 
(8% 
obtained by substituting 
tq1 + (1 - 2xt’ + P)‘/21 = s’. 
But the left-hand side of (85) may be rewritten as 
1 
2*+q1 -x)*(1 +x)” 
X 
j 
t [t’ - 1 + (1 - 2X&’ + t’2)1’2] “[ P + 1 - (1 - 2xt’ + ty] p dt, 
0 (1 - 2xt’ + ty2 
Consequently, 
Hfa*B)(x, t) = a+~+1 d& @@)(x, t) j'G--@)(x, t’) dt' 
0 
+ b - l)“(” + ‘1” 
J 
f~#“+~@%~)(X 
2*+“(1 - 2xt + ty2 0 
, 
p’) dt’ 
and our final result is: 
ar+p+1 
i 
1 =c: 
2t(l- 2xt + t2)1/2 [ 1 - f + (1 - 2xt -I- t2y2] “[I + t + (I - 2% + ty2] B 
X I 
t [l - t’ + (1 - 2xt’ + t’y] “[ 1 + f’ + (1 - 2xt’ + tq’2] B dt, 
0 (1 - 233’ + ty2 
+ [t-1+(1_zxt+t2)‘/2]“;f+1-(l-lxf+t’)l~2]~ 
X J 
2 [t’ - 1+ (1 - 2xt’ + ,,“)“‘1 IY [ f -k 1 - (1 - 2xtxt’ + zfy] @ dt, 
(1 - 233 + ty2 i 
3 W’) 
0 
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proven for x E ] - 1, K t E IO, 16, a z 0, /3 > - 1, but ultimately valid for any real set (x, t, a, /3) 
for which the functions H(“~~)(x, t)  G@yB)(x, t) and G(-*T-~) (x, t) are the limit sums of 
convergent Maclaurin series in powers of t. The formula clearly generalizes (72). The subset 
{(a, P)Ia+P= -11 constitutes an exceptional case (the only one) in which an indeterminacy 
has to be eliminated. The first part of the right-hand side is zero for a + #l + 1 = 0, but for the 
second part there comes 
Km b + P + 1)G(-a’-P)(X9 6 - 
p+B+l J ;,U+&(U,@)(x , t’) &’ p-+ (u+l) 0 
= ~G(-a~u+l)(~, t) t”+=+8+1 
= lG(-%a+l)(x, t), 
2 
confirming (71). The fact that the general formula (86) involves one case whereby the elimination 
of an indeterminacy entails a particular behaviour, explains the existence of (71) and shows that 
there is only one subset of (a; &pairs for which the relation between Wn(avp) and the Jacobi 
polynomials is as simple as in (44). In general, the expression of Wn(apfi) resulting from the 
Maclaurin series expansion of both sides of (86) is a finite linear combination of products of two 
Jacobi polynomials, 
Pp+‘(x)P,‘“yx) + Pp)(x)P,(~pyx) 
k+l k+a+P+l 1 
= (a+/3+l)(n+a+/3+2) n p,‘-a’+-)p,‘“$‘(x) 
2 k;. (k+l)(n-k+a+p+l)’ 
VnEN, VxER orC, (87) 
remaining valid for a + j? = -1 if the indeterminacy is properly removed. The formula then 
reduces to (44). When a + j3 # - 1, the most important simplification occurs for a = p = 0. 
Then, indeed, the two terms between the square brackets become equal and the forrrula goes 
over into (73). 
It is of interest o compare (87) with the formula in which products of two Jacobi polynomials 
appear in the denominators of the fractions involved, 
Here, apart from certain special cases such as e.g. a = /3 = 0, the number of factors in the 
coefficients increases with k. The formula follows from the well-known technique of combining 
the recurrence relations satisfied by { Pi’@) } and { qp*“)) (see (14) and (16)) so as to obtain 
&_$‘( z)P,‘“*“‘( z) - 4?‘“‘( z)P,‘$‘( z) 
= (C,/A,)[~~~S)(Z)p,‘*;p’(Z) - ~~~)(z)P,‘*@‘(z)] 
or 
w’*qfi’( z)P,‘“vfl’( z) - w,‘_“;B’( z)P,‘$‘( z) 
n -( n+a)(n+P)(2n+a*fl+2) 
= (n+l)(n+aQ?+1)(2n+a+j?) 
X[wn’_“;B’(z)P,‘“;B’(z) - II$j@(Z)P,‘“‘B’(Z)], VnElN,, 
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in virtue of 
&fl’(z) =P;“qz)q~*“‘(z) - Iq:;a)(z), vn E N. 
Repeated application leads to 
=f(ar+l)n(P+l)n(2n+a!+p+2)/(n+l)!(cu+j?+2)”, 
valid for any n E N,, k.tt also for n = 0. To deduce (88), it suffices to divide by P,(*~fi)( z)PJTf)( z) 
on both sides, to replace n by k and to sum with respect o k from 0 to n, taking into account 
that W?i”( z) = 0. 
T&e moments of the weight function belonging to the W(a*B~-polynomiaIs 
From the example which I gave in [4], namely, the moments of the weight function (60) 
corresponding to { W,(z)} (the Legendre case (Y = /3 = 0), it is to be expected that the moments 
M$ of the weight function belonging to ( W, (a,@(z)} cannot be expressed otherwise than in a 
determinantal form when m is an arbitrary element of N. 
In the notation and under the assumptions specified in Section 2,, the moments { Mz) 1 m E N} 
of pi(s) are given by 
Ml MO 0 0 ..* .o 0 0 
M2 MI M, 0 . . . 0 0 0 
y y2 7 yo **. 0 0 ‘I 
= 
(_l)m+l 
. . . . . . 
ME+l i 
m 
M’_ M’ 
. . 
m 1 m-2 
M’ 
A= M m-3 *** “‘I 4i 
M m+l Mm Mm_, J4,,,-2 .-. M2 MI MO 
M m+2 M,,,+l M,,, M,,,_, . . . M3 M, Ml 
QmEM. 
These moments atisfy the following recursion formula: 
f M _ .M,‘1, = M0Mm+2 - M,M,+,, VmEN. 
j=O m ' 
, 
(89) 
(90) 
In the particular case of the Jacobi polynomials, pi(s) is given by (28)-(33) and the moments 
{ M, } may be expressed in a variety of ways. The two simplest expressions are 
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/k*-_VJM~=,I;,(- m, a-t 1; a+/3+2; 2) 
=(-l)“,FY1(-m, p+1; cu+p+2; 2), VmER+), 
we find 
Pl 1 0 0 . . . 0 0 0 
P2 I-L1 1 0 . . . 0 0 0 
P3 p2 I-5 1 . . . 0 0 0 
&Q+l)m+l~O i ; ; ; 
L . . 
. - 
. . . 
Pm Pm-1 Pm-2 Pm-3 “. PC, 1 0 
El m+l Pm Pm-1 Pm-2 '*' P2 4% ’ 
Pm+2 Pm+1 Pm @ ,- m-l . . . P3 112 Pl 
QmEN, 
with 
M, = 2(‘+p+qa + l)r( p+ l)/r( a i- p + 2), 
and 
f /_lm_jM;” = ( Pm+2-P1Pm+1)"09 VmEN9 
j=O 
whereby p0 = 1. Hence, 
m-l 
3 
(91) 
(92) 
MA’)= (p,-y:)M,, Mz)= (/.tm+2-~l~m+l)MO- C pm-jMj(‘), h E No- 
j=O 
Explicitly, we obtain, for instance 
J ’ (1-s)-“(1-s)-Bds=20+~+3 r(a+2)r(P+2) -1 A2(s) +N2 (a+p-i-2)r(a+p-k4)’ 
S(1 - S)_“(l + s)-8 _ ~.__ ds__26Y+fl+3(f12_a2) r(a+2)r(P+2) 
(a+/3+2)2r(a+p+5)’ 
in which 4(s) and N are still given by (29) and (30). 
From what precedes, it appears that the moments of p(s) ( = (1 - s)*(l + s)~) are rather 
complicated objects whose representation i volves a hypergeometric polynomials. This stems 
from the fact that in the definition of Mm, the integrand is a product comprising three 
arguments, namely, S, 1 - s and 1 + s. §impler quantities closely related to the moments { Mm} 
are 
(*)M,:= /il(l f s)“p(s) ds. 
Indeed, 
(+)M, = 2 m+a+P+1~(a+l)~(m+/?+l)/~(m+a+~+2), VmEN, 
(-)M, = 2 m+“+P+1~(mfa+l)~(/3+l)/~(m+a+~4-2), VmEN. 
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We could cab them the modified moments of p, with respect o - 1 and + 1, resp. The relations 
with { Mm} are: 
m 
(+)M = 
m 
c( 1 
k=O 
; WC, (-)M,= f (-I)‘( ;)M,, 
k=O 
M,= i ( -l)k( ;)‘-’ 
k=O 
Mk = (-l)m 2 ( -l)k( ;)(+)M,. 
k-0 
It is possible to express the modified moments of pl, i.e., 
( f )M(l) = 
J 
’ m (1 +_s)“?,(s) ds 
-1 
in terms of the corresponding modified moments of p. Still under the assumptions made in 
Section 2, the relation between the Stieltjes transforms of pi and p is given.by 
1 bPl(SZ 
Iw, a z-s J -_ds=z-z 0 -(&[$$ds)-‘, tlz~C\[a, b], 
relation from which (90) follows. In the present case, there comes firstly: 
1 PlW 
-1 
J _,(z+1)-(1+s) 
ds=Moz-n/r,-% ~~,iz+l;‘“‘cl+s,ds] 9 
VzEC\[-l,l]. 
Let us now assume 
]z+ll>2, 
then 
J 
1 P(S) (+)M. 
_,(z+l)-(l+s) 
ds= z-- 
j-0 (Z + l)‘+l ’ 
J 
1 PI(S) +Xx (+)M?) 
_,(z+l)-(1+s) 
ds= c - 
j=O (Z + l)j+l ’ 
and after inversion of (95), (94) yields 
(+)M !+)M!” = MO(+) +2 -(+)Ml(+)Mm+l, Vm E WI. 
m-J J 
j-0 
Introducing 
q 
m =(+I M,,,/M, = 
we can write: 
(f)&Q= (-I)“+$ 
VmEN, 
-2m(p+l)m/(a!+/3+2)m, VmEN,, 
(93) 
(94 
(95) 
(96) 
(97) 
(98) 
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with M, still given by (92), and 
f (+)Iu,_;“M:” = (f+)p,+* -f+)pl(+)pm+JA4~, VmEhl, 
j=O 
whereby (+& = 1. Thus, 
(+)j&@) = [(+jp* - ((+)P1)2]Mo, 
(99) 
(+)&p)= (+)pm+2-~+)tG1(+~p 
m-l 
m ( 
m+l)Mo- C (+)pm_]+~M~l), VmEN,. (W 
j=O 
Secondly, from 
J P*(S) :r(z~-l)+(1--s) ds=M,z-Ml-M,2 P(‘) _,(z-1)+(1--s) 
VzEC\[-l,l], 
one easily deduces that (96) remains valid when the superscript (+) is replaced by (-). The 
other formulas (97)~(100) ako hold under the same substitution, (+)prn being replaced by 
‘-‘p 
‘-‘M b + kl 
m =A=2”(a+8+2)m, ItmEMo. 
M, 
It is peculiar that the three kinds of moments satisfy the same recursion relation. 
Note that if we insert 
and 
a= -1, b=l, p(s) = (1 - s)*(l+ s)B, 
MO = 2=+B+1Y( a + l)r( /? + l)/r( (Y -i- /3 + 2) 
W/M, = (B - d/b + P + 2) 
into (93), the subsequent application of (12) yields 
&J:rgds=z- ,f,;, - 
1 
,F,(a+l,l; nz++-p+2; 2/(1--z))’ 
By analytic continuation, the validity of this formula may be extended to C \ [ - 1, 11, confirming 
(6) and showing th:nt u@*~)( t) = pl( t)/M,. 
4. Application to the case of the Gegenbauer polynomials 
As we recalled in (5), a Gegenbauer polynomial usually differs from the corresponding Jacobi 
polynomial by a proportionality factor. Hence, there is nothing extraordinary in choosing, for the 
sake of simplicity, a definition for the polynomials of the second kind associated with the 
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Gegenbauer polynomials which differs slightly from the one proposed for the Jacobi poly- 
nomials. My preference goes to 
Kw := & j-_ ’ ‘n”+l(‘) - c:+&) (1 _ s2)42 ds , 
0 1 Z-S 
VnEN, VZEC, v>--3, 001) 
whereby 
M, = Ql - s2)y-1’2 ds = \/;;r( Y + $)/I-‘( v + l), 
rather than to Paszkowski’s definition (3). The reason is fourfold: the proportionality factor is of 
such nature that 
(i) W<(z) = 1. 
(ii) the case v = 0 must not be treated separately if it is regarded as the limit resulting from the 
removal of the indeterminacy involved, when one lets v converge to zero. Indeed, since 
T,(z) = li$(n + 2v)/2v)c;(z), vn E N, (102) 
we have 
!~C;(Z)/~V= T,(z)/n, Vn E N,, (102’) 
and so we obtain by letting v tend towards zero in (101): 
1 Tn+l(z) - Tn+&) ds 
JYzo(z)= &)J1 z-s (1_s2)l/2 _ u,(z) n+l’ 
VnEN, VzEC, 
in virtue of (46). 
(103) 
Hence, despite the fact that for v = 0 the definition (4) yields 
ct( x) = 1, C,“(x)=O, VnENo, 
the definition (101) makes W,“(z) proportional to the Chebyshev polynomial of the second kind 
U,(z) as it should be, since {U,(z)} is known to be associated with the sequence of Chebyshev 
polynomials of the first kind { T,(z)}. 
(iii) in the case v = f , (101) coincides with Hobson’s W,-polynomial associated with the 
Legendre polynomial P, + r : 
~,1/2(~) = ~~~lc+l’z~ I:+‘(‘) ds = WJz), VnEN. 
(iv) in the case v = 1, (101) yields, according to (48) 
w,‘(Z) = i-l1 ‘+l”; 1sK+1(s) (1 - s~)“~ ds = un(z), vn E 
Most of the formulas regarding { 
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On account of (10) and (28)-(31) applied with (Y = p = v - 3, the orthogonality relation reads: 
$ 
1 Fq(s)W,“(s)(l - s2)1’2-V 7rq n + 2lJ + 1) 
-1 
i/ 
2v s 
dt 
0 (1 - t’)v+i/2 1 
2 + 0( v + 1) ds= 22V+lr2(V+l)(n+l)!(n+v+1)8~“l 
r2(v+ $) 
V(m, n)EN2, v> -3, (106) 
with 
/ 
s dl -= 
a (1 _ 9)“+1/2 
s 2Fi(Y+ 5, 5; 5; s2), VsE [-l,l]. 
Regarded as a function on R, the weight function Pi(s) is a continuous function, positive-defi- 
nite in ] - 1, l[ and zero in IF8 \] - 1, l[, for any v > - 3. 
There are some special cases which are worthwhile to be examined. For v = 0 and v = 1, (106) 
yields (56) and pr(s) becomes respectively (1 - s2)li2 and $(l - s2)l12. These are the only two 
cases in which pi(s) is of the Jacobian type. For v = 6 E N,, we get according to (67): 
007) 
or also 
1-l 
+ 24’( 1!)4 
(2/,)2 (1 -s2)21-’ 9 
. 
I 
VSE] - 1, I[. (107’) 
In the last expression, the numerator is the weight function corresponding to the sequence of 
Gegenbauer polynomials {C,‘(z)} from which the sequence { W,‘(z)} originates through (101). 
The denominator is of polynomial nature, more specifically a polynomial in s2 which at first 
sight seems to be of degree 21- 1. However, when one calculates a few of the simplest cases, one 
discovers each time the following pecularity: the two terms whose sum constitutes the denomina- 
tor in (107’) give rise to polynomials of degree 2Z- 1 in s2 which cancel each other partly so as 
to yield in the end a polynomial of degree I - 1 in s2. For instance, in the cases v = 1 and v = 2, 
there comes, respectively 
P,(S) = 
(1 - s2)1’2 
4s2+4(1 -X2) = 
$(l - S2)“2, Vs E] - 1, l[, (108) 
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and 
Pi(S) = 
(1 - $2)312 9 (1 - S*)3’2 
$(12s _ 8~3)~ + y(l ___ ~2)~ =i5 4_3SZ ’ 
YsE] - 1, a[. f 10% 
This makes it plausible to conjecture that for any v = I E N,: 
Pi(S) = (1 - s*)‘-‘/2/~_1(Sz), VS E] - 1, l[, (110) 
in which V,_ 1( s2) is some polynomial of degree l- 1 in s2. For Z= 1 and I= 2, the validity of 
(110) is already shown since 
V&2) = 4, Vr(S2) = Y(4 - 3S2) (111) 
were obtained in a direct manner. Next, in the general proof of (110) which will follow, it is 
convenient to assume I > 3. The proof will include the calculation of the explicit form of 
V/_i(s2), but despite I > 3, the result will comprise the special cases (111) as well. 
According to the form of the weight function in (106), the denominator in (107’) can also be 
written as 
2Z(l - S2)1-1’2 
s 
s dt 
a (1 - t2)‘+‘/* 
when v = 2. Let us put 
f($ = q dt 
0 (1 - t2)[+1/2 ’ 
g(s) = (1 - $2)‘~‘/‘f(s), h(s) =g2(s). 
It is important to keep in mind that k(s) which is the first part of (112) and hence of the 
denominator in (107’), is a polynomial of degree 21- 1 in s*. In virtue of 
df/ds = 2f/(l - ~~)‘+l’~, 
g(s) is a particular solution of the inhomogeneous differential equation 
(1 - S2) g + (2Z- 1)sy = 21. 
It is also a particular solution (of odd parity) of the homogeneous differential equation 
(1 - S2) $+(21=-3)s~+(2&l)y=O. 
From this equation, one easily deduces that h(s) satisfies the homogeneous linear differential 
equation of the third order 
(I- s2)’ ds3 d32 + 3(21- 3)s(l -s2)$ 
+ [(101- 7) + (812 - 301+ 19)s2] $ + 8(1- 1)(21- 1)s~ = 0. (113) 
This equation is invariant under the transformation s + --s and therefore it possesses particular 
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solutions of even and odd parity. The polynomial h(s) is of the former type and in an attempt to 
find its explicit form, it is natural to insert 
21-l 
z(s)= C aks4'-2k-2, a,fO, 
k=O 
into (113). The resulting recursive system satisfied by the a-coefficients is: 
i 
2( 1 - 1) a, + (4Z* - 61+ 2) a, = 0, 
2k(Z-k)ak +(4Z*- lOkZ+ 4k2+4Z-3k+l)a,_, 
-(2Z-k+1)(4Z-2k+l)a,_,=O, VkE{2,3,...,21-1). 
(114) 
If our conjecture (110) is correct, the Z highest powers of S* in h(s) have coefficients which are 
simply proportional to binomial factors since these powers should cancel the carresponding ones 
in the term 
[24’(Z!)4/(2z!)2](1 - S*)21-1. 
Well, it is easy to verify by direct substitution that 
ak=(-l)k(2zk1)a,,, VkE{1,2,...,21-l}, a,#O, (115) 
is a solution of the system (114) and not only the first Z coefficients but also the last Z a's are 
binomial in nature. This proves that not only the first part of (112) called h(s), but also the 
second term is a particular solution of the differentiaI equation (ID), as can be confirmed by 
direct substitution of (1 - s2)21-1 into it. Therefore, the entire denominator in (107’) is a 
particular solution of (113), and incidentally, this entails that l/p,(s) with pi(s) given by (107) or 
(107’) satisfies the differential equation 
(1 - S*)*-$ - d3Z 6s(l -s*) $ + [4( Z- 1) - (4z2 - 7)S2] $$ - (4Z2 - 1)SZ = 0. 
But the system (114) has a second solution, independent of (115) and also determined apart from 
an arbitrary proportionality factor. Indeed, if the relations in (114) are used in order to calculate 
successively a1, a *, . . . , in terms of a, one arrives at an indeterminacy of the type O/O when one 
reaches a,. This coefficient and consequently also a,+ I, a,+2,. . . , a21_1 are not uniquely defined 
in terms of a, by (114). If one chooses 
a,= w( 2’; l),o, 
then the iterative process yields (115), but if one puts 
a,= (-1)’ “T1 ( 1 a,+a; 
with arbitrary (I; E R o, after having obtained 
uk=(-l)k 2zi1 u. ( 1 
for k= 1, 2,..., 2 - 1, then the iterative process generates, together with (115), a second solution 
{ ai} whereby a;, = a; = s . . u;_i = 0 and a;,,, a;+*, . . ., a$,_, are uniquely defined rational 
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multiples of a;. This solution gives rise to a second particular solution of (113), independent of 
(1 -s ) * 2*-1, also of even parity and polynomial nature, but of degree Z - 1: 
I-l 
u(s) = C a;+js2’-2j-2, a; # 0, 
j-0 
with coefficients satisfying the system 
1 
-2(1+ lja;,, +(-2Z*-Z+2)a;=O, 
-2j(Z+j)a;+~+(-2Z2-2Zj+4j2+Z-3j+l)a~+j_, 
-(Z-j+1)(2Z-2j+l)a;+j_2=0, VjE{2,3,...,Z-1). 
(116) 
In order to construct the solution in terms of ai, it is essential to put the coefficient of a;+j_l in 
a suitable form. This can be done by noting that the second relation in (114) reduces to an 
identity for the binomial solution (115). Hence, 
2k(Z - k) - (4Z2 - 10kZ+4k2+4Z-3k+l)&-(4Z-2k+l) k(k-1) __O 21-k ’ 
which gives 
4Z2 -10kZ+4k2+4Z-3k+1=2(1-k)(2Z-k)-(k-1)(4/-2k+l) 
and for k=l+j, 
-2z2 -21j+4j2+Z-3j+l= -2j(Z-j)-(Z+j-1)(2Z-2j+l). 
This enables us to rewrite the second relation in (116) as follows: 
-2j[(Z+j)a;,+ (Z-j)a;+_l] 
-(2Z-2j+l)[(Z+j-l)a;+j_,+(Z-j+l)a;+~_2] =0, 
relation which induces us to define the auxihary variable 
bj= (Z+j)a;,+ (Z-j)a;+j_l, VjE (1, 2,..., I- l}. 
Expressed in this new variable, the system (116) becomes 
b, = - $Z(2Z - 1)a;, 
2jbj+(2Z-2j+l)b,_,=O, VjG {2,3,...,1-I}. 
Evidently, the solution is: 
bj=]($-Z)j/j!]Za;, VjG (1,2 ,..., I- 11. 
This makes it possible to replace (116) by the simpler system 
(Z+j)a;+j+(Z-j)a;+j_,=[(f-Z)jh!]Za;, VjE{1,2,...,1-11. 
The solution of the corresponding homogeneous ystem reads 
t.I;+j=[(l-l)j/(l+Z)j]a;, Vje (1,2,...,1-l}, 
and this induces us to propose as tentative solution of the inhomogeneous system: 
U;,=[(l-1)j/(l+I)j]C,+j, VjE {1,2,...,1-1) 
(117) 
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with a; = q. Inserttg this into (ll?)$ we get 
'i+j - cl+j-l =[(l)j($-l)j/j!(l-l)j]tl~9 VjE (1,2,...,1-1). 
This finally leads to 
cl+j= 
i 
c (04 - I), 
r=O 41-0, I 
a;, VjE (O,l,..., I- 1}, 
and the second solution of (113) which has even parity reads: 
‘-I (1 - 1)j ’ (I),(+ - I), 
v(s)=a'J~o (1 + l)j r#o f!(l -I), - [ ( 11 s2i-2j-2 9 a;EUU,. 
Note that besides the two solutions of even parity which we have obtained, (113) possesses a 
third solution of odd parity and nonpolynomial nature which is irrelvant within the present 
context. It is only important when one is interested in the general integral of (113). Evidently, the 
latter arises from the linear combination of the two even and the odd solution, involving 
arbitrary constants of integration. 
Returning to the denominator in (1079, we see that because it is an even solution of (113), it 
must be comprised in 
I-’ (l-1)j 
%i(l -s’)“‘-’ + ‘is; c 
[ ( 
j (I),(+ - I)* 
j-_O (l+ l-)j r?O r!(l - I), 11 
521-2j-2 
with (%i, V2) E R 2\ ((0,O)). Since I E N,, the term containing the highest power of s which can 
possibly appear in this expression is 
To determine the value which %9i takes on in the case of the considered denominator, let us 
calculate the coefficient with which s41e2 appears in it. We easily find 
$4~(-l)‘j2*Jl)21_~j_l)2- 2;;;;:. 
J’o . 
(118) 
But. according to Appendix A, 
&-l)j(2~;l)21_;j_l =(-1)“24’;$o(), VlEN(), 
j-0 
and therefore, 
$&-l)~(2~~l)21_;j_l +l)‘-‘22;;;)2, 
j-0 . 
which shows that (118) is equal to zero. This entails %Zl = 0 and 
l-l (l-1)j 
[ i 
j (1M - 11, 
‘-‘(‘“) = ~2J~~ (1+ l)j ~~0 r!(l - I), II s21-2j-2, v’s E]- 1, l[, (119 
confirming the assertion we made in regard to pi(s). To obtain the value of the proportionality 
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factor %‘*, we consider that the lowest power of s in the first part of the denominator in (107’) is 
s2, from which we conclude that 
&_ i(0) = 24’( 1!)4/(21!)2. 
Hence, on account of (119), we have: 
24’(l!)4 = g (1 - 0,-i I-i (M - 0, 
( 1) 2 . I2 2 0 + o,-1 rFo r!(l - I), 
or 
g y (lM4 - 0, = ( 
2 
r-0 r!(l -l), - 
1)‘_l 24’-l(lg2 
21! l 
But in Appendix B, we prove that 
‘-I UL(5 - or c 
r-0 r!(l - 11, 
= 22’-2, WE Iv,, 
and consequently, 
V2 = ( -1)‘-122’1’(l!)2/21!. 
In conclusion, the weight function belonging to the sequence ( w,‘(z) 11 E No) is given by 
PlW = 
(21 1 !2 (1 _ s2y-l/2 \ 
221+2 14- 
(1) . I$-l)j( 2z; ‘,( Ii1 (t:;i\y;fr)s2_i 
((21- 1)!)2 (1 - s2)/-1/2 = 
22’(l!)2 l - 
~(-l)ij2~~l)[‘~~1(~~:)(l-r-l)!(l+r-l)!]s~~’ 
VSF] - 1, l[, 
with proportionality factor such that (106) holds under the definition (101). This result comprises 
(108) and (109), for 1 = 1 and 2, resp. 
Another set of interesting special cases is constituted by thd positive half-off integer v-values. 
The connection with Section 3 is made through a= j3 = 9, 1, 2,. . . and we can apply (68) with 
k=0,2,4,... and K=$k. Weput v=l+$ wherebylEN sothat k=21, K=landobtainfor 
s El - 1, 11, 
PAS) = 
24/+2 
(21+ 1)2 . 
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l+s I-i (l!)2 (1 -s2)j 
(1 -s2)j lnG + c 
j_0 j!(21-j)! l-j 
[(I +#-2L (l_#--'j] 
+a2(1 - s2)2*, 
whereby the sum in the first part of N(s) should be ignored when 1= 0 according to (60). In 
contrast to the preceding cases of positive integer V, one cannot expect here that terms from the 
first part of N(s) will cancel terms from the second part because of the factor q2. The only 
question which can be examined is whether or not the sum in the first part of N(s) can be simply 
expressed in positive odd integer ascending powers of s from 1= 2 onward. 
According to the weight function in the left-hand side of (106), we may write 
(I!)’ (1 -S’)j [fl + s)21-2j _ t1 _ s)21-2j] 
j!(21-j)! 1-j 
(1 - s2)l 
221+1 
(1) 
1 2 
= 
21! l 
_lnl+s 1 1 -s l 
This function is an odd polynomial solution of the inhomogeneous differential equation 
dY (l-s2)x +21&y= 
221+1 
(1 ) 
1 2 
- 
(21) ! 
- 2(1 - s”)‘. (121) 
The general integral of this equation reads 
y(s)= %(l -s2)‘+f(s) 
with V an arbitrary integration constant and f(s) a particular solution of the inhomogeneous 
equation. If f(s) is chosen odd, then it is necessarily equal to (120). Inserting 
I-1 
f(s) = C aksZk+l 
k-0 
into (121), we find 
1 ao= 22’+‘( 1!)2/(21)! - 2, 
(2k + l)ak + (21- 2k + l)ak__, = (-:)“-‘2(i), VkE(1,2,...,1-1), 
\ a,_l = (- 1)‘~‘2, 
whereby the last equality ensures that the desired particular solution breaks off after the term in 
s2’- ‘. Applying the usual techniques, we obtain 
VkE (O,l,..., l-l}. 
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These coefficients inserted into 
p+2 
u 1 
1 4 
PlW = 
((21+ Ii!,2 l 
(1 -s2y 
[ 
(1 _s2)l In 1 + p ‘-l 2 -_ 1 _-s + C aks2k+’ +v2(1 -s~)~’ 
k-0 1 
yield the weight function corresponding to ( WY+112 ( )) whereby I E IV,. The formula remains 
valid when I is put equal to zero if the sum in the first part of the denominator is ignored. The 
positive half-integer values of v constitue the only cases in which pi(s) contains a logarithmic 
function. 
The functions of the second kind associated with the Gegenbauer polynomials 
Just as in the case of the Jacobi polynomials, I find it convenient to distinguish two sets of 
associated functions of the second kind. 
bY 
Firstly, there is the set ( q:(z)) directly connected with the polynomials ( Wz( 2)). It is defined 
q;(t) := -(l - s~)‘-~‘~ ds, VnEN, VzEC\[-l,l], 
q~(x):=$[q~(x+O*i)+q,Y(x-OG)], VnEN, VxE [-l,l], 
with 
MO = &r(v + $)/r(v + 1). 
It is the skttion of the infinite system of linear equations 
022) 
q;(z) - 2vzq;(z) = - 1, 
(n+1)q,‘+,(z)-2(n+v)zq,‘(z)+(n+2v-1)q,’_,(z)=0, VnENo, VzEC. 
The connection with the WV-polynomials is expressed by 
434 = c,‘Wq,‘(z) - w,‘-l(Z)9 VnEN, VzEC. 
For x E] - 1, 1[9 (122) gives rise to 
a(x) = j&-g’ l c,‘(S) -(I _ s2)v-1/2 ds = c,‘(x)q;(x) - w,‘_~(x). 
0 -1x-s 
But, on account of (27), there comes: 
q;(x) = &gj 
l 0 - s2)v-1’2 ds 
0 -1 
x_s 
= - 
0 
xY)w2 
I 
X dt 
0 (l_ t2)v+b+ 
VXE] - 1, l[, 
and consequently, 
q,‘(x) = (1 
VnEN, 
-x2r1’2 c( )$ 
X 
,’ x 
dt 
0 (1 - f2)v+1/2 
- w,y_l(X), 
VXE] - 1, l[. 
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Secondly, there is the set ( Qz( x) 1 x E ] - 1, l[) which may be defined as follows 
Q:(x) :=&(x)/(1 - x’)‘-~‘~, Wn E IN, 
so that 
The function Q:(x) is a nonpolynomial solution of the differential equation which is also 
satisfied by C,‘(x) 
(1 -X2) 2 -(2v+l)xg +n(n+2v)y=O, (124 
and due to q;(x) and Q:(x) differing from each other only by a proportionality factor which is 
independent of n the sequence ( QE( x)} is the solution of the following recursive system: 
( 
Q;(x) - 2vxQ;(x) = -((l - x’)‘-~‘~)-‘, 
(n + l)QE+,(x) - 2(n + v)xQ:(x) + (n + 2v - l)Qi_,(x) = 0, Vn E N,. 
Whenv=$ Me Legendre case), (&(x)) and (Q#>} are identical and coincide with Hobson’s 
definition of ( Q,(x)). When the right-hand side of (123) is substituted into (124), one ultimately 
finds tint Wz_,( x) is the (n - 1)th degree polynomial solution of the inhomogeneous linear 
differential equation 
d2Y (1 -x2)- dY + (2v - 3)Xx cxx) 
dx2 
+(n+l)(n+2v_l)y=2 dx , 
in accordance with (42). 
Two generating fknctions for the WV-polynomials 
For the Gegenbauer polynomials, two generating functions whose infinite series expansions 
involve relatively simple numerical coefficients can be distinguished: 
(i) the one resulting directly from the generating function for the Jacobi polynomials 
(69)-W), 
2’-‘qxt-1+(1-2xt+t2)1’2]v-1’2 z (v+f),,.( )t” 
= 
p-y1 _ xy/2(1 - 2xt + py 
n x 
n=O (2 ) v n 
or 
{ (1 - 2xt + t2)1’2[ 1 - xt + (1 - 2xt + t2)‘/2] .-,*)-l 
= 2’- l’T( v) 
+* l+I-u-k $) 
d- 
c c,‘( x)tn. 
IT nP() r(n + 2v) 
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Note that this generating function includes the case of the Chebyshev polynomials ( T,(X)). 
Indeed, letting Y tend to zero in a continuous manner, we obtain in the limit, on account of 
(102): 
[l -xt+(l -2xt+t2)1’2]1’2 
fi(I _ 2+&t + ,2y = n_O n! T,(x)t”* 
‘i7” (i), 
025) 
(ii) the more customary one which generalizes the generating functioii for the Legendre 
polynomials, 
1 
= “c” C,‘(x)t”. 
(l-2xt+t2)’ ne() (126) 
The two generating functions coincide at v = $. 
As a consequence, one can also expect two generating functions for the W’-polynomials. 
Directly translating from the corresponding results presented in Section 3, we find: 
n_0 r(n + 2v + 1) 
wny( x)t* 
+O” r(n+v+3) c 
4- Tt 
= 
22'r( v)t(l - 2x* + t2y2 
x 
i 
[l - x* + (1 _ zx* + *2)y2-y l- xt’ + 0 [ 
- 2x*’ + *‘2)‘/2] “-V2 d*, 
0 (1 - 2x*’ + ty2 
+ [xt - 1 + (1 - 2xt + t2)1’Z]1’2-Vjf 1 xt 
’ - 1 + (1 - 2xt’ + tp2y2] “-liZdt, 
(1 - 2x*’ + t’y2 1 
9 
0 
(127) 
validforanyv> -3, including the special case v = 0 in which the removal of the indeterminacy 
involved yields 
+O” r(n+$) ( ) ;1T l/2 c W,O(x)t” = 1 
n-0 r(n + 1) (1 - 2xt + t2)1’2 l [ 1 - xt + (1 - 2xt + t2)“2] 1’2 l
In virtue of (103), this result may be rewritten as 
+oo 1 ( ) 
n??. (n + l)! 
2 n+l U,(x)*“= 1 
&Z-(1 - 2xt -t, t’)1’2[1 - xt + (1 - 2xt - t2)1’Z]1’2 ’ 
clearly the analogue of (125). 
The formula expressing W,‘(x) as a linear combination of products of two Gegenbauer 
polynomials, which follows from (127) is, according to (87) 
wv( ) 
n x = 
k=O (1 - 2v),+,(n - k + y + t),,, l 
VnEN, VxER 0rC. 028) 
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This formula comprises certain special cases in which a (O/O)-type indeterminacy has to be 
removed in order that it remain valid. 
The other generating function for the WV-polynomials which follows from (126) is, as can be 
expected, a good deal simpler than (127). We have initially 
“c” w,'(x)t" 
P-0 
r(v) l /( 1 1 = 2&r(v++)t -1 (l-2xt+t2)’ - (l-2st+t2)’ 1 (1 - SZ)y-1’2 ds l x--s 
The right-hand side may be transformed in a similar manner as in section 3 where we dealt with 
the generating function for the W@*@) -polynomials, but the calculations are considerably shorter 
[6, Part XI]. The result is 
“c” pyjx)p= ‘I 
R==O 
jf(l - 2xt’+ tr2)“-’ dt’, 
t(1 - 2xt + t2)’ 0 
from which we deduce as a counterpart of (128): 
k+l ’ VnEN, VxElR 0rC. 
k-0 
(129 
This formula is not only much simpler than (128), but it offers the advantage that it never 
necessitates the elimination of an indeterminacy. For v = 0 and v = 1, it confirms (103) and 
(105), respectively. In my opinion, (128) is merely a curiosity, but it is astonishing that it exists 
besides (129). W,‘(x) is expressible in two different linear combinations of the same constituents. 
For the sake of completeness, let me mention: 
0 i W,‘(z)C,‘(z) - w,y_,(z)C,p,,(z) = 2$;; ) , WZEN, 
. V 
from which it follows that 
(2 1 vk v”z) = “+l’z’k~o (k + l)!C;(Z)Ck’+l(Z) ’ VFtERJ; 
b/21 
( 1 ii 
,(n-k)! r2(v) r(n+2v+l) 
wnp(z)= Ago(-l) (n+l)! r(v-k)r(v+k+l) I’(n-k+2v+l) 
x(n - 2k+ V)c;_2k(Z), tlilEf& (130) 
being the analogue of Christoffel’s formula in the theory of the Legendre functions. It can be 
deduced from the differential relation 
(1 -z2) 
d2W;(z) 
dz2 
+ (2v - 3)z d7jz) +(n+2)(n+2v)W,‘(z)_Idc$$), 
(131) 
making repeatedly use of the differential equation and two recurrence formulas satisfied by the 
Gegenbauer polynomials. In his report [8], Lewanowicz deduced (131) from a more general 
CC. Grosjean / Orthogonal polyncmiuls 303 
result, namely, the linear inhomogeneous differential equation of the second order (42) which he 
obtained for the polynomials of the second kind associated with the Jacobi polynomials. He also 
mentioned that (130) was first established by Watson [3, Vol. 1, Section 3.1521 and next 
rediscovered by Paszkowski [ll] who used a different method. 
The moments of the weight function belonging to t1.e WV-polynomials 
Here, we have to apply (89) and (90) with 
M, = 
/ 
l y”(l - s2)“-1’2 ds = 
r(v + f)r(f(m + ‘)) 
-1 
r($m+v+l) ' 
when m is even 
9 
0 when m is odd. 
We find: 
M.1 = 
/ 
l 
sm(l - s2)1/2-v 
ds 
-‘4v%;&++ f, ;; ;; s2) + 
,rrr2( v + 1) 
r2(v+ f) 
0 
r-12 
0 
c14 
1 
0 
cd2 
0 
0 
1 
0 
cl2 
. . . 
. . . 
. . . 
. . . 
. 
. 
. . . 
. . . 
. . . 
. . . 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
. . . . . . . . 
0 i 60 
CL2 0 1 0 
0 P2 01 
CL4 0 P2 0 
in which 
M2m’ 
r(v+i)r(mf + +) ($)mt 
P2m' C---E MO r(mf+V+l)r(+) = (v+l),#’ Vm’ENo’ 
and the determinant is composed of m + 2 rows and m + 2 columns. From this result, it follows 
that 
Mz($+l = 0, Vm’QN, 
as was to be expected, and 
Vm’EN. 
/ 
P2 1 0 . . . 0 0 
P4 P2 1 . . . 0 0 
p6 P4 P2 .** 0 0 
. . . . . 
. . . . . 
. . . . . 
r-12m’ Pam’-2 P2m’-4 “* r-12 ’ 
P2m’+2 P2m’ P2m’-2 “’ P4 P2 
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These moments satisfy the recursion formula 
rnP 
c &q/q) = J&&+2, Vm'EN, p,=l, 
j=O 
kadingto 
whereby the subtracted sum is to be ignored when m' = 0. In this way, there comes 
M”) = 
$a(v+ 5) J;;r(v + 2) G(5v + 3)r( v + ;) 
2qv+2) ’ 
jt@’ = 
2(v+ i)qv+ 3)’ 
Ml11 = 
4(v+ i)*qv+4) ’ 
M6(l) = 
)/;;(37v3 + 123~~ + 110~ + 3O)r( v + $) 
8(v+i)3(v+2)r(~+5) 
, etc. 
It is highIy improbable that there is much regularity to perceive in the numerators of the 
fractions representing these moments. 
AppendixA 
The expression to be calculated is 
s,:= 1&-1)j(21J1)2r_;j_l, ViEW(). 
j-0 
Let us consider 
(1 _ x*)*1-l 
X21 
= 2~‘(-l)‘i’( 2l; 1)x21-2j-*, VXER& 
j-0 
Integrating with respect to x from 1 to an arbitrary positive bound c, we find 
/ 
=O - x2)2*-1 dx 
1 X21 
= (a linear combination of c*‘-l,. . . , &*‘) + X,. 
Now, the left-hand side may be subjected to partial integration: 
(A-1) 
/ 
C 0 -X*)2’-1dX= (1 _ c*)*l-l 
1 X2’ - (~&.l)p-l -2 / 
q1 -X*)2’-2dX 
1 x21-2 
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and if 1s 1, I - 1 supplementary partial integrations may be performed, yielding 
/ 
c (1 _ x2)2/-1 
dx 
1 X2’ 
= ; ‘2 (_l)&+l (I (2;- tik + (-1)’ (0 - - 
k-0 -2 k+l 
(l ;;2i;-ik-1 -&I=(1 _ x2)‘-1 dx 
20 
= (a linear combination of c2’- ‘, c21w3, . . . , c1 -2’) 
(0 
+( -l)‘-‘fjl(l -x2)/-l 
( ) 
dx, WEN,, (8.2) 
2 I O 
The c-independent erms in (A.l) and (A.2) are obviously equal. Thus, 
s 
I = 
#i dy ( = - l)‘-’ r(21)r(+) B(L 1) 
4r(r)r(r+ 9 2’ 
=(-1) 
I-1 24’-V2(1) 
r(21) 
, WENO. 
Appendix B 
We have to express the value of 
in a compact manner. In the general calculation, we may regard I>, 3 since we know 
F1=l, F2=4. 
F, can be rewritten as 
F r(21) I4 l-1 
i 
=-x( /)B(l-r,l+r). 
r2w r-0 
Now, we consider the polynomial 
2/-l 21-2 
R,,_,(x) := c B(k, 21- k)xk-’ = 
k-1 
C xjJltj(l - #-j-2 dt 
j=o 0 
= 
/ 0 
1~l_t)2~-2~~~(lXtt)~~t~/lil_-t~1_:-(X:t~2t-1~~ 
0 A. 
whereby 
= I(x)/(l +x)2’ 
I(x) := J 
1+x (1 + x - U)21-1 - (xU)2’-1 du 
l-u 
. 
0 
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The reason for considering R,,_,(x) is that 
Ir’(Wr(2014 
is the coefficient of x’-l iu the Maclaurin Heries expansion of 
G(x) := (1 + x)‘+‘~ x R,,_,(x), vx E [ -1, 11. 
Next, we have: 
dl - = x21-2(l + x)2J-1 + (2I- l)/ 
1+x (1 + x _ #-2 _ x21-3421-i 
dx l-u 
du 
0 
from which we deduce 
xg - (21- 1)1= (x=-i - l)(l + x)2f-1. 
Since 
G(x) = w 
(1 + x)f+1/2 
=&+0(x), VxE[-l,l], 
- 
it is easy to establish that G(x) is the particular solution of 
x(1 +x) dy/dx - [(21- 1) + (I- 4)x] y = (x2’-l - l)(l + x)‘-~‘~ 
which is detennined by the initial condition 
G(0) = l/(21 - 1). 
When we insert into this differential equation 
y(x) = &znxn, a,=1/(21--l), VxE[-l,l], 
n-0 
in view of finding the Maclaurin series expansion of G(x), the resulting recursion formula is: 
(n-21+1)a,+(n-1+~)a,_, 
In virtue of 
q-1 = [r2(l)/r(21)] I;;, (B4 
we need only take the first right-hand side into account. The homogeneous equation is satisfied 
bY 
a,=(-l)n[($ -l)J(2-21),]a,, VnE (0,1,...,21-2). 
Consequently, substituting 
un=(-l)n[(+ -1),/(2_21),]b,, VnE (0,1,...,21-2), 
C. C. 
with b, = l/(21 - 1) into (B.l), we find 
b/-b,,_,= - n 21;1)21 :, 1’ ( I)( - - Vn E (1,2,...,21- 2). 
Hence, 
an=(-l) 
n (8-lL i (-l)j(21J1)21_;j_l, 
(2-21), j_o 
Vn E (0,l ,...,21-2), 
and in particular 
aI_l = (-l)‘- (t: -:);-’ ‘2 (-l)j(fl- ‘) 21 - - ij - 
I-1 j=O 
1, 
whereby the remaining sum is the one which we called S, in Appendix A. Finally, on account of 
(l&.2), (A.3) and 
(S - I),-, 
(2 - 2L 
we obtain 
F/ = 
valid from 1= 
i-l 
c 
r=O 
= 
2r(l+ W(l) = 22-2’ 
r( 9r(21) 
9 
(l)r(f - I), 
r!(l - I), 
1 onward. 
= 22t-2 
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