Extended objects such as line or surface operators, interfaces or boundaries play an important role in conformal field theory. Here we propose a systematic approach to the relevant conformal blocks which are argued to coincide with the wave functions of an integrable multi-particle Calogero-Sutherland problem. This generalizes a recent observation in [1] and makes extensive mathematical results from the modern theory of multi-variable hypergeometric functions available for studies of conformal defects. Applications range from several new relations with scalar four-point blocks to a Euclidean inversion formula for defect correlators.
Introduction
Extended objects such as line or surface operators, defects, interfaces, and boundaries are important probes of the dynamics in quantum field theory. They give rise to observables that can detect a wide range of phenomena including phase transitions and non-perturbative dualities. In two-dimensional conformal field theories they also turned out to play a vital role for modern formulations of the bootstrap programme. In fact, in the presence of extended objects the usual crossing symmetry becomes part of a much larger system of sewing constraints [2] . While initially the two-dimensional bootstrap started from the crossing symmetry of bulk four-point functions to gradually bootstrap correlators involving extended objects, better strategies were adopted later which depart from some of the sewing constraints involving extended objects. The usual crossing symmetry constraint is then solved at a later stage to find the bulk spectrum and operator product expansion, see e.g. [3] .
The bootstrap programme, whether in its original formulation [4] , or in the presence of extended objects, relies on conformal partial wave expansions [5, 6] that decompose physical correlation functions into kinematically determined blocks/partial waves and dynamically determined coefficients. These conformal blocks for a four-point correlator are functions of two cross-ratios and the coefficients are those that appear in the operator product expansion of local fields. Such conformal partial wave expansions thereby separate very neatly the dynamical meat of a conformal field theory from its kinematical bones.
In order to perform a conformal block expansion one needs a good understanding of the relevant conformal blocks. While they are in principle determined by conformal symmetry alone, it is still a highly non-trivial challenge to identify them in the zoo of special functions. In the case of scalar four-point functions much progress has been made in the conformal field theory literature starting with [7] [8] [9] . If the dimension d is even, one can actually construct the conformal blocks from products of two hypergeometric functions each of which depends on one of the cross-ratios. For more generic dimensions many important properties of the scalar blocks have been understood, these include their detailed analytical structure and various series expansions [10] [11] [12] [13] .
Extended objects give rise to new families of blocks. Previous work on this subject has focused mostly on local operators in the presence of a defect. This includes correlators and blocks for boundary or defect conformal field theory [14] [15] [16] [17] [18] , and also bootstrap studies using a combination of numerical an analytical techniques [19] [20] [21] [22] [23] [24] . 1 Even in this relatively simple context that involves no more than two cross-ratios, the relevant conformal blocks were only identified in some special cases. More general situations, such as e.g. the correlation function of two (Wilson-or 't Hooft) line operators in a d-dimensional conformal field theory, often possess more than two conformal invariant cross-ratios. Two conformal line operators in a four-dimensional theory, for example, give rise to three cross-ratios. For a configuration of a p-and a q-dimensional object in a d-dimensional theory, the number of cross-ratios is given by N = min(d − p, q + 2) if p ≥ q [28] . So clearly, the study of such defect correlation functions involves new types of special functions which depend on more than two variables.
In order to explore the features of these new functions, understand their analytical properties or find useful expansions one could try to follow the same route that was used for four-point blocks, see e.g. [29, 30] for some recent work in this direction. It is the central message of this paper, however, that there is another route that gives a much more direct access to defect blocks. It relies on a generalization of an observation in [1] that four-point blocks are wave functions of certain integrable two-particle Hamiltonians of Calogero-Sutherland type [31, 32] . The solution theory for this quantum mechanics problem is an important subject of modern mathematics, starting with the seminal work of Heckman-Opdam [33] , see [13] for a recent review in the context of conformal blocks. Much of the development in mathematics is not restricted to the two-particle case and it has given rise to an extensive branch of the modern theory of multi-variable hypergeometric functions.
In order to put all this mathematical knowledge to use in the context of defect blocks, all that is missing is the link between the corresponding conformal blocks, which depend on N variables, to the wave functions of an N -particle Calogero-Sutherland model. Establishing this link is the main goal of our paper. Following a general route through harmonic analysis on the conformal group that was proposed in [34] , we construct the relevant Calogero-Sutherland Hamiltonian, i.e. we determine the parameters of the potential in terms of the dimensions p, q of the defects and the dimension d. In the special case of correlations of bulk fields in the presence of a defect, the parameters also depend on the conformal weights of the external fields. All these results will be stated in section 3 along with a sketch of the proof.
Calogero-Sutherland models possess a number of fundamental symmetries that can be composed to produce an exhaustive list of relations between defect blocks. We will present these as a first application of our approach in section 3.2. Special attention will be paid to relations involving scalar four-point blocks for which we produce a complete list that significantly extends previously known constructions of defect blocks.
As interesting as such relations are, they provide only limited access to defect blocks. We develop the complete solution theory for defect blocks with N = 2 and N > 2 cross-ratios in section 4 and 5 by exploiting known mathematical results on the solutions of CalogeroSutherland eigenvalue equations. A lightning review of the mathematical input is included in section 4, following [13] . In particular, we shall review the concept of Harish-Chandra scattering states, discuss the issue of series expansions, poles and their residues, as well as global analytical properties such as cuts and their monodromies. In the final section we put all these results together to construct defect conformal partial waves and blocks. By definition, the former are linear combinations of conformal blocks that are single valued in the Euclidean domain and feature in the Euclidean inversion formula. The paper concludes with an outlook and a list of important open problems.
Setup and review of previous results
Before we begin discussing our new Calogero-Sutherland approach to defect blocks, we want to summarize the main results that are present in the existing conformal field theory literature. The setup that has received most attention involves two bulk fields in the presence of a p-dimensional defect. For such correlators, the conformal blocks are known at least as series expansions [15, 16] or, more explicitly, through relations with scalar four-point blocks which exist for some special cases, see subsection 2.3. Results on conformal blocks in the more generic setup when none of the defects is point-like are particularly scarce, see however [28] , where the number of independent cross-ratios was counted and a particular set of cross-ratios was constructed. We shall review some key ingredients from [28] in subsection 2.2. This subsection also contains a parametrization of defect cross-ratios in terms of new geometric variables that will turn out to be particularly well adapted to our Calogero-Sutherland models later on.
Two-point functions in defect CFT
In order to describe existing results concerning two bulk fields in the presence of a defect (or boundary), we briefly review the embedding formalism, which is a standard approach frequently used to study correlators in conformal field theory. For details on the embedding space formalism see for example [35] . The adaptation to the defect setup can be found in [15, 28] , see also the next subsection.
Because the Euclidean conformal group in d dimensions is SO(1, d + 1) it is natural to represent its action linearly on an embedding space R 1,d+1 . In order to retrieve the usual non-linear action of the conformal group on the d-dimensional Euclidean space we must get rid of the two extra dimensions. This is done by restricting the coordinates to the projective null cone, i.e. we demand X 2 = 0 for X ∈ R 1,d+1 and identify X ∼ gX for g ∈ R. It is useful to work in lightcone coordinates with dot product given by
In other words, points on the physical space x ∈ R d are represented by elements of the projective lightcone of the embedding space. It is common to use the projective identification X ∼ gX in order to fix a particular section of the cone given by
This is called the Poincaré section. Note that this section is invariant under SO(1, d + 1) only up to projective identifications. The point at infinity is lifted to Ω = (0, 1, 0 µ ). Extended operators or defects in conformal field theories do not preserve the SO(1, d + 1) symmetry of the conformal group. However, if we consider a p-dimensional conformal defect its support is left invariant by the subgroup SO ( 
. Indices that transform non-trivially under the first factor SO(1, p + 1) will be denoted by A, B, . . . while those that transform non-trivially under the rotation group SO(d − p) will be denoted by I, J, . . . , i.e. we split X ∈ R 1,d+1 as
into components along and transverse to the defect. With these introductory remarks on the embedding space, we are now prepared to discuss two-point functions.
Let us represent the insertion points of the two bulk fields by X 1 and X 2 . Since the p-dimensional defect splits the d-dimensional conformal group into two factors, see previous paragraph, it is natural to introduce the following product
Here, summation over the transverse indices I, J = p + 2, . . . , d + 1 is understood. We can now choose two conformal invariants
The choice of cross-ratios (x,x) may not appear to be the most natural one at first, but they turn out have a clean interpretation in terms of coordinates in a plane orthogonal to the defect, see figure 1 . Conformal symmetry constrains two-point functions to be of the form 6) where the function F(x,x) has two conformal block expansions: the bulk channel and the defect channel to be described below. 
Bulk channel conformal blocks
The bulk channel expansion is obtained by using the standard operator product expansion for two local bulk fields before evaluating the one-point functions of the resulting bulk fields in the background of the defect,
where we made the dependence on the defect dimension p, the relevant information about the external scalars a = (∆ 2 − ∆ 1 )/2, and the dimension d explicit.
The conformal field theory data in this channel corresponds to the bulk three-point coupling c 12k multiplied with the coefficients C D k of the one-point function of scalar operators. The general form of the bulk channel blocks cannot be found in closed-form in the existing literature, see however [16] for efficient power series expansions. For some selected cases the defect block can be mapped to the conformal blocks for four scalars in standard bulk conformal field theory, see sections 2.3 and 3.2 below and appendix B. Our results in sections 4-5 generalize these isolated results and thereby fill an important gap.
Defect channel conformal blocks
Local operators in the bulk of a defect conformal field theory may be expanded in terms of operators that are inserted along the defect. We will denote such operators byÔ and the associated operator product coefficients for the bulk fields O i , i = 1, 2 through b iÔ . Applying such a defect expansion to the external operators results in the following conformal block expansion 
This simplifies the analysis significantly and it is possible to writef (x,x) as a product of hypergeometric functionŝ
In the following we shall mostly focus on the bulk channel and its generalizations. A few more comments on the defect channel and its role in the bootstrap can be found in the concluding section.
Boundary CFT. As an aside let us comment on the boundary case which is special, since the transverse space is one-dimensional (p = d − 1). In this case the two-point function depends only on the first invariant in eq. (2.5)
The conformal block expansion of this correlator was originally studied in [14] , and the boundary bootstrap was implemented in [20] [21] [22] .
Cross-ratios for two conformal defects
While some of our new results do concern the configurations considered in the previous subsection, our approach covers a more general setup involving two defects of dimension p and q, respectively. The first systematic discussion of such defect correlators can be found in [28] . That paper determined the number N of cross-ratios and also introduced a particular set of coordinates on the space of these cross-ratios. Here we shall review the latter before we discuss an alternative, and more geometric choice of coordinates.
As we have discussed already, a p + 2-dimensional hyperplane in R 1,d+1 with a time-like direction preserves the subgroup SO(1, p + 1) × SO(d − p) of the conformal group. Furthermore, it can be shown that the intersection of such a hyperplane with the Poincaré section projects down to a p-sphere in R d [28] , the locus of the defect in Euclidean space. Hence, one can parametrize the position of the defect through (d − p) orthonormal vectors P α , α = 1, . . . , d − p, one for each transverse direction. In order to do so, we first pick any p + 2 points
k , x k ) to the Poincaré section. This uniquely defines the (p + 2)-dimensional hyperplane. To select a set of vectors P α , which are of course not unique, we demand that X k · P α = 0 and P α · P β = δ αβ . Besides conformal transformations, there also exists an O(d − p) gauge symmetry which acts on the index α, i.e. it transforms the vectors P α into each other. In order to study the two-point function of two defect operators D (p) (P α ) and D (q) (Q β ) that are inserted along surfaces associated with P α and Q β , respectively, we need to single out the invariant cross-ratios. Consider the matrix with elements M αβ = P α · Q β of conformal invariants. The residual gauge symmetries SO(d − p) and SO(d − q) which act on the matrix M through left-and right multiplication, respectively, can be used to diagonalize M . The non-trivial eigenvalues provide a complete set of independent cross-ratios.
To determine their number we need a bit more detail. First, let us consider the case in which the hyperplanes that are spanned by P α and Q β have no directions in common. This requires that 2d − p − q ≤ d + 2 or equivalently d − p ≤ q + 2. If we assume p ≥ q from now on, the number of cross-ratios is given by In total, the number of invariant cross-ratios is therefore N = min(d − p, q + 2). To be precise, we point out that the full gauge group is actually given by
and hence the values on the diagonal are only meaningful up to a sign. One way to construct fully invariant cross-ratios is to consider
where a = 1, . . . , N . This is the set of cross-ratios introduced in [28] . Here we want to consider a second, alternative set, that is more geometric and also will turn out later to possess a very simple relation with the coordinates of the Calogero-Sutherland Hamiltonian. Roughly, our new parameters consist of the ratio R/r of radii of the spherical defects along with N − 1 tilting angles θ i of the lower (q−)dimensional defect in the space that is transverse to the higher (p−)dimensional defect. To be more precise, we place our two spherical defects of dimensions p and q, respectively, such that they are both centered at the origin R d . Without restriction we can assume that the p−dimensional defect of radius R is immersed in the subspace spanned by the first p + 1 basis vectors e 1 , . . . , e p+1 of the d-dimensional Euclidean space. The radius of the second, q−dimensional defect, we denote by r. To begin with, we insert this defect in the subspace spanned by the first q + 1 basis vectors e 1 , . . . , e q+1 . Then we tilt the second defect by angles θ 1 , . . . , θ N −1 in the e 1 − e d , . . . , e N −1 − e d+2−N planes, respectively. In other words we act on the locus of the second sphere with 2-dimensional rotation matrices R (i−1,d+2−i) (θ i ) in the plane spanned by the basis vectors e i−1 and e d+2−i for i = 1, . . . , N − 1. This gives a well-defined configuration of defects, because we have
With a little bit of work it is possible to compute the matrix M of scalar products explicitly, see appendix A for a derivation,
We shall pick ϑ to be a positive real number. Using the general prescription (2.12) the cross-ratios η a that were introduced in [28] take the form
From now on we shall adopt the parameters ϑ and θ i , i = 1, . . . , N − 1 as the fundamental conformal invariants for N ≥ 3. While ϑ can be any non-negative real number, the variables θ i take values in the interval θ i ∈ [0, π[. Let us stress once again, that our geometric parameters R/r and θ i represent just one convenient choice. In the special case with p = q = d − 2, the variables η 1 and η 2 possess a direct geometric interpretation that is based on a slightly different setup in which one defect is assumed to be flat while the second is kept at finite radius but displaced and tilted with respect to the first, see [28] . Another important special case appears for q = 0, i.e. when two bulk fields are placed in the background of a defect, which we discussed at length in the previous subsection. In particular, we have introduced a geometric parametrization of the two cross-ratios, namely through the parameters x andx, see eq. (2.5). It is not too difficult to work out, see appendix A, that these are related to the parameters ϑ and θ ≡ θ 1 through
We will use the coordinates x,x as the fundamental conformal invariants for N = 2. Eq. (2.15) also shows that the variables ϑ and θ i generalize the radial coordinates that were introduced for N = 2 in [16] .
Defect partial wave expansion and blocks
After having identified the variables, we can write down the two-point function of defects D (p) (P α ) and D (q) (Q β ), i.e. generalize eqs. (2.6) and (2.7) to an arbitrary pair of defects. Conformal invariance restricts its form to be 
are the coefficient in the defect expansion of the defect in terms of local bulk operators
The partial wave expansion (2.16) separates these dynamical data from the kinematical skeleton of the correlation function. The latter enters through the conformal blocks f D (ϑ, θ i ) which are the main objects of interests for the present work. As we mentioned before, these blocks are known in a few examples where they can be related to the blocks of four scalar bulk fields.
The first example we want to discuss here is taken from [17] . It applies to the case in which two bulk fields in d = 4 dimensions are inserted into the background of a line defect, i.e. p = 1 and q = 0. In order to relate the defect block f (x,x) to the blocks g(γ,γ) of four scalar fields, let us consider the following change of coordinates
which maps the Euclidean region of the defect coordinates x,x to the Euclidean region of the four-point cross-ratios γ,γ. Given this change the following identity holds [17] A second example for a relation between defects and scalar four-point was pointed out in [28] . Conformal blocks for the two-point function of defects of dimension p = q = d − 2 can be mapped to the four-point function of scalars with the following relation between the different variables
where u and v are related to the usual cross-ratios z andz as u = zz and v
The relation between η a and θ 1 , ϑ is given in eq. (2.14). With this change of variables the relation of [28] reads
As in the previous example, the Euclidean region of the defect block is mapped to a pair of complex conjugate variables z,z and hence to the Euclidean region of the four-point blocks.
The scalar block on the right hand side is the one with a = b = 0 and the same dimension d as on the left hand side. Another relation between blocks was suggested in [15] . These authors considered two bulk fields, i.e. q = 0, in the presence of a defect of dimension p = d − 2 and proposed the following relation between the corresponding defect blocks in the bulk channel with four-point blocks
Let us point out, however, that the relation (2.23) does not map the Euclidean region of the defect block to the Euclidean region of the scalar four-point block. In fact, it maps to a Lorentzian region where the bulk fields become light-like separated. Hence, any relation of the form (2.23) involves an analytic continuation. Since the blocks possess branch cuts, this continuation requires additional choices. As it stands, formula (2.23) only describes a relation between the parameters of the relevant Casimir equations. This is why we put a ∼ in between the left-and the right-hand side. We will come back to this issue in section 5. As we will see, the technology presented in the next section will explain all these relations and vastly generalize them, through a (re-)interpretation as symmetries of Calogero-Sutherland models.
Calogero-Sutherland model for Casimir equations
In this section we want to describe a fully systematic framework for the Casimir equations of conformal blocks for correlation functions of two defects. Rather than working with the popular embedding space, we shall realize all blocks as functions on the conformal group itself. If the latter is equipped with an appropriate set of coordinates, the Casimir equations assume a universal form. In fact, they can be phrased as an eigenvalue problem for an N -particle Calogero-Sutherland system. We will review the result in the first subsection, discuss some immediate consequences of the equations and their symmetries in the second and sketch the derivation of our results in the third.
Calogero-Sutherland models for defects
We will show below that the Casimir equations for conformal blocks of two defects can be restated as an eigenvalue problem for the Calogero-Sutherland Hamiltonian of the form
The coupling constants k i , i = 1, 2, 3 that appear in the potential are referred to as multiplicities in the mathematical literature. In principle, these can assume complex values though we will mostly be interested in cases in which they are real. The coordinates τ i may also be complex in general. Later we will describe their values in more detail. The case N = 1 is a bit special since it involves only two coupling constants. The Calogero-Sutherland Hamiltonian possesses two different interpretations. We can think of it as describing a system of N interacting particles that move on a one-dimensional half-line with external potential. The external potential is given by the terms in the second line of eq. (3.1). These terms contains two of the three coupling constants, namely k 1 and k 2 .
The interaction terms, on the other hand, involve the third coupling constant k 3 . Alternatively, we can also think of a scattering problem for a single particle in an N −dimensional space. We will mostly adopt the second view below.
Let us note that the multiplicities are not defined uniquely, i.e. different choices of the multiplicities k i can give rise to identical Casimir equations. This is partly due to the fact that the multiplicities appear quadratically in the potential. In addition, one may show that a simultaneous shift of all coordinates τ i → τ i + iπ for i = 1, . . . , N leads to a CalogeroSutherland Hamiltonian of the form (3.1) with different multiplicities. The complete list of symmetries is given in table 1. Later we see that these innocent looking replacements have remarkable consequences, since they produce non-trivial relations between the blocks of various (defect) configurations. 
Let us now describe the main new results of this work. The first case to look at is the case of two defects of dimension p ≥ q with q = 0. The corresponding Casimir equation for conformal blocks is an eigenvalue equation for the operator
with the following choice of parameters
Let us note that in a representation of spin and weight ∆, the operator L 2 assumes the value
where the spin is labeled by a set of even integers
The wave function ψ(τ ) is given by the Schrödinger-like equation
and is related to the conformal block by 2
where the "gauge transformation" ω(τ ) is given by
Here and throughout the entire text below we use the shorthand
Equation (3.5) is to be considered on a subspace of the semi-infinite hypercuboid A E N that is parametrized by the coordinates
for j = 1, . . . , N −1. We shall discuss the domain in much more detail in section 5.1. Of course, the choice of multiplicities k i is not unique since we can apply any of the transformations listed in table 1. We will discuss the consequences in the next subsection.
If q = 0 while 0 < p ≤ d − 2, the setup describes two scalar bulk fields in the presence of a p-dimensional defect of co-dimension greater or equal to two. In this case, the conformal Casimir operator takes the form
with parameters
Here, the parameter a is related to the conformal weights ∆ 1 and ∆ 2 of the two bulk fields through 2a = ∆ 2 − ∆ 1 . The range of the variables x i is the same as in eq. (3.9) for N = 2. If we set the parameter a to zero, we recover the Casimir operator (3.2) with parameters (3.3) for q = 0 and p ≤ d − 2. Hence, the parameter a may be regarded as a deformation that exists for q = 0. If p = d − 1, while q = 0 as in the previous paragraph, we are dealing with a correlator of two bulk fields in the presence of a boundary or conformal interface. In this case N = min(d − p, q + 2) = min(1, 2) = 1 so that there is a single cross-ratio only, as is well known from [14] . The Casimir operator takes the simple form
Note that the Calogero-Sutherland model from N = 1 contains only two multiplicities. The corresponding eigenvalue equation can be mapped to the hypergeometric differential equation.
Once again, for a = 0 we recover the Casimir problem (3.2) for two defects of dimension p = d − 1 and q = 0.
For reference, we conclude this list of results with the case p = q = 0 which is associated with correlations of four scalar bulk fields and was studied within the context of CalogeroSutherland models in [1, 34] . In this case the Casimir operator is known to take the form
with 15) where the parameters 2a = ∆ 2 − ∆ 1 and 2b = ∆ 3 − ∆ 4 are determined by the conformal weights of four external scalar fields. We put a prime on the Hamiltonian to indicate that it actually depends on two variables u 1 and u 2 that are complex conjugates of each other and belong to the range
In contrast to the previous cases, the gauge transformation is now given by 17) and the eigenvalues of the Calogero-Sutherland Hamiltonian H are related to the conformal weight ∆ and the spin of the intermediate field by = − 1 2 C ∆, − 2 0 . Of course, when we send the two parameters a and b to a = b = 0 we expect to recover the Casimir problem (3.2) for p = q = 0. This is indeed true but it requires to perform a non-trivial linear transformation on the coordinates and the multiplicities. We shall denote this transformation by σ 2 . It maps the coordinates τ 1 and τ 2 to u 1 and u 2 as
and the multiplicities k 1 , k 2 = 0 and k 3 to
We note that σ 2 maps the range (3.9) of the variables τ i to the range (3.16). Let us stress that we defined the transformation σ 2 only on Calogero-Sutherland Hamiltonians (3.1) with multiplicity k 2 = 0. It is not difficult to verify that upon acting with σ 2 on the Hamiltonian (3.1) we obtain a Hamiltonian H CS of the same form iff 3 k 2 = 0 (up to an overall factor of 2) but with multiplicities k i instead of k i . For the case of interest here, i.e. when p = q = 0, the condition k 2 = 0 is indeed satisfied as one can infer from eq. (3.3). After applying the transformation (3.19) to the multiplicities we find (k 1 , k 2 , k 3 ) = (0, 1/2, d/2 − 1). As we have claimed, we end up with the set of parameters (3.15) for a = b = 0. This is what we wanted to show. As a small corollary of the previous discussion let us briefly mention that the transformation (3.19) can be inverted in case N = 2 and k 1 = 0. On the coordinates, the inverse reads 20) while it acts on the multiplicities as
The maps σ 1 and σ 2 describe two symmetries of Calogero-Sutherland model with k 1 = 0 and k 2 = 0, respectively, that exist for N = 2 only and act on multiplicities as well as coordinates. These symmetries are not included in table 1 but will play some role in our discussion below. Unlike the dualities displayed in 
Application: Relations between blocks
Before we sketch how the results of the previous section are derived we want to pause for a moment and discuss some immediate consequences that can be obtained from the equations alone without detailed knowledge about their solutions.
Relations between defect blocks with q = 0
As we stressed before, the Calogero-Sutherland Hamiltonian (3.1), i.e. the quadratic Casimir operator for the block, possesses some obvious symmetries which we listed in give rise to non-trivial relations between the parameters while the third one acts trivially on the coupling constants of our Calogero-Sutherland model since
Let us also note that the reconstruction of p, q and d from the multiplicities is not unique since they depend on p and q only through N and p − q. The ambiguity is described by the following duality
which we included as the final row of the table. It makes up for the trivial third row. As in table, 1, the forth row describes a symmetry for which the action on parameters is accompanied by a shift of coordinates τ i → τ i ± iπ. These innocent looking relations have remarkable consequences of which we have seen a very special case before when we reviewed the results from [28] . Namely, in section 2.3 we discussed the blocks for a two point function for defects of dimension p = q = d − 2. If we plug these values into the relation (3.22) we find p = 0 = q , i.e. the blocks for two point functions of defects of dimension p = d − 2 = q are related to four-point blocks of scalar bulk fields. As we explained in the previous subsection, the relation between the two Calogero-Sutherland problems involves the coordinate transformations (3.18) and 
Using the relations (3.9) and (2.14), we recover the relation (2.21) observed in [28] . More generally, any relation between Calogero-Sutherland models that can be obtained by applying one or several of the symmetries in table 2 leads to a relation between solutions. In case one does not need to apply the symmetryρ, the Euclidean region of one system is mapped to the Euclidean of the other and hence one can also match boundary conditions so that all symmetries other thanρ actually map blocks to blocks. Thereby, our table 2 provides a vast generalization of eq. (2.22).
Defect configurations with q = 0 and four-point blocks
The other two relations between defect blocks and those for scalar four-point functions that we discussed in section 2.3 involve configurations with q = 0. We have determined the coupling constants of the associated Calogero-Sutherland model in eqs. (3.11) . Once again we can apply the symmetries from table 1 to find the symmetry relations listed in table 3. 
Let us re-derive and generalize the relation (2.20) between two identical scalars in the presence of a line defect in d = 4 dimensions and scalar four-point blocks from [17] . We actually want to consider two scalar fields whose weights differ by a = (∆ 2 − ∆ 1 )/2 in the presence of a (d/2 − 1)-dimensional defect in d dimensions. According to the general results, the corresponding Calogero-Sutherland model has N = 2 coordinates τ 1 , τ 2 and its coupling constants are determined by the parameters (p, a; d) = ( 
in a (d/2 + 1)-dimensional Euclidean space. In order to compare with the duality (2.20) found in [17] we need to flip the sign of a by applying˜ . So, in order to match the parameters we have applied the symmetry transformations σ 1 and˜ . Let us now see how these transformations act on the coordinates. Since both σ 1 and˜ act on them non-trivially, the map between the parameters x,x of the original configuration and the cross-ratios γ,γ of the four-point blocks will be non-trivial as well. Recall the relations (2.15) and (3.9) between the coordinates x,x and our coordinates τ 1 , τ 2 . After applying σ 1 we pass to the cross-ratios y,ȳ using eq. (3.23) to obtain
Next we need to apply˜ , i.e. shift the coordinates v 1 , v 2 by iπ to obtain 5 25) which is precisely the relation between the relevant cross-ratios that was found in [17] . It remains to identify the weight and spin of the exchanged field in the scalar four-point blocks. In order to do so we only need to impose the correct asymptotics of the blocks on both sides. This is done in two steps. First, we obtain the gauge transformation between the defect block f and the corresponding four-point block g by using (3.7) and (3.17). Then we impose the limit (2. 27) which fixes ∆ , . The final result that we obtain from our symmetries and the comparison of asymptotics is
; γ,γ . (3.29) 5 We need to exploit the 2πi-periodicity of the potential and shift v2 by −2πi in order to ensure that v1, v2 stay complex conjugates. 6 Note that the normalization differs from [15] , i.e. f there = 2 − f here . For the scalar four-point blocks, we adopt a normalization of [38] . To switch to conventions of [9, 13] , one should multiply our scalar blocks by
The first line corresponds to the application of σ 1 only. To pass to the second line we used that the scalar four-point blocks transform under˜ as
for integer . The resulting formula indeed reduces to eq. (2.20) when we choose d = 4 and a = 0 and hence provides a rather non-trivial extension. There are three other dualities between defect and four-point blocks that can be derived along the same route, one more involving the symmetry σ 1 , 31) and two involving σ 2 ,
Note that eq. (3.32) applies to p = 0 and hence it maps four-point blocks to four-point blocks, as was already discussed for a = 0 in the previous subsection. The prefactor (xx) a 2 on the right hand side stems from different gauge choices used in the literature.
Finally, let us comment on the duality (2.23) from [15] that relates two-point functions in presence of a d − 2-dimensional defect to four-point blocks in the same dimension. It is not difficult to identify the symmetries that are needed to relate the parameters on the left and the right hand side. In fact, one simply needs to apply the symmetry˜ in table 3 before passing to the four-point case using σ 2 . Allowing once again for non-vanishing a one obtains
Here, we have only displayed the parameters in the first row of the defect blocks f and the four-point blocks g, i.e. we suppressed the dependence on conformal weights and cross-ratios. As in our discussion above, one can apply the symmetries to the cross ratios only to find that the resulting transformation does not map the Euclidean domain of the defect cross-ratios to the Euclidean domain of the four-point block, but instead to a Lorentzian domain. Hence, eq. (3.34) does not provide a relation between blocks. Nevertheless, we will be able to construct the relevant defect blocks directly in section 5, without passing through four-point blocks. Let us stress again that in this subsection we did not only recover all previously known relations between blocks form the symmetries of the Calogero-Sutherland model, but we also extended them vastly, see in particular the relations (3.28)-(3.33).
Derivation of results
In the final subsection we want to sketch the derivation of the results we presented and discussed in the subsection 3.1. Many more details can be found in [34] where similar results were derived for the blocks of four scalar bulk fields. Here we shall briefly introduce some relevant background from group theory before we define the space of conformal blocks and evaluate the conformal Casimir on this space. The subsection concludes with a discussion of the coordinates.
As we have stated before, a p-dimensional conformal defect breaks the conformal group G = SO (1, d + 1) down to the subgroup
Here, the first factor describes conformal transformations of the world-volume of the defect and the second factor accounts for rotations of the transverse space. Elements of the d-dimensional conformal group G that are not contained in the subgroup G p act as transformations on the defect. The number of such non-trivial transformations is given by the dimension of the quotient
For p = 0, the defect D p=0 consists of a pair of points and the 2d-dimensional quotient G/G 0 describes their configuration space. When we set In order to define the space of blocks we must first choose two finite dimensional irreducible (unitary) representations π L and π R of the groups G p and G q . Here we shall restrict to scalar blocks from the very beginning which means that π L and π R are assumed to be one-dimensional. For p, q = 0, the only one-dimensional representation is the trivial one. Only if either q or even p and q vanish, one can have a non-trivial one-dimensional representation for which the generator of dilations is represented by a complex number. We shall denote these parameters by b and a, respectively. If p, q = 0 the space of conformal blocks is given by
i.e. it consists of all complex valued functions on the conformal group that are invariant with respect to left translations by elements h L ∈ G p and to right right translations by elements h R ∈ G q . When q = 0 but p = 0, translations with elements
of the subgroup D = SO(1, 1) ∈ G 0 are accompanied by a non-trivial phase shift
In case both p and q vanish, finally, the resulting space of scalar four-point blocks is given by [34] 
In all three cases, the elements of the space Γ are uniquely determined by the values they take on the double quotient G p \G/G q . This two-sided coset parametrizes the space of cross-ratios. The precise relation between cross-ratios and coordinates on the conformal groups will be discussed below. For the moment let us only check that the double quotient is N -dimensional. In order to see that, we anticipate from our discussion of coordinates below that a point on the double quotient is stabilized by the subgroup
Once this is taken into account, it is is straightforward to compute the dimension of the double coset space,
All this is valid for any choice of p, q including p = q = 0. In the latter case, the double coset coincides with the one that was introduced in the context of scalar four-point blocks [34] . The space Γ of conformal blocks comes equipped with an action of several differential operators. In fact, the Casimir elements of the conformal group G give rise to differential operators for functions on the conformal group with the usual Laplacian associated to the quadratic Casimir element. Higher order differential operators come with the higher order Casimir elements. These differential operators on the group commute with both left and right translation and hence they descend to a set of commuting differential operators on the space Γ. By definition conformal blocks are eigenfunctions of these differential operators. In deriving the results of the previous subsection our main task is to evaluate the quadratic Casimir element on the quotient G p \G/G q . This is facilitated by a choice of coordinates on the conformal group that is adapted to the geometrical setup. More precisely, we shall parametrize elements g ∈ G of the conformal group as
The choice of coordinates for elements h R ∈ G q of the subgroup G q is not important. In order to parametrize the subgroup G p one should first choose coordinates on the subgroup B pq and then extend these to coordinates of Once we have fixed our coordinates on G it is straightforward to compute first the metric and then the Laplace-Beltrami operator ∆ LB on G. The resulting expression is a second order differential operator that contains derivatives with respect to all the coordinates on the conformal group, including the coordinates τ i on the torus A pq and the parameters λ R and λ L on the subgroups D = SO(1, 1) of dilations in case q = 0 or p = q = 0. In order to descend to the space of conformal blocks we have to set all other derivatives to zero so that we end up with a second order differential operator ∆ A LB in τ i . In case q = 0 or p = q = 0 the derivatives with respect to λ R and λ L are replaced by −2a and 2b, respectively. The operator ∆ A LB still turns out to contain some first order terms. The latter can be removed by an appropriate "gauge transformation" (3.7). The Casimir operators L 2 we listed in the previous subsection are given by
It remains to relate the group theoretic variables τ i we introduced through our parametrization of the conformal group G to the cross-ratios. As we explained above, the location of the defect operators D (p) (P α ) and D (q) (Q β ) can be characterized by a set of orthonormal vectors P α , α = p + 2, . . . , d + 1, and Q β , β = q + 2, . . . , d + 1, which are transverse to the defect in embedding space, respectively. We can complete these two sets to an orthonormal basis P, Q of the full embedding space by adding vectorsP α , α = 0, 1, . . . , p+1, andQ β , β = 0, 1, . . . , q+1. Let us now combine these systems of orthonormal vectors into two matrices
By construction, both P and Q carry a left action of the conformal group (since the columns are vectors in embedding space) and a right with respect to G p and G q , respectively. The latter respects the split of the columns into vectors tangential and transverse to the defect.
For the two SO(1, d + 1) matrices P and Q we can now form the matrix P T Q ∈ SO(1, d + 1). Obviously, P T Q is invariant under conformal transformations, but it transforms non-trivially under the action of G p and G q . In this way, any configuration of two defects of dimension p and q gives rise to an orbit G p P T QG q in the double quotient G p \G/G q . In section 2 we considered the matrix M = P T Q in order to construct the cross-ratios η i of the defect configurations. Now we see that M appears as the lower right matrix block of the matrix a(τ ) we introduced in eq. (3.42) . From the explicit construction in terms of the generators M i−1,p+1+i we can see that the lower right corner of a(τ ) takes the form
Comparison with our discussion of the cross-ratios allows us to read off the relation (3.9) between the group theoretic variables and cross-ratios. The last task is to relate the Calogero-Sutherland eigenfunctions to the conformal blocks. In case of p, q > 0, the Casimir equation for the correlator is the same as for the block (see eq. (2.16)). Hence we just need to undo the gauge transformation (3.7) and arrive at eq. (3.6). In case the defect configuration includes local fields, i.e. when q = 0 or p, q = 0, the Casimir equations have been worked out [8, 15] and we arrive at eqs. (3.7) and (3.17), respectively. This concludes the brief sketch of the derivation of the results we listed in the first subsection. The interested reader can find many more details in [34] where the case of scalar four-point blocks is analysed.
Calogero-Sutherland scattering states
Here we present a review of the solution theory. We introduce the fundamental domain of the Calogero-Sutherland problem and its fundamental (monodromy) group, Harish-Chandra scattering states, the monodromy representations and physical (monodromy free) wave functions.
Symmetries and fundamental domain
It is useful to consider the Calogero-Sutherland potential (3.1) as a function of N complex variables first and to impose reality conditions a bit later. As a function of complex coordinates τ i ∈ C, the potential possesses a few important symmetries. These include independent shifts of the coordinates τ i by 2πi in the imaginary direction as well as two types of reflections, namely the inversion symmetries τ i ↔ −τ i and the particle exchange symmetry τ i ↔ τ j . Together these form a non-abelian group that mathematicians refer to as affine Weyl group W N . The reflections actually generate a usual Weyl group and the shifts make this affine. The affine Weyl group is known to possess a so-called Coxeter representation through N + 1 generators w i , i = 0, . . . , N with relations In this presentation of the affine Weyl group, the generators of the shifts in the imaginary direction are a bit hidden, but they can be reconstructed from the w i , see [39, 40] . The fundamental domain for the Calogero-Sutherland model is given by the quotient of the configuration space C N with respect to the symmetries, i.e.
We have depicted a 3-dimensional projection of the fundamental domain for N = 2 in figure 3 . Inside the wedge-shaped domain, the Calogero-Sutherland potential is finite but it diverges along the edges. We will refer to the hyperplanes of singularities as "walls" of corresponding generators g a , a = 1, . . . , N − 1, within the monodromy group generate Artin's braid group. In addition, the full monodromy contains two more generators, g 0 and g N which satisfy some fourth order 'reflection type' equations with g 1 and g N −1 , respectively.
Harish-Chandra scattering states
Before we enter our discussion of wave functions, it is advantageous to introduce a bit of notation. We shall denote by e i , i = 1, . . . , N, the i th unit vector in C N , i.e. the vector that is zero everywhere except in the i th entry which is one instead. From these unit vectors we build the following set Σ + of vectors in C N , As one can easily count, the set contains N (N + 1) elements. Looking back at our CalogeroSutherland potentials we observe that they contain one summand for each element in Σ + . In fact, we can also write the potential as
where the scalar product ·, · is normalized such that e i , e j = δ i,j and we assembled all the coordinates τ i ∈ C into a vector τ = i τ i e i with
Let us agree to extend the definition of k α to arbitrary elements α ∈ R N such that is vanishes whenever α ∈ Σ + . Just as in the case of the potential, many formulas below will turn out to become much simpler when written as sums or products over the set Σ + . With these notations set up let us come to our main subject, namely the study of wave functions. Since the Calogero-Sutherland potential falls off at τ i → ∞, any wave function becomes a superposition of plane waves in this asymptotic regime. In mathematics is it customary to factor off the ground state wave function of the trigonometric CalogeroSutherland model, i.e. of the Hamiltonian that is obtained when all the τ i are purely imaginary. When we required the Harish-Chandra functions to be symmetric, we used the action of the Weyl group W N on the coordinate space. On the other hand, the Weyl group also acts in a natural way on the asymptotic data λ of the Harish-Chandra functions by sending any choice of λ through a sequence of Weyl reflections to wλ, w ∈ W N . In particular, the generators w j , j = 1, . . . , N act as 
So-called
where we adopt | τ i | < π for i = 1, . . . , N on the principal branch of BC N Harish-Chandra functions and we sum over elements µ of the integer cone
By inserting this formal expansion into the Calogero-Sutherland eigenvalue equations one can easily derive equations for the expansion coefficients Γ µ that may be solved recursively, at least for generic eigenvalues λ i . In a few cases, explicit formulas for Γ µ are also known. For N = 2, for example, the series expansion of Harish-Chandra functions with generic eigenvalues λ i was recently worked out in [13] , generalizing earlier expressions by Dolan and Osborn that were only valid for cases in which λ 1 − λ 2 − k 3 is non-negative integer. The procedure that was employed in [13] can in principle be extended to N > 2. This remains an interesting challenge for future work. In Heckman-Opdam theory many properties of the Harish-Chandra functions have been obtained without knowing the explicit series expansions. In particular let us mention that the functions exp( −λ + ρ(k), τ )Φ(λ; k; τ ) are known to be entire functions of the multiplicities k i and meromorphic functions of asymptotic data λ i , for any fixed choice of τ in the fundamental domain. They are known to possess simple poles whenever the set of λ i satisfies one of the following conditions
For the poles at λ * = λ α,n , the residues are given by (see e.g. [41] )
where ∼ indicates that the relation with the Harish-Chandra function on the right hand side holds only up to a constant factor. The latter is not known in general, but it can be found from the series expansion as in [13] for N = 2. The Harish-Chandra function on the right hand side is related to the one on the left by acting with an element w(α) ∈ W N of the Weyl group on the set of momenta λ i , defined in (4.12). A complete discussion of poles and residues for N = 2, including non-generic momenta λ i can be found in [13] .
Monodromy representation and wave functions
The scattering states we have discussed in the previous subsection fail to be good wave functions for the various real slices one may consider. In fact, at infinity Harish-Chandra function contains a single plain wave. On the other hand, the latter are not regular at the walls of the scattering problem. Finding true wave functions requires to impose regularity conditions at the walls and hence forces us to consider certain linear combinations of the 2 N N ! Harish-Chandra functions with given energy ε. The behavior of all wave functions at the walls is encoded in the monodromy representation of the fundamental group. As we saw above, the fundamental group, which in our case has been identified as the affine braid group, contains one generator g i , i = 0, . . . , N for each of the walls. The representation of this generator encodes how wave functions behave as we continue along a curve that surrounds the wall. Note that all walls possess real co-dimension two since they are defined by one complex linear equation. The 2 N N !-dimensional space of Harish-Chandra functions Φ(wλ, τ ), w ∈ W N carries a representation of the monodromy group. The representation matrices M i = M (g i ) are explicitly known from the work of Heckman and Opdam, see [13] for explicit formulas. In the special case of N = 2, expressions for two of the three monodromy matrices were also worked out in the conformal field theory literature [38] . Let us stress that these matrices satisfy the relations (4.1)-(4.3) that are the defining relation of the affine braid group. In addition they turn out to obey the following set of Hecke relations
for r = 0, . . . , N and i = 1, . . . , N − 1. These may be considered as a deformation of the relations (4.4). In this sense, this monodromy representation of the affine braid group is rather close to being a representation of the affine Weyl group. For generic values of the multiplicities k and momenta λ, the monodromy representation of the affine braid group on Harish-Chandra functions is irreducible. The precise condition is
for all elements α ∈ Σ + . When one of these conditions is violated, the monodromy representation may contain non-trivial subrepresentations. In terms of these monodromy matrices, regularity of the wave function Φ at a wall ω i is equivalent to Φ being an eigenfunction of the corresponding monodromy matrix M i = M (g i ) with unit eigenvalue, i.e. Φ is regular along ω i if and only if M i Φ = Φ. There exists a very simple prescription how to build a function Φ that is analytic at some subset ω i 1 , . . . , ω ir consisting of r ≤ N of the N walls that bound A + N , i.e i ν = 0. For each of these walls there is a generator w iν of the Weyl group and so our set of r walls is associated with a subgroup V ⊂ W N of the Weyl group that is generated by w i 1 , . . . , w ir . Given this subgroup we now define the following superposition of Harish-Chandra functions
where the so-called Harish-Chandra c-function reads
(4.20)
For future convenience, let us also introduce 
Euclidean inversion formula and defect blocks
After our sketch of the solution theory for Calogero-Sutherland models we are now in a position to construct conformal partial waves and blocks. In the next subsection we shall explain how to build the conformal partial waves explicitly in terms of Harish-Chandra functions. By definition, conformal partial waves are the physical wave functions on the Euclidean domain, i.e. single valued solutions of the Casimir equation in Euclidean kinematics. Our analysis provides one with a complete basis of such wave functions and hence with a Euclidean inversion formula. In the final subsection we shall also construct and discuss the conformal blocks that were introduced in section 2.3, thereby completing the main goal of this work.
Euclidean hypergeometrics and inversion formulas
The Heckman-Opdam hypergeometric functions we described briefly in the final paragraph of the previous section, provide physical wave functions for the domain A + N . Their construction is well known in the mathematical literature. To obtain the Euclidean inversion formula for defects, we are mostly interested in the physical wave functions for the Euclidean domain A E N that was introduced in eq. (3.9). As far as we know, there exists no general theory for these functions, but for the specific example of N = 2 that is associated to scalar four-point blocks, such wave functions have been known in the context of conformal field theory for a long time, see e.g. [38, 42] for explicit formulas in the recent literature. Here we shall generalize these functions to N ≥ 2 using the characterization that was proposed in [13] .
Before we can characterize the physical wave functions we need to introduce a bit of notation. In eq. (3.9) we have introduced the domain A E N . Of course, there are quite a few walls within A E N . When we consider the Calogero-Sutherland problem it is natural to first formulate it in a smaller domain that is bounded by walls but does not have walls in the interior. Here we shall describe such a small domain D E N and then explain how to glue A E N from the small domain D E N and some of its images under the action of the affine Weyl group. In order to do so we first define the simplex N −1 that is parametrized by an ordered set of
We can then introduce the domain D E N as a semi-infinite cylinder over N −1 , i.e.
The hypercubic base of our the Euclidean domain A E N that was introduced in eq. (3.9) can be triangulated into a disjoint union of the simplex N −1 an its reflections under the following subgroup W B N of the Weyl group W N ,
More precisely, our Euclidean domain A E N can be decomposed as We are looking for a physical wave function that is regular along the entire boundary of the domain D E N . From our description of the boundary in the previous paragraph it is clear that such a wave function can be characterized through the following set of monodromy conditions:
where A = 2, . . . , N − 1. The conditions we have displayed here do not directly impose triviality of the monodromy along τ 2 = iπ. Note however that the monodromy along the wall τ 2 = 0 is given by the matrix M −1
Since the monodromy matrix along this wall is simply a product of monodromy matrices we trivialized, the functions F E are automatically regular along τ 2 = 0. According to our discussion above, this ensures that the monodromy along the wall τ 2 = iπ is trivial as well, as long as we impose appropriate discretization conditions on the momenta λ. If the discretization conditions are violated, on the other hand, the functions F E will possess branch cuts along the wall at τ 2 = iπ.
In building the relevant solutions to the set of conditions (5.5), let us first look at the case of N = 2 for which we only need to trivialize the monodromies M 2 , M −1 1 M 2 M 1 , along with M 2 which corresponds to the wall τ 2 = πi. 8 The corresponding reflections form a Klein-four subgroup Z 2 2 = {1, w 2 , w 1 w 2 w 1 , w 1 w 2 w 1 w 2 } ⊂ W 2 of our Weyl group W 2 for N = 2. Using the expressions for monodromy matrices from [40] , the solution to eqs. (5.5) is seen to take the form
where γ
We claim that the functions F E form a basis of the space of functions on the Euclidean domain provided that we let λ i run through
where p is a non-negative real number. The simplest way to see that the basis of such Euclidean hypergeometric functions will be labeled by even spins is to notice that the monodromy conditions imposed on all non-compact walls of D E N are essentially those for regularity of a BC 1 Jacobi polynomial of cos τ 2 /i = cos 2θ 
where we introduced a shorthand
Let us remind that D E N possesses one wall, namely the wall along τ 1 = iπ that is not associated with a reflection. But as we discussed above, its monodromy is trivialized automatically once we have taken care of all the other walls and imposed the discretization conditions. The subgroup W E N has index N in W N . To spell out the Euclidean hypergeometric functions in this case, we denote
8M N denotes a monodromy matrix corresponding to the wall ω0, which amounts to taking MN = MN (λ; k a ) with parameters {k a } = 1 •˜ • 1{ka}, see [13] .
9 By a quadratic transformation of this Jacobi polynomial, it can be written as a polynomial in cos θ1.
and
Then the corresponding solution of the monodromy conditions eqs. (5.5) takes the form
For later use let us note that these functions F E are invariant under the action of the Weyl reflection w E , i.e.
simply because the sum over W E N includes a sum over {1, w E }. The Euclidean wave function (or partial wave) (5.11) is naively a sum over 2 N (N − 1)! Harish-Chandra (or pure) functions. In fact, though, most of the coefficients vanish once we impose the appropriate integrality conditions on the eigenvalues λ i (as it happens in the case of scalar four-point functions), leaving just two non-zero Harish-Chandra functions with labels λ = (λ 1 , λ 2 , . . . , λ N ) and w E λ = (−λ 1 , λ 2 , . . . , λ N ). Namely, we obtain a complete basis of wave functions if we let λ i , i = 1, . . . , N run through the set Here, ρ k is the vector we introduced in eq. (4.10), but for the BC N −1 root system. These Jacobi polynomials are known to form an orthogonal system on a simplex N −1 only if (λ 2 , . . . , λ N ) ∈ ρ B + P + B , where A more formal proof of the orthogonality statement goes via Heckman-Opdam shift operators [40, 43] 11 as follows. First one writes down the inversion for k 3 = 0, when orthogonality trivially splits into applications of polynomial BC N −1 and non-polynomial Jacobi (i.e. BC 1 ) inversion formulas. One then inserts a resolution of the identity 1 = G
via multiplicity shift operators G ± for the k 3 orbit (appropriately normalized on Euclidean wave functions by Harish-Chandra isomorphism [44] ) into the scalar product of the k 3 = 0 Euclidean hypergeometric functions which, by transposition, gives the result for a countable set of values k 3 = 0, 1, 2, . . . . To finalize, one should apply an analytical argument in the spirit of Carlson's lemma [45] and continue to a dense subset of multiplicities, see [40] for samples of such calculations for Calogero-Sutherland wave functions.
As we have just established, the functions we have constructed in eqs. (5.11) and (5.12) form a complete and orthogonal set of wave functions for the Calogero-Sutherland scattering problem in the Euclidean domain. In particular, we can use them to project correlation functions G for two defects onto conformal blocks, see also [40] ,
According to the discussion above, we can extend 12 this integral transform to the whole Euclidean region A E N , which then reads as
The measure factor Θ was introduced in eq. (4.8) above and the integration is over the domain A E N . Convergence of the above integral is assured if −1 < p < d − 1 for the setup of two point functions in presence of a defect (N = 2) and −1 < p − q < 3 − 2N + d for the setup of defect two point functions (N ≥ 2). In those cases with N = 2 cross ratios that have previously appeared in the conformal field theory literature, our normalization differs a bit from the usual one. We will give precise relations below. For later applications we note that our conventions guarantee that C possesses the following shadow symmetry,
Using the orthogonality properties of the partial waves F E we can invert formula (5.14) to decompose the correlation function into a sum/integral over wave functions, 16) where λ i are considered as functions of l i and p, see eq. (5.12), and the measure µ is given by
Here, the product runs over the following a subsystem Σ + B of the root system Σ + ,
theory literature on two point functions in the presence of a defect. For a direct comparison one should apply the following list of re-definitions,
It seems natural to extend these relations with a = 0 to defect two-point functions with an arbitrary number N of cross ratios as
We leave it to the reader to rewrite the Euclidean inversion formula (5.14) and the conformal partial wave decomposition (5.16) explicitly with these conventions.
Defect blocks
Our final goal is to construct the blocks that we introduced through the expansion (2.16) in terms of Harish-Chandra functions. As in the case of four-point blocks, all we need to do is to decompose the conformal partial waves we built in the previous subsection into a sum of a block and its shadow. Once this is done, the conformal partial wave expansion (5.16) can be split into two parts. Using the shadow symmetry (5.15) of the structure function C we can use the part containing the shadow block to extend the p integration in the part with the block to the entire real line, see our discussion after eq. (5.16) for a bit more details. Through a contour deformation we obtain the expansion of the correlation function in terms of conformal blocks, as usual. 
where F B is obtained by summing Harish-Chandra functions over the subgroup W B N ,
If we take care of all prefactors and gauge transformations, we arrive at the following expressions for the blocks we introduced through the decomposition (2.16),
where the multiplicities k a on the right hand side are related to the parameters p, q, d on the left through eq. . This extends the construction of four-point blocks from pure functions that was spelled out in [38] to an arbitrary number N of cross ratios.
In the case q = 0, the blocks can contain an additional parameter a that also enters the normalization. Here we will adopt the following normalization Hence, our conventions match those in the literature. Note, however, that our normalization differs from those in [15] . In order to obtain their blocks one has to multiply our blocks by a factor 2 − . Formulas (5.21) and (5.24) provide an explicit construction of blocks for the bulk channel of configurations with q = 0, i.e. when we deal with two local fields in the presence of a defect of dimension p < d − 1. In section 3 we described a few cases in which such blocks can be obtained through the relation with scalar four-point blocks. The results of section 5, derived through the solution theory of Calogero-Sutherland models, do not use this connection to four-point blocks. See, however, our discussion of another class of such formulas in Appendix B.
Conclusions and outlook
In this work we developed a systematic theory of conformal blocks for a pair of defects in a ddimensional Euclidean space. By extending the harmonic analysis approach that was initiated in [34, 46] we were able to derive the associated Casimir equations systematically. These were shown to take the form of an eigenvalue problem for an N -particle Calogero-Sutherland Hamiltonian, generalizing the observation of [1] for four-point blocks. We exploited known symmetries of the Calogero-Sutherland models to obtain a large set of relations between blocks, of which only a few special cases were known before. Finally, we gave a lightning review of Heckman-Opdam theory for the Calogero-Sutherland scattering problem and applied it to the constructions of defect blocks and the Euclidean inversion formula. The latter generalizes the inversion formula for scalar four-point blocks in [47] , see also [42] . The Euclidean inversion formula for scalar four point blocks was used in [38] to extract the operator product coefficients from (a double discontinuity of) the Lorentzian correlator. It would be interesting to extend such a formula to defects, and in particular to correlation functions of two bulk fields in the presence of a defect. In [23] , a Lorentzian inversion formula was derived for the defect channel of a single defect with two bulk fields, i.e. for q = 0. This defect channel inversion formula allowed to extract information on defect operators from the bulk. Through a Lorentzian inversion formula for the bulk channel of the kind described above it would be possible to go in the other direction, i.e. to infer properties of the bulk from information on the defect fields. This process could then be iterated. One way to obtain the missing Lorentzian inversion formula for (the bulk channel of) defects is to closely follow the steps in [38] . Alternatively, one should also be able to determine the kernel of the Lorentzian inversion formula algebraically, as explained in [13] , starting from our characterization (5.5) of the Euclidean kernel. We will return to this problem in forthcoming work.
Another interesting direction concerns the extension to spinning blocks, i.e. to non-trivial representations of the rotation groups SO(d − p) and SO(d − q). When q = 0, these can be used to expand correlation functions of two fields with spin, such as e.g. the stress tensor, in the presence of the defect. The harmonic analysis approach that we used in section 3 to derive our results on the relation with Calogero-Sutherland Hamiltonians was recently extended to the case of four bulk fields with arbitrary spin [34, 46] , i.e. of p = 0 = q, see also [48] . It is rather straightforward to include defects into such an analysis. Going through the relevant group theory, one can see that the stabilizer subgroup of any given point on the double coset is given by B = SO(p − q) × SO(|d − p − q − 2|) which is non-trivial unless the two defects possess the same dimension p = q and d = 2p + 2. Consequently, the analysis of spinning defect blocks is similar to the cases studied in [46] . In any case, the corresponding Casimir equations will take the form of Calogero-Sutherland eigenvalue equations with a matrix valued potential. It should be rewarding to work these out, at least in a few examples.
As we mentioned in the introduction, extensions of the conformal bootstrap programme including correlation functions of two bulk fields in the presence of a defect, have played some role already both for d = 2 and higher dimensions. Constraint equations on dynamical data of the theory arise from the comparison of the two different channels that exist for q = 0, the bulk and the defect channel. While the defect channel is entirely determined by the expansion of bulk fields near the defect, the bulk channel also contains information about the bulk operator product expansions. It is a relevant challenge to compute dynamical data for defect two-point functions and to formulate appropriate consistency conditions these quantities need to satisfy. In this context it might also be interesting to include correlators in non-trivial geometries [49] and at finite temperature [50] [51] [52] .
Let us finally stress, that the Heckman-Opdam theory we sketched in section 4 is only a very small part of what is known about Calogero-Sutherland models. In fact, the most remarkable property of the Calogero-Sutherland model is its (super-)integrability. It furnishes a wealth of additional and very powerful algebraic structure. So far, the only algebra we have seen above was the Hecke algebra that appeared in the context of the monodromy representation. It acts in the 2 N N !-dimensional spaces of Harish-Chandra functions Φ(wλ; z), w ∈ W N , i.e. in finite dimensional subspaces of functions which all possess the same eigenvalue of the Hamiltonian. This is just the tip of a true iceberg of algebraic structure that involves e.g. Ruijsenaars-Schneider models and double affine Hecke algebras, see comments in the conclusions of [13] . We will come back to these an other topics in forthcoming work. . We recovered our formula (2.13). Next we want to determine how the coordinates x,x in (2.5) that we used for configurations with N = 2 cross-ratios relate to our variables ϑ, θ ≡ θ 1 . The former are defined through two local bulk fields (q = 0) in presence of a p-dimensional defect. In order to apply eq. (2.5), we need to project Y 1 and Y 2 onto the transverse space, i.e. the space spanned by P 1 , . . . , P d−p : We can solve these two equations for x,x to obtain the expressions we have anticipated in eq. This concludes our discussion of relations between cross-ratios.
B More relations with scalar four-point blocks

