and Vv for the tensor with the components i>,, ,■ , if v is a differentiable vector field. Finally, to facilitate concise smoothness hypotheses, we employ the function classes e(P) and e"(P). The class G(P) consists of all tensor-valued functions of any order that are defined and continuous on a subset P of euclidean n-space; for a a positive integer, Q"(P) consists of all functions in Q(P) whose partial derivatives of order up to and including a exist on P and there coincide with functions belonging to C(P).
As for preliminaries from the linear dynamical theory of elasticity, we require the notion of an Elastodynamic state. If u and <5 are, respectively, a vector-valued and a second-order tensor-valued function defined on R X T, we call the ordered pair [u, d] an elastodynamic state on R X T corresponding to the body-]orce field f, the mass density p, and to the elasticity tensor y, and write is positive semi-definite. If u is the displacement field of an elastodynamic state, then e(Vu) evidently represents the strain-energy density associated with this state. Finally, if d is the stress field of an elastodynamic state on R X T and n is the unit outward normal of d*R, we call the vector field s defined by Si = <ji jUj on d*R X T, (1.10) the tractions of d acting on dR.
2The superposed dots indicate partial time-differentiation.
2. Prolonged quiescence of the far elastodynamic field. Uniqueness and reciprocal theorems.
In preparation for the theorems that constitute our main objective, we require the following auxiliary result.
Lemma 1 (Generalized energy identity). Suppose:
is a given junction such that the set !x | x £ R, r(x) > OJ is bounded. Let t]r be the second-order tensor-valued junction defined by 
for all x £ R, (2.5)
Substitute from (2.6) into (2.5) and use (1.7) to arrive at
which, after a brief computation involving (1.6), (2.3), (1.9), (2.1) and the symmetry relations (1.3), gives rise to
Observe that v has bounded support by virtue of (2.3), hypothesis (b), and (1.7). Moreover, hypothesis (b) and (1.7), because of (1.9), (2.1), imply that each term in the right-hand member of (2.7) is the value at x of a function with bounded support. Thus, the individual terms in the right-hand member of (2.7), and hence V-v, are properly integrable on R, since (1.9), (2.1) and the assumed regularity of u, f, t imply that each of these terms represents the value at x of a function in G(R). The preceding remarks concerning v and V-v, in conjunction with (2.4), entitle one to apply the divergence theorem3 to v on R. Accordingly, (2.7) leads to
where n is the unit outward normal of d*R. The desired result (2.2) now follows at once with the aid of (2.3) and (1.10). This completes the proof.
If R is bounded, we may in particular choose t = t on It, where t is any given positive number; for this choice (2.2) passes over into the classical energy identity and, ij dR extends to infinity,
where s is given by (1.10).
Then, jor every t > 0, there exists a bounded set tt(t) C R, depending only on A(t), p, and y, such that Since 0(2) is closed, one shows readily4 that R -S2(f) is contained in the closure of R -Q(t). In view of the continuity of u, <J on R X T", and because (1.6) holds on R X T", it suffices to show that It follows from (2.14), (2.16) that Bs does not intersect 5cx(z), so that (2.13), (2.19) imply Therefore, the integrand in (2.23) is nonnegative on Rz. Also, this integrand is continuous on Rz , as a consequence of (1.9), (2.24), the first of (2.18), and the smoothness of u implied by hypothesis (a). These observations, together with (2.23), yield | u2(x, r(x)) -e(ifc(x)) + e(Vu(x, r(x)) + tjr(x)) = 0 for every x £ Rz , ( The assertion (2.15), and consequently (2.10), now follow at once from (1.7) and the assumed regularity of u. Finally, note from (2.12), (2.13), (2.14) that il(t) depends exclusively on A(t), p, and y. The proof is now complete. Theorem 1 contains as a special case Lemma 2.2 of [1] , which is confined to the isotropic medium characterized by (2.9). We are now ready to state and prove This fact, in view of (2.29), (2.30), confirms the desired conclusion (2.28). The preceding theorem is an extension to anisotropic solids of Theorem 2.1 in [1], Theorem 2 is also broader than the latter theorem because it covers the general mixed problem, in addition to the first and the second fundamental problem of dynamic elasticity. We note that the foregoing proof of Theorem 2, which relies on the prolonged quiescence of the far field established in Theorem 1, is considerably more economical than the procedure used in arriving at Theorem 2.1 of [1] . The present method of proof is an adaptation of Neumann's [5] classical uniqueness argument to unbounded anisotropic elastic solids, in which Theorem 1 served the purpose of avoiding artificial order restrictions on the velocity and stresses at infinity.
As for the generalized reciprocal theorem, we turn first to some prerequisites from the theory of Riemann convolutions. If P is a set in E, and if <pE e(P X T+), tee(PX T+),
we mean by the convolution of <p and \p the function ip*\p defined on P X T" through
We will use without mention the commutativity and distributivity of convolutions;
additional required properties of convolutions are cited in Lemma 2. Suppose P is a set in E and let d £ e(P X T+), a' £ e(P X T+). In connection with vector fields, we write 8*v for the vector with the components 6*Vi , if the latter convolutions are meaningful. The analogous interpretation is to be attached to 0*Jr, where i|r is a higher-order tensor field. Finally, we adopt the notation v*w = Vi*Wi , = ipii...k*ffi...k , (2.37) provided ig> and have the same order and the convolutions appearing in the righthand members of (2.37) are defined.
We may now proceed to and, for every x G It, put°(
When R is unbounded, suppose further: Then, for each t E (0, °°), In view of (2.51), (2.36), and the fact that if R is infinite [u, cJ] obeys (2.10) with Sl(t) the bounded set whose existence was deduced earlier in the proof, v has bounded support. Equation (2.57), together with (2.38) and part (B) of Lemma 2, require V-v to coincide on R with a function belonging to Q(R). Therefore, and because of (2.52), the version of the divergence theorem invoked in the proof of Lemma 1 is applicable to v on R.
The identity (2.42) then follows immediately from (2.57), (2.51), and (1.10). This completes the proof. The reciprocal identity (2.42) is due to Graffi [7] , whose derivation (which is confined to bounded regions) relies on the Laplace transform. Theorem 3 is a counterpart for anisotropic bodies of Theorem 2.2 in [1] , which is not only limited to the isotropic case, but also to elastodynamic states with a quiescent past. Finally, we emphasize that if the elastodynamic state [u, <i] of Theorem 3 is characterized as the solution to a standard boundary-initial value problem, the data enable one to decide whether or not hypotheses (а) and (b) are satisfied.
