We discuss parametrizations of filter coefficients of scaling functions and compactly supported orthonormal wavelets with several vanishing moments. We introduce the first discrete moments of the filter coefficients as parameters. The discrete moments can be expressed in terms of the continuous moments of the related scaling function. To solve the resulting polynomial equations we use symbolic computation and in particular Gröbner bases. The cases of four to ten filter coefficients are discussed and explicit parametrizations are given.
Introduction
Over the last two decades wavelets have become a fundamental tool in many areas of applied mathematics and engineering ranging from signal and image processing to numerical analysis, see for example Daubechies [13] , Mallat [26] , and Strang and Nguyen [35] . A function ψ ∈ L 2 (R) is an orthonormal wavelet if the family
is an orthonormal basis of the Hilbert space L 2 (R). The first known example is the Haar wavelet [16] ψ ( Daubechies [12] introduced a general method to construct compactly supported wavelets. It is based on scaling functions which satisfy a dilation equation
given by a linear combination of real filter coefficients h k and dilated and translated versions of the scaling function. We outline her construction in Sect. 2. The corresponding scaling function for the Haar wavelet is the box function φ(x) = 1, for 0 ≤ x < 1, 0, otherwise with the filter coefficients h 0 = h 1 = 1. In general, there is no closed analytic form for the scaling function, and for computations with wavelets only the filter coefficients are used.
Conditions on the scaling function imply, using the dilation equation (1) , constraints on the filter coefficients. Orthonormality gives quadratic equations and vanishing moments of the associated wavelet and normalization linear constraints. For the existence of a wavelet at least one vanishing moment is necessary. Daubechies wavelets [12] have the maximal number of vanishing moments for a fixed number of filter coefficients and so there are only finitely many solutions. See Sect. 2 for details.
Parametrizing all possible filter coefficients that correspond to compactly supported orthonormal wavelets has been studied by several authors [20, 25, 29, 31, 34, [37] [38] [39] . For a discussion and illustrations of scaling functions with six filter coefficients depending on two parameters see also [3] and [18] . Applications of parametrized wavelets to compression are for example discussed in [17] and [30] . In all parametrizations the filter coefficients are expressed in terms of trigonometric functions and there is no natural interpretation of the angular parameters for the resulting scaling function. Furthermore, one has to solve transcendental constraints for the parameters to find wavelets with more than one vanishing moment.
In the proposed parametrization we introduce the first discrete moments of the filter coefficients as parameters. The discrete moments can be expressed in terms of the continuous moments of the scaling function, see Sect. 3. Moreover, we do not want to parametrize all possible filter coefficients but only such with a high number of vanishing moments. More precisely, we omit one vanishing moment condition from the construction of Daubechies wavelets. We also use the fact that the even discrete moments are determined by the odd up to the number of vanishing moments, see Sect. 3. We discussed a first parametrization using the same approach in [30] . In this paper, we present new simplified parametrizations, discuss all computational aspects and different cases in detail, and give a parametrization for ten filter coefficients and at least four vanishing moments.
We solve the resulting parametrized polynomial equations for the filter coefficients using symbolic computation and for the more involved equations in particular Gröbner bases. Gröbner bases were introduced by Buchberger in [4] , see also [5] . For further details on Gröbner bases we refer to [1, 6, 11] . Applications of Gröbner bases to the design of wavelets and filter coefficients are for example discussed in [8, 9, 15, 23, 24, 27, 28, 32] . The idea of using the first discrete moment as a parameter to simplify the Gröbner basis computations was also used in Selesnick and Burrus [32] and Lebrun and Selesnick [23] .
In Sects. 4-7 we describe in detail the cases of four to ten filter coefficients. We give explicit parametrizations and discuss several special parameter values, for example, for the Daubechies wavelets. The corresponding Maple worksheet with all computations, several MATLAB functions and a GUI to compute with and illustrate parametrized wavelets are available on request from the author.
Equations for the filter coefficients
We outline the construction of orthonormal wavelets based on scaling functions and recall the polynomial equations for the filter coefficients, see for example Daubechies [13] or Strang and Nguyen [35] .
Orthonormality of the integer translates
implies, using the dilation equation (1), the quadratic equations
where we set h k = 0 for k < 0 and k > N . We can assume that h 0 h N = 0. Then with Eq. (2) we see that N must be odd and the number of filter coefficients even. We have one nonhomogeneous equation
and the homogeneous equations
If the filter coefficients satisfy the necessary conditions for orthogonality (2) and the normalization
there exists a unique solution of the dilation equation (1) in L 2 (R) with support [0, N ] and for which φ = 1, see Lawton [21] . For almost all such scaling functions the integer translates {φ(x − l)} l∈Z are orthogonal, and then
is an orthonormal wavelet. Necessary and sufficient conditions for orthonormality were given by Cohen [10] and Lawton [22] , see also Daubechies [13, Chap. 6.3.] . The only example with four filter coefficients that satisfies the Eqs. (2) and (5) and where the integer translates of the corresponding scaling are not orthogonal is h 0 = h 3 = 1 and h 1 = h 2 = 0 with the scaling function
Vanishing moments of the associated wavelet are related to several properties of the scaling function and wavelet. For example, to the smoothness, the polynomial reproduction and the approximation order of the scaling function, and the decay of the wavelet coefficients for smooth functions, see Strang and Nguyen [35] and the survey by Unser and Blu [36] for details. The condition that the first p moments of the wavelet ψ vanish, that is,
is using Eq. (6) equivalent to the sum rules
We say that ψ has p vanishing moments. Since the vector space of all polynomials with degree less then p is invariant under translation and dilation, we can equivalently require vanishing moments of ψ(x + n − 1) with N = 2n − 1. This corresponds to Daubechies choice [12, 13] where the wavelet has support [1 − n, n]. For the computations we use the resulting linear equations
since they have smaller coefficients. Note that the normalization of the filter coefficients (5) and the first sum rule
The following proposition is a consequence of the first Newton identities, which give a relation between power sums and elementary symmetric functions, see Bourbaki 
Proof The Newton identities tell us in particular that
The last sum in this equation is
and the proposition follows by observing that
If the filter coefficients satisfy the homogeneous equations (4) from the orthonormality conditions then
Therefore we see with the identity (11) that the normalization and the first sum rule, see Eqs. (5), (9) and (10) together with (4) imply the nonhomogeneous equation (3). So we can replace the quadratic equation (3) by the linear equation (9), which simplifies the computations.
Discrete and continuous moments
In this section, we discuss relations between the discrete moments 
We first recall a well-known recursive relation between discrete and continuous moments, see for example Strang and Nguyen [35, p. 396] . Let φ be a scaling function satisfying M 0 = φ = 1. Then m 0 = 2 and
Using the recursion we obtain for the first moments
Explicit formulas expressing the discrete moments in terms of the continuous and vice versa are given in [30] .
For the parametrization of the filter coefficients we use the fact that the even moments are determined by the odd moments up to the number of vanishing moments, see [30] . In more detail, if the first two moments of the associated wavelet vanish, then
and if the first four moments vanish, we additionally have
Four filter coefficients
In the case of four filter coefficients, we have the following system equations (normalization, first sum rule, parameter m = m 1 , and orthogonality):
We solve the three linear equations for h 0 , substitute the solution into the quadratic equation, and obtain
We first consider the solution
we can choose m ∈ [1, 5] to get real filter coefficients. We set m = a + 3 to obtain parameter values symmetrically around zero. This correspond to a Tschirnhaus transformation for the polynomial (15) and simplifies the expression for the filter coefficients. Substituting the solution for h 0 into the solution for the linear equations we get:
with w = √ 4 − a 2 and a = m − 3 ∈ [−2, 2]. Notice that for a = −a we obtain the flipped filter coefficients.
Special parameter values
For a = 0 we get the filter coefficients (0, 1, 1, 0) , which correspond to a translated Haar scaling function and wavelet. The parameter values a = −2, 2 give also Haar scaling functions with the filter coefficients (1, 1, 0, 0) and (0, 0, 1, 1).
The Daubechies wavelet has two vanishing moments, so we have one more sum rule
Substituting the parametrized filter coefficients into this equations and solving for a, we get the two solutions a = − √ 3, √ 3 with the first discrete moments m = 3 − √ 3, 3 + √ 3. The first solution gives the famous Daubechies filters [12] 1/4 (1
and the second the flipped version. (14) and apply again the Tschirnhaus transformation m = a + 3, we obtain the parametrized filter coefficients: 2] . Comparing this solution with the parametrized filter coefficients (16), we see that w is replaced by −w and so the two first and the two last filter coefficients are swapped. Notice that again for a = −a we obtain the flipped filters.
For a = 0 we now get the filter coefficients (1, 0, 0, 1), which give the scaling function (7) where the integer translates of the scaling function are not orthogonal.
The parameter values a = −2, 2 also give Haar scaling functions with the filter coefficients (1, 1, 0, 0) and (0, 0, 1, 1 ). This parametrization does not contain filter coefficients with a second vanishing moment. The corresponding scaling functions are, compared to the parametrization (16), irregular.
Six filter coefficients
For six filter coefficients we have two vanishing moments, and we can use the relation m 2 = m 2 1 /2, see Eq. (12). This gives an additional linear constraint, and we have the following linear equations with m = m 1 :
and the quadratic equations
We solve the linear equations for h 0 , substitute the solution into the quadratic equations and obtain: 
Special parameter values
The Daubechies wavelet has one more vanishing moment, that is, it satisfies the sum rule
Substituting the parametrized filter coefficients into this equations and solving for a, we get one real solution a = − 5 + 2 √ 10, which gives the filter coefficients The parameter a = −1 gives the first coiflet The corresponding scaling functions and wavelets for a > 0 become increasingly irregular.
Second root
If we choose the second solution for the quadratic equation (18) and apply the Tschirnhaus transformation m = a + 5, we obtain: . Notice that substituting a = −a gives the flipped filter coefficients from the parametrization (19).
Eight filter coefficients
For eight filter coefficients we have three vanishing moments, and we can use as in the previous section the relation m 2 = 1/2 m 2 1 , see Eq. (12) . We have the following six linear equations with m = m 1 :
We solve the linear equations for h 0 and h 1 and substitute the solutions into the quadratic equations. Then we compute a Gröbner basis with respect to the lexicographic order with h 1 > lex h 0 treating m as a parameter, that is, we compute a Gröbner basis in
The Gröbner basis has two elements. The first element is a quadratic polynomial in h 0 and the second linear in h 1 and h 0 . We consider the following solution for the quadratic equation from the Gröbner basis We set m = a + 7, which corresponds to a Tschirnhaus transformation for the first factor of the polynomial under the square root in w, and obtain
To get real filter coefficients, we can choose a in
where α denotes the smaller and β the larger real root of We substitute the solution for h 0 into the linear equation from the Gröbner basis, solve for h 1 and obtain with w as in (22) h 1 = − 1 512
The denominator
is zero for a = 1. We first assume a < 1. Then we can also simplify the root (22) and obtain with the solution for the linear equations (21) the following parametrized filter coefficients with at least three vanishing moments: If we choose the second root for the quadratic equation from the Gröbner basis and perform the same computations as before with the assumption a < 1, we obtain the filter coefficients (24) with w replaced by −w.
Different order on the variables
We now compute a Gröbner basis with respect to the lexicographic order with h 0 > lex h 1 . The Gröbner basis has again two elements. The first element is a quadratic polynomial in h 1 and the second linear in h 0 and h 1 .
We consider the following solution for the quadratic equation from the Gröbner basis We set again a = m + 7 and obtain
We get real filter coefficients for a in the same intervals (23) as in the previous section.
We substitute the solution for h 1 into the linear equation from the second Gröbner basis, solve for h 0 and obtain with w as in (25) h 0 = − 1 512
is zero for a = −1. We assume a > −1. Then we can also simplify the root (25) and obtain with the solution for the linear equations (21) the filter coefficients from Eq. (24) with w replaced by −w. From the previous section we know that this parametrization is also valid for a < 1 and hence for a in the intervals (23) . Notice that substituting a = −a in this parametrization gives the flipped filter coefficients from Eq. (24). If we choose the second root for the quadratic equation from the Gröbner basis and perform the same computations as before with the assumption a > −1, we obtain the filter coefficients (24) . Therefore the parametrization (24) is also valid for a in the intervals (23).
Special parameter values
The Daubechies wavelet satisfies one more sum rule
Substituting the parametrized filter coefficients (24) The first parameter gives the Daubechies wavelet with extremal phase [13, p. 195 ] and the second the "least asymmetric" [13, p. 198] . Notice that the symbolic expression for the parameter a with the parametrization (24) give us a closed form representation of the filter coefficients of the Daubechies wavelet. Compare this with the results obtained by Chyzak et al. [9] , where also Gröbner bases are used, and the different approach by Shann and Yen [33] . The Daubechies wavelet with six nonzero filter coefficients (20) has the first discrete moment m = 5 − 5 + 2 √ 10, so the corresponding parameter value for the parametrization (24) is a = −2 − 5 + 2 √ 10.
Ten filter coefficients
For ten filter coefficients we require four vanishing moments. We can therefore use the two relations The second element in the Gröbner basis is linear in h 0 . We solve this polynomial for h 0 and obtain with the solution for the linear equations (26) the following parametrized filter coefficients with at least four vanishing moments:
To compute the filter coefficients for a = 9, we solve the linear equations (26) with the parameter values (28) for h 0 and substitute the solution into the quadratic equations. Then we solve the four univariate polynomials and obtain two solutions for h 0 which give two different filter coefficients. The second choice for c from (28) gives the flipped filter coefficients.
