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A NOTE ON LOCAL INTEGRABILITY OF
DIFFERENTIAL SYSTEMS
XIANG ZHANG
Abstract. For an n–dimensional local analytic differential system x˙ =
Ax + f(x) with f(x) = O(|x|2), the Poincare´ nonintegrability theorem
states that if the eigenvalues of A are not resonant, the system does
not have an analytic or a formal first integral in a neighborhood of the
origin. This result was extended in 2003 to the case when A admits one
zero eigenvalue and the other are non–resonant: for n = 2 the system
has an analytic first integral at the origin if and only if the origin is
a non–isolated singular point; for n > 2 the system has a formal first
integral at the origin if and only if the origin is not an isolated singular
point. However, the question of whether the system has an analytic first
integral at the origin provided that the origin is not an isolated singular
point remains open.
1. Introduction and statement of the main results
For the local analytic differential system
(1) x˙ = Ax+ f(x), x ∈ Rn,
with f(x) = O∗(‖x‖2) ∈ Cω(Rn, 0), the study of the theory of local integra-
bility or of the existence of first integrals at the origin can be traced back to
Poincare´ [16]. Since then, the theory of local integrability has been greatly
developed, see for example [1, 2, 4, 5, 6, 8, 15, 17, 18, 19, 20, 21, 22]. Here-
after, O∗(‖x‖2) denotes a function (or a vector–valued function) without
constant and linear terms in its Taylor expansion, and Cω(Rn, 0) denotes
the set of analytic functions defined in a neighborhood of the origin. Note
that x = 0 is a singular point of system (1), and that after an invertible lin-
ear change of coordinates we can always transform system (1) to a system
with its linear part matrix in Jordan normal form. So in what follows, we
assume without loss of generality that A is in Jordan normal form.
Let λ = (λ1, . . . , λn) be the eigenvalues of the matrix A. Set
Mλ :=
{
m ∈ Zn+| 〈m, λ〉 = 0, |m| ≥ 1
}
,
where Z+ is the set of nonnegative integers, 〈·, ·〉 denotes the inner product
of two vectors in Cn and |m| = m1 + . . . + mn for m = (m1, . . . ,mn). If
Mλ = ∅, we say λ is non–resonant. IfMλ 6= ∅, each element ofMλ is called
a resonant lattice.
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Poincare´ [16] proved the next result.
Theorem A. If system (1) is analytic, and the eigenvalues λ of A is non–
resonant, then the system has neither analytic nor formal first integrals.
For a proof of the Poincare´’s result, see example [8] or [19].
Recall that a formal first integral is a formal series H(x) which satisfies
〈∇H(x), Ax+ f(x)〉 ≡ 0 in (Rn, 0), where ∇H is the gradient of H and the
partial derivative of H is taken over all homogeneous terms in the sum of
H, that is, if H(x) =
∞∑
ℓ=1
Hℓ(x) with the Hℓ’s homogeneous polynomials of
degree ℓ then ∇H =
∞∑
ℓ=1
∇Hℓ(x).
When the n–tuple of eigenvalues λ are resonant, i.e. Mλ 6= ∅, there
are certain known results which provide necessary conditions ensuring the
existence and number of functionally independent local analytic or formal
first integrals of system (1). For more details, see [2, 4, 6, 15, 18]. About the
equivalent characterization of analytic integrability via normal form, there
are also some known results on the existence of analytic normalization of
analytically integrable differential systems to their Poincare´–Dulac normal
forms. For more details, see [11, 12, 21, 22, 23, 24]. As our knowledge, there
are very few general results providing necessary and sufficient conditions for
the existence of analytic or formal first integrals defined in a neighborhood
of the origin.
Li et al [14] in 2003 studied the existence of local first integrals at the
origin in case when one of the eigenvalues vanishes and the other are non–
resonant, that is
(2) λ1 = 0 and
n∑
j=2
mjλj 6= 0 for mj ∈ Z+ and
n∑
j=2
mj ≥ 1.
Their results can be stated as follows.
Theorem B. Assume that the differential system (1) is analytic and the
conditions (2) hold.
(a) For n > 2, system (1) has a formal first integral in a neighborhood
of x = 0 if and only if the singular point x = 0 is not isolated. In
particular, if the singular point x = 0 is isolated, system (1) has no
analytic first integrals in a neighborhood of x = 0.
(b) For n = 1, 2, system (1) has an analytic first integral in a neighbor-
hood of x = 0 if and only if the singular point x = 0 is not isolated.
We note that statement (b) of Li et al [14] completely solve the problem
on the existence of analytic first integral of a planar analytic differential
system at its singular point with its linear part having eigenvalues satisfying
(2). If system (1) is higher dimensional, the following problem remains open
since 2003:
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Whether is true that the analytic differential system (1) under the condi-
tion (2) has an analytic first integral in a neighborhood of the origin if and
only if the singular point x = 0 is not isolated?
Here we give an answer to this problem. The main results are the follow-
ing.
Theorem 1. For the local analytic differential system (1), assume that λ1 =
0, and that λ2, . . . , λn either all have positive real parts or all have negative
real parts. Then system (1) has an analytic first integral in (Rn, 0) if and
only if the singular point x = 0 is not isolated.
Note that the conditions on the eigenvalues λ in Theorem 1 is a special
case of the conditions (2). Of course, the condition (2) means that the eigen-
values λ2, . . ., λn have no vanishing real parts. Statement (b) of Theorem B
is a special case of our Theorem 1.
We remark that the method in [14] for proving the sufficiency of statement
(b) of Theorem B strongly depends on the dimension two, and it cannot be
extended to higher dimensional systems. Here we provide a new approach
using the ideas partly from [7, Lemma 5.3]. The proof of the necessity of
statement (b) of Theorem B in [14] follows from that of statement (a), which
is much involved. Now we provide a new and simple proof using our newly
developed theory of integrability given in [5].
Next we present a C∞ version of Theorem 1.
Theorem 2. For the C∞ differential system (1), assume that λ1 = 0, and
that λ2, . . . , λn either all have positive real parts or all have negative real
parts. Then system (1) has a C∞ non–flat first integral in (Rn, 0) if and
only if there exists a curve passing through the origin which fulfils singular
points of system (1).
Recall that a C∞ function is non–flat if its Taylor expansion does not
identically vanish. In C∞ category we cannot say, as stated in Theorem
1, the singular point x = 0 is not isolated, because a C∞ function of one
variable can have zeros accumulating at one of its zeros, but it does not
identically vanish. Whereas an analytic function of one variable either is
identically equal to zero or has only isolated zeros.
Finally, we answer the open problem in the general condition (2), which
shows that the sufficient part of the open problem is not correct in general.
Theorem 3. For the Cr differential system (1), r ∈ {ω,∞}, suppose that
the conditions (2) hold.
(a) If system (1) has a Cr first integral (non–flat in the C∞ case) in
(Rn, 0), then there exists a curve passing the origin, which fulfils
singular points of system (1).
(b) If system (1) has a curve fulfilling singular points and containing the
origin in its interior, the following statements hold.
(b1) System (1) always has a formal first integral in (R
n, 0).
(b2) There exist analytic differential systems of the form (1) which
have no analytic first integrals in (Rn, 0).
4 X. ZHANG
We remark that statement (a) of Theorem 3 is in fact a different statement
of Theorem B, here we add a little more information in it, because any
analytic and C∞ function can be expanded as a Taylor series. Statement
(b1) of Theorem 3 is the same as the sufficient part of Theorem B. Here we
will present a different and simple proof, which can also be used to prove
statement (b2). Statement (b2) of Theorem 3 provides a negative answer to
the sufficiency part of the open problem.
We do not know whether there exists a C∞ first integral if the conditions
of statement (b) hold.
This paper is organized as follows. In the next section we prove Theorem
1. Sections 3 and 4 are the proofs of Theorems 2 and 3, respectively.
2. Proof of Theorem 1
To prove this theorem we need the next result, due to Du et al [5, Theorem
1 (b)], which plays a central role in the proof of Theorem 1.
Theorem 4. Let m ∈ {1, . . . , n−1} be the maximum number of Q+–linearly
independent elements of Mλ. If the analytic differential system (1) has m
functionally independent analytic or formal first integrals defined in a neigh-
borhood of the origin, then it has m functionally independent first integrals
of the form
(3) H1(x) = x
α1 + h1(x), . . . , Hm(x) = x
αm + hm(x),
where α1, . . . , αm are Q+–linearly independent elements of Mλ, and each
hj(x) = O
∗
(
|x||αj |+1
)
, j = 1, . . . , m, consists of non–resonant monomials.
We now prove Theorem 1. By the condition (2) we can assume without
loss of generality that system (1) is of the form
(4)
x˙1 = f1(x),
y˙ = By + g(x),
with y = (x2, . . . , xn)
T and g(x) = (f2(x), . . . , fn(x))
T , where T denotes the
transpose of a vector or of a matrix.
Necessity. By assumption system (1) has an analytic first integral in a
neighborhood of the origin. The hypothesis on the eigenvalues λ means
that Mλ has a unique Q+–linearly independent element. So we are in the
assumption of Theorem 4. It follows that system (1) has an analytic first
integral of the form
H(x) = xα + h(x),
where α ∈ Mλ, and h(x) is the higher order terms. Note that (1, 0, . . . , 0)
is a basis of Mλ. Take α = (1, 0, . . . , 0), we obtain H(x) = x1 + h(x).
Take the invertible change of coordinates u = (u1, . . . , un) = Φ(x) defined
by
u1 = H(x), v = (u2, . . . , un)
T := (x2, . . . , xn)
T ,
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then system (1) is transformed to
(5)
u˙1 = 〈∇H, x˙〉 = 〈∇H, Ax+ f(x)〉 ≡ 0,
v˙ = Bv + g ◦ Φ−1(u).
Since g = O∗(‖x‖2) and Φ−1(u) is near identity, it follows from the Implicit
Function Theorem that system (5) has singular points fulfilling the analytic
curve defined by Bv+g◦Φ−1(u) = 0, which contains the origin as an interior
point. By the invertible change of coordinates u = Φ(x), we get that system
(1) has an analytic curve passing through the origin, which fulfils singular
points of system (1). This proves the necessity.
Sufficiency. By assumption it follows that the matrix B in (4) has no zero
eigenvalues, so by the Implicit Functional Theorem it follows that the func-
tional equation
By + g(x) = 0,
with x = (x1, y), has an analytic solution, say y = ϕ(x1), defined in a
neighborhood of x1 = 0, which is tangent to the x1–axis, where we have
used the fact that g(x) = O∗(‖x‖2). Since by assumptions f1(x) is analytic
and the singular points of system (4) is not isolated, it forces that
f1(x1, ϕ(x1)) ≡ 0.
This means that under the sufficient assumption system (1) has the ana-
lytic curve y = ϕ(x) fulfilling singular points and including the origin in its
interior.
Take the invertible and analytic change of coordinates
(6) u1 = x1, v = (u2, . . . , un)
T := y − ϕ(x1) = (x2, . . . , xn)
T − ϕ(x1),
and we denote by u = (u1, v) = G(x). Then system (4) is transformed to
the system
u˙1 =
〈∫ 1
0
∂yf1(u1, αv + ϕ(u1))dα, v
〉
= R1(u),
v˙ =Bv +
∫ 1
0
∂yg(u1, αv + ϕ(u1))dα v(7)
− ϕ′(u1)
〈∫ 1
0
∂yf1(u1, αv + ϕ(u1))dα, v
〉
= R2(u).
Here we have used the next calculations that
f1(x) =f1(u1, v + ϕ(u1)) =
∫ 1
0
d
dα
f1(u1, αv + ϕ(u1))dα
=
〈∫ 1
0
∂yf1(u1, αv + ϕ(u1))dα, v
〉
,
y˙ − ϕ′(x1)x˙1 =B(v + ϕ(u1)) + g(u1, v + ϕ(u1))− ϕ
′(u1)f1(u1, v + ϕ(u1))
=Bv +
∫ 1
0
d
dα
∂yg(u1, αv + ϕ(u1))dα v
− ϕ′(u1)
〈∫ 1
0
∂yf1(u1, αv + ϕ(u1))dα, v
〉
,
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where ∂yf1 and ∂yg denote the Jacobian matrices of f1(x, y) and g(x, y) with
respect to y, respectively. Moreover, we have
R1(u) = O
∗(‖u‖2), r2(u) := R2(u)−Bv = O
∗(‖u‖2),
R1(u)|v=0 ≡ 0, R2(u)|v=0 ≡ 0.
Obviously system (7) is analytic, and it has the u1–axis fulfilling singular
points, which is called a singular line. Since A is real and λ2, . . . , λn are
non–resonant, it implies that the singular line v = 0 is normally hyperbolic
in a neighborhood of the origin. Here normally hyperbolic means that system
(7) has no eigenvalues with vanishing real parts in the directions normal to
v = 0.
For each singular point (u1, 0) of system (7) with |u1| suitably small,
under the assumption of Theorem 1 the linearization of system (7) at (u1, 0)
always has one zero eigenvalue and the other n−1 eigenvalues non–resonant.
In fact, the n − 1 eigenvalues either all have positive real parts or all have
negative real parts. Hence, by the Stable Manifold Theorem (see for example
[9, Theorem 3.2.1] and [3, §4.1]) it follows that system (7) has an (n − 1)–
dimensional analytic stable (resp. unstable) invariant manifold at (u1, 0)
in case when all the eigenvalues of B have negative (resp. positive) real
parts, which is unique and tangent to the (n − 1)–dimensional invariant
linear space of the linearized system of system (7) at (u1, 0) associated to
the eigenvalues with non–vanishing real parts. Moreover, it is clear that
system (7) has the unique and the same center manifold, i.e. v = 0, at all
singular points (u1, 0). Furthermore, all points near the origin must belong
to one of the (n − 1)–dimensional invariant manifolds. This shows that the
neighborhood of the origin is foliated by the family of (n − 1)–dimensional
analytic invariant manifolds, rooted at (u1, 0) for u1 ∈ (−δ, δ) for δ > 0.
In what follows, without loss of generality we consider only the case that
all eigenvalues of B have negative real parts. Denote by u1 = Φu0
1
(v) the
(n−1)–dimensional invariant analytic manifold passing through (u01, 0) with
u01 ∈ (−σ, σ). Take the coordinate change of variables
(8) ξ1 = Φu1(v), η = (ξ2, . . . , ξn)
T = v.
Note that
⋃
u1∈(−σ,σ)
Φu1(v) is an n–dimensional subregion of C
n limited by the
two analytic hypersurfaces Φ−σ(v) and Φσ(v), and it forms an n–dimensional
analytic center–stable invariant manifold of system (7) with the analytic
center manifold v = 0, i.e. the u1–axis. This implies that Φu1(v) is analytic
not only in v but also in u1. Obviously, we get from the construction of
Φu1(v) that ∂u1Φu1(v) is not zero for u1 ∈ (−σ, σ) because two different
hypersurfaces Φu1(v)’s do not intersect. These last proofs verify that the
transformation (8) is analytic and invertible in a neighborhood of the origin.
We denote it by ξ =W (u).
We claim that under the transformation (8) system (7) is changed to
(9)
ξ˙1 = 0,
η˙ = Bη + q(ξ)η,
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where ξ = (ξ1, η) = (ξ1, ξ2, . . . , ξn), and q(ξ) is a matrix–valued analytic
function of order n − 1. Indeed, the first equation in (9) follows from the
invariance of the hypersurface Φu1(v) with each fixed u1 under the flow of
system (7), which can also be calculated as follows.
ξ˙1 =∂u1Φu1(v)u˙1 + ∂vΦu1(v)v˙
=∂u1Φu1(v)R1(u) + ∂vΦu1(v)R2(u)
=〈∇Φu1(v), (R1(u), R2(u))〉 = 0,
where∇Φ is the gradient of the function Φ, and the last equality follows from
the fact that the gradient ∇Φu1(v) is perpendicular to the tangent space of
the invariant hypersurface at u = (u1, v) and the vector field (R1(u), R2(u))
belongs to the tangent space of the hypersurface at u = (u1, v). The second
equation in (9) follows easily from the expression of the second equation in
(7) and the fact η = v.
Clearly system (9) has the first integral V (ξ) = ξ1, it induces that system
(7) has the analytic first integral V ◦W (u). Consequently system (4) has
the analytic first integral V ◦W ◦ G(x), so system (1) has an analytic first
integral. Here we have used the fact that if system x˙ = ρ(x) has a smooth
first integral ω(x), and it can be transformed to y˙ = σ(y) via an invertible
smooth transformation x = ϑ(y), then system y˙ = σ(y) has the smooth first
integral ω ◦ ϑ(y).
This completes the proof of the sufficient part and consequently completes
the proof of Theorem 1. 
3. Proof of Theorem 2
Theorem 2 is very similar to Theorem 1, but since the Taylor expansion
of a C∞ function is not necessarily convergent, and even through it is con-
vergent, its limit may not be equal to the given C∞ function, so we will use
a different approach here than the analytic case. For doing so, we need the
next results.
The first one is on the normal forms of C∞ systems, see for instance [13,
Theorem 6.1] or [10].
Theorem 5. Suppose that system (1) is C∞. Let µ1, . . . , µk, µk+1, . . . , µn
be the eigenvalues of A, and satisfy Reµj 6= 0 for j = 1, . . . , k and Reµs = 0
for s = k + 1, . . . , n. If µ1, . . . , µk are non–resonant, then for any m ∈ N,
system (1) is Cm equivalent to the system
(10)
u˙ = w(u),
v˙ = C(u)v +O∗(‖v‖2),
where u ∈
(
Rn−k, 0
)
, v ∈
(
Rk, 0
)
, w(0) = 0, ∂uw(0) has the eigenvalues
µk+1, . . . , µn and C(0) has the eigenvalues µ1, . . . , µk.
Recall by definition that two systems of the form (1) are Cm equivalent
if there exists a near identity Cm transformation which sends one system
to another. A near identity transformation is the one of the form x =
(u, v) +O∗(‖(u, v)‖2).
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The second one is on the spectrum of a linear differential operator, see
for example [1, Lemma 1.1] or [13, Lemma 4.5].
Lemma 1. Let Hrn(C) be the linear space formed by homogeneous polyno-
mials of degree r in n variables with coefficients in C. For two nth order
matrices M1 and M2, we define a linear operator on H
r
n(C) by
L(h)(x) = 〈∇h(x),M1x〉 −M2h(x), h ∈ H
r
n(C).
Then the spectrum of L on Hrn(C) is
σ(L) := {〈k, µ〉 − νj| k ∈ Z
n
+, |k| = r, j ∈ {1, . . . , n}},
where µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) are respectively the n–tuples of
eigenvalues of M1 and M2.
We now prove Theorem 2. As in the proof of Theorem 1 we assume
without loss of generality that system (1) has the form (4).
Necessity. By assumption let H(x) be a C∞ non–flat first integral of system
(4). We choose m ∈ N sufficiently large such that the Taylor expansion
of H(x) is of the form H(x) = Hℓ(x) + O
∗(‖x‖ℓ+1), ℓ < m, with Hℓ(x) a
homogenous polynomoal of degree ℓ, which does not identically vanish.
Under the assumption of Theorem 2 we have only one zero eigenvalue,
and the other eigenvalues are non–resonant. Hence, by Theorem 5 there
exists a near identity Cm transformation, say x = Φ(u), which sends system
(4) to a system of the form (10), i.e.
(11) u˙1 = w(u1), v˙ = C(u1)v +O
∗(‖v‖2),
where u = (u1, v), v = (u2, . . . , un), w(u1) = O
∗(u21) and C(0) has the
eigenvalues λ2, . . . , λn. Then system (11) has the C
m first integral H˜(u) :=
H ◦ Φ(u) = Hℓ(u) + O
∗(‖u‖ℓ+1), where we have used the fact that Φ(u) is
near identity.
By the properties of first integrals we get
(12)
〈
∂uH˜(u),
(
w(u1), C(u1)v +O
∗(‖v‖2)
)〉
≡ 0 in (Rn, 0) .
Comparing the terms of degree ℓ in (12) gives
(13) 〈∂uHℓ(u), (0, C(0)v)〉 ≡ 0.
Since the eigenvalues λ2, . . . , λn of C(0) are non–resonant, it follows from
Lemma 1 that equation (13) has only the solution of the form Hℓ(u) =
Hℓ(u1). Moreover, the homogeneity of Hℓ(u) forces that Hℓ(u1) = aℓu
ℓ
1
with aℓ 6= 0 a constant.
Set w(u1) = bu
σ
1 +O
∗(uσ+11 ) with σ ∈ N\{1} and b a constant. Balancing
the coefficients of the terms of the lowest degree in u1 in O(v
0) in (12), one
gets that aℓb = 0. This induces that b = 0, and consequently w(u1) ≡ 0.
The above proof shows that the line v = 0 fulfils singular points of system
(11). Hence, system (4) has singular points fulfilling the curve v◦Φ−1(x) = 0,
where Φ−1(x) is the inverse of the transformation sending system (4) to
system (11). This proves the necessity.
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Sufficiency. The Implicit Function Theorem verifies that By+ g(x) = 0 has
a unique solution, say y = ϕ(x1), which is C
∞. Moreover, we have from the
assumption that f1(x1, ϕ(x1)) ≡ 0.
Applying the Stable Manifold Theorem to system (4) at each singular
point (x1, ϕ(x1)) with x1 ∈ (−δ, δ) for some small positive δ, one obtains
a unique and (n − 1)–dimensional C∞ stable (resp. unstable) manifold
depending on all Reλj > 0 (resp. all Reλj < 0) for j = 2, . . . , n. We denote
this invariant manifold by Mx1(y). Then working in a similar way as in
the proof of Theorem 1 and using the fact that the center manifold, i.e.
y = ϕ(x), is one dimensional and C∞, we obtain that system (1) has a C∞
first integral in a neighborhood of the origin. Furthermore, the C∞ first
integral is not flat because the transformation, which is given in the proof
of Theorem 1, is not flat.
This completes the proof of Theorem 2. 
4. Proof of Theorem 3
Proof of statement (a). This statement can be proved using the same argu-
ments as those in the proof of Theorem 1 when the system is analytic, and
of Theorem 2 when the system is C∞. It can also be obtained as a conse-
quence of the necessary part of statement (a) of Theorem B. The details are
omitted.
Proof of statement (b). Statement (b1) is just the sufficient part of statement
(a) of Theorem B, which is well known. Here we provide a different and
simple proof to it, which will be used in the proof of statement (b2).
Using the same arguments as in the proof of Theorem 1, we can assume
without loss of generality that system (1) has the form (7) with B in Jordan
normal form, and
(14) f1(x)|y=0 = 0 and g(x)|y=0 = 0.
Here we have used the fact that systems (1) and (7) are Cr equivalent for
r ∈ {∞, ω}, and so they either both have a formal first integral or both have
no a formal first integral. Hence we can write system (1) in the form (7)
replacing u and v by x and y, respectively.
Let H(x) be an analytic function or a formal series with the expression
(15) H(x) =
∞∑
j=m
Hj(x),
where m ∈ N and the Hj(x) is a homogeneous polynomial of degree j. In
order for H(x) to be a first integral, we must have
(16) f1(x)
∂H
∂x1
+
〈
By + g(x),
∂H
∂y
〉
≡ 0.
Let the Taylor expansions of f1(x) and g(x) be
(17) f1(x) =
∞∑
s=2
f1s(x), g(x) =
∞∑
s=2
gs(x),
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with the f1s homogeneous polynomial of degree s and the gs(x) (n − 1)–
dimensional vector–valued homogeneous polynomial of degree s.
Substituting (15) and (17) into (16), and comparing the terms which have
the same degree, one gets that
L∗(Hm) =0,(18)
L∗(Hm+ℓ) =−
ℓ+1∑
j=2
〈
gj(x),
∂Hm+ℓ+1−j
∂y
〉
−
ℓ+1∑
j=2
f1j(x)
∂Hm+ℓ+1−j
∂x1
, ℓ = 1, 2, . . .(19)
where L∗ is the linear operator defined by
L∗ =
〈
By,
∂
∂y
〉
.
According to Lemma 1 the spectrum of L∗ on Hn−1(y), the set of homoge-
neous polynomials in the n− 1 variables y, is
(20) {〈λ∗, m∗〉| m∗ ∈ Zn−1+ , |m
∗| ≥ 1},
where λ∗ = (λ2, . . . , λn) and m
∗ = (m2, . . . ,mn).
Since the eigenvalues λ2, . . . , λn are non–resonant, it follows from the
spectrum (20) of L∗ that equation (18) has only the solution of the form
Hm(x) = Hm(x1). Since Hm(x) is homogeneous, it must be of the form
Hm(x) = amx
m
1 with am a non–zero constant. For ℓ = 1, equation (19) is
reduced to
L∗(Hm+1) = −f12(x)
∂Hm(x1)
∂x1
.
Since f12(x)|y=0 ≡ 0, by Lemma 1 this last equation has a unique solution
Hm+1(x) modulo a monomial am+1x
m+1 with am+1 an arbitrary constant.
To apply the induction, we assume that for ℓ = 1, . . . , k − 1, equation
(19) has a homogeneous polynomial solution Hm+ℓ(x), which is successively
uniquely determined modulo a monomial am+ℓx
m+ℓ with am+ℓ a constant.
For ℓ = k, we get from (14) that
gj(x)|y=0 ≡ 0, f1j(x)|y=0 ≡ 0, j = 2, 3, . . . , k + 1.
This means that the right–hand side of equation (19) identically vanishes
when y = 0, that is, each monomial in the right–hand side of equation (19)
is of the form cp,qx
p
1y
q with p ∈ Z+, q = (q2, . . . , qn) ∈ Z
n−1
+ and |q| ≥ 1.
So, we obtain from the spectrum (20) of L∗ via Lemma 1 that equation (19)
with ℓ = k has a unique solution Hm+k(x) modulo a monomial am+kx
m+k
with am+k a constant.
By induction, for all ℓ ∈ N equation (19) has a unique solution Hm+ℓ(x)
modulo a monomial am+ℓx
m+ℓ with am+ℓ a constant. This proves that
system (7) has a formal first integral in a neighborhood of the origin, and
consequently statement (b1) follows.
LOCAL INTEGRABILITY OF DIFFERENTIAL SYSTEMS 11
To prove statement (b2), we choose the non–resonant eigenvalues λ
∗ :=
(λ2, . . . , λn) of A such that the matrix B in (4) is diagonal and the set
D := {〈λ∗,m∗〉| m∗ ∈ Zn−1+ , |m
∗| ≥ 1}
has the accumulation point 0, and the points in a subset of D accumulates
0 in extremely fast speed.
Note from the proof of (b1) that the solution Hm+ℓ(x) of the equation
(19) consists of am+ℓx
m+ℓ
1 plus the sum of the monomials in the right–hand
side of (19) multiplied by a factor of the form 〈λ∗,m∗〉−1. Besides, the
f(x) = (f1(x), g(x)) = O
∗(‖x‖2) in (4) can be any n–dimensional vector–
valued analytic function which satisfies f(x)|y=0 ≡ 0. This implies that we
can choose analytic functions f(x) such that the monomials xp1y
m∗ appearing
in the right–hand side of equation (20) have their exponents m∗ satisfying
that the set {〈λ∗,m∗〉} accumulates 0 too rapidly, which leads to the series
∞∑
s=m
Hs(x) =
∞∑
s=m
Hs(x1, y) does not convergent in any small neighborhood
of the origin. Consequently the statement follows.
For precise, we present a concrete example. Consider the case n = 3 with
x = (x1, y) ∈ R
3 and system (4) satisfying that
• f1(x) = f1(y) is an analytic function whose Taylor expansion con-
tains all possible monomials of degree greater than 1;
• B = diag(1,−ζ) with ζ a Liouville number;
• g(x) ≡ 0.
Recall that a Liouville number is an irrational number c with the property
that, for every m ∈ N, there exist positive integers p and q with q > 1 such
that
0 <
∣∣∣∣c− pq
∣∣∣∣ < 1qm .
Since g(x) ≡ 0, equation (19) is reduced to
L∗(Hm+ℓ) = −
ℓ+1∑
j=2
f1j(y)
∂Hm+ℓ+1−j(x)
∂x1
, ℓ = 1, 2, . . .
Since L∗ is invertible on H2(y), it follows that
Hm+ℓ(x) = H
(1)
m+ℓ(x) +H
(2)
m+ℓ(x),
with
H
(1)
m+ℓ(x) = −
ℓ∑
j=2
(L∗)−1
(
f1j(y)
∂Hm+ℓ+1−j(x)
∂x1
)
+ am+ℓx
m+ℓ
1 ,
H
(2)
m+ℓ(x) = −mamx
m−1
1
∑
|m∗|=ℓ+1
a
(ℓ+1)
m∗
m2 −m3ζ
ym
∗
,
12 X. ZHANG
where m∗ = (m2,m3), and the a
(ℓ+1)
m∗ ’s are the coefficients of the monomials
ym
∗
in the homogeneous polynomial f1,ℓ+1(y) and satisfy∣∣∣a(ℓ+1)m∗ ∣∣∣ = 1ℓ+ 1
(
3
2
)−(ℓ+1)
.
We claim that the formal first integral H(x) does not converge in any
neighborhood of the origin. On the contrary, we assume that H(x) is con-
vergent in ‖x‖ < ρ with ρ > 0. Then for any σ ∈ (0, ρ) the formal first
integral H(x) is absolutely and uniformly convergent in ‖x‖ ≤ σ. This
forces that the series
H(2)(x) :=
∞∑
s=m+1
H(2)s (x) = −mamx
m−1
1
∞∑
ℓ=1

 ∑
|m∗|=ℓ+1
a
(ℓ+1)
m∗
m2 −m3ζ
ym
∗


is convergent in ‖x‖ ≤ σ. But it is impossible because ζ is a Liouville
number, and consequently the set {m2−m3ζ| m
∗ = (m2,m3) ∈ Z
2
+, |m
∗| ≥
2} has a subset which accumulates 0 in at least the speed 2−k for k ∈ N and
k →∞. This contradiction implies that the claim holds.
This last claim verifies that system (4) under the given conditions has no
analytic first integrals in a neighborhood of the origin.
This completes the proof of Theorem 3. 
Acknowledgements
We thank the referee for his/her nice comments which greatly improve
the presentation of our paper.
The author is partially supported by NNSF of China grant numbers
11271252 and 11671254, and by Innovation Program of Shanghai Munic-
ipal Education Commission grant 15ZZ012.
References
[1] Yu.N. Bibikov, Local Theory of Nonlinear Analytic Ordinary Differential Equations,
Lecture Notes in Math., vol.702, Springer-Verlag, Berlin, 1979.
[2] J. Chen, Y. Yi, X. Zhang, First integrals and normal forms for germs of analytic
vector fields, J. Differential Equations 245 (2008) 1167–1184.
[3] C. Chicone, Ordinary Differential Equations with Applications, Texts in Appl. Math.
34, Springer–Verlag, New York, 2006.
[4] W. Cong, J. Llibre and X. Zhang, Generalized rational first integrals of analytic
differential systems, J. Differential Equations 251 (2011) 2770–2788.
[5] Z. Du, V.G. Romanovski and X. Zhang, Varieties and analytic normalizations of
partially integrable systems, J. DifferentialEquations 260 (2016) 6855–6871.
[6] M. Dukaric´, R. Oliveira, V.G. Romanovski, Local integrability and linearizability of
a (1 : −1 : −1) resonant quadratic system, J. Dynam. Differential Equations (2016),
http://dx.doi.org/10.1007/s10884-015-9486-2.
[7] N. Fenichel, Geometric singular perturbation theory for ordinary differential equa-
tions, J. Differential Equations 31 (1979) 53–98.
[8] S.D. Furta, On non–integrability of general systems of differential equations, Z. angew
Math. Phys. 47 (1996) 112–131.
LOCAL INTEGRABILITY OF DIFFERENTIAL SYSTEMS 13
[9] J. Guckenheimer and P. Holmes, Nonlinear Oscillations, Dynamical Systems, and
Bifurcations of Vector fields, Applied Math. Sci. 42, Springer–Verlag, New York,
1983.
[10] Yu.S. Ilyashenko and W. Li, Nonlocal Bifurcations, Mathematical Surveys and Mono-
graphs vol. 66, American Math. Soc., 1999.
[11] H. Ito, Convergence of Birkhoff normal forms for integrable systems, Comment. Math.
Helv. 64 (1989) 412–465.
[12] H. Ito, Birkhoff normalization and superintegrability of Hamilton systems, Ergodic
Theory Dynam. Systems 29 (2009) 1853–1880.
[13] W. Li, Normal Form Theory (in Chinese), Science Press, Beijing, 1999.
[14] W. Li, J. Llibre and X. Zhang, Local first integrals of differential systems and diffeo-
morphisms, Z. angew. Math. Phys. 54 (2003) 235–255.
[15] J. Llibre, C. Pantazi, S. Walcher, First integrals of local analytic differential systems,
Bull. Sci. Math. 136 (2012) 342–359.
[16] H. Poincare´, Sur l’inte´gration des e´quations diffe´rentielles du premier order et du
premier degre´ I and II, Rendiconti del circolo matematico di Palermo 5 (1891) 161–
191; 11 (1897) 193–239.
[17] V.G. Romanovski, D.S. Shafer, The Center and Cyclicity Problem: A Computational
Algebra Approach, Birkha¨user, Boston, 2009.
[18] V.G. Romanovski, Y. Xia, X. Zhang, Varieties of local integrability of analytic differ-
ential systems and their applications, J. Differential Equations 57 (2014) 3079–3101.
[19] S. Shi and Y. Li, Non–integrability for general nonlinear systems, Z. Angew. Math.
Phys. 52 (2001) 191–200.
[20] Shi S., On the nonexistence of rational first integrals for nonlinear systems and semi-
quasihomogeneous systems, J. Math. Anal. Appl. 335 (2007) 125–134.
[21] X. Zhang, Analytic normalization of analytic integrable systems and the embedding
flows, J. Differential Equations 244 (2008) 1080–1092.
[22] X. Zhang, Analytic integrable systems: analytic normalization and embedding flows,
J. Differential Equations 254 (2013) 3000–3022.
[23] N.T. Zung, Convergence versus integrability in Poincare´–Dulac normal form, Math.
Res. Lett. 9 (2002) 217–228.
[24] N.T. Zung, Convergence versus integrability in Birkhoff normal form, Ann. of Math.
161 (2005) 141–156.
School of Mathematical Sciences, MOE–LSC, Shanghai Jiao Tong Univer-
sity, Shanghai, 200240, P. R. China
E-mail address: xzhang@sjtu.edu.cn
