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4Abstract
This thesis presents the results of mathematical modeling of both individual genes and small
networks of genes. The regulation of gene activity is essential for the proper functioning of
cells, which employ a variety of molecular mechanisms to control gene expression. Despite
this, there is considerable variation in the precise number and timing of protein molecules
that are produced. This is because gene expression is fundamentally a noisy process, sub-
ject to a number of sources of randomness, including fluctuations in metabolite levels, the
environment and amplified by the very low number of molecules involved.
I have developed a probabilistic model of the burst size distribution (the number of
proteins produced by the binding of one promoter) of a single gene. Recent experimental
data provides excellent agreement with the model, but also reveals limitations of currently
available data in determining the origin of variations in expression.
A second strand of my work has addressed the dynamics of networks of genes. A
network motif is a sub-graph that occurs more often in the network than would be expected
by chance. The recurrent presence of certain motifs has been linked to systematic differences
in the functional properties of networks.
I have developed models of the possible dynamical behaviour, in particular for the bi-fan
motif, a small sub-network with four genes. This motif has been identified as the most preva-
lent in the regulatory networks of both the bacterium Escherichia coli and Saccharaomyces
cerevisiae. The results of this work show that the microscopic details of the interactions
are of paramount importance, with few inherent constraints on the network dynamics from
consideration of network structure alone. This result is relevant to all attempts to model
gene networks without sufficiently detailed knowledge of the mechanisms of interaction.
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Chapter 1
Introduction
1.1 Overview
My PhD has focused on modelling gene regulation, both at the level of networks of genes
as well as at the level of individual genes. The regulation of gene activity is essential
for the proper functioning of cells, which employ a variety of molecular mechanisms to
control gene expression. Despite this, there is considerable variation in the precise number
and timing of protein molecules that are produced for a given gene under any particular
set of circumstances. This is partly because gene expression is fundamentally a “noisy”
process, subject to a number of sources of randomness. Some of these are intrinsic to the
biochemical reactions that comprise the transcription and translation of a particular gene
(Elowitz et al. 2002; Raser and O’Shea 2005), as these reactions sometimes involve very
small numbers of molecules. There are only one or two copies of the DNA for the gene, and
in its neighbourhood there are likely to be only a few copies of the relevant promoters and
transcription factors and of RNA polymerase. Similarly, for each RNA molecule, the process
of ribosome binding, or indeed of RNA degradation is typically highly stochastic. It has
been observed that such single molecule effects can lead to protein production occurring
in bursts, each due to a single transcription factor binding event (McAdams and Arkin
1997; Thattai and van Oudenaarden 2001). Other sources of variability are extrinsic to the
specific reactions for each gene and include fluctuations in relevant metabolites, polymerases,
ribosomes as well as in the environment (Elowitz et al. 2002; Raser and O’Shea 2005).
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It is of considerable interest to determine the various contributions of such different
sources of variability. Within the last few years, experimental techniques for addressing this
question have increasingly become available. Elowitz et al. (2002) observed fluctuations
in the expression level of genes tagged both with cyan and yellow fluorescent proteins
in monoclonal E. coli cells under identical environmental conditions. Similar work was
carried out by Raser and O’Shea (2004) in the eukaryote S. cerevisiae, commonly known as
baker’s yeast. Such dual-reporter experimental approaches are able to distinguish between
intrinsic and extrinsic sources of stochasticity. Most recently, single molecule data has
become available (Yu et al. 2006; Cai et al. 2006), which monitors the expression of a gene
a single protein at a time and provides the distribution of the sizes of bursts. It has been
hoped that data of this kind would answer many of the remaining questions about the origin
of noise in gene expression and in particular distinguish between the different contributions
of transcription and translation to intrinsic noise.
I have provided an analytical solution to a probabilistic model for predicting the burst
size distribution (that is, the number of proteins produced by the binding of one promoter)
of a single gene under the control of a promoter. Experimental data which has recently
become available (Yu et al. 2006; Cai et al. 2006) provides an excellent agreement with
the predictions of the model, but also reveals limitations of currently available data in
determining the origin of variations in expression. One reason for this is that bursts of
size zero are, with current technology, unobservable, surprisingly however, conditioning the
probability functions on observation of at least one event changes the model from a two
parameter to a one parameter distribution, which has implications for the information that
can be learnt from burst size distributions alone. This work is presented in Chapter 4 -
Noisy Expression of a Single Gene.
Based on the results of this model, I have examined how estimates of the kinetic pa-
rameters underlying the gene expression models can be estimated by combining equilibrium
expression data along with one more constraint on the data. I apply a number of parameter
estimation methods to the problem, and obtain successful estimates of the parameters by
using a Nelder-Mead simplex method to maximise the log-likelihood of the model with a
given set of parameters. This work can be found in Chapter 5 - Single Gene Parameter
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Estimation. The results of both of these chapters are currently under review with the jour-
nal PLoS Computational Biology, in a paper entitled “Non-identifiability of the Source of
Intrinsic Noise in Gene Expression From Single-Burst Data”.
In addition to this work on the microscopic behaviour of the regulation of a single
gene, I have also worked on modelling how networks of genes interact. A gene network
refers to genes which are shown to interact in some way. A number of different approaches
are taken to define interact, including genes which have been shown to be co-regulated,
and genes whose protein products are shown to interact physically. Very closely related
concepts are protein interaction networks (PINs), and transcription regulation networks
(TRNs). An early idea was that once these networks were known, they would be akin to
the wiring diagram of an electronic circuit, and it would be possible to understand higher
level biological functions from the bottom up. A key principle is that of modularity - that
once a particular structure has evolved to perform a given task, for example to ensure that
a gene is only expressed if the level of a signalling chemical exceeds a certain threshold,
then that organizational structure will be reused in the cell wherever a similar function is
needed. This led to the concept of motifs.
The concept of a network motif, introduced by Alon and co-workers (Milo et al. 2002b),
has become an important topic in the analysis of complex networks. A network motif is a
pattern or small sub-graph that occurs more often (at some statistically significant level) in
the true network than in an ensemble of networks generated by randomly rewiring the edges
in the true network, where the number of nodes and the degree of each node is kept fixed.
Of interest are the differences in the frequencies with which network motifs occur in real
(biological as well as technological) networks. The frequent presence of certain motifs has
been linked to systematic differences (Milo et al. 2004b) in the functional properties required
from networks. In analogy to electric circuits which are built up of smaller modules, such as
logic gates, it has been suggested that the motifs in biological networks reflect functional or
computational units which combine to regulate the cellular behaviour as a whole. Recently
the work of Prill et al. (2005) has looked at how one aspect of motifs, their stability,
influences biological network organisation and specifically the abundance of different motifs
in the network.
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The detection and enumeration of network motifs has now been followed by studies
of the dynamics of corresponding mathematical models of these motifs, especially in the
context of transcription regulation networks. These networks aim to describe the links
between those genes which code for transcription factors and the genes whose products
they control. At the moment, due to the diversity of stimuli a cell/organism can experience,
our understanding of the complete sets of regulatory relationships is only preliminary and
because of the apparent importance of post-transcriptional regulation, captures only part
of the complexity by which genes are regulated. Additionally, these motifs do not exist in
isolation within the network, and their behaviour will be heavily influenced by both global
and local changes in the cellular environment and the state of the network as a whole. These
considerations alone may make attempts to draw positive conclusions about how a motif
will behave overly optimistic.
The core of my work on network motifs has been to model their possible dynamical
behaviour, in particular for the “bi-fan” motif, a small sub-network with four genes as
vertices. My motivation for analyzing this motif was that it had previously been identified
as the most prevalent in the regulatory networks of both the bacterium Escherichia coli
(E. coli) and the yeast Saccharomyces cerevisiae (S. cerevisiae), and yet there had been
very little work addressing the potential dynamical behaviour it could have. The main
discovery arising from this work was that the microscopic details of the interactions are of
paramount importance, as there are few inherent constraints on the network dynamics from
consideration of network structure alone. This result is relevant to many of the attempts
to model gene networks where there is insufficient detailed knowledge of the mechanisms
of interaction. The work in the chapter was published in the journal BMC Genomics (P.J.
Ingram, M. Stumpf, J. Stark, Network Motifs - Structure does not determine function, BMC
Genomics, May 2006). This work can be found in Chapter 6 - Motif Expression Dynamics.
A second aspect of my work in this area has addressed the difficulties in identifying
motifs in networks where there is almost certainly incomplete knowledge of the network
structure. This incomplete knowledge is due to both lack of knowledge of all the nodes
of the network (not all genes are known), and incomplete knowledge of the edges, or the
interactions between genes. This results in both false negatives, where actual interactions
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are not yet identified, and false positives, where experimental error has identified connections
between genes which are not real. My contribution to this work was mainly in the analysis
of data. This work was also published in the journal BMC Biology (de Silva E, Thorne T,
Ingram P, Agrafioti I, Swire J, Wiuf C, Stumpf MPH -The effects of incomplete protein
interaction data on structural and evolutionary inferences BMC Biology, November 2006).
The paper may be found in Appendix A of this thesis.
1.2 Summary of achievements
The papers which have arisen from my PhD have cast some light on the difficulties of
understanding how genes work, and how networks of genes can work together in order
to achieve complex regulatory behaviours. The results of the analysis of the bifan motif
illustrate the difficulties in tackling complex networks of genes at the level of potentially
artificial modules, and I believe indicates that the “gene network as an electronic circuit”
analogy, which was seized upon some years ago is of questionable value.
The work carried out on the analysis of the expression of a single gene has been verified
by comparing predictions of the model with recent experimental data, and found to provide
an excellent agreement. Some of the theoretical results obtained have also indicated limits to
the amount of information that can be obtained from current experimental methods, whilst
providing a potential method for estimating the kinetic parameters increasingly needed in
computational and systems biology models.
1.3 Overview of the thesis
Chapter 2 consists of a detailed introduction to the biology of gene expression in order
to further motivate the work carried out.
Chapter 3 provides a through review of prior work carried out modelling the expression
of genes and gene networks.
Chapter 4 presents the results for the modelling of the stochastic expression of a single
gene.
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Chapter 5 presents the work on estimation of the kinetic parameters.
Chapter 6 presents the work carried out on the modelling of the dynamics of a com-
monly occurring motif (the bifan).
Chapter 7 concludes with a summary of the progress made and overview of potential
future work.
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Chapter 2
The Biology of Gene Expression
2.1 Concept of a gene
The word “gene” was coined in 1909 by Danish botanist Wilhelm Johannsen for the fun-
damental physical and functional unit of heredity. The word was derived from Hugo De
Vries’ term pangen, a derivative of the word pangenesis coined by Darwin (1868), which in
turn originates with the Greek words pan (a prefix meaning “whole”, “encompassing”) and
genesis (“birth”) or genos (“origin”).
The idea of a gene however goes back to Darwin’s work on evolution and the experimental
work of Mendel on inheritance in peas. Darwin recognised the need for an “indivisible” unit
of heredity in order that heritable characteristics didn’t simply become “diluted” or mixed to
the extent that clear characteristics such as different eye colours were no longer identifiable.
The modern concept of a gene in molecular biology, as a segment of DNA (deoxyribonu-
cleic acid) is due to the work of Watson and Crick in the 1950s who in recognizing the base
pairing structure of DNA realized that this was also a potential mechanism of inheritance.
2.2 Role of genes - the Central Dogma of Molecular Biology
Whilst it is almost universally known that genes are involved in the inheritance of charac-
teristics from generation to generation, the manner in which they perform this role is highly
complex. A description of the underlying mechanism is encapsulated in what is known as
the fundamental dogma of molecular biology, that is, that there is a flow of information,
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from DNA to mRNA to protein.
Genes code for proteins - that is, they are a chemical code which the cell can “read”
and use to manufacture all the proteins in the cell. The code is “written” along strands of
DNA called chromosomes. These strands of DNA are paired with a complementary string,
and the structure is arranged in the famous double helix configuration.
The DNA double helix is held together by hydrogen bonds between the bases attached
to the two strands. The four bases found in DNA are adenine (A), cytosine (C), guanine (G)
and thymine (T). These four bases are attached to a sugar or phosphate to form a complete
nucleotide. These four bases are classified into two types: adenine (A) and guanine (G) are
fused five- and six-membered heterocyclic compounds called purines, whilst cytosine (C)
and thymine (T) are six-membered rings called pyrimidines.
Each of the bases can form a bond with only one of the other four bases - this is called
complementary base pairing. Purines form hydrogen bonds to pyrimidines, in which A
bonds only to T, and C bonds only to G. In a double helix, the two strands are also held
together by forces generated by the hydrophobic effect, but these forces are not greatly
affected by the sequence of the DNA. As hydrogen bonds are not covalent, they can be
broken and rejoined relatively easily. The two strands of DNA in a double helix can therefore
be pulled apart like a zip, either by a mechanical force or by high temperature. As a result
of the complementary pairing, all the information in the double-stranded sequence of a
DNA helix is duplicated on each strand - a phenomenon vital for DNA replication.
Although the precise details vary between organisms, and particularly between eukary-
otes (cells with a nucleus) and prokaryotes (cells without a nucleus), the way in which a
cell makes use of the information encoded in a gene is first to “transcribe” it, that is, to
make a copy of the information encoded in the gene with another macromolecule, called
messenger ribonucleic acid (mRNA). The mRNA molecule is very similar in composition to
a DNA macromolecule, however it is far shorter (each string of DNA may contain thousands
of genes, and may be millions of base pairs in length) since the mRNA will code for only
one (or in some cases, eg. bacterial operons, up to approximately 10 genes). A further
difference is that the mRNA molecules are only found as single strands, and do not form
a complementary strand (this leads to complex secondary structure in mRNA molecules as
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they fold back on themselves). A final, chemical difference between DNA and mRNA is
that uracil (U) replaces thymine.
Once an mRNA molecule has formed, or frequently, has started to form, the next im-
portant step in the gene expression process is “translation”, in which very large molecules
“read” the mRNA transcript, and produce a chain of linked amino acids which will later
fold into the precise shape characteristic of that protein. The amino acid chain will have one
amino acid for every three of the original mRNA/DNA bases, as three mRNA/DNA bases
are used to code for each amino acid (of which there are 20). Each such triplet of bases
is called a codon. It is clear however that there are more codon combinations (43) than
amino acids, this is accounted for by redundancy (several codons coding for the same amino
acid) and the need for start and stop codons. This relationship between the DNA/mRNA
and the amino acids is the code commonly referred to as the “genetic code”. As the names
suggest, start and stop codons indicate where along the strand of DNA the beginning and
end of the gene is, however whilst a STOP codon will successfully end the transcription
process, the process by which genes are turned on (that is, regulated) is far more complex,
and that is what we turn to now.
2.3 Modes of control
The genes in an organism are never all expressed at the same time, indeed many genes code
for proteins with antagonistic effects (eg. upregulation versus downregulation), whilst some
genes which are involved in apoptosis (programmed cell death) are rarely if ever expressed
in the usual life of a cell. Other examples are genes which code for proteins which can break
down different sugars, and which are only required when those sugars are present. There is
therefore a need to control which genes are expressed at a given time, and also at what level
the gene is expressed, that is, how many copies of the protein are produced. The section
below considers some of the different methods of control in a little more detail. The first
distinction is between genes which are always on (constitutive), and genes which are only
active under certain circumstances (facultative or inducible).
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2.3.1 Constitutively active
The most basic form of gene expression is simply “on” - or more formally, constitutively
active. If a gene is expressed in this way, there will be reasonably constant levels of produc-
tion of the protein. Genes which are regulated in this way usually fall into the category of
“housekeeping” genes, that is, genes which perform basic functions, and whose expression is
generally unaffected by experimental conditions. A well known example is glyceraldehyde
3-phosphate dehydrogenase (GAPDH), an enzyme involved in glycolysis. In prokaryotes,
housekeeping genes are often found as part of the same operon, that is, a group of genes
which are adjacent and have the same orientation, and are expressed at the same time,
partially to ensure that expression levels of the different housekeeping proteins are kept at
similar levels.
2.3.2 Repression and Upregulation
Many genes are not constitutive, that is, they are only expressed under a particular set of
circumstances, either in response to environmental changes or to the timing in the cell cycle.
This form of regulation is called facultative or inducible regulation, and may occur either
by repressing a gene which would otherwise be constitutively active, or by upregulating a
gene which would otherwise not be expressed. These control mechanisms can take effect
at any stage in the gene expression process, from the DNA-mRNA transcription step to
post-translational modification of a protein.
2.4 Physical processes involved
So far we have only outlined in the broadest strokes the phenomena involved in expressing
a gene, but as a result of the spectacular progress which has been made in the field of
molecular biology over the last 50 years, a great deal is now known about the details of the
physical processes involved, and so we can describe the major steps in greater detail, with
emphasis on the aspects relevant to our problem. Of course, a great amount can be found
on these topics in the literature, c.f. Ptashne and Gann (2001), Baumberg (1999), Raven
et al. (2004).
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Throughout this section, we will consider the expression of a “generic” gene in a prokary-
ote - that is, a non specific gene whose expression has many of the common characteristics of
genes in bacteria. We will assume that it is already active, either because it is constitutively
active, or because some other, precursor events have occurred.
2.4.1 Transcription
Transcription is the process by which the DNA sequence is enzymatically copied by an
RNA polymerase to produce a complementary mRNA molecule. Transcription is divided
into three stages: initiation, elongation and termination.
Initiation Unlike DNA synthesis, transcription of mRNA makes use of only one strand
of the DNA, called the template strand.
Transcription begins with the binding of RNA polymerase to the promoter region on the
DNA. After this, the DNA is unwound and becomes single-stranded (“open”) in the region
of the initiation site, and the RNAP/ unwound-DNA structure is called the open complex.
After this, the RNA polymerase starts to transcribe the DNA, at first producing a small
number of abortive (short and non-productive) transcripts which are unable to leave the
RNA polymerase because the exit channel is blocked. Eventually the molecule blocking the
channel dissociates, and elongation proceeds.
Elongation Elongation is performed by the RNA polymerase core enzyme. The RNAP
moves along the template, locally unzipping the DNA double helix, and thus allowing a
transient base pairing between the incoming nucleotide and newly-synthesized mRNA and
the DNA template strand. The average speed of transcription is about 40 nucleotides
per second, which is considerably slower than DNA synthesis. Other protein factors may
bind to the RNAP and alter the rate of transcription, whilst some specific sequences are
transcribed more slowly than others. There is also a proof-reading mechanism that can
replace an incorrectly added molecule.
Unlike DNA replication, mRNA transcription can involve multiple RNA polymerase
molecules, so many mRNA molecules can be produced from a single copy of the gene
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during the time the gene is active.
Termination Termination of transcription is characterized generally as either ρ depen-
dent or independent. With ρ independent termination, RNA transcription stops when the
newly synthesized RNA molecule forms a hairpin loop, followed by a run of Us, which
causes it to physically detach from the DNA template. With ρ-dependent termination, a
protein factor called ρ destabilizes the interaction between the template and the mRNA,
thus releasing the newly synthesized mRNA from the elongation complex.
Mechanisms of control As discussed above, the main mechanism of control at this stage
of gene expression is whether or not the gene is activated. Setting aside the genes which
are constitutively active, a gene (or often, a group of genes in an operon) may be either
turned on by the removal of a repressor, or up regulated by the binding of a promoter which
enhances the probability of the necessary reactions occurring for transcription initiation.
The molecules involved in this are characterized as follows (Raven et al. 2004):
• Specificity factors alter the specificity of RNA polymerase for a given promoter or set
of promoters, making it more or less likely to bind to them (examples of these are the
σ factors).
• Repressors bind to non-coding sequences on the DNA strand that are close to, or
overlapping the section of DNA known as the promoter region, impeding RNA poly-
merase’s progress along the strand, thus impeding the expression of the gene.
• Basal factors are transcription factors that position RNA polymerase at the start of
a protein-coding sequence and then release the polymerase to transcribe the mRNA.
• Activators enhance the interaction between RNA polymerase and a particular pro-
moter/transcription factor, encouraging the expression of the gene. Activators do
this by increasing the attraction of RNA polymerase for the transcription factor,
through interactions with sub-units of the RNA polymerase or indirectly by changing
the structure of the DNA.
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• Enhancers are sites on the DNA helix that are bound by activators in order to loop
the DNA bringing a specific transcription factor to the initiation complex (Ptashne
1986).
2.4.2 Translation
Translation is the second major step in the production of a protein from a gene, and is the
process by which the mRNA transcript produced by the transcription process described
above is used to generate an amino acid chain which can then fold into the final protein.
As with transcription, translation can also be divided into three similar stages: initiation,
elongation and termination.
Initiation Translation initiation in prokaryotes requires the assembly of the two ribosomal
sub-units, the mRNA to be translated, the first aminoacyl tRNA (the tRNA carrying the
first amino acid), GTP (to provide energy), and initiation factors required to assemble the
initiation complex. Initiation results in the association of the small and large ribosomal
sub-units and binding of first the aminoacyl tRNA through anticodon-codon base pairing
with the initiation codon of the mRNA.
The ribosome has three important sites: A, P and E. The A site is the point of entry
for the aminoacyl tRNA (except for the first aminoacyl tRNA, which enters at the P site).
The P site is where the peptidyl tRNA is formed in the ribosome, whilst the E site is the
exit site of the uncharged tRNA after it gives its amino acid to the growing peptide chain.
Initiation of translation begins with the 50s and 30s ribosomal sub-units dissociated.
Initiation factor 1 (IF1) blocks the A site to ensure that the tRNA can only bind to the P
site and that no other aminoacyl-tRNA can bind to the A site during initiation, whilst IF3
blocks the E site, preventing the two sub-units from associating. IF2 is a small GTPase
which binds to the tRNA and helps it to bind to the small ribosomal sub-unit. The 16s
rRNA of the small 30S ribosomal sub-unit recognizes the ribosomal binding site on the
mRNA. This helps to correctly position the ribosome onto the mRNA so that the P site
is directly on the AUG initiation codon. IF3 helps to position the tRNA into the P site,
so that the tRNA interacts via base pairing with the mRNA initiation codon. Initiation is
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completed when the large ribosomal sub-unit joins the complex causing the dissociation of
the initiation factors.
Elongation Elongation of the polypeptide chain involves addition of amino acids to the
carboxyl end of the growing chain. The growing protein exits the ribosome through the
polypeptide exit tunnel in the large sub-unit.
Elongation starts when the first tRNA enters the P site, causing a conformational change
which opens the A site for the new aminoacyl-tRNA to bind. This binding is facilitated
by elongation factor-Tu (EF-Tu), a small GTPase. The P site then contains the beginning
of the peptide chain of the protein to be encoded and the A site has the next amino acid
to be added to the peptide chain. The growing polypeptide connected to the tRNA in the
P site is detached from the tRNA in the P site and a peptide bond is formed between the
last amino acids of the polypeptide and the amino acid still attached to the tRNA in the A
site, a process known as peptide bond formation. Now, the A site holds the newly formed
peptide, whilst the P site has an unloaded tRNA (tRNA with no amino acids). In the final
stage of elongation, translocation, the ribosome moves 3 nucleotides towards the 3’ end of
mRNA. Since tRNAs are linked to mRNA by codon-anticodon base-pairing, tRNAs move
relative to the ribosome taking the nascent polypeptide from the A site to the P site and
moving the uncharged tRNA to the E exit site. This process is catalyzed by elongation
factor G (EF-G).
The ribosome continues to translate the remaining codons on the mRNA as more
aminoacyl-tRNA bind to the A site, until the ribosome reaches a stop codon on the mRNA
(UAA, UGA, or UAG).
Termination Termination occurs when one of the three termination codons listed above
moves into the A site. These codons are not recognized by any of the tRNAs, but instead
are recognized by proteins called release factors, either RF1 (recognizing the UAA and UAG
stop codons) or RF2 (recognizing the UAA and UGA stop codons). A third release factor
RF3 catalyzes the release of RF1 and RF2 at the end of the termination process. These
factors trigger the hydrolysis of the ester bond in peptidyl-tRNA and the release of the
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newly synthesized protein from the ribosome.
Polysomes Translation can be carried out by more than one ribosome at a time, however
due to the relatively large size of ribosomes, they can only attach to sites on mRNA 35
nucleotides apart. The complex of one mRNA and a number of ribosomes is called a
polysome or polyribosome. Thus, in prokaryotes, one may have many polysomes forming
along a segment of DNA as the DNA is still being transcribed into mRNA by the RNA
polymerase.
2.4.3 Mechanisms of control
One of the most important ways in which gene expression is controlled at the translational
stage is through control of the availability of mRNA transcripts for translation. Control of
the availability is mainly achieved through modification of the lifetime of mRNA transcripts,
(Rauhut and Klug 1999), which is in turn dependent on the structure of the mRNA molecule
as well as the abundance of other molecules required for mRNA degradation.
Other mechanisms proposed include fine tuning of differential initiation, elongation and
termination kinetics at different segments of the mRNA which can have a regulatory effect
on the amount of protein translated.
2.5 Post-translational processes
After the translation process is completed and an amino acid chain has been formed, many
proteins still need to undergo post translational modifications in order for the protein to
become fully functional. These post translational modifications include the addition of func-
tional groups, for example, acetylation, methylation and phosphorylation; the addition of
other proteins, including ubiquitination; and structural changes to the proteins by addition
of disulfide bridges.
Since these processes may be required for the protein to become active, they are naturally
points at which the activity of the protein can be regulated. In particular, regulation of
phosphorylation which regulates the activity of the protein, and ubiquitination which causes
the protein to be destroyed are very important mechanisms of control.
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2.6 Gene networks
As we will discuss at greater length in the next chapter when we review the modeling of
gene networks, gene regulatory networks are the collections of genes in an organism and
their associated interactions, through mRNA and their protein products, as well as through
other substances in the cell. These interactions can regulate the expression dynamics of the
genes.
In such networks, genes and their associated proteins as well as other molecules which
have an influence on the system are represented as nodes of the network, whilst the edges
represent the interactions between the components. A great deal of information can be
encoded in this way, with directional and weighted edges carrying details of the interactions.
2.7 Experimental aspects of gene expression measurement
2.7.1 Measurement of mRNA
As discussed above, many genes are regulated after transcription, so a change in mRNA
concentration does not always correlate with a change in protein expression. Nevertheless,
mRNA levels are often used to give an indication of protein expression levels, and although
no direct use is made of this form of data, it is relevant to understand how some of the
main methods of gene expression measurement fit in.
One of the original methods mRNA can be quantitatively measured is by Northern
blotting, in which the sample of RNA is separated on an agarose gel and hybridized to a
radio-labeled probe RNA that is complementary to the target sequence. Northern blotting
can, under certain circumstances, have lower data quality than more modern methods, but
it is still often used, and is considered to be the gold standard.
A more modern, but also low-throughput method for measuring mRNA abundance is
the real-time polymerase chain reaction or RT-PCR. This method can produce an absolute
measurement of copies of mRNA per nanolitre, and has low levels of noise in the data
produced, however the price of the required equipment and reagents is very high, and in
practice, often only relative levels are produced.
The alternative, high-throughput method is microarrays, which can provide a measure
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of the cellular concentration of the different mRNA levels. Modern microarrays allow for
the quantification on a single array of transcript levels for every known gene in the hu-
man genome, however there is still considerable uncertainty about the interpretation of
microarray data.
2.7.2 Measurement of protein
The amount of protein can be estimated by a number of means. The most commonly used
method is to perform a Western blot against the protein of interest, whereby cellular lysate
is separated on a polyacrylamide gel and then probed with an antibody to the protein of
interest. The antibody is often tagged with a fluorophore for imaging and quantification.
Another method which has not so far become widespread are protein chips or protein
microarrarys which emulate the idea of the DNA microarray chips discussed above, and in
which a collection of capture antibodies are spotted and fixed on a solid surface, and which
can then be used for imaging and quantification. These methods are hard to implement
and also very expensive, so are not currently widespread.
2.7.3 Live imaging
All the methods discussed so far have the drawback that the cell of interest must by lysed
before the quantification can be carried out. This of course means that it is impossible to
get an idea of the dynamical behaviour of gene expression, only snapshots. Additionally,
due to the intrinsic variability in cellular behaviour, although cells can be lysed at similar
times in the cell cycle, reproducibility is hard to achieve.
The solution to these issues is to use live imaging methods to quantify gene expression
in real time, by fusing a copy of the protein to a reporter gene such as Green Fluorescent
Protein, which can be directly imaged using fluorescence microscopy. These methods have
been applied for some years to measuring variation in gene expression, and two important
papers which make use of this technique are the work of Elowitz et al. (2002) and Raser
and O’Shea (2004). Although these methods are extremely valuable, it is very difficult to
correlate the strength of a fluorescent signal to the number of proteins expressed, and so
the majority of early results using these methods produced distributions of fluorescence
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intensity across a population of cells, which was assumed to be a good indication of the
steady state expression distribution. Other problems with the method are that due to
the difficulty in cloning a GFP-fused protein into its native location in the genome, genes
of interest are often inserted in a different location in the genome which almost certainly
affect natural expression patterns. Fusing a target protein to a reporter can also change the
protein’s behaviour, including its cellular localization.
Figure 2.1: Separation of intrinsic and extrinsic noise for the PHO5 promoter. (A) A
false-color overlay of YFP (red) and CFP (green) fluorescence micrographs from a diploid
yeast strain that expresses YFP and CFP from identical promoters at homologous loci,
as diagrammed in the inset. (B) Scatter plots showing CFP and YFP values for each cell
(solid circles) during a time course of PHO5 induction by phosphate starvation. Populations
from different time points (in minutes) are indicated with different colors. Extrinsic noise
is manifested as scatter along the diagonal and intrinsic noise as scatter perpendicular to
the diagonal. AU, arbitrary units of fluorescence. (C) Total, extrinsic, and intrinsic noise
strength as functions of population mean for (B). The solid line represents expectations for
a single stochastic process, and error bars represent bootstrap values (6). Adopted from
Raser and O’Shea (2004).
One important method which under certain circumstances avoids the above issues are
the techniques published in Yu et al. (2006); Cai et al. (2006) last year. These methods make
use of a technique called FRAP, Fluorescence Recovery After Photobleaching, which takes
advantage of the fact that delivering a high-intensity light can render the molecules unable
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to fluoresce, thus setting the fluorescent signal to zero after measurement. Monitoring newly
produced florescence then allows for monitoring of changes in expression levels. The main
innovation in the above papers was to monitor the expression of membrane bound proteins
by tagging the membrane bound Tsr protein with the yellow fluorescent protein variant
“Venus”, and putting the combined protein under the control of the lac repressor system in
a population of E. coli (a commonly studied prokaryote) cells.
Figure 2.2: Experimental design for live-cell observations of gene expression. Tsr-Venus
is expressed under the control of lac repressor, which binds tightly to the lac operator on
DNA. Transcription of one mRNA by an RNA polymerase results from an infrequent and
transient dissociation event of repressor from DNA. Multiple copies of protein molecules
are translated from the mRNA by ribosomes. Upon being assembled into E. coli’s inner
membrane, Tsr-Venus protein molecules can be detected individually by a fluorescence
microscope. Adopted from Yu et al. (2006).
A second method also developed by the same group, and published in Yu et al. (2006)
uses β-galactosidase as an enzymatic reporter. A single copy of β-galactosidase generates
many copies of fluorescent molecules when a cell trapped in a microfluidic device was treated
with a fluorogenic substrate, resulting in enzymatic amplification of the signal and thus
single molecule sensitivity. They applied this technique to probe gene expression of the
β-galactosidase protein in E. coli.
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Figure 2.3: a, Schematic diagram of the microfluidic chamber used for the enzymatic assay.
Cells are trapped inside a volume of 100 pl, formed by compression of a flow channel by two
control channels. b, Enzymatic amplification: hydrolysis of the synthetic substrate FDG
by the reporter enzyme beta-gal yields a fluorescent product, fluorescein. c, Differential
interference contrast (DIC) image of a microfluidic chip after actuation of the control chan-
nels. The boundaries of one closed chamber are boxed in blue. d, DIC image of budding
yeast cells trapped in a chamber. e, f, FDG hydrolysis by purified beta-gal. e, Fluorescein
concentration increases with time in chambers. The discrete slopes are due to, in decreasing
order, 3, 2, 1, 0 (autohydrolysis) beta-gal molecules. f, A histogram of hydrolysis rates (48
chambers). The red curve is a fit to the data with three gaussians of equal widths. The
peaks are attributed to 0, 1 and 2 enzyme molecules per chamber. The distribution is
well-fitted by a Poisson distribution (black line), with an average of 0.7 beta-gal molecules
per chamber. Adopted from Cai et al. (2006).
The data produced by both of these methods is analyzed in Chapter 6.
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2.8 Experimental identification of interactions
There are a great number of techniques available to identify protein-protein interactions,
with different advantages and disadvantages. Two of the the most important techniques
are the two-hybrid screens, and the co-immunoprecipitation method.
Two-hybrid methods The most common two-hydrid method is known as the yeast two-
hybrid assay, which uses a genetically engineered strain of yeast in which the synthesis of
certain nutrients is lacking. When grown on media without these nutrients, the yeast fail
to survive. The mutant yeast strain can be made to incorporate foreign DNA in the form
of plasmids (small DNA molecules).
Plasmids are engineered to produce a protein product in which the DNA-binding domain
(BD) fragment is fused onto a protein while another plasmid is engineered to produce
a protein product in which the activation domain (AD) fragment is fused onto another
protein. The protein fused to the BD may be referred to as the bait protein and is typically
a known protein that the investigator is using to identify new binding partners. The protein
fused to the AD may be referred to as the prey protein and can be either a single known
protein or a library of known or unknown proteins. In this context, a library may consist
of a collection of protein-encoding sequences that represent all the proteins expressed in a
particular organism. These are inserted into the protein-encoding sequence of a plasmid
which are then introduced into the cells chosen for the screening method.
If the bait and prey proteins interact, then the AD and BD of the transcription factor
are indirectly connected, bringing the AD in proximity to the transcription start site and
transcription of reporter gene(s) can occur. If the two proteins do not interact, there is no
transcription of the reporter gene. In this way, a successful interaction between the fused
protein is linked to a change in the cell phenotype, for example, producing the missing
nutrients, and allowing the cell to survive.
Two-hybrid screens are now performed routinely, and can provide an important clue for
the identification of interaction partners. The main criticism applied to the yeast two-hybrid
screen of protein-protein interactions is the possibility of a high number of false positive
(and false negative) identifications. The exact rate of false positive results is not known,
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but estimates are as high as 50%.
Co-immunoprecipitation In contrast with the low quality by high throughput two
hybrid methods, co-immunoprecipitation is considered to be the gold standard assay for
protein-protein interactions, especially when it is performed with proteins which are not
over-expressed or tagged. The protein of interest is isolated with a specific antibody, and
interaction partners which stick to this protein are subsequently identified by western blot-
ting, by gel electrophoresis, or mass spectroscopy. However, this method can only verify
interactions between suspected interaction partners. Thus, it is not a screening approach.
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Chapter 3
Review of Gene Expression
Modelling
3.1 Overview
The study of gene regulation, from the perspective of understanding the transcriptional
regulation of a single gene, to understanding how networks of many genes and thus how the
entire genome works involves studying the interactions between genes, proteins, transcrip-
tion factors and external stimuli.
It is well known that the expression of a gene is controlled by other genes expressed at
the same time, as well as by external signals. Much of the control of gene expression is
accomplished by regulatory proteins known as transcription factors, which bind to specific
sites on the DNA. A single transcription factor may regulate a gene, but more commonly
there are multiple transcription factors acting in concert. Milo et al. (2002b) and many
others have recently looked at ways in which networks of transcription regulatory factors
can be broken down into smaller component networks in order to more easily identify
organisational structures, potentially indicative of modular structure and efficient design.
A great deal of work has been carried out modelling gene expression in both prokaryotic
and eukaryotic systems, with some of the earliest papers predicting fluctuations in mRNA
and protein levels published 30 years ago (Rigney and Schieve 1977; Berg 1978). McAdams
and Arkin (1997) provided the first model of bursting at the translation level. They showed
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that the number of protein molecules produced by a single mRNA transcript is described
well by a model which considers whether the next event is the production of a further
protein, or the degradation of the mRNA molecule. Such competitive binding between
ribosomes and RNase results in a geometric distribution for the protein number. Such
an analysis can also be applied to transcription following the binding of a promoter to a
gene and also results in a geometric distribution. The joint analysis of these two stochastic
processes forms the basis of the results in the next chapter.
This chapter introduces the work which has been done both on modeling the expression
of a single gene, as well as some of the work which has been done on networks of genes.
3.2 The dynamics of single gene expression
There are a great many complex steps which must occur in order for a gene to successfully
express a protein. Fundamentally all of the steps are simple physical/chemical reactions.
An alternative view is that of Boolean logic, that a gene may simply be “on”, and producing
proteins, or “off”, and silent. Networks of such Boolean genes can be assembled, and an
attempt made to understand the dynamics of the resultant system (Kauffman 1993). This
level of abstraction has been used for evolutionary studies of gene networks, as well as some
studies of signalling, and it is probably too simplistic if one wishes to truly understand the
dynamics of living systems. Additionally, modern experimental techniques allow us far more
accurate measurements of gene expression levels. These include both microarrays, which
allow us to measure the expression levels of all the genes in an organism, but at the cost
of destroying the cell, and fluorescence microscopy technologies, which can only be used to
measure the expression of a few genes at a time but can be carried out in vivo.
3.2.1 The standard model and extensions
As discussed in the previous chapter, the central dogma of molecular biology is that there
is a flow of information from DNA to mRNA to proteins. The steps between these three
distinct molecules are of course the transcription of DNA into mRNA, and the translation of
mRNA into protein. Since these are both conceptually and physically distinct and significant
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steps, and perhaps more importantly, as distinct molecules are produced, this means that it
is possible to count the numbers of each type of molecule present. A consensus has therefore
emerged that this is a suitable level of abstraction for modeling.
Under this model, Figure 3.1, an inactive gene (G) can be activated by a promoter or
transcription factor. This allows molecules of RNA polymerase to bind and produce mRNA
(M). This in turn can bind to ribosomes leading to the production of protein molecules (P).
Eventually the transcription factor unbinds, terminating the production of mRNA, and each
mRNA molecule is degraded, which stops protein production.
Although this is the most commonly considered model, it it by no means the only
one. As more details of the physical steps involved become known, there is a tendency to
produce ever more detailed models, including more of the microscopic steps involved. The
drawback of these more detailed models is that including additional steps requires knowledge
of additional rate constants which are often unknown. Furthermore, adding more steps
may not significantly change the results, especially if the steps are processes which occur
in succession. As we shall see in Chapter 4, it is possible to prove that additional steps do
not significantly change the results obtainable from the standard model for the distribution
of burst sizes, that is, the number of protein molecules produced by a single transcription
factor binding event. The most common extensions include adding additional states in
between the inactive gene and the mRNA production states to account for the (highly
likely) possibility that although the transcription factors and RNA polymerase molecules
bind, they will not always successfully produce an mRNA molecule. A comparable step
may be added at the translation step, where one can take into account that intermediate,
stable states between the mRNA and formation of a protein are possible.
3.2.2 The continuity approximation
The next important question is how to build a mathematical model of these processes. One
approach is to define a state variable to represent the number of each type of molecule in
the system (for either a single gene, or for each gene in a network), and then to assume
that the number of molecules is sufficiently large that one may make an approximation of
continuity without significantly changing the results of the analysis. This assumption may
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Transcription 
Factor binding
Transcription 
Factor un-binding
RNA polymerase binds and 
produces an mRNA transcript
mRNA breaks 
down
mRNA binds to a ribosome and 
produces a protein
Protein breaks 
down
Figure 3.1: The standard gene expression model. An inactive sequence of DNA and a
transcription factor bind to produce an active gene G. This produces mRNA, denoted
by M at a rate α1, and in turn the mRNA produces protein at rate α2. Eventually, the
promoter will unbind (at rate β1), and the gene will become inactive again. Each copy of
mRNA produced will also be degraded (at rate β2).
be made by assuming that the state variables represent concentrations of different species,
or simply ignoring the discontinuities, and treating each state variable as the actual number
of molecules present. In this case the analysis can be simpler as it is not necessary to include
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the additional complexities of the effect on concentrations of changing cell volumes over time
- which in the case of bacterial cells double in size and then abruptly revert to approximately
their initial volume potentially every 20 minutes as the cells grow and divide. Instead, if
one wants to include this dynamical aspect in the model, simply halving the numbers every
20 minutes will suffice.
The question of the validity of the continuity approximation in the context of molecular
biology was addressed by Erwin Schroedinger’s 1949 book, “What is Life?”, in which it is
argued that in the case of a system with N molecules, the fluctuations in molecule numbers
will be proportional to
√
N .
Thus, although the continuity approximation allows the use of the many sophisticated
mathematical tools for dealing with continuous systems, and may be reasonable when there
are thousands of active copies of a protein at one time, there are many genes which have
far lower expression levels and the size of fluctuations cannot be ignored.
3.2.3 The law of mass action
Before elaborating further on how the continuity approximation may be used to model gene
networks, it is necessary to introduce the Law of Mass Action. This was first formulated by
Waage and Guldberg (1864), and states that the rate of a chemical reaction is proportional
to the chemical activity of the reaction, where the term “reaction” refers to a single-step
reaction, and also proportional to the probability that the reacting molecules will be found
together in a small volume. By assumption, the probability of finding one reactant molecule
in a small volume is independent of finding another reactant molecule in the same volume;
therefore, the probability of finding them both in the same volume is the product of their
individual probabilities. The law is not generally valid for reactions with intermediate
states, however the rate law for such reactions can be derived exactly or approximately by
applying the law of mass action to each separate step.
A simple example of the application of this law to a reversible reaction such as
A+A+B 
 C +D
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in a closed system results in the kinetic rate equation
dC
dt
= kAB ×A2 ×B − kCD × C ×D,
where kAB is a measure of the chemical activity of the forward reaction, and kCD of the
backward reaction. The first term on the right-hand side equals the rate of forming C, i.e.,
the rate of the forward reaction A+ A+B → C +D. By contrast, the second term is the
rate of losing C, i.e., the rate of the backward reaction A+A+B ← C +D.
Thus this law allows us to go from a chemical reaction scheme to a set of differential
equations describing the system.
3.2.4 Ordinary differential equations
If one makes use of the continuity approximation and the law of mass action, one can write
down the following equations for a single gene,
D + I
k1

k−1
Q
Q+R
k2

k−2
Q∗
Q∗ k3−→ Q+M +R (3.1)
M
k4−→ M + P
M
k5−→ ∅
P
k6−→ ∅,
where the model describes the process of gene regulation from transcription binding to
protein production in a physically reasonable way. Each system is represented as having
a section of DNA, D, which codes for the mRNA, M . First, the transcription factors, I,
which may either be proteins produced by one of the systems in the motif, or by an external
signal, bind to the promoter region to form a complex, Q. RNA polymerase molecules, R,
then bind to this complex as they read the DNA, forming a second complex, Q∗. This
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complex then breaks down as the reading process completes, releasing in the process, Q, R,
and the newly formed mRNA, M . The mRNA molecules are then translated, and copies of
the protein, P , are produced. These reactions can then be modelled using the law of mass
action, with the resultant set of equations,
d
dt
D(t) = −k1D(t)In(t) + k−1Q(t)
d
dt
Q(t) = k1D(t)In(t)− k−1Q(t)− k2Q(t)R(t) + k−2Q∗(t) + k3Q∗(t)
d
dt
Q∗(t) = k2Q(t)R(t)− k−2Q∗(t)− k3Q∗(t) (3.2)
d
dt
R(t) = −k2Q(t)R(t) + k−2Q∗(t) + k3Q∗(t)
d
dt
M(t) = k3Q∗(t)− k5M(t)
d
dt
P (t) = k4M(t)− k6P (t),
where the function In represents the action of the environment on the gene (perhaps
the expression levels of a second protein).
Comparing this to simpler “black box” models, which may only have one equation to
describe the expression level, we now have six coupled differential equations for each gene.
The advantage, however, is that the assumptions behind the model are clear, and there is
no requirement for arbitrary functions. Additionally, with modern computing power it is
very easy to obtain trajectories for these systems numerically.
In the case of networks of genes, one may first define the interactions between the various
molecular species (for example one protein may act as a transcription factor for one or more
other genes, or indeed of itself). Once these interactions are defined, it is straightforward to
write down the appropriate set of coupled ODEs, and several software packages for modeling
this type of system greatly automate the process. A much more complete example of the
application of these methods may be found in Chapter 6, where it is used to study the
dynamical behaviour of so called “motifs” of gene networks.
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3.2.5 Delay and partial differential equations
One problem which arises with all attempts to use systems of ordinary differential equations
to model the dynamics of gene expression is that generally in biological systems (due in
part to the discrete nature which is ignored by the original assumption of continuity) delays
occur between events. A common reason for such delays is the need to transport molecules
from one part of the cell to another, an issue of particular relevance to models of eukaryotic
systems.
There are two approaches which can be taken to model these effects, the first is to at-
tempt to build the spatial structure of the system into the model, either by using compart-
mental models, or by using partial differential equations to model the diffusion of molecules
around the cell. An example of this approach is the work of Howard and Kruse (2005) on
the modeling the Min system in E. coli. The alternative is to ignore the spatial structure
which can make analytical solution very difficult, and focus instead on modeling the delays
themselves using delay differential equations. With this approach the delays may be either
of a fixed length at each stage, or drawn from a distribution (Chen et al. 1999; Monk 2003).
3.2.6 Langevin approach
A criticism which may be made of all the approaches discussed thus far is that the systems
are modelled in an entirely deterministic way, with no capacity to reflect the stochastic
variability which is known to occur in gene expression. One way to address this is with the
Langevin approach (van Kampen 1992; Kepler and Elston 2001), in which the determin-
istic differential equations describing the dynamics of the system are modified by adding
stochastic terms that reflect sources of noise, for example, the intrinsic fluctuations due to
low numbers of molecules and global fluctuations in cellular components that change the
reaction rates for all genes.
The following is an overview of the application of this method applied to the case of a
single gene. First, consider x(t), the concentration of a chemical species x at time t. Then
x˙(t) = f(x) + q(x)(x),
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where the random variable, (t), is a random process, in general chosen to be a Gaussian
white noise process. The conditions for a Gaussian random variable in terms of the first
two moments are
< (t) >= 0
and
< (t)(t+ τ) >= δ(τ),
where <> denotes the (ensemble) average, and δ is the Dirac δ-function. In order
to derive steady-state behaviour, the coefficient of the noise term, q(x) is assumed to be
a constant, evaluated at < x >ss, where the subscript ss denotes steady state. For the
standard model of gene expression, one may write the following equations for mRNA (r)
and protein (p) numbers:
r˙ = kR − γRr + qrr (3.3)
p˙ = kP r − γP p+ qpp (3.4)
where qr and qp are to be determined. Since the mean of the noise term is zero (by
definition), < r >= kR/γR and < p >= kP < r > /γP . In order to understand the
fluctuations it is necessary to consider
δr = r− < r >
which follows the equation
δ˙r + γRδr = qrr
Taking the Fourier transform of this, we obtain
δrˆ(ω) =
q2r
iω + γR
.
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Multiplying this by its complex conjugate and averaging one obtains
〈|δrˆ(ω)|2〉 = q2r
ω2 + γ2R
.
From this, by the Wiener-Khinchin theorem (Rowe 1965), the steady state fluctuations
are given by the inverse Fourier transform,
δr2 =
1
2pi
∫ ∞
−∞
q2r
ω2 + γ2R
dω (3.5)
=
q2r
2piγR
∫ ∞
−∞
dx
x2 + 1
(3.6)
=
q2r
2γR
. (3.7)
Since the production of mRNA in this model occurs in a single step, independent random
process, it has a Poisson distribution and so the variance equals the mean, which implies
q2r
2γR
=
kR
γR
,
and therefore
q2r = 2kR.
Proceeding in the same way with the protein concentration, we may write
δp˙+ γP δp = δr + qpp.
Calculating the Fourier transform we obtain
δpˆ(ω) =
δrˆ(ω) + qpˆp
iω + γP
.
We now make use of the fact the two processes are independent and have zero mean,
therefore,
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< δrˆ(ω)ˆ∗p >=< δrˆ(ω) >< ˆ
∗
p >= 0.
Using the previous results that q2r = 2kR and q
2
p =
2kP kR
γR
, then,
〈|δpˆ(ω)|2〉 = 〈|δrˆ(ω)|2〉+ q2p
ω2 + γ2P
(3.8)
=
q2r
(ω2 + γ2R)((ω2 + γ
2
P ))
+
q2P
(ω2 + γ2P )
(3.9)
Calculating the inverse transform, the following is obtained,
δp2 =
1
2pi
∫ ∞
−∞
q2r
(ω2 + γ2R)((ω2 + γ
2
P ))
+
q2P
(ω2 + γ2P )
dω (3.10)
=
k2PkR
γ2R − γ2P
[
1
γP
− 1
γR
]
+
kPkR
γPγR
. (3.11)
Since < r >= kR/γR and < p >= kP < r > /γP , therefore
< p >=
kPkR
γPγR
,
and so δp2 may be re-written as
δp2 = < p >
(
kP /γR
1 + γP /γR
+ 1
)
(3.12)
This result is identical to the result that can be obtained by consideration of the master
equation (shown in the next section). This method can be generalized for a system of
iterating genes fluctuating about their steady state, and so the Langevin approach has been
used in a number of papers, particularly to understand the effects of noise on signalling
cascades. An example is the work of Thattai and van Oudenaarden (2002), where such a
system is considered, motivated by the hypothesis that when fluctuations become significant,
successive stochastic cascade stages could introduce successively higher noise levels into the
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signal being propagated, corrupting the final output of the cascade. In particular, they
examine a generic stochastic cascade in order to find the conditions under which the size of
output fluctuations is bounded, despite the addition of successive, noisy stages, as shown
in Figure 3.2.
Figure 3.2: Modeling stochastic cascades. (A) Stochastic gene expression. Protein number
is plotted as a function of time (in cell generations). The dotted line shows the deterministic
time course, and the solid line shows the result of a stochastic simulation. Recording the
state of the system at t = 20 over 5000 trial runs produces a histogram that displays a mean
< y >= 100, and a variance < δy2 >= 600. (B) A generic linearized stochastic cascade.
Species concentrations yi (i = 0, . . . n) are subject to random fluctuations of strength qi.
The differential amplification factors ci give the response of yi+1 to a change in yi. The
input signal y0 is read out at yn. Adopted from Thattai and van Oudenaarden (2002)
The Langevin approach is therefore a powerful technique for addressing stochasticity in
expression of single genes and of gene networks, and in the case where the coefficient of
noise, q(x), is not assumed to be constant, a general Fokker-Planck equation can be written
down for the system, and methods are available for analysing these. There are nevertheless,
several important limitations of this method. Firstly, as acknowledged in Thattai and van
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Oudenaarden (2001), “reconciling external and intrinsic noise becomes a subtle exercise”;
secondly, the methods only yield information about the size of fluctuations; finally, the
method only works when the assumption that the system is at a steady-state is made.
3.3 Discrete approaches to gene expression
An obvious criticism which may be made of all the approaches to modeling gene expression
considered so far is that fundamentally, they disregard the fact that molecule numbers are
discrete. In the case of gene expression, where there is generally only one copy of the DNA
coding for the gene, a small number of transcription factors, and a relatively low number
of RNA polymerase and ribosomes available to transcribe and translate any given gene,
this discreteness warrants proper treatment. Although compared to continuous systems
there are fewer mathematical tools for dealing with discrete systems, the most powerful and
well established technique, is that of the Chapman-Kolmogorov (master) equation, which is
introduced below. First however it is necessary to introduce the concept of Markov chains.
3.3.1 Markov chains
A Markov chain is a stochastic process fulfilling the Markov property (Bailey 1964), that
is, the probability of subsequent states is dependent only on a finite number of previous
states. Formally, a Markov chain is a sequence of random variables X1, X2, X3, . . . with the
Markov property,
Pr(Xn+1 = x|Xn = xn, . . . , X1 = x1) = Pr(Xn+1 = x|Xn = xn).
Many of the processes described above can be modelled using the mathematical frame-
work of Markov chains, and they are also used in many other areas of mathematical biology,
typically for population modeling. One example of such processes is the birth-death pro-
cess, a special case of a continuous-time Markov process (a stochastic process {X(t) : t ≥ 0}
fulfilling the Markov property), where the states represent the current size of a population
and where the transitions are limited to births and deaths. When a birth occurs, the process
goes from state n to n + 1. When a death occurs, the process goes from state n to state
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n − 1, with birth rates λi and death rates µi which are dependent on state i. This idea
forms the basis of the next section, where the population sizes will refer to the number of
each type of molecule present.
3.3.2 Master equations
First consider a reaction which occurs at a rate k. This means that in a long time interval
T , the reaction will occur on average kT times. Dividing T into S intervals, the probability
of the reaction occurring in one of those sub-intervals is kT/S. Taking the limit of large S,
so that the probability of more than one reaction occurring in a given interval is negligibly
small, and writing dt = T/S, the probability of a reaction occurring in dt is kdt. Considering
now an ensemble of N identical systems, pn(t) can be defined to be the number of systems
which have exactly n molecules at time t. This number will change if another molecule
of the same species is created in a system which previously had n − 1 molecules, or if a
molecule is destroyed in a system with n + 1 molecules. On the other hand, this number
will decrease if any of the systems with n molecules either create or destroy a molecule.
Generalizing slightly, let fn be the rate of creation of molecules in a system with n
molecules, and gn be the equivalent rate of destruction of molecules. Now considering a
situation where there are pn−1 systems having n − 1 molecules at time t, the probability
that one molecule will be created in the interval dt is fn−1dt, and so the total number of
systems which will have a molecule created will be proportionate to the total number of
systems in that state, i.e. pn−1fn−1dt. This will be part of the flux into pn, that is, systems
with n molecules.
Including all potential fluxes in and out of the system, the following equation, known
as a master equation, can be written:
dpn
dt
= −(fn + gn)pn + fn−1pn−1 + gn+1pn+1 (3.13)
This is in fact an infinite set of equations, one for each n. Since the equation is linear
in pn, it may be normalized by dividing by N , and then since
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∑
n
pn = 1
the quantity pn(t) may be thought of as the probability that a system is in state n at
time t. The master equation (with appropriate initial conditions) therefore fully determines
the probability distribution. Unfortunately, it is rare to be able to solve a master equation,
and instead, the best that can generally be obtained are moments of the distribution. Since
this is the case, it is conventional to rewrite the master equation in a form which depends
on the moment generating function rather than the probability distribution.
A general model for the expression of a gene will include V state variables, corresponding
to different molecular species such as mRNA, proteins and so on, and M reaction rate
constants k1, k2, . . . , kM . It is possible to translate a full chemical reaction scheme of the
following type
D + I
k1

k−1
Q
Q+R
k2

k−2
Q+M +R
M
k4−→ M + P
M
k5−→ ∅
P
k6−→ ∅
directly into the equivalent master equations, however it is clearer to consider each of
the reactions in turn and to build up the full equation.
3.3.3 Elementary reactions and the master equation
Synthesis One of the most basic reactions in gene expression is synthesis from a template,
which is the model underlying both transcription of DNA into mRNA, and translation of
mRNA into protein. In this case, a copy of the molecule based on the template is created,
but the number of templates remains unchanged. That is, in the case of translation,
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M
k−→M + P.
If we use n1 to denote the number of mRNA molecules, M , and n2 to denote the number
of protein molecules P , then the master equation for the system will be
dp
dt
(n1, n2, t) = −kn1p(n1, n2, t) + kn1p(n1, n2 − 1, t), (3.14)
where the first term represents the transition from state [n1, n2] to [n1, n2 + 1] and the
second term represents the transition from [n1, n2 − 1] to [n1, n2]. The master equation for
this system is linear, and the moments may be found by constructing the moment generating
function. In general, for a system with N variables the moment generating function is given
by
F (z1, z2, . . . , zN , t) =
∑
n1,n2,...,nN
zn11 z
n2
2 . . . z
nN
N p(n1, n2, . . . , nN , t), (3.15)
where the sum is over all possible states for each variable (in this case, 0 . . .∞). The
moments of the distribution are then given by the partial derivatives of this moment gener-
ating function. In order to obtain the moment generating function from the above equation
the first step is to multiply the master equation by zn11 z
n2
2 and then sum over all possible
values to give:
∑
n1,n2
zn11 z
n2
2
dp
dt
(n1, n2, t) = −k
∑
n1,n2
zn11 z
n2
2 n1p(n1, n2, t)
+k
∑
n1,n2
zn11 z
n2
2 n1p(n1, n2 − 1, t). (3.16)
This may now be simplified by making use of the following results,
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∂F
∂z1
=
∑
n1
(n1zn1−11 )p(n1, n2, t), (3.17)
and therefore
z1
∂F
∂z1
=
∑
n1
n1z
n1
1 p(n1, n2, t). (3.18)
Also, since all species numbers must be greater than or equal to 0, p(n1,−1, t) = 0, the
following holds:
∑
n1=0,n2=0
n1z
n1
1 z
n2
2 p(n1, n2 − 1, t) = z1
∑
n1=0,n2=−1
(n1zn1−11 )z
n2
2 p(n1, n2 − 1, t)(3.19)
= z1
∑
n1=0,n′2=0
(n1zn1−11 )z
n′2+1
2 p(n1, n
′
2, t) (3.20)
= z1z2
∂F
∂z1
. (3.21)
Therefore the whole equation can be re-written as
∂F
∂t
(z1, z2, t) = kz1(z2 − 1) ∂F
∂z1
. (3.22)
Degradation Another important reaction to be considered is degradation, that is, reac-
tions of the kind
M
k−→ ∅,
which can represent degradation of molecule M into species we do not wish to keep
track of. The master equation for this reaction will then be
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dp
dt
(n1, t) = −kn1p(n1, t) + k(n1 + 1)p(n1 + 1, t), (3.23)
using the same technique as for synthesis from a template, the moment generating
function is determined by the following partial differential equation:
∂F
∂t
(z1, t) = −k(z1 − 1) ∂F
∂z1
. (3.24)
Other important types of reaction that can be considered are the transformation of one
molecule type into another,
D
k−→ Q, (3.25)
an example of which is the transformation of an inactive gene to an active gene by the
binding of a transcription factor; the combination of two molecular species to form a third,
D + I k−→ Q, (3.26)
and reversible reactions,
D + I
k1

k−1
Q. (3.27)
3.3.4 The master equation for a single gene
With all these elementary results available it is relatively straightforward to write down the
equation for the moment generating function for a single gene expressed according to the
following simple reaction scheme:
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D
kR−→ D +M
M
kP−→ M + P
M
γR−→ ∅
P
γP−→ ∅.
The results obtained above may then be combined for these simple reactions, and the
resulting moment generating function is
∂F
∂t
(z1, z2, t) = kR(z1 − 1)F + kP z1(z2 − 1) ∂F
∂z1
− γR(z1 − 1) ∂F
∂z1
γP (z2 − 1) ∂F
∂z2
. (3.28)
3.3.5 The equilibrium assumption and results for moments
One common approach is to make the assumption, as for the Langevin approach described
above, that the system is at steady state (∂F∂t = 0). It is questionable if this is ever a
valid assumption for a living biological system, however it is one of the few ways to obtain
results from the master equation, and a number of papers comparing experimental results
and theory have obtained good results.
Making this assumption allows the above equation to be written as follows,
kR(1− z1)F = +kP z1(z2 − 1) ∂F
∂z1
− γR(z1 − 1) ∂F
∂z1
γP (z2 − 1) ∂F
∂z2
. (3.29)
From this, we can use the result that the means (first moments) of the mRNA and
protein levels are obtained by calculating the first partial derivatives with respect to z1 and
z2, respectively, and evaluating them at z1 = z2 = 1. This yields
< r >= kR/γR,
and
Chapter 3. Review of Gene Expression Modelling 51
< p >=
kPkR
γPγR
,
which are the same as the results obtained from the Langevin method described above.
Variances and co-variances can also be calculated following the same approach.
Although it will not be further elaborated on here, the same methodology can be applied
to systems of interacting genes as long as the system overall is at a stable equilibrium.
3.3.6 Major results from analysis of the master equation
A number of the main results for gene expression obtained using the master equation have
focused on the slightly more sophisticated version of the standard model described earlier.
In for example, the work of Paulsson (2005); Elowitz et al. (2002); Thattai and van Oude-
naarden (2004), the model generally includes three state variables: the number of active
copies of the gene n1, bounded above by nmax; the number of copies of the mRNA available
for translation, n2, and the number of protein molecules, n3. With these variables, there are
a number of reactions: firstly gene activation, which occurs at a rate λ+1 (n
max
1 − n1); gene
inactivation, which occurs at rate λ−1 n1; then transcription and translation which occur at
rates λ2n1 and λ3n2, respectively; finally there are the mRNA degradation and proteolysis
reactions with rates given by n2/τ2 and n3/τ3, where the τs are the average lifetimes for
mRNA and proteins, respectively.
The master equation for the system is then given by the following:
dP (n1, n2, n3, t)
dt
= λ+1 (n
max
1 − n1 + 1)P (n1 − 1, n2, n3, t)− λ+1 (nmax1 − n1)P (n1, n2, n3, t)
+λ−1 (n1 + 1)P (n1 + 1, n2, n3, t)− λ−1 n1P (n1, n2, n3, t)
+λ2n1P (n1, n2 − 1, n3, t)− λ2n1P (n1, n2, n3, t)
+(n2 + 1)/τ2P (n1, n2 + 1, n3, t)− n2/τ2P (n1, n2, n3, t)
+λ3n2P (n1, n2, n3 − 1, t)− λ3n2P (n1, n2, n3, t)
+(n3 + 1)/τ3P (n1, n2, n3 + 1, t)− n3/τ3P (n1, n2, n3, t).
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Gene, mRNA and protein fluctuations Analysis of this equation by Paulsson (2005)
under the condition that the system is at steady state reveals that the variance divided by
mean squared (a commonly used metric of noise in gene expression modeling), yields the
following results. Firstly, for the noise in the number of genes “on” under this model,
σ21
< n1 >2
=
1
nmax1
λ−1
λ+1
=
1− Pon
< n1 >
,
the probability that a gene will be on is given by Pon = λ+1 /(λ
+
1 + λ
−
1 ). Similarly for
the variation in mRNA levels,
σ22
< n2 >2
=
1
< n2 >
1− Pon
< n1 >
τ1
τ1 + τ2
,
where τ1 = 1/(λ+1 + λ
−
1 ). Finally, there is a similar result for the noise of protein
expression levels, given by:
σ23
< n3 >2
=
1
< n3 >
+
1
< n2 >
τ2
τ2 + τ3
+
1− Pon
< n1 >
τ2
τ2 + τ3
τ1
τ1 + τ3
τ1 + τ3 + τ1τ3/τ2
τ1 + τ2
. (3.30)
Every term in these expressions may be related to the underlying physical processes, for
example the activation of the gene, the spontaneous production of a protein and so on.
Expression bursts Many studies have considered the “burst like nature” of gene expres-
sion to be of particular importance, since a gene may remain inactive for long periods, and
then once an mRNA molecule is formed, many protein copies may be generated. One of the
studies which has focused on bursts in translation, whilst ignoring gene activation is that
of Thattai and van Oudenaarden (2001), in which it is to assumed that the fluctuations in
the level of active gene are negligible, and hence Pon = 1, and that protein lifetimes are
considerably greater than the corresponding mRNA lifetimes, that is, τ3 >> τ2. Then the
following results have been derived for the “Fano Factor”, the variance divided by mean for
the protein expression levels:
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σ23
< n3 >
= 1 +
< n3 >
< n2 >
τ2
τ2 + τ3
≈ 1 + < n3 >
< n2 >
τ2
τ3
= 1+ < b >
where b is the number of translation events per transcript.
Fluctuation-Dissipation Theorem Another approach taken to analyse the noise in
gene expression is developed in Paulsson (2005), where the master equation is translated
into a matrix formalism in order to make use of the Fluctuation-Dissipation theorem. This
approach then gives the dynamical equations for the co-variances of the model, but yet
again requires the assumption that the system is at steady state. Since this method only
reproduces earlier results, it will not be considered further.
Two allele model for transcription All the analysis considered so far has focused
on the standard model of gene expression, however there have been other studies of more
complex models using the same formalisms, but restricted to only certain parts of the
process. One example of this has been the work of Ho¨fer and Rasch (2005).
In this work, they consider both a more complete model of transcription, which allows
for the formation of a pre-initiation complex after a gene has activated, which may not lead
to successful transcription every time. Following the master equation approach they derive
results for the first and second moments of this model.
In the same paper, the authors also consider the effect that a two allele model will have
on these moments, arguing that typically two alleles are present for protein coding genes,
and the effect of this should be examined.
Probability distributions Thus far, all the results presented have been for moments
of the distributions, under the assumption that the system is at steady state. Two papers
which present results for the distributions rather than the moments are the work of Paulsson
and Ehrenberg (2000) and Friedman et al. (2006). Since the first of these does not directly
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consider models of gene expression we will focus only on the second, which makes use of a
continuous master equation for protein concentrations, x,
∂p(x)
∂t
=
∂
∂x
[γ2xp(x)] + k1
∫ x
0
dx′w(x, x′)p(x′),
where γ2 is the protein degradation rate and k1 is the transcription rate. Under the
assumption of steady state they derive the following steady state distribution (where b is
the average burst size):
p(x) =
1
baΓ(a)
xa−1e−x/b.
3.3.7 Competitive binding
An alternative approach, taken by McAdams and Arkin (1997), was that under the assump-
tions that ribosome-RNase competitions for mRNA binding can be treated as independent
trials, and that the outcome of the binding competition determines whether a further copy
of the protein is produced, or whether the mRNA is destroyed, a probability p could be
assigned to the event of successful ribosome binding. Under these assumptions, in order for
N copies of the protein to be produced, one requires N successful mRNA-ribosome binding
events, followed by one mRNA-RNase binding event. This will have probability pN (1− p).
An extension of this analysis forms the basis of the work in Chapter 4.
3.3.8 Summary of prior modeling
As we have seen, all the work which has been carried out to date relies in general on the as-
sumption that the system is at steady state or equilibrium, a highly questionable assumption
for a living cell. Furthermore, the majority of results obtained either require the assump-
tion that molecule numbers are sufficiently large that a continuity approximation is valid,
or only allow the derivation of results for the moments rather than the full distributions.
The methods that are developed in the next chapter avoid both of these issues.
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3.3.9 Stochastic simulations & Gillespie’s algorithm
Since purely analytical approaches to the modeling of gene expression often present signif-
icant challenges, one approach which has become commonplace is, instead of solving the
master equation, to simulate the chemical reaction scheme. This process, within certain
constraints and assumptions, generates a statistically correct trajectory of the associated
stochastic equation.
The method was developed by Gillespie (1977) to simulate chemical or biochemical
systems of reactions efficiently and accurately using limited computational power. The
Gillespie algorithm allows perfect discrete and stochastic simulation of a system with few
reactants because every reaction is explicitly simulated. When simulated, a Gillespie re-
alisation represents a random walk that exactly conforms to the distribution given by the
Master equation. The assumptions underlying the algorithm are that molecules collide in
a well mixed reaction vessel (cell), and that reactions involve at most two molecules.
Waiting time between reactions If we assume that a chemical reaction occurs at rate
k, then as previously discussed, the probability that the reaction occurs in some time interval
dt is kdt, and hence the probability that it does not occur is 1 − kdt. One can therefore
write down Pr(τ), the probability that the reaction occurs after some time τ .
Pr(τ) = Pr(next event occurs between τ and τ + dτ)
= Pr(does not occur for t < τ) Pr(occurs between τ and τ + dτ). (3.31)
Equivalently though,
Pr(does not occur for t < τ) = Pr(does not occur for t < τ − dτ)
×Pr(does not occur between τ − dτ and τ).(3.32)
Letting Q(τ) = Pr(doesn’t occur for t < τ), then
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ln(Q(τ))− ln(Q(τ − dτ)) = ln(1− kdτ) ≈ −kdτ,
hence,
dln(Q(τ))
dτ
= −k.
Solving with the initial condition, Q(0) = 1, yields Q(τ) = e−kτ . Substituting this into
(3.31) we get the result that the waiting times between successive reactions are exponentially
distributed,
Pr(τ) = e−kτkdτ. (3.33)
Description of the algorithm Using the above equation for the waiting times, one may
use the following method to exactly simulate a trajectory of a stochastic system. Firstly, if
u is a random number drawn from a uniform distribution between zero and one, then the
following function of u has exactly the same distribution as the waiting times τ ,
θ =
1
k
ln
(
1
u
)
.
Starting with initial population sizes for each molecular species, then for the m possible
types of reaction occurring with rates ki, (i = 1 . . .m), we can generate m random numbers
θi which are the possible waiting times for each of the m reactions. The smallest of these
determines the time at which the next reaction is assumed to occur, and determines which
reaction it is. The molecular population numbers are then simply updated according to
which reaction has occurred. After this, the rates (which may depend on population num-
bers) are recalculated, a new set of reaction waiting times is generated, and the process
repeated. This may be continued for as many reaction steps as desired, and of course in
attempting to determine any steady state population statistics, it is important that any
transients are avoided.
There are many variations to the way in which this algorithm can be implemented,
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allowing for fluctuating environments, dividing cells and so forth. Additionally, there have
been many improvements to the underlying algorithm to speed up performance. The best
known of which is probably the Gibson-Bruck method (Gibson and Bruck 2002).
3.4 Biological networks & Motifs
One of the most commonly held, and perhaps most easily accepted beliefs is that complex
systems of gene regulation may reasonably be represented by networks of interactions. If
one takes vertices to represent “reactants”, for example genes, transcription factors, gene
products and so on, then edges can be used to represent reactions involving the linked
reactants. There are numerous difficulties with this approach: reactions may involve more
than two reactants, an obvious example being genes which are regulated by more than
one transcription factor; reactions may take place at greatly varying rates, a phenomenon
which may be accounted for by varying the “weight” of edges. Reactants will certainly be
present at varying concentrations; reactants, reaction rates, and indeed the entire structure
of the network will vary in time, in response to different stages of the cell cycle, external
stimulation and random fluctuations.
With the above reservations in mind, it is natural to wonder what can be gained from a
network view of such a system. The networks which are commonly considered are networks
such as the DIP (Database of Interacting Proteins) database for species such as S. Cerevisiae
where the data on pairwise interactions has been drawn together from TAP-tag and yeast-
two-hybrid experiments; databases such as the KEGG and aMAZE database of pathways,
mined from the literature, and from databases of transcription factors such as Transfac,
and EcoCyc which also has this type of data. With all of these databases, when a graph
is drawn of all the interactions known it is important to remember that the graph is a
assortment of all interactions which may have taken place, under widely varying conditions.
Putative connections beyond the simply pairwise ones may occur at considerably different
times, under considerably different environmental conditions. Whilst it is natural to hope
that structure found in such networks will be instructional, it may mislead.
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3.4.1 Gene and Transcription Regulatory Networks
Since we are interested in the way in which the genetic circuits control a cell, one of the most
interesting types of networks are the gene or transcription regulatory networks. The nodes
of this network are proteins, their corresponding mRNAs, and protein/protein complexes,
whilst the edges are (regulatory) interactions. In a directed network, a series of edges
indicates a chain of dependencies, with cycles corresponding to feedback loops.
These networks are inferred from both the biological literature as described above, and
from high-throughput experiments.
3.4.2 Modularity
Since studying the detailed interactions of a gene regulation network at the global scale is
currently intractable for both computational and experimental reasons, it is natural to try
to find some way of partitioning the network into simpler structures, but how? Given the
doubts already regarding the reliability of the existing network data as a true representation,
partitioning the network in an ad hoc manner is unlikely to be useful. In the sections below
we look at one of the main approaches which has been taken to break down the complexity
of the network.
3.4.3 Motifs
The idea of a network motif and its application to understanding biological networks was
proposed in Milo et al. (2002b) and Shen-Orr et al. (2002), where the idea of searching for
network motifs is applied to the transcription regulatory network of E. coli. In these papers,
a network motif is defined as “a pattern of interconnections occurring in complex networks
at numbers that are significantly higher than those in randomized networks”.
In Figure 3.3, a (feed-forward) motif is highlighted in colour. Although such motifs
could in principle be of any size, it has been customary to consider three and four node
motifs. It is then supposed that motifs might have a specific function in determining gene
expression, such as generating temporal expression patterns or governing the responses to
fluctuating external signals.
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Figure 3.3: A directed network with a feed-forward motif highlighted in colour. In the case
of a transcription regulation network the arrows indicate the direction of transcriptional
control. Adopted from: Ingram et al. (2006)
3.4.4 Challenges in identifying motifs
Traditionally, the approach taken to identifying interesting structures or features of a net-
work is to find those features that are statistically over-represented by some measure, and
this is the approach followed with respect to network motifs.
In order to identify which sub-networks are of interest, the first step is to identify which
sub-networks appear in the network, and then to count how many times they appear. This
is in fact not an elementary problem, and a number of papers which have appeared in this
area have had substantial problems due to over-counting, since a three node motif might
easily be counted a number of times as different sub-networks of a group of five genes.
The second challenge is to provide a suitable null model for comparison, in order to
create statistics which indicate how over- or under-represented a motif is. This is diffi-
cult as creating a “dummy” network which has precisely the same statistical properties
as the original network is not always straightforward; a particular problem which must be
addressed is the presence of underlying (physical) structures or compartments, as well as
timing constraints which can prevent free association of all nodes in the network.
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3.4.5 Dynamics of motifs
Despite these challenges, there have nonetheless been a number of studies which have looked
at the dynamics of gene network motifs. Some of the earliest papers on this were published
by Alon’s group, and the results were published in (Mangan et al. 2003) and (Mangan
and Alon 2003). Both of these studies adopted what we described above as an essentially
“black box” approach to the behaviour of genes, and treated them as discrete units. After
these initial papers, a great number of other papers have been published following the same
approach, and analyzing many of the dynamical properties of such networks; in particular,
many papers have looked at the stability of responses.
A second approach has been that followed by, for example, Hayot and Jayaprakash
(2005), where more sophisticated models of the individual genes are used to build up models
of the feed-forward motif (highlighted in Figure 3.3), a three gene motif, which is discussed
in more detail in Chapter 6. The advantage of these approaches is that they are more likely
to reflect the complex dynamical behaviour of genes, with the cost that more elaborate
models require more kinetic parameters.
The final aspect of motifs which may be commented on is whether or not there is evi-
dence for the original hypothesis - that motifs are evolved functional units which are highly
conserved in evolution. Although there remains some debate about this issue (Mazurie et al.
2005), there is evidence that whilst there is some level of conservation, there is perhaps not
the strong level which might be expected.
3.5 Data and model-fitting
In order to compare the results from the models with experimental data, it is often necessary
to make use of techniques for estimating the value of model parameters. One commonly
used technique for this is likelihood maximisation.
3.5.1 Maximum likelihood
The basic principle of the maximum likelihood approach is that given a model with pa-
rameter θ (possibly vector valued), and a set of data values drawn from the distribution,
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x1, x2, . . . , xn, then one can calculate the probability density for a given θ, fθ(x1, x2, . . . , xn|θ).
This function of θ is then referred to as the likelihood function, L(θ), and the value of θ for
which it is a maximum is θˆ, the maximum likelihood estimator of θ. It is common to assume
that the data values are independently and identically distributed, according to which,
L(θ) =
n∏
i=1
fθ(xi|θ),
and which by taking the logarithm gives
LL(θ) =
n∑
i=1
logfθ(xi|θ).
A variety of different optimization algorithms can then be applied in order to find the
estimator, including the simplex method and Monte Carlo Markov chain method, both of
which will be used in Chapter 5.
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Chapter 4
Noisy expression of a single gene
4.1 Overview
Over the last few years, experimental data on the fluctuations in gene activity between
individual cells, and within the same cell over time, have confirmed that gene expression is
a “noisy” process. This variation is in part due to the small number of molecules taking part
in some of the key reactions that are involved in gene expression. One of the consequences
of this is that protein production often occurs in bursts, each due to a single promoter or
transcription factor binding event. Recently, the distribution of the number of proteins
produced in such bursts has been experimentally measured, offering a unique opportunity
to study the relative importance of different sources of noise in gene expression.
This chapter provides a derivation of the theoretical probability distribution of these
bursts, for a wide variety of different models of gene expression. It is then proved that
irrespective of the details of the model, the burst size distribution is always geometric, and
hence determined by a single parameter. Many different combinations of the biochemical
rates for the constituent reactions of both transcription and translation will therefore lead
to the same experimentally observed burst size distribution, with the consequence that it is
impossible to identify different sources of fluctuations purely from protein burst size data,
or to use such data to infer kinetic parameters.
In the next chapter, the distributions derived are compared with published experimental
data, and we show that there is a good fit between the theoretical distributions derived
Chapter 4. Noisy expression of a single gene 63
here and that obtained from two different published experimental data sets. Additionally,
methods of inferring the kinetic parameters of the model both in the case of simulated and
experimental data will be explored.
4.2 Introduction
As previously discussed, there is considerable variation in the precise number and tim-
ing of protein molecules that are produced for a given gene under any particular set of
circumstances. Recent advances in experimental technology have shown that such single
molecule effects can lead to protein production occurring in bursts of varying size, each due
to a single transcription factor binding event (McAdams and Arkin 1997; Thattai and van
Oudenaarden 2001).
More recently, single molecule data has become available (Yu et al. 2006; Cai et al.
2006), which monitors the expression of a gene a single protein at a time and provides
the distribution of the sizes of bursts. It had been hoped that data of this kind would
answer many of the remaining questions about the origin of noise in gene expression and in
particular distinguish between the different contributions of transcription and translation
to intrinsic noise.
One might expect that randomness due to transcription would play a more significant
role than that of translation, since typically there will be more than one mRNA molecule,
and the fluctuations due to translation from each of these might to some extent average
out. To test this hypothesis and to put it on a quantitative basis, it is necessary to employ
mathematical models of gene expression. These also provide a valuable tool for the anal-
ysis of experimental data, and in particular of the burst size distributions reported in the
literature, e.g. Yu et al. (2006); Cai et al. (2006).
The drawback of the approaches discussed in the previous chapter based around anal-
ysis of the master equation, is that although they describe the temporal evolution of the
probability distribution of protein (and mRNA) numbers it is frequently too complex to be
solved analytically. Furthermore, the burst size distribution necessary for comparison with
recent experimental data (Yu et al. 2006; Cai et al. 2006) cannot be obtained directly from
the master equation. This is exacerbated in the case of more complex models of gene ex-
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pression such as multi-step models accounting for intermediate stages such as formation of
DNA-RNA polymerase complexes, phosphorylation events, and mRNA-ribosome binding.
Both deterministic and stochastic simulation studies of these models have been performed,
for example by Ho¨fer et al. (2002) and Hayot and Jayaprakash (2005), but none of these
approaches have been useful for the analysis of burst size data.
The present work avoids the problems associated with the master equation approach,
which are at least in part due to the explicit incorporation of time evolution. Instead, time
is ignored and an expression for the burst size distribution is derived directly by extending
the analysis of McAdams and Arkin (1997). In many ways this approach is similar to
that used for the analysis of multi-stage queues (Bailey 1964). If we assume that the
distribution of the number of mRNA molecules produced in a single burst is geometric and
that the distribution of the number of protein molecules produced by a single mRNA is also
geometric, then the overall burst size distribution is given by the compound distribution of
two geometric distributions (Bailey 1964). This can be readily computed using generating
functions and is itself not geometric. However, experimentally it is not possible to detect
bursts that produce no protein molecules at all, and therefore the published data in Yu
et al. (2006); Cai et al. (2006) are in fact the relevant conditional distributions, assuming
at least one protein molecule is produced in a burst. It turns out that when we condition
the compound distribution in this way, we again obtain a geometric distribution. This is
determined by a single parameter, which we can derive in terms of physically meaningful
constants such as binding and unbinding rates. This shows that different combinations
of noise levels in the translation and transcription parts of the process can give the same
overall burst size distribution. Mathematically, this means that the standard model of
gene expression (described in detail below) is non-identifiable (Timmer et al. 2004; Sontag
2002) from burst size data alone. This in turn implies that, it is not possible to identify
the relative contributions of translation and transcription to the burst size distribution of
protein numbers.
As discussed below, this approach is also applicable to a variety of more detailed models
that incorporate additional steps to provide more realistic descriptions of expression (Hayot
and Jayaprakash 2005). These still yield a single parameter geometric conditional distri-
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bution. This shows that within the context of a very large class of models, experimental
burst size data on its own cannot identify the relative contributions of different reactions
to the overall noise level. However, by simulating the equilibrium distribution of protein
numbers for different parameter combinations giving the same burst size distribution we
demonstrate that a combination of burst size distribution and equilibrium distribution data
can discern different sources of noise. Unfortunately, this requires the knowledge of two
additional kinetic parameters, for transcription factor binding and protein degradation re-
spectively. Several related methods to estimate all six model parameters from combined
burst size and equilibrium distribution data are presented in the next chapter.
4.3 The standard model of gene expression
As previously discussed, in the so called “standard model” of gene expression, Figure 4.1, an
inactive gene can be activated by a promoter or transcription factor. This allows molecules
of RNA polymerase to bind and produce mRNA. These in turn can bind to ribosomes
leading to the production of protein molecules. Eventually the transcription factor unbinds,
terminating the production of mRNA, and each mRNA molecule is degraded, which stops
protein production.
Each of these processes is modelled as a transition in a continuous time Markov chain
with a particular rate. Such a rate is interpreted as the probability of an event occurring in
a unit time interval. Thus, if we denote the rate of transcription factor binding by α0 then
the probability of this occurring in an interval of length δt, assuming that the transcription
factor is not bound at the start of the interval, is α0δt. Integrating over time, this means
that the probability of the event having happened by time t, is 1−e−α0t, whilst the average
time for the event to happen is 1/α0 (in fact, the results presented below are independent
of the value of α0, as the analysis proceeds from the assumption that the transcription
factor has already bound). The same holds for the other transitions in the model, with
the rate of transcription factor unbinding denoted by β1. Whilst the promoter is bound,
RNA polymerase binds at a rate α1, and each such binding event is assumed to produce
one molecule of mRNA. More detailed models that allow the polymerase to unbind before it
has produced mRNA are considered later and will have no effect on the overall conclusions.
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Each mRNA molecule binds to a ribosome at rate α2 and is degraded at rate β2. When
the last mRNA has decayed no more protein will be produced. We define the number of
proteins produced between the promoter binding and the last mRNA decaying as a “burst”.
Transcription 
Factor binding
Transcription 
Factor un-binding
RNA polymerase binds and 
produces an mRNA transcript
mRNA breaks 
down
mRNA binds to a ribosome and 
produces a protein
Protein breaks 
down
Figure 4.1: The standard gene expression model. An inactive sequence of DNA and a
transcription factor bind to produce an active gene G, at rate α0. This produces mRNA,
denoted by M at a rate α1, and in turn the mRNA produces protein at rate α2. Eventually,
the promoter will unbind (at rate β1), and the gene will become inactive again. Each copy
of mRNA produced will also be degraded (at rate β2), and the protein will degrade at rate
β3.
Mathematically, the standard model of gene expression is a continuous time Markov
process model. Each particular combination of number of mRNA molecules, number of
protein molecules and state of binding of the promoter constitutes a single state of the
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model. It is possible to derive an (infinite) set of coupled ordinary differential equations
(called the Kolmogorov forward equations or master equation) that govern the probability
at any given time of the system being in any given state. However, the analysis of a such
a complex set of equations is difficult. On the other hand, using the same approach as for
multi-stage queues, it is relatively easy to derive the distribution of protein burst sizes.
4.4 Derivation of Probabilities
The first step is to formally derive the probabilities which will be used in the next section
to model the gene expression steps.
1
2
0
α
β
Figure 4.2: If the system is in state 0 at a given time, it can transit to state 1 at a rate α
or to state 2 at a rate β. The probability that the system will transit from state 0 to step
1 in an arbitrary time-step h is αh.
Consider a step in a Markov chain, as in Figure 4.2. Suppose that at time t0 the system
is in state 0 from which it can make two possible transitions, to either state 1 or state 2,
with rates α and β respectively. The probability that it is still in state 0 at some time t > t0
is
e−(α+β)(t−t0),
and therefore the system is certain to eventually move to either state 1 or state 2.
We wish to compute the probabilities of these two possibilities, irrespective of when they
happen. The probability that the transition occurs between t and t+ δt is
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(α+ β)δt e−(α+β)(t−t0).
The probability that the transition during this time is to state 1 is
α δt e−(α+β)(t−t0)
and the probability that it is to state 2 is
β δt e−(α+β)(t−t0).
Hence the probability that the next state is 1 is
p =
α δt e−(α+β)(t−t0)
(α+ β)δt e−(α+β)(t−t0)
=
α
α+ β
,
and the probability that the next state is 2 is
1− p = β
α+ β
.
4.5 Derivation of distributions: the joint distribution approach
Distribution of mRNA production This method starts from the point of view of
the analysis of McAdams and Arkin (1997) for the distribution of the number of proteins
produced by a single mRNA molecule, discussed in section 3.3.7; however, we first derive
the similar result for the amount of mRNA produced by a single transcription factor binding
event.
Consider first the production of mRNA transcripts, given that a promoter has bound to
the DNA sequence - represented in Figure 4.1 by the arrival at G (the transcription factor-
DNA complex has formed), where α1 is the rate of transcription, and β1 is the unbinding
rate of the transcription factor. We can calculate the distribution of mRNA transcripts
produced before the promoter unbinds in the following way.
Denoting by A that the next event which occurs is the production of an mRNA tran-
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script, and by B that the next event is the is the unbinding of the promoter, then given
that we are at G, the following will be true:
P (A|G) = α1
α1 + β1
P (B|G) = β1
α1 + β1
.
Thus the probability that no transcripts are produced is just the P (B|G), the probability
that one transcript is produced is P (A|G)×P (B|G), and in general if we denote by PM (m)
the probability that m mRNA transcripts are produced, then this probability is given by
PM (m) = P (A|G)m × P (B|G)
=
αm1 β1
(α1 + β1)m+1
=
Am1
(1 +A1)m+1
where A1 =
α1
β1
.
Distribution of protein production A very similar result can now be obtained for the
distribution of proteins obtained from a single mRNA transcript before it decays. Denoting
by PN (n|M = 1) the probability that the number of proteins produced by one mRNA
transcript before it decays is n, then it is possible to combine the results to calculate the
joint probability distribution, PM,N (m,n), that is, the probability that m transcripts and n
proteins are produced given one transcription factor binding event (gene expression burst).
We first consider how to calculate PN (n|M = 1).
If we consider the model in Figure 4.1, it can be seen that the total number of proteins
produced, given one mRNA transcript, before that transcript decays will be given, by the
same argument as above, by:
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PN (n|M = 1) = α
n
2β2
(α2 + β2)n+1
=
An2
(1 +A2)n+1
, where A2 =
α2
β2
.
Given this result, now consider how to compute the joint probability PM,N (m,n) that
there will be m transcripts and n proteins produced. We may write PM,N (m,n) as
PM,N (m,n) = PN (n|M = m)PM (m).
Thus we need to calculate PN (n|M = m) for all n and m. If we assume that each
transcript produces copies of the protein independently, that is, there is no competition for
resources, which may be a valid assumption in proteins which are produced in low numbers
(hundreds of copies rather than thousands), we can use the result that the probability gener-
ating function (p.g.f.) for the sum of m independent random variables may be expressed as
the product of the p.g.f.’s of the random variables. Let Pˆ (z) be the p.g.f. of PN (n|M = 1),
and Pˆ (z,m) be the p.g.f. of the sum of m independent copies, then,
Pˆ (z|m) = [Pˆ (z)]m where:
Pˆ (z) =
∞∑
m=0
Am2
(1 +A2)m+1
zm.
To compute the probabilities PN (n|M = m), we calculate
PN (n|M = m) = 1
n!
dn
dzn
{
[Pˆ (z)]m
}
z=0
=
1
n!
dn
dzn
{
1
(1 +A2 − zA2)m
}
z=0
It is straightforward to compute a general result for this inverse. For the case n = 1, it
Chapter 4. Noisy expression of a single gene 71
is easily shown that
PN (1|M = m) = 1(1 +A2)m+1 .
The general result can then be proved using the case n = 1 as a basis for induction.
Assuming that for the case n = i:
PN (i|M = m) = (m+ i− 1)!
i!(m− 1)!
Ai2
(1 +A2 − zA2)m+i ,
then for n = i+ 1:
di+1
dzi+1
{
[Pˆ (z)]m
}
=
d
dz
di
dzi
{
[Pˆ (z)]m
}
=
d
dz
(
(m+ i− 1)!
(m− 1)!
Ai2
(1 +A2 − zA2)m+i
)
=
(m+ i− 1)!(m+ i)
(m− 1)!
A2A
i
2
(1 +A2 − zA2)m+i+1
=
(m+ i)!
(m− 1)!
Ai+12
(1 +A2 − zA2)m+i+1 ,
which is the required result. Therefore,
PN (n|M = m) = (m+ n− 1)!
n!(m− 1)!
An2
(1 +A2)m+n
.
Thus the joint probability may now be calculated by combining the two results,
PN,M (n,m) = PN (n|M = m)PM (m)
=
(m+ n− 1)!
n!(m− 1)!
An2
(1 +A2)m+n
Am1
(1 +A1)m+1
.
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Figure 4.3: Distribution of the number of proteins which will be produced during a gene
expression burst with one mRNA molecule and with twenty mRNA molecules, with A1 =
2.32 and A2 = 1.20.
This joint probability is illustrated for two different values of number of mRNA molecules
in Figure 4.3.
Finally the probability distribution for the total number of proteins produced per binding
event, n, can be calculated by summing over m. Special consideration is needed for the case
n = 0, as the case that no transcripts are produced must be added to the probability that
m transcripts are produced but no proteins are produced. This case is especially important
when comparing the model to experimental data (see results).
PN (n) =
∞∑
m=1
PN,M (n,m) , n 6= 0
=
A1
1 +A1
(A2 +A1A2)n
(1 +A2 +A1A2)n+1
PN (0) =
A1
1 +A1
1
(1 +A2 +A1A2)
+
1
1 +A1
Finally we normalize the probability distribution so it may be directly compared with
the data, giving,
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PˆN (n) =
PN (n)
1− PN (0)
=
(A2 +A1A2)n−1
(1 +A2 +A1A2)n
=
Aˆn−12
(1 + Aˆ2)n
, where Aˆ2 = A2(A1 + 1).
Note that in contrast to the previous cases, this is no longer a simple geometric distri-
bution, as we may rewrite it as
PˆN (n) =
(
1
Aˆ2
)(
Aˆ2
1 + Aˆ2
)n
.
We thus see that the burst size distribution is determined by a single parameter, and
that many different combinations of the parameters α1, α2, β1 and β2 will lead to the same
burst size distribution. In mathematical language this says that the standard model with
parameters α1, α2, β1 and β2 is non-identifiable from burst size data. In fact we can only
estimate a single parameter (or a single linear combination) and the three remaining pa-
rameters can be arbitrarily chosen.
4.6 Alternative derivation: the compound distribution approach
4.6.1 The component mRNA and protein distributions
This method also starts from the analysis of McAdams and Arkin (1997) for the distribution
of the number of proteins produced by a single mRNA molecule. If a certain number
(possibly 0) of protein molecules has been produced, the probability that the next event in
which the mRNA molecule participates is the production of another protein molecule is (by
the result derived above):
p = α2/(α2 + β2).
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Conversely, the probability that the next event is the degradation of the mRNA molecule
is
1− p = β2/(α2 + β2).
In order to produce precisely n molecules of protein, we need n events of the first type to
occur, followed by a final degradation event. The probability of this happening is pn(1−p),
giving the distribution Q(n) of the number of protein molecules produced by a single mRNA
molecule
Q(n) =
(
α2
α2 + β2
)n β2
α2 + β2
=
An2
(1 +A2)n+1
. (4.1)
Here A2 = α2/β2 is the expectation of Q. Contrasting this with McAdams and Arkin
(1997), the parameter A2 defining the distribution is now expressed in terms of physically
measurable rate constants. Exactly the same argument applies to the distribution of the
number of RNA molecules produced between the successive binding and unbinding of the
transcription factor. In particular, the probability of producing one more mRNA molecule
before the promoter unbinds is α1/(α1 +β1) and the probability of the promoter unbinding
is β1/(α1 + β1).
In order to produce precisely m mRNA molecules before the promoter unbinds we need
m independent production events, each with probability α1/(α1 + β1), followed by the
unbinding event with probability β1/(α1 + β1).
Thus the probability distribution, R(m), of the number of mRNA molecules produced
in one burst is
R(m) =
(
α1
α1 + β1
)m β1
α1 + β1
=
(A1)m
(1 +A1)m+1
, (4.2)
where A1 = α1/β1 is the expectation of R(m). In order to derive the overall protein burst
size distribution for the standard model in Figure 4.1 we need the probability generating
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functions (Bailey 1964) of the distributions Q(n) and R(m) which we denote as Q∗(z) and
R∗(z) respectively. These are simply obtained by summing the relevant geometric series
Q∗(z) =
∞∑
n=0
Q(n)zn =
1
1 +A2 −A2z ,
and
R∗(z) =
∞∑
m=0
R(m)zm =
1
1 +A1 −A1z .
4.6.2 The compound protein burst size distribution
The distribution P (n) of the total number of proteins produced in a single burst is simply the
compound distribution of R and Q (Bailey 1964). This is easily computed using probability
generating functions (see below), and is not a geometric distribution. However, it is of
relatively little interest since it includes the possibility that the transcription factor unbinds
before any proteins have been produced (either because no mRNA is produced, or because
this mRNA is degraded before binding to a ribosome). Such events cannot be observed in
the experimental protocol used in Yu et al. (2006); Cai et al. (2006), and hence P (n) cannot
be directly compared to the data in these papers. However, we can rescale P (n) to give the
probability distribution
Pˆ (n) = P (n)/(1− P (0))
of protein numbers conditional on at least one protein being produced. An approximate
calculation of this distribution was given in the Supplementary Material of Cai et al. (2006).
This replaced the discrete geometric distribution Q(n) by a continuous exponential distri-
bution of the same mean and then used the Laplace transform to obtain the (continuous
approximation to the) compound distribution. Here we present an exact derivation for the
discrete distribution using generating functions (which are closely related to the Laplace
transform). Furthermore we relate the parameter of the final burst size distribution to the
original kinetic parameters α1, α2, β1 andβ2.
Thus, let X(i) be the random variable, with distribution Q(n), giving the number of
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proteins produced by the ith mRNA transcript and let Y be a random variable, with distri-
bution R(n) giving the number of mRNA molecules produced. Then the random variable
X =
Y∑
i=1
X(i)
gives the total number of proteins in a burst. Denote the distribution of X by P (n), with
generating function P ∗(z). Then a standard result on generating functions of compound
distributions (Bailey 1964) gives
P ∗(z) = Q∗(R∗(z)) =
1 +A1 −A1z
1 +A1(1 +A2)(1− z) . (4.3)
To obtain the distribution conditional on at least one protein molecule being produced,
we subtract P ∗(0) and normalize (divide) by 1− P ∗(0) to give
Pˆ ∗(z) =
P ∗(z)− P ∗(0)
1− P ∗(0) =
z
1 +A1(1 +A2)(1− z) .
This is the generating function of a conditional geometric distribution with parameter
Aˆ2 = A2(1 +A1),
so that Pˆ (n) has the distribution
Pˆ (n) =
Aˆn−12
(1 + Aˆ2)n
, (4.4)
where the parameter Aˆ2 can be expressed in terms of the mean number A1 of mRNA
molecules produced and the mean number A2 of protein molecules produced from a single
mRNA molecule as
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Aˆ2 = A2A1 +A2 (4.5)
=
α2
β2
(
α1
β1
+ 1
)
. (4.6)
We thus recover the same result as before using the joint distributions approach, and
the conclusion is the same.
4.7 Burst distributions for extensions of the Standard Model
It might be hoped that such non-identifiability is a particular pathology of the Standard
Model. We thus next consider a number of generalizations of this model, which provide
a more detailed description of the process of gene expression. We find that for a wide
range of generalizations we can still derive the burst size distribution in a similar manner
to the above. It turns out to be geometric in each case and hence all such models are also
non-identifiable.
4.7.1 Generalization with intermediate steps
A commonly considered extension of the standard model is to add an extra step in the
model of the transcription process to account for the fact that after the transcription factor
has bound, one still requires the RNA polymerase to bind to the transcription initiation
complex, and this may not always happen successfully. Another extension would be to
consider the binding of the mRNA transcript to the ribosome, or indeed both of these extra
steps. We give here a summary of the distributions in these cases, and derive a simple
scaling relationship between the distributions.
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Figure 4.4: Diagram of the generalized situation in which intermediate, reversible stages are
introduced. Here, G represents an active gene, G* an active gene with a bound RNA poly-
merase, M an mRNA molecule, M* an mRNA molecule bound to a ribosome, P a protein,
and S0 states which correspond to transcription factor unbinding and mRNA transcript
decay.
First consider the case in which we add a further stage (G*) for the bound state of the
RNA polymerase and gene-transcription factor complex. Let the binding rate of the RNA
polymerase to the complex be given by γ1, and the unbinding rate be given by δ1. The
transcription rate and the rate of gene-transcription factor complex breakup remain α1 and
β1 respectively. Then denoting by m the number of mRNA transcripts produced before the
transcription factor unbinds we have
P (M = 0) =
∞∑
i=0
β1
(
γ1
β1 + γ1
)i( δ1
α1 + δ1
)i
,
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and in general
PM (m) =
∞∑
i=0
(
i
m
)(
γ1
β1 + γ1
)i( δ1
α1 + δ1
)i−m( α1
α1 + δ1
)m( β1
β1 + γ1
)
=
β1(γ1α1)m(δ1 + α1)
(γ1α1 + β1δ1 + β1α1)m+1
. (4.7)
If we don’t alter the second tier of the network (dealing with translation), then the
probability mass function will be unaltered, and the calculations carry through, thus
PN (n) =
∞∑
m=0
P (m,n)
=
∞∑
m=0
P (n|m)P (m)
=
∞∑
m=0
1
n!
(m+ n− 1)!
(m− 1)!
α2
nβ2
m
(α2 + β2)n+m
β1(γ1α1)m(δ1 + α1)
(γ1α1 + β1δ1 + β1α1)m+1
=
γ1α1α2β1β2(α1 + δ1)
(γ1α1α2 + β1(α2 + β2)(α1 + δ1))2(α2 + β2)n−1
×
(
1− γ1α1β2
(α2 + β2)(γ1α1 + β1(α1 + δ1))
)1−n
. (4.8)
Alternatively one may add a similar extra step in the translation process, to account
for the binding of the mRNA to a ribosome. Denoting by γ2 the rate at which the mRNA
binds to the ribosome, to create a ribosome-mRNA complex which we denote by M*, and
by δ2 the rate at which M* unbinds before completing translation, the probability mass
function for the number of proteins made from a single mRNA transcript will now have the
same form as equation (4.7),
PN (n|M = 1) = β1(γ2α2)
n(δ2 + α2)
(γ2α2 + β2δ2 + β2α2)n+1
.
Again applying the generating function technique, the general result for M = m, again
provable by induction, will be given by
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PN (n|M = m) = 1
n!
d
dzn
{[
β2(α2 + δ2)
(1− z)γ2α2 + β2(α2 + δ2)
]t}
z=0
=
(m+ n− 1)!
(m− 1)!n!
(γ2α2)n
(γ2α2 + β2(α2 + δ2))n
(
β2(α2 + δ2)
γ2α2 + β2(α2 + δ2)
)m
.
Therefore
PN,M (n,m) = P (N = n|M = m)P (M = m)
=
(m+ n− 1)!
(m− 1)!n!
(γ2α2)n
(γ2α2 + β2(α2 + δ2))n
(
β2(α2 + δ2)
γ2α2 + β2(α2 + δ2)
)m
× β1(γ1α1)
m(δ1 + α1)
(γ1α1 + β1δ1 + β1α1)m+1
.
So finally the probability mass function for the number of protein transcripts produced
in a model with stages for RNA polymerase binding and for ribosome binding will be given
by:
PN (n) =
∞∑
m=0
P (n|m)P (m)
=
γ1α1(γ2α2)nβ1β2(α1 + δ1)(α2 + δ2)
(γ1α1γ2α2 + β1(α1 + δ1)(γ2α2 + β2(α2 + δ2)))2
× 1
(γ2α2 + β2(α2 + δ2))s−1
(
γ1α1γ2α2 + β1(α1 + δ1)(γ2α2 + β2(α2 + δ2))
(γ1α1 + β1(α1 + δ1))(γ2α2 + β2(α2 + δ2))
)1−s
.
The key observation now is that there is a simple rescaling relationship between simple
loops which describe transcription/translation, and the loops with an additional step. For
the transcription stage, if we distinguish these as model A and model B, as we have seen,
the probability mass functions have the forms:
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PA,M (m) =
α′m1 β′1
(α′1 + β′1)m+1
PB,M (m) =
β1(γ1α1)m(δ1 + α1)
(γ1α1 + β1δ1 + β1α1)m+1
.
However these are equivalent if one chooses α′1 = γ1α1 and β′1 = β1(α1 + δ1). As the
functional form of the p.m.fs. of the translation step are identical, one can use an equivalent
rescaling there, and so as before, in both cases, the more complex models are rescalable to
a single parameter. In conclusion, the addition of extra steps in the manner described
does not affect the final distribution of burst sizes, nevertheless, it may be useful as more
highly accurate experimental data becomes available in order to predict the correct values
of parameters, and even potentially to derive values for γ1,2 and δ1,2, the affinities of the
RNA polymerase and ribosomes for DNA and mRNA.
Alternative derivation of intermediate step distributions
An alternative derivation of the above results makes use of the second approach described
above for compound distributions. Again, the additional step is introduced into the model
of the transcription process, as shown in Figure 4.4, accounting for the fact that after
the transcription factor has bound, one still requires the RNA polymerase to bind to the
transcription initiation complex, and this may not always happen successfully. A similar
modification could be made to the translation loop to describe the binding of the mRNA
transcript to the ribosome in more detail. Both of these additions can be considered indi-
vidually, or in combination.
The resultant distributions R and Q are still geometric, but with the parameters A1 and
A2 given by more complex combinations of the individual rates. We illustrate this for the
transcription loop, where we find that in order to produce exactly m mRNA molecules, the
system can pass through state G∗ any number i ≥ m times. On i−m of these occasions the
polymerase unbinds before an mRNA molecule is produced, returning to G with rate δ1,
and on the remaining m occasions an mRNA molecule is produced, with rate α1. The m
productive steps can be interspersed in any order amongst the i visits, giving
(
i
m
)
possible
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choices. The probability of producing m mRNA molecules is thus
R(m) =
∞∑
i=m
(
i
m
)(
γ1
β1 + γ1
)i( δ1
α1 + δ1
)i−m( α1
α1 + δ1
)m( β1
β1 + γ1
)
=
β1(γ1α1)m(δ1 + α1)
(γ1α1 + β1δ1 + β1α1)m+1
=
Am1
(1 +A1)m+1
,
with A1 now given by
A1 = α1γ1/β1(α1 + δ1).
A similar derivation holds for the translation loop. We see that carrying out either or
both of these modifications still results in a geometric distribution in the form of Equation
4.4 for Pˆ (n), with
Aˆ2 = A2(1 +A1),
but A1 and A2 now given by
A1 = α1γ1/β1(α1 + δ1)
and
A2 = α2γ2/β2(α2 + δ2).
As a consequence the overall conditional protein size distribution, Pˆ (n), will still be
given by Equation (4.4), with the parameter Aˆ2 = A2A1 +A2 as before.
4.7.2 Generalization to many loops
An alternative generalisation is to add additional loops with the same structure as the
current transcription and translation loops. We prove below that if we have k − 1 such
loops, the final conditional protein size distribution Pˆk(n) will still be geometric. We now
show that the result described for two loops is a special case of a more general result for
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sequentially coupled loops of the kind considered here.
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Figure 4.5: Diagram of the generalized situation with p − 1 serially coupled loops of the
type considered. If p = 3 then we have a system with two loops which we have used to
model transcription and translation in gene expression.
Let L(p) be a structure consisting of p − 1 loops of the type shown in Figure 4.2(b),
where we have three possible states, S1 in which we start, S2, which we may visit from S1
at rate α1, but will always return to S1 (ie, S2 is a reflecting state), and S0, which again we
may only reach from S1 at rate β1, and is an absorbing state. We have already seen that
for one loop, the probability distribution for the number of times we will visit S2 is given
by
P1,N (N) =
Aˆ1
n
(1 + Aˆ1)n+1
, where Aˆ =
α1
β1
.
We have also considered the case for two coupled loops, yielding a distribution for the
number of protein molecules produced by one transcription factor binding event. In general,
if we define Pˆp,N (n) as the probability that we visit the last state (Sp) n times, normalized
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to exclude the case n = 0, then we have the following
Theorem:
Pˆp,N (n) =
Aˆp
n−1
(1 + Aˆp)n
Aˆp = Ap +ApAp−1 + ..+ApAp−1 × ...×A1
=
p∑
i=1
p∏
j=i
Aj
Proof:
Pˆ1,M (m) =
Aˆn−11
(1 + Aˆ1)n
Then using this as a basis for induction, we may assume that for p = t− 1:
Pˆt−1,N (N) =
Aˆn−1t−1
(1 + Aˆt−1)n
We have already seen that we may calculate the joint distribution by making use of the
probability generating function. The same result will hold as we know that the probability
distribution for loop t will have the same form. Therefore the joint distribution for all the
previous loops and the next loop will be given by
Pt,M,N (m,n) = PN (n|M = m)PˆM (m)
=
(m+ n− 1)!
n!(m− 1)!
Ant
(1 +At)m+n
Aˆm−1t−1
(1 + Aˆt−1)m
where At =
αt
βt
Thus
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Pt,N (n) =
∞∑
m=1
Pt,M,N (m,n)
=
[(1 + Aˆt−1)At]n
[1 + (1 + Aˆt−1)At]n+1
=
Aˆnt
(1 + Aˆt)n+1
whereAˆt = At(1 + Aˆt−1)
Finally one can normalize this by calculating
Pt,N (n) =
Pt,N (n)
1− Pt,N (0)
=
Aˆn−1t
(1 + Aˆt)n
, as required.
We thus conclude that all of these models yield the same geometric protein burst size
(conditional) distribution, determined by a single parameter. In particular, models which in-
clude additional steps to account for DNA-RNAP complex formation and mRNA-ribosome
complex formation give distributions that are mathematically indistinguishable from those
from the Standard Model. It is thus impossible to differentiate between these models us-
ing experimentally observed burst size distributions. Similarly we cannot use such data to
differentiate between the contributions to noisy gene expression from transcriptional versus
translational bursting.
4.8 Moments of the distribution
This section presents the results for the first and second moments of the distributions
from the probability mass functions. First we calculate the first and second moments of
the distribution of the number of mRNA transcripts produced by one transcription factor
binding event
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µmRNA =
∞∑
0
mP (m)
=
α1β1
(α1 + β1)(α1 − 1)2 ,
σ2mRNA =
∞∑
0
m2P (m)
=
α1β1(1 + α1)
(α1 + β1)(1− α1)3 .
The mean and variance of the two loop distribution are similarly
µprot =
α1α2
β1β2
σ2prot =
α1α2(2α2(α1 + β1) + β1β2)
β21β
2
2
.
4.9 Summary
In this chapter we have seen how a number of theoretical results for the mRNA and protein
burst size distributions can be derived. In the following chapter we shall compare these
results to published experimental data, and then see how the derived distributions can be
used to find estimates of the kinetic parameters. In particular we will see that although
the burst size distribution alone is insufficient, by adding in knowledge of the steady state
expression distributions, it becomes possible to use maximum likelihood methods to deter-
mine estimates of the kinetic parameters. An alternative approach could make use of the
expressions derived for the moments of the distributions.
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Chapter 5
Single Gene Model Fitting &
Parameter Estimation
5.1 Overview
One of the main consequences of the analysis in the preceding chapter is that it is impossible
from burst size data alone to derive estimates of all the kinetic rates in the standard model,
or, as we have seen, for any of the more complex models considered. Nevertheless, it is
possible to compare the model to data by doing a maximum likelihood fit of the single
parameter model to the published data in Yu et al. (2006); Cai et al. (2006), and this is
done in the first section of the present chapter, with encouraging results.
A second challenge is to make use of the burst data to estimate the kinetic parameters.
As discussed, it is not possible to only make use of the burst size distribution, however,
we observed that genes with the same burst size distribution have different steady state
distributions, and this can made use of in estimating the other parameters in the model.
As discussed below, using the steady state data also causes a number of new difficulties,
as a further two parameters are required. Nevertheless, the end result is that the data can
be combined to yield estimates of the model parameters. This is useful both for testing,
and potentially more widely in systems biology research, as an ever greater number of
parameters are required in the models.
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Figure 5.1: Comparison of the distribution of experimentally measured burst sizes for the
proteins Tsr-Venus (left) Yu et al. (2006) and for the β-gal (right) Cai et al. (2006) with
the standard model of gene expression. In both cases the blue line shows the best fit of the
model to the data, obtained using the method of maximum likelihood giving Aˆ2 = 3.57 for
Tsr-Venus and Aˆ2 = 20.96 for β-gal. The error bars show the upper and lower bounds of
the 95% confidence interval for the fitted parameter.
5.2 Comparison With Burst Size Data
We can compare the probability distributions derived in Chapter 4 directly with experimen-
tal data. We consider recently published data of burst sizes for two fluorescently tagged
proteins in the bacterium Escherichia coli (Yu et al. 2006; Cai et al. 2006). In Yu et al.
(2006), a novel fluorescent imaging technique is used to determine the distribution of protein
molecules per promoter binding event in live E. coli cells. The specific protein studied was a
fusion of a yellow fluorescent protein variant (Venus) with the membrane protein Tsr. The
tsr-venus gene is incorporated into the E. coli chromosome, replacing the lacZ gene. This
modified gene is then under the control of the lac promoter. In a second publication (Cai
et al. 2006), the same group used a different imaging technique to determine the distribution
of protein molecules per promoter binding event of β-gal in live E. coli cells.
Such experimental data can be compared to the predicted distribution Pˆ (n) in two ways.
One possibility is to use maximum likelihood estimation to find the value of Aˆ2 for which
Pˆ (n) best fits the data. This is illustrated in Figure 5.1, which shows that it is possible
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to obtain excellent agreement between the theoretical and experimental distributions. The
estimated value of Aˆ2 for Tsr-Venus is Aˆ2 = 3.57, whilst for β-Gal, Aˆ2 = 20.96. The
disadvantage of fitting the model in this way is it can only provide an estimate of the single
parameter Aˆ2, but not of the underlying kinetic parameters α1, α2, β1 and β2.
An alternative approach to verifying the model would be to obtain independent esti-
mates of the model parameters from which we can calculate Aˆ2 using Equation 4.6. The
resulting geometric distribution can then be compared to the observed burst size data.
Unfortunately, as is common for most models in cellular and molecular biology, direct ex-
perimental measurements of these rates are not easy to obtain. For the Tsr-Venus data,
β2 can be obtained from the reported mRNA half life Yu et al. (2006), but the other three
parameters corresponding to the off-rate of the transcription factor and to the binding rates
of RNA polymerase to DNA and of mRNA to ribosome respectively are not available.
5.3 Parameter estimation
5.3.1 Incorporating Steady State Distribution Data
We know from the previous section that we can’t estimate the kinetic parameters α1, α2,
β1 and β2 from the burst size data. However, experience suggests that by supplementing
the burst size distribution with other experimental data it may be possible to overcome the
non-identifiability of these parameters. This is reinforced by the observation that parameter
combinations that lead to the same Aˆ2 and hence the same burst size distribution can yield
quite different steady-state distribution.
Currently this is difficult to demonstrate analytically, since it is impossible to derive
steady state protein number distributions for any but the simplest model. However, we can
easily simulate the standard model (or any of its generalizations) using Gillespie’s algorithm
(Gillespie 1977). An example is shown in Figure 5.2. The two steady state distributions
shown have different choices of α1 and β1 that yield the same value for Aˆ2, and hence
the same burst size distribution. However, the two steady state distributions are clearly
different. This shows that steady state distribution data should allow us to distinguish
between different combinations of parameters with the same Aˆ2, and hence potentially
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identify some or all of these parameters.
The main difficulty in such an approach is the lack of analytic expressions for the steady
state distribution, making it impossible to derive a likelihood. Instead one has to compute
an empirical likelihood using simulations. Such an empirical likelihood can be minimized,
or used within a Markov Chain Monte Carlo scheme. We first demonstrate the former
approach using simulated data which was generated using the same parameter values as for
Steady State B in 5.2. These were taken from Hayot and Jayaprakash (2005); Ingram et al.
(2006) as plausible values for the Standard Model, though not necessarily for the specific
proteins considered above. The Stocks implementation of Gillespie’s algorithm Kierzek
et al. (2001) was used to generate 100,000 observations of protein numbers after a time of
10,000 seconds to give a simulated equilibrium distribution D, and a corresponding burst
size data set of 500 bursts. These played the role of experimentally measured data, with
the aim of investigating the feasibility of recovering the parameters values by minimizing
an empirical likelihood.
Empirical Likelihood Estimation There is no analytic expression for the steady state
distribution, but an empirical estimate for this can be made at any specific choice of param-
eter values. This was done on a grid in parameter space with 9 equally spaced values in each
parameter, with the range from 10% to 500% of the true value. Naively this would require
94 simulations in order to estimate the four parameters α1, α2, β1 and β2. However, since we
also have the burst size data, we first estimated Aˆ2 and then used this to obtain an expres-
sion for β2 in terms of α1, α2 and β1. This reduced the parameter grid to 93 = 729 points.
At each such point, an empirical steady state distribution Pn(α1, α2, β1) was obtained from
a Gillespie simulation. This was used to compute the empirical log-likelihood
L(α1, α2, β1|D) =
∑
n
Dn log(Pn(α1, α2, β1)).
Here Pn is the empirical probability of n proteins in the steady state distribution simu-
lated at parameter values α1, α2 and β1 and Dn is the number of times that n proteins are
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Figure 5.2: Simulations of steady-state protein expression levels. For A we have α1 = 0.018
and β1 = 0.086 and for B we have α1 = 0.009 and β1 = 0.043, resulting in the same Aˆ2 and
hence identical burst size distributions. Other parameters were α0 = 0.012, α2 = 0.013,
β2 = 0.0039 and β3 = 0.0007, based on previous simulation studies (Ingram et al. 2006).
The distributions shown are for a run of 10,000 seconds using the Stocks implementation of
Gillespie’s method (Kierzek et al. 2001), after an initial transient of 10,000 seconds. Previous
studies have indicated that the steady state is in fact attained in under 1000 seconds.
observed in the (simulated or experimentally observed) data D. This process is carried out
at each of the 729 points in order to explore the parameter space.
Close to its maximum the log-likelihood is approximately quadratic. We may therefore
fit a three dimensional quadratic surface by minimizing the least squares error between the
surface and the empirical likelihood calculated at the 729 grid points. This is illustrated
for a two parameter slice in Figure 5.3. The maximum of the quadratic surface is easily
calculated and provides an empirical likelihood estimate of α1, α2 and β1. An estimate for
β2 is then obtained from Aˆ2 using Equation 4.6.
To generate confidence intervals for this parameter estimate, the most obvious approach
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Figure 5.3: The log-likelihood surface restricted to the (α1, β1) parameter plane in the region
of the maximum at α1 = 0.009, β1 = 0.043, α2 = 0.013. The parameter α2 is held constant
at α2 = 0.013. The displayed surface is calculated by assuming that it is locally quadratic
about the maximum and then minimising the least squares error between the surface and
the empirical likelihood evaluated on a grid of 92 = 81 points in the (α1, β1) plane.
is to invert the Hessian at the maximum. However, this does not take into account the
uncertainty in our original estimate of the parameter Aˆ2 and hence underestimates the
width of the true confidence intervals. Better estimates of these are obtained by resampling
the burst size data with replacement to generate 100 bootstrap data sets. The parameter
Aˆ2 is estimated for each of these and then the above procedure is used to estimate α1, α2, β1
and β2. Approximate 95% confidence intervals were obtained from the bootstap replicates
(Efron and Tibshirani 1998). The results are shown in Table 5.1. As we can see, it is
possible to obtain good estimates of all four parameters. Furthermore, these all lie within
their respective confidence intervals, which are reasonably tight.
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Lower Predicted Upper True
α1 0.0085 0.0100 0.0115 0.009
α2 0.0103 0.0127 0.0151 0.013
β1 0.0321 0.0408 0.0495 0.043
β2 0.0031 0.0039 0.0047 0.0039
Table 5.1: Parameter estimation using minimization of the empirical likelihood. Burst size
and steady state data was generated using the Standard Model with parameter values given
in the final column. Point estimates and 95% confidence intervals were then computed
using the algorithm described in the text. The value of the parameter Aˆ2 used for the
calculations was 18.68, the mean of the 100 bootstrapped Aˆ2 values. Additional parameters
were α0 = 0.012 and β3 = 0.0007.
5.3.2 Application to Experimental Data
We next attempted to apply the same approach to the data from Yu et al. (2006), which
presents both burst size and steady state distributions for the same experimental system.
In order to fully specify the steady state distribution, we need two additional parameters:
the rate of transcription factor binding α0 and the rate of protein decay β3. These do not
enter into the expressions for the burst size distribution, and were assumed to be known
for the simulated data in the previous section. In the absence of independent estimates of
these parameters for the Tsr-Venus system, we attempted to also estimate these from the
data in Yu et al. (2006) by extending the method above. We thus now need to estimate the
empirical likelihood in the 5-dimensional α0, α1, α2, β1 and β3 space, with β2 determined
from Aˆ2 as before. This requires simulation of the system on a 95 grid, followed by fitting
a quadratic surface. Unfortunately, we now have no a priori knowledge of the position of
the maximum, and hence need to search widely through the 5-dimensional space to try and
determine its approximate location. We were unable to do this successfully and therefore
turned to an alternative approach using Markov Chain Monte Carlo.
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Markov Chain Monte Carlo Markov Chain Monte Carlo (MCMC) sampling of the
likelihood is an alternative approach to sampling the likelihood (or posterior distribution
in Bayesian contexts). In situations such as the one here where an analytic expression for
the likelihood is not available, it can still be applied with an empirical likelihood obtained
from simulations of the model. We implemented this as follows:
1. The burst size data from Yu et al. (2006) is used to obtain an estimate Aˆ2 using
maximum likelihood.
2. The five parameters, pi, this is, α0, α1 α2, β1, β3 are initialized to plausible values,
pi,0, which are α0 = 0.01, α1 = 0.01 α2 = 0.01, β1 = 0.05, β3 = 0.0005.
3. As before, Aˆ2 is used to calculate β2.
4. Stochastic simulations are used to generate a population of 1500 runs of 1500 steps
which are used to calculate a steady state histogram at that point in the parameter
space.
5. The empirical log-likelihood L of the parameters given the data is calculated.
6. A new set of parameters is chosen from a Gaussian distribution around the starting
parameter value, pi,0, where the width of the Gaussian is given by σ = pi,0/8 for each
parameter i (varying the width of the Gaussian by using σ = pi,0/2 and σ = pi,0/4
was also carried out with no significant improvement), and a value of L is calculated
for the new parameter values according to steps 3-5. The new L is compared to the
previous value, and if it is greater (an improvement) then the new parameters are
automatically accepted. If, however, the new L is worse, the new parameters will
be accepted with a certain probability, according to the usual Metropolis-Hastings
criteria. This process is carried out for each of the 5 parameter values in turn, and is
considered to be one step of the MCMC chain.
7. Step 6 is repeated up to 800,000 times.
Unfortunately even after 800,000 steps there was no indication that the chain was con-
verging to a steady state distribution. This may indicate that far longer chains are required
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in order to achieve convergence. Since these could potentially be one or two orders of mag-
nitude longer and 800,000 steps already take approximately 10 days on a 3GHz Intel Xeon
processor, this is computationally impractical. Furthermore, an additional difficulty is the
variability that occurs in estimating the value of L for the same set of parameters. Larger
cell numbers and longer simulation runs for the empirical steady state distribution may be
able to mitigate this to some extent. However, our results (data not shown) suggest that
with run lengths and cell populations of 1,500 we obtain reasonably stable results, with
little improvement with up to 10,000 cells (which would add an approximately 7-fold com-
putational cost). These difficulties currently make it impractical to use an MCMC method
to estimate all five kinetic parameters in the model.
Nelder-Mead We therefore chose to make use of the wide availability of estimates of the
value of β2, the rate of mRNA degradation.
We thus now need to estimate the empirical likelihood in the 4-dimensional α0, α1, β1
and β3 space, with α2 determined from our knowledge of the relationship between Aˆ2 =
20.96 and the other kinetic parameters, as described in Equation 4.6, with an independent
estimate of the value of β2.
Empirical Likelihood Estimation Although there is no analytic expression for the
steady state distribution, an empirical estimate for this can be made at any specific choice
of parameter values by simulating the system and then comparing the simulated steady
state distribution with the published experimental steady-state data in Cai et al. (2006).
Since we also have the burst size data, we first estimate Aˆ2 and then used this to obtain an
expression for α2 in terms of α1, β1 and β2.
We are left with the four dimensional parameter space α0, α1, β1 and β3. At each such
point, an empirical steady state distribution Pn(α0, α1, β1, β3) was obtained from a Gillespie
simulation. This was used to compute the empirical log-likelihood
L(α0, α1, β1, β3|D) =
∑
n
Dn log(Pn(α0, α1, β1, β3)).
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Here Pn is the empirical probability of n proteins in the steady state distribution sim-
ulated at parameter values α0, α1, β1 and β3, whilst Dn is the number of times that n
proteins are observed in the (simulated or experimentally observed) data D.
This empirical likelihood function can be used in any suitable maximisation routine,
however the choice of methods is somewhat restricted as we do not have the derivatives of
the function available. We therefore opted to use the Nelder-Mead (simplex) (Nelder and
Mead 1964) method to maximize the log-likelihood.
The Nelder-Mead method is a nonlinear optimization method for minimizing an objec-
tive function in an n-dimensional space. The method makes use of an N + 1 dimensional
polytope, and starts by calculating the values of the objective function at each initial vertex.
The reflection of the worst point in the centroid of the polytope is then calculated, and the
function is evaluated at this point. If the new point is an improvement, then the polytope
will be expanded along this direction, however if it is no better or worse, then the new point
is rejected, and a contraction of the polytope in the direction of the current best point takes
place. This process can then be iterated until a desired stopping condition, perhaps that
the difference in the value of the objective function after successive iterations is below a
certain threshold, is fulfilled.
The results of this analysis can be seen in Figure 5.4.
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The results of 1000 runs of the Nelder-Mead maximisation of the log-likelihood for the
parameters α0, α1, β1 and β3, with α2 determined by the relationship in Equation 4.6,
and with the mRNA degradation rate β2 set to 7.2 × 10−3, consistent with a half-life for
β-gal mRNA of 1.6 mins (Khachatourians and Tipper 1974). The figures on the left show
the estimates of the values of the parameters and the percentage of times the Nelder-Mead
algorithm converged to those values. The figures on the right are scattergrams of the values
of the parameter estimates against the value of the log-likelihood. It is clear from these
figures that there is a local maximum at approximately -1800, and the simplex method of
finding the maxima does frequently get stuck in this region, however the majority of runs
(73.4%) converge to the presumed global maximum. The means and standard deviations
of the estimated parameter values are shown in Table 5.3.2.
α0 α1 α2 β1 β3
µ 0.0049 0.0017 0.1538 0.1210 0.0297
σ 0.0052 0.0003 0.0088 0.0098 0.0098
Table 5.2: Means and standard deviations of the parameter estimates, based on those runs
which approached the global maximum (73.4% of all runs). This is calculated by imposing
a cut-off at L = −1350 and only considering those runs which have a larger likelihood. All
units are s−1.
5.4 Discussion
In this chapter we have seen how it is possible to use a maximum likelihood method in
order to compare the distributions derived in the previous chapter to experimental data,
and obtained good results.
The second challenge was to make use of the burst data to estimate the parameters.
Although it was not possible to infer the parameters of the standard model from burst size
data alone, using a combination of burst size data and steady state distributions, it was
possible to estimate the other parameters. Since the need for the steady state data itself
introduced extra parameters, we initially attempted to infer them all using a variety of
methods, however these direct approaches to infer all six parameters were not successful.
The alternative was to use one additional constraint to reduce the complexity of the
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Figure 5.4: The results of 1000 runs of the Nelder-Mead maximisation of the log-likelihood
for the parameters α0, α1, β1 and β3, with α2 determined by the relationship in Equation
4.6, and with the mRNA degradation rate β2 set to 7.2×10−3, consistent with a half-life for
β-gal mRNA of 1.6 mins (Khachatourians and Tipper 1974). The figures on the left show
the estimates of the values of the parameters and the percentage of times the Nelder-Mead
algorithm converged to those values. The figures on the right are scattergrams of the values
of the parameter estimates against the value of the log-likelihood. Each simulation is run
10,000 times to simulate a population of 10,000 cells, and each simulation is run for 5000
reaction steps. The starting values for the optimisation routine are: α0 = 0.01, α1 = 0.02,
β1 = 0.1, β3 = 0.0007, and are based on previous simulation studies Hayot and Jayaprakash
(2005).
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parameter space in which we were searching. Since mRNA half-life is readily measured
experimentally, we opted to introduce this extra data, and were then successful in deter-
mining the other five unknown parameters. This is useful both for testing the model against
experimental data, and also has great potential more widely in systems biology research as
a method of estimating model parameters - as an ever greater number of parameters are
required.
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Chapter 6
Motif expression dynamics
This work was published in the journal BMC Genomics (May 2006).
6.1 Overview
A number of publications have recently examined the occurrence and properties of the
feed-forward motif in a variety of networks, including those that are of interest in genome
biology, such as gene networks. The present work looks in some detail at the dynamics of
the bi-fan motif, using systems of ordinary differential equations to model the populations
of transcription factors, mRNA and protein, with the aim of extending our understanding
of what appear to be important building blocks of gene network structure.
An ordinary differential equation model of the bi-fan motif was developed, and variants
of the motif corresponding to its behaviour were analysed under a range of conditions. In
particular, we examine the effects of different steady and pulsed inputs to five variants of
the bi-fan motif, based on evidence in the literature of bi-fan motifs found in Saccharomyces
cerevisiae (commonly known as baker’s yeast). Using this model, we characterize the dy-
namical behaviour of the bi-fan motif for a wide range of biologically plausible parameters
and configurations. No characteristic behaviour for the motif was found, and with the
correct choice of parameters and of internal structure, very different, indeed even opposite
behaviours may be obtained.
Even with this relatively simple model, the bi-fan motif can exhibit a wide range of
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dynamical responses. This suggests that it is difficult to gain significant insights into bio-
logical function simply by considering the connection architecture of a gene network, or its
decomposition into simple structural motifs. It is necessary to supplement such structural
information by kinetic parameters, or dynamic time series experimental data, both of which
are currently difficult to obtain.
6.2 Background
A network motif in the sense introduced by Alon and co-workers is a pattern or small sub-
graph that occurs more often (at some statistically significant level) in the true network
than in an ensemble of networks generated by randomly rewiring the edges in the true
network, where the number of nodes and the degree of each node is kept fixed. Of interest
are the differences in the frequencies with which network motifs occur in real (biological as
well as technological) networks. The recurrent presence of certain motifs has been linked
to systematic differences (Milo et al. 2004b) in the functional properties required from
networks. In analogy to electric circuits which are built up of smaller modules, such as
logic gates, it has been suggested that the motifs in biological networks reflect functional
or computational units which combine to regulate the cellular behaviour as a whole.
The detection and enumeration of network motifs has now been followed up by studies
of the dynamics of corresponding mathematical models of these motifs, especially in the
context of transcription regulation networks. These networks aim to describe the links
between those genes which code for transcription factors and the genes whose products
they control. At the moment, due to the diversity of stimuli a cell/organism can experience,
our understanding of the complete sets of regulatory relationships is only preliminary and
because of the apparent importance of post-transcriptional regulation, captures only one
aspect of the regulatory machinery. Additionally, it must be recalled that these motifs do
not exist in isolation within the network, and their behaviour will be heavily influenced by
both global and local changes in the cellular environment and the state of the network as a
whole. These considerations alone may make attempts to draw positive conclusions about
how a motif will behave overly optimistic.
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6.2.1 Network motifs and transcriptional regulation
Although transcription factors may regulate a gene in isolation, more commonly there are
multiple transcription factors acting in concert. The transcription factors are of course
themselves products of other (or possibly the same) genes, resulting in a network of inter-
acting regulatory genes. Milo et al. (2002b) and others have recently looked at ways in
which such networks can be broken down into smaller functional units in order to more eas-
ily identify structures within the network. It is hoped that the appearance of such smaller
units may be indicative of modular structure and efficient design. One of the most im-
portant motifs that has hitherto been identified is the feed-forward motif (see Figure 6.1
(a)).
A number of recent papers have examined the dynamics of mathematical models of
the feed-forward motif (Mangan and Alon 2003; Hayot and Jayaprakash 2005; Mangan
et al. 2003). Recently, however, it was noted that while the feed-forward loop motif is
unusually common, other motifs may be even more prevalent (Artzy-Randrup et al. 2004).
In particular it was emphasized that when determining the relative statistical significance
of the abundance of various motifs, it was important to use an appropriate null “random”
model (Huang 2004). It was suggested that previously the background structure, that is,
physical distance and compartmentalization, had not been adequately taken into account
when generating random networks. By using a more sophisticated null model which took
into account spatial separation when considering whether nodes would be connected it
was found that the “bi-fan” motif was the most prevalent in the transcription regulation
networks of both E. coli and S. cerevisiae. Thus far, however, there has been no detailed
study of the dynamics of this motif.
6.2.2 Bi-fan motifs in S. cerevisiae
In Table 6.1 we list bi-fan motifs extracted from the TRANSFAC database, and in Figure 6.2
highlight the regulatory relationships reported in the literature for some of these motifs. As
is apparent from Table 6.1, several genes are involved in more than one bi-fan motif. Also,
the regulatory interactions documented in the database have been ascertained in a non-
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X
Y Z
a
X Y
Z W
b
Figure 6.1: Common motifs in transcription regulation networks, (a) the feed-forward motif,
in which the product of gene X regulates both genes Y and Z, whilst Y also regulates gene
Z, (b) the bi-fan motif, in which the products of genes X and Y regulate both genes Z and
W. Adopted from Ingram et al. (2006).
uniform way, this simply reflects the non-exhaustive nature of present molecular interaction
data-sets.
In Figure 6.2 repressive interactions are shown in red, while promoting interactions are
depicted in green. Even in the small subset of genes for which interaction data was available
we were able to find exemplars for a range of distinct bi-fan architectures. We consider and
contrast the dynamics of each of these variants.
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MCM1 XBP1
CLN3 CLB2
ABF1 REB1
ACS1 FAS1
MSN2 MSN4
GLK1 SUC2
DAL80 GLN3
UGA4 DAL3
a b c d
+ -+ + + + + + + + + +- - - -
Figure 6.2: Exemplars of bi-fan behaviour observed in the TRANSFAC database for S.
cerevisiae. Inhibitory interactions are shown in red, while promoting interactions are shown
in green. Adopted from Ingram et al. (2006).
6.3 Dynamical models of motifs
Given a particular transcription regulation motif, such as those in Figure 6.1, and straight-
forward assumptions about the binding kinetics of its constituent molecular species (genes
and proteins), we can derive a mathematical model for its dynamics. This then allows
analysis of the characteristic responses of these constituents of a motif following an external
stimulus. Both deterministic and stochastic models are possible. A number of recent papers
have constructed and analyzed models for the feed-forward motif. In particular Mangan and
Alon (2003) have shown that this single simple motif can exhibit a vast range of different
dynamical behaviours.
We believe that these attempts to link structure (of motifs) to function in terms of
mathematical models raise a number of interesting questions and problems. The present
work looks in some detail at the dynamics of the motifs identified in Table 6.1. Our anal-
ysis follows the approach of Hayot and Jayaprakash (2005) for the feed-forward motif and
in particular we model the bi-fan motif using a system of ordinary differential equations
(ODEs). We use the number of molecules of the two second tier proteins as a measure of
motif behaviour.
6.4 Modelling motifs
Following Hayot and Jayaprakash (2005) we only consider deterministic models and hence
use systems of ordinary differential equations (ODEs) to describe the time evolution of the
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number of molecules of the various constituent species of a bi-fan motif. In many cases
the copy numbers of some of these (e.g. transcription factors) will be too low for ODEs
to capture the dynamics of the real system. In such cases we can use a stochastic model
which can be simulated using for instance the Gillespie algorithm (Gillespie 1977). However
Hayot and Jayaprakash (2005) found that for feed-forward motif the average behaviour of an
ensemble of such simulations is well characterised by ODEs describing the mean behaviour.
We confirmed this for the bi-fan motif (data not shown). Following the custom in the
literature for feed-forward motifs, we refer to the bi-fan network in which all interactions act
directly to promote expression as “coherent”, and use the term “incoherent” otherwise. We
analyse the dynamical response of the motif by observing the expression levels of the proteins
in the motif. We assume that the motif is initially at equilibrium with zero input so that in
the absence of basal transcription none of the proteins in the motif are initially expressed.
We then stimulate the system at one or both inputs for varying periods and at varying
strengths, corresponding to different dynamical situations. Our models of transcription
regulation were translated into systems of approximately 30 ordinary differential equations
(see section 6.5), which were subsequently solved using Mathematica (Wolfram Research,
Urbana Champagne Illinois).
6.4.1 The bi-fan model
The bi-fan motif (see Figure 6.1) consists of four regulatory systems, denoted as X, Y , Z and
W . It is necessary to represent each of the systems in a biologically relevant way and with
realistic parameter choices. The model used here follows that of Hayot and Jayaprakash
(2005), in that each of the systems is composed of a transcriptional part whereby one or
more transcription factors bind to promoter regions and regulate the production of mRNA,
as well as a translational part whereby the mRNA is translated into protein, which may act
as a transcription factor for another regulatory system.
The model is certainly not the simplest available - we could instead have modelled
the motif as a Boolean network or with weighted functions between nodes, however we
believe that to do so does not take advantage of the knowledge that has been gained in
study of the physical mechanism of gene regulation, and furthermore the model we do
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use has the advantage that there is considerable experimental data available to justify
the choice of rate constants, and not to have used this would have been to not take full
advantage of the experimental data. Equally, this model does not attempt to model the
many hundreds of intermediate steps involved in each process such as transcription, as the
steps introduced would necessarily have been arbitrary, and without experimental data to
justify rate constants.
The model attempts to describe the process of gene regulation from transcription binding
to protein production in a physically reasonable way. Each system, for example X, is
represented as having a section of DNA DX which codes for the mRNA MX . First, the
transcription factors, which may either be proteins produced by one of the systems in the
motif, or by an external signal, bind to the promoter region to form a complex QX . RNA
polymerase molecules RX then bind to this complex as they read the DNA, forming a
second complex Q∗X . This complex then breaks down as the reading process completes,
releasing in the process QX , RX and the newly formed mRNA MX . The mRNA molecules
are then translated, and copies of the protein PX are produced. The initial numbers of
molecules used in the model were: one copy of the DNA for each system and 30 copies of
RNA polymerase, all others were set to zero. These reactions are modelled using the law
of mass action.
6.4.2 Modelling the interactions
The detailed modelling of the interactions between the two tiers of proteins can be carried
out in a number of ways, all of which will have an effect on the resultant dynamics.
Co-operative binding - order unimportant In this case, considered in the paper by
Hayot and Jayaprakash (2005), both transcription factors act to promote transcription, how-
ever they are both needed for transcription to take place. This is modelled by introducing
an intermediate species, T . The equations for this model are then as follows:
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DW + PY
k7

k−7
QW
QW + PX
k7

k−7
Q′W
DW + PX
k7

k−7
TW (6.1)
TW + PY
k7

k−7
Q′W
Q′W +RW
k2

k−2
Q∗W
Q∗W
k8−→ Q′W +MW +RW
Co-operative binding - order important
DW + PX
k7

k−7
QW
QW + PY
k7

k−7
Q′W (6.2)
Q′W +RW
k2

k−2
Q∗W
Q∗W
k8−→ Q′W +MW +RW
Independent promoters - order unimportant This is a simpler case than the above,
and is simply the case in which both transcription factors act to promote transcription
independently. The equations are then as follows:
DW + PY
k7

k−7
QW
DW + PX
k7

k−7
QW (6.3)
QW +RW
k2

k−2
Q∗W
Q∗W
k8−→ QW +MW +RW
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Promoter/repressor combination In this case the repressor sequesters DNA, making
it unavailable for the promoter to bind.
DW + PY
k7

k−7
TW
DW + PX
k7

k−7
QW (6.4)
QW +RW
k2

k−2
Q∗W
Q∗W
k8−→ QW +MW +RW
Promoter/repressor combination - binding order important In this case, the bind-
ing order of PX and PY to the DNA for gene W now plays a role. If PY binds first it will
block the production of PW , perhaps by altering the conformation of the binding site; if,
however, PX binds first then PY is still required for production of the protein. This has the
effect of making PY a repressor when it binds first to the regulation site. Examples of where
this order specific behaviour may occur include the effect of the transcription factor p53
on chromatin structure (Ogden et al. 2001). Other papers which discuss the importance of
binding order include (Hiroi et al. 2004) and (Cosma 2002). We see the effect that this can
have on motif behaviour in Figure 6.3, where the two graphs correspond to high IX and
low IY in (a), and the reverse in (b), where IX and IY are input functions corresponding
to some upstream transcription factor. Here the motif is apparently able to differentiate
between signal combinations.
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DW + PY
k7

k−7
QW
DW + PX
k7

k−7
TW
TW + PY
k′7

k′−7
Q
′
W (6.5)
Q
′
W +RW
k2

k−2
Q∗W
Q∗W
k8−→ Q′W +MW +RW
Illustrative case With these considerations in mind, we give the full model for variant
C, the coherent motif (the other cases are similar). The basic model for X and Y , where
IX and IY represent the amounts of externally produced transcription factors:
For protein X:
DX + IX
k1

k−1
QX
QX +RX
k2

k−2
Q∗X
Q∗X
k3−→ QX +MX +RX (6.6)
MX
k4−→ MX + PX
MX
k5−→ ∅
PX
kX6−→ ∅
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Figure 6.3: We see the effect of assuming that the production rate of PW is sensitive to the
order of binding of PX and PY to the DNA of gene Z, see text for details. As before, the
y-axes are shared. The two expression profiles for PW correspond to inverting the inputs,
showing that the motif may be able to differentiate between signal combinations. External
input signals, denoted IX and IY are modelled as step functions which switch from 100
to 0 after 3600 seconds. Changes in the values of the input signal were observed to have
only quantitative changes in the expression profiles of the downstream genes. Adopted from
Ingram et al. (2006).
For protein Y :
DY + IY
k1

k−1
QY
QY +RY
k2

k−2
Q∗Y
Q∗Y
k3−→ QY +MY +RY (6.7)
MY
k4−→ MY + PY
MY
k5−→ ∅
PY
kY 6−→ ∅
In the case in which both transcription factors act as promoters, and in which binding
order is unimportant, that is, Equation 6.1, then the equations for proteins Z and W then
become:
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DZ + PX
k7

k−7
QZ
QZ + PY
k′7

k′−7
Q
′
Z
DZ + PY
k7

k−7
TZ
TZ + PX
k′7

k′−7
Q
′
Z
Q
′
Z +RZ
k2

k−2
Q∗Z (6.8)
Q∗Z
k8−→ Q′Z +MZ +RZ
MZ
k4−→ MZ + PZ
MZ
k5−→ ∅
PZ
kZ6−→ ∅
DW + PY
k7

k−7
QW
QW + PY
k′7

k′−7
Q
′
W
DW + PX
k7

k−7
TW
TW + PY
k′7

k′−7
Q
′
W
Q
′
W +RW
k2

k−2
Q∗W (6.9)
Q∗W
k8−→ Q′W +MW +RW
MW
k4−→ MW + PW
MW
k5−→ ∅
PW
kW6−→ ∅
The parameters used for the rates of transcription and translation are based on the
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Parameter Value Interpretation
k1, k−1 0.012, 0.9 Promoter binding/unbinding
k2, k−2 0.038, 0.3 RNA polymerase - DNA/promoter binding/unbinding
k3 0.039 Transcription rate for X & Y
k4 0.043 Translation rate for X & Y
k5 0.0039 mRNA decay rate
k6 0.0007 Protein decay rate
k7, k−7 0.012, 0.9 Promoter binding/unbinding for Z & W
k8 0.039 Transcription rate for Z & W
Table 6.2: Kinetic parameters used in the model. Other parameters not given here are low
number multiples of the corresponding parameter, and were altered as described in the text.
derivations in (Bundschuh et al. 2003), and were obtained from experimentally determined
rates (Ptashne et al. 1980). The values used for the basic model are shown in Table 6.2.
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6.5 Ordinary Differential Equations describing model
The following are the system of coupled ordinary differential equations which model the
coherent bi-fan network, for which full cooperativity occurs. In this simple case, the kinetic
parameters used for all four genes are identical. Note in particular the coupling terms
between the DNA elements, DZ and DW and the regulatory proteins PX and PY . The
functions InX and InY are modelled as offset Heaviside (step functions), eg:
InX = 100Θ(3600− t)
d
dt
DX(t) = −k1DX(t)InX(t) + k−1QX(t)
d
dt
QX(t) = k1DX(t)InX(t)− k−1QX(t)− k2QX(t)RX(t) + k−2Q∗X(t) + k3Q∗X(t)
d
dt
Q∗X(t) = k2QX(t)RX(t)− k−2Q∗X(t)− k3Q∗X(t)
d
dt
RX(t) = −k2QX(t)RX(t) + k−2Q∗X(t) + k3Q∗X(t)
d
dt
MX(t) = k3Q∗X(t)− k5MX(t)
d
dt
PX(t) = k4MX(t)− k6PX(t) + (−k1DW (t)PX(t) + k−1TW (t)) + (−k1QW (t)PX(t)
+k−1Q′W (t)) + (−k1DZ(t)PX(t) + k−1TZ(t)) + (−k1QZ(t)PX(t) + k−1Q′Z(t))
d
dt
DY (t) = −k1DY (t)InY (t) + k−1QY (t)
d
dt
QY (t) = k1DY (t)InY (t)− k−1QY (t)− k2QY (t)RY (t) + k−2Q∗Y (t) + k3Q∗Y (t)
d
dt
Q∗Y (t) = k2QY (t)RY (t)− k−2Q∗Y (t)− k3Q∗Y (t)
d
dt
RY (t) = −k2QY (t)RY (t) + k−2Q∗Y (t) + k3Q∗Y (t)
d
dt
MY (t) = k3Q∗Y (t)− k5MY (t)
d
dt
PY (t) = k4MY (t)− k6PY (t) + (−k1DW (t)PY (t) + k−1QW (t)) + (−k1TW (t)PY (t) +
k−1Q′W (t)) + (−k1DZ(t)PY (t) + k−1QZ(t)) + (−k1TZ(t)PY (t) + k−1Q′Z(t))
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d
dt
DZ(t) = (−k1DZ(t)PY (t) + k−1QZ(t)) + (−k1DZ(t)PX(t) + k−1TZ(t))
d
dt
QZ(t) = (k1DZ(t)PY (t)− k−1QZ(t)) + (−k1QZ(t)PX(t) + k−1Q′Z(t))
d
dt
TZ(t) = (k1DZ(t)PX(t)− k−1TZ(t)) + (−k1TZ(t)PY (t) + k−1Q′Z(t))
d
dt
Q′Z(t) = (k1QZ(t)PX(t)− k−1Q′Z(t)) + (k1TZ(t)PY (t)− k−1Q′Z(t))
+(−k2Q′Z(t)RZ(t) + k−2Q∗Z(t)) + (k9Q∗Z(t))
d
dt
RZ(t) = (−k2Q′Z(t)RZ(t) + k−2Q∗Z(t)) + (k9Q∗Z(t))
d
dt
Q∗Z(t) = (k2Q
′
Z(t)RZ(t)− k−2Q∗Z(t)) + (−k9Q∗Z(t))
d
dt
MZ(t) = k9Q∗Z(t)− k5MZ(t)
d
dt
PZ(t) = k4MZ(t)− k6PZ(t)
d
dt
DW (t) = (−k1DW (t)PY (t) + k−1QW (t)) + (−k1DW (t)PX(t) + k−1TW (t))
d
dt
QW (t) = (k1DW (t)PY (t)− k−1QW (t)) + (−k1QW (t)PX(t) + k−1Q′W (t))
d
dt
TW (t) = (k1DW (t)PX(t)− k−1TW (t)) + (−k1TW (t)PY (t) + k−1Q′W (t))
d
dt
Q′W (t) = (k1QW (t)PX(t)− k−1Q′W (t)) + (k1TW (t)PY (t)− k−1Q′W (t))
+(−k2Q′W (t)RW (t) + k−2Q∗W (t)) + (k9Q∗W (t))
d
dt
RW (t) = (−k2Q′W (t)RW (t) + k−2Q∗W (t)) + (k9Q∗W (t))
d
dt
Q∗W (t) = (k2Q
′
W (t)RW (t)− k−2Q∗W (t)) + (−k9Q∗W (t))
d
dt
MW (t) = k9Q∗W (t)− k5MW (t)
d
dt
PW (t) = k4MW (t)− k6PW (t)
We now use these methods to look in turn at the four variants of the motif identified in
yeast under a series of example dynamical scenarios which reflect the diversity of behaviour
that can be demonstrated by this simple motif, starting with coherent motifs, that is, motifs
in which every transcription factor acts to promote transcription.
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6.6 Results
The motifs in Figure 6.2 can broadly be separated into two categories - A, B and D are
generally referred to as “incoherent motifs”, while C is a coherent motif. This nomenclature
is due to the arrangement in C in which both inputs act as promoters, in comparison to
A and D which are both fully incoherent (both second tier proteins have both promoter
and repressor inputs), whilst B may be considered to be partially incoherent, as one of the
second tier proteins has incoherent inputs, whilst the other has coherent inputs (the model
used in this case is given in equation 6.1, in which we consider co-operative binding in the
case that the order of binding is unimportant). In addition we also add a derivative of
the C model which we denote as C’, in which both inputs still act as promoters, however
the assumption about the way the promoters act is different - we no longer require both
promoters to bind for PW to be expressed (in practise it can be seen that these operate as
an AND and an OR gate respectively).
Constant inputs We first consider the effect of providing the motif with steady inputs,
a biological scenario which corresponds to continued exposure to a either an environmental
condition triggering independent factors, or to a constant signal which is split into two
signals by the network structure. To examine the various responses, we consider the effect
of both signals being turned on continuously at a high level (which we denote in Figure 6.4
as a green square), the result of one of the factors occurring at a high level whilst the other
is either low (denoted by a yellow square) or off (denoted by red).
In this way one can see the variation in the responses of the two output proteins, which
we denote here as PZ and PW for all motifs. In this table, we have simply provided the
transcription factors at a reasonably high concentration and quantified the response of each
protein after the system has stabilized. All of the simulations are performed with the same
kinetic parameters, as described above, and the qualification of a high or low response is
based on comparison with the response of other motifs and the response of the other protein.
Again, these results are colour-coded for easy comparison, with green, yellow and red again
corresponding to high, low or no expression.
We can see that there is significant variation in the characterization of the response of
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Input Motif A Motif B Motif C Motif C’ Motif D
IX IY PZ PWPZ PW PZ PW PZ PW PZ PW
Figure 6.4: This table shows the variation in the outputs of the four different motifs iden-
tified in the literature for a variety of steady inputs. The details of the model used are
described above, and the values of the parameters used are in Table 6.2. In the input
column, the motif is first exposed to two high inputs, IX and IY take the value of 100.
This is indicated as two green squares. The outputs of the two second tier proteins are
then measured after the system has attained equilibrium (after 10,000 seconds), and the
outputs are characterized as High, Low or Off, denoted by Green, Yellow or Red squares
respectively. On the second row the inputs are changed to be IX high and IY low (values
used were 100 and 10 respectively). In the final two rows the situation is considered in
which one of the inputs is turned off (denoted by a red square). What is of most interest
is the variation in the pattern of outputs along each row, indicating that the characteristic
output of the motif varies qualitatively according to the detailed structure, in addition to
the quantitative variation in the outputs. Adopted from Ingram et al. (2006).
the variants of the motif.
Response to simultaneous pulses We next look at the responses of the motif in the
case in which both transcription factors are turned on simultaneously for 3600 seconds (an
hour), and then turned off again. Again, the precise amplitudes and durations of the protein
responses varies greatly, and are dependant on the precise values of the kinetic parameters.
Two illustrative cases can be seen in Figure 6.6, again corresponding to variants A and B
of the motifs. The qualitative results are summarized in Figure 6.5.
Staggered pulses Finally we look at the effect of offset pulses in the levels of transcription
factors. In the first case, providing the first transcription factor (denoted by IX) for 3600
seconds, then turning that off, and turning the second factor (IY ) on for 3600 seconds. This
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Input Motif A Motif B Motif C Motif C’ Motif D
IX IY PZ PWPZ PW PZ PW PZ PW PZ PW
Figure 6.5: This table shows the variation in the outputs of the different motifs when both
inputs are turned on to a high level for 3600 seconds and then abruptly turned off. This is
denoted in the inputs as green then red. The outputs are then categorised and colour coded
as either off, low or high, corresponding to red, yellow or green. This scenario corresponds
to relatively short term exposure to a transcription factor up the transcription network.
The parameters used are given in Table 6.2. Adopted from Ingram et al. (2006).
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Figure 6.6: In these two plots we again see the dynamical response of motifs A and B when
the motif is excited by simultaneous step functions for 3600 seconds. The two plots share
their y-axes, with the scale for the response on the leftmost axis, and the strength of the
input signal on the far right axis. Note not only the difference between the two in peak
expression, but also the marked difference in total expression, time of peak expression, and
behaviour after the peak between the two motifs. The curves in (a) have been separated
to enhance readability. To produce the simultaneous steps, both IX and IY are initially
at 0 at t = 0, are then set to 100 for 3600 seconds, then again returned to 0. The kinetic
parameters used are given in Table 6.2. Adopted from Ingram et al. (2006).
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Input Motif A Motif B Motif C Motif C’ Motif D
IX
IY
PZ
PW
IX
IY
PZ
PW
Figure 6.7: In this table we can see the responses of the different motifs to successive inputs.
The first two rows show the effect of first perturbing IX and then IY with a step function.
In the third and fourth rows this is reversed. Again the main feature to notice in this table
is the variety in the responses of the motifs modelled. For the purposes of this diagram there
were assumed to be two phases of behaviour corresponding to “after” the perturbation. The
strength of the response is again indicated by Red, Yellow and Green, corresponding to Off,
Low or High response. As in the previous cases, the parameters used are given in Table 6.2.
Adopted from Ingram et al. (2006).
is then reversed. The results can be see in Figure 6.7, again using the colour coding scheme
described above.
Two illustrative cases can be seen in Figure 6.8, corresponding to variants A and B, in
the case in which first IX and then IY are activated.
6.7 Discussion
We have seen that the the bi-fan motif exhibits a rich variety of dynamical behaviour and
has the ability to perform a number of potentially useful functions, considering for example
Figure 6.4, the results of steady inputs, we can see that the motif can pass through the
inputs as outputs (variant A), act as a logical AND gate (variant C) or an OR gate (variant
C’). From this table of responses to the simplest dynamical stimulation we can see already
that it is very hard to draw any firm conclusions about the role of a bi-fan motif without
knowing a great deal about its internal structure. Furthermore the simple distinction of
coherent or incoherent is also insufficient, as we can see from the opposing behaviours of C
and C’.
Furthermore, there is great variation in the detailed dynamical response as we have seen
from Figures 6.6 and 6.8, with differences in total expression levels, steepness of response
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Figure 6.8: Here we see again the details of the dynamical response of motifs A and B
to the inputs. Again, the two plots share y-axes, with the response scale on the left, and
input signal strength of the far right axis. In this case, two successive step functions of 3600
seconds were used to model activation by first one transcription factor and then the other
immediately after. In these figures, IX is increased from 0 to 100 for 3600 seconds, and
then at t = 3600, IY is set to 100 for 3600 seconds and IX is turned off. Again the kinetic
parameters used in the model can be found in Table 6.2. Note the significant differences
not only in the absolute values of peak expression, but in the shape of the curves. Adopted
from Ingram et al. (2006).
and timing of peak expression. It must be noted that the majority of the variation in
behaviour is not unexpected, and arises as a consequence of the parameters used, however
this only exacerbates the difficulties of trying to think of, and use motifs as higher level
“functional modules”.
Analysis of many networks in a large number of scenarios, from biological and social
networks to technological networks has revealed the presence of motifs, simple patterns
which occur with a greater than expected frequency. In the context of biological networks,
and specifically transcription regulatory networks, it has been argued (Conant and Wagner
2003) that motifs have evolved independently, indicating optimal design. It has also been
suggested that such motifs may represent “computational elements”, and in the case of the
feedforward motif, the possibility of the motif acting as a Boolean AND or OR gate has
been investigated (Mangan and Alon 2003).
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Here we have systematically studied a range of dynamical behaviours possible for bi-fan
motifs. It had previously been demonstrated that even for the simpler feed-forward motif
there is already a vast range of possible dynamical behaviours. For the bi-fan, which is
only slightly more complex, we found again that there is a large range of possible response
behaviours. Most notably we observed that entirely opposing behaviours (for example, in
the case of the responses of variants C and C’) can be elicited depending on the nature and
strengths of individual interactions within the motif. We were able to identify a variety of
combinations of such interactions in the bi-fan motifs found in the transcriptional network
of S. cerevisiae. In particular, we found examples of both coherent and incoherent archi-
tectures. This suggests that simply identifying the presence of particular motifs, without
a detailed experimental evaluation of their respective dynamics, is unlikely to offer much
insight into the functional properties of real transcriptional networks. In essence this means
that knowing the structure of a network, or an inventory of the discrete modules making
up that structure, doesn’t provide enough information to predict how functional processes
occur or how biochemical reactions proceed in a biological system.
Admittedly, our analysis does not take into account the full complexity of real biological
bi-fan motifs. This, however, makes the interpretation of bi-fan motif occurrences in nature
even more difficult: if simple mathematical models can already demonstrate such different
types of behaviour then it is likely that real bi-fan motifs exhibit an even richer repertoire of
behaviour. One should also remember that motifs are themselves generally only artificially
identified local structures, there is no good reason to believe that their dynamics can nec-
essarily lead to a modularization in understanding the behaviour of transcription networks.
Many of the databases used to mine for motifs are based on yeast-2-hybrid experimental
data which gives no indication of whether elements of identified structures are active at the
same time. Furthermore we usually lack information about the behaviour of the input sig-
nals, essential to understand the relationship of the motif to the network as a whole. Thus,
we can conclude that simply knowing the connection structure of this motif is insufficient
to give much insight into its function or even its dynamical response. In order to do this,
we would need much more detailed experimental information about binding and unbinding
rates and other kinetic information. Currently, such experimental data is difficult to deter-
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mine in a wholesale fashion, making the large scale analysis of the function of transcription
networks very problematic.
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Chapter 7
Conclusions & Outlook
7.1 Overview
The papers which have arisen from my PhD cast some light on the difficulties of under-
standing how genes work, and how networks of genes can work together in order to achieve
complex regulatory behaviours. The results of the analysis of the bifan motif illustrate the
difficulties in tackling complex networks of genes at the level of potentially artificial mod-
ules, and I believe indicates that the “gene network as an electronic circuit” analogy, which
was seized upon some years ago is of limited value.
The work carried out on the analysis of the expression of a single gene has been verified by
comparing predictions of the model with recent experimental data, and found to provide an
excellent agreement. Some of the theoretical results obtained have also indicated limits to
the amount of information that can be obtained from current experimental methods, and
have suggested the direction of future experimental work, as well as novel techniques which
may be used for estimating parameters.
7.2 Expression of a Noisy Gene
The work on the expression of a single gene in Chapter 4 has shown that it is possible to
use results from queuing theory to derive the burst size distribution of protein molecules
produced by a single transcription factor binding event in terms of physically measurable
kinetic rate constants for both the simplest model of gene expression, the so-called Standard
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Model, and for a number of natural extensions. Furthermore, we have shown that the
mathematical form of these models is non-identifiable, and all such burst size distributions
are actually determined by a single parameter. One implication of this is that one cannot use
burst size data alone to determine the relative contributions of transcription and translation
to the variability in gene expression.
7.3 Parameter Estimation
Chapter 5 looked at how it is possible to use a maximum likelihood method in order to
compare the theoretical distributions derived in Chapter 4 to experimental data, with the
results obtained showing an excellent fit of the data and the model.
A second challenge was to make use of the burst data to estimate the kinetic parameters
in the model. Although it was not possible to infer the parameters from burst size data
alone, using a combination of burst size data and steady state distribution data, it was
possible to estimate the other parameters. Since the need for the steady state data itself
introduced extra parameters, we initially attempted to infer them all using a variety of
methods, however these direct approaches to infer all six parameters were not successful.
The alternative was to use one additional constraint to reduce the complexity of the
parameter space in which we were searching. Since mRNA half-life is readily measured
experimentally, we opted to introduce this extra data, and were then successful in deter-
mining the other five unknown parameters. This is useful both for testing the model against
experimental data, and also has great potential more widely in systems biology research as
a method of estimating model parameters - as an ever greater number of parameters are
required.
7.4 The bi-fan motif
Chapter 6 presented the systematic study of dynamical behaviours possible for bi-fan motifs.
It had previously been demonstrated that even for the simpler feed-forward motif there
is a vast range of possible dynamical behaviours. For the bi-fan, which is only slightly
more complex, we found again that there is a large range of possible response behaviours.
Chapter 7. Conclusions & Outlook 125
Most notably we observed that entirely opposing behaviours (for example, in the case of
the responses of variants C and C’ described in the work in Chapter 6) can be elicited
depending on the nature and strengths of individual interactions within the motif. We were
able to identify a variety of combinations of such interactions in the bi-fan motifs found
in the transcriptional network of S. cerevisiae. In particular, we found examples of both
coherent and incoherent architectures. This suggests that simply identifying the presence of
particular motifs, without a detailed experimental evaluation of their respective dynamics, is
unlikely to offer much insight into the functional properties of real transcriptional networks.
In essence this means that knowing the structure of a network, or an inventory of the
discrete modules making up that structure, doesn’t provide enough information to predict
how functional processes occur or how biochemical reactions proceed in a biological system.
Admittedly, our analysis does not take into account the full complexity of real biological
bi-fan motifs. This, however, makes the interpretation of bi-fan motif occurrences in nature
even more difficult: if simple mathematical models can already demonstrate such different
types of behaviour then it is likely that real bi-fan motifs exhibit an even richer repertoire
of behaviour.
It should also be remembered that motifs are themselves generally only artificially iden-
tified local structures, there is no good reason to believe that their dynamics can necessarily
lead to a modularization in understanding the behaviour of transcription networks. Many
of the databases used to mine for motifs are based on yeast-2-hybrid experimental data
which gives no indication of whether elements of identified structures are active at the same
time. Furthermore we usually lack information about the behaviour of the input signals,
essential to understand the relationship of the motif to the network as a whole.
Thus, the conclusion of Chapter 6 is that simply knowing the connection structure of this
motif is insufficient to give much insight into its function or even its dynamical response. In
order to do this, one requires much more detailed experimental information about binding
and unbinding rates and other kinetic information. Currently, such experimental data is
difficult to determine in a wholesale fashion, making the large scale analysis of the function
of transcription networks very problematic.
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7.5 Future theoretical directions
In the context of the modeling of a single gene, there are two extensions which suggest
themselves immediately. The first is to extend the theoretical results for the expression of
a single gene in order to be able to obtain equilibrium distributions of protein numbers. A
second extension is to extend the models of the expression of a single gene to be able to
predict burst size distributions of small networks of genes, of the same type as the bi-fan
motif. Initially one would hope to be able to obtain results for two coupled genes, and then
to extend the results for networks of three and four genes. It is clearly also desirable to
obtain equilibrium distributions for these more complex arrangements.
Regarding parameter estimation, the technique presented in Chapter 5 could certainly be
developed and refined, and even without an analytical form for the steady state distributions
would be a useful technique for estimating otherwise hard to obtain parameters such as the
binding and unbinding rate of transcription factors, the rate of mRNA production and so
on. The same technique could also be applied to the more complex models considered which
allowed for intermediate states in the expression process, so yielding more information about
kinetic parameters.
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Appendix A
The Effects of Incomplete Protein
Interaction Data on Structural and
Evolutionary Inferences
Eric de Silva1; Thomas Thorne1; Piers Ingram1,2; Ino Agrafioti1; Jonathan Swire1;
Carsten Wiuf3,4; Michael P.H. Stumpf1,5 1
This work was published in the journal BMC Biology in November 2006.
Abstract
Background: Present protein interaction network datasets include only interactions among
subsets of the proteins in an organism. Previously this has been ignored but in principle any
global network analysis which only looks at partial data may be biased. Here we demon-
strate the need to consider network sampling properties explicitly and from the outset into
any analysis.
1 (1) Theoretical Genomics Group, Centre for Bioinformatics, Division of Molecular Biosciences, Imperial
College London, London, UK; (2) Department of Mathematics, Imperial College London, London, UK;
(3) Bioinformatics Research Center, University of Aarhus, Aarhus, Denmark; (4) Molecular Diagnostic
Laboratory, Aarhus University Hospital, Aarhus, Denmark; (5) Institute of Mathematical Sciences, Imperial
College London, London, UK
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Results: Here we study how properties of the yeast protein interaction network are af-
fected by random and nonrandom sampling schemes using a range of different network
statistics. Effects are shown to be independent of the inherent noise in protein interaction
data. The effects of the incomplete nature of network data become very noticable espe-
cially for so-called network motifs. We also consider the effect of incomplete network data
on functional and evolutionary inferences.
Conclusions: Crucially when only small partial network data sets are considered bias is
virtually inevitable. Given the scope of effects considered here previous analyses may have
to be carefully reassessed: ignoring the fact that present network data are incomplete will
severely affect our ability to understand biological systems.
A.1 Background
Molecular networks such as protein interaction, transcriptional or metabolic networks are
widely seen as integrative and coherent descriptions for the whole complement of molec-
ular processes inside a cell (de Silva and Stumpf 2005). There has been considerable in-
terest in their structure, their functional organization and their evolutionary properties.
For important model organisms such as Saccharomyces cerevisiae, Caenorhabditis elegans
and Drosophila melanogaster there are now extensive protein interaction data deposited in
public-domain databases and serious attempts are being made at elucidating the human
protein interaction network (Stelzl et al. 2005; Rual et al. 2005) (PIN). These network data
sets — extensive though they are thanks to experimental advances and in-silico prediction
— do not cover the entire network. In particular they do not include all the proteins in
these organisms and represent only samples from much larger networks.
But a network introduces a set of relationships and potential dependencies between the
constituent nodes and these may be broken up in the subnet. By subnet we mean a subset
S of the nodes of the overall global network N and the interactions among them (i.e. the
induced subgraph of a set of nodes); depending on how the nodes in S are chosen, properties
of S will be different from those of N . Until very recently, all studies surprisingly ignored
the effects of the incompleteness of molecular networks (Stumpf et al. 2005b) despite the
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fact that the sampling properties of networks can lead to systematic differences between
the properties of networks and their subnets (discrepancies can be further inflated when
the nodes in S are chosen in a highly ascertained manner (Stumpf and Wiuf 2005)). While
random subnets of classical random graphs have properties that can be taken as representa-
tive of the true network, most networks, notably the popular scale-free classes of networks,
will display noticeable and qualitative differences between networks and their subnets. This
early work was followed by an analysis of Han et al. (2005) who reported results regarding
the effects of sampling on the degree distribution of PINs and further theoretical studies
by Lee et al. (2006); Hakes et al. (2005) considered not subsampling but the question of
the effects of data-set selection on structural inferences of networks, which can also have
considerable impact on the analysis and may explain differences between analyses.
A host of other network statistics can be considered in addition to the degree distri-
bution, Pr(k), in order to assess the structure (Evans 2004); these include the clustering
coefficient and network motifs (see Methods for definitions). Importantly, all of these will be
different for subnets compared with the true network and it is essential to understand the
extent to which subnet properties other than the degree distribution differ from those of the
true network. As we will show this is to a large extent a question of (i) how the subnet is
created (that is how nodes are chosen), and (ii) the statistic under consideration. A useful
general premise we have found is that subnetworks differ more from the true network in
non-local properties: i.e. their degree distributions will be more ”similar” (in a loose sense
which has been made somewhat more precise (Stumpf and Wiuf 2005; Wiuf and Stumpf
2006)) than, for example, motif spectra (Milo et al. 2002a, 2004a).
It is thus important to understand the extent to which the sampling properties of net-
works affect our structural, functional and evolutionary inferences. Considerable effort
has been invested into understanding e.g. the functional organization and evolutionary
properties of PINs and contradictory results have been reported in the literature which are
probably affected by many factors in addition to incomplete data. We have recently studied
statistical sampling properties of network ensembles (Stumpf et al. 2005b; Stumpf and Wiuf
2005) in considerable detail: the results suggest that when & 80% of the nodes in a network
are sampled at random, the shape of the degree distribution of the subnet, Pr∗(k), will be
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virtually indistinguishable from that of the true network. Current PIN data comprise only
interactions among a relatively small number of the proteins known to be present in the
different organisms. For Saccharomyces cerevisiae, for which sampling is most complete,
present publically available data-sets include interaction data among ≈ 4900 out of an es-
timated 6000 proteins. We have therefore taken the present S.cerevisiae PIN as a starting
point for our analysis. We compare results for subnets with those of the assumed ’true’
network. This study is meant as a qualitative investigation into how incomplete sampling
has affected studies into PINs and not as a quantitative assessment of the reliability of the
present dataset. Despite the noise in the present yeast PIN, the S.cerevisiae data will give
us a more realistic representation of a true PIN than theoretical network models.
We will show that the sampling nature of a real network does indeed lead to different
properties in the subnets compared with the true network. Sampling properties of networks
have hitherto been largely ignored — whereas the poor data quality has attracted consider-
able attention(Bader et al. 2004; Lappe and Holm 2004) — but may lead to large variances
and biases for network statistics obtained for different subnets, and act independently of
noise. In light of the present analysis it may be necessary to reevaluate previous results for
biological networks. In the context of systems biology this study demonstrates the impor-
tance of (i) performing carefully delimited studies of well defined aspects of systems, and (ii)
the potential pitfalls of analyzing only parts or components of complex biological systems.
Clearly the way the data has been collected needs to be considered before an analysis, and
the sampling properties of networks need to be included in the analysis explicitly and from
the outset.
A.2 Results
Network sampling schemes
Assuming random sampling of nodes leads to great simplifications in the mathemati-
cal analysis (Stumpf et al. 2005b). In reality, however, experimenters are more likely to
pick some proteins than others and quite generally we can assume that each protein has
probability 0 < pi < 1. Then the number of nodes in the subnet is given by
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NS =
N∑
i=1
pi (A.1)
Equally, we can determine the average probability of sampling a node
p¯ =
1
N
N∑
i=1
pi. (A.2)
As N becomes large (strictly as N →∞) it is possible to show that we can use p¯ rather
than the individual pi to determine the sampling probabilities of random networks.
Sampling properties of networks
Uncorrelated random networks are networks which are maximally random conditional
on a given degree distribution (Berg and La¨ssig 2002; Burda and Krzywicki 2004) (thus
their degree-degree correlations may be different from zero); in such a case it is possible
to express expectation values of many interesting network characteristics in terms of the
degree distribution Pr(k); more interestingly, the degree sequence is a sufficient (see Cox
and Hinkley (1974)) statistic for uncorrelated networks. We can straightforwardly calculate
the first two moments of the degree distribution in the subnet (Stumpf and Wiuf 2005),
Pr∗(k):
〈k〉S = p〈k〉N (A.3)
〈k2〉S = p2〈k2〉N + p(1− p)〈k〉N , (A.4)
where 〈. . .〉 denotes the sample mean and p the sampling probability. These equations
are true whether a network is uncorrelated or not.
As the sampling fraction increases from zero to one the sampeld network will undergo
a structural phase transition (Bolloba´s 1998; Newman et al. 2001) in the limit N → ∞.
One of the main consequences is the emergence of the giant connected component (Bolloba´s
1998). This is present (for N →∞) when the average number of next-nearest neighbours,
z2 of a random node is on average greater than the number of its nearest neighbours z1; i.e.
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z2 > z1 (A.5)
The number of nearest and next-nearest neighbours in a network N are given by
z1 ≡ 〈k〉 (A.6)
and
z2 ≡ 〈k2〉 − 〈k〉, (A.7)
respectively. Substituting Eqns. (A.3) and (A.4) yields for condition (A.5) in the subnet
p >
〈k〉N
〈k2〉N − 〈k〉N =
z1,N
z2,N
. (A.8)
Thus the sampling fraction p for which the subnet does not have a GCC depends in
an intuitive and simple manner on the properties of the overall network N . For the yeast
PIN considered here the GCC will cease to exist for p . 0.041. For classical or Erdo¨s-
Re´nyi random graphs, where the degree distribution is given by a Poisson distribution with
parameter λ (for large N) equation (A.8) means that the sampling fraction must exceed
p > 1λ for a GCC to exist.
A.2.1 Subnet Structures
A random subnet comprising e.g. p = 60% of the nodes of the true network differs quite
substantially from the true network (here p is the probability of sampling a node; the
fraction of nodes included in the subnet is binomially distributed with probability p). The
graph induced by the subset of nodes has a substantially smaller number of edges than the
sampling fraction, p (see table 1). For example, for p = 60% slightly more than a third
of the interactions will be observed. Trying to predict the size of interactomes by linear
extrapolation from present data sets will thus underestimate(von Mering et al. 2002) the
true interactome size. For random sampling, however, it is in fact straightforward to predict
the number of interactions: if a fraction p of nodes has been sampled, then the fraction of
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edges that has been sampled is simply the fraction of pairs of nodes, i.e. a random subnet
with sampling probability p will have a proportion of p2 of the edges.For S.cerevisiae we have
thus 15181 out of approximately 15181/0.802 ≈ 23800 interactions (which are detectable
given current experimental technology).
Degree distribution
In figure 1A, as the sampling fraction decreases statistical weight tends to flow from high
degrees to low degrees (we have removed nodes with k = 0 from the degree distribution).
Moreover, at low degrees the degree distribution appears to become more powerlaw-like
as the sampling fraction decreases; this is a curious point given claims about scale-free
properties of so many biological networks that are effectively subnets of the real network.
Previous analyses (Stumpf et al. 2005b; Stumpf and Wiuf 2005) show, however, that even
the degree distributions of subnets are generally qualitatively different from those of the
true network; in particular if the degree distribution of the network takes on a powerlaw
form, the subnet (as the value of p decreases) will have a qualitatively different degree
distribution and vice versa.
On average a node with degree k in the global network will have degree pk (Stumpf
et al. 2005b; Stumpf and Wiuf 2005) in a randomly sampled subnet (with sampling fraction
p) and the peaks that are visible in the tail of the subnet degree distributions correspond
to the most highly connected nodes in the full network: the maximum degree is 283 and
corresponding peaks appear at ≈ 226, ≈ 170, ≈ 113 and at ≈ 57, for sampling fractions of
80%, 60%, 40% and 20%, respectively, that were generated by randomly picking nodes with
probability p . Because of the binomial sampling procedure used in generating networks,
(where the degree distribution in the subnet PrS(k) is given by Eqn. (A.10) (see Methods)
the most highly connected nodes will remain the same — as will their rank order and the
relative proportion — in the subnets as in the global network, provided, of course, that they
are included in the subnet; see Figure A.2.
The effects of noise on the network data are shown in Figure A.2 where we have added,
subtracted and rewired, respectively, a fraction of the interactions among nodes. Qualita-
tively, we find that the shoulder of the degree distribution (i.e. the shape of the distribution
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Sampling fraction Number of Proteins Avg. Number of Interactions
0.2 955 602
0.4 1907 2423
0.6 2864 5465
0.8 3819 9716
1.0 4773 15181
Full network ≈ 6000 ≈ 23700
Table A.1: Sampling fraction and sub-network size In the present context the true network
has been taken to be the available PIN dataset (which contains itself interactions among
4773 out of an estimated S.cerevisiae 6000 proteins). The relationship between sampling
fraction p and number of edges in the subnet is quadratic MS = p2MN . The last line shows
the extrapolation from the present network to the true network size assuming random
sampling.
at intermediate values of the degree k) is only little affected. Particularly at low, but also
at high degree, the shape of the distribution may also differ quite considerably. Thus noise
should generally distort the degree distribution in a different way from the way incomplete
network data do.
Clustering coefficients
Figure A.1 B shows the spread of the average clustering coefficient in the four subnet
ensembles. The horizontal line shows the empirical clustering coefficient of the full network.
In the supplementary material we show that for large uncorrelated uniform networks (Ebel
et al. 2002) the clustering coefficient does not change at all under random sampling. The
systematic decrease in the average clustering coefficients with decreasing subnet size reflects
the presence of degree-degree correlations (previously shown by Agrafioti et al. (2005)) in
the network data. We also also observe an increase in spread and range with decreasing
subnet size. The empirical clustering coefficient (indicated by the horizontal line) is higher
than the median but falls within the distribution ofclustering coefficient (C) values obtained
for all subnet ensembles, suggesting that correlations in the network are not very strong.
This is in contrast to part Figure A.1 A, where the degree distribution is more globally
affected. This and the behaviour of C under sampling in the giant connected component
are discussed further in the supplementary material.
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Betweenness
The dependence of betweenness or betweenness-centrality (BC; see Methods) on the sam-
pling fraction is more subtle than that of the degree or clustering coefficient as it also
depends on the global structure of the network. Thus, for example, in different subnet
samples the 10 proteins with highest BC values change much more than the 10 proteins
with the highest degrees. There is however a very good correlation (Kendall’s τ & 0.79 in
the true network) between degree and BC which is seen for all values of p (data not shown).
Motifs
In this study we pay particular attention to the six motifs defined by four nodes in an
undirected graph (illustrated at the bottom of figure 1C REF). The observed range of
the Z-scores (see Methods) for all motifs considered here decreases with subnet size. For
each subnet size we observe considerable spread in the range of Z-scores for the different
motifs shown in Figure A.1 C. Motifs 1,3 and 4 can have both negative and positive Z-
scores depending on the sample (motif 4 has significant positive and negative statistically
significant Z-scores even for 80% subnets in the 20 subnets studied here). For motif 6,
the most highly connected, we observe the biggest spread as well as a general increase in
the average Z-score with subnet size. In figure A.1 D we observe that the median Z-score
for motif 6 is the same in both the 20% and 40% subnets, and the 60% and 80% subnets,
respectively. This is, however, entirely due to chance and to the high variance of motif Z-
scores in random subnets as is shown by further analyses (see supplementary material). The
importance of network data integrity and completeness is further exemplified by comparing
the results in Figure A.1C with those in the original papers by Milo et al. (2002a, 2004a);
here effects of the choice of dataset also come into play (Hakes et al. 2005).
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Figure A.1: Properties of the yeast protein interaction networks under random sampling.
(A) The degree distribution for the full network and the average for the subnets (averaged
over the ensemble) generated by sampling 80%, 60%, 40% and 20% of the nodes in the
Saccharomyces cerevisiae protein interaction network. Nodes with degree k = 0 have been
dropped from the analysis, reflecting the content of interaction databases. (B) The horizon-
tal line shows the clustering coefficient of the full network. From the boxplots it is apparent
that with decreasing subnet size the clustering coefficient will tend to decrease, reflecting
the increasingly sparse network with a correlated structure. (C) Z-scores for the six 4-motifs
in the true network and 20 random subnets for sampling fractions p = 80%, 60%, 40% and
20%. (D) Median Z-scores for each motif in each of the subnet ensembles and the Z-score
of the motif in the full network. In (C) and (D) a positive Z-score indicates that the motif
is overrepresented in the true network compared with randomly rewired versions of the true
network; a negative Z-score indicates underrepresentation.
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Figure A.2: Degree distributions for noisy yeast protein interaction networks. Degree dis-
tributions for “noisy” networks with 10% (green), 20% (blue) and 40% (red) false-positives
(A), false negatives (B) and rewired edges (C). In each case the degree distribution of the
true network is shown in black. Shown are averages obtained from 1000 independent in-
stances. The 95% CIs of the degree distributions overlap the symbols used to indicate the
mean, i.e. the variance of Pr(k) at degree k is relatively small.
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A.2.2 Non-random ascertainment schemes
The degree distributions differ quite considerably between the different sampling schemes,
see Figure A.3 A. It is particularly interesting to note that the high-confidence data network
has the degree distribution which is most similar to the degree distribution of the complete
data-set. BC is shown in part B of the same figure which confirms the results outlined
above: there is a systematic increase with decreasing sampling fraction p or subnet size.
There are some nodes which appear to be on the shortest paths between all (or almost all)
pairs of nodes. These do not, however, correspond to the most highly connected nodes but
rather occur for low degrees (k = 2).
For the subnets constructed on the basis of protein expression data, we determined
the 4-motif Z-scores. In Figure A.3 C it can be seen that all the motifs have similar Z-
scores in the different data sets except for the fully connected 4-motif. The Z-scores of
this motif do not exhibit a simple ordering, e.g. the subnet comprising the 80% of nodes
with the highest expression levels exhibits higher Z-scores than the subnet consisting of
all nodes where expression level data is available. Finally, this network has a Z-score for
motif 6 that is twice as high as that obtained for the full network. We also detect some
systematic differences for motifs 1, 3 and 4. These had Z-scores ≈ 0 in the true network
and all randomly generated subnets (see Figure A.3 C) but have negative Z-scores in the
networks which are based on expression level. This suggests that experimental bias in
designing interactome mapping studies will lead to systematic differences in motif spectra
for different sampling schemes.
A.2.3 Incomplete Data and Functional and Evolutionary Inferences
So far we have considered only structural properties of networks. The interest in molecular
networks lies, however, in the hope that they can explain the mechanisms underlying com-
plex biological processes. Their impact on the evolutionary properties of molecules has also
been studied and here we seek to understand how informative inferences from subnets are
about the properties of larger networks.
Figure 4A shows the correlation and partial correlation (correcting for expression level
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variation) coefficients between evolutionary rate and degree for the 20%, 40%, 60% and
80% subnetworks; correlations and partial correlations are measures using Kendall’s rank
correlation coefficient, τ . The evolutionary rate is obtained from comparisons with six
other yeast species (Agrafioti et al. 2005) based on reconstructed phylogenies. There is a
weak anticorrelation between evolutionary rate and degree and this anticorrelation is further
weakened when expression level is taken into account in the partial correlation coefficients
(blue boxplots in Figure 4 REF). This anticorrelation strengthens somewhat in the larger
subnets. There is a stronger anticorrelation (see Figure 4B REF) between evolutionary rate
and expression level. These results suggest that the qualitative results of the work of, for
example, Agrafioti et al. (2005) — at least those referring to single nodes — remain valid
in the ensembles of random subnets. Quite generally, under random sampling of nodes,
single node properties or any qualities which depend on a protein’s degree should also be
observable in the subnet.
For example under random sampling the most common proteins will remain the same,
provided, of course, that they are included in the subnet (Table 2). Because of random
sampling a node which has rank m in the list of nodes ordered by degree in the full network
will have rank l < m in a subnet with probability
pim,l =
(
m
l − 1
)
pl−1(1− p)m−l+1 (A.9)
conditional on it being included in the subnet. Eqn. (A.9) reflects the obvious point
that the average rank of a node decreases with decreasing sampling fraction p. But because
of Eqn. (A.9), single node properties in the true network — e.g. frequency of protein do-
mains (Nye et al. 2005) or correlation between degree and expression level(Agrafioti et al.
2005) — will be statistically conserved in the subnets. We note that these results are qual-
itatively unaffected by the reported ”stickiness” of some of the proteins in table 2 (Sticky
proteins will, of course also be sticky in smaller yeast two-hybrid studies). In the table we
also provide the number of interactions observed in the high-confidence Database of Inter-
acting Proteins (DIP; http://dip.doe-mbi.ucla.edu) data-set. We find that the number of
interactions reported for these proteins decreases dramatically (more quickly than would be
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expected given the relative size of these datasets) but that overall we find a reasonable level
correlation between the degrees of proteins which are included in both datasets (Kendall’s
τ ≈ 0.53; p < 10−10).
Discovering potential relationships between, for example, motifs and evolutionary and
functional properties, as previously suggestedWuchty et al. (2003), are however subject to
the more disruptive effects of network sampling on such structures (several studies have
found other reasons why the functional interpretation of motifs may be difficult in many
instances, see, for example, references Mazurie et al. (2005); Ingram et al. (2006)). Given
the results shown for motifs (discussed above in relation to figures A.1C, D and A.2C), such
analyses may need to be carefully reevaluated in light of the sampling nature of present
network data.
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Figure A.3: Properties of the yeast protein interaction networks under non-random sam-
pling. (A) Degree distributions for proteins with different expression levels and a subnet
generated from interactions which have previously been assigned as more reliable. (B)
Betweenness-centrality for the same subnets. (C) Z-score of each of six different 4-motifs
for the full network and each subnet sampled according to expression level, as well as the
network consisting of high confidence interaction data.
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A.3 Discussion
We have explored effects of sampling on statistical measures of protein interaction structure
for different sampling schemes. Our comparison with the effects of noisy interaction data
(see figure 2) suggests that sampling and noise affect network statistics in different ways and
we have therefore concentrated on the sampling effects as noise has received considerable
attention previously (see, for example, Gavin et al. (2002); Bader et al. (2004); Yook et al.
(2004)).
Previous studies of network sampling properties had focused on the degree distribu-
tion (Stumpf et al. 2005b; Stumpf and Ingram 2005; Han et al. 2005). In our analysis we
confirmed the results of these earlier studies but one aspect of this study deserves closer
scrutiny: with decreasing sampling fraction the degree distribution of the randomly sampled
subnets becomes straighter and the slope of the best-fit line becomes steeper. More inter-
estingly we find that for a data-set which had previously (Gavin et al. 2002) been classified
as consisting of more reliable interactions the degree distribution appears to be reasonably
similar to the degree distribution of the overall network (this can be also quantified statis-
tically (Stumpf and Wiuf 2005)), especially when compared with the randomly generated
subnetwork ensemble.
Not surprisingly, we find that the effects of sampling on other statistical measures such
as clustering coefficient, betweenness and motifs are more intricate (average pathlengths
and diameter (de Silva and Stumpf 2005) have similarly diverse sampling properties). As
statistical measures become less local the effects of sampling become increasingly subtle.
For example, BC is a non-local property and the effects of sampling act locally as well as
globally as the system undergoes a structural phase transition with the giant connected
component (Newman et al. 2001; Newman 2003) breaking up as p decrease. Thus the
fraction of pairs of nodes which are connected (belong to the same component) decreases
and an increasing fraction of nodes has a BC value of 0. On the other hand, the fraction of
shortest paths passing through the connected nodes increases systematically.
Motifs are local objects(Milo et al. 2002a, 2004a; Kashtan et al. 2004a) but Z-scores are
constructed using a global network-rewiring approach (Maslov et al. 2003; Kashtan et al.
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2004b). Therefore their sampling properties are more intricate than those of subgraphs that
are defined differently (Kuramochi and Karypis 2002). This dual nature of motifs — they
are local objects but their significance is assessed against a globally randomized network
ensemble — explains the qualitative differences in their behaviour under different sampling
regimes.
In addition to the sampling properties, one result which becomes obvious from the
present analysis is that subnets of the same size can differ quite considerably; and, in
particular, the more complex measures of network structure such as motif spectra can
exhibit variances that overwhelm the mean or median statistics. This becomes particularly
apparent in Fgure A.1 C. It is partially for this reason that we have not emphasised the non-
random sampling schemes more: a single instance of a network statistic represents only an
instance of a sample drawn from an ensemble; for networks sampling of nodes leads to very
broad distributions of sample statistics as would be expected for such highly correlated and
structured datasets(de Silva and Stumpf 2005). Sampling and noise affect these network
statistics differently, with incomplete data introducing variability as well as systematic bias,
and noise affectig almost exclusively the variance in, for example, the Z-scores of motifs.
For random subnets we also compared evolutionary results previously obtained for the
”complete network” for the randomly generated networks. In Agrafioti et al. (2005) only
the effects of local structure (i.e. degree) were used and in light of the previous discussion
it is therefore not surprising that the central results are generally confirmed in the subnets:
in particular protein expression level correlates better than degree with protein evolution-
ary/substitution rate. For the non-random sampling schemes the data are biased in favour
of protein abundance and results are also confirmed but potentially biased somewhat against
degree.
In general, single-node properties of proteins are statistically conserved in the subnet,
e.g. the protein with the highest degree will, provided it is being included in the sample, tend
to have the highest degree also in the subnet. As far as biological and functional inferences
are concerned, the effects of network sampling properties appear to be not very different
from statistical missing data problems. Thus the biological studies, which investigate, for
example, the interplay between protein domain structure and protein interactions (Nye et al.
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2005) are probably not affected. Investigating such properties across a network (Luscombe
et al. 2004), however, may be subject to bias because of the intricacies displayed by the
network sampling behaviour discussed here.
In summary, our analysis shows that it is important to include the sampling nature of
biological networks explicitly and from the outset. Failure to do so may have given rise
to biases in previous network analyses. In particular this is the case for statistics which
involve more than one node such as motif spectra (Milo et al. 2004a) or pairwise similarities
of nodes (Fraser et al. 2002). In other branches of the quantitative biosciences, notably
population genetics (Ewens 2004), the effects of sampling and their importance are well
understood. The same is not true for the fledgling field of systems biology.
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Figure A.4: Correlation between evolutionary rate and degree and expression level. (A) The
boxplots of Kendall’s rank correlation coefficient (red) show a weak anticorrelation between
evolutionary rate and degree, which increases with subnet size. The corresponding partial
correlation coefficients (blue) indicate a weaker anticorrelation when protein expression level
is controlled for. (B) Correlation coefficients (red) between evolutionary rate and protein
expression level and partial correlation coefficients (blue) which account for differences in
protein degree. The anticorrelations found here are stronger than those shown in part A of
this figure.
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Rnk Gene Deg. Avg. Rnk: Avg. Rnk Avg. Rnk Avg. Rnk Deg. in
Net Net 20% subnet 40% subnet 60% subnet 80% subnet hi-cnf.
data
1 JSN1 283 1 (206) 1 (394) 1 (599) 1 (811) —
2 CDC28 213 1.3 (193) 1.5 (416) 1.7 (585) 1.9 (797) 4
3 SRP1 197 1.3 (188) 1.7 (395) 2.1 (595) 2.5 (796) 11
4 NUP116 147 1.7 (182) 2.4 (383) 2.8 (591) 3.4 (809) 2
5 ATP14 125 2.1 (176) 2.9 (386) 3.7 (603) 4.4 (796) —
6 SUA7 115 2.2 (193) 3.4 (414) 4.5 (616) 5.6 (806) 8
7 TEM1N 115 2.4 (183) 3.5 (402) 4.6 (597) 5.7 (791) —
8 SRB4 109 2.6 (192) 3.8 (390) 5.2 (580) 6.7 (799) 4
9 BZZ1 107 2.6 (195) 3 (401) 5.3 (593) 6.9 (815) 1
10 VMA6 95 3.7 (193) 4.6 (414) 6.6 (582) 8.6 (788) 2
Table A.2: Proteins with maximal degree-rank. The rank of a protein in the list of proteins
ordered by degree, Gene name, and number of connections of the top-ten most connected
proteins in the full network are listed, followed by their corresponding mean rankings from
the ensemble of 1000 20%, 40%, 60% and 80% subnetworks. The value in the brackets is the
number of subnets (out of 1000) in which the protein was present. The final column shows
the degree in the high-confidence DIP dataset; the correspondence between the degrees
of a protein in both datasets appears to be poor. Overall, however, there is significant
correlation between a protein’s degree in the two datasets (τ ≈ 0.53).
A.4 Conclusion
Noise and incompleteness affect network data in subtely different ways. As we have shown
here, a subnet is much less than a part of the whole network and failure to account for this
will bias inferences.
A.5 Methods
A.5.1 Yeast protein interaction data
Protein-protein interactions of Saccharomyces cerevisiae are obtained from the DIP database
which lists 4773 proteins (’nodes’ in network parlance) and the 15461 interactions observed
between these proteins. It is a manually curated catalogue of protein complexes and the
interactions are obtained, inter alia, from yeast two-hybrid experiments and literature ex-
traction. It is estimated that S.cerevisiaehas around 6000 genes, so that which we call the
full network is really a subnetwork itself. We have removed self-interactions leaving 15,181
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interacting protein pairs; self-interactions are removed so that we can describe the PIN in
terms of a simple graph (Bolloba´s 1998). It should be noted that in PINs the rates for
false-positive and false-negative results are estimated (Bader et al. 2004; Tong et al. 2004)
to be around 40% with many interactions endorsed by only one experimental observation.
This dataset then constitutes our assumed “real” or complete network.
A.5.2 Generating Subnets
We randomly sampled (without replacement) the real network to produce 1000 subnets
comprising 20%, 40%, 60% and 80% of the total number of nodes, respectively (Table
1 REF). The random sampling scheme is the most parsimonious model for the choice of
nodes which make up the subnets. In reality, however, experimentalists designing e.g. yeast
two-hybrid experiments will be guided by prior knowledge and/or a particular biological
question in mind. While it is difficult to model the precise ascertainment process we have
some additional information which allows us to study the effects of two other ascertainment
schemes: first we consider the networks generated by taking all proteins which were included
in the expression analysis of Cho et al. (1998) as well as the 20%, 40%, 60% and 80% of
proteins with the highest expression levels. The second ascertainment scheme we consider
is the subnet of protein interactions which have been deemed to be reliable in the analysis
of Gavin et al. (2002) (referred to in the main text as high-quality/high-confidence data).
A.5.3 Generating Noisy Networks
The present S.cerevisiae PIN is, of course, not free from false-positive interactions; equally
false-negatives will have lead to missing interactions. Here, we have used the PIN data as
if it were the true network to study the effects of incomplete network data under different
sampling schemes discussed above. In order to study the effects of noise we follow the
approach of Yook et al. (2004) and add 10%, 20% and 40% of false interactions to study the
effects of false-positives; we delete 10%, 20% and 40% of interactions to model the effect of
false-negative; and we rewire (which corresponds to adding and deleting equal proportions
of interactions) 10%, 20% and 40% of interactions to study the joint effects of false-positive
and false-negative interactions. In this way we can qualitatively compare the effects of noise
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in the data with those of incomplete network data on network statistics.
A.5.4 Degree Distribution
The degree distribution, Pr(k), is the probability that a node has k interaction partners. In
uncorrelated networks (Dorogovtsev and Mendes 2003; Burda and Krzywicki 2004) other
properties depend only on the degree distribution and the degree sequence is a sufficient
statistic. The expected degree distribution in the subnet is given by
PrS(k) =
∑
l≥k
(
l
k
)
pk(1− p)l−kPrS(l), (A.10)
or by
PrS(k) =
1
1−∑∞l=0(1− p)lPrN (l)
∑
l≥k
(
l
k
)
pk(1− p)l−kPrN (l), (A.11)
if nodes of degree 0 in the subnet are ignored.
A.5.5 Clustering Coefficient
The clustering coefficient C is a measure of the average local neighbourhood in a network
(Watts and Strogatz 1998). It is defined as the probability that two nodes j and k which
are connected to node i are themselves connected to each other, and its value is restricted
to the unit interval, 0 ≤ C ≤ 1. It is averaged over all nodes in the network:
C =
N∑
i=1
2×Number of neighbours of node i which are themselves neighbours
ki(k1 − 1) (A.12)
where ki is the degree of node i. It is a measure which describes the average local
structure in a network (de Silva and Stumpf 2005). When C is calculated only for the giant
connected component the behaviour will differ slightly (supplementary material).
A.5.6 Betweenness
The betweenness of a node is the number of shortest paths in a network which includes
this node (Goh et al. 2002). Betweenness-centrality (BC) is the fraction of shortest paths
Appendix A. The Effects of Incomplete Protein Interaction Data on
Structural and Evolutionary Inferences 149
which runs through a node. Here we focus on BC and its change under sampling. BC is
highly correlated with degree in an obvious way with hubs having higher centrality than
lower degree nodes.
A.5.7 Motifs
Motifs are recurring patterns of connected subgraphs. It has been speculated that motifs
may represent modules that are used repeatedly in similar biological processes, just as
transistors are reused in larger electronic circuits (Milo et al. 2002a, 2004a).
Motifs and their statistical significance were determined using the mfinder package (Milo
et al. 2002a, 2004a) which randomizes the edges in the true network (in this case the
S.cerevisiaefull- or sub-network) among the nodes (keeping the number of nodes and the
degree of each node the same as that in the true network). The frequencies of the various 4-
motifs are then determined for the randomized network. This is repeated a sufficiently large
number of times to give a frequency distribution for each 4-motif pattern in the ensemble
of randomized networks, from which a Z-score for each motif can be determined (Maslov
et al. 2003; Kashtan et al. 2004b); this is defined (Ewens and Grant 2001) by
Z − score = n− n¯B
σB
; (A.13)
here n is the number of times the motif is found in the true network n¯B is the av-
erage number of times it is found in the B replicate networks, and σB is the standard
deviation across the replicate networks. The fact that the Z-score is approximately nor-
mally distributed allows us to define p-values. Thus a Z-score of 4 already corresponds
to p ≈ 3.2 × 10−5 and would suggest significant overrepresentation of the motif compare
with the ensemble of randomized networks. It is therefore misleading to consider only the
very highest Z-score as indicative of overrepresentation. Some authors (Wuchty and Stadler
2003) have argued that mere counting is sufficient to estimate the relative importance of
a motif in a network. From a statistical perspective, such a notion cannot be upheld. We
note, however, that the Z-score of a motif depends on an assumed probability model for
network re-wiring, which may bias the Z-score).
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A.6 Supplementary Material
A.6.1 Variability in the degree distributions of subnets
In figure A.5 we show the average degree distributions (black open circles), the 97.5 and 2.5
percentiles (red dashed lines) and the actual degree distributions of two random subnets.
We find that the average (also shown in part A of figure 1) does describe the degree distribu-
tions well over a broad range of degrees, especially (and unsurprisingly) for larger.sampling
fractions. The 95% confidence interval always broadens at higher degrees, reflecting the
broad tailed (though not scale-free (Stumpf et al. 2005a)) nature of the degree distribution.
In particular small values of the sampling fraction, the CIs indicate considerable variability
in the tail of the degree distributions.
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Figure A.5: Average degree distributions (black circles) and empirical 95% confidence inter-
vlas (dashed red lines) obtained from 1000 random subnets of the true S.cerevisiaeprotein
interaction network. Also shown are the degree distributions of two random subnets.
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A.6.2 Predicting the clustering coefficient of the overall network
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Figure A.6: Observed average clustering coefficients (blue) and estimated clustering coef-
ficients Cˆp (red) for different sampling fractions p. Here the full network corresponds to
p = 1.0; thus the full dataset corresponds to the p = 4773/6000 ≈ 0.8 in the figure. The
final point is estimated from Eqn. (A.15).
In uncorrelated networks it is possible to express many quantities of a network in terms
of the moments of the degree distribution (see box in manuscript) and for subnets of such
networks we can use Eqns. (1) and (2) in the manuscript to write down approximate
expressions for the clustering coefficients of the subnets etc.. Here we always assume that
the network (and the subnetwork) are sufficiently large and uncorrelated.
For the (approximate) clustering coefficient (Ebel et al. 2002; Dorogovtsev and Mendes
2003) we obtain
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CS =
〈k〉S
NS
(〈k2〉S − 〈k〉S
〈k〉2S
)2
=
p〈k〉N
pN
(
p2〈k2〉N + p(1− p)〈k〉N − p〈k〉N
p2〈k〉2N
)
= CN , (A.14)
i.e. in an uncorrelated uniform network the clustering coefficient of a random subnet
will be the same as that of the overall network.
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Figure A.7: Analysis of component numbers and properties of the giant connected compo-
nent.
In reality, however, (see figure 1 of the manuscript) we observe that the clustering
coefficient in the subnets is significantly smaller than that of the true network. The decrease
in C with decreasing size in the S.cerevisiaedatasets is much faster than the decrease in C
in ensembles of classical random graphs of the same size.
Interestingly, we found a very simple functional dependence between the clustering co-
efficient as a function of sampling fraction, p,
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Cˆp =
p
γ × p+ 1 (A.15)
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Figure A.8: Median motif spectra for sampling fractions p = 0.4, 0.45, 0.5, 0.55 and 0.6.
where γ can be determined from the fit to the observed data and we obtain γ ≈ 9.549.
This allows us to estimate the clustering coefficient of the true network (i.e. the yeast
interactome defined by the experimentally accessible interactions among the approximately
6000 proteins) of Cˆ1.0 = 0.095. The fit of this simple, single parameter function to the
observed data is very good (see figure A.6)
A.6.3 Sampling properties of network components
In figure A.7 we show how connected components, in particular the giant connected compo-
nent, are affected by random sampling of nodes. For p = 10% we are approaching the phase
transition where the giant component vanishes. This is clearly seen in the figure. Notice
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that the number of components increases first with decreasing p before decreasing. This
occurs when many components contain only one node and the probability of not sampling
such single nodes becomes larger than the probability of further breaking up other larger
components.
Many important network properties will be influenced by the loss of the GCC; most
notably this applies to the non-local phenomena such as average pathlengths, network
diameter, betweenness and closeness (de Silva and Stumpf 2005; Dorogovtsev and Mendes
2003; Evans 2004). Note however, that for many networks with a broad-tailed degree
distribution, Eqn. (6) in the manuscript can be approximated by
〈k〉N
〈k2〉N − 〈k〉N =
〈k〉N
〈k2〉N (A.16)
which will tend to be small (≈ 0.04 in the context of the present Yeast data) such
that the GCC should persist for most present PIN datasets even if they were generated by
random sampling of nodes. Deviation from the random sampling scheme will of course alter
results considerably. In any realistic experimental setup we would expect to see a GCC.
A.6.4 Inferences from Motif-spectra
In the manuscript (REF figures 1C,D and 2C) we have have seen that motifs, especially
the most connected 4-motif are subject to considerable variation in different instances of
subnets of the same size. Perhaps more worryingly we found that the Z-score distributions
for different sampling probabilities p overlap. This is also confirmed in figure A.8 where
we show median Z-scores obtained from 20 replicates for five different sampling fractions
p = 0.4, 0.45, 0.5, 0.55, 0.6. The lines connecting the Z-score spectra/profiles cross several
times and the rank order of z-scores follows no uniform trend.
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