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Abstract
In this paper, we prove that every bijective map preserving Lie products from a factor von Neumann algebra
M into another factor von Neumann algebraN is of the form A → ψ(A) + ξ(A), where ψ :M→N is
an additive isomorphism or the negative of an additive anti-isomorphism and ξ :M→ CI is a map with
ξ(AB − BA) = 0 for all A,B ∈M.
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1. Introduction
Let A and B be two associative algebras over the complex field C and φ :A→ B be a
map (without the additivity assumption). We say that φ preserves Lie products if φ([A,B]) =
[φ(A), φ(B)] for all A,B ∈A, where [A,B] = AB − BA is the Lie product of A and B. This
kind of maps is closely related to Lie homomorphisms (linear maps preserving Lie products)
and commutativity preserving maps (maps preserving zero Lie products), which have been stud-
ied by many authors. For example, see [1,4,5,7–12] and their references. Recently, Šemrl [13]
characterized bijective maps preserving Lie products onB(X), the algebra of all bounded linear
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operators on a Banach spaceX. The method of [13] was mainly based on the result of orthogonality
preserving maps on rank one idempotents in B(X). In this paper we will use a different method
to describe nonlinear bijective maps preserving Lie products between two factor von Neumann
algebras.
LetH be a complex separable Hilbert space. We denote byB(H) the algebra of all bounded
linear operators onH. LetM ⊆ B(H) be a von Neumann algebra. Recall thatM is a factor if
its center is CI , where I is the identity ofM. Let E1 and E2 be two idempotents inM. We say
that E1  E2 if E1E2 = E2E1 = E1. We say that E1 < E2 if E1  E2 and E1 /= E2.
2. Main result
In this paper, we will prove the following theorem.
Theorem 2.1. LetH be a complex separable Hilbert space with dimH  2 and letM,N be
two factor von Neumann algebras acting on H. Suppose that φ :M→N is a bijective map
satisfying φ([A,B]) = [φ(A), φ(B)] for all A,B ∈M. Then there is a map ξ :M→ CI with
ξ([A,B]) = 0 for all A,B ∈M such that one of the following holds:
(i) There exists an additive isomorphism ψ :M→N such that φ(A) = ψ(A) + ξ(A) for all
A ∈M.
(ii) There exists an additive anti-isomorphism ψ :M→N such that φ(A) = −ψ(A) + ξ(A)
for all A ∈M.
To prove Theorem 2.1, we need some lemmas. We assume thatM andN are two factor von
Neumann algebras acting on a complex separable Hilbert spaceH.
Lemma 2.1. Let A ∈M, then A is the sum of a scalar and an idempotent if and only if
[A, [A, [A,X]]] = [A,X] for all X ∈M.
Proof. Let U be the group of unitary operators of M and let S be the set of the functions
U → f (U) defined on U with non-negative real values, zero except on a finite subset of U, and
such that
∑
U∈U f (U) = 1. For A ∈M and f ∈S, we put f · A =
∑
U∈U f (U)UAU∗.
It is easy to verify that ifA is the sum of a scalar and an idempotent ofM then [A, [A, [A,X]]] =
[A,X] for all X ∈M. Conversely, we assume that A /∈ CI and [A, [A, [A,X]]] = [A,X] for all
X ∈M. Then for any U ∈ U,
(A3 − A)U − 3A2UA + 3AUA2 − U(A3 − A) = 0. (1)
It follows that
A3 − A = 3A2UAU∗ − 3AUA2U∗ + U(A3 − A)U∗,
and so A3 − A = 3A2f · A − 3Af · A2 + f · A3 − f · A for all f ∈S. SinceM is a factor von
Neumann algebra, we get from [6, Lemma 5 (Part III, Chapter 5)] that there exist λ1, λ2, λ3 ∈ C
such that
A3 − A = 3λ1A2 − 3λ2A + (λ3 − λ1)I. (2)
It follows from Eqs. (1) and (2) that
(λ1A
2 − λ2A)U − A2UA + AUA2 − U(λ1A2 − λ2A) = 0,
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and so
(λ1A
2 − λ2A)UAU∗ − A2UA2U∗ + AUA3U∗ − U(λ1A2 − λ2A)AU∗ = 0
for all U ∈ U. Hence
(λ1A
2 − λ2A)f · A − A2f · A2 + Af · A3 + λ2f · A2 − λ1f · A3 = 0
for all f ∈S. By [6, Lemma 5 (Part III, Chapter 5)] again, we have
λ1(λ1A
2 − λ2A) − λ2A2 + λ3A + (λ22 − λ1λ3)I = 0.
That is,
(λ21 − λ2)A2 + (λ3 − λ1λ2)A + (λ22 − λ1λ3)I = 0. (3)
If λ2 = λ21, it follows from A /∈ CI that λ3 = λ1λ2 = λ31, and so by Eq. (2), we obtain that
(A − λ1I )3 = A − λ1I . Let B = A − λ1I , then
B3 = B and [B, [B, [B,X]]] = [B,X]
for all X ∈M. This implies that
B2XB − BXB2 = 0 (4)
for all X ∈M. Let E1 = 12 (B2 + B) and E2 = 12 (B2 − B). It follows from the fact B3 = B that
E1 and E2 are idempotents ofM, and that
B = E1 − E2, B2 = E1 + E2, E1E2 = E2E1 = 0.
This together with Eq. (4) gives us that E1XE2 = 0 for all X ∈M. Then E2 = 0 or E1 = 0, and
so A = λ1I + E1 or A = λ1I − E2 is the sum of a scalar and an idempotent ofM.
If λ2 /= λ21, it follows from Eq. (3) that A2 = λA + μI for some λ,μ ∈ C. This and Eq. (1)
show that
(λ2 + 4μ − 1)(AU − UA) = 0 (5)
for all U ∈ U. Since A /∈ CI , we have AU − UA /= 0 for some U ∈ U. It follows from Eq. (5)
that λ2 + 4μ − 1 = 0. Let E = A + 12 (1 − λ)I , then
E2 = A2 + (1 − λ)A + 1
4
(1 − λ)2I = λA + μI + (1 − λ)A + 1
4
(1 − λ)2I
= A + 1
4
(λ2 + 4μ − 2λ + 1)I = A + 1
2
(1 − λ)I = E.
Hence A = 12 (λ − 1)I + E is the sum of a scalar and an idempotent of M. The proof is com-
pleted. 
Lemma 2.2. Let A ∈M and P ∈M be a nontrivial projection. Then A ∈ PM(I − P) + CI if
and only if [A, T ] = 0 for all T ∈ PM(I − P).
Proof. It is clear that if A ∈ PM(I − P) + CI then [A, T ] = 0 for all T ∈ PM(I − P). Con-
versely, let X ∈ PMP and Y ∈ (I − P)M(I − P). Then XT, T Y ∈ PM(I − P) for all T ∈
PM(I − P) and so
AXT = XTA and AT Y = T YA. (6)
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On the other hand, it follows from [A, T ] = 0 that
XAT = XTA and AT Y = TAY.
This together with Eq. (6) gives us that
(AX − XA)T = 0 and T (AY − YA) = 0
for all T ∈ PM(I − P). Since M is a factor von Neumann algebra, it follows that (AX −
XA)P = 0 and (I − P)(AY − YA) = 0. Hence
[PAP,X] = 0 and [(I − P)A(I − P), Y ] = 0
for all X ∈ PMP and Y ∈ (I − P)M(I − P). This implies that there exist λ,μ ∈ C such that
PAP = λP and (I − P)A(I − P) = μ(I − P).
Since AT = TA for all T ∈ PM(I − P), we get (I − P)AP = 0 and λ = μ. Thus,
A = PAP + PA(I − P) + (I − P)AP + (I − P)A(I − P)
= PA(I − P) + λI ∈ PM(I − P) + CI.
The proof is completed. 
Next we assume that φ is a bijective map fromM intoN satisfying φ([A,B]) = [φ(A), φ(B)]
for all A,B ∈M.
Lemma 2.3. φ(0) = 0, φ(CI ) = CI and φ(A) + φ(λI − A) ∈ CI for all A ∈M and λ ∈ C.
Proof. It is easy to verify that φ(0) = 0 and φ(CI ) = CI . Let A ∈M and λ ∈ C. It follows from
the fact [A,X] = [X, λI − A] that
[φ(A), φ(X)] = [φ(X), φ(λI − A)]
for all X ∈M. The surjectivity of φ implies that φ(A) + φ(λI − A) ∈ CI . The proof is com-
pleted. 
Now we chose a nontrivial projection P1 inM and set P2 = I − P1. It follows from Lemmas
2.1 and 2.3 that there exist λ1, λ2 ∈ C and idempotents F1, F2 ∈N with F1 + F2 = I such that
φ(Pi) = λiI + Fi , i = 1, 2. Let Q1 be the orthogonal projection of H onto the range of F1
and let Q2 = I − Q1. Then there is an invertible operator S ∈N such that SF1S−1 = Q1 and
SF2S−1 = Q2. Therefore, without loss of generality, we can assume that φ(Pi) = λiI + Qi ,
i = 1, 2. WriteMij = PiMPj , i, j = 1, 2. Then we have the following lemma.
Lemma 2.4. Let i, j ∈ {1, 2} with i /= j. Then φ(Mij ) = QiNQj .
Proof. Let i, j ∈ {1, 2} with i /= j and X ∈Mij . It follows from the facts X = [Pi,X] =
[X,Pj ] = [[Pi,X], Pj ] that
φ(X) = Qiφ(X)Qj − Qjφ(X)Qi
and
φ(X) = Qiφ(X)Qj + Qjφ(X)Qi.
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This implies that φ(X) = Qiφ(X)Qj for all X ∈Mij . Thus φ(Mij ) ⊆ QiNQj . Applying the
same argument to φ−1, we can obtain the reverse inclusion and equality follows. The proof is
completed. 
Lemma 2.5. Let i, j, k, l ∈ {1, 2}, then φ(Aij + Bkl) − φ(Aij ) − φ(Bkl) ∈ CI for all Aij ∈
Mij and Bkl ∈Mkl .
Proof. If i = j and k /= l, then either k = i and l /= i or l = i and k /= i. In the first case we have
[Aii + Bil, Til] = [Aii, Til] for all Til ∈Mil , and so
[φ(Aii + Bil) − φ(Aii), φ(Til)] = 0.
By Lemmas 2.4 and 2.2,
φ(Aii + Bil) − φ(Aii) = Qi(φ(Aii + Bil) − φ(Aii))Ql + λI (7)
for some λ ∈ C. It follows from the fact [Pi,Aii] = 0 that [Qi, φ(Aii)] = 0, and so Eq. (7)
becomes
φ(Aii + Bil) − φ(Aii) = Qiφ(Aii + Bil)Ql + λI. (8)
Since Bil = [Pi,Aii + Bil] = [Aii + Bil, Pl] = [[Pi,Aii + Bil], Pl], we have
φ(Bil) = Qiφ(Aii + Bil)Ql − Qlφ(Aii + Bil)Qi
and
φ(Bil) = Qiφ(Aii + Bil)Ql + Qlφ(Aii + Bil)Qi.
This implies that φ(Bil) = Qiφ(Aii + Bil)Ql . Hence by Eq. (8),
φ(Aii + Bil) − φ(Aii) − φ(Bil) ∈ CI.
In the second case, we can similarly prove that the conclusion is valid.
If i /= j and k /= l, then either k = i and l = j or k = j and l = i. In the first case we have
Aij + Bij = [Pi + Aij , Pj + Bij ].
Hence by the conclusion of the above case,
φ(Aij + Bij ) = [φ(Pi + Aij ), φ(Pj + Bij )] = [Qi + φ(Aij ),Qj + φ(Bij )],
and so by Lemma 2.4 we have for any i, j ∈ {1, 2} with i /= j ,
φ(Aij + Bij ) = φ(Aij ) + φ(Bij ). (9)
In the second case we have for any Tij ∈Mij and Sji ∈Mji ,
[Aij + Bji, Tij ] = [Bji, Tij ] and [Aij + Bji, Sji] = [Aij , Sji].
Thus
[φ(Aij + Bji) − φ(Bji), φ(Tij )] = 0
and
[φ(Aij + Bji) − φ(Aij ), φ(Sji)] = 0.
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By Lemmas 2.4 and 2.2, there exist λ1, λ2 ∈ C such that
φ(Aij + Bji) − φ(Bji) = Qi(φ(Aij + Bji) − φ(Bji))Qj + λ1I
and
φ(Aij + Bji) − φ(Aij ) = Qj(φ(Aij + Bji) − φ(Aij ))Qi + λ2I.
From Lemma 2.4, we see that Qiφ(Bji)Qj = Qjφ(Aij )Qi = 0. Hence the above two equations
become
φ(Aij + Bji) − φ(Bji) = Qiφ(Aij + Bji)Qj + λ1I (10)
and
φ(Aij + Bji) − φ(Aij ) = Qjφ(Aij + Bji)Qi + λ2I. (11)
Since Aij + Bji = [[Pi,Aij + Bji], Pj ], we get
φ(Aij + Bji) = Qiφ(Aij + Bji)Qj + Qjφ(Aij + Bji)Qi.
This together with Eqs. (10) and (11) gives us that
φ(Aij + Bji) − φ(Aij ) − φ(Bji) = (λ1 + λ2)I ∈ CI.
If i = j and k = l, then either i = k or i /= k. In the first case we have
[Aii + Bii, Tim] = AiiTim + BiiTim
for all Tim ∈Mim and m ∈ {1, 2} with m /= i. Then by Eq. (9),
[φ(Aii + Bii), φ(Tim)] = φ(AiiTim) + φ(BiiTim) = φ([Aii, Tim]) + φ([Bii, Tim])
= [φ(Aii) + φ(Bii), φ(Tim)].
That is, [φ(Aii + Bii) − φ(Aii) − φ(Bii), φ(Tim)] = 0 for all Tim ∈Mim. Since
Qiφ(Aii + Bii)Qm = Qiφ(Aii)Qm = Qiφ(Bii)Qm = 0,
we have from Lemmas 2.4 and 2.2 that
φ(Aii + Bii) − φ(Aii) − φ(Bii) ∈ CI.
In the second case we have [Aii + Bkk, Tik] = AiiTik − TikBkk for all Tik ∈Mik . Then by Eq.
(9),
[φ(Aii + Bkk), φ(Tik)] = φ(AiiTik) + φ(−TikBkk) = φ([Aii, Tik]) + φ([Bkk, Tik])
= [φ(Aii) + φ(Bkk), φ(Tik)].
Hence we get from Lemma 2.2 that
φ(Aii + Bkk) − φ(Aii) − φ(Bkk) ∈ CI.
The proof is completed. 
Lemma 2.6. Let i, j ∈ {1, 2} with i /= j. Then
φ(A11 + Bij + C22) − φ(A11) − φ(Bij ) − φ(C22) ∈ CI
for all A11 ∈M11, C22 ∈M22 and Bij ∈Mij .
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Proof. Since [A11 + Bij + C22, Tij ] = [A11 + C22, Tij ] for all Tij ∈Mij , we have from Lemma
2.5 that
[φ(A11 + Bij + C22), φ(Tij )] = [φ(A11 + C22), φ(Tij )] = [φ(A11) + φ(C22), φ(Tij )].
Then by Lemma 2.2 and the fact Qi(φ(A11) + φ(C22))Qj = 0,
φ(A11 + Bij + C22) − φ(A11) − φ(C22) = Qiφ(A11 + Bij + C22)Qj + λI
for some λ ∈ C. It is clear that
Bij = [Pi,A11 + Bij + C22] = [A11 + Bij + C22, Pj ] = [[Pi,A11 + Bij + C22], Pj ].
Thus we have
φ(Bij ) = Qiφ(A11 + Bij + C22)Qj − Qjφ(A11 + Bij + C22)Qi
and
φ(Bij ) = Qiφ(A11 + Bij + C22)Qj + Qjφ(A11 + Bij + C22)Qi.
This implies that φ(Bij ) = Qiφ(A11 + Bij + C22)Qj . Thus
φ(A11 + Bij + C22) − φ(A11) − φ(Bij ) − φ(C22) ∈ CI.
The proof is completed. 
Lemma 2.7. φ
(∑2
i,j=1 Aij
)
−∑2i,j=1 φ(Aij ) ∈ CI for all Aij ∈Mij .
Proof. Since
[∑2
i,j=1 Aij , T12
]
= [A11 + A21 + A22, T12] for all T12 ∈M12, we get from
Lemma 2.6 that
⎡
⎣φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠ , φ(T12)
⎤
⎦= [φ(A11 + A21 + A22), φ(T12)]
= [φ(A11) + φ(A21) + φ(A22), φ(T12)].
Then by Lemma 2.2 and the fact Q1(φ(A11) + φ(A21) + φ(A22))Q2 = 0, there exists a scalar
λ1 ∈ C such that
φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠− φ(A11) − φ(A21) − φ(A22) = Q1φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠Q2 + λ1I. (12)
Similarly, we can obtain from the fact
[∑2
i,j=1 Aij , T21
]
= [A11 + A12 + A22, T21] for all T21 ∈
M21 that
φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠− φ(A11) − φ(A12) − φ(A22) = Q2φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠Q1 + λ2I (13)
for some λ2 ∈ C. By Lemma 2.5, we see that
φ(A12 + A21) − φ(A12) − φ(A21) ∈ CI.
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Hence we have from the fact
[[
P1,
∑2
i,j=1 Aij
]
, P2
]
= A12 + A21 that
Q1φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠Q2 + Q2φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠Q1 = φ(A12) + φ(A21) + λ3I (14)
for some λ3 ∈ C. By Eqs. (12)–(14), we conclude that
φ
⎛
⎝
2∑
i,j=1
Aij
⎞
⎠−
2∑
i,j=1
φ(Aij ) = 12
3∑
i=1
λiI ∈ CI.
The proof is completed. 
Lemma 2.8. φ(A + B) − φ(A) − φ(B) ∈ CI for all A,B ∈M.
Proof. Let A,B ∈M. Then A =∑2i,j=1 Aij and B =
∑2
i,j=1 Bij for some Aij , Bij ∈Mij . By
Lemma 2.7, we have
φ(A + B) −
2∑
i,j=1
φ(Aij + Bij ) ∈ CI
and
φ(A) + φ(B) −
2∑
i,j=1
φ(Aij ) −
2∑
i,j=1
φ(Bij ) ∈ CI.
By Lemma 2.5, we have for any i, j ∈ {1, 2},
φ(Aij + Bij ) − φ(Aij ) − φ(Bij ) ∈ CI.
Thus φ(A + B) − φ(A) − φ(B) ∈ CI for all A,B ∈M. The proof is completed. 
Lemma 2.9. If E = E2 ∈M, then φ(E) = λEI + F where λE ∈ C and F ∈N is an idempo-
tent. Furthermore, if 0 < E < I, then both the scalar λE and the idempotent F are uniquely
determined.
Proof. Since E = E2 ∈M, we have [E, [E, [E,X]]] = [E,X] for all X ∈M. Then
[φ(E), [φ(E), [φ(E), φ(X)]]] = [φ(E), φ(X)], and so by Lemma 2.1, we have φ(E) = λEI +
F for some scalar λE ∈ C and idempotent F ∈N. If 0 < E < I (E is a nontrivial idempotent),
then F is a nontrivial idempotent. Otherwise, F = 0 or F = I . Then φ(E) ∈ CI , and so by
Lemma 2.3,
φ([E,X]) = [φ(E), φ(X)] = 0 = φ(0)
for all X ∈M. The injectivity of φ implies that [E,X] = 0 for all X ∈M. Then E = λI for
some λ ∈ C. It follows from the fact E = E2 that E = 0 or E = I . This is a contradiction. If
0 < E < I and φ(E) = λEI + F = αEI + G where λE, αE ∈ C and F,G are idempotents of
N, then F,G are nontrivial idempotents and (λE − αE)I + F = G. Thus,
{λE − αE, λE − αE + 1} = σ((λE − αE)I + F) = σ(G) = {0, 1}.
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This yields that λE = αE , and so F = G. Hence both the scalar λE and the idempotent F are
uniquely determined. The proof is completed. 
Let E(M) and E(N) denote the sets of all idempotents inM andN, respectively. Now we
define a map
φ˜ : E(M) \ {0, I } → E(N) \ {0, I }
by φ˜(E) = φ(E) − λEI . It follows from Lemma 2.9 that φ˜ is well-defined. If φ˜(E1) = φ˜(E2)
for some E1, E2 ∈ E(M) \ {0, I }, it follows that
φ(E1) − λE1I = φ(E2) − λE2I.
Then φ([E1, X]) = [φ(E1), φ(X)] = [φ(E2), φ(X)] = φ([E2, X]) for all X ∈M, and so by the
injectivity of φ, we have [E1, X] = [E2, X] for all X ∈M. This implies that E1 = E2 + λI for
some λ ∈ C. By the fact
{0, 1} = σ(E1) = σ(E2 + λI) = {λ, λ + 1},
then λ = 0, and so φ˜ is injective. Let F ∈ E(N) \ {0, I }, by Lemma 2.9, there exist αF ∈ C
and E ∈ E(M) \ {0, I } such that φ−1(F ) = αF I + E. It follows that F = φ(αF I + E). From
Lemma 2.3, we see that
φ(E) − F = φ(E) − φ(αF I + E) ∈ CI.
Then there exists λE ∈ C such that φ(E) = λEI + F . This implies that φ˜ is surjective. We
conclude that φ˜ is a bijective map.
Lemma 2.10. Let E1, E2 be idempotents inMwith 0 < E1 < E2 < I and Fi = φ˜(Ei), i = 1, 2.
Then either 0 < F1 < F2 < I, or 0 < F2 < F1 < I.
Proof. First, we observe that F1 and F2 commute since [E1, E2] = 0. The fact E2 − E1 /∈ CI
implies F2 − F1 /∈ CI , and in particular, F1 /= F2. Since E2 − E1 is an idempotent in M, we
have from Lemmas 2.9 and 2.8 that
F2 − F1 ∈ CI + E(N),
and so σ(F2 − F1) = {λ, λ + 1} for some λ ∈ C. We may chose a Hamel basis that diagonalizes
F1 and F2 simultaneously. Now if F1 and F2 are not comparable, then σ(F2 − F1) ⊇ {1,−1},
which is impossible. The proof is completed. 
Lemma 2.11. Let E1, E2 and E3 be idempotents inM with 0 < E1 < E2 < E3 < I, and Fi =
φ˜(Ei), i = 1, 2, 3.
(a) If F1 < F2, then F1 < F2 < F3.
(b) If F1 > F2, then F1 > F2 > F3.
Consequently, the map φ˜ is either order preserving or order reversing.
Proof. (a) The idempotents F1, F2 and F3 are distinct and mutually comparable by Lemma
2.10. Since E1 + E3 − E2 ∈ E(M), we have from Lemma 2.8 that F1 + F3 − F2 ∈ CI + E(N),
and so σ(F1 + F3 − F2) = {λ, λ + 1} where λ ∈ C. If F1 < F3 < F2 or F3 < F1 < F2, then
σ(F1 + F3 − F2) = {−1, 0, 1}. This contradiction implies that (a) holds. Similarly, we can show
that (b) is valid. The proof is completed. 
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Remark 2.1. By Lemma 2.11, we refer to φ itself as being order preserving or order reversing
according as φ˜ is order preserving or order reversing respectively. We extend the definition of
φ˜ to all of E(M) by φ˜(0) = 0, φ˜(I ) = I if φ is order preserving, and φ˜(0) = I , φ˜(I ) = 0 if
φ is order reversing. Now we can reduce our discussions to the case where φ is order preserv-
ing. Indeed if φ is order reversing, we may consider the bijective map η :M→N defined by
η(A) = −φ(A∗). It is easy to verify that η([A,B]) = [η(A), η(B)] for all A,B ∈M, and that η
is order preserving.
Next we assume that φ is order preserving. Recall thatMij = PiMPj and Qi = φ˜(Pi), i, j =
1, 2.
Lemma 2.12. Q2φ(M11)Q2 ⊆ CQ2 and Q1φ(M22)Q1 ⊆ CQ1.
Proof. Let Q ∈ Q2NQ2 be any projection. Then Q1 + Q is a projection inN and Q1 + Q 
Q1. Since φ is order preserving, there exists an idempotent EQ ∈M with EQ  P1 such that
φ(EQ) ∈ CI + (Q1 + Q).
Since [A,EQ] = 0 for all A ∈M11, we get
[φ(A),Q1 + Q] = 0.
This together with the fact [φ(A),Q1] = 0 gives us that [φ(A),Q] = 0 for all projections Q in
the factor von Neumann algebra Q2NQ2. Hence Q2φ(A)Q2 ∈ CQ2 for all A ∈M11. Similarly,
we can show that Q1φ(M22)Q1 ⊆ CQ1. The proof is completed. 
Remark 2.2. By Lemma 2.12, we see that φ(Mii ) + CI = QiNQi + CI , i = 1, 2. For each
Xi ∈Mii , i = 1, 2, we define fi(Xi) to be the scalar that appears in Qjφ(Xi)Qj (j /= i), that is,
f1(X1)Q2 = Q2φ(X1)Q2 and f2(X2)Q1 = Q1φ(X2)Q1,
and set ϕi(Xi) = φ(Xi) − fi(Xi)I , i = 1, 2. If ϕi(Ai) = ϕi(Bi) for some Ai, Bi ∈Mii , we have
for any X ∈M,
φ([Ai,X]) = [φ(Ai), φ(X)] = [ϕi(Ai), φ(X)] = [ϕi(Bi), φ(X)]
= [φ(Bi), φ(X)] = φ([Bi,X]).
The injectivity of φ implies that [Ai,X] = [Bi,X] for all X ∈M. Then Ai − Bi = αiI for some
αi ∈ C, and so αi = 0. This implies that ϕi is injective. Since φ(Mii ) + CI = QiNQi + CI ,
we have for every Ti ∈ QiNQi there exist Si ∈Mii and αi ∈ C such that φ(Si) + αiI = Ti . It
follows that
αiQj = −Qjφ(Si)Qj = −fi(Si)Qj (j /= i).
Then αi = −fi(Si), and so ϕi(Si) = φ(Si) − fi(Si)I = Ti . This shows that ϕi is surjective. We
conclude that ϕi is a bijective map fromMii into QiNQi , i = 1, 2.
Lemma 2.13. Let ϕi be as in Remark 2.2, then ϕi(XiYi) = ϕi(Xi)ϕi(Yi) for all Xi, Yi ∈Mii ,
i = 1, 2.
Proof. Let Xi ∈Mii and T ∈Mij , i, j = 1, 2, i /= j . Then
φ(XiT ) = φ([Xi, T ]) = [φ(Xi), φ(T )] = ϕi(Xi)φ(T ).
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Thus if Xi, Yi ∈Mii , we have
ϕi(XiYi)φ(T ) = φ(XiYiT ) = ϕi(Xi)φ(YiT ) = ϕi(Xi)ϕi(Yi)φ(T )
for all T ∈Mij . By Lemma 2.4, we get ϕi(XiYi) = ϕi(Xi)ϕi(Yi) for all Xi, Yi ∈Mii , i = 1, 2.
The proof is completed. 
Remark 2.3. Let fi, ϕi be as in Remak 2.2. For each X ∈M, we define
f (X) = f1(P1XP1) + f2(P2XP2).
By Lemma 2.8, we see that φ(X) −∑2i,j=1 φ(PiXPj ) ∈ CI for all X ∈M. Now we define a
function g :M→ C by
g(X)I = φ(X) −
2∑
i,j=1
φ(PiXPj ),
and set ϕ(X) = φ(X) − h(X)I where h = g + f . Thus ϕ|Mii = ϕi , i = 1, 2.
Lemma 2.14. Let ϕ be as in Remark 2.3, then ϕ is an additive bijection.
Proof. By the definition of ϕ, we see that ϕ(PiXPj ) = Qiϕ(X)Qj for all X ∈M and i, j ∈
{1, 2}. Thus
ϕ(A11 + A12 + A21 + A22) = ϕ(A11) + ϕ(A12) + ϕ(A21) + ϕ(A22) (15)
for all Aij ∈Mij and i, j ∈ {1, 2}. Since h(Mij ) = f (Mij ) = 0 for i /= j , we have ϕ(Aij ) =
φ(Aij ) for i /= j , and so by Eq. (9),
ϕ(Aij + Bij ) = ϕ(Aij ) + ϕ(Bij ) (16)
for all Aij , Bij ∈Mij and i /= j . Let Tij ∈Mij , i /= j . Then we have for any Aii, Bii ∈Mii ,
i = 1, 2,
ϕ(Aii + Bii)ϕ(Tij ) = [ϕ(Aii + Bii), ϕ(Tij )] = [φ(Aii + Bii), φ(Tij )]
= φ([Aii + Bii, Tij ]) = φ(AiiTij + BiiTij )
= φ(AiiTij ) + φ(BiiTij ) = φ([Aii, Tij ]) + φ([Bii, Tij ])
= [ϕ(Aii) + ϕ(Bii), ϕ(Tij )] = (ϕ(Aii) + ϕ(Bii))ϕ(Tij ).
This together with the fact ϕ(Mij ) = QiNQj for i /= j implies that
ϕ(Aii + Bii) = ϕ(Aii) + ϕ(Bii). (17)
By Eqs. (15)–(17), we obtain that ϕ(A + B) = ϕ(A) + ϕ(B) for all A,B ∈M.
Since ϕ|Mii = ϕi and ϕi is bijective, it follows that ϕ mapsMii onto QiNQi , i = 1, 2. For
i /= j , we see that ϕ(Mij ) = φ(Mij ) = QiNQj . Thus ϕ is surjective. Now if ker ϕ /= {0}, let
X ∈ ker ϕ with X /= 0, then φ(X) ∈ CI , and so X = λI for some nonzero scalar λ ∈ C. By
Lemma 2.13 and the additivity of ϕ, we can obtain that ϕ(AB) = ϕ(A)ϕ(B) for all A,B ∈
M11 ⊕M22. In particular, we have for any A ∈M11 ⊕M22,
ϕ(A) = ϕ(λ−1A)ϕ(λI) = 0.
Then φ(A) ∈ CI , and so A ∈ CI for all A ∈M11 ⊕M22. This is a contradiction. We conclude
that ϕ is an additive bijection. The proof is completed. 
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Now we are in a position to prove our main theorem.
Proof of Theorem 2.1. It follows from Lemma 2.11 that φ is either order preserving or order
reversing. If φ is order preserving, it follows from Lemma 2.14 that φ = ϕ + h, where ϕ :M→
N is an additive bijection and h :M→ CI is a map. Since ϕ(0) = h(0) = 0 and
ϕ([X, Y ]) = φ([X, Y ]) − h([X, Y ]) = [ϕ(X), ϕ(Y )] − h([X, Y ])
for all X, Y ∈M, we see that ϕ preserves commutativity in both directions. By the result of
[3], there exist a nonzero scalar α ∈ C, an additive Jordan isomorphism ψ fromM intoN and
an additive map θ from M into CI such that ϕ(X) = αψ(X) + θ(X) for all X ∈M. Since
ψ(P1) ∈ E(N) \ {0, I }, αψ(P1) ∈ CI + E(N) and φ is order preserving, it follows that α = 1.
Thus
φ(X) = ψ(X) + ξ(X)
for all X ∈M, where ξ = θ + h is a map fromM into CI . By the result of [2], ψ is either an
additive isomorphism or an additive anti-isomorphism. If ψ is an anti-isomorphism, then for any
X, Y ∈M,
φ([X, Y ]) = ψ([X, Y ]) + ξ([X, Y ]) = [ψ(Y ), ψ(X)] + ξ([X, Y ])
= [φ(Y ), φ(X)] + ξ([X, Y ]) = −φ([X, Y ]) + ξ([X, Y ]).
It follows that φ([X, Y ]) ∈ CI , and so [X, Y ] ∈ CI for all X, Y ∈M. This is a contradiction.
Hence ψ is an additive isomorphism fromM intoN.
If φ is order reversing, then the map η :M→N defined by η(X) = −φ(X∗) is order preserv-
ing. By the above case, we see that η = ρ − ξ where ρ is an additive isomorphism fromM into
N. For each X ∈M, we define ψ(X) = ρ(X∗). It is clear that ψ is an additive anti-isomorphism
fromM intoN and φ(X) = −ψ(X) + ξ(X) for all X ∈M. The proof is completed. 
As a consequence of Theorem 2.1, we have the following corollary, which was proved in [13]
by a quite different method.
Corollary 2.1. LetHbe an infinite dimensional complex separable Hilbert space andφ :B(H)→
B(H) be a bijective map satisfying φ([A,B]) = [φ(A), φ(B)] for all A,B ∈ B(H). Then there
exist a bounded invertible linear or conjugate-linear operator T :H→H and a function ξ :
B(H) → C with ξ([A,B]) = 0 for all A,B ∈ B(H) such that either φ(A) = TAT −1 + ξ(A)I
for all A ∈ B(H), or φ(A) = −TA∗T −1 + ξ(A)I for all A ∈ B(H).
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