A conservative finite-sample simultaneous confidence envelope for a density can be found by solving a finite set of finite-dimensional linear programming problems if the density is known to be monotonic or to have at most k modes relative to a positive weight function. The dimension of the problems is at most (n/log n)/3, where n is the number of observations. The linear programs find densities attaining the largest and smallest values at a point among cumulative distribution functions in a confidence set defined using the assumed shape restriction and differences between the empirical cumulative distribution function evaluated at a subset of the observed points. Bounds at any finite set of points *Permanent address: Dept. of Statistics, Yale University, New Haven CT 06510 1 can be extrapolated conservatively using the shape restriction. The optima are attained by densities piecewise proportional to the weight function with discontinuities at a subset of the observations and at most 5 other points. If the weight function is constant and the density satisfies a local Lipschitz condition with exponent L, the width of the bounds converges to zero at the optimal rate (log n/n)e/(l+2e) outside every neighborhood of the set of modes, if a "bandwidth" parameter is chosen correctly. The integrated width of the bounds converges at the same rate on intervals where the density satisfies a Lipschitz condition if the intervals are strictly within the support of the density. The approach also gives algorithms to compute confidence intervals for the support of monotonic densities and for the mode of unimodal densities, lower confidence intervals on the number of modes of a distribution, and conservative tests of the hypothesis of k-modality. We use the method to compute confidence bounds for the probability density of aftershocks of 
Introduction
Articles on density estimation abound, but most results on the uncertainty of density estimates are asymptotic and rely on assumptions about the density that are difficult to establish or justify (e.g. 1lf(2) 112 < C)-for example see [1, 7, 22, 24] . Without some regularity condition any density estimate may suffer from unbounded bias. An assumption we sometimes find compelling is that the density is monotone, possibly relative to some strictly positive weight function. For example, it is usually assumed that the probability of Earthquake aftershocks decreases with time after the "main event." We apply the method presented here to that problem in section 6 below. Grenander [9] originated nonparametric density estimation with monotonicity constraints; see also Birge [2] , Groeneboom [10] , Prakasa Rao [20] and Wang [28] . The uncertainty results in these papers are asymptotic, except [2] which computes the nonasymptotic L1 risk of the Grenander estimate.
We show here that under the assumption of monotonicity or unimodality, one can compute conservative finite-sample confidence regions for the entire density by linear programming. The results extend to the less restrictive assumption that the density has at most k modes-see section 7 .2. One can also compute a lower confidence bound for the number of modes of an arbitrary distribution, a confidence interval for the support of a monotone decreasing density, a confidence interval for the mode of a unimodal density, and test hypotheses of k-modality and monotonicity. The procedure produces a data-dependent confidence region-the width of the region (as a function of x) depends nonlinearly on the observations. The technique is computationally intensive, but manageable for large sets of data (millions). The rate of convergence of the method is optimal if a "bandwidth" parameter is chosen correctly.
Suppose {X,}! , are iid F. We present a way to construct a 1 -a confidence region for the density f of F from the observations Xi = Xi, j = 1, * -* , n; i.e. a pair of random functions 7-(x),7+(x) such that PF {['Y(X), Y7(X)] 3 f(x), Vx E R} > 1 -a. (1) The coverage probability is conservative and simultaneous for all x.
Assumptions and Conditions
Al. w(x) is nonnegative A2. F has density f with respect to Lebesgue measure A3. the support of f is connected and contained in the interval [a, b], -oo < a < b < oo, a subset of the support of w, and either U. f(x)/w(x) is unimodal with mode u E I = [1-, ,u+] or M. f(x)/w(x) is monotone with x in the support of f, which may be known or unknown.
Without loss of generality we assume that x1 < x2 < *. < xn. 4 The approach derives from the strict bounds technique used in geophysical inverse theory (see e.g. [25] ), which is similar to the neighborhood procedure of Donoho [8] . The key idea is to define a nonparametric confidence region for F in the set of distributions satisfying the shape restriction M or U. We solve optimization problems to find the largest and smallest values densities of distribution functions in the confidence region attain at a fixed point. Our main result is that it is sufficient to hunt among densities piecewise proportional to w with discontinuities at a subset of the data and at most three additional points, reducing the computations to finite-dimensional linear programs.
One might expect that the Kolmogorov-Smirnov (K-S) distance would provide a good confidence region for F; indeed all the following can be worked out for the K-S norm [12] . However, the rate of convergence using the K-S distance is slower. This is related to current work by Z.
Landsmann and M. Rom (personal communication, 1993) on the (in)efficiency of the K-S test against multimodal alternatives.
Instead, we base our confidence region on the distribution of differences F(X(j)) -F(X(k)) for j and k in a subset of {1,.*. ,n}. Let K = K(n) be an integer less than n, and for fixed K define M~LiJ, '(2) and M_ rn/Kl. (5) {c7 (a) }}- (6) and denote by c the 2M-vector ((ci )Si1, (cj+)}f1). We will usually take all the cj to be equal, and all the cj+ to be equal, and denote their common values by c-and c+. Approximate values of c-and c+ can be found by simulation using equation (5)-ee section 6.2; the appendix bounds the asymptotic behavior of c-and c+.
Let 1P be the set of cumulative distribution functions of probability measures on R, and let Q be the set of cumulative distribution functions of subprobability measures on R. Define 
Any inequality satisfied by the entire set F n V holds for F as well, with probability at least 1 -a. In particular, for any fixed y E R, define
Ge.Sn DnP (1 ) and JF= -7F(Y) sup g(y), (11) GeFnDnP where g is the density of G. Then
i.e. [-y,7 ] is a conservative 1 -a confidence interval for f(y). The coverage probability is simultaneous for arbitrarily many y. Knowing that F E F allows us to interpolate and extrapolate the confidence intervals at finitely many points y to obtain a confidence "envelope"
with simultaneous 1 -a coverage probability for all y E R (see section 5).
Bounds from Finite-Dimensional Problems
The infinite-dimensional problems (10) and (11) 
It is easy to verify that the elements G-E C; and G+ E C;,+ with densities g-and g+ defined by taking these coefficients in (13) and (14) 
For G E C,
E pi (27) {i:zkm_ <Zj <Zkm I Lemma 4.1 Suppose G has density g of the form in (13) or (14) . The value of the density of an element of C,, at the point y=zk is 
For elements of C+, the definitions are reversed. Maximizing or minimizing (28) or (29) subject to B1-B4 are N -1-dimensional linear programs.
When y = p, the upper bound is infinite if the program is feasible, and there are two linear programs to solve for the lower bound-we take the larger of minl3k-lw(y) and min/3kw(y) subject to B1-B4.
Remark. If the linear programs are infeasible, the data are not consistent with the hypothesis of unimodality with mode p at significance level a. The confidence interval is then empty. The range of mode locations for which the linear programs are feasible is a conservative confidence interval for the mode of a unimodal distribution. This is similar to the approach of Bogomolov [3] , but produces shorter intervals. In contrast to methods for estimating the mode using the number of points in intervals of a given length (or the length of intervals containing a number of points) [4, 5, 27 ] the linear programming method can reject the hypothesis of unimodality when it is severely violated, and gives conservative coverage probability for finite n.
Remark. If f(p) is known to be attained on the entire interval [r, .s+] we can find nontrivial upper and lower bounds by constraining Pi = I,i+, Vj such that C < z; and zi+1 <p+. This decreases the dimension of the linear programs.
From Confidence Intervals to Confidence Envelopes
For any set {yi}, we can find conservative 1 -a confidence intervals for f(y,) by solving linear programs. Each (feasible) linear program produces a cumulative distribution function GV E F n V, so the confidence level for the intervals at {y,} is 1 -a simultaneously. Solving linear programs for dense set of y's would yield a conservative 1 -a confidence envelope for f; the constraint F E F allows us to extrapolate bounds at {yi}Mf to get a conservative envelope.
Known Mode
If GEU, n vthen Knopoff [13] argue that a modified Omori law should hold initially, followed by a transition to an exponentially decaying intensity function. Given the pervasive use of Omori's law to model aftershock sequences, it has become a touchstone for theoretical physical models, so the agreement of theory and observation is more suggestive than conclusive (see e.g. [15] ).
Assuming a particular parametric form for the intensity of aftershocks is extremely restrictive. Furthermore, researchers are wont to draw conclusions about physical differences between events using uncertainty estimates for the parameters in the modified Omori law, and to project Earthquake hazard after main shocks using the law (see, e.g. [6, 21] 
where
Then f(t) is the conditional density of the (iid) times {Xj}%n=1 given S(T) = n. To apply the method, we need to select a "bandwidth" K. The optimal value of K depends on the number of data n, as well as unknown properties of f (such as its smoothness, and, indeed, its value at y-see appendix A.) However, the simultaneous coverage probability of the the linear programming problems to find confidence bounds on the probability density of aftershocks. Figure 1 shows the resulting 95% confidence bounds and the maximum likelihood estimate of the modified Omori density, which had q = 0.554 and c = 0.0018. (If this value of q held for all time, the expected number of aftershocks would be infinite.) The Omori density estimate is the solid curve, the K = 10 confidence bounds are the long-dashed curves, and the K = 50 confidence bounds are the short-dashed curves. The dotted curves are a different set of nonparametric 95% confidence bounds also found using linear programming [12] , but using a confidence set based on the Kolmogorov-Smirnov distance between the empirical and true cumulative distribution functions, calibrated using the result of Massart [16] . The rate of convergence of the second method is suboptimal, and the bounds are more expensive to compute: the dimension of the linear programs is about n, rather than n1/3 (see [12] (14) and (13) , with Pi defined by equation (21) , has at most k modes relative to w (by the mean value theorem), and as we have already shown, is in D.
We may impose the restriction that the density of an element of Cl has modes on the intervals (z,, zj+l)jEJ+ and antimodes on the intervals (z,, Zj+1)jE -by a suitable set of linear inequalities among the coefficients {,}. We may then sequentially check whether there exists a density with mode between z1 and z2, between z2 and Z3, between z3 and Z4, etc., whose cumulative distribution function satisfies cjc < G(x,) -G(xj,,.l) < c+, k = 1,. *,M, using these inequalities and the constraints B1-B3. Testing the consistency of the set of linear inequalities for each postulated location of the mode is a linear programming feasibility problem. 
Rate of Convergence
We wish to emphasize that the proposed technique does not require conditions on f other than F E F; however, the rate at which the distance between the upper and lower confidence bounds converges does depend on smoothness, and details of the procedure can be tailored to speed convergence if the degree of smoothness is known. On the other hand, if f has k or fewer modes, f is differentiable almost everywhere, which is enough to guarantee L1 convergence of the confidence bounds on "most" bounded intervals except for some sets of arbitrarily small measure (Corollary 7.3). The point-by-point rate of convergence does not apply at discontinuities and modes of the density, where the bounds do not converge to single points (otherwise the coverage probability could not be conservative).
For f locally Lipschitz with exponent e, Khas'minskii [14] gives a lower bound of (log n/n)I/(l+2Q) for the minimax rate at which the uniform norm of the error of any estimator of the density goes to zero. Our method attains this rate (which is therefore optimal) if the "bandwidth" K grows with n in a way that depends on e. For e = 1 (K = const x n2/3(log n)"/3), the rate is (log n/n)'/3, which is essentially the pointwise rate of the Grenander estimate for the same Lipschitz condition (n-1/3), modified by a (log n)1/3 term needed for simultaneous coverage probability. The following theorems are all for w = 1, but can be extended to general w. 
The theorem and the next two corollaries are proved in the appendix. 
For e = 1, this gives the rate (log n/n)1/3.
The integrated width of the bounds also converges at this rate:
Corollary 7.3 Suppose f is a density with at most k modes, and let K = const(n2 log n)1/3. 
The lemma follows from an argument similar to the proof of Lebesgue's theorem that the measure of the set of discontinuities of a monotone function is zero.
Conditions (50) and (51), together with the fact that K/n 0, imply that
which in turn implies that the pointwise rate argument of the previous corollary ultimately applies throughout T except on sets of arbitrarily small measure.
The optimality of the rate of convergence depends on selecting K optimally, which in turn requires information about the smoothness of f. What if one errs in the smoothness assumption?
It is better to err conservatively by assuming f is not necessarily very smooth than to be overoptimistic:
Corollary 7.5 Suppose K is chosen to be optimal for Lipschitz exponent e, but in fact, the Lipschitz exponent of f is L'. Then for some constants C1 and C2, (log n 1+2v flog n\1+2Q
I.e., the rate of convergence is (loin) =iD (8) 
This follows algebraically from Theorem 7.1 and Corollary 7.2.
Recall that the coverage probability of the confidence bounds is conservative, regardless of how smooth or rough f is and how K is chosen. Corollary 7.5 shows that if we assume only that f is monotone (almost everywhere Lipschitz 1) but f is in fact smoother, the additional smoothness is not reflected in the rate (it is still (log n/n)1/3); On the other hand, if we assume that f is smoother than it really is, the rate of convergence will suffer still more. It is less damaging to make the more conservative assumption that f is not very smooth than to assume incorrectly that f is smoother than it is in fact. Note that this is in contrast to the performance of the linear programming approach that uses the Kolmogorov-Smirnov distance to form the confidence region (12] ; there, the rate of convergence is always nQ/(2+2Q), regardless of L, and one need not specify any "bandwidth" or other tuning parameter.
Probabilities versus Subprobabilities
If f1" wdx < oo and fJn wdx < oo, we can restrict C,, to contain only cumulative distribution functions of probability measures, not subprobability measures. The construction of {13,} in equation (21) In this section, please keep in mind the implicit dependence of c-, c+, and K on n. We assume implicitly that K divides n; when K does not divide n, the results still hold since the relevant quantities are bounded stochastically from below and above by problems where K does divide n.
A.1 Analysis
Without loss of generality, we assume f decreases monotonically on a neighborhood of y. Let 
By the mean value theorem, there exists '7c E (X(e_,), X(eo)) such that
and 77e+1 E (X(4), X(t1)) such that 1+1 1= wt+if (.qt+i)
As n -oo, with probability tending to one, f decreases monotonically on the interval [X(el.), X(11)].
Thus, asymptotically, 
We seek a bound 6 = 6(n) on D satisfying liminfP{D < 6} > 0. 
The Taylor series for log(l + x) is an alternating absolutely convergent power series, so A similar argument shows that liminfP {Wn > K-r log(n/K)} > e* (90) Note that if r is chosen so that inequality (88) is strict, the probabilities in (89) and (90) will tend to 1, which is sufficient to establish a rate of convergence. The normal approximation to Sn gives P{S,n-n > ZI-=/2} 1 -y + 0(n-1/2). -N-,.
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