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Community Multiscale Air Quality (CMAQ) model
We used the Community Multiscale Air Quality (CMAQ) model version 4.7 (Byun and Ching, 1999; Byun and Schere, 2006) instrumented with the Decoupled Direct Method in Three Dimensions (DDM-3D) (Dunker et al, 1984; Napelenok et al, 2006) . The model was configured with the Carbon Bond chemical mechanism for gas-phase species (CB-05) with aerosol treatment version 5 (aero5). Detailed description of the scientific advances in CMAQ v4.7 and the corresponding evaluation are described in Foley et al (2010) . For this study, we ran CMAQ for the January and July months with an 11 day spinup for each month. The January and July months are representative of winter and summer months respectively. The initial and boundary conditions for CMAQ were generated from a global simulation for the year 2005 using the CAMChem model (Lamarque et al, 2011 ).
This approach of using representative months to represent an entire year has been used in several previous studies including by the US EPA as well as by Ashok et al (2011) and Foley et al (2014) , where a Response Surface Model (RSM) was developed using hundreds of CMAQ simulations. In Figure S6 , we provide a comparison of domain-average CMAQ predictions for a typical base case simulation over the continental US using a 2-month average (from January and July) compared against a true 12-month average for O 3 and PM 2.5 . In addition, the 4 quarterly averages through the year are also included to show the seasonal variations. From this analysis, we see that the 2-month average approximates a true 12-month average within 5% for both pollutants studied.
In addition, we evaluated the CMAQ outputs against four routine US air quality networks -for O 3 , the Air Quality System (AQS) network; and for PM 2.5 measurements, the Clean Air Status and Trends Network (CASTNet), Interagency Monitoring of Protected Visual Environments (IMPROVE) network, and the SouthEastern Aerosol Research and Characterization (SEARCH) Network. The summary of this evaluation (Boone et al, 2016) showed that CMAQ performance is within the broad bounds of regionalscale model applications as summarized by Simon et al (2012) .
For computing DDM-based sensitivities, we grouped the emissions precursors as shown in Table S1 . While PM 2.5 had 6 groups of precursors, O 3 had only two, i.e., NO x and VOC. For each DDM group listed in Table S4 , we created individual emissions input files that had either EGU or RC emissions from the states within that group for these 6 groups of precursors.
We then post-processed the outputs to compute the first order sensitivities of PM 2.5 and O 3 to each individual precursor group for each of the two source sectors (EGU and RC), which served as inputs to the image separation algorithm described below. 
Image Segmentation Algorithm
DDM output is visualized as 112 row x 148 column 36km x 36km grid cells overlaid on the continental US. Based on this concentration-response surface format, image segmentation techniques were used to separate individual emissions plumes from one another within a group's DDM output surface using MATLAB 8.1.0, R2013a (MathWorks, Natick, MA). For each emitted precursor / ambient pollutant relationship for each group and month, a region growing algorithm was developed to determine the emissions regions attributable to each state or EGU region. The following steps were followed:
1. Find maximum sensitivity "near" the centroid of the state, where "near" = within a radius of 288 km. These locations were used as the seed locations for each region. For pollutants with negative sensitivities (i.e., the relationship between NOx emissions and ambient O 3 concentrations), the minimum concentration (i.e., most negative) near each state was also found.
2. Use maximum concentration as the first positive threshold value for region growing. For pollutants with negative sensitivities, the initial negative threshold was set as the minimum concentration in that group run.
The region growing algorithm was run iteratively. The absolute value of the threshold value(s) were decreased (brought closer to zero) by 10% of each iteration until:
1. The number of mortalities captured by the sum of the emissions regions is greater than a chosen threshold (95% for RC, 90% for EGUs) of the total number of mortalities as predicted by the full group of states, AND 2. The threshold value is less than a specific percent (25%) of the maximum nearby concentration for all of the states.
Once the regions captured >95%/90% of the total group-wise predicted mortalities, only states whose maximum nearby concentration was >25% of the threshold value were allowed to continue to grow.
The region growing algorithm is as follows:
For each state (in increasing order of maximum nearby concentration) { Add cell at state centroid location to "queue". 
