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4 Lusin Area Function and Molecular Characterizations ofMusielak-Orlicz Hardy Spaces and Their Applications
Shaoxiong Hou, Dachun Yang∗ and Sibei Yang
Abstract Let ϕ : Rn × [0,∞) → [0,∞) be a growth function such that ϕ(x, ·) is
nondecreasing, ϕ(x, 0) = 0, ϕ(x, t) > 0 when t > 0, limt→∞ ϕ(x, t) = ∞, and ϕ(·, t) is
a Muckenhoupt A∞(R
n) weight uniformly in t. In this paper, the authors establish the
Lusin area function and the molecular characterizations of the Musielak-Orlicz Hardy
space Hϕ(R
n) introduced by Luong Dang Ky via the grand maximal function. As an
application, the authors obtain the ϕ-Carleson measure characterization of the Musielak-
Orlicz BMO-type space BMOϕ(R
n), which was proved to be the dual space of Hϕ(R
n)
by Luong Dang Ky.
1 Introduction
The real-variable theory of Hardy spaces on the n-dimensional Euclidean space Rn was
originally studied by Stein and Weiss [29] and systematically developed by Fefferman and
Stein in a seminal paper [9]. Since the Hardy space Hp(Rn) with p ∈ (0, 1] is, especially
when studying the boundedness of operators, a suitable substitute of the Lebesgue space
Lp(Rn), it plays an important role in various fields of analysis and partial differential
equations (see, for example, [7, 28] and their references). In order to conveniently apply
the real-variable theory ofHp(Rn) with p ∈ (0, 1], their several equivalent characterizations
were revealed one after the other (see, for example, [9, 6, 20, 32]). Among others a very
important and useful characterization of Hardy spaces is their atomic characterizations,
which were obtained by Coifman [6] when n = 1 and Latter [20] when n > 1. Later, as
an extension of this characterization, the molecular characterization of Hardy spaces was
established by Taibleson and Weiss [32].
On the other hand, due to the need for more inclusive classes of function spaces than the
Lp(Rn)-families from applications, Orlicz spaces were introduced by Birnbaum-Orlicz in
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[1] and Orlicz in [24], which is widely used in various branches of analysis (see, for example,
[25, 26] and their references). Moreover, as a development of the theory of Orlicz spaces,
Orlicz-Hardy spaces and their dual spaces were studied by Stro¨mberg [30] and Janson [14]
on Rn and, quite recently, Orlicz-Hardy spaces associated with divergence form elliptic
operators by Jiang and Yang [15].
Furthermore, the classical BMO space (the space of functions with bounded mean os-
cillation), originally introduced by John and Nirenberg [16], plays an important role in
the study of partial differential equations and harmonic analysis. In particular, Fefferman
and Stein [9] proved that BMO(Rn) is the dual space of H1(Rn) and also obtained the
Carleson measure characterization of BMO(Rn). Moreover, the generalized BMO-type
space BMOρ(R
n) was studied in [30, 14, 13] and it was proved therein to be the dual
space of the Orlicz-Hardy space HΦ(R
n), where the function Φ : [0,∞)→ [0,∞) satisfies
the following assumptions:
(1.1) Φ is nondecreasing, Φ(0) = 0, Φ(t) > 0 when t > 0, and lim
t→∞
Φ(t) =∞,
and ρ(t) := t−1/Φ−1(t−1) for all t ∈ (0,∞). Here and in what follows, Φ−1 denotes the
inverse function of Φ. Observe that Φ may not be convex and hence may not be an
Orlicz function in the classical sense. Meanwhile, the Carleson measure characterization
of BMOρ(R
n) was obtained in [13].
Recently, a new Musielak-Orlicz Hardy space Hϕ(R
n) was introduced by Ky [17], via
the grand maximal function, which includes both the Orlicz-Hardy space in [30, 14] and
the weighted Hardy space Hpω(Rn) with p ∈ (0, 1] and ω ∈ A∞(Rn) in [11, 31]. Here
and in what follows, ϕ : Rn × [0,∞) → [0,∞) is a growth function such that ϕ(x, ·),
for any fixed x ∈ Rn, satisfies (1.1) with uniformly upper type 1 and lower type p for
some p ∈ (0, 1] (see Section 2 for the definitions of uniformly upper or lower types), and
ϕ(·, t) is a Muckenhoupt A∞(Rn) weight uniformly in t, and Aq(Rn) with q ∈ [1,∞]
denotes the class of Muckenhoupt weights (see, for example, [12] for their definitions and
properties). In [17], Ky first established the atomic characterization of Hϕ(R
n) and further
introduced the Musielak-Orlicz BMO-type space BMOϕ(R
n), which was proved to be the
dual space of Hϕ(R
n). Furthermore, some interesting applications of these spaces were also
presented in [2, 4, 5, 17, 18, 19]. Moreover, the local Musielak-Orlicz Hardy space, hϕ(R
n),
and its dual space, bmoϕ(R
n), were studied in [33] and some applications of hϕ(R
n) and
bmoϕ(R
n), to pointwise multipliers of BMO-type spaces and to the boundedness of local
Riesz transforms and pseudo-differential operators on hϕ(R
n), were also obtained in [33].
Recall that Musielak-Orlicz functions are the natural generalization of Orlicz functions that
may vary in the spatial variables (see, for example, [17, 23]). Moreover, the motivation to
study function spaces of Musielak-Orlicz type is due to that they have wide applications
in several branches of physics and mathematics (see, for example, [3, 4, 5, 17, 33] for more
details).
Motivated by [17, 32], in this paper, we establish the Lusin area function and the molec-
ular characterizations of the Musielak-Orlicz Hardy space Hϕ(R
n). As an application, we
obtain the ϕ-Carleson measure characterization of the Musielak-Orlicz BMO-type space
BMOϕ(R
n).
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Precisely, this paper is organized as follows. In Section 2, we recall some notions and
examples of growth functions, as well as their properties established in [17].
In Section 3, we first recall some notions about tent spaces and then study the Musielak-
Orlicz tent space Tϕ(R
n+1
+ ). The main target of this section is to establish the atomic
characterization of Tϕ(R
n+1
+ ) (see Theorem 3.2 below). As a byproduct, we show that,
if f ∈ Tϕ(Rn+1+ ) ∩ T p2 (Rn+1+ ) with p ∈ (0,∞), then the atomic decomposition of f holds
in both Tϕ(R
n+1
+ ) and T
p
2 (R
n+1
+ ), which plays an important role in the remainder of this
paper (see Corollary 3.6 below). Also, a subtle observation on the atomic decomposition
for functions in Tϕ(R
n+1
+ ) is presented in Remark 3.5 below, which is needed in the proof
of Proposition 4.9 below.
In Section 4, we introduce the Hardy-type spaces, Hϕ,S(R
n) and Hq,s,εϕ,mol(R
n), respec-
tively, via the Lusin area function and the molecule, and then prove that the operator
πφ, which was first introduced in [8] (see also (4.3) below), maps the Musielak-Orlicz
tent space Tϕ(R
n+1
+ ) continuously into Hϕ,S(R
n) (see Proposition 4.7 below). By this
and the atomic decomposition of Tϕ(R
n+1
+ ), we conclude that, for each f ∈ Hϕ,S(Rn)
vanishing weakly at infinity (see Section 4 below for its definition), there exists a molec-
ular decomposition of f holding in both S ′(Rn) (the space of Schwartz distributions) and
Hϕ,S(R
n) (see Proposition 4.9 below). Via this molecular decomposition of Hϕ,S(R
n) and
the atomic characterization of Hϕ(R
n) established by Ky [17], we further obtain the Lusin
area function and the molecular characterizations of Hϕ(R
n) (see Theorem 4.13 below).
In Section 5, we first recall the definition of the Musielak-Orlicz BMO-type space
BMOϕ(R
n) and introduce the ϕ-Carleson measure. When ϕ further satisfies nq(ϕ) <
(n+1)i(ϕ) and q(ϕ)r(ϕ)/[r(ϕ)− 1] ∈ (1, 2) (see (2.3), (2.1) and (2.4) below, respectively,
for the definitions of q(ϕ), i(ϕ) and r(ϕ)), then in Theorem 5.3 below, we establish the
ϕ-Carleson measure characterization of BMOϕ(R
n) by using the Lusin area function char-
acterization of Hϕ(R
n) in Theorem 4.13 and an equivalent characterization of the space
BMOϕ(R
n) obtained in [22, Theorem 2.7] (see also Lemma 5.4 below).
We remark that the method for obtaining the Lusin area function characterization
of Hϕ(R
n) in this paper is different from the method used in [10]. More precisely, in
[10], the Lusin area function characterization of Hardy spaces was established by using
the Caldero´n reproducing formula and a subtle decomposition of all dyadic cubes in Rn.
However, in this paper, we establish the Lusin area function characterization of Hϕ(R
n)
by using the Caldero´n reproducing formula (see (4.23) below), the atomic decomposition
of the Musielak-Orlicz tent space in Theorem 3.2 and some boundedness of the operator
πφ in Proposition 4.7. This method is closer to the method used in [8, 15, 27]. Moreover,
different from [27], we do not need the additional assumption that, for any t ∈ [0,∞),
ϕ(·, t) satisfies the reverse Ho¨lder inequality of order 2 (see Definition 2.1 below for its
definition), by fully using the Lp(Rn) boundedness of the Lusin area function S for all
p ∈ (1,∞).
By using the Lusin area function characterization of Hϕ(R
n) obtained in this article,
Liang, Huang and Yang [21], via establishing a Musielak-Orlicz Fefferman-Stein vector-
valued inequality, further established the Littlewood-Paley g-function and g∗λ-function
characterizations of Hϕ(R
n) with ϕ satisfying the same assumptions as in this article. Fur-
thermore, the characterizations of Hϕ(R
n) in terms of the vertical and the non-tangential
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maximal functions were also obtained in [21].
We also point out that the main results of this article, including the Lusin area function
and the molecular characterizations of Hϕ(R
n) and the ϕ-Carleson measure characteriza-
tion of BMOϕ(R
n), have local variants, which will be studied in a forthcoming article (see
[33] for the definition of the local Musielak-Orlicz Hardy space hϕ(R
n)).
Finally we make some conventions on notation. Throughout the whole article, we
denote by C a positive constant which is independent of main parameters, but it may vary
from line to line. We also use C(γ, β, . . .) to denote a positive constant depending on the
indicated parameters γ, β, . . .. The symbol A . B means that A ≤ CB. If A . B and
B . A, then we write A ∼ B. The symbol ⌊s⌋ for s ∈ R denotes the maximal integer k
such that k ≤ s. For any given normed spaces A and B with the corresponding norms ‖·‖A
and ‖ · ‖B, the symbol A →֒ B means that, for all f ∈ A, then f ∈ B and ‖f‖B . ‖f‖A.
For any subset E of Rn, we denote by E∁ the set Rn \ E and by χE its characteristic
function. We also set N := {1, 2, . . .} and Z+ := {0} ∪N. For any θ := (θ1, . . . , θn) ∈ Zn+,
let |θ| := θ1 + · · · + θn and ∂θx := ∂
|θ|
∂x
θ1
1 ···∂x
θn
n
. For any index q ∈ [1,∞], we denote by q′ its
conjugate index, namely, 1/q + 1/q′ = 1.
2 Growth functions
In this section, we first recall some notions and assumptions on growth functions con-
sidered in this article and give some examples which satisfy these assumptions. We also
recall some properties of growth functions established in [17].
Let Φ : [0,∞) → [0,∞) be as in (1.1). We say that the function Φ is of upper type p
(resp. lower type p) for some p ∈ [0,∞), if there exists a positive constant C such that,
for all t ∈ [1,∞) (resp. t ∈ [0, 1]) and s ∈ [0,∞), Φ(st) ≤ CtpΦ(s).
For a given function ϕ : Rn× [0,∞)→ [0,∞) such that, for any x ∈ Rn, ϕ(x, ·) satisfies
(1.1), we say that ϕ is of uniformly upper type p (resp. uniformly lower type p) for some
p ∈ [0,∞), if there exists a positive constant C such that, for all x ∈ Rn, t ∈ [0,∞) and
s ∈ [1,∞) (resp. s ∈ [0, 1]), ϕ(x, st) ≤ Cspϕ(x, t). We say that ϕ is of positive uniformly
upper type (resp. uniformly lower type), if it is of uniformly upper type (resp. uniformly
lower type) p for some p ∈ (0,∞). Let
(2.1) i(ϕ) := sup{p ∈ (0,∞) : ϕ is of uniformly lower type p}.
Observe that i(ϕ) may not be attainable, namely, ϕ may not be of uniformly lower type
i(ϕ); see below for some examples.
Definition 2.1. We say that the function ϕ(·, t) satisfies the uniformly Muckenhoupt
condition for some q ∈ [1,∞), denoted by ϕ ∈ Aq(Rn), if, when q ∈ (1,∞),
(2.2) Aq(ϕ) := sup
t∈(0,∞)
sup
B⊂Rn
1
|B|q
∫
B
ϕ(x, t) dx
{∫
B
[ϕ(y, t)]−q
′/q dy
}q/q′
<∞,
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where 1/q + 1/q′ = 1, or
A1(ϕ) := sup
t∈(0,∞)
sup
B⊂Rn
1
|B|
∫
B
ϕ(x, t) dx
(
ess sup
y∈B
[ϕ(y, t)]−1
)
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ Rn.
We say that the function ϕ(·, t) satisfies the uniformly reverse Ho¨lder condition for
some q ∈ (1,∞], denoted by ϕ ∈ RHq(Rn), if, when q ∈ (1,∞),
RHq(ϕ) : = sup
t∈(0,∞)
sup
B⊂Rn
{
1
|B|
∫
B
[ϕ(x, t)]q dx
}1/q { 1
|B|
∫
B
ϕ(x, t) dx
}−1
<∞,
or
RH∞(ϕ) := sup
t∈(0,∞)
sup
B⊂Rn
{
ess sup
y∈B
ϕ(y, t)
}{
1
|B|
∫
B
ϕ(x, t) dx
}−1
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ Rn.
Recall that, in Definition 2.1, Aq(R
n) with q ∈ [1,∞) was introduced by Ky [17].
Let A∞(R
n) := ∪q∈[1,∞)Aq(Rn) and define the critical indices of ϕ ∈ A∞(Rn) as follows:
(2.3) q(ϕ) := inf {q ∈ [1,∞) : ϕ ∈ Aq(Rn)}
and
(2.4) r(ϕ) := sup {q ∈ (1,∞] : ϕ ∈ RHq(Rn)} .
Now we introduce the notion of growth functions.
Definition 2.2. We say that a function ϕ : Rn × [0,∞) → [0,∞) is a growth function, if
the following hold:
(i) ϕ is a Musielak-Orlicz function, namely,
(i)1 the function ϕ(x, ·) : [0,∞)→ [0,∞), for any fixed x ∈ Rn, satisfies (1.1);
(i)2 the function ϕ(·, t) is a measurable function for any fixed t ∈ [0,∞).
(ii) ϕ ∈ A∞(Rn).
(iii) The function ϕ is of positive uniformly lower type p for some p ∈ (0, 1] and of
uniformly upper type 1.
Clearly, ϕ(x, t) := ω(x)Φ(t) is a growth function if ω ∈ A∞(Rn) and Φ is as in (1.1)
with lower type p for some p ∈ (0, 1] and upper type 1. It is known that, for p ∈ (0, 1], if
Φ(t) := tp for all t ∈ [0,∞), then Φ satisfies (1.1) and Φ is of lower type p and also upper
type p. For p ∈ [12 , 1], if Φ(t) := tp/ ln(e + t) for all t ∈ [0,∞), then Φ satisfies (1.1) and
Φ is of lower type q for q ∈ (0, p) and of upper type p. Observe that the same conclusions
also hold true for the function Φ(t) := tp/ ln(cp + t) for all t ∈ [0,∞) when p ∈ (0, 12),
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where cp is a positive constant large enough, depending on p, such that Φ is nondecreasing
on [0,∞). For p ∈ (0, 1], if Φ(t) := tp ln(e+ t) for all t ∈ [0,∞), then Φ satisfies (1.1) and
Φ is of lower type p and of upper type q for q ∈ (p, 1]. Recall that if a function satisfying
(1.1) is of upper type p ∈ (0, 1), then it is also of upper type 1.
Another typical and useful growth function is
(2.5) ϕ(x, t) :=
tα
[ln(e+ |x|)]β + [ln(e+ t)]γ
for all x ∈ Rn and t ∈ [0,∞) with any α ∈ (0, 1], β ∈ [0,∞) and γ ∈ [0, 2α(1+ ln 2)]; more
precisely, ϕ ∈ A1(Rn), ϕ is of uniformly upper type α and i(ϕ) = α which is not attainable
(see [17]). Observe also that, when γ ∈ (2α(1 + ln 2),∞), the same conclusions hold true
for the function ϕ(x, t) := t
α
[ln(e+|x|)]β+[ln(cγ+t)]γ
for all x ∈ Rn and t ∈ [0,∞), where cγ is a
positive constant large enough, depending on γ, such that ϕ is nondecreasing on the time
variables t.
Throughout the whole article, we always assume that ϕ is a growth function as in
Definition 2.2. Let us now introduce the Musielak-Orlicz space.
The Musielak-Orlicz space Lϕ(Rn) is defined as the set of all measurable functions f
such that
∫
Rn
ϕ(x, |f(x)|) dx <∞ with the Luxembourg norm
‖f‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
|f(x)|
λ
)
dx ≤ 1
}
.
In what follows, for any measurable subset E of Rn and t ∈ [0,∞), we let
ϕ(E, t) :=
∫
E
ϕ(x, t) dx.
The following lemma, which gives the properties of growth functions, is just [17, Lemmas
4.1 and 4.2].
Lemma 2.3. (i) Let ϕ be a growth function. Then ϕ is uniformly σ-quasi-subadditive on
Rn×[0,∞), namely, there exists a positive constant C such that, for all (x, tj) ∈ Rn×[0,∞)
with j ∈ N, ϕ(x,∑∞j=1 tj) ≤ C∑∞j=1 ϕ(x, tj).
(ii) Let ϕ be a growth function and ϕ˜(x, t) :=
∫ t
0
ϕ(x,s)
s ds for all (x, t) ∈ Rn × [0,∞).
Then ϕ˜ is a growth function, which is equivalent to ϕ; moreover, ϕ˜(x, ·) is continuous and
strictly increasing.
(iii) Let ϕ be a growth function. Then
∫
Rn
ϕ(x, |f(x)|‖f‖Lϕ(Rn)
) dx = 1 for all f ∈ Lϕ(Rn)\{0}.
We have the following properties for A∞(R
n), whose proofs are similar to those in [12],
the details being omitted.
Lemma 2.4. (i) A1(R
n) ⊂ Ap(Rn) ⊂ Aq(Rn) for 1 ≤ p ≤ q <∞.
(ii) RH∞(R
n) ⊂ RHp(Rn) ⊂ RHq(Rn) for 1 < q ≤ p ≤ ∞.
(iii) If ϕ ∈ Ap(Rn) with p ∈ (1,∞), then there exists q ∈ (1, p) such that ϕ ∈ Aq(Rn).
(iv) A∞(R
n) = ∪p∈[1,∞)Ap(Rn) = ∪q∈(1,∞]RHq(Rn).
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(v) If p ∈ (1,∞) and ϕ ∈ Ap(Rn), then there exists a positive constant C such that, for
all measurable functions f on Rn and t ∈ [0,∞),∫
Rn
[M(f)(x)]p ϕ(x, t) dx ≤ C
∫
Rn
|f(x)|pϕ(x, t) dx,
where M denotes the Hardy-Littlewood maximal function on Rn, defined by setting, for
all x ∈ Rn,
M(f)(x) := sup
x∈B
1
|B|
∫
B
|f(y)| dy,
where the supremum is taken over all balls B ∋ x.
(vi) If ϕ ∈ Ap(Rn) with p ∈ [1,∞), then there exists a positive constant C such that,
for all balls B1, B2 ⊂ Rn with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≤ C[
|B2|
|B1|
]p.
(vii) If ϕ ∈ RHq(Rn) with q ∈ (1,∞], then there exists a positive constant C such that,
for all balls B1, B2 ⊂ Rn with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≥ C[
|B2|
|B1|
](q−1)/q .
3 Musielak-Orlicz tent spaces
In this section, we study the tent spaces associated with the growth function ϕ as in
Definition 2.2. We first recall some notations as follows.
Let Rn+1+ := R
n × (0,∞). For any x ∈ Rn, let
Γ(x) := {(y, t) ∈ Rn+1+ : |x− y| < t}
be the cone of aperture 1 with vertex x ∈ Rn. For any closed set F of Rn, denote by RF
the union of all cones with vertices in F (namely, RF := ∪x∈FΓ(x)) and, for any open set
O in Rn, the tent over O by Ô, which is defined as Ô := [R(O∁)]∁. It is easy to see that
Ô =
{
(x, t) ∈ Rn+1+ : d(x,O∁) ≥ t
}
.
For all measurable functions g on Rn+1+ and x ∈ Rn, define
A(g)(x) :=
{∫
Γ(x)
|g(y, t)|2 dy dt
tn+1
}1/2
.
We remark that Coifman, Meyer and Stein [8] studied the tent space T p2 (R
n+1
+ ) for p ∈
(0,∞). Recall that ones say that a measurable function g is in the tent space T p2 (Rn+1+ )
with p ∈ (0,∞), if ‖g‖T p2 (Rn+1+ ) := ‖A(g)‖Lp(Rn) <∞. Moreover, the tent space TΦ(R
n+1
+ )
associated with the function Φ satisfying (1.1) was studied in [13, 15].
Let ϕ be as in Definition 2.2. In what follows, we denote by Tϕ(R
n+1
+ ) the space of all
measurable functions g on Rn+1+ such that A(g) ∈ Lϕ(Rn) and, for any g ∈ Tϕ(Rn+1+ ), we
define its quasi-norm by
‖g‖Tϕ(Rn+1+ ) := ‖A(g)‖Lϕ(Rn) = inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
A(g)(x)
λ
)
dx ≤ 1
}
.
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Let p ∈ (1,∞). We say that a function a on Rn+1+ is a (ϕ, p)-atom, if
(i) there exists a ball B ⊂ Rn such that supp (a) ⊂ B̂;
(ii) ‖a‖T p2 (Rn+1+ ) ≤ |B|
1/p‖χB‖−1Lϕ(Rn).
Furthermore, if a is a (ϕ, p)-atom for all p ∈ (1,∞), we then say that a is a (ϕ,∞)-atom.
For (ϕ,∞)-atoms, we have the following conclusion.
Lemma 3.1. Let ϕ be as in Definition 2.2. Then for any (ϕ,∞)-atom a, it holds that
a ∈ Tϕ(Rn+1+ ). Moreover, there exists a positive constant C such that, for any (ϕ,∞)-atom
a with supp (a) ⊂ B̂ and any λ ∈ (0,∞),
(3.1)
∫
Rn
ϕ
(
x,
A(a)(x)
λ
)
dx ≤ Cϕ
(
B,
1
λ‖χB‖Lϕ(Rn)
)
and, in particular, there exists a positive constant C˜, depending only on C, such that
‖a‖Tϕ(Rn+1+ ) ≤ C˜.
Proof. Let a be as in Lemma 3.1. Assume first that (3.1) holds for a moment. By (3.1)
with λ = 1 and Lemma 2.3(iii), we see that there exists a positive constant C˜, depending
only on the constant C in (3.1), such that∫
Rn
ϕ
(
x,
A(a)(x)
C˜
)
dx ≤ 1,
which implies that a ∈ Tϕ(Rn+1+ ) and ‖a‖Tϕ(Rn+1+ ) ≤ C˜.
Now we show (3.1). To this end, by supp (a) ⊂ B̂, we see that supp (A(a)) ⊂ B.
Furthermore, by ϕ ∈ A∞(Rn) and Lemma 2.4(iv), we know that there exists q0 ∈ (1,∞)
such that ϕ ∈ RHq0(Rn). From this, the uniformly upper type 1 property of ϕ, Ho¨lder’s
inequality and that a is a (ϕ, ∞)-atom, we deduce that∫
Rn
ϕ
(
x,
A(a)(x)
λ
)
dx
.
∫
B
[
1 +A(a)(x)‖χB‖Lϕ(Rn)
]
ϕ
(
x,
1
λ‖χB‖Lϕ(Rn)
)
dx
. ϕ
(
B,
1
λ‖χB‖Lϕ(Rn)
)
+
{∫
B
[A(a)(x)]q′0 dx
}1/q′0
‖χB‖Lϕ(Rn)
×
{∫
B
[
ϕ
(
x,
1
λ‖χB‖Lϕ(Rn)
)]q0
dx
}1/q0
. ϕ
(
B,
1
λ‖χB‖Lϕ(Rn)
)
+ ‖a‖
T
q′0
2 (R
n+1
+ )
‖χB‖Lϕ(Rn)
×|B|−1/q′0ϕ
(
B,
1
λ‖χB‖Lϕ(Rn)
)
. ϕ
(
B,
1
λ‖χB‖Lϕ(Rn)
)
.
Thus, (3.1) holds true, which completes the proof of Lemma 3.1.
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For functions in the space Tϕ(R
n+1
+ ), we have the following atomic decomposition.
Theorem 3.2. Let ϕ be as in Definition 2.2. Then f ∈ Tϕ(Rn+1+ ) if and only if there exist
{λj}j ⊂ C and a sequence {aj}j of (ϕ,∞)-atoms such that, for almost every (x, t) ∈ Rn+1+ ,
(3.2) f(x, t) =
∑
j
λjaj(x, t)
and
(3.3)
∑
j
ϕ
(
Bj , |λj |‖χBj‖−1Lϕ(Rn)
)
<∞,
where, for each j, B̂j appears in the support of aj . Moreover, there exists a positive
constant C such that, for all f ∈ Tϕ(Rn+1+ ),
Λ({λjaj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 ∼ ‖f‖Tϕ(Rn+1+ ),(3.4)
where the implicit constants are independent of f .
The proof of Theorem 3.2 is similar to that of [8, Theorem 1(a)] or [28, Theorem 3,
p. 64]. To give the details, we need some known facts as follows.
Let F be a closed subset of Rn and O := F ∁. Assume that |O| < ∞. For any fixed
γ ∈ (0, 1), we say that x ∈ Rn has the global γ-density with respect to F if, for all
r ∈ (0,∞),
|B(x, r) ∩ F |
|B(x, r)| ≥ γ.
Denote by F ∗γ the set of all such x. It is easy to prove that F
∗
γ with γ ∈ (0, 1) is a closed
subset of F . Let γ ∈ (0, 1) and O∗γ := (F ∗γ )∁. Then O∗γ is open and O ⊂ O∗γ . Indeed, from
the definition of O∗γ , we deduce that
(3.5) O∗γ = {x ∈ Rn : M(χO)(x) > 1− γ},
which, together with the fact that M is of weak type (1, 1), further implies that there
exists a positive constant C(γ), depending on γ, such that |O∗γ | ≤ C(γ)|O|.
The following lemma is just [15, Lemma 3.1].
Lemma 3.3. There exist positive constants γ ∈ (0, 1) and C(γ) such that, for any closed
subset F of Rn whose complement has finite measure, and any nonnegative measurable
function H on Rn+1+ , it holds that∫
R(F ∗γ )
H(y, t)tn dy dt ≤ C(γ)
∫
F
{∫
Γ(x)
H(y, t) dy dt
}
dx,
where F ∗γ denotes the set of points in R
n with the global γ-density with respect to F .
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Moreover, we also need the following lemma, whose proof is similar to that of [17,
Lemma 5.4], the details being omitted.
Lemma 3.4. Let ϕ be as in Definition 2.2, f ∈ Tϕ(Rn+1+ ), k ∈ Z and
Ωk :=
{
x ∈ Rn : A(f)(x) > 2k
}
.
Then there exists a positive constant C such that, for all λ ∈ (0,∞),
∑
k∈Z
ϕ
(
Ωk,
2k
λ
)
≤ C
∫
Rn
ϕ
(
x,
A(f)(x)
λ
)
dx.
Now we prove Theorem 3.2 by using Lemmas 3.3 and 3.4.
Proof of Theorem 3.2. Assume first that there exist {λj}j ⊂ C and a sequence {aj} of
(ϕ,∞)-atoms such that (3.2) and (3.3) hold true. By Minkowski’s inequality for integrals,
the definition of A(f), and Lemmas 3.1 and 2.3(i), we conclude that, for all λ ∈ (0,∞),∫
Rn
ϕ
(
x,
A(f)(x)
λ
)
dx .
∑
j
∫
Rn
ϕ
(
x,
|λj |A(aj)(x)
λ
)
dx
.
∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(Rn)
)
,
which, together with (3.3) and the definitions of Λ({λjaj}j) and ‖f‖Tϕ(Rn+1+ ), implies that
f ∈ Tϕ(Rn+1+ ) and ‖f‖Tϕ(Rn+1+ ) . Λ({λjaj}j).
Conversely, let f ∈ Tϕ(Rn+1+ ). For any k ∈ Z, let
Ok :=
{
x ∈ Rn : A(f)(x) > 2k
}
and Fk := O
∁
k. Since f ∈ Tϕ(Rn+1+ ), for each k, Ok is an open set of Rn and |Ok| <∞.
Let γ ∈ (0, 1) be as in Lemma 3.3. In what follows, we simplify notations and write
(Fk)
∗
γ and (Ok)
∗
γ as F
∗
k and O
∗
k, respectively. We claim that supp f ⊂ (∪k∈ZÔ∗k ∪ E),
where E ⊂ Rn+1+ satisfies that
∫
E
dy dt
t = 0. To see this, let (x, t) ∈ Rn+1+ be a Lebesgue
point of f and (x, t) 6∈ ∪k∈ZÔ∗k. Then, by (x, t) 6∈ ∪k∈ZÔ∗k, we know that there exists a
sequence {yk}k∈Z of points such that {yk}k∈Z ⊂ B(x, t) and, for each k, yk 6∈ O∗k, which,
together with (3.5), implies that, for each k ∈ Z, M(χOk)(yk) ≤ 1 − γ. From this, we
further deduce that |B(x, t) ∩Ok| ≤ (1− γ)|B(x, t)| and hence
|B(x, t) ∩ {z ∈ Rn : A(f)(z) ≤ 2k}| ≥ γ|B(x, t)|.
Letting k → −∞, we then see that |B(x, t) ∩ {z ∈ Rn : A(f)(z) = 0}| ≥ γ|B(x, t)|.
Therefore, since γ ∈ (0, 1), it follows that there exists y ∈ B(x, t) such that A(f)(y) = 0.
By this and the definition of A(f), we see that f = 0 almost everywhere in Γ(y), which,
together with Lebesgue’s differentiation theorem, implies that f(x, t) = 0. From this and
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the fact that almost every (x, t) ∈ Rn+1+ is a Lebesgue point of f , we infer that the claim
holds true.
Recall that O∗k, for each k ∈ Z, is open. Moreover, for each k ∈ Z, considering a Whitney
decomposition of the set O∗k, we obtain a set Ik of indices and a family {Qk, j}j∈Ik of closed
cubes with disjoint interiors such that
(i) ∪j∈IkQk,j = O∗k and, if i 6= j, then Q˚k,j ∩ Q˚k,i = ∅, where E˚ denotes the interior of
the set E;
(ii)
√
nℓ(Qk,j) ≤ dist (Qk,j, (O∗k)∁) ≤ 4
√
nℓ(Qk,j), where ℓ(Qk,j) denotes the side-length
of Qk,j and dist (Qk,j, (O
∗
k)
∁) := inf{d(u,w) : u ∈ Qk,j, w ∈ (O∗k)∁}.
Then for each j ∈ Ik, we let Bk,j be the ball with the center same as Qk,j and with the
radius 112
√
n-times ℓ(Qk,j). Let Ak,j := B̂k,j ∩ (Qk,j × (0,∞)) ∩ (Ô∗k \ Ô∗k+1),
ak,j := 2
−k‖χBk,j‖−1Lϕ(Rn)fχAk,j
and λk,j := 2
k‖χBk,j‖Lϕ(Rn). Notice that {(Qk,j × (0,∞)) ∩ (Ô∗k \ Ô∗k+1)} ⊂ B̂k,j. From
this, we deduce that
(3.6) f =
∑
k∈Z
∑
j∈Ik
λk,jak,j
almost everywhere on Rn+1+ .
We first show that, for each k ∈ Z and j ∈ Ik, ak,j is a (ϕ, ∞)-atom supported in B̂k,j.
Let p ∈ (1,∞), p′ be its conjugate index, and h ∈ T p′2 (Rn+1+ ) with ‖h‖T p′2 (Rn+1+ ) ≤ 1. Since
Ak,j ⊂ (Ô∗k+1)∁ = F ∗k+1, by Lemma 3.3 and Ho¨lder’s inequality, we see that
|〈ak,j, h〉| :=
∣∣∣∣∣
∫
R
n+1
+
ak,j(y, t)χAk,j (y, t)h(y, t)
dy dt
t
∣∣∣∣∣
.
∫
Fk+1
∫
Γ(x)
|ak,j(y, t)h(y, t)|dy dt
tn+1
dx .
∫
(Ok+1)∁
A(ak,j)(x)A(h)(x) dx
. 2−k‖χBk,j‖−1Lϕ(Rn)
{∫
Bk,j∩(Ok+1)∁
[A(f)(x)]p dx
}1/p
‖h‖
T p
′
2 (R
n+1
+ )
. |Bk,j|1/p‖χBk,j‖−1Lϕ(Rn),
which, together with (T p2 (R
n+1
+ ))
∗ = T p
′
2 (R
n+1
+ ) (see [8, Theorem 2]), where (T
p
2 (R
n+1
+ ))
∗
denotes the dual space of T p2 (R
n+1
+ ) and 1/p + 1/p
′ = 1, implies that ‖ak,j‖T p2 (Rn+1+ ) .
|Bk,j|1/p‖χBk,j‖−1Lϕ(Rn). Thus, ak,j is a (ϕ, p)-atom supported in B̂k,j up to a harmless
constant for all p ∈ (1,∞) and hence a (ϕ,∞)-atom up to a harmless constant.
Since ϕ ∈ A∞(Rn), by Lemma 2.4(iv), we know that there exists p0 ∈ (q(ϕ),∞) such
that ϕ ∈ Ap0(Rn). From this and Lemma 2.4(v), it follows that, for any k ∈ Z and
t ∈ (0,∞),
ϕ (O∗k, t) .
1
(1− γ)p0
∫
O∗
k
[M(χOk)(x)]p0 ϕ(x, t) dx
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.
1
(1− γ)p0
∫
Rn
[χOk(x)]
p0 ϕ(x, t) dx ∼ ϕ (Ok, t) ,
which, together with Lemmas 2.4(vi) and 3.4, and the property (i) of {Qk,j}k∈Z, j∈Ik ,
implies that, for all λ ∈ (0,∞),∑
k∈Z
∑
j∈Ik
ϕ
(
Bk,j,
|λk,j|
λ‖χBk,j‖Lϕ(Rn)
)
(3.7)
.
∑
k∈Z
∑
j∈Ik
ϕ
(
Bk,j,
2k
λ
)
.
∑
k∈Z
∑
j∈Ik
ϕ
(
Qk,j,
2k
λ
)
.
∑
k∈Z
ϕ
(
O∗k,
2k
λ
)
.
∑
k∈Z
ϕ
(
Ok,
2k
λ
)
.
∫
Rn
ϕ
(
x,
A(f)(x)
λ
)
dx.
By this, we conclude that Λ({λk,jak,j}k∈Z, j) . ‖f‖Tϕ(Rn+1+ ), which completes the proof of
Theorem 3.2.
Remark 3.5. Let {ak,j}k∈Z, j∈Ik be as in (3.6). Then { supp (ak,j)}k∈Z, j∈Ik have pair-
wise disjoint interior and
∫
supp f\∪k∈Z, j∈Ik supp (ak,j)
dy dt
t = 0. Indeed, let {Ak,j}k∈Z, j∈Ik ,
{Qk,j}k∈Z, j∈Ik and {Ô∗k}k∈Z be as in the proof of Theorem 3.2. Then by the definition
of the set Ak,j, the fact that Q˚k,j ∩ Q˚k,j1 = ∅ for any k ∈ Z and j, j1 ∈ Ik with j 6= j1,
and the observation that (Ô∗k \ Ô∗k+1) ∩ (Ô∗k1 \ Ô∗k1+1) = ∅ for any k, k1 ∈ Z and k 6= k1,
we conclude that the collection of sets, {Ak,j}k∈Z, j∈Ik , are pairwise disjoint, up to sets
of measure zero. From this and the definitions of {ak,j}k∈Z, j∈Ik , we infer that this claim
holds true.
Corollary 3.6. Let p ∈ (0,∞) and ϕ be as in Definition 2.2. If f ∈ Tϕ(Rn+1+ )∩T p2 (Rn+1+ ),
then the decomposition (3.2) also holds in both Tϕ(R
n+1
+ ) and T
p
2 (R
n+1
+ ).
Proof. Let f ∈ Tϕ(Rn+1+ )∩T p2 (Rn+1+ ). We first show that (3.2) holds in Tϕ(Rn+1+ ). Assume
that, for each k and j, λk,j, ak,j and Bk,j are as in the proof of Theorem 3.2. By Lemma
3.1, we see that
(3.8)
∫
Rn
ϕ (x,A(λk,jak,j)(x)) dx . ϕ
(
Bk,j,
|λk,j|
‖χBk,j‖Lϕ(Rn)
)
,
Moreover, it was proved in Theorem 3.2 (see (3.7)) that∑
k∈Z
∑
j∈Ik
ϕ
(
Bk,j,
|λk,j|
‖χBk,j‖Lϕ(Rn)
)
.
∫
Rn
ϕ(x,A(f)(x)) dx <∞.
By this, (3.2), Lemma 2.3(i) and (3.8), we conclude that
∫
Rn
ϕ
x,A
f − ∑
|k|+j<N
λk,jak,j
 (x)
 dx
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.
∑
|k|+j≥N
∫
Rn
ϕ (x,A(λk,jak,j)(x)) dx .
∑
|k|+j≥N
ϕ
(
Bk,j,
|λk,j|
‖χBk,j‖Lϕ(Rn)
)
→ 0,
as N →∞. Therefore, (3.2) holds true in Tϕ(Rn+1+ ).
Moreover, similar to the proof of [15, Proposition 3.1], we know that (3.2) also holds
true in T p2 (R
n+1
+ ), which completes the proof of Corollary 3.6.
In what follows, let T cϕ(R
n+1
+ ) and T
p, c
2 (R
n+1
+ ) with p ∈ (0,∞) denote, respectively, the
sets of all functions in Tϕ(R
n+1
+ ) and T
p
2 (R
n+1
+ ) with compact support.
Proposition 3.7. Let ϕ be as in Definition 2.2. Then T cϕ(R
n+1
+ ) ⊂ T 2, c2 (Rn+1+ ) as sets.
Proof. It is well known that, for all p ∈ (0,∞), T p, c2 (Rn+1+ ) ⊂ T 2, c2 (Rn+1+ ) as sets (see,
for example, [8, p. 306, (1.3)]). Thus, to prove T cϕ(R
n+1
+ ) ⊂ T 2, c2 (Rn+1+ ), it suffices to
show that T cϕ(R
n+1
+ ) ⊂ T p, c2 (Rn+1+ ) for some p ∈ (0,∞). Suppose that f ∈ T cϕ(Rn+1+ ) and
supp (f) ⊂ K, where K is a compact set in Rn+1+ . Let B be a ball in Rn such that K ⊂ B̂.
Then supp (A(f)) ⊂ B̂. Let p0 ∈ (0, i(ϕ)) and q0 ∈ (q(ϕ),∞). Then ϕ is of uniformly
lower type p0 and ϕ ∈ Aq0(Rn). From this, Ho¨lder’s inequality, (2.2) and the uniformly
lower type p0 property of ϕ, we deduce that∫
Rn
[A(f)(x)]p0/q0 dx
≤
{∫
B
[A(f)(x)]p0ϕ(x, 1) dx
}1/q0 {∫
B
[ϕ(x, 1)]−q
′
0/q0 dx
}1/q′0
.
|B|
[ϕ(B, 1)]1/q0
{∫
{x∈B: A(f)(x)≤1}
[A(f)(x)]p0ϕ(x, 1) dx +
∫
{x∈B: A(f)(x)>1}
· · ·
}1/q0
.
|B|
[ϕ(B, 1)]1/q0
{
ϕ(B, 1) +
∫
B
ϕ(x,A(f)(x)) dx
}1/q0
<∞,
where 1/q0+1/q
′
0 = 1, which implies that f ∈ T p0/q0, c2 (Rn+1+ ) ⊂ T 2, c2 (Rn+1+ ). This finishes
the proof of Proposition 3.7.
4 Lusin area function and molecular characterizations
of Hϕ(R
n)
In this section, we first recall the Musielak-Orlicz Hardy space Hϕ(R
n) introduced by
Ky [17]. Then we establish two equivalent characterizations of Hϕ(R
n) in terms of the
molecule and the Lusin area function. We begin with some notion and notations.
In what follows, we denote by S(Rn) the space of all Schwartz functions and by S ′(Rn)
its dual space (namely, the space of all tempered distributions). For m ∈ N, define
Sm(Rn) :=
{
φ ∈ S(Rn) : sup
x∈Rn
sup
β∈Zn+, |β|≤m+1
(1 + |x|)(m+2)(n+1) |∂βxφ(x)| ≤ 1
}
.
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Then for all f ∈ S ′(Rn), the non-tangential grand maximal function f∗m of f is defined by
setting, for all x ∈ Rn,
f∗m(x) := sup
φ∈Sm(Rn)
sup
|y−x|<t, t∈(0,∞)
|f ∗ φt(y)|,
where, for all t ∈ (0,∞), φt(·) := t−nφ( ·t). When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ)
and i(ϕ) are, respectively, as in (2.3) and (2.1), we denote f∗m(ϕ) simply by f
∗.
Now we recall the definition of the Musielak-Orlicz Hardy Hϕ(R
n) introduced by Ky
[17] as follows.
Definition 4.1. Let ϕ be as in Definition 2.2. The Musielak-Orlicz Hardy space Hϕ(R
n)
is defined as the space of all f ∈ S ′(Rn) such that f∗ ∈ Lϕ(Rn) with the quasi-norm
‖f‖Hϕ(Rn) := ‖f∗‖Lϕ(Rn).
Definition 4.2. Let ϕ be as in Definition 2.2. Assume that φ ∈ S(Rn) is a radial
real-valued function satisfying that, for all γ ∈ Zn+ and |γ| ≤ s, where s ∈ Z+ and
s ≥ ⌊n[q(ϕ)/i(ϕ) − 1]⌋,
(4.1)
∫
Rn
φ(x)xγ dx = 0
and, for all ξ ∈ Rn \ {0},
(4.2)
∫ ∞
0
|φ̂(tξ)|2 dt
t
= 1,
where φ̂ denotes the Fourier transform of φ.
Then for all f ∈ S ′(Rn) and x ∈ Rn, define
S(f)(x) :=
{∫
Γ(x)
|φt ∗ f(y)|2 dy dt
tn+1
}1/2
.
It is known that the Lusin area function S is bounded on Lp(Rn) for all p ∈ (1,∞) (see,
for example, [10, Theorem 7.8]).
Now we introduce the Musielak-Orlicz Hardy space Hϕ,S(R
n) via the Lusin area func-
tion as follows.
Definition 4.3. Let ϕ be as in Definition 2.2. TheMusielak-Orlicz Hardy space Hϕ,S(R
n)
is defined as the space of all f ∈ S ′(Rn) such that S(f) ∈ Lϕ(Rn) with the quasi-norm
‖f‖Hϕ,S(Rn) := ‖S(f)‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
S(f)(x)
λ
)
dx ≤ 1
}
.
To introduce the molecular Musielak-Orlicz Hardy space, we first introduce the notion
of the molecule associated with the growth function ϕ.
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Definition 4.4. Let ϕ be as in Definition 2.2, q ∈ (1,∞), s ∈ Z+ and ε ∈ (0,∞). We say
that a function α ∈ Lq(Rn) is a (ϕ, q, s, ε)-molecule associated with the ball B if
(i) for each j ∈ Z+, ‖α‖Lq(Uj(B)) ≤ 2−jε|2jB|1/q‖χB‖−1Lϕ(Rn), where U0(B) := B and
Uj(B) := 2
jB \ 2j−1B for j ∈ N;
(ii) for all β ∈ Zn+ with |β| ≤ s,
∫
Rn
α(x)xβ dx = 0.
Moreover, if α is a (ϕ, q, s, ε)-molecule for all q ∈ (1,∞), we then say that α is a (ϕ,∞, s, ε)-
molecule.
Definition 4.5. Let ϕ be as in Definition 2.2, p, q ∈ (1,∞), s ∈ Z+ and ε ∈ (0,∞). The
molecular Musielak-Orlicz Hardy space Hq,s,εϕ,mol(R
n) is defined as the space of all f ∈ S ′(Rn)
satisfying that f =
∑
j λjαj in S ′(Rn), where {λj} ⊂ C, {αj}j is a sequence of (ϕ, q, s, ε)-
molecules and
∑
j ϕ(Bj , ‖χBj‖−1Lϕ(Rn)) <∞, where, for each j, the molecule αj is associated
with the ball Bj. Moreover, define ‖f‖Hq,s,ε
ϕ,mol(R
n) := inf{Λ({λjαj}j∈N)}, where the infimum
is taken over all decompositions of f as above and
Λ
(
{λjαj}j∈N
)
:= inf
λ ∈ (0,∞) : ∑
j∈N
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 .
Definition 4.6. Let φ be as in Definition 4.2. For all f ∈ T p, c2 (Rn+1+ ) with p ∈ (1,∞)
and x ∈ Rn, define
(4.3) πφ(f)(x) :=
∫ ∞
0
(f(·, t) ∗ φt) (x) dt
t
.
It was proved in [8] that πφ(f) ∈ L2(Rn) for such an f . Moreover, we have the following
properties for the operator πφ.
Proposition 4.7. Let πφ be as in (4.3) and ϕ as in Definition 2.2. Then
(i) the operator πφ, initially defined on the space T
p, c
2 (R
n+1
+ ) with p ∈ (1,∞), extends
to a bounded linear operator from T p2 (R
n+1
+ ) to L
p(Rn);
(ii) the operator πφ, initially defined on the space T
c
ϕ(R
n+1
+ ), extends to a bounded linear
operator from Tϕ(R
n+1
+ ) to Hϕ,S(R
n).
To prove Proposition 4.7(ii), we need the following lemma.
Lemma 4.8. Let πφ and s be respectively as in (4.3) and Definition 4.3. Then for any
ǫ ∈ (0,∞) and any (ϕ,∞)-atom a with supp (a) ⊂ B̂ and B being a ball, πφ(a) is a
harmless constant multiple of a (ϕ,∞, s, n + ǫ)-molecule associated with the ball B.
Proof. Let a be a (ϕ,∞)-atom supported in the ball B := B(xB , rB) and q ∈ (1,∞). Since,
for any q ∈ (1, 2) and ǫ ∈ (0,∞), each (ϕ, 2, s, n + ǫ)-molecule is also a (ϕ, q, s, n + ǫ)-
molecule, to prove this lemma, it suffices to show that, for any ǫ ∈ (0,∞), α := πφ(a) is a
harmless constant multiple of a (ϕ, q, s, n + ǫ)-molecule associated with B for q ∈ [2,∞).
Let q ∈ [2,∞). When j ∈ {0, . . . , 4}, by the fact that πφ is bounded from T q2 (Rn+1+ ) to
Lq(Rn) (see Proposition 4.7(i)), we know that
‖α‖Lq(Uj(B)) = ‖πφ(a)‖Lq(Uj(B)) . ‖a‖T q2 (Rn+1+ ) . |B|
1/q‖χB‖−1Lϕ(Rn).(4.4)
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When j ∈ N and j ≥ 4, take h ∈ Lq′(Rn) satisfying ‖h‖Lq′ (Rn) ≤ 1 and supp (h) ⊂
Uj(B). Then from Ho¨lder’s inequality and q
′ ∈ (1, 2], we infer that
|〈πφ(a), h〉| ≤
∫
B
∫ rB
0
|a(x, t)||φt ∗ h(x)| dx dt
t
(4.5)
. ‖A(a)‖Lq(Rn)
∥∥A (χB̂φt ∗ h)∥∥Lq′(Rn)
. ‖a‖T q2 (Rn+1+ )|B|
1/q′−1/2
{∫
B̂
|φt ∗ h(x)|2 dx dt
t
}1/2
.
Let ǫ ∈ (0,∞). Then by this, φ ∈ S(Rn), Ho¨lder’s inequality and the fact that, for any
x ∈ B and y ∈ Uj(B), |x− y| & 2j−1rB , we conclude that, for all x ∈ B,
|φt ∗ h(x)| .
∫
Rn
tǫ
(t+ |x− y|)n+ǫ |h(y)| dy
.
tǫ
(2jrB)n+ǫ
‖h‖Lq′ (Rn)|2jB|1/q .
tǫ
(2jrB)n/q
′+ǫ
,
which, together with (4.5), implies that
|〈πφ(a), h〉| . 2−j(n+ǫ)|2jB|1/q‖χB‖−1Lϕ(Rn).
From this and the choice of h, we deduce that, for each j ∈ N and j ≥ 4,
‖αj‖Lq(Uj(B)) = ‖πφ(a)‖Lq(Uj(B)) . 2−j(n+ǫ)|2jB|1/q‖χB‖−1Lϕ(Rn).(4.6)
Moreover, by (4.1), we know that, for all γ ∈ Zn+ with |γ| ≤ s,∫
Rn
πφ(a)(x)x
γ dx =
∫ ∞
0
{∫
Rn
∫
Rn
φt(x− y)xγ dx
}
a(y, t)
dy dt
t
= 0,
which, together with (4.4) and (4.6), implies that α is a harmless constant multiple of a
(ϕ, q, s, n + ǫ)-molecule associated with B. This finishes the proof of Lemma 4.8.
Now we prove Proposition 4.7 by using Proposition 3.7, Corollary 3.6 and Lemma 4.8.
Proof of Proposition 4.7. The conclusion (i) is just [8, Theorem 6(1)].
Now we prove (ii). Let f ∈ T cϕ(Rn+1+ ). Then by Proposition 3.7, Corollary 3.6 and (i),
we know that
πφ(f) =
∑
j
λjπφ(aj) =:
∑
j
λjαj in L
2(Rn),
where the sequences {λj}j and {aj}j satisfy (3.2) and (3.4). Recall that, for each j,
supp (aj) ⊂ B̂j and Bj is a ball of Rn. Moreover, from Minkowski’s inequality for integrals,
we deduce that, for all x ∈ Rn, S(πφ(f))(x) ≤
∑
j |λj |S(αj)(x). This, combined with
Lemma 2.3(i), yields that
(4.7)
∫
Rn
ϕ(x, S(πφ(f))(x)) dx .
∑
j
∫
Rn
ϕ(x, |λj |S(αj)(x)) dx.
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By Lemma 4.8 with ǫ ∈ (n[q(ϕ)/i(ϕ) − 1],∞), we see that, for each j, αj := πφ(aj) is
a harmless constant multiple of a (ϕ,∞, s, n+ ǫ)-molecule associated with the ball Bj for
each j, where s is as in Definition 4.2.
By ǫ > n[q(ϕ)/i(ϕ) − 1] and s ≥ ⌊n[q(ϕ)/i(ϕ) − 1]⌋, we know that there exist p0 ∈
(0, i(ϕ)) and q0 ∈ (q(ϕ),∞) such that ǫ > n(q0/p0 − 1) and s + 1 > n(q0/p0 − 1). Then
ϕ ∈ Aq0(Rn) and ϕ is of uniformly lower type p0. Let ǫ˜ := n+ ǫ and q ∈ [2,∞) satisfying
q′ < r(ϕ). Then ϕ ∈ RHq′(Rn). We now claim that, for any λ ∈ C and (ϕ, q, s, ǫ˜)-molecule
α associated with the ball B ⊂ Rn, it holds that
(4.8)
∫
Rn
ϕ(x, S(λα)(x)) dx . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
Assuming that (4.8) holds for a moment, then from (4.8), the facts that, for all λ ∈
(0,∞), S(πφ(f/λ)) = S(πφ(f))/λ, πφ(f/λ) =
∑
j λjαj/λ and S(πφ(f)) ≤
∑
j |λj |S(αj),
it follows that, for all λ ∈ (0,∞),∫
Rn
ϕ
(
x,
S(πφ(f))(x)
λ
)
dx .
∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(Rn)
)
,
which, together with (3.4), implies that πφ(f) ∈ Hϕ,S(Rn) and
‖πφ(f)‖Hϕ,S (Rn) . Λ({λjαj}j) . ‖f‖Tϕ(Rn+1+ )
and hence completes the proof of (ii).
Now we prove (4.8). For any x ∈ Rn, by Ho¨lder’s inequality, the moment condition of
α and the Taylor remainder theorem, we see that
S(α)(x) ≤
{∫ rB
0
∫
B(x,t)
|φt ∗ α(y)|2 dy dt
tn+1
}1/2
(4.9)
+
{∫ ∞
rB
∫
B(x,t)
[∫
Rn
1
tn
{
φ
(
y − z
t
)
− P sφ
(
y − z
t
)}
α(z) dz
]2 dy dt
tn+1
}1/2
≤
∞∑
j=0
{∫ rB
0
∫
B(x,t)
∣∣∣φt ∗ (αχUj(B)) (y)∣∣∣2 dy dttn+1
}1/2
+
∞∑
j=0
∑
γ∈Zn+, |γ|=s+1
{∫ ∞
rB
∫
B(x,t)
[∫
Rn
1
tn
×
∣∣∣∣(∂γxφ)(θ(y − z) + (1− θ)(y − xB)t
)∣∣∣∣ ∣∣∣∣z − xBt
∣∣∣∣s+1
×
∣∣∣(αχUj(B)) (z)∣∣∣ dz
]2
dy dt
tn+1
}1/2
=:
∞∑
j=0
[Ej(x) + Fj(x)] ,
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where P sφ denotes the Taylor expansion of φ about (y−xB)/t with degree s and θ ∈ (0, 1).
For any j ∈ Z+, let Bj := 2jB. Then from (4.9), the nondecreasing property of ϕ(x, t) in
t and Lemma 2.3(i), we infer that∫
Rn
ϕ(x, S(λα)(x)) dx(4.10)
.
∫
Rn
ϕ
x, |λ| ∞∑
j=0
[Ej(x) + Fj(x)]
 dx
.
∞∑
j=0
{∫
Rn
ϕ (x, |λ|Ej(x)) dx+
∫
Rn
ϕ (x, |λ|Fj(x)) dx
}
.
∞∑
j=0
∞∑
i=0
{∫
Ui(Bj )
ϕ(x, |λ|Ej(x)) dx+
∫
Ui(Bj)
ϕ(x, |λ|Fj(x)) dx
}
=:
∞∑
j=0
∞∑
i=0
(Ei,j + Fi,j).
When i ∈ {0, . . . , 4}, by the uniformly upper type 1 and lower type p0 properties of ϕ,
we see that
Ei,j . ‖χB‖Lϕ(Rn)
∫
Ui(Bj)
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
)
S
(
χUj(B)α
)
(x) dx(4.11)
+‖χB‖p0Lϕ(Rn)
∫
Ui(Bj)
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
) [
S
(
χUj(B)α
)
(x)
]p0
dx
=: Gi,j +Hi,j.
Now we estimate Gi,j . From Ho¨lder’s inequality, the L
q(Rn)-boundedness of S, ϕ ∈
RHq′(R
n) and Lemma 2.4(vi), we deduce that
Gi,j . ‖χB‖Lϕ(Rn)
{∫
Ui(Bj)
[
S
(
χUj(B)α
)
(x)
]q
dx
}1/q
(4.12)
×
{∫
Ui(Bj)
[
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
)]q′
dx
}1/q′
. ‖χB‖Lϕ(Rn)‖α‖Lq(Uj(B))|2i+jB|−1/qϕ
(
2i+jB, |λ|‖χB‖−1Lϕ(Rn)
)
. 2−j[(n+ǫ)−nq0]ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.
For Hi,j, by Ho¨lder’s inequality, the L
q(Rn)-boundedness of S and the fact that ϕ ∈
RHq′(R
n) ⊂ RH(q/p0)′(Rn), we see that
Hi,j . ‖χB‖p0Lϕ(Rn)
{∫
Ui(Bj)
[
S
(
χUj(B)α
)
(x)
]q
dx
}p0/q
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×
{∫
Ui(Bj)
[
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
)](q/p0)′
dx
}1/(q/p0)′
. ‖χB‖p0Lϕ(Rn)‖α‖p0Lq(Uj(B))|2
i+jB|−p0/qϕ
(
2i+jB, |λ|‖χB‖−1Lϕ(Rn)
)
. 2−j[(n+ǫ)p0−nq0]ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
,
which, together with (4.11) and (4.12), implies that, for each j ∈ Z+ and i ∈ {0, . . . , 4},
Ei,j . 2
−j[(n+ǫ)p0−nq0]ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.(4.13)
When i ∈ N and i ≥ 4, by the uniformly upper type 1 and lower type p0 properties of
ϕ, we conclude that
Ei,j . ‖χB‖Lϕ(Rn)
∫
Ui(Bj)
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
)
Ej(x) dx(4.14)
+‖χB‖p0Lϕ(Rn)
∫
Ui(Bj)
ϕ
(
x, |λ|‖χB‖−1Lϕ(Rn)
)
[Ej(x)]
p0 dx =: Ki,j + Ji,j.
For any given x ∈ Ui(Bj) and y ∈ B(x, t) with t ∈ (0, rB ], we see that, for any
z ∈ Uj(B), |y− z| & 2i+jrB. Then from φ ∈ S(Rn) and Ho¨lder’s inequality, it follows that∣∣∣φt ∗ (αχUj(B)) (y)∣∣∣ . ∫
Uj(B)
tǫ
(1 + |y − z|)n+ǫ |α(z)| dz
.
tǫ
(2i+jrB)n+ǫ
‖α‖Lq(Uj(B))|Uj(B)|1/q
′
,
which implies that, for all x ∈ Ui(Bj),
Ej(x) .
rǫB‖α‖Lq(Uj(B))|Uj(B)|1/q
′
(2i+jrB)n+ǫ
. 2−i(n+ǫ)2−j(ǫ+ǫ˜)‖χB‖−1Lϕ(Rn).(4.15)
By this, Ho¨lder’s inequality and Lemma 2.4(vi), we see that
Ki,j . 2
−i(n+ǫ)2−j(ǫ+ǫ˜)ϕ
(
2i+jB, |λ|‖χB‖−1Lϕ(Rn)
)
(4.16)
. 2−i(n+ǫ−nq0)2−j(ǫ+ǫ˜−nq0)ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.
Now we estimate Ji,j. From (4.15) and Lemma 2.4(vi), it follows that
Ji,j . 2
−ip0(n+ǫ−nq0/p0)2−jp0(ǫ+ǫ˜−nq0/p0)ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.(4.17)
By (4.14), (4.16) and (4.17), we know that, when i ∈ N with i ≥ 4 and j ∈ Z+,
Ei,j . 2
−ip0(n+ǫ−nq0/p0)2−jp0(ǫ+ǫ˜−nq0/p0)ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.(4.18)
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Now we deal with Fi,j. When i ∈ {0, . . . , 4}, similar to the proof of (4.13), we see that
Fi,j . 2
−j[(n+ǫ)p0−nq0]ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.(4.19)
When i ∈ N and i ≥ 4 and j ∈ Z+, for any x ∈ Ui(Bj), y ∈ B(x, t) with t ∈ [rB , 2i+j−2rB)
and z ∈ Uj(B), we know that |z−xB | < 2jrB and |y−z| ≥ |x−z|−|x−y| ≥ 2i+j−1rB−t >
2i+j−3rB. From these, we deduce that
|θ(y − z) + (1− θ)(y − xB)| = |(y − z)− (1− θ)(z − xB)| > 2i+j−4rB.
Thus, by this and (4.1), together with Ho¨lder’s inequality, we know that, for all γ ∈ Zn+
with |γ| = s+ 1,∫ 2i+j−2rB
rB
∫
B(x,t)
g(y, t)
dy dt
tn+1
(4.20)
.
∫ 2i+j−2rB
rB
∫
B(x,t)
{∫
Uj(B)
tn+s+1+ǫ
(2i+j−4rB)n+1+s+ǫ
|z − xB |s+1|(αχUj(B))(z)| dz
}2
× dy dt
t2(n+s+1)+n+1
. (2i+jrB)
−2(n+s+1+ǫ)(2jrB)
2(s+1)‖α‖2L1(Uj(B))
∫ 2i+j−2rB
rB
t2ǫ−1 dt
. (2i+jrB)
−2(n+s+1)(2jrB)
2(s+1)‖α‖2Lq(Uj(B))|Uj(B)|2/q
′
. 2−2i(n+1+s)2−2jǫ˜‖χB‖−2Lϕ(Rn),
where
g(y, t) :=
{∫
Rn
1
tn
∣∣∣∣(∂γxφ)(θ(y − z) + (1− θ)(y − xB)t
)∣∣∣∣
×
∣∣∣∣z − xBt
∣∣∣∣s+1 ∣∣∣(αχUj(B)) (z)∣∣∣ dz
}2
.
Moreover, when t ∈ [2i+j−2rB ,∞), by φ ∈ S(Rn) and Ho¨lder’s inequality, we see that, for
all γ ∈ Zn+ with |γ| = s+ 1,∫ ∞
2i+j−2rB
∫
B(x,t)
g(y, t)
dy dt
tn+1
. (2jrB)
2(s+1)‖α‖2L1(Uj(B))
∫ ∞
2i+j−2rB
t−2(n+s+1)−1 dt
. (2jrB)
2(s+1)(2i+j−2rB)
−2(n+s+1)‖α‖2Lq(Uj(B))|Uj(B)|2/q
′
. 2−2i(n+s+1)2−2jǫ˜‖χB‖−2Lϕ(Rn),
which, together with (4.20), implies that, for all x ∈ Ui(Bj),
Fj(x) . 2
−i(n+s+1)2−jǫ˜‖χB‖−1Lϕ(Rn).(4.21)
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Then from (4.21), the uniformly lower type p0 property of ϕ and Lemma 2.4(vi), it follows
that, for each i ∈ N with i ≥ 4 and j ∈ Z+,
Fi,j .
∫
Ui(Bj)
ϕ
(
x, 2−i(n+s+1)2−jǫ˜|λ|‖χB‖−1Lϕ(Rn)
)
dx(4.22)
. 2−i(n+s+1)p02−jǫ˜p0ϕ
(
2i+jB, |λ|‖χB‖−1Lϕ(Rn)
)
. 2−ip0(n+s+1−nq0/p0)2−jp0(ǫ˜−nq0/p0)ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.
Thus, by (4.10), (4.13), (4.18), (4.19), (4.22), ǫ > n(q0/p0 − 1) and n+1+ s > nq0/p0,
we conclude that ∫
Rn
ϕ (x, |λ|S(α)(x)) dx . ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
,
which implies that (4.8) holds, and hence completes the proof of Proposition 4.7.
Recall that one says that f ∈ S ′(Rn) vanishes weakly at infinity, if for every ψ ∈ S(Rn),
f ∗ ψt → 0 in S ′(Rn) as t→∞ (see, for example, [10, p. 50]). Then we have the following
proposition for Hϕ,S(R
n).
Proposition 4.9. Let ϕ be as in Definition 2.2, q ∈ (1,∞), s be as in Definition 4.1
and ǫ ∈ (nq(ϕ)/i(ϕ),∞), where q(ϕ) and i(ϕ) are respectively as in (2.3) and (2.1).
Assume that f ∈ Hϕ,S(Rn) vanishes weakly at infinity. Then there exist {λj}j ⊂ C and
a sequence {αj}j of (ϕ, q, s, ǫ)-molecules such that f =
∑
j λjαj in both S ′(Rn) and
Hϕ,S(R
n). Moreover, there exists a positive constant C, independent of f , such that
Λ({λjαj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 ≤ C‖f‖Hϕ,S(Rn),
where, for each j, αj associates with the ball Bj .
Proof. By the assumptions of φ in Definition 4.3, f ∈ S ′(Rn) vanishing weakly at infinity,
and [10, Theorem 1.64], we know that
f =
∫ ∞
0
φt ∗ φt ∗ f dt
t
in S ′(Rn).(4.23)
Thus, f = πφ(φt ∗f) in S ′(Rn). Moreover, from f ∈ Hϕ,S(Rn) and Definition 4.3, we infer
that φt ∗ f ∈ Tϕ(Rn+1+ ), which, together with Theorem 3.2, implies that φt ∗ f =
∑
j λjaj
almost everywhere, where {λj}j and {aj}j are as in (3.2). For any ψ ∈ S(Rn), by using
[12, Theorem 2.3.20], we know that, for any ǫ, R ∈ (0,∞) with ǫ < R,∫ R
ǫ
∫
Rn
|φt ∗ φt ∗ f(x)ψ(x)| dx dt
t
<∞.
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From this, (4.23), φt ∗ f =
∑
j λjaj and the fact that the collection of sets { supp (aj)}j
are pairwise disjoint, up to sets of measure zero (see Remark 3.5), we infer that
〈f, ψ〉 = lim
R→∞, ǫ→0
〈∫ R
ǫ
φt ∗ φt ∗ f dt
t
, ψ
〉
= lim
R→∞, ǫ→0
∫ R
ǫ
〈φt ∗ φt ∗ f, ψ〉 dt
t
(4.24)
=
∫ ∞
0
〈φt ∗ f, φt ∗ ψ〉 dt
t
=
∫ ∞
0
∫
Rn
∑
j
λjaj(x, t)
φt ∗ ψ(x) dx dt
t
=
∑
j
λj
∫ ∞
0
∫
Rn
aj(x, t)φt ∗ ψ(x) dx dt
t
.
Moreover, by using Ho¨lder’s inequality and Proposition 4.7(i), similar to the proof of (4.5),
we see that, for any ψ ∈ S(Rn), ∫∞0 ∫Rn |aj(x, t)φt ∗ ψ(x)| dx dtt <∞, which, together with
(4.24), implies that, for any ψ ∈ S(Rn),
〈f, ψ〉 =
∑
j
λj
∫
Rn
πφ(aj)(x)ψ(x) dx.
Thus, f =
∑
j λjπψ(aj) in S ′(Rn). Applying Theorem 3.2, Corollary 3.6 and Proposition
4.7(ii) to φt ∗ f , we further conclude that
f = πφ(φt ∗ f) =
∑
j
λjπφ(aj) =:
∑
j
λjαj in both S ′(Rn) and Hϕ,S(Rn)
and Λ({λjαj}j) . ‖φt ∗ f‖Tϕ(Rn+1+ ) ∼ ‖f‖Hϕ,S(Rn). Furthermore, by Lemma 4.8, we know
that, for each j, αj is a harmless constant multiple of a (ϕ, q, s, n + ǫ˜)-molecule with
ǫ˜ > n[q(ϕ)/i(ϕ) − 1]. Letting ǫ := n + ǫ˜, we then obtain the desired conclusion, which
completes the proof of Proposition 4.9.
To establish the molecular and the Lusin area function characterizations of Hϕ(R
n),
we need the atomic characterization of Hϕ(R
n) obtained by Ky [17]. We begin with some
notions.
Definition 4.10. Let ϕ be as in Definition 2.2.
(I) For each ball B ⊂ Rn, the space Lqϕ(B) with q ∈ [1,∞] is defined as the set of all
measurable functions f on Rn supported in B such that
‖f‖Lqϕ(B) :=
 supt∈(0,∞)
[
1
ϕ(B, t)
∫
Rn
|f(x)|qϕ(x, t) dx
]1/q
<∞, q ∈ [1,∞),
‖f‖L∞(B) <∞, q =∞.
(II) We say that a triplet (ϕ, q, s) is admissible, if q ∈ (q(ϕ),∞] and s ∈ Z+ satisfying
that s ≥ ⌊n[ q(ϕ)i(ϕ) − 1]⌋. We say that a measurable function a on Rn is a (ϕ, q, s)-atom, if
there exists a ball B ⊂ Rn such that
(i) supp (a) ⊂ B;
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(ii) ‖a‖Lqϕ(B) ≤ ‖χB‖−1Lϕ(Rn);
(iii)
∫
Rn
a(x)xα dx = 0 for all α ∈ Zn+ with |α| ≤ s.
(III) The atomic Musielak-Orlicz Hardy space, Hϕ, q, s(Rn), is defined as the space of
all f ∈ S ′(Rn) satisfying that f =∑j bj in S ′(Rn), where {bj}j is a sequence of multiples
of (ϕ, q, s)-atoms with supp (bj) ⊂ Bj and
∑
j ϕ(Bj , ‖bj‖Lqϕ(Bj)) <∞. Moreover, letting
Λq({bj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj,
‖bj‖Lqϕ(Bj)
λ
)
≤ 1
 ,
the quasi-norm of f ∈ Hϕ, q, s(Rn) is defined by ‖f‖Hϕ, q, s(Rn) := inf {Λq({bj}j)}, where
the infimum is taken over all the decompositions of f as above.
Remark 4.11. Let (ϕ,∞, s) be admissible. For any ǫ ∈ (0,∞) and q ∈ (1,∞), by Defi-
nitions 4.10 and 4.4, we see that any (ϕ,∞, s)-atom supported in a ball B is a (ϕ, q, s, ǫ)-
molecule associated with the same ball B.
The following lemma is just [17, Theorem 3.1].
Lemma 4.12. Let ϕ be as in Definition 2.2 and (ϕ, q, s) admissible. Then Hϕ(R
n) =
Hϕ, q, s(Rn) with equivalent norms.
Now we state the main theorem of this section as follows.
Theorem 4.13. Let ϕ be as in Definition 2.2. Assume that s ∈ Z+ is as in Definition
4.2, ε ∈ (max{n+ s, nq(ϕ)/i(ϕ)},∞) and q ∈ (q(ϕ)[r(ϕ)]′,∞), where q(ϕ), i(ϕ) and r(ϕ)
are, respectively, as in (2.3), (2.1) and (2.4). Then the following are equivalent:
(i) f ∈ Hϕ(Rn);
(ii) f ∈ Hq,s,εϕ,mol(Rn);
(iii) f ∈ Hϕ,S(Rn) and f vanishes weakly at infinity.
Moreover, for all f ∈ Hϕ(Rn), ‖f‖Hϕ(Rn) ∼ ‖f‖Hq,s,εϕ,mol(Rn) ∼ ‖f‖Hϕ,S(Rn), where the
implicit positive constants are independent of f .
To prove Theorem 4.13, we need the following lemma.
Lemma 4.14. Let ϕ be as in Definition 2.2. If f ∈ Hϕ(Rn), then f vanishes weakly at
infinity.
Proof. Observe that, for any f ∈ Hϕ(Rn), φ ∈ S(Rn), x ∈ Rn, t ∈ (0,∞) and y ∈ B(x, t),
it holds that |f ∗ φt(x)| . f∗(y), where f∗ is as in Definition 4.1. Hence, since, for any
p ∈ (0, i(ϕ)), ϕ is of uniformly lower type p, then by the uniformly lower type p and upper
type 1 properties of ϕ and Lemma 2.3(iii), we conclude that, for all x ∈ Rn,
min{|f ∗ φt(x)|p, |f ∗ φt(x)|} . [ϕ(B(x, t), 1)]−1
∫
B(x,t)
ϕ(y, 1)min{[f∗(y)]p, f∗(y)} dy
. [ϕ(B(x, t), 1)]−1
∫
B(x,t)
ϕ(y, f∗(y)) dy
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. [ϕ(B(x, t), 1)]−1 max{‖f‖pHϕ(Rn), ‖f‖Hϕ(Rn)} → 0,
as t → ∞. That is, f vanishes weakly at infinity, which completes the proof of Lemma
4.14.
Now we prove Theorem 4.13 by using Proposition 4.9, and Lemmas 4.12 and 4.14.
Proof of Theorem 4.13. The proof of Theorem 4.13 is divided into the following three
steps.
Step I. (i)⇒ (ii).
By Lemma 4.12, we see that Hϕ(R
n) = Hϕ,∞, s(Rn). Moreover, from the definitions
of Hq,s,εϕ,mol(R
n) and Hϕ,∞, s(Rn), together with Remark 4.11, we infer that Hϕ,∞, s(Rn) →֒
Hq,s,εϕ,mol(R
n). Thus, Hϕ(R
n) →֒ Hq,s,εϕ,mol(Rn), which completes the proof of Step I.
Step II. (ii)⇒ (i).
Let α be any fixed (ϕ, q, s, ε)-molecule associated with a ball B := B(xB, rB). We
now prove that α is an infinite linear combination of (ϕ, q˜, s)-atoms and (ϕ,∞, s)-atoms,
where q˜ is determined later such that (ϕ, q˜, s) is admissible. To this end, for all k ∈ Z+, let
αk := αχUk(B) and Pk be the linear vector space generated by the set {xαχUk(B)}|α|≤s of
polynomials. It is well known (see, for example, [32]) that there exists a unique polynomial
Pk ∈ Pk such that, for all multi-indices β with |β| ≤ s,∫
Rn
xβ [αk(x)− Pk(x)] dx = 0,(4.25)
where Pk is given by the following formula
Pk :=
∑
β∈Zn+, |β|≤s
{
1
|Uk(B)|
∫
Rn
xβ αk(x) dx
}
Qβ,k(4.26)
and Qβ,k is the unique polynomial in Pk satisfying that, for all multi-indices β with |β| ≤ s
and the dirac function δγ,β ,∫
Rn
xγ Qβ,k(x) dx = |Uk(B)| δγ,β .(4.27)
By the assumption q > q(ϕ)[r(ϕ)]′, we know that there exists q˜ ∈ (q(ϕ),∞) such that
q > q˜[r(ϕ)]′ and hence ϕ ∈ RH( q
q˜
)′(R
n). Now we prove that, for each k ∈ Z+, αk − Pk
is a harmless constant multiple of a (ϕ, q˜, s)-atom and
∑
k∈Z+
Pk can be divided into an
infinite linear combination of (ϕ, ∞, s)-atoms.
It was proved in [32, p. 83] that, for all k ∈ Z+,
sup
x∈Uk(B)
|Pk(x)| . 1|Uk(B)|‖αk‖L1(Rn),
which, together with Minkowski’s inequality, Ho¨lder’s inequality and Definition 4.4(i),
implies that
‖αk − Pk‖Lq(Rn) . ‖αk‖Lq(2kB) + ‖Pk‖Lq(2kB) . ‖αk‖Lq(Uk(B))(4.28)
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. 2−kε|2kB|1/q‖χB‖−1Lϕ(Rn).
From this, Ho¨lder’s inequality and ϕ ∈ RH( q
q˜
)′(R
n), it follows that{
1
ϕ(2kB, t)
∫
2kB
|αk(x)− Pk(x)|q˜ϕ(x, t) dx
}1/q˜
.
1
[ϕ(2kB, t)]1/q˜
‖αk − Pk‖Lq(2kB)
{∫
2kB
[ϕ(x, t)](
q
q˜
)′ dx
} 1
q˜(
q
q˜
)′
. 2−kε‖χB‖−1Lϕ(Rn),
which implies that there exists a positive constant C˜ such that, for all Z+,
‖αk − Pk‖Lϕ
q˜
(2kB) ≤ C˜2−kε‖χB‖−1Lϕ(Rn).(4.29)
For any k ∈ Z, let µk := C˜2−kε‖χ2kB‖Lϕ(Rn)/‖χB‖Lϕ(Rn) and
ak := 2
kε‖χB‖Lϕ(Rn)(αk − Pk)/(C˜‖χ2kB‖Lϕ(Rn)).
This, combined with (4.25), (4.29) and the fact that supp (αk − Pk) ⊂ 2kB, implies that,
for each k ∈ Z+, ak is a (ϕ, q˜, s)-atom and αk − Pk = µkak. Moreover, by Minkowski’s
inequality, (4.28) and ε > nq(ϕ)/i(ϕ) ≥ n, we see that∥∥∥∥∥∥
∑
k∈Z+
(αk − Pk)
∥∥∥∥∥∥
Lq(Rn)
≤
∑
k∈Z+
‖αk − Pk‖Lq(Rn)
.
∑
k∈Z+
2−k(ε−n/q)|B|1/q‖χB‖−1Lϕ(Rn) . |B|1/q‖χB‖−1Lϕ(Rn),
which, together with αk − Pk = µkak for any k ∈ Z+, implies that
(4.30)
∑
k∈Z+
(αk − Pk) =
∑
k∈Z+
µkak in L
q(Rn).
Moreover, for any j ∈ Z+ and ℓ ∈ Zn+, let
N jℓ :=
∞∑
k=j
|Uk(B)|〈αk, xℓ〉 :=
∞∑
k=j
∫
Uk(B)
αk(x)x
ℓ dx.
Then for any ℓ ∈ Zn+ with |ℓ| ≤ s, it holds that
N0ℓ =
∞∑
k=0
∫
Uk(B)
α(x)xℓ dx = 0.(4.31)
Therefore, by Ho¨lder’s inequality and the assumption ε ∈ (n + s,∞), together with Defi-
nition 4.4(i), we see that, for all j ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ s,
|N jℓ | ≤
∞∑
k=j
∫
Uk(B)
|αj(x)xℓ| dx ≤
∞∑
k=j
(2krB)
|ℓ||2kB|1/q′‖αk‖Lq(Uj(B))(4.32)
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≤
∞∑
k=j
2−k(ε−n−|ℓ|)|B|1+|ℓ|/n‖χB‖−1Lϕ(Rn) . 2−j(ε−n−|ℓ|)|B|1+|ℓ|/n‖χB‖−1Lϕ(Rn).
Furthermore, from (4.27) and the homogeneity, we deduce that, for all j ∈ Z+, β ∈ Zn+
with |β| ≤ s and x ∈ Rn, |Qβ, j(x)| .
(
2jrB
)−|β|
, which, combined with (4.32), implies
that, for all j ∈ Z+, ℓ ∈ Zn+ with |ℓ| ≤ s and x ∈ Rn,
|Uj(B)|−1
∣∣∣N jℓQℓ,j(x)χUj(B)(x)∣∣∣ . 2−jε‖χB‖−1Lϕ(Rn).(4.33)
Moreover, by (4.26) and the definition of N jℓ , together with (4.31), we know that
∞∑
k=0
Pk =
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
k∑
j=1
〈αj , xℓ〉|Uj(B)|(4.34)
=
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
Nk+1ℓ
[|Uk(B)|−1Qℓ,kχUk(B) − |Uk+1(B)|−1Qℓ,k+1χUk+1(B)]
=:
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
bkℓ .
From (4.33), it follows that, there exists a positive constant C0 such that, for all k ∈ Z+
and ℓ ∈ Zn+ with |ℓ| ≤ s,
‖bkℓ ‖L∞(Rn) ≤ C02−jε‖χB‖−1Lϕ(Rn).(4.35)
For any k ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ s, let µkℓ := C02−jε‖χ2k+1B‖Lϕ(Rn)/‖χB‖Lϕ(Rn)
and akℓ := 2
−jεbkℓ ‖χB‖Lϕ(Rn)/(C0‖χ2k+1B‖Lϕ(Rn)). Then ‖akℓ ‖L∞(Rn) ≤ ‖χ2k+1B‖−1Lϕ(Rn)
By (4.27) and the definitions of bkℓ and a
k
ℓ , we see that, for all γ ∈ Zn+ with |γ| ≤ s,∫
Rn
akℓ (x)x
γ dx = 0. Obviously, supp (akℓ ) ⊂ 2k+1B. Thus, akℓ is a (ϕ,∞, s)-atom and
hence a (ϕ, q˜, s)-atom, and bkℓ = µ
k
ℓa
k
ℓ . Moreover, similar to (4.30), we see that
∑∞
k=0 Pk =∑
ℓ∈Zn+,|ℓ|≤s
∑∞
k=0 µ
k
ℓa
k
ℓ in L
q(Rn). By this and (4.30), we conclude that
(4.36) α =
∞∑
k=0
(αk − Pk) +
∞∑
k=0
Pk =
∞∑
k=0
µkak +
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
µkℓa
k
ℓ
holds true in Lq(Rn) and hence in S ′(Rn).
Furthermore, from the assumption ε ∈ (nq(ϕ)/i(ϕ),∞), we infer that there exist p0 ∈
(0, i(ϕ)) and q0 ∈ (q(ϕ),∞) such that ε > nq0/p0. Then ϕ ∈ Aq0(Rn) and ϕ is of uniformly
lower type p0. By (4.29), (4.35), the uniformly lower type p0 property of ϕ, Lemma 2.4(vi)
and ε > nq0/p0, we conclude that, for all λ ∈ (0,∞),∑
k∈Z+
ϕ
(
2kB,λ‖µkak‖Lq˜ϕ(2kB)
)
+
∑
|ℓ|≤s
∑
k∈Z+
ϕ
(
2k+1B,λ‖µkℓakℓ ‖Lq˜ϕ(2k+1B)
)
(4.37)
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.
∑
k∈Z+
2−p0kεϕ
(
2k+1B,λ‖χB‖−1Lϕ(B)
)
.
∑
k∈Z+
2−p0k(ε−nq0/p0)ϕ
(
B,λ‖χB‖−1Lϕ(B)
)
. ϕ
(
B,λ‖χB‖−1Lϕ(B)
)
.
Let f ∈ Hq,s,εϕ,mol(Rn). Then, by Definition 4.5, we know that there exist {λj}j ⊂ C and
a sequence {αj}j of (ϕ, q, s, ε)-molecules such that f =
∑
j λjαj in S ′(Rn) and
‖f‖Hq,s,ε
ϕ,mol(R
n) ∼ Λ({λjαj}j).(4.38)
Then by (4.36), we know that, for each j, there exist {µj,k}k ⊂ C and a sequence {aj,k}k
of (ϕ, q˜, s)-atoms such that αj =
∑
k µj,kaj,k in S ′(Rn). Thus, f =
∑
j
∑
k λjµj,kaj,k in
S ′(Rn), which, together with Lemma 4.12, implies that f ∈ Hϕ(Rn). Moreover, from
(4.37) and (4.38), it follows that
‖f‖Hϕ(Rn) . Λ({λjµj,kaj,k}j,k) . Λ({λjαj}j) ∼ ‖f‖Hq,s,εϕ,mol(Rn),
which completes the proof of Step II.
Step III. (ii)⇔ (iii).
Let f ∈ Hϕ,S(Rn) vanishing weakly at infinity. Then from Proposition 4.9, it follows
that f ∈ Hq,s,εϕ,mol(Rn) and ‖f‖Hq,s,εϕ,mol(Rn) . ‖f‖Hϕ,S(Rn).
Conversely, assume that f ∈ Hq,s,εϕ,mol(Rn). Then by Steps I and II, we know that
Hq,s,εϕ,mol(R
n) = Hϕ(R
n) with equivalent norms, which, together with Lemma 4.14, implies
that f vanishes weakly at infinity. Moreover, from (4.8), together with a standard argu-
ment, we infer that f ∈ Hϕ,S(Rn). This finishes the proof of Step III and hence Theorem
4.13.
Remark 4.15. By Theorem 4.13, we see that the Musielak-Orlicz Hardy space Hϕ,S(R
n)
is independent of the choices of φ as in Definition 4.2, and the Musielak-Orlicz Hardy
space Hq,s,εϕ,mol(R
n) is independent of the choices of q, s and ε as in Theorem 4.13.
5 The Carleson measure characterization of BMOϕ(R
n)
In this section, we first recall the notion of the Musielak-Orlicz BMO-type space
BMOϕ(R
n) from [17] and introduce the ϕ-Carleson measure. Then we establish the ϕ-
Carleson measure characterization of BMOϕ(R
n) by using the Lusin area function char-
acterization of Hϕ(R
n) obtained in Theorem 4.13.
The following Musielak-Orlicz BMO-type space BMOϕ(R
n) was introduced by Ky [17].
Definition 5.1. Let ϕ be as in Definition 2.2. We say that a locally integrable function
f on Rn is in the space BMOϕ(R
n), if
‖f‖BMOϕ(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
∫
B
|f(x)− fB| dx <∞,
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where above and in what follows the supremum is taken over all the balls B ⊂ Rn and
fB :=
1
|B|
∫
B
f(y) dy.(5.1)
Definition 5.2. Let ϕ be as in Definition 2.2. We say that a measure dµ on Rn+1+ is a
ϕ-Carleson measure, if
‖dµ‖ϕ := sup
B⊂Rn
|B|1/2
‖χB‖Lϕ(Rn)
{∫
B̂
|dµ(x, t)|
}1/2
<∞,
where the supremum is taken over all balls B ⊂ Rn and B̂ denotes the tent over B.
Theorem 5.3. Let ϕ be as in Definition 2.2 and φ as in Definition 4.2.
(i) Assume that b ∈ BMOϕ(Rn) and q(ϕ)[r(ϕ)]′ ∈ (1, 2). Then
dµ(x, t) := |φt ∗ b(x)|2 dx dt
t
is a ϕ-Carleson measure on Rn+1+ ; moreover, there exists a positive constant C, indepen-
dent of b, such that ‖dµ‖ϕ ≤ C‖b‖BMOϕ(Rn).
(ii) Assume that nq(ϕ) < (n + 1)i(ϕ). Let b ∈ L2loc (Rn) and dµ(x, t) := |φt ∗ b(x)|dxdtt
be a ϕ-Carleson measure on Rn+1+ . Then b ∈ BMOϕ(Rn) and, moreover, there exists a
positive constant C, independent of b, such that ‖b‖BMOϕ(Rn) ≤ C‖dµ‖ϕ.
To prove Theorem 5.3, we need the following several lemmas. The following lemma is
just [22, Theorem 2.7].
Lemma 5.4. Let ϕ be as in Definition 2.2 and p ∈ [1, [q(ϕ)]′), where q(ϕ) is as in (2.3).
Then f ∈ BMOϕ(Rn) if and only if f ∈ BMOpϕ(Rn), where
BMOpϕ(R
n) := {f ∈ L1loc (Rn) : ‖f‖BMOpϕ(Rn) <∞}
and
‖f‖BMOpϕ(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
{∫
B
[
|f(x)− fB|
ϕ(x, ‖χB‖−1Lϕ(Rn))
]p
ϕ
(
x, ‖χB‖−1Lϕ(Rn)
)
dx
} 1
p
,
where the supremum is taken over all balls B in Rn and fB is as in (5.1). Moreover,
for all f ∈ BMOϕ(Rn), ‖f‖BMOϕ(Rn) ∼ ‖f‖BMOpϕ(Rn), where the implicit constants are
independent of f .
Lemma 5.5. Let ϕ be as in Theorem 5.3, B0 := B(x0, δ) and ǫ ∈ (n[ q(ϕ)i(ϕ) − 1],∞), where
q(ϕ) and i(ϕ) are respectively as in (2.3) and (2.1). Then there exists a positive constant
C such that, for all f ∈ BMOϕ(Rn),∫
Rn
δǫ|f(x)− fB0 |
δn+ǫ + |x− x0|n+ǫ dx ≤ C
‖χB0‖Lϕ(Rn)
|B0| ‖f‖BMOϕ(Rn),
where fB0 is as in (5.1) with B replaced by B0.
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Proof. For any k ∈ Z+, let Bk := 2kB0. Then for all k ∈ Z+, we see that
|f2k+1B − f2kB | .
1
|Bk+1|
∫
Bk+1
|f(x)− fBk+1 | dx .
‖χBk+1‖Lϕ(Rn)
|Bk+1| ‖f‖BMOϕ(Rn).(5.2)
By ǫ ∈ (n[ q(ϕ)i(ϕ) − 1],∞), we know that there exist p0 ∈ (0, i(ϕ)) and q0 ∈ (q(ϕ),∞) such
that ǫ > n( q0p0 −1). Then ϕ ∈ Aq0(Rn) and ϕ is of uniformly lower type p0, which, together
with Lemmas 2.4(vi) and 2.3(iii), implies that, for all j ∈ Z+,
ϕ
(
Bj, 2
−jnq0/p0‖χB0‖−1Lϕ(Rn)
)
. 2−jnq0ϕ
(
Bj, ‖χB0‖−1Lϕ(Rn)
)
. ϕ
(
B0, ‖χB0‖−1Lϕ(Rn)
)
∼ 1.
From this, we deduce that, for all j ∈ Z+,
‖χBj‖Lϕ(Rn) . 2jnq0/p0‖χB0‖Lϕ(Rn),(5.3)
which, together with (5.2), implies that, for all k ∈ N,
|fBk − fB0 | ≤
k∑
j=1
|fBj − fBj−1 | . ‖f‖BMOϕ(Rn)
k∑
j=1
‖χBj‖Lϕ(Rn)
|Bj |
.

k∑
j=1
2jn(q0/p0−1)
 ‖χB0‖Lϕ(Rn)|B0| ‖f‖BMOϕ(Rn)
. 2kn(q0/p0−1)
‖χB0‖Lϕ(Rn)
|B0| ‖f‖BMOϕ(Rn).
By this and (5.3), together with ǫ > n(q0/p0 − 1), we conclude that∫
Rn
δǫ|f(x)− fB0 |
δn+ǫ + |x− x0|n+ǫ dx
≤
∫
B0
δǫ|f(x)− fB0 |
δn+ǫ + |x− x0|n+ǫ dx+
∞∑
k=0
∫
Bk+1\Bk
· · ·
.
∫
B0
δǫ|f(x)− fB0 |
δn+ǫ
dx+
∞∑
k=1
(2kδ)−(n+ǫ)δǫ
∫
Bk
|f(x)− fB0 | dx
.
‖χB0‖Lϕ(Rn)
|B0| ‖f‖BMOϕ(Rn) +
∞∑
k=1
2−k(n+ǫ)δ−n
[∫
Bk
|f(x)− fBk | dx+ |fBk − fB0 |
]
.
{
∞∑
k=1
2−k(n+ǫ−nq0/p0)
}
‖χB0‖Lϕ(Rn)
|B0| ‖f‖BMOϕ(Rn) .
‖χB0‖Lϕ(Rn)
|B0| ‖f‖BMOϕ(Rn),
which completes the proof of Lemma 5.5.
Let Hϕ,∞, sfin (R
n) denote the sets of all finite combinations of (ϕ, ∞, s)-atoms. It is
easy to see, via the definition of Hϕ,∞, s(Rn), that Hϕ,∞, sfin (R
n) is dense in Hϕ,∞, s(Rn)
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according to the quasi-norm ‖ · ‖Hϕ,∞, s(Rn). Recall that, if, for any f ∈ Hϕ,∞, sfin (Rn),
letting
‖f‖Hϕ,∞, sfin (Rn) := inf
Λq({bj}kj=1) : f =
k∑
j=1
bj
 ,
where the infimum is taken over all finite combinations {bj}kj=1 of (ϕ, ∞, s)-atoms of f ,
then Ky proved, in ii) of [17, Theorem 3.4], that ‖·‖Hϕ,∞, sfin (Rn) and ‖·‖Hϕ(Rn) are equivalent
quasi-norms on Hϕ,∞, sfin (R
n) ∩ C(Rn) .
The following lemma is just [17, Theorem 3.2].
Lemma 5.6. Let ϕ be as in Definition 2.2 satisfying nq(ϕ) < (n + 1)i(ϕ), where q(ϕ)
and i(ϕ) are respectively as in (2.3) and (2.1). Then the dual space of Hϕ(R
n), denoted
by (Hϕ(R
n))∗, is BMOϕ(R
n) in the following sense:
(i) Suppose that b ∈ BMOϕ(Rn). Then the linear functional Lb : f → Lb(f) :=∫
Rn
f(x)b(x) dx, initially defined for Hϕ,∞, sfin (R
n), has a bounded extension to Hϕ(R
n).
(ii) Conversely, every continuous linear functional on Hϕ(R
n) arises as the above with
a unique b ∈ BMOϕ(Rn).
Moreover, ‖b‖BMOϕ(Rn) ∼ ‖Lb‖(Hϕ(Rn))∗ , where the implicit constants are independent
of b.
Remark 5.7. We point out that Ky [17] established Lemma 5.6 under the additional
assumption that ϕ is uniformly locally integrable, namely, for all compact set K ⊂ Rn, it
holds that ∫
K
sup
t>0
ϕ(x, t)∫
K ϕ(y, t) dy
dx <∞.
More precisely, Ky [17] needed this additional assumption for ϕ in order to guarantee that
[17, Lemma 6.1] holds true. However, [17, Lemma 6.1] is an easy consequence of (iv) and
(vii) of Lemma 2.4. Thus, this additional assumption is superfluous for Lemma 5.6.
Now we prove Theorem 5.3 by using Lemmas 5.5 and 5.6.
Proof of Theorem 5.3. We first prove (i). Let b ∈ BMOϕ(Rn). For any given ball B0 :=
B(x0, r0), let B˜ := 2B0. Write
b = b
B˜
+ (b− b
B˜
)χ
B˜
+ (b− b
B˜
)χ
Rn\B˜
=: b1 + b2 + b3.(5.4)
For b1, by
∫
Rn
φ(x) dx = 0, we see that, for all t ∈ (0,∞), φt ∗ b1 = 0, which implies that∫
B̂0
|φt ∗ b1(x)|2 dx dt
t
= 0.(5.5)
For b2, from Proposition 4.7(i), it follows that∫
B̂0
|φt ∗ b2(x)|2 dx dt
t
≤
∫
R
n+1
+
|φt ∗ b2(x)|2 dx dt
t
. ‖b2‖2L2(Rn) ∼
∫
B˜
|b(x)− bB˜ |2 dx.(5.6)
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Moreover, by the assumption q(ϕ)[r(ϕ)]′ ∈ (1, 2), we see that [q(ϕ)]′ > 2 and r(ϕ) >
2([q(ϕ)]′−1)
[q(ϕ)]′−2 . From this and the definition of r(ϕ), we infer that there exists q ∈ (2, [q(ϕ)]′)
such that r(ϕ) > 2(q−1)q−2 and hence ϕ ∈ RH2(q−1)/(q−2)(Rn). By this, Ho¨lder’s inequality
and Lemma 5.4, we conclude that∫
B˜
|b(x)− bB˜ |2 dx ≤
{∫
B˜
|b(x)− bB˜|q
[
ϕ
(
x, ‖χB˜‖−1Lϕ(Rn)
)]1−q
dx
}2/q
×
{∫
B˜
[
ϕ
(
x, ‖χB˜‖−1Lϕ(Rn)
)]2(q−1)/(q−2)
dx
}(q−2)/q
. ‖b‖2BMOqϕ(Rn)‖χB˜‖
2
Lϕ(Rn)|B0|−1 ∼ ‖b‖2BMOϕ(Rn)‖χB0‖2Lϕ(Rn)|B0|−1
which, together with (5.6), implies that
|B0|
‖χB0‖Lϕ(Rn)
{
1
|B0|
∫
B̂0
|φt ∗ b2(x)|2 dx dt
t
}1/2
. ‖b‖BMOϕ(Rn).(5.7)
Let ǫ be as in Lemma 5.5. For any (x, t) ∈ B̂0 and y ∈ (B˜)∁, we see that t ∈ (0, rB0)
and |y − x| & |y − x0|. By this, φ ∈ S(Rn) and Lemma 5.5, we see that
|φt ∗ b3(x)| .
∫
(B˜)∁
tǫ|b(x)− bB˜ |
(t+ |x− y|)n+ǫ dy
.
∫
(B˜)∁
tǫ|b(x)− bB˜ |
|y − x0|n+ǫ dy .
tǫ
rǫ0
‖χB0‖Lϕ(Rn)
|B0| ‖b‖BMOϕ(Rn),
which, together with ǫ > n[q(ϕ)/i(ϕ) − 1] > 0, implies that
|B0|
‖χB0‖Lϕ(Rn)
{
1
|B0|
∫
B̂0
|φt ∗ b3(x)|2 dx dt
t
}1/2
.
{∫ r0
0
t2ǫ−1
r2ǫ0
dt
}1/2
‖b‖BMOϕ(Rn) . ‖b‖BMOϕ(Rn).
From this, (5.4), (5.5) and (5.7), we deduce that
|B0|
‖χB0‖Lϕ(Rn)
{
1
|B0|
∫
B̂0
|φt ∗ b(x)|2 dx dt
t
}1/2
. ‖b‖BMOϕ(Rn),
which, together with the arbitrariness of B0 ⊂ Rn, implies that dµ is a ϕ-Carleson measure
on Rn+1+ and ‖dµ‖ϕ . ‖b‖BMOϕ(Rn). This finishes the proof of (i).
Now we prove (ii). Let f ∈ Hϕ,∞, sfin (Rn). Then by f ∈ L∞(Rn) with compact support,
b ∈ L2loc (Rn) and the Plancherel formula, together with (4.2), we conclude that∫
Rn
f(x)b(x) dx =
∫
R
n+1
+
φt ∗ f(x)φt ∗ b(x) dx dt
t
,(5.8)
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where b(x) and φt ∗ b(x) denote, respectively, the conjugates of b(x) and φt∗b(x). Moreover,
from f ∈ Hϕ,∞, sfin (Rn) and Theorem 4.13, it follows that f ∈ Hϕ,S(Rn), which further
implies that φt ∗ f ∈ Tϕ(Rn+1+ ). By this and Theorem 3.2, we find that there exist
{λj}j ⊂ C and a sequence {aj}j of (ϕ,∞)-atoms such that φt ∗ f =
∑
j λjaj . From this,
(5.8), Ho¨lder’s inequality, (3.4), Theorem 4.13 and the uniformly upper type 1 property
of ϕ, we deduce that∣∣∣∣∫
Rn
f(x)b(x) dx
∣∣∣∣ ≤∑
j
|λj |
∫
R
n+1
+
|aj(x, t)||φt ∗ b(x)| dx dt
t
≤
∑
j
|λj |
{∫
B̂j
|aj(x, t)|2 dx dt
t
}1/2{∫
B̂j
|φt ∗ b(x)|2 dx dt
t
}1/2
.
∑
j
|λj ||Bj |1/2‖χBj‖−1Lϕ(Rn)
{∫
B̂j
|φt ∗ b(x)|2 dx dt
t
}1/2
.
∑
j
|λj |‖dµ‖ϕ . Λ({λjaj}j)‖dµ‖ϕ . ‖φt ∗ f‖Tϕ(Rn+1+ )‖dµ‖ϕ
∼ ‖f‖Hϕ,S(Rn)‖dµ‖ϕ ∼ ‖f‖Hϕ(Rn)‖dµ‖ϕ,
which implies that b ∈ BMOϕ(Rn) and ‖b‖BMOϕ(Rn) . ‖dµ‖ϕ and hence completes the
proof of Theorem 5.3.
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