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HOMOGENIZATION OF STEKLOV EIGENVALUES WITH
RAPIDLY OSCILLATING WEIGHTS
ARIEL M. SALORT
Abstract. In this article we study the homogenization rates of eigenvalues
of a Steklov problem with rapidly oscillating periodic weight functions. The
results are obtained via a careful study of oscillating functions on the boundary
and a precise estimate of the L∞ bound of eigenfunctions. As an application
we provide some estimates on the first nontrivial curve of the Dancer-Fucˇ´ık
spectrum.
1. Introduction
Homogenization of elliptic operators with rapidly oscillating coefficients has been
and continues to be a very active research area due to the wide applications. We
refer to [2, 5, 13, 15, 16, 19, 20, 25] for an introduction and a comprehensive develop
of this theory.
In particular, homogenization of eigenvalue problems involving rapidly oscillat-
ing quasilinear operators and/or rapidly oscillating weight functions is a field which
has received great attention in the last decades. Denoting by λk,ε the k−th (vari-
ational) eigenvalue corresponding to a rapidly oscillating equation, and λk,0 the
k−th (variational) eigenvalue of the corresponding limit problem as ε→ 0, k ∈ N,
the labor of obtaining estimates of the difference |λk,ε − λk,0| in terms of k and ε
was addressed by several authors: the order of convergence of eigenvalues in the
Dirichlet/Neumann case was treated by Kesavan [15, 16], Osborn [21], Oleinik et
al [20], Vogelius et al [19, 25], Castro and Zuazua [5], Kenig, Lin and Shen [14],
Ferna´ndez Bonder et al [8, 9, 10, 11], among others. See also [23, 24].
Nevertheless, to the best of our knowledge, no investigation were performed
on convergence rates of eigenvalues involving quasilinear problems with Steklov
boundary condition and rapidly oscillating weight functions. Inspired on [1, 6],
that is the main scope of this manuscript.
Given Ω ⊂ Rn, n ≥ 3 and an open convex bounded domain with Lipschitz
boundary we consider the Steklov eigenvalue problem for the p−Laplacian{
−∆pu+ |u|p−2u = 0 in Ω,
|∇u|p−2 ∂u
∂ν
= λρ|u|p−2u on ∂Ω,(Pρ)
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where ∂u
∂ν
is the outer normal derivative, ∆p := div(|∇u|p−2∇u), p > 1, and
ρ : ∂Ω→ R is a function such that, for some fixed constants ρ± fulfills
(1.1) 0 < ρ− ≤ ρ(x) ≤ ρ+ <∞, x ∈ ∂Ω.
Given a sequence of functions {ρε}ε>0 satisfying (1.1), we want to study the
convergence of eigenvalues of (Pρε) as ε → 0 to the limit problem (Pρ0 ), where
these two problems are defined, respectively as
{
−∆puε + |uε|p−2uε = 0 in Ω,
|∇uε|p−2 ∂uε∂ν = λρε|uε|p−2uε on ∂Ω,
{
−∆pu0 + |u0|p−2u0 = 0 in Ω,
|∇u0|p−2 ∂u0∂ν = λρ0|u0|p−2u0 on ∂Ω.
(1.2)
Under the aforementioned assumptions of {ρε}ε>0 it is well-known that sequences
of eigenpairs {(uε, λε)}ε>0 solving (Pρε ) converge as ε→ 0 to eigenpairs (u0, λ0) to
(Pρ0), where ρ0 is the weak* limit in L
∞(∂Ω) of ρε. See for instance [1, 6].
The main goal of this paper is to study the behavior of the (variational) eigen-
values to (Pρε) as ε→ 0. When no periodicity assumptions on the family {ρε}ε>0
are made, in Theorem 5.1 we prove that
lim
k→0
λk,ε = λk,0
where λk,ε and λk,0 denote the k−th (k ∈ N) variational eigenvalue of problems
(1.2), respectively.
In the case of periodic homogenization, i.e., ρε(x) = ρ(
x
ε
) where ρ is aQ−periodic
function (being Q the unit cube in Rn): ρ(x+h) = ρ(x) for all x ∈ ∂Ω and h ∈ Zn,
it is well-known that ρε
∗
⇀ ρ0 weakly* in L
∞(∂Ω) with ρ0 =
∫
Tn
ρ(x) dx, being Tn
the unit torus of Rn. In this case we obtain explicit estimates of the convergence
rate for the first two eigenvalues. Namely, in Theorem 5.1 it is proved that
|λk,ε − λk,0| ≤ Cε
p−1
p
−τ , k = 1, 2
for any τ > 0, where C is a computable positive constant depending only on n, p,
τ , ρ± and Ω.
In the linear case, that is, when p = 2, we are able to compute the rate of the
convergence of the full sequence of variational eigenvalues. Namely, in Theorem 5.2
we prove that for all eigenvalues the following estimate holds
|λk,ε − λk,0| ≤ Cε 12−τk 2n−1 k2+ 12 nn−1 , k ∈ N
for any τ > 0, where C is a computable positive constant depending only on τ , Ω,
n and ρ±. As stated in Conjecture 5.3, we dare to guess that this bound should be
improved to be at least Cε
1
2 k
2
n−1 , and we let it as an open question.
It is worth mentioning that this type of problems are closely related with study
of continuity and strong continuity of eigenvalues. See for instance [18, 27, 28] and
references therein.
The Steklov boundary condition involved in our results brings on several techni-
cal problems with respect with the Dirichlet/Neumann case since rapidly oscillating
integrals on the boundary of the domain naturally appear. Dealing with these inte-
grals will be the main difficulty to face. This task is overcame by means of the use of
a duality approach via an auxiliary Neumann problem (Theorem 3.1); however, as
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it will be seen, our technique requires precise estimates on eigenfunctions, therefore,
with that end in Theorem 4.1 and Corollary 4.2 we compute explicit estimates on
the L∞ norm of eigenfunctions to the Steklov problem (Pρ) via the Moser iteration
argument introduced in [4].
As an application of Theorem 5.1 we study the convergence of the first non-trivial
curve of the Dancer-Fucˇ´ık spectrum with Steklov boundary condition. Given two
sequences of function {aε}ε>0 and {bε}ε>0 satisfying (1.1) such that aε ∗⇀ a0,
bε
∗
⇀ b0 weakly* in L
∞(∂Ω) as ε → 0, we consider the asymmetric eigenvalue
problem given by{
−∆puε + |uε|p−2uε = 0 in Ω,
|∇uε|p−2 ∂uε∂ν = αaε(x)(u+ε )p−1 − βbε(x)(u−ε )p−1 on ∂Ω.
(1.3)
The first non-trivial curve Caε,bε of (1.3) is given by the set of (α, β) ∈ R+ × R+
such that the corresponding eigenfunctions change their sign. For each s ∈ R+
let (αε(s), βε(s)) be the intersection between Caε,bε and line of slope s starting
at the origin of R2. Then, we parameterize the first nontrivial curve of (1.3) as
{αε(s), βε(s)) : s > 0} and denote it as Caε,bε(s). For a fixed ε > 0, existence
and properties on that curve were studied for instance in [3]. Similarly, denote by
Ca0,b0(s) the first non-trivial curve corresponding to the limit problem{
−∆pu0 + |u0|p−2u0 = 0 in Ω,
|∇u0|p−2 ∂u0∂ν = α0a0(x)(u+0 )p−1 − β0b0(x)(u−0 )p−1 on ∂Ω
(1.4)
obtained as ε→ 0 in (1.3).
In Theorem 6.1 we prove that Caε,bε → Ca0,b0 as ε→ 0 in the sense that αε(s)→
α0(s) and βε(s) → β0(s) as ε → 0 for each fixed s > 0. In the case of periodic
homogenization, i.e., when aε(x) = a(x
ε
) and bε(x) = b(
x
ε
) with a, b two Q−periodic
functions, being Q the unit cube in Rn, we further obtain that
|αε(s)− α0(s)| ≤ Cε
p−1
p
−τ max{1, s−1}, |βε(s)− β0(s)| ≤ Cε
p−1
p
−τ max{1, s}.
for each τ > 0, where C is a positive constant depending of n, p, ρ±, Ω and τ .
Finally, we mention that the results stated in Theorems 5.1 and 6.1 still true
when changing the p−Laplacian operator with a general quasilinear operator of the
form div(|A(x)∇u · ∇u| p−22 A(x)∇u), being A a uniformly elliptic and symmetric
matrix.
The article is organized as follows: in Section 2 we introduce the notation on
Sobolev spaces and functions of bounded variation used throughout the paper, as
well as some remarks on the Steklov eigenvalue problem; in Section 3 we deal with
the study of rapidly oscillating integrals on the boundary; Section 4 is devoted to
obtain precise L∞ bounds of Steklov eigenfunction; in Section 5 we provide for the
proof of our main results; finally in Section 6 we introduce some applications to
asymmetric eigenvalue problems.
2. Preliminaries
In this section we introduce some definitions and notation used in this paper.
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2.1. Oscillating functions. Given a sequence of functions {ρε(x)}ε>0 satisfying
condition (1.1) we denote by ρ0(x) its weak* limit in L
∞(∂Ω) as ε→ 0. When we
say that {ρε(x)}ε>0 is a Q−periodic sequence, being Q the unit cube in Rn, we
mean that ρε(x) := ρ(
x
ε
) with ρ(x + h) = ρ(x) for all x ∈ ∂Ω and h ∈ Zn; in this
case we have that ρ0 ∈ R and it is given by ρ0 =
∫
Tn
ρ(x) dx, being Tn the unit
torus of Rn.
2.2. Sobolev spaces. If A ⊂ Rn is an open set and 1 ≤ p ≤ ∞, we denote by
Lp(A) the usual space of p−summable functions on A with norm ‖·‖Lp(Ω). W 1,p(Ω)
stand for the Sobolev space of functions in Lp(A) whose gradient in the sense of
distributions belongs to Lp(A,Rn), endowed with the norm
‖u‖p
W 1,p(Ω) := ‖u‖pLp(Ω) + ‖∇u‖pLp(Ω) =
∫
Ω
|∇u|p + |u|p dx.
We recall that if Ω ⊂ Rn is an open bounded domain with Lipschitz boundary,
there exists a continuous linear operator T : W 1,p(Ω) → Lp(∂Ω) such that Tu =
u|∂Ω if ∈W 1,p(Ω) ∩ C(Ω¯) and
‖Tu‖Lp(∂Ω) ≤ CTrp(Ω)‖u‖W 1,p(Ω), for each u ∈ W 1,p(Ω).
Given A ⊂ Rn we denote with |A| its n−dimensional Lebesgue measure, and
with |∂Ω| its (n− 1)−dimensional Hausdorff measure, which is referred as Hn−1.
2.3. Functions of bounded variation. If A ⊂ Rn is open, we say that u ∈
BV (A) if u ∈ L1(A) and its derivative in the sense of distributions is a finite
Radon measure on A, i.e., Du ∈ Mb(A;Rn). The space of functions of bounded
variation on A is denoted BV (A), and it is a Banach space endowed with the norm
‖u‖BV (A) := ‖u‖L1(A) + ‖Du‖Mb(A;Rn).
The quantity |Du|(A) := ‖Du‖Mb(A;Rn) is the total variation of u.
Notice that W 1,1(A) ⊂ BV (A). Moreover, if u ∈ W 1,1(A), then ‖u‖BV (A) =
‖u‖W 1,1(A).
We recall the Sobolev embedding in this setting: the space BV (Rn) is continu-
ously embedded in Lp(Rn) for every 1 ≤ p ≤ n
n−1 .
If Ω ⊂ Rn is an open bounded domain with Lipschitz boundary, there exists a
continuous linear operator T : BV (Ω) → L1(∂Ω) such that, denoting T (u) on ∂Ω
still by u, the following integration by parts holds true for every ϕ ∈ C1c (Rn)∫
Ω
u
∂ϕ
∂xi
dx =
∫
∂Ω
uϕνi dHn−1 −
∫
Ω
ϕdDiu,
where νi denotes the i−th component of the outer normal ν. We denote CTr(Ω)
the norm of T . Thanks to the last expression above, T is a lifting to BV (Ω)
of the trace operator on W 1,1(Ω), with the same norm. Moreover, the following
result is a consequence of the last expression: if u ∈ W 1,1(Ω), then we have that
u1Ω ∈ BV (Rn) with
‖u1Ω‖BV (Rn) =
∫
Ω
|∇u|+ |u| dx+
∫
∂Ω
|u| dHn−1,
where 1Ω(x) = 1 if x ∈ Ω and 1Ω(x) = 0 otherwise.
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2.4. The Steklov eigenvalue problem. Given an open bounded domain Ω ⊂ Rn
with Lipschitz boundary and ρ satisfying (1.1) we consider the following Steklov
eigenvalue problem {
−∆pu+ |u|p−2u = 0 in Ω,
|∇u|p−2 ∂u
∂ν
= λρ|u|p−2u on ∂Ω,(2.1)
where ∂u
∂ν
is the outer normal derivative.
We say that λ > 0 is an eigenvalue of (2.1) with eigenfunction u ∈W 1,p(Ω)\{0}
if the following relation holds
(2.2)∫
Ω
|∇u|p−2∇u·∇ϕdx+
∫
Ω
|u|p−2uϕdx = λ
∫
∂Ω
ρ|u|p−2uϕdHn−1 ∀ϕ ∈ W 1,p(Ω).
Since Ω has Lipschitz boundary, it is well-know that (2.1) admits a sequence of
variational eigenvalues {λk(ρ)}k∈N such that 0 < λ1 ≤ λ2 ≤ · · · ր +∞ and they
can be characterized by means of the following minimax formula
(2.3) λk(ρ) = inf
C∈Ck
sup
v∈C
∫
Ω
|∇v|p + |v|p dx∫
∂Ω
ρ|v|p dHn−1
where Ck = {C ⊂ W 1,p(Ω): C compact, C = −C, γ(C) ≥ k}, where γ(C) is the
Krasnoselskii genus of C.
In particular, the first and second eigenvalue admit the following characterization
(see for instance [12])
(2.4) λ1(ρ) = min
u∈W 1,p(Ω)
∫
Ω |∇v|p + |v|p dx∫
∂Ω
ρ|v|p dHn−1 , λ2(ρ) = minu∈A(Ω)
∫
Ω |∇v|p + |v|p dx∫
∂Ω
ρ|v|p dHn−1
where A = {u ∈ W 1,p(Ω): |∂Ω±| ≥ c}, being ∂Ω+ = ∂Ω ∩ {u > 0}, ∂Ω− =
∂Ω ∩ {u < 0} and c = ρ+λ1CTrp(Ω)p.
When ρ ≡ 1 we write λk instead of λk(1).
Observe that in light of (1.1), 1
ρ+
λk ≤ λk(ρ) ≤ 1ρ−λk for every k ∈ N. By using
the isoperimetric inequality,
nω
1
n
n |Ω|n−1n ≤ |∂Ω|
being ωn the volume of the unit ball in R
n, and testing with the the function 1 in
the previous characterization we get
(2.5) λ1(ρ) ≤ 1
ρ−
|Ω|
|∂Ω| ≤ c(n, ρ−)|∂Ω|
1
n−1 .
When p = 2 it will be useful the following characterization of eigenvalues
(2.6) λk(ρ) = min
Dk
∫
Ω
|∇v|2 + |v|2 dx∫
∂Ω ρ|v|2 dHn−1
where
Dk = {v ∈ W 1,2(Ω):
∫
∂Ω
vvj dHn−1 = 0, j = 1, . . . , k − 1}
where vj is the corresponding j−th eigenfunction of λj(ρ).
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Finally, we recall that the eigenvalues (2.6) behave as follows:
(2.7) c1
(
k
|∂Ω|
) 1
n−1
≤ λk(ρ) ≤ c2
(
k
|∂Ω|
) 1
n−1
where 0 < c1 < c2 <∞ are two constants independent of k and Ω. See for instance
[22].
3. Oscillatory integrals on the boundary
In this section we analyze the behavior of oscillating integrals on the boundary.
Theorem 3.1. Let Ω ⊂ Rn be an open bounded convex set with Lipschitz boundary,
n ≥ 3. Let u ∈W 1,p(Ω)∩L∞(Ω), ε ∈ (0, 1) and ρ a Q−periodic function satisfying
(1.1) such that ρε
∗
⇀ ρ0 weakly* in L
∞(∂Ω) as ε → 0. Then, for every τ > 0 it
holds that
(3.1)∣∣∣∣
∫
∂Ω
(ρ0 − ρε)|u|p dHn−1
∣∣∣∣ ≤ C1Cτε p−1p −τ (‖u‖pLp(∂Ω) + ‖u‖p−1L∞(Ω)‖∇u‖Lp(Ω)) ,
where Cτ > 1 is constant depending of n, p, τ and ρ± and C1 > 1 is a constant
depending of Ω.
Proof. Given u ∈W 1,p(Ω) and ε ∈ (0, 1) we can write∫
∂Ω
(ρ0 − ρε)|u|p dHn−1 =
∫
∂Ω
Mε|u|p dHn−1 +
∫
∂Ω
(ρ0 − ρε −Mε)|u|p dHn−1
:= (i) + (ii),
where
Mε :=
1
|∂Ω|
∫
∂Ω
(ρ0 − ρε(x)) dHn−1.
Since Ω is convex and has Lipschitz boundary, by applying the principle of
stationary phase (see [26, Chapter VIII, Theorem 1]), the following classical result
in oscillatory integral theory holds:
|Mε| ≤ c1ε
n−1
2
where the constant c1 depends of ρ± and Ω. Then
(i) ≤ c1ε
n−1
2
∫
∂Ω
|u|p dHn−1.
In order to bound (ii) we use a duality approach via the following auxiliary
Neumann problem: let vε ∈W 1,2(Ω) be the weak solution of{
−∆vε = 0 in Ω,
ν · ∇vε = bε on ∂Ω,
being ν the unit outward normal, where we have denoted bε(x) := ρ0− ρε(x)−Mε.
The function vε satisfies that∫
Ω
∇vε · ∇ϕdx =
∫
∂Ω
ν · ∇vεϕdHn−1 = 0 ∀ϕ ∈ C∞(Ω)
HOMOGENIZATION OF STEKLOV EIGENVALUES 7
which, taking into account the boundary condition turns in
(3.2)
∫
Ω
∇vε · ∇ϕdx =
∫
∂Ω
(ρ0 − ρε(x)−Mε)ϕdHn−1 ∀ϕ ∈ C∞(Ω).
The behavior as ε → 0 of the solution vε to the previous problem was studied
recently in [1]. Indeed, since∫
∂Ω
bε dHn−1 =
∫
∂Ω
(ρ0 − ρε(x) −Mε) dHn−1 = 0,
in [1, Theorem 5.3] it is proved that for each τ > 0 and 1 ≤ q < ∞ the following
gradient estimate holds
(3.3) ‖∇vε‖Lq(Ω) ≤ cτε
1
q
−τ .
Therefore, testing (3.2) with ϕ = u
p
p
, u ∈ W 1,p(Ω) ∩ L∞(Ω), and using Holder’s
inequality we get
(i) ≤
∣∣∣∣
∫
Ω
up−1∇vε · ∇u dx
∣∣∣∣ ≤ ‖u‖p−1L∞(Ω)‖∇vε‖Lp′(Ω)‖∇u‖Lp(Ω)
≤ cτε
1
p′
−τ‖u‖p−1
L∞(Ω)‖∇u‖Lp(Ω).
Gathering the bounds for (i) and (ii) we get∣∣∣∣
∫
∂Ω
(ρ0 − ρε)|u|p dHn−1
∣∣∣∣ ≤ c1εn−12 ‖u‖pLp(∂Ω) + cτε 1p′−τ‖u‖p−1L∞(Ω)‖∇u‖Lp(Ω).
Observe that ‖u‖p
Lp(∂Ω) in bounded in light of the Trace Theorem since Ω has
Lipschitz boundary.
Since ε ∈ (0, 1), p > 1 and n ≥ 3, from the last inequality we get that∣∣∣∣
∫
∂Ω
(ρ0 − ρε)|u|p dHn−1
∣∣∣∣ ≤ (1+c1)(1+cτ )ε 1p′−τ (‖u‖pLp(∂Ω)+‖u‖p−1L∞(Ω)‖∇u‖Lp(Ω)).
and (3.1) follows. 
4. Bounds of eigenfunctions in terms of eigenvalues
The aim of this section is to obtain precise bounds of the L∞ norm of eigenfunc-
tions of (2.1) in terms of the corresponding eigenvalue.
Theorem 4.1. Let Ω ⊂ Rn be an open bounded set with Lipschitz boundary. For
every eigenfunction u ∈W 1,p(Ω), p > 1 of the Steklov problem (2.1) with associated
eigenvalue λ we have that u ∈ L∞(Ω) with
‖u‖L∞(Ω) ≤ CK(λ,Ω)‖u‖W 1,p(Ω)
where C is a positive constant depending of n, p and ρ±, and
K(λ,Ω) = max
{
1, CTr(Ω)
n
p−1 ,
(
λ
λ1
) 1
p
}
(λ
1
p + |Ω| 1np )n−1p−1
being λ1 the first eigenvalue of (2.1).
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Proof. We split the proof in several steps for the reader’s convenience. Along this
proof C will denote a positive constant depending only on n, p and ρ+, and it may
change from line to line.
Let u ∈ W 1,p(Ω) be an eigenfunction of (2.1) corresponding to the eigenvalue λ.
Step 1: We claim that if |u|α ∈W 1,1(Ω) with α ≥ p, then
(4.1) |u|αχ ∈ W 1,1(Ω)
with
(4.2) ‖|u|αχ‖W 1,1(Ω) ≤ Cc(Ω)
(
(1 + λ
1
p )
αχ
(α− 1) 1p
+ |Ω| 1np
)
‖|u|α‖χ
W 1,1(Ω),
where c(Ω) = 1 + C
1
p
+n
p
p−1
n−1
Tr and
(4.3) χ :=
np− 1
np− p =
p− 1
np− p + 1 > 1.
Let us prove (4.1). For every M > 0 let uM := (u ∧M) ∨ (−M) and ϕM =
|uM |α−puM .
Since ϕM = F (uM ) with uM ∈ W 1,p(Ω) ∩ L∞(Ω) and F (s) := |s|α−ps ∈ C1, we
get that ϕM ∈W 1,p(Ω) with
∇ϕM = (α− p)|uM |α−p∇uM .
Testing (2.2) with ϕ = ϕM , since |u|α ∈W 1,1(Ω) and W 1,1(Ω) ⊂ BV (Ω) we get
(α− 1)
∫
Ω
|∇u|p−2∇u|uM |α−p∇uM dx = λ
∫
∂Ω
ρ|u|p−2u|uM |α−puM dHn−1
−
∫
Ω
|u|p−2u|uM |α−puM dx
≤ λρ+
∫
∂Ω
|u|α dHn−1 +
∫
Ω
|u| dx
≤ (1 + λρ+CTr)‖|u|α‖W 1,1(Ω)
where we have used the Trace Theorem on BV (Ω).
Letting M →∞ and using the Monotone Convergence Theorem we get
(α− 1)
∫
Ω
|∇u|p|u|α−p dx = (α− 1)
∫
{−M<u<M}
|∇u|p|uM |α−p dx
≤ (1 + λρ+CTr)‖|u|α‖W 1,1(Ω).
(4.4)
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To see (4.1) let us prove first that |uM |αχ ∈W 1,1(Ω). By using Ho¨lder’s inequal-
ity, (4.4) and the explicit form of χ we obtain∫
Ω
|∇(|uM |αχ)| dx = αχ
∫
Ω
|uM |αχ−1|∇uM | dx
≤ αχ
∫
Ω
|u|αχ−αp |u|αp−1|∇u| dx
≤ αχ
(α− 1) 1p
(∫
Ω
|u|p′αχ−αp
′
p
) 1
p′
(
(α− 1)
∫
Ω
|u|α−p|∇u|p dx
) 1
p
≤ (1 + λ 1p ρ
1
p
+C
1
p
Tr)
αχ
(α − 1) 1p
(∫
Ω
|u| αnn−1
) 1
p′
‖|u|α‖
1
p
W 1,1(Ω).
Observe that the fact that |u|α ∈W 1,1(Ω) together with the Lipschitz regularity
of Ω yields |u|α1Ω ∈ BV (Rn); hence by Sobolev’s Embedding Theorem it follows
that |u|α1Ω ∈ L nn−1 (Rn) with
(4.5)
(∫
Ω
|u| αnn−1
)n−1
n
≤ Cn‖|u|α1Ω‖BV (Rn),
where Cn is a constant depending on n. Since
‖|u|α1Ω‖BV (Rn) =
∫
Ω
|u|α+∇(|u|α) dx+
∫
∂Ω
|u|α dHn−1 ≤ (1 +CTr)‖|u|α‖W 1,1(Ω),
from the last three relations we finally obtain that∫
Ω
|∇(|uM |αχ)| dx ≤ (1 + λ 1p ρ
1
p
+C
1
p
Tr)
αχ
(α − 1) 1p
×
× (Cn(1 + CTr)‖|u|α‖W 1,1(Ω)) n(n−1)p′ ‖|u|α‖ 1pW 1,1(Ω)
≤ C(1 + λ 1p )c˜(Ω) αχ
(α − 1) 1p
‖|u|α‖χ
W 1,1(Ω)
where c˜(Ω) = (1 + CTr)
1
p
+n
p
p−1
n−1 .
Now, since q = n(n−1)χ =
np
np−1 , by using (4.5)∫
Ω
|uM |αχ dx ≤
(∫
Ω
|u|αχq dx
) 1
q
|Ω| 1q′
≤
(∫
Ω
|u| αnn−1 dx
) 1
q
|Ω| 1q′ ≤ C‖|u|α‖χ
W 1,1(Ω)|Ω|
1
np .
From the last two expressions it follows that
‖|uM |αχ‖W 1,1(Ω) ≤ C(1 + c˜(Ω))
(
(1 + λ
1
p )
αχ
(α− 1) 1p
+ |Ω| 1np
)
‖|u|α‖χ
W 1,1(Ω).
Letting M →∞ and using the Dominated Convergence Theorem we get (4.1) and
‖|u|αχ‖W 1,1(Ω) ≤ Cc(Ω)
(
(1 + λ
1
p )
αχ
(α− 1) 1p
+ |Ω| 1np
)
‖|u|α‖χ
W 1,1(Ω)
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with c(Ω) = 1 + C
1
p
+n
p
p−1
n−1
Tr , which gives (4.2).
Step 2. Let us prove that u ∈ L∞(Ω) with
(4.6) ‖u‖L∞(Ω) ≤ Cc(Ω)
γ
p (1 + λ
1
p + |Ω| 1np ) γp ‖up‖
1
p
W 1,1(Ω).
Let α := pχm with m ∈ N, since χ > 1 we have that
pχm+1
(pχm − 1) 1p
≤ p p−1p χm p−1p +1,
then, using that χ > 1 we can write (4.2) as
‖|u|pχm+1‖W 1,1(Ω) ≤ Cc(Ω)
(
(1 + λ
1
p )
pχm+1
(pχm − 1) 1p
+ |Ω| 1np
)
‖|u|pχm‖χ
W 1,1(Ω)
≤ Cc(Ω)
(
(1 + λ
1
p )p
p−1
p χm
p−1
p
+1 + |Ω| 1np
)
‖|u|pχm‖χ
W 1,1(Ω)
≤ Cc(Ω)(1 + λ 1p + |Ω| 1np )χm p−1p +1‖|u|pχm‖χ
W 1,1(Ω).
(4.7)
The previous relations gives
‖|u|pχm+1‖χ−m−1
W 1,1(Ω) ≤ [Cc(Ω)]χ
−m−1
(1 + λ
1
p + |Ω| 1np )χ−m−1×
× (χm p−1p +1)χ−m−1‖|u|pχm‖χ−m
W 1,1(Ω).
Iterating (4.7) in the right-hand side of the above inequality we get
‖|u|pχm+1‖χ−m−1
W 1,1(Ω) ≤ [Cc(Ω)]γm(1 + λ
1
p + |Ω| 1np )γmχβm‖up‖W 1,1(Ω)(4.8)
where
γm :=
m+1∑
j=1
χ−j , βm :=
m∑
j=1
(
j
p− 1
p
+ 1
)
χ−j−1.
Hence, the trace theorem in BV and (4.8) yield(∫
∂Ω
|u|pχm+1dHn−1
)χ−(m+1)
≤ Cχ−m−1Tr [Cc(Ω)]γm(1 + λ
1
p + |Ω| 1np )γmχβm‖up‖W 1,1(Ω).
Finally, sending m→∞ and observing that
γ := lim
m→∞
γm =
χ−1
1− χ−1 =
χ−1
1− χ−1 =
p(n− 1)
p− 1 <∞,
β := lim
m→∞
βm =
χ(2p− 1)− p
pχ(χ− 1)2 =
p(n− 1)2
p− 1
(n+ 1)p− 1
np− 1 <∞
we obtain (remember that χ > 1)
‖up‖L∞(∂Ω) ≤ [Cc(Ω)]γ(1 + λ
1
p + |Ω| 1np )γχβ‖up‖W 1,1(Ω),
from which
(4.9) ‖u‖L∞(∂Ω) ≤ Cc(Ω)
γ
p (1 + λ
1
p + |Ω| 1np ) γp ‖up‖
1
p
W 1,1(Ω).
Finally, (4.6) follows from the last inequality and the maximum principle.
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Step 3. Testing in (2.2) with u we get
∫
Ω
|∇u|p + |u|p dx = λ ∫
∂Ω
ρ|u|pdHn−1.
Hence, by using Young’s inequality∫
Ω
∇(up) dx = p
∫
Ω
up−1∇u dx ≤ (p− 1)
∫
Ω
|u|p dx+
∫
Ω
|∇u|p dx
= (p− 1)
∫
Ω
|u|p dx+ λ
∫
∂Ω
ρ|u|pdHn−1
from where
‖up‖
1
p
W 1,1(Ω) ≤
(
p
∫
Ω
|u|p dx + λρ+
∫
∂Ω
|u|pdHn−1
) 1
p
≤ C
(
‖u‖p
Lp(Ω) + λCTrp‖u‖pW 1,p(Ω)
) 1
p
≤ C
(
1 + λ
1
pλ
− 1
p
1
)
‖u‖W 1,p(Ω)
(4.10)
where we have used that CTrp ≤ λ−11 , being λ1 the first eigenvalue of (2.1) with
ρ ≡ 1.
Moreover, observe that
c(Ω)
γ
p ≤ (1 + C
1
p
n−1
p−1+
n
p
Tr )
γ
p ≤ C(1 + C
n
p−1
Tr ).(4.11)
Finally, from (4.9), (4.10), (4.11) and the definitions of c(Ω) and γ we get
‖u‖L∞(Ω) ≤ C(1 + C
n
p−1
Tr )(1 + λ
1
p + |Ω| 1np )n−1p−1
(
1 + λ
1
pλ
− 1
p
1
)
‖u‖W 1,p(Ω)
and the proof concludes. 
Corollary 4.2. Let u1, u2 ∈ W 1,p(Ω) be two eigenfunctions corresponding to the
first and second eigenvalue of (2.1), respectively. Then it holds that
‖ui‖L∞(Ω) ≤ CKi(Ω)‖ui‖W 1,p(Ω), i = 1, 2
where C is a positive constant depending of n, p and ρ± and
K1(Ω) =
(
max{CTr(Ω)n, |∂Ω|− 1p , |∂Ω| 1p }
) 1
p−1
,
K2(Ω) =
(
max{CTr(Ω)n, |∂Ω|−
p−1
p , |∂Ω| 1p }
) 1
p−1
Proof. Let λ = λ1(ρ) the first eigenvalue of (2.1).
Observe that the isoperimetric inequality gives that |Ω| ≤ C|∂Ω| nn−1 . Testing
with ϕ = 1 in the definition of the first eigenvalue of (2.1) and using the mentioned
inequality we get
λ1(ρ) ≤ |Ω|
ρ−|∂Ω| ≤ C|∂Ω|
− 1
n−1 .
These observations lead to
(λ
1
p + |Ω| 1np )n−1p−1 ≤ (|∂Ω|− 1p 1n−1 + |∂Ω| 1p 1n−1 )n−1p−1
≤ C(|∂Ω|− 1p(p−1) + |∂Ω| 1p(p−1) )
and the result for u1 follows.
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The estimate for u2 follows analogously by using the bounds of λ2(ρ) provided
in [22]. 
We conclude this section remaking that, since Theorem 4.1 gives that eigenfunc-
tion to (2.1) are bounded, from the regularity theory for solutions of degenerate
elliptic equation proved by Lieberman in [17], the following result follows.
Corollary 4.3. Let u ∈ W 1,p(Ω) ∩ L∞(Ω) be an eigenfunction to (2.1). Then
u ∈ C1,α(Ω¯) for some α ∈ (0, 1).
5. Convergence rates
In this section we prove our main results on convergence rates of eigenvalues.
Theorem 5.1. Let {ρε}ε>0 be a sequence of functions satisfying (1.1) such that
ρε
∗
⇀ ρ0 weakly* in L
∞(∂Ω). Denote by λk,ε and λk,0 to the k−th variational
eigenvalue of (1.2), respectively. Then
(5.1) lim
ε→0
λk,ε = λk,0.
When the sequence {ρε}ε>0 is further Q−periodic we have that for any τ > 0,
|λk,ε − λk,0| ≤ c · C(Ω)ε
p−1
p
−τ , k = 1, 2,
being c a positive constant depending only of τ , n, p and ρ± and
C(Ω) = C1|∂Ω|
2(p−1)
n−1 max{CTr(Ω)n, |∂Ω|
1
p , |∂Ω|− 1p , |∂Ω|− 1n−1 , |∂Ω|− p−1p }.
with C1 the constant of Theorem 3.1.
Proof. Let us start by proving (5.1). Let λk,ε be the k−th variational eigenvalue
of (Pρε ) with corresponding eigenfunction uk,ε ∈ W 1,p(Ω). Similarly, let λk,0 and
uk,0 ∈W 1,p(Ω) be the k−th variational eigenpair of (Pρ0 ).
The proof of (5.1) follows by the weak* convergence of the sequence ρε as ε→ 0
together with the variational characterization of the eigenvalues. First, since ρε
∗
⇀
ρ0 weakly* in L
∞(∂Ω) as ε→ 0, and Ω has Lipschitz boundary it follows that
lim
ε→0
∫
∂Ω
(ρε − ρ0)|u|p dx = 0 for all u ∈W 1,p(Ω),
from where ∫
∂Ω ρε|u|p dHn−1∫
∂Ω
ρ0|u|p dHn−1 =
∫
∂Ω ρ0|u|p dHn−1∫
∂Ω
ρε|u|p dHn−1 = 1 + o(1).
Therefore, taking Ck,δ ∈ Ck such that
λk,0 = sup
u∈Ck,δ
‖u‖p
W 1,p(Ω)∫
∂Ω ρ0|u|p dHn−1
+ o(δ)
and testing with Ck,δ in the characterization of λk,ε we get
λk,ε ≤ sup
u∈Ck,δ
‖u‖p
W 1,p(Ω)∫
∂Ω ρ0|u|p dHn−1
∫
∂Ω ρ0|u|p dHn−1∫
∂Ω ρε|u|p dHn−1
= (λk,ε + o(δ))(1 + o(1)).
Letting δ → 0 and ε → 0 we obtain that limε→0 λk,ε ≤ λk,0. Interchanging the
roles of λε and λ0 it follows that limε→0 λk,ε ≥ λk,0, and then (5.1) follows.
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Let us prove now the rates of convergence for the first two eigenvalues.
Let λε be the first eigenvalue of (Pρε ) with corresponding eigenfunction uε ∈
W 1,p(Ω). Similarly, let λ0 and u0 ∈W 1,p(Ω) be the first eigenpair of (Pρ0 ).
Step 1.
First, observe that Theorem 3.1 together with the Trace Theorem gives that∣∣∣∣
∫
∂Ω
(ρ0 − ρε)|uε|p dHn−1
∣∣∣∣ ≤ Cε p−1p −τ (λ−11 ‖uε‖pW 1,p(Ω) + ‖uε‖p−1L∞(Ω)‖uε‖W 1,p(Ω)) ,
where C = C1Cτ is a positive constant depending of p, n, τ , ρ± and Ω.
The previous relation can be bounded by using Corollary 4.2 as
(5.2)
∣∣∣∣
∫
∂Ω
(ρ0 − ρε)|uε|p dHn−1
∣∣∣∣ ≤ CKε p−1p −τ‖u‖pW 1,p(Ω),
where, being K1 the constant of Corollary 4.2, we denote
K(Ω) = λ−11 +K1(Ω)p−1.
From (5.2), (1.1) and the variational characterization of λε it is deduced that∫
∂Ω ρε|uε|p dHn−1∫
∂Ω
ρ0|uε|p dHn−1 ≤ 1 + CKε
p−1
p
−τ
‖uε‖pW 1,p(Ω)∫
∂Ω
ρ0|uε|p dHn−1
≤ 1 + CKε p−1p −τ ρ+
ρ−
‖uε‖pW 1,p(Ω)∫
∂Ω
ρε|uε|p dHn−1
≤ 1 + CKε p−1p −τλε.
(5.3)
With similar reasoning it is deduced that∫
∂Ω
ρ0|u0|p dHn−1∫
∂Ω
ρε|u0|p dHn−1 ≤ 1 + CKε
p−1
p
−τλ0.(5.4)
Step 2. In light of the variational characterization of λε, testing with u0 and
using (5.4) we obtain
λε ≤
‖u0‖pW 1,p(Ω)∫
∂Ω ρε|u0|p dHn−1
=
‖u0‖pW 1,p(Ω)∫
∂Ω ρ0|u0|p dHn−1
∫
∂Ω
ρ0|u0|p dHn−1∫
∂Ω ρε|u0|p dHn−1
≤ λ0
(
1 + CKε p−1p −τλ0
)
from where
λε − λ0 ≤ CKε
p−1
p
−τλ20.
Similarly, using the variational characterization of λ0, testing with uε and invoking
(5.3) it is obtained that
λ0 − λε ≤ CKε
p−1
p
−τλ2ε.
Step 3. From the last two relations describing the difference between λε and λ0
we finally get
(5.5) |λε − λ0| ≤ CKε
p−1
p
−τ max{λ2ε, λ20}.
Observe that from (1.1), max{λε, λ0} ≤ ρ−1− λ1. Then the desired bound follows
from (5.5) taking into account the definition of K, K1 and the bound (2.5) for λ1.
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The same analysis can be done to obtain a bound for the second variational
eigenvalues of (1.2) taking into account the variational characterization (2.4) of
these eigenvalues, the definition of the constant K2 of Corollary 4.2 and expression
(2.7). 
Next, we provide for the proof of the convergence rates for eigenvalues of Steklov
eigenvalue of the Laplacian.
Theorem 5.2. Let {ρε}ε>0 be a sequence of Q-periodic functions satisfying (1.1)
such that ρε
∗
⇀ ρ0 weakly* in L
∞(∂Ω). Denote by λk,ε and λk,0 to the k−th
eigenvalue of (1.2) with p = 2, respectively. Then
|λk,0 − λk,ε| ≤ c · C(Ω)ε 12−τk 2n−1 k2+ 12 nn−1 ,
where c a positive constant depending only of τ , n and ρ± and
C(Ω) = C1max{1, CTr(Ω)n}max{|∂Ω|−1, |∂Ω|}
1
2(n−1)
with C1 the constant of Theorem 3.1.
Proof. For each k ∈ N denote by uk,ε ∈ W 1,2(Ω) and uk,0 ∈ W 1,2(Ω) the eigen-
functions corresponding to λk,ε and λk,0, respectively.
Step 1. Fixed k ∈ N and ε ∈ (0, 1), we define the test function
ϕ = c1,εu1,0 + · · ·+ ck,εuk,0 ∈W 1,2(Ω)
where the constants ck,ε are chosen such that∫
∂Ω
ρεuj,εϕdHn−1 = 0 ∀j = 1, . . . , k − 1.
Then, in light of the variational characterization (2.6) and the fact the sequence of
eigenvalues in non-decreasing, we get
λk,ε ≤
∫
Ω
|∇ϕ|2 dx∫
∂Ω
ρεϕ
2 dHn−1
≤
k∑
j=1
c2j,ελj,0
∫
∂Ω
ρ0u
2
j,0 dHn−1∫
∂Ω
ρεϕ
2 dHn−1
≤ λk,0
∫
∂Ω
ρ0ϕ
2 dHn−1∫
∂Ω
ρεϕ
2 dHn−1
.
(5.6)
Step 2. Theorem 3.1 and the Trace Theorem give∣∣∣∣
∫
∂Ω
(ρ0 − ρε)ϕ2 dHn−1
∣∣∣∣ ≤ C1Cτε 12−τ (λ−11 ‖ϕ‖2W 1,2(Ω) + ‖ϕ‖L∞(Ω)‖ϕ‖W 1,2(Ω)) .
By using Theorem 4.1 we can bound
‖ϕ‖L∞(Ω)‖ϕ‖W 1,2(Ω) ≤

 k∑
j=0
|cj,ε|‖uj,0‖L∞(Ω)

 ‖ϕ‖W 1,2(Ω)
≤

 k∑
j=0
CK(λj,0,Ω)|cj,ε|‖uj,0‖W 1,2(Ω)

 ‖ϕ‖W 1,2(Ω)
≤ C max
1≤j≤k
K(λj,0,Ω) · k‖ϕ‖2W 1,2(Ω)
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from where ∫
∂Ω
ρ0ϕ
2 dHn−1∫
∂Ω ρεϕ
2 dHn−1 ≤ 1 + C1Cτε
1
2−τT (k,Ω)
‖ϕ‖2W 1,2(Ω)∫
∂Ω ρεϕ
2 dHn−1
where
T (k,Ω) := λ−11 + k max
1≤j≤k
K(λj,0,Ω),
here Cτ and C1 are the constants of Theorem 3.1, λ1 is the first eigenvalue of (2.1)
with p = 2 and
K(λj,0,Ω) = max
{
1, CTr(Ω))
n,
√
λj,0
λ1
}
(λ
1
2
j,0 + |Ω|
1
2n )n−1, j = 1, . . . , k.
Step 3. Estimate of T (k,Ω).
First observe that for each 1 ≤ j ≤ k, in light of the isoperimetric inequality and
(2.7), for positive fixed constants c1 and c2 independent of k and Ω it holds that
c1(
j
|∂Ω| )
1
n−1 ≤ λj,0 ≤ c2( j|∂Ω| )
1
n−1 , from where
(λ
1
2
j,0 + |Ω|
1
2n )n−1 ≤ Cj 12 max{|∂Ω|− 12 , |∂Ω| 12 }
λ−11 ≤ C|∂Ω|
1
n−1 ,
√
λj,0
λ1
≤ Cj 12(n−1)
giving that
K(λj,0,Ω) ≤ max{1, CTr(Ω)n}max{|∂Ω|− 12 , |∂Ω| 12 }j 12 nn−1 ,
and consequently, since 1 ≤ j ≤ k and using (2.5),
T (k,Ω) ≤ C(1 + |∂Ω| 1n−1 )max{1, CTr(Ω)n}max{|∂Ω|− 12 , |∂Ω| 12 }k1+ 12 nn−1 .
Step 4. Computation of
‖ϕ‖2
W1,2(Ω)∫
∂Ω
ρεϕ2 dHn−1
.
Since uj,0 are eigenfunctions corresponding to λj,0, 1 ≤ j ≤ k, and λj,0 ≤ λk,0
for each 1 ≤ j ≤ k,
‖ϕ‖2W 1,2(Ω)∫
∂Ω
ρεϕ
2 dHn−1
≤
k∑
j=0
∫
Ω
|cj,ε|2(|∇uj,0|2 + |uj,0|2) dx
k∑
j=0
∫
∂Ω
ρε|cj,ε|2|uj,0|2 dHn−1
≤ ρ+
ρ−
k∑
j=0
∫
Ω
|∇uj,0|2 + |uj,0|2 dx∫
∂Ω
ρ0|uj,0|2 dHn−1
≤ ρ+
ρ−
k∑
j=0
λj,0 ≤ ρ+
ρ−
kλk,0 ≤ C|∂Ω|− 1n−1 k nn−1
where we have used (1.1) and (2.5).
Step 5. Putting all together.
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From Steps 1–4 and the bound of λk,0 in (2.7)
λk,ε ≤ λk,0 + c · C(Ω)ε 12−τk2+ 12 nn−1+ 2n−1
where c is a constant depending only τ , n and ρ± and
C(Ω) = C1Cτ (1 + |∂Ω|− 1n−1 )max{1, CTr(Ω)n}max{|∂Ω|− 12 , |∂Ω| 12 }.
Interchanging the roles of λk,ε and λk,0, analogously it is obtained that
λk,0 ≤ λk,ε + c · C(Ω)ε 12−τk2+ 12 nn−1+ 2n−1
from where
|λk,0 − λk,ε| ≤ c · C(Ω)ε 12−τk2+ 12 nn−1+ 2n−1
and the proof finishes. 
Conjecture 5.3. In light of the results obtained for Dirichlet/Neumann eigenvalues,
we conjecture that the bound of Theorem 5.2 should be enhanced at least up to
C(Ω)
√
εk
2
n−1 .
6. Dancer-Fucˇ´ık spectrum
Given functions a, b satisfying (1.1), the Dancer-Fucˇ´ık spectrum of the Steklov
problem onW 1,p(Ω) is defined as the set Σ = Σ(a, b) of those (α, β) ∈ R2 such that{
−∆pu+ u = 0 in Ω,
|∇u|p−2 ∂u
∂ν
= αa(x)(u+)p−1 − βb(x)(u−)p−1 on ∂Ω(Fa,b)
has a nontrivial solution. We recall that λ1(r) denotes the the principal eigenvalue
of (2.1) with with weight ρ = r. The Dancer-Fucˇ´ık spectrum clearly contains the
trivial lines C0,+a,b := {λ1(a)} × R and C0,−a,b = R × {λ1(b)}. It is proved in [3] that
there exists a first nontrivial curve Ca,b ⊂ Σ such that C0,+a,b and C0,−a,b are isolated
in Σa,b in the sense that there is not (α, β) solving (Fa,b) between the trivial lines
and Ca,b.
Following the construction of [7], it can be deduced that the first nontrivial curve
is characterized as
(6.1) Ca,b(s) := {(α(s), β(s)) : s > 0}
where α(s) = s−1c(s), β(s) = c(s), being
c(s) := inf
(ω+,ω−)∈P2
max{sλ1(a, ω−), λ1(b, ω+)}
and
P2 = {(ω−, ω+) ⊂ Ω: ωi is open and connected, ω− ∩ ω+ = ∅}.
For every s > 0 there exists u ∈ W 1,p(Ω) such that ({u+ > 0}, {u− > 0}) achieves
c(s). See [3] for different characterizations of this curve.
The function α(s) is proved to be strictly decreasing and β(s) strictly increasing;
indeed, one has that α(s) → λ1(a) as s → ∞ and β(s) → ∞ as s → ∞. As a
consequence, Ca,b is a strictly decreasing curve in R2 which is asymptotic to the
lines C0,+a,b as s→∞ and to C0,−a,b as s→ 0.
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Given two Q−periodic function a, b satisfying condition (1.1) we define aε(x) :=
a(x
ε
) and bε(x) := b(
x
ε
). For each fixed ε > 0 we consider the asymmetric Steklov
problem (Faε,bε) whose first nontrivial curve is given by
Caε,bε(s) = {(αε(s), βε(s)), s ∈ R+} = {(s−1cε(s), cε(s)), s ∈ R+}
where cε(s) := inf(ω+,ω−)∈P2 max{sλ1(aε, ω−), λ1(bε, ω+)}.
As ε→ 0 we prove that Caε,bε converges to a limit curve Ca0,b0 given by
Ca0,b0(s) := {(α0(s), β0(s)), s ∈ R+} = {(s−1c0(s), c0(s)), s ∈ R+}
where c0(s) = max{sλ1(a0, ω−), λ1(b0, ω+)}. This limit curve is the first nontrivial
curve of problem (Fa0,b0), where a0 and b0 are the weak* limit in L∞(∂Ω) of aε
and bε as ε→ 0, respectively, where
a0 =
∫
Tn
a(x) dx, b0 =
∫
Tn
b(x) dx
being Tn the unit torus of Rn.
Theorem 6.1. With the previous notation in force, let Caε,bε and Ca0,b0 be the first
non-trivial curves of problems (Faε,bε) and (Fa0,b0), respectively. Then Caε,bε →
Ca0,b0 as ε→ 0 in the sense that
|βε(s)− β0(s)| = |cε(s)− c0(s)| ≤ Cε
p−1
p
−τ max{1, s},
|αε(s)− α0(s)| = s−1|cε(s)− c0(s)| ≤ Cε
p−1
p
−τ max{1, s−1}
for each τ > 0, where C is a positive constant depending of n, p, τ , ρ± and Ω.
Proof. Let s > 0 be fix. Let (ω+, ω−) ∈ P2 be a partition such that
c0(s) = max{sλ1(a0, ω+), λ1(b0, ω−)}.
Testing with (ω+, ω−) in the definition of cε(s) we get
cε(s) ≤ max{sλ1(aε, ω+), λ1(bε, ω−)}.(6.2)
Now, Theorem 5.1 allows us to bound λ1(aε, ω+) and λ1(bε, ω−) in terms of λ1(a0, ω+)
and λ1(b0, ω−), from where, for each τ > 0 we get
cε(s) ≤ max{s
(
λ1(a0, ω+) + C(Ω)ε
p−1
p
−τ
)
, λ1(b0, ω−) + C(Ω)ε
p−1
p
−τ}
≤ max{sλ1(a0, ω+), λ1(b0, ω−)}+ C(Ω)ε
p−1
p
−τ max{s, 1}
= c0(s) + C(Ω)ε
p−1
p
−τ max{1, s}
where C(Ω) is a constant depending of τ , Ω, n, p and ρ±. Therefore we obtain that
cε(s) ≤ c0(s) + C(Ω)ε
p−1
p
−τ max{1, s}.
Interchanging the roles of cε(s) and c0(s) we similarly obtain that
c0(s) ≤ cε(s) + C(Ω)ε
p−1
p
−τ max{1, s}(6.3)
which allows to derive that
|cε(s)− c0(s)| ≤ C(Ω)ε
p−1
p
−τ max{1, s}.
Finally, the proof concludes taking in account the last inequality together with the
definition of αε, α0, βε and β0. 
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