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Pro´logo
Este trabajo se centra en la generacio´n de un me´todo de construccio´n de ı´ndices en el
marco de un problema de agregacio´n y de clasificacio´n borrosa no supervisada, cuando la in-
formacio´n que se agrega tiene un grado de incertidumbre y esta´ estructurada jera´rquicamente.
Este tema fue motivado por la necesidad de generar ı´ndices de desarrollo infantil tem-
prano en el contexto de evaluacio´n de pol´ıticas pu´blicas dirigidas a la primera infancia. En
este escenario, dado el probado impacto que tienen las intervenciones educativas dirigidas a
esta poblacio´n, muchos estudios se han focalizado en identificar los factores que inciden en el
logro del desarrollo infantil, siendo la calidad del entorno del hogar de los nin˜os, un factor di-
ferenciador ante el logro de su desarrollo, y evidenciando por tanto, la necesidad de considerar
el contexto del nin˜o al momento de medir su desarrollo. Sin embargo, las frecuentes medidas
n´ıtidas, ı´ndices basados en te´cnicas lineales y la comparacio´n de resultados de cada nin˜o con
una poblacio´n de referencia esta´ndar para evaluar el logro de su desarrollo, no representan
adecuadamente esta realidad.
Frente a esto, se desarrolla un me´todo de generacio´n de ı´ndices contextuales que puede
ser utilizado en distintas a´reas, particularmente, lo aplicamos para evaluar el desarrollo in-
fantil temprano de nin˜os chilenos que se encuentran en condicio´n de vulnerabilidad. Para la
generacio´n del me´todo, se estudian y desarrollan tres temas, a saber; representacio´n del
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conocimiento bajo incertidumbre, robustez de un proceso de agregacio´n con infor-
macio´n jera´rquica priorizada , y clasificacio´n borrosa no supervisada. Esto, a fin de
conseguir una representacio´n ma´s adecuada del conocimiento bajo una realidad psicosocial,
generar ı´ndices robustos que consideren la naturaleza del conjunto de datos de entrada, e
identificar una poblacio´n de referencia que comparta caracter´ısticas del entorno social de la
poblacio´n evaluada a la hora de interpretar sus resultados.
Desde nuestro punto de vista, y rescatando el objetivo principal que se persigue a la hora
de generar ı´ndices; ”describir caracter´ısticas, comportamientos o feno´menos de la realidad, a
trave´s de la evolucio´n de una variable o el establecimiento de una relacio´n entre variables,
las que comparada con per´ıodos anteriores, productos similares o una meta o compromiso,
permita evaluar el desempen˜o y su evolucio´n en el tiempo” [63], se considera esencial acer-
carse de mejor manera a la realidad que se pretende describir, mediante la representacio´n de
la informacio´n de una manera ma´s precisa, una agregacio´n robusta de la informacio´n, acorde
a las caracter´ısticas del conjunto de datos de entrada, y una clasificacio´n de elementos con
l´ımites difusos que se adecu´e a conjuntos de datos con algu´n nivel de concentracio´n. Es en
este sentido, en el que formulamos el problema desde la lo´gica borrosa, ya que entrega ma-
yor flexibilidad tanto en el manejo de los conceptos abstractos mediante variables lingu¨´ısticas
asociadas a conjuntos borrosos, como en la formulacio´n de relaciones entre variables mediante
procesos de agregacio´n, y la identificacio´n de patrones adecuados mediante ı´ndices de calidad
de sistemas de clasificacio´n borrosa no supervisada.
En el primer cap´ıtulo de este trabajo, se contextualiza el estudio, se define el problema y
se plantean los objetivos, para luego mostrar en el segundo cap´ıtulo, un breve estado del arte
acerca de enfoques y me´todos de medicio´n del desarrollo infantil, lo´gica borrosa, proceso de
agregacio´n y sistemas de clasificacio´n borrosa no supervisada.
Si bien el enfoque de este trabajo ya es un aporte en el desarrollo de ı´ndices bajo un
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escenario psicosocial, en tanto se le otorga importancia al contexto con el objetivo de re-
lativizar las medidas de evaluacio´n, claramente, el principal aporte se presenta en el tercer
cap´ıtulo. En este cap´ıtulo, se evidencia la necesidad de establecer restricciones en la definicio´n
de familia de operadores de agregacio´n (FAO), a fin se asegurar algu´n nivel de consis-
tencia del proceso de agregacio´n en el que participa, y de esta forma, garantizar resultados
agregados robustos. Frente a esto, se definen los conceptos de consistencia y estabilidad
en el contexto de un problema de agregacio´n, y se presentan definiciones de distintos niveles
de estabilidad estricta para una familia de operadores de agregacio´n. Tales definiciones,
consideran la naturaleza del conjunto de datos de entrada en te´rminos de su estructura,
focaliza´ndonos en datos desestructurados, en datos con estructura lineal y jera´rquica prio-
rizada. El ana´lisis de estas propiedades nos permite conocer a priori el nivel de estabilidad
que tendra´n los resultados, luego de un proceso de agregacio´n bajo determinada estructura
del conjunto de datos. A modo de ejemplo, en este cap´ıtulo se presenta un tabla resumen
con las familias de operadores de agregacio´n comu´nmente utilizadas y su nivel de estabilidad,
adema´s de ejercicios de simulacio´n que muestran el comportamiento de algunas familias bajo
distintos taman˜os muestrales, a fin de identificar el taman˜o mı´nimo necesario para asegurar
cierto nivel de estabilidad.
Otro aporte de este trabajo se muestra en el cuatro cap´ıtulo, en el cual se utilizan familias
consistentes de operadores de agregacio´n para definir los criterios de relevancia , redundan-
cia y cobertura de las clases de una clasificacio´n borrosa de un conjunto de datos. En base
a la combinacio´n de estos tres criterios, se genera un me´todo de evaluacio´n de calidad de
un sistema de clasificacio´n borrosa no supervisada. Una de las principales ventajas de este
me´todo, es que no exige la definicio´n previa de la cantidad de clases que tendra´ la
clasificacio´n, en tanto evalu´a la calidad de un conjunto de clases borrosas determinadas por
los posibles patrones de clase de una clasificacio´n, permitiendo seleccionar las mejores
clases en funcio´n de criterios de calidad . Este conjunto de posibles patrones se definen
en una rejilla, de tal manera que cubran los valores que toman los variables de entrada, con-
siderando adema´s, todas las permutaciones que existen entre dichas variables. Este proceso
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de bu´squeda de los mejores patrones, y por consiguiente, de una buena clasificacio´n borrosa
del conjunto de datos, va eliminando clases en la medida que no satisfacen las restricciones
establecidas sobre los criterios de relevancia, redundancia y cobertura.
Finalmente, en el Cap´ıtulo 5 se establecen pautas para generar ı´ndices contextuales en
base a la agregacio´n de la informacio´n con incertidumbre bajo procesos robustos estudiado
en el Cap´ıtulo 3, y la identificacio´n de una clasificacio´n borrosa de calidad estudiada en el
Cap´ıtulo 4. En este cap´ıtulo, se define el contexto de un elemento del conjunto de datos de
entrada, sobre el cual es posible construir distintos tipos de ı´ndices que consideren la infor-
macio´n de dicho contexto en la evaluacio´n de logro de cada elemento.
El a´mbito de aplicacio´n de este trabajo se ejemplifica al final de los Cap´ıtulos 3, 4 y 5,
en los cuales se aplica el me´todo de construccio´n de ı´ndices a la realidad chilena. Primero
se desarrollan ı´ndices de entorno del hogar del nin˜o, luego se desarrolla un algoritmo para
determinar patrones que dan lugar a un sistema de clasificacio´n borrosa no supervisada, cuyo
ana´lisis permite la definicio´n de ı´ndices contextuales. Esta clasificacio´n se puede utilizar para
acotar el contexto de los nin˜os, en tanto a trave´s de ella, se identifica la poblacio´n infantil que
comparte caracter´ısticas respecto de su entorno inmediato, poblacio´n que servira´ de esta´ndar
relativo para una evaluacio´n de desarrollo contextual. Todo esto, bajo el objetivo de generar
ı´ndices contextuales de desarrollo infantil temprano de dicha poblacio´n.
Finalmente, en el u´ltimo cap´ıtulo se presentan las conclusiones, aportes y futuras l´ıneas
de investigacio´n. Las principales conclusiones de este trabajo, as´ı como tambie´n las futuras
l´ıneas de investigacio´n, se pueden resumir en los siguientes tres aspectos relacionados con
cada uno de los desaf´ıos planteados al inicio de la investigacio´n:
VConseguir una representacio´n ma´s adecuada del conocimiento bajo una
realidad psicosocial.
La naturaleza imprecisa de los conceptos que se estudian en las ciencias sociales y del
comportamiento, dificulta el tra´nsito entre el desarrollo teo´rico de los conceptos y la re-
presentacio´n nume´rica de los mismos. En este trabajo, el problema de la representacio´n
es facilitado al formularlo desde la lo´gica borrosa , en tanto permite representar los
conceptos a trave´s de variables lingu¨´ısticas asociados a conjuntos borrosos, en la
cual el valor de verdad de sus estados rescata la vaguedad de dichos conceptos.
El entorno del hogar de un nin˜o es un concepto impreciso, que esta´ compuesto
por distintos aspectos, todos imprecisos. Tales aspectos constituyen dimensiones del
concepto o factores que inciden en la consecucio´n de un entorno adecuado para el desa-
rrollo del nin˜o, tales como: la condicio´n econo´mica y familiar en la cual vive el nin˜o,
el entorno material y las rutinas que tiene el nin˜o, asi como tambie´n, las pautas de
estimulacio´n del desarrollo y de definicio´n de l´ımites de conducta que manifiesta su
familia, y la calidad de las interacciones comunicativas y afectivas dentro y fuera de su
hogar. Cada una de estas dimensiones o factores, a su vez, esta´n constituidos por sub
dimensiones, que presentan una estructura priorizada respecto del aporte en el factor
del cual forman parte. Por ejemplo, la condicio´n econo´mica y familiar del hogar del
nin˜o, esta´ compuesta por: organizacio´n equilibrada de roles parentales, clima familiar
no violento y seguridad econo´mica, sub dimensiones que inciden con distinta fuerza en
el logro de un entorno facilitador del desarrollo, siendo ma´s importante la organizacio´n
familiar que la seguridad econo´mica a la hora de estudiar el desarrollo infantil. Y nue-
vamente, estas sub dimensiones se constituyen por un conjunto de variables lingu¨´ısticas
que tambie´n presentan una estructura de prioridades, genera´ndose de esta forma, una
estructura jera´rquica priorizada de variables lingu¨´ısticas borrosas.
Con esto podemos ver, que el intento por medir algunos conceptos imprecisos se traduce
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en una descomposicio´n del mismo, en la cual cada uno de sus componentes tambie´n
presentan un grado de imprecisio´n, constituye´ndose una estructura anidada de con-
ceptos que llevan consigo un establecimiento de prioridades. En este trabajo, se uti-
lizo´ una te´cnica cualitativa llamada ”juicio experto”, que corresponde a una serie de
entrevistas semi estructuradas dirigidas a expertos, la cual nos permitio´ establecer una
definicio´n teo´rica del entorno del hogar del nin˜o en funcio´n de la informacio´n dispo-
nible, y de las distintas l´ıneas teo´ricas que estudian el desarrollo en primera infancia
y factores asociados. El producto final de esta serie de entrevistas es una definicio´n
teo´rica del entorno del hogar del nin˜o, plasmada en una estructura jera´rquica prioriza-
da de los componentes que la constituyen y su correspondiente orden de prioridades, la
que se utiliza para la generacio´n de variables lingu¨´ısticas asociadas a conjuntos borrosos.
Ahora bien, la representacio´n nume´rica de los conceptos abstractos medidos mediante
te´cnicas cualitativas, au´n tiene muchos a´mbitos de mejoramiento. En este trabajo, se
utiliza informacio´n cualitativa que ha sido rescatada desde los discursos de las personas,
sin embargo, tales discursos han sido ”cuantificados” mediante variables lingu¨´ısticas cu-
yos estados o categor´ıas son n´ıtidas y presentan el mismo nivel de importancia ante al
concepto medido. Frente a esto, a fin de intentar ”rescatar” la riqueza de los discursos,
se realizo´ un trabajo conjunto con expertos en desarrollo infantil, el cual permitio´ aso-
ciar las variables lingu¨´ısticas a conjuntos borrosos que representan los distintos estados
de dichas variables, estados que adema´s tienen diferentes grados de importancia frente
a su correspondiente variable lingu¨´ıstica. De esta forma, cada nin˜o se asocia a un gra-
do de pertenencia a cada uno de los estados o categor´ıas de las variables lingu¨´ısticas,
aportando una mayor flexibilidad a la representacio´n del concepto.
Al respecto, una l´ınea de trabajo futuro es contribuir al mejoramiento de la represen-
tacio´n nume´rica de este tipo de conceptos, sobre la base de los discursos originales
extra´ıdos mediante te´cnicas cualitativas, y a trave´s de esta, poder definir los estados
de las variables lingu¨´ısticas y sus correspondientes grados de pertenencia a conjuntos
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borrosos asociados desde la fuente original.
Generar ı´ndices robustos que consideren la naturaleza del conjunto de datos
de entrada.
Manteniendo el marco de la lo´gica borrosa, la generacio´n de ı´ndices puede ser visto
como un proceso de agregacio´n de variables lingu¨´ısticas asociadas a conjuntos borrosos,
en tanto reduce la dimensionalidad de un conjunto de datos mediante operadores de
agregacio´n que relacionan dichas variables. No obstante, los resultados que se obtienen
en un ı´ndice deben presentar cierto nivel de robustez que no afecte su validez, en tanto
constituyen una herramienta para la toma de decisiones.
Esto nos llevo´ a estudiar los conceptos de consistencia y estabilidad en el contexto de
un proceso de agregacio´n, concluyendo que mediante algunas propiedades de estabilidad
definidas para familias de operadores de agregacio´n, es posible relacionar un conjunto
de variables lingu¨´ısticas borrosas, a fin de obtener un valor agregado que asegure esta-
bilidad ante posibles cambios de cardinalidad del conjunto de datos de entrada. Uno
de los a´mbitos de aplicacio´n ma´s directos es el usual problema de agregacio´n cuando
existe pe´rdida de la informacio´n en un elemento del conjunto de datos de entrada, ya
que este problema queda resuelto si el proceso de agregacio´n se ha definido en base a
familias consistentes de operadores de agregacio´n .
En este trabajo se definen tres niveles de estabilidad estricta para familias de opera-
dores de agregacio´n, en te´rminos absolutos, en el l´ımite y en probabilidad, tanto para
agregar datos sin una estructura inherente, como para agregar datos linealmente or-
denados y con estructura jera´rquica priorizada. Estas propiedades se basan en la idea
que el resultado obtenido en base a un operador definido para n ı´tems, no difiera del
resultado obtenido en base a un operador definido para n−1 ı´tems, cuando el elemento
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adicionado corresponde a la agregacio´n de los elementos ya contenidos en el conjunto
de datos. De esta forma, dada una estructura determinada del conjunto de datos de
entrada, es posible definir las familias consistentes de operadores que se utilizara´n en
el proceso de agregacio´n en base al nivel de estabilidad que se requiere para asegurar
resultados robustos.
Los tres niveles de estabilidad estricta de familias de operadores de agregacio´n que son
utilizadas para agregar datos con una estructura lineal, se han definido para datos cuyo
orden lineal va desde la izquierda hacia la derecha como R-estrictamente estable , y
por tanto, el u´ltimo elemento que se agrega es la agregacio´n de los anteriores, y para
aquellos que van desde la derecha hacia la izquierda como L-estrictamente estable ,
y por tanto, el primer elemento es la agregacio´n de los siguientes. Adema´s, para el caso
de conjuntos de datos que cambian de sentido a partir de cierto momento, se define
el cumplimiento de esta propiedad desde la derecha y desde la izquierda como LR-
estrictamente estable .
Ciertamente, una l´ınea de trabajo futuro es extender estas propiedades para el caso
en que se agregue un elemento en la posicio´n i-e´sima desde la derecha o j-e´simo desde
la izquierda, y de esta forma definir las propiedades iR-estrictamente estable y jL-
estrictamente estable para cada uno de los niveles de estabilidad (absoluta, asinto´tica
y en probabilidad). Esta extensio´n resuelve el problema de informacio´n faltante de al-
guna variable de un elemento del conjunto de datos de entrada, independientemente
de la posicio´n que tenga, en tanto permite generar un operador de la misma familia
pero de una dimensio´n menor, manteniendo la estabilidad de los resultados de dicho
elemento, sin importar si es el primero o el u´ltimo.
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Identificar una poblacio´n de referencia que comparta caracter´ısticas del en-
torno social del nin˜o a la hora de interpretar los resultados de su desarrollo.
En construccio´n de ı´ndices, adema´s de establecer un proceso que disminuya la dimen-
sionalidad del conjunto de datos mediante operadores que agreguen la informacio´n, se
requiere la definicio´n de para´metros que otorguen una valoracio´n a tales resultados pa-
ra su posterior interpretacio´n. Por ejemplo, en el contexto del desarrollo infantil, los
ı´ndices de logro de un nin˜o suelen ser comparados con baremos obtenidos en base a una
poblacio´n esta´ndar a fin de valorar su nivel de desarrollo.
A nuestro juicio, es metodolo´gicamente correcto tomar en cuenta las condicionantes
que intervienen en la medida de logro a la hora de generar ı´ndices, es por esto que nos
referimos a ı´ndices contextuales. Por ejemplo, respecto de la tema´tica de estudio, el
proceso de desarrollo de un nin˜o no es el mismo para todos los sujetos, en tanto exis-
ten variables socio demogra´ficas y econo´micas que inciden en el logro de su desarrollo,
asi como tambie´n, variables relativas a la dina´mica familiar en te´rminos de conductas,
actitudes y organizacio´n en torno al fomento del desarrollo infantil, requirie´ndose por
tanto, baremos relativos, que consideran las caracter´ısticas del entorno del hogar de
cada nin˜o ante el logro de su desarrollo.
La identificacio´n de entornos familiares bajo el enfoque de este trabajo, corresponde a un
problema de clasificacio´n borrosa no supervisada. Los me´todos comu´nmente utilizados
en clasificacio´n no supervisada, requieren la definicio´n a priori de la cantidad de clases
que tendra´ la clasificacio´n borrosa del conjunto de datos, cuestio´n que se ha resuelto
en gran medida con la definicio´n de ı´ndices que evalu´an la calidad de las particiones
para distinto nu´mero de clases, a fin de seleccionar la particio´n mejor evaluada. No
obstante, estas medidas se suelen basar so´lo en un criterio, tendiendo a valorar aquellas
particiones borrosas que no presentan solapamiento.
XEn este trabajo, se establece un me´todo de seleccio´n de clases borrosas en base a la
bu´squeda de los mejores patrones borrosos segu´n algunos criterios de calidad. Dicha
bu´squeda se realiza sobre un conjunto de posibles patrones definidos sobre una rejilla, a
fin de abarcar la amplitud de valores que toman las variables del conjunto de datos de
entrada. A partir de dichos patrones, se generan las clases borrosas que sera´n evaluadas
en funcio´n de los ı´ndices de relevancia , redundancia y cobertura .
Por lo tanto, adema´s de no requerir una definicio´n a priori de la cantidad de clases de la
clasificacio´n, este me´todo garantiza que las clases seleccionadas son las mejor evaluadas
respecto de un conjunto de clases que cubren la amplitud de los valores que toman las
variables de entrada.
Mediante la aplicacio´n de este me´todo de bu´squeda de patrones, se identificaron cinco
entornos del hogar de nin˜os chilenos en condicio´n de vulnerabilidad:
• Precarios en su organizacio´n pero con pautas de crianza favorables para el desa-
rrollo,
• Favorables para el desarrollo,
• Con carencias en las relaciones familiares y condiciones econo´micas, adema´s de
pocos recursos para la promocio´n y desarrollo de los nin˜os,
• Con precaria socializacio´n fuera del hogar, pero con relevancia en el manejo dis-
ciplinar adecuado para el desarrollo del nin˜o y,
• Con dificultades para poner l´ımites y con un potencial clima familiar violento.
Por lo tanto, el entorno del hogar de cada nin˜o se constituye a trave´s del grado de
pertenencia a cada uno de estos cinco entornos. Esta informacio´n es utilizada para es-
tablecer su poblacio´n normativa, y a trave´s de esto, se genera una medida que indica
el logro de su desarrollo considerando su propio contexto, el que es definido mediante
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las caracter´ıstica de su entorno familiar.
Ahora bien, adema´s de otros a´mbitos de aplicacio´n del me´todo de construccio´n de ı´ndi-
ces contextuales presentado, nos planteamos tres posibles l´ıneas futuras de investigacio´n.
La primera orientada a definir una medida de similitud entre vectores en las cuales sus
coordenadas representan grados de pertenencia, y que por tanto, tal medida debe con-
siderar que cada coordenada esta´ asociada a un concepto diferente, implicando relevar
la posicio´n del dato en el vector de coordenadas de pertenencias. La segunda, orienta-
da a comparar los resultados obtenidos en base al me´todo de clasificacio´n borrosa no
supervisada propuesto en este trabajo con distintos me´todos comu´nmente utilizados, y
bajo distintos a´mbitos de aplicacio´n. Y finalmente, desarrollar ı´ndices para evaluar los
resultados de una clasificacio´n borrosa no supervisada en base a un marco de referencia
borroso.
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Cap´ıtulo 1
Introduccio´n.
1.1. Contextualizacio´n y definicio´n del problema.
Las intervenciones dirigidas a la primera infancia son de gran intere´s en pol´ıtica educativa,
ya que en este per´ıodo se puede producir mayor impacto en desarrollo humano. La calidad
del entorno social de los nin˜os en edad temprana es la influencia ma´s importante a considerar
en el logro del desarrollo infantil, afectando a lo largo de toda la vida escolar. Es por esta
razo´n, que el desarrollo de ı´ndices de entorno del hogar del nin˜o aparece de forma natural en
investigaciones relativas a pol´ıtica educacional y evaluacio´n de programas sociales dirigidos
a la primera infancia, siendo por tanto, un insumo necesario para la generacio´n de ı´ndices de
desarrollo infantil temprano. Sin embargo, las medidas n´ıtidas, los ı´ndices basados en te´cnicas
lineales habituales y la comparacio´n con una poblacio´n de referencia esta´ndar para evaluar
el logro en desarrollo infantil, no aseguran una representacio´n adecuada de la realidad, en
tanto e´sta tiene una naturaleza borrosa y un comportamiento no lineal que depende de las
caracter´ısticas del entorno.
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Frente a este escenario se evidencian tres desaf´ıos. En primer lugar, conseguir una re-
presentacio´n ma´s adecuada del conocimiento bajo una realidad psicosocial , en
segundo lugar, generar ı´ndices robustos que consideren la naturaleza del conjun-
to de datos de entrada , y por u´ltimo, identificar una poblacio´n de referencia que
comparta caracter´ısticas del entorno social del nin˜o a la hora de interpretar los
resultados de su desarrollo.
Atendiendo al primer desaf´ıo, el problema surge en que la mayor´ıa, si no todos los
conceptos de las ciencias sociales son imprecisos, en el sentido que a menudo es muy
dif´ıcil asignar objetos a categor´ıas definidas exactamente [88]. Segu´n Lazarsfeld [56], en algu-
nos casos solo se observan los s´ıntomas, detra´s de la cual se asume una realidad permanente,
en otros casos, el fin investigativo es tan grande, que so´lo podemos analizar algunos aspectos,
como algu´n patro´n de la cultura. El problema parece requerir un tipo de formulacio´n ma´s
flexible. As´ı mismo, Luce [61] comparte que el lenguaje de conjuntos no es adecuado para
formular problemas psicolo´gicos, mencionando que los l´ımites de muchos de ”mis conjuntos”
con los que trabajo, son ma´s borrosos que los de los conjuntos matema´ticos. Las categor´ıas
son inciertas, no son conjuntos bien definidos, y su borrosidad no es bien representada por la
nocio´n de probabilidad.
Frente a este problema de representacio´n, Zadeh [95], interesado en proveer un lenguaje
formal para las ciencias sociales y del comportamiento, propuso un nuevo modelo matema´ti-
co que ayuda a formalizar la vaguedad y graduacio´n de los conceptos lingu¨´ısticos a trave´s
de conjuntos borrosos. Este enfoque permite modelizar la realidad de manera ma´s flexible,
adecua´ndose a las variables o factores psicosociales. Por lo tanto, frente a la imprecisio´n de
la informacio´n relativa a las caracter´ısticas del entorno del hogar del nin˜o, se requiere un
modelado basado en la lo´gica borrosa, en tanto la flexibilidad del enfoque rescata
de mejor manera la riqueza de los discursos.
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Manteniendo este enfoque y atendiendo al segundo desaf´ıo, bajo un contexto borroso, el
desarrollo de ı´ndices puede ser analizado como un proceso de agregacio´n , en tanto
mediante un operador de agregacio´n se puede reducir la dimensionalidad de un conjunto de
datos que contiene informacio´n con incertidumbre, generando un valor agregado unidimen-
sional. El objetivo que se persigue ante un problema de agregacio´n es facilitar el ana´lisis y la
toma de decisiones, de aqu´ı la importancia de la robustez del proceso en te´rminos de los resul-
tados obtenidos. Sin embargo, el cumplimiento de este objetivo se ve afectado por el problema
de dimensionalidad, en tanto a lo largo del proceso de agregacio´n se pueden producir diversos
cambios de cardinalidad en los datos de entrada, ante lo cual, cada vez que se produce un
cambio, es necesario actualizar el valor agregado a partir del nuevo conjunto de datos. Esto
ocurre con frecuencia cuando por ejemplo no existe informacio´n en una o ma´s variables de
un elemento del conjunto de datos, frente a esto, es necesario agregar la informacio´n bajo un
operador de menor dimensio´n. En este caso, el problema de agregacio´n ya no involucra so´lo
un operador para un n determinado, sino que a una secuencia de operadores A2, A3, ..., An,
que constituyen una familia de operadores de agregacio´n (FAO), tambie´n conocida como fun-
cio´n de agregacio´n extendida (EAF) por otros autores [45, 16]. Sin embargo, la definicio´n de
FAO no establece restricciones que garanticen que el nuevo operador de agregacio´n utilizado
en dicha actualizacio´n, mantenga la consistencia lo´gica respecto de la agregacio´n previa. Por
lo tanto, a fin de asegurar un proceso de agregacio´n robusto ante cambios de dimensionali-
dad, es necesario analizar la consistencia de las FAOs de manera que se tenga
en cuenta las caracter´ısticas de los datos de entrada, y se asegure un nivel de
estabilidad en los resultados asociados a un proceso de agregacio´n .
Por u´ltimo, y dado que el desarrollo o´ptimo de un nin˜o requiere un ambiente que garantice
la satisfaccio´n de todas las necesidades f´ısicas ba´sicas y las disposiciones para el cuidado de la
salud y la seguridad (Caldwell y Bradley, 1984), es metodolo´gicamente correcto consi-
derar el entorno del hogar del nin˜o al momento de estudiar y comparar su nivel
de logro mediante un ı´ndice contextual de desarrollo infantil , en tanto constituye
un factor diferenciador. As´ı mismo, psico´logos y educadores han sen˜alado la inadecuacio´n
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de los test tradicionales para revelar la capacidad de aprender en nin˜os con dificultades de
aprendizaje o en aquellos en los que factores no intelectuales son la causa de sus fallos [87].
Desde este punto se avanza en la evaluacio´n del potencial de aprendizaje en la l´ınea de Vy-
gotzki, donde su objetivo no es medir tan so´lo la ejecucio´n de los sujetos, sino su posibilidad
de aprendizaje. Su fin no es el prono´stico acade´mico, entendido del modo tradicional, sino la
estimacio´n de la posibilidad de aprovechamiento de diferentes programas de entrenamiento
cognitivo.
Siguiendo esta l´ınea, en el Cap´ıtulo 5 se establece el contexto del nin˜o mediante la de-
finicio´n de un conjunto compuesto por nin˜os que comparten algunas caracter´ısticas de su
entorno familiar. Este conjunto constituira´ la poblacio´n normativa del nin˜o, que a trave´s de
un operador de agregacio´n (como por ejemplo el ma´ximo o el percentil 95), permite esti-
mar el potencial de desarrollo del nin˜o, y con esto, obtener una medida de desarrollo
que representa la proporcio´n del potencial de desarrollo logrado por el nin˜o al
momento de la medicio´n. De esta manera, se obtiene una medida de desarrollo contex-
tualizada, donde el grupo de referencia o normativo comparte caracter´ısticas del entorno del
hogar del nin˜o evaluado.
Este problema puede ser visto como una clasificacio´n borrosa no supervi-
sada, en tanto se requiere identificar patrones representativos de los distintos
entornos familiares, y disponer de algu´n grado de similitud entre los nin˜os respecto de las
caracter´ısticas de su hogar. Sin embargo, las te´cnicas usuales de conglomerados no entregan
buenos resultados cuando el conjunto de datos de entrada tiene un alto nivel de concentracio´n,
como suele ocurrir en investigacio´n social y del comportamiento, en tanto identifican patro-
nes con poca disimilitud. Adema´s, requieren la definicio´n de la cantidad de clases del sistema
de clasificacio´n, informacio´n que a priori es desconocida. Por lo tanto, a fin de generar un
sistema de clasificacio´n no supervisada adecuado bajo un conjunto de datos concentrados, es
necesario generar un procedimiento de bu´squeda de patrones en base a distintos
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criterios de calidad de un sistema de clasificacio´n no supervisado en ambiente
borroso.
En s´ıntesis, el problema de este trabajo se centra en la utilizacio´n de informacio´n con
incertidumbre para el desarrollo de un sistema de clasificacio´n borrosa no supervisada de
entornos familiares de nin˜os en base a familias consistentes de operadores de agregacio´n, en
el cual, las clases de dicho sistema representan la poblacio´n de referencia o normativa para
la generacio´n de ı´ndices contextuales de desarrollo infantil temprano. Para llevar a cabo esta
tarea, cabe destacar que se ha hecho un avance significativo en los problemas de agregacio´n
incorporando las ideas de estabilidad y consistencia en familias de operadores de agregacio´n
para la posterior elaboracio´n de ı´ndices contextuales.
1.2. Objetivos.
Los tres desaf´ıos planteados anteriormente se recogen transversalmente en los siguientes dos
objetivos, el primero desde una perspectiva teo´rica y el segundo desde una perspectiva apli-
cada:
Objetivo 1: Desarrollar u´n me´todo de construccio´n de ı´ndices.
Formular el problema de construccio´n de ı´ndices como un problema de agregacio´n en
ambiente borroso.
Representar de manera ma´s precisa la informacio´n dada por el conjunto de datos de
entrada, intentando rescatar las valoraciones reales de las variables lingu¨´ısticas frente
al concepto medido.
Establecer restricciones que garanticen estabilidad en los resultados de un proceso de
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agregacio´n, en concordancia con las caracter´ısticas del conjunto de datos de entrada.
Desarrollar un me´todo de bu´squeda de patrones en base a la evaluacio´n de calidad de
una clasificacio´n borrosa no supervisada.
Objetivo 2: Generar un modelo borroso del desarrollo infantil temprano aplicado a la realidad
chilena.
Construir un modelo teo´rico del entorno del hogar del nin˜o, en funcio´n de las condicio-
nantes que inciden en el logro de su potencial de desarrollo.
Generar ı´ndices de factores asociados a un entorno familiar que fomenta el desarrollo
del nin˜o.
Identificar patrones representativos de los distintos entornos del hogar del nin˜o.
Generar ı´ndices contextuales de desarrollo infantil temprano.
1.3. Extended abstract with conclusions.
1.3.1. Problem description.
The interventions which are targeted to early childhood are of great interest for educational
policy, as this early period permits to generate a greater impact on human development.
The quality of social environment in early childhood is the most important influence that
has to be considered for the child’s development, showing an effect throughout the whole
school life. This is why the development of indexes evaluating the surroundings of the child’s
Cap´ıtulo 1. Introduccio´n. 11
home appears naturally in the studies related with educational policy and evaluation of so-
cial programmes targeted to early childhood, becoming a necessary input for the generation
of early childhood indexes. However, clear measures and indexes based on the usual linear
techniques and on the comparison with a standard reference population for the evaluation of
success in child development do not ensure a proper representation of reality, because reality
is blurry in nature and behaves in a non-linear way, which depends on the characteristics of
its surroundings.
Facing this scenario, three challenges become clear: First, achieving a more appro-
priate representation of knowledge in a psycho-social reality, second, generating
sturdy indexes which take into account the nature of the whole set of data in-
puts, and finally, identifying a reference population with similar characteristics as
the child’s social environment when interpreting the results regarding the child’s
development.
1.3.2. Objetives.
The three challenges mentioned before are set out transversally in the following two objecti-
ves; in the first one, from a theoretical perspective and in the second one from a more applied
point of view:
Objective 1: Developing a method for the construction of indexes.
Formulating the problem of construction of indexes as a problem related with aggrega-
tion in a fuzzy environment.
Representing more precisely the information given in the input data set, trying to save
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the real valuations of the linguistic variables regarding the measured concept.
Setting restrictions in order to ensure stability in the results of an aggregation process,
in accordance with the characteristics of the input data set.
Developing a method for the search of patterns based on the quality evaluation of an
unsupervised fuzzy classification.
Objective 2: Generating a fuzzy model of early child development applied to the Chilean reality.
Constructing a theoretical model of the environment of the child’s home, depending on
the conditions that may have an effect on the child reaching its development potential.
Generating indexes of factors associated with family environments which promote the
child’s development.
Identifying patterns which are representative for the different environments of the child’s
home.
Generating contextual indexes of early child development.
1.3.3. Conclusions.
The main conclusions of this study may be summarized within the following three aspects,
related with the three challenges that were set at the beginning of the study:
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Achieving a more appropriate representation of knowledge in a psycho-social
reality.
The imprecise nature of the concepts that are studied in social and behavioural scien-
ces makes it more difficult to pass from the theoretical development of the concepts to
their numerical representation. In this study, the problem of representation becomes
easier as it is set within the fuzzy logic, as it permits to represent the concepts with
linguistic variables associated with fuzzy sets, which in the value of truth of its
states are rescuing the vagueness of these concepts.
The environment of the child’s home is an imprecise concept, which is composed
of different aspects, all of them imprecise in nature. These aspects are dimensions of
the concept or factors which have an effect on reaching an appropriate surrounding
for the child’s development, such as: economic and family status children live with,
material surrounding and the routines the child has, and also patterns of development
stimulation and of setting limits on behaviour shown by its family, and the quality of
the communicative and affective interactions within and outside of its home. In turn,
each one of these dimensions or factors are made up by sub-dimensions, which show a
prioritized structure with regard to the contribution they make to the factor they are a
part of. For example, the economic and family status of the child’s home is composed
of: balanced organization of parental roles, non-violent family atmosphere and economic
security, sub-dimensions which have a different weight regarding the effect they have on
reaching an enabling environment for development, appearing the family status as more
important than the economic security when studying child development. And, again,
these sub-dimensions are made up by a set of linguistic variables which also show a
structure of priorities. In this way, a prioritized hierarchy structure of fuzzy lin-
guistic variables is created.
So, we can see that the attempt to measure some imprecise concepts turns into a
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decomposition of these concepts, showing each of its components a certain degree of
imprecision, too, which becomes a nested structure of concepts, meaning the set up
of priorities. In this study, a qualitative technique called expert judgement has been
used, which consists of a series of semi-structured interviews with experts, which per-
mitted us to make up a theoretical definition of the environment of the child’s home,
based on the available information and on the different existing theoretical perspectives
in the studies of early childhood development and associated factors. The final product
of these interviews is a theoretical definition of the surrounding of the child’s home,
reflected in an hierarchical prioritized structure of its components and the related or-
der of priorities, which is used for generating linguistic variables associated with fuzzy
groups.
That said, the numerical representation of the abstract concepts measured with qualita-
tive techniques still has many areas that may be improved. In this study, the qualitative
information used is the one that is taken from the speeches of people. However, these
speeches have been ”quantified” through linguistic variables and the states or cate-
gories of these variables are clear and show the same level of importance with regard
to the measured concept. To address this and in order to try to ”rescue” the richness
of the speeches, the work was done together with experts in child development, which
permitted the association of the linguistic variables with fuzzy groups, representing the
different states of these variables, states which also have different levels of importance
with respect to its corresponding linguistic variable. In this way, each child is associated
with a degree of belonging to each one of the states or categories of the linguistic varia-
bles, contributing with greater flexibility to the representation of the concept. On this
matter, future work should contribute to improve the numerical representation of this
kind of concepts, based on the original speeches obtained with qualitative techniques
and so be able to define the states of the linguistic variables and their associated degrees
of belonging to fuzzy groups associated from the original source.
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Generating sturdy indexes which take into account the nature of the whole
set of data inputs.
Maintaining the frame of the fuzzy logic, the generation of indexes may be seen as a
process of aggregation of linguistic variables, associates with fuzzy groups, as it reduces
the dimensionality of a set of data with aggregation operators, which connect these
variables. However, the results obtained by an index must have a certain level of stur-
diness without affecting its validity, as they turn into a tool for making decisions.
This has led us to research the concepts of consistency and stability in the context
of an aggregation process, concluding that through some stability properties defined
for families of aggregation operators, it is possible to relate a group of fuzzy linguistic
variables, with the aim of obtaining an aggregated value ensuring stability facing pos-
sible changes of cardinality of the group of input data. One of the more direct fields
of application is the common aggregation problem when there is a loss of information
in one of the elements of the data entry group, as this problem is resolved if the ag-
gregation process is defined based on consistent families of aggregation operators.
In this study, three levels of strict stability are defined for families of aggregation
operators, in absolute terms, on the border and in probability; this is for aggregating
data which lack an inherent structure, as well as for aggregating data which are ordered
lineally and count on a hierarchical prioritized structure. These properties are based on
the idea that the result obtained by a certain operator for n items should not be diffe-
rent from the result based on an operator that has been defined for n− 1 items, when
the added element falls within the scope of the aggregation of the already contained
elements in the data set. In this way, when we have a given structure of the data entry
set, it is possible to define the consistent families of operators which will be used in
the process of aggregation, based on the level of stability required for ensuring sturdy
results.
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The three levels of strict sturdiness for the families of aggregation operators used to
aggregate data with a lineal structure have been defined for data with a lineal order
moving from the left to the right as R-strictly stable , and so the last aggregated ele-
ment is the aggregate of the previous ones. And for those moving from the right to the
left as L-strictly stable , and so the first element is the aggregation of the following
ones.
Indeed, future work should be about extending these properties for the case in which
one element is added on the i-position from the right or the j-position from the left,
and so defining the properties iR-strictly stable and jL-strictly stable for each of
the stability levels (absolute, asymptotic and probabilistic). This extension resolves the
problem of missing information of some variable of en element of the data entry set,
regardless of its position, as it permits the generation of an operator of the same
family, but of a minor dimension, maintaining the stability of the results of this element,
no matter if it’s the first or the last one.
Identifying a reference population with similar characteristics as the child’s
social environment when interpreting the results regarding the child’s deve-
lopment.
When constructing indexes, in addition to the establishment of a process which decrea-
ses the dimensionality of the data set with operators aggregating the information, for
its interpretation we also need the definition of parameters giving a valuation to the
results. For example, in the context of child development, the indexes of success of a
child are usually compared with scales obtained based on a standard population.
In our view, it is methodologically correct if we take into account the conditioning
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factors in the measurement of success when generating indexes; this is why we talk
about contextual indexes. For examples, with regard to the researched subject, the
development process of a child is not the same for all individuals, as there are socio-
demographic and economical variables which have an effect on achieving development,
as there also are variables related with family dynamics in terms of behaviour, atti-
tudes and organization around fostering the child’s development. So, we need relative
scales, which consider the characteristics of the surroundings of each child’s home in
the achievements of its development.
The identification of family surroundings in the view of this research is a problem of
unsupervised fuzzy classification. The methods that are usually used in unsupervised
classification require the a-priori definition of the number of classes the fuzzy partition
of hte data set will have, an issue that has been partially solved with the definition of
indexes for the evaluation of the quality of the partitions for different numbers of clas-
ses, with the aim of selecting the partition which receives the best evaluation. However,
these measures usually are based on just one criterion, tending to valuate higher the
partitions without overlapping.
In this study, a method of selection of fuzzy types of a classification is set up, based on
the search for the best fuzzy patterns. This search is based on a set of possible patterns
which are defined on a grating, aiming to cover the wide extend of values taken by the
variables of the entry data set. Based on these patterns, the fuzzy types are generated
and they will be evaluated with regard to its indexes of relevance, redundancy and
coverage.
Therefore, in addition to the lack of need to define a-priori the number of classification
types, this method makes sure that the selected types are the ones which were best
evaluated with regard to a set of types, which cover the spread of values the entry
variables adopt.
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Using this method in the search of patterns, we have identified five surroundings of
homes of Chilean children in vulnerable situations:
• Precarious regarding their organization but with childrearing guidelines which are
favourable for development,
• Favourable for development,
• With deficiencies in family relations and economic state, and besides with few
resources dedicated to promotion and development of children,
• With precarious socialization outside of home, but with discipline management
which is appropriate for the child’s development, and
• With difficulties in setting limits and a family atmosphere which is potentially
violent.
Therefore, the surrounding of the home of each child is formed throughout the degree
of belonging to each of these five surroundings. This information is used to establish
its normative population and by doing this, we generate a measure which indicates the
achievement of its development considering its own context, which is defined by the
characteristics of its family environment.
That said, in addition to other areas in which the presented method of construction
of contextual indexes may be applied, we are thinking about three possible paths for
future research.
The first one is oriented towards defining a measure of similitude between vectors, where
the coordinates represent degrees of belonging; so, this measure has to take into account
that each coordinate is associated with a different concept, which means relieving the
position of the data on the vector of belonging coordinates. The second one aims to
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compare the results obtained with the method of fuzzy unsupervised classification sug-
gested in this study with other different methods which are usually used, and doing
this in different application areas. And, finally, developing indexes for the evaluation
of the results of a fuzzy unsupervised classification based on a fuzzy reference framework.
1.3.4. Publications associated.
• Review paper:
Rojas, K., Go´mez, D., Rodr´ıguez, J.T., Montero, J., Valdivia, A., Paiva, F. De-
velopment of child’s home environment indexes based on consistent families of
aggregation operators with prioritized hierarchical information. Fuzzy Sets and
Systems: Special Issue EUROFUSE 2011. (in second revision) (2013).
• Published paper:
Rojas, K., Go´mez, D., Rodr´ıguez, J.T., Montero, J. Strictly stable families of ag-
gregation operators. Fuzzy Sets and Systems.
http://dx.doi.org/10.1016/j.fss.2012.12.010 (2013).
Rojas, K., Go´mez, D., Rodr´ıguez, J.T., Montero, J. Stability in aggregation opera-
tors. In Greco, S. et al. (Eds.) Advances in Computational Intelligence. Springer.
299, 317-325 (2012).
Rojas, K., Go´mez, D., Rodr´ıguez, J.T., Montero, J. Some properties of consistency
in the families of aggregation operators. In B. de Baets (Ed.) et al., Eurofuse 2011,
AISC. Springer. 107, 169-176 (2011).
Cap´ıtulo 1. Introduccio´n. 20
• Conference contributions:
2010
Karina Rojas, Javier Montero: Medicio´n del desarrollo infantil temprano: un en-
foque contextual, FuzzyMAD 2010, Madrid, Espan˜a.
2011
K. Rojas, D. Go´mez, J. Montero, J.T. Rodr´ıguez: Algunas propiedades de consis-
tencia de las familias de operadores, FuzzyMAD 2011, Madrid, Espan˜a.
K. Rojas, D. Go´mez, J.T. Rodr´ıguez, J. Montero: Some properties of consistency
in the families of aggregation functions, EUROFUSE 2011, Regua, Portugal.
2012
K. Rojas, D. Go´mez, J. Montero: Algunas propiedades de consistencia de las fa-
milias de operadores de agregacio´n, ESTYLF 2012, Valladolid, Espan˜a.
D. Go´mez, K. Rojas, J. Montero, J.T. Rodr´ıguez: Stability in aggregation opera-
tors, IPMU 2012, Catania, Italia.
K. Rojas, D. Go´mez, J. Montero: Construccio´n de ı´ndices psicosociales basados
en familias consistentes de op. de agregacio´n sobre informacio´n con estructura
jera´rquica., FuzzyMAD 2012, Madrid, Espan˜a.
Cap´ıtulo 2
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2.1. Definiciones y me´todos para la construccio´n de ı´ndi-
ces de desarrollo infantil.
En esta seccio´n, indagamos respecto de algunos enfoques, etapas y componentes del
desarrollo del nin˜o, as´ı como tambie´n, las condicionantes que intervienen en el logro del
desarrollo infantil dadas por las caracter´ısticas del entorno del hogar del nin˜o. Primero
resaltamos la importancia de la tema´tica en te´rminos de impacto en pol´ıtica pu´blica,
adema´s de la interrelacio´n que existe entre el estudio del desarrollo infantil y del entorno
del hogar del nin˜o, para luego acercarnos a una definicio´n de desarrollo infantil tem-
prano, de entorno del hogar del nin˜o y me´todos de construccio´n de ı´ndices psicosociales.
El desarrollo humano corresponde a un feno´meno de la realidad que se manifiesta a lo
largo del tiempo en un individuo en consonancia con su entorno. Todos los aspectos del
desarrollo humano son afectados por su entorno y por la acumulacio´n de experiencias
desde el prenatal hasta la infancia temprana, siendo el entorno temprano del hogar por
tanto, el mejor predictor de las habilidades cognitivas y no cognitivas [49].
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En efecto, durante la primera infancia (entre el primer d´ıa de vida y el primer d´ıa
de u´ltimo ciclo de educacio´n infantil), la calidad de la estimulacio´n sensorial tiene un
efecto directo sobre la estructura y funcio´n del cerebro, per´ıodo en el cual el cerebro
se desarrolla muy ra´pidamente. Shonkoff y Phillips en [79] lo confirman al mencionar
que durante la infancia temprana, el desarrollo avanza muy ra´pido, siendo considerado
como un per´ıodo formativo, en tanto el soporte de pra´cticamente todos los sistemas
del organismo humano, desde la ma´s pequen˜a ce´lula a la capacidad para las relaciones
ı´ntimas, son construidos durante este per´ıodo de edad. Siendo esta etapa por lo tanto,
la mejor en te´rminos del impacto que pueden llegar a producir las intervenciones socio-
educativas, ya que corresponde a la de mayor desarrollo de capacidades y habilidades
de un sujeto, en la cual el ambiente social y educativo en que vive, influye en toda su
vida escolar.
Es por esto que las pol´ıticas pu´blicas dirigidas a la poblacio´n en primera infancia son tan
relevantes, y como consecuencia de esto, la importancia de los me´todos de evaluacio´n
de resultados de dichas pol´ıticas. Sin embargo, se considera necesario tomar en cuenta
que tales intervenciones no actu´an de la misma manera en todos los individuos [83], en
tanto el efecto y el sujeto interactu´an produciendo distinto grado de incidencia de la
intervencio´n en funcio´n de otros factores, tales como; habilidades de entrada, variables
del contexto y variables socio-demogra´ficas.
En [49] se demuestra que las condicionantes familiares esta´n asociadas al desarrollo del
nin˜o, como tambie´n la condicio´n socioecono´mica, sin embargo, algunos estudios mues-
tran una considerable variabilidad entre los sujetos dentro de una misma clase [72], lo
que sugiere la existencia de condicionantes familiares que son transversales a la cla-
se socioecono´mica de la familia y que inciden en el desarrollo infantil, evidencia´ndose
la necesidad de diferenciar los entornos de los nin˜os tambie´n respecto de la dina´mica
familiar en te´rminos de conductas, actitudes y organizacio´n en torno al fomento del
desarrollo infantil.
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Frente a esto, parece lo´gico y metodolo´gicamente correcto considerar el entorno del ho-
gar de la poblacio´n en edad temprana al momento de estudiar y comparar su nivel de
desarrollo, en tanto el desarrollo o´ptimo de un nin˜o requiere un ambiente que garantice
la satisfaccio´n de todas las necesidades f´ısicas ba´sicas y las disposiciones para el cuidado
de la salud y la seguridad [10], constituye´ndose entonces, en un factor diferenciador. De
aqu´ı el frecuente uso de indicadores de entorno del hogar del nin˜o en investigacio´n edu-
cativa, asi como tambie´n en planificacio´n y evaluacio´n de programas educativos. Por lo
tanto, el acercamiento a una definicio´n, medicio´n y clasificacio´n del entorno temprano
del hogar del nin˜o, surge como un paso necesario a la hora de estudiar el desarrollo
infantil temprano.
2.1.1. Desarrollo infantil temprano.
En psicolog´ıa del desarrollo se entienden como determinantes del desarrollo a un con-
junto de factores considerados como necesarios para que este proceso se produzca. Estos
factores se pueden clasificar en: biolo´gicos, sociales y psicolo´gicos. Segu´n I. S. Kon [54],
las distintas concepciones del desarrollo pueden clasificarse en funcio´n del orden de im-
portancia de cada uno de estos factores, a saber; concepcio´n biologicista o biogene´tica,
concepcio´n sociologicista o sociogene´tica y concepcio´n psicogene´tica o centrada en la
persona.
La concepcio´n biologicista o biogene´tica releva el desarrollo de lo biolo´gico, entendido
como lo hereditario y lo conge´nito, y muy especialmente, como proceso de maduracio´n
del organismo y, en particular, del cerebro humano. Mientras que la concepcio´n socio-
logicista o sociogene´tica, releva el medio como factor que determina esencialmente el
desarrollo psicolo´gico, el cual no siempre es entendido en su cara´cter socio-histo´rico,
sino fundamentalmente como ambiente f´ısico. Finalmente, la concepcio´n psicogene´tica
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o enfoque centrado en la persona, situ´a en un primer plano a los factores subjetivos, es
decir, a lo propiamente psicolo´gico, en te´rminos de las principales funciones, procesos
ps´ıquicos y contenidos personolo´gicos, que caracterizan el desarrollo de la subjetividad
humana, en sus distintas etapas.
Vygotski analiza dos principales concepciones sobre el desarrollo: ”podemos reducir to-
das las teor´ıas del desarrollo infantil a dos concepciones fundamentales. Segu´n una de
ellas, el desarrollo no es ma´s que la realizacio´n, el cambio y la combinacio´n de las capa-
cidades innatas. No surge nada nuevo a excepcio´n del crecimiento, despliegue y reagru-
pacio´n de los elementos dados desde el principio. Para la otra concepcio´n, el desarrollo
es un proceso continuo de auto movimiento, que se distingue, en primer lugar, por la
permanente aparicio´n y formacio´n de lo nuevo, no existente en estadios anteriores. Ese
punto de vista sabe captar en el desarrollo algo esencial para la comprensio´n diale´ctica
del proceso.” [89]
El desarrollo ocurre segu´n Vygotski mediante el proceso de interiorizacio´n. El nin˜o, en
su actividad conjunta con el adulto o con sus iguales, asimila los procedimientos de rea-
lizacio´n de la actividad y aquellos correspondientes para utilizar determinados medios,
orientados a dirigir su propio comportamiento. En esta interaccio´n surgen los proce-
sos ı´nter-ps´ıquicos. Luego estos procedimientos asimilados al inicio en forma externa se
transforman y se convierten en procesos internos, intra ps´ıquicos. Asi mismo, Vygotski
apunta: ”...en el desarrollo del nin˜o, lo que es posible lograr al final y como resultado
del proceso de desarrollo, esta´ presente ya en el entorno desde el principio mismo. Y
no so´lo esta´ presente en el entorno desde el principio mismo, sino que influye desde el
mismo principio del desarrollo del nin˜o. (1935)”. El entorno visto desde la perspectiva
vygotskiana ”... constituye la fuente de todos los rasgos espec´ıficos del nin˜o, y si la for-
ma ideal apropiada no esta´ presente en el entorno, dejara´ de desarrollarse en el nin˜o
la actividad, la caracter´ıstica o el rasgo correspondiente [90]”.
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Respecto de algunos hitos del desarrollo, en [79] se presentan tres a´mbitos entre los
muchos logros que caracterizan el desarrollo durante la infancia temprana:
• La auto-regulacio´n, incluyendo aprender a regular las propias emociones, compor-
tamientos y atencio´n.
• El desarrollo temprano del lenguaje, el razonamiento y la resolucio´n de problemas.
• Aprender a relacionarse bien con otros nin˜os, la confianza, el amor y la resolucio´n
constructiva de conflictos.
Desde aqui se relevan tanto habilidades cognitivas como no-cognitivas, en la cual am-
bos tipos de habilidades son influenciadas por el ambiente familiar, siendo formadas y
moldeadas en diferentes etapas del ciclo de vida [26]. Las primeras son medibles me-
diante pruebas de aptitudes, mientras que las segundas son ma´s dif´ıciles de medir, sin
embargo, desempen˜an un papel igualmente importante en el logro del desarrollo infantil
temprano.
Un instrumento comu´nmente utilizado para la medicio´n del desarrollo infantil es el
Inventario de desarrollo Battelle. Este inventario fue elaborado en el an˜o 1984 por un
grupo de profesionales de diversos campos, y la adaptacio´n espan˜ola se realizo´ el an˜o
1996. Uno de los propo´sitos fundamentales con el que se creo´ este inventario, fue el
de poder proporcionar informacio´n sobre los puntos fuertes y de´biles en diversas a´reas
del desarrollo del nin˜o, a fin de facilitar la elaboracio´n de programas de intervencio´n
individualizados. Contiene una bater´ıa de ı´tems cuyo fin es evaluar las habilidades fun-
damentales del desarrollo en nin˜os menores de 8 an˜os basa´ndose en el comportamiento,
se aplica de manera individual y esta´ estandarizado. Esta´ compuesto por 341 ı´tems que
se valoran en tres categor´ıas ordinales divididos en 5 a´reas, que a su vez se dividen en
sub-a´reas, tal como se muestra a continuacio´n:
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Cuadro 2.1: Componentes del desarrollo medido por el inventario Battelle.
Dimensio´n Sub-dimensio´n
Personal/Social. Interaccio´n con el adulto
Expresio´n de sentimientos/afecto
Autoconcepto
Interaccio´n con los compan˜eros
Colaboracio´n
Rol social
Adaptativa. Atencio´n
Comida
Vestido
Responsabilidad personal
Aseo
Motora. Control muscular
Coordinacio´n corporal
Locomocio´n
Motricidad fina
Motricidad perceptiva
Comunicacio´n. Receptiva
Expresiva
Cognitiva. Discriminacio´n perceptiva
Memoria
Razonamiento y habilidades escolares
Desarrollo conceptual
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La recogida de la informacio´n se realiza en base a tres me´todos; la observacio´n del com-
portamiento del nin˜o durante sus actividades normales en su entorno, la respuesta del
nin˜o frente a un est´ımulo, y la informacio´n entregada por los padres del nin˜o. Ahora
bien, como las habilidades se van desarrollando a distintas edades, se estable la edad
de medicio´n de cada habilidad de manera emp´ırica en base a la edad en que el 75% de
los nin˜os logran las pruebas que miden dicha habilidad.
Respecto de la puntuacio´n, si el nin˜o es capaz de demostrar cada habilidad de manera
regular, se le da una puntuacio´n de 2, si la habilidad es emergente, el nin˜o recibe una
puntuacio´n de 1, y si el nin˜o es incapaz de demostrar la habilidad, se da una puntua-
cio´n de 0. Estas puntuaciones se suman para determinar la puntuacio´n bruta de cada
sub-dimensio´n, los que son nuevamente sumados para determinar la puntuacio´n de ca-
da dimensio´n, que finalmente sumados entregan la puntuacio´n total. Las puntuaciones
son llevados a una escala de 0 a 100, y posteriormente es posible transformarlos en las
puntuaciones usualmente utilizados en psicometr´ıa, a saber; z, T, CI y ECN (el manual
contiene tablas de transformacio´n para cada sub-dimensio´n y edad). Las puntuaciones
de cada dimensio´n y el puntaje total son transformados a una escala con media 50 y
desviacio´n esta´ndar de 15, conformando los cocientes de desarrollo y el rango percentil.
Por lo tanto, el cociente de desarrollo obtenido en cada dimensio´n representa la capa-
cidad general del nin˜o en el a´rea correspondiente, y el rango percentil representa una
medida general de desarrollo del nin˜o.
La estandarizacio´n del test se realizo´ utilizando unas muestras representativas de 2,500
nin˜os menores de 8 an˜os, y la consistencia interna del test se evaluo´ con la fo´rmula
Spearman-Brown [82], revelando una confiabilidad entre un 0,95 y 0,99 en la pun-
tuacio´n total, y una confiabilidad no menor a 0,8 en cada uno de los cocientes de
desarrollo, salvo en adaptacio´n que resulto´ un poco menor. Sin embargo, a nivel de
sub−dimensio´n, la confiabilidad cae muy por debajo del recomendado 0,8 para algunas
edades. Esto muestra que para interpretar la puntuacio´n obtenido desde el inventario
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de desarrollo, se comparan los resultados con una tabla construida en base a un grupo
de referencia o normativo, que corresponde al comportamiento esta´ndar o esperado de
la poblacio´n. Sin embargo, estas normas no son universales, en tanto dependen de las
caracter´ısticas de la poblacio´n evaluada, y ma´s au´n, si esta poblacio´n corresponde a
nin˜os en primera infancia, tales caracter´ısticas influyen directamente en sus resultados
de desarrollo. Frente a esta situacio´n, se considera adecuado construir una medida de
desarrollo infantil temprano en la cual el grupo de referencia sobre el cual se comparan
los resultados, considere las caracter´ısticas del entorno familiar del nin˜o evaluado, y de
esta forma, su nivel de desarrollo represente la proporcio´n del potencial de desarrollo
logrado por el nin˜o, ma´s que la comparacio´n con un nin˜o ”esta´ndar”.
2.1.2. Entorno del hogar del nin˜o.
Si consideramos al desarrollo infantil como un proceso dina´mico y multifactorial que
se produce en consonancia con el entorno inmediato del nin˜o, es necesario estudiar
las caracter´ısticas del entorno del hogar del nin˜o al momento de interpretar sus logros
en desarrollo. Segu´n Heckman J. (Premio Nobel de Economı´a an˜o 2000) [4], un nin˜o
esta´ afectado por el ambiente en el que vive, ya que e´ste impacta desde el desarrollo
neuronal del cerebro hasta su capacidad de empat´ıa. As´ı, mejores ambientes familiares
a edad temprana son mejores predictores de las habilidades cognitivas y no cognitivas
de un ser humano.
Frente a esto, la calidad de las pra´cticas parentales y de manera ma´s global, el entorno
familiar en su conjunto, desempen˜an un papel clave en el desarrollo de las dimensiones
cognitivas y no cognitivas del ser humano en sus distintas etapas de crecimiento. Al
respecto, hoy en d´ıa existe la preocupacio´n por el estudio cualitativo de la estimulacio´n
cognitiva disponible en los entornos sociales ma´s significativos en que se desenvuelven
los nin˜os [12]. Esto se traduce concretamente en el ana´lisis de indicadores de la calidad
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de los entornos familiares y de los centros de cuidado infantil, y su incidencia en diver-
sas dimensiones del desarrollo ([34]; [35]). Relacionado con lo anterior, existe adema´s
un intere´s en la comparacio´n de la influencia entre los distintos entornos y en describir
co´mo las diferencias en el cuidado de los nin˜os se relacionan con su desarrollo social
emocional e intelectual ([34]; [9].
Los estudios sobre la relacio´n entre el contexto familiar y el desarrollo infantil han utili-
zado diversas aproximaciones para conceptualizar y analizar la calidad de los entornos.
En la actualidad, el enfoque predominante consiste en la utilizacio´n del inventario Home
obervation measurement of the enviroment (HOME ) como instrumento para la evalua-
cio´n de la estimulacio´n cognitiva disponible en el entorno familiar. El uso de escalas
como el HOME [10], que combina el uso de entrevistas semi estructuradas con pautas
de observacio´n de la interaccio´n del nin˜o con su madre [57], supone un avance y un com-
plemento a las medidas de desarrollo cognitivo basadas en el uso aislado de evaluaciones
de coeficiente intelectual como predictor del desarrollo, y a la conceptualizacio´n del am-
biente familiar u´nicamente en te´rminos de sus caracter´ısticas estructurales a trave´s de
indicadores de nivel socio econo´mico ([85]; [3]; [71]).
La aproximacio´n propuesta por el HOME, confiere mayor relevancia a un enfoque
ecolo´gico de los sistemas familiares y educativos [85], que considera la interdependencia
y mutua influencia entre los contextos ma´s significativos para el nin˜o [11]. Sin embargo,
algunos autores (ej. [57]) proponen la reevaluacio´n de las sub escalas del HOME para
determinar aquellos ı´tems que conformen nuevas escalas con significado conceptual, en
este sentido se propone privilegiar la agrupacio´n de indicadores basados en su conec-
tividad teo´rica y no en el ana´lisis factorial estad´ıstico, te´cnica a trave´s de la cual se
configuraron las escalas actuales.
El entorno familiar y las pautas de crianza que organizan dicho entorno en funcio´n
del cuidado y promocio´n del desarrollo cognitivo, f´ısico y socio-afectivo de los nin˜os en
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sus primeros an˜os de vida resultan fundamentales. Dentro de los factores que se han
estudiado de este entorno, es posible identificar dos grandes grupos, aquellos vinculados
con las condiciones materiales donde ocurre la crianza del nin˜o, y aquellos que dicen
relacio´n con las pautas de interaccio´n para el desarrollo. Ambos grupos se presentan y
observan de manera conjunta en las pra´cticas familiares.
A continuacio´n se presentan principales factores del entorno familiar que se han es-
tudiado como relevantes en el desarrollo de la primera infancia. Para efectos de esta
definicio´n se tomo´ como referencia inicial los inventarios Home (Observation for mea-
surement of the environment), considerando de manera espec´ıfica las escalas de 0 a tres
an˜os, y de 4 a 6 an˜os [57].
• Entorno f´ısico: En este factor se consideran aspectos vinculados con la calidad de
la vivienda en te´rminos de la proteccio´n, salud y seguridad del nin˜o, as´ı como con
las pautas de organizacio´n de la rutina de crianza en relacio´n con el uso de dicho
espacio.
• Recursos materiales de estimulacio´n: Diversidad y calidad de los recursos mate-
riales que promueven el desarrollo f´ısico, cognitivo y socioemocional. Un aspecto
central es la pertinencia a la edad y nivel de desarrollo que tenga el nin˜o, es decir,
que la respuesta o reaccio´n demandada no sea demasiado simple ni demasiado
desafiante (Smith, Landry y Swank, 2000 en [80]). Se pueden distinguir: recursos
lu´dicos y recursos dida´cticos para el aprendizaje (estimulacio´n intelectual).
• Pautas de estimulacio´n del lenguaje: Comunicacio´n verbal entre el nin˜o y el res-
ponsable del cuidado que promueve el desarrollo del lenguaje. Este factor resulta
clave en el desarrollo socio-cognitivo, y esta´ en estrecha relacio´n con el siguiente.
• Pautas de estimulacio´n intelectual : Considera principalmente las acciones que pro-
mueven el desarrollo cognitivo y habilidades intelectuales que permiten la genera-
cio´n de conocimiento futuro. Por ejemplo: aprendizaje de los colores; aprendizaje
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de ge´neros discursivos (canciones, poes´ıas, etc.); aprendizaje de relaciones espacia-
les; aprendizaje de los nu´meros; conocimiento de letras y desarrollo de la conciencia
fonolo´gica.
• Afecto y calidez en el cuidado: Calidad de las interacciones comunicativas y afecti-
vas promovidas por el responsable de la crianza. En la primera etapa de la infancia
(de 0 a 3 an˜os) este factor esta´ relacionado con las pra´cticas de apego especial-
mente vinculadas con la figura materna, luego, en la etapa entre 4 y 6 an˜os las
interacciones comunicativas mediadas por el lenguaje verbal toma ma´s relevancia
y se evalu´a en relacio´n al estilo afectivo y de contencio´n emocional que adopta.
Algunos autores adema´s, precisan la importancia que tiene la ca´lida recepcio´n y
aceptacio´n de las necesidades e intereses del nin˜o con respuestas que son inmedia-
tas y contingentes a las sen˜ales que exhiben, se consideran como comportamiento
que da cuenta de una capacidad de respuesta. De esta manera, los nin˜os expe-
rimentan que sus necesidades sera´n satisfechas de una manera confiable [55]. En
este factor, se tiende a identificar indicadores asociados a la interaccio´n f´ısica, de
la interaccio´n verbal, como ocurre en el inventario del HOME.
• Normas y disciplina: Este factor esta´ asociado con pautas que establecen los l´ımites
de la conducta de los nin˜os, transmitiendo con ello los patrones culturales e´ticos,
morales y de proteccio´n de la infancia. En este factor se pueden considerar: mode-
lado y estimulacio´n de la Madurez social, donde se socializa al nin˜o en las normas
y l´ımites de comportamiento social aceptado (respeto de autoridades, expresio´n
de sentimientos y emociones negativas de manera ”aceptable”, horarios y rutinas
marcadas, etc.), y pra´cticas educativas frente a una falta infantil, asociada a la
actitud asumida por adultos responsables en relacio´n al castigo.
• Experiencias de estimulacio´n social : En este factor se presentan las pautas de
crianza que promueven la interaccio´n de nin˜os con un entorno social ma´s alla´ del
nu´cleo familiar, por medio de la oferta de una diversidad de actividades fuera del
hogar.
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2.2. Enfoques y me´todos de construccio´n de ı´ndices psi-
cosociales.
En la seccio´n anterior, nos acercamos a una definicio´n de desarrollo infantil, intentando
describir muy brevemente etapas y componentes que lo configuran, as´ı como tambie´n,
las principales condicionantes que inciden en el logro del desarrollo infantil. Desde este
u´ltimo aspecto, se describieron los principales factores del entorno del hogar del nin˜o
que se han estudiado como relevantes en el desarrollo de la primera infancia. Ahora
bien, una vez se tiene claridad respecto de los conceptos que se intentan medir, es nece-
sario definir el procedimiento que se utilizara´ en la construccio´n de los ı´ndices de dichos
conceptos. En esta seccio´n, se presentan algunos enfoques y me´todos de construccio´n
de ı´ndices aplicados en ciencias sociales y del comportamiento.
La cuestio´n de los indicadores en ciencias sociales, constituye un problema fundamental
en el proceso de generar explicaciones y conocimientos sobre feno´menos que se dan en el
acontecer social. Expresa un problema epistemolo´gico que se refiere tanto a la relacio´n
sujeto/objeto como a la construccio´n de lo concreto/abstracto, a la relacio´n entre la
reconstruccio´n emp´ırica de la realidad y la teor´ıa, que debe resolverse en el a´mbito del
modo en que el sujeto la piensa. Fundamentalmente porque todo conocimiento brota
del sujeto [51].
El objetivo que se persigue ante la construccio´n de indicadores es describir caracter´ısti-
cas, comportamientos o feno´menos de la realidad, a trave´s de la evolucio´n de una varia-
ble o el establecimiento de una relacio´n entre variables, la que comparada con per´ıodos
anteriores, productos similares o una meta o compromiso, permita evaluar el desempen˜o
y su evolucio´n en el tiempo [63], implicando por tanto, la disposicio´n de una adecuada
representacio´n del conocimiento a trave´s de informacio´n contenida en un conjunto de
datos, as´ı como tambie´n, un procedimiento orientado a disminuir la dimensionalidad de
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dicho conjunto, y el establecimiento de una referencia que sirva de esta´ndar normativo
para interpretar los resultados del indicador.
Los indicadores son una representacio´n emp´ırica de un objeto de estudio, y tiene que ver
con la necesidad de cuantificar o medir un feno´meno [47]. En el proceso de construccio´n
de indicadores, se definen unidades de medida en base a contenidos teo´ricos del objeto
de estudio, siendo por tanto, una traduccio´n que va desde la construccio´n teo´rica de un
concepto que representa cierta cualidad del objeto, hacia la cuantificacio´n del concepto
a trave´s de un indicador. Una estrategia comu´nmente utilizada es dividir dicho concepto
en dimensiones espec´ıficas de la representacio´n original, y encontrar indicadores para
cada una de estas dimensiones, que en conjunto constituyen por agregacio´n, el concep-
to global a trave´s de un ı´ndice. No obstante, no existe ningu´n l´ımite interpretativo al
proceso de especificacio´n: toda dimensio´n puede dar lugar a nuevas dimensiones, pero
es fa´cil intuir que un ana´lisis excesivamente refinado puede conducir a la aceptacio´n de
dimensiones redundantes [56].
Una cuestio´n destacada en relacio´n con los indicadores en ciencias sociales, es que no
existen procedimientos definidos para su construccio´n, requirie´ndose por tanto, una
construccio´n add hoc a cada objeto de estudio. Por lo tanto, y dado que en materia de
construccio´n de indicadores existe tal apertura, podemos encontrar en la literatura una
diversidad enorme de clasificaciones y caracter´ısticas de indicadores: cuantitativos y
cualitativos; objetivos y subjetivos; simples y complejos; absolutos y relativos; auto´no-
mos e independientes; descriptivos y anal´ıticos; internos y externos, etce´tera [47]. No
obstante, la dimensio´n del indicador corresponde a una clasificacio´n transversal, distin-
guiendo entre los indicadores unidimensionales y multidimensionales.
Como se ha dicho anteriormente, uno de los desaf´ıos planteados en esta memoria es
el de la construccio´n de ı´ndices e indicadores multidimensionales, en tanto esta´n com-
puestos por informacio´n contenida en ma´s de una variable. Y centrados es este tipo de
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indicadores compuestos, el procedimiento ma´s utilizado para su construccio´n consta de
las siguientes tres etapas:
1. Seleccio´n de variables a utilizar.
2. Definicio´n de un esquema de ponderacio´n para cada variable.
3. Identificacio´n de un umbral que otorga un juicio de valor a cada estado.
En relacio´n a la segunda etapa, se han propuesto diferentes te´cnicas para la deter-
minacio´n de los pesos del conjunto de variables de entrada, algunos estudios aplican
ponderaciones iguales a las variables ([86]; [69] y [68]), en otros, las variables se com-
binan usando ponderaciones determinadas por medio de un proceso de consultas con
expertos, o tambie´n pueden ser aplicados de forma que reflejen la calidad de la infor-
macio´n de las variables [76]. En ocasiones tambie´n se utiliza la valoracio´n de los propios
entrevistados, y en otros estudios, se desarrollan ı´ndices compuestos ponderando las
variables sobre la base de sus frecuencias relativas, o basados en me´todos estad´ısticos
multivariados tales como los del ana´lisis de componentes principales.
El ana´lisis de componentes principales explica la estructura de varianzas y covarianzas
de un conjunto de variables por medio de combinaciones lineales de ellas. Los objeti-
vos perseguidos al utilizar este me´todo estad´ıstico son principalmente dos: reducir la
dimensio´n del conjunto de datos, y permitir la interpretacio´n del problema en la nueva
dimensio´n ([36], [52], [67] y [53]). La estrategia comu´nmente utilizada para aplicar este
me´todo consiste en cuantificar todas las variables, ya sea a trave´s de juicio experto o de
la te´cnica de escalamiento o´ptimo o cuantificacio´n o´ptima. De esta forma, se asignan
valores nume´ricos a los estados de las variables valoradas bajo un concepto abstracto.
El procedimiento se encuentra descrito en [94], [78], [94]. Algunas aplicaciones a indi-
cadores de condiciones de vida se encuentran en [22], [21], [23], [18] y [19]. Algunas
propiedades del indicador han sido estudiadas en [18] ([20]).
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Frente a este procedimiento, se evidencian al menos dos problemas, la representacio´n
nume´rica de los conceptos y la agregacio´n lineal de los mismos.
En primer lugar, las variables que intentan representar conceptos abstractos suelen ser
codificadas en base a una valoracio´n lineal de sus estados, es decir, la distancia entre
dos estados cualesquiera es la misma, lo que usualmente se aleja de su definicio´n teo´rica,
adema´s de implicar un tratamiento nume´rico que no rescata la distinta naturaleza de
las variables involucradas.
En segundo lugar, respecto de la agregacio´n de la informacio´n, la principal dificultad
tiene relacio´n con el usual comportamiento no lineal de las variables asociadas a estudios
relativos a las ciencias sociales y del comportamiento, en tanto dicha te´cnica intenta
describir las caracter´ısticas principales de un conjunto de datos multivariados, identifi-
cando nuevos ejes incorrelados, a fin de representar los datos mediante combinaciones
lineales de las variables originales. De esta forma, el ana´lisis rescata la asociacio´n lineal
entre las variables relacionadas y las cuantifica combina´ndolas a trave´s de una media
ponderada, en la cual sus pesos se definen en funcio´n de los valores propios de la matriz
de correlacio´n o de covarianzas.
2.3. Lo´gica borrosa.
2.3.1. Representacio´n borrosa del conocimiento.
Frente al estudio del desarrollo infantil temprano, del mismo modo que en otras a´reas
de las ciencias sociales y del comportamiento, surge la dificultad de conseguir una ade-
cuada representacio´n del conocimiento que se manifiesta en la realidad. El primer paso
es sistematizar los conceptos, en el que intentamos descifrar y registrar la realidad a
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partir de una percepcio´n o una respuesta observable de los sujetos, su colectivo y su
entorno. Pero estas respuestas no suelen corresponder a hechos concretos, aislados y
fa´cilmente medibles, sino que a un sistema que se arma, se modifica y se desarma cons-
tantemente en funcio´n de un conjunto de factores interrelacionados que visualizamos
como respuestas con un importante grado de vaguedad. La incertidumbre dada por la
vaguedad que lleva consigo la percepcio´n, la actitud o una situacio´n particular, provoca
que no nos parezca natural medir este tipo de conceptos a trave´s de variables absolutas
como las que se utilizan usualmente en matema´ticas, evidenciando la existencia de un
tipo de incertidumbre distinta a la que se estudia en probabilidad. En este escenario,
parece ser necesario incorporar la imprecisio´n para representar la informacio´n ma´s que
considerarla como un factor de distorsio´n.
Zadeh en 1965 [95], interesado en proveer un lenguaje formal para las ciencias sociales
y del comportamiento, propuso un modelo matema´tico que ayuda a formalizar la va-
guedad y graduacio´n de los conceptos lingu¨´ısticos a trave´s de conjuntos borrosos [88].
Los conceptos que aparecen en los estudios de desarrollo infantil y de entorno familiar,
son representados por variables lingu¨´ısticas, que se caracterizan por tomar valores del
lenguaje natural. Con ellas, es posible precisar su significado por medio de conjuntos
borrosos asociados, que se constituyen al recibir un valor de verdad graduado y perte-
neciente al intervalo unitario desde su funcio´n de pertenencia, representando el grado
en que la etiqueta asociada a la variable borrosa se hace presente en la realidad del
individuo a trave´s del discurso.
Simplemente por poner un ejemplo del tipo de variables que surgen en estudios rela-
cionados con el desarrollo infantil temprano, veamos lo que pasa con el High-risk index
[70] utilizado para medir el nivel de riesgo psicosocial de los nin˜os. Uno de los conceptos
considerados en este ı´ndice es la condicio´n econo´mica de la familia del nin˜o, que es
medido a trave´s de las variables ingreso familiar, trabajo precario e inestable del padre
y recepcio´n de subsidios. Si bien el ingreso familiar y los subsidios recibidos son varia-
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bles objetivas, la calidad del trabajo del padre tiene un alto nivel de subjetividad, y
por tanto, hay que hacer un esfuerzo para diferenciar un trabajo precario e inestable
de uno que no lo es, siendo pra´cticamente imposible imaginar una distincio´n n´ıtida.
Es ma´s natural ver un continuo entre ambos polos que caracterizan la calidad de un
trabajo, implicando por tanto, que los conjuntos asociados a los estados de esta variable
no sean excluyentes, ma´s bien que se solapen. Las claves parecen ser: l´ımites borrosos y
un continuo entre dos polos, donde estos dos polos corresponden a los valores de verdad
del paradigma tradicional, que son la base de la delimitacio´n n´ıtida que se suele utilizar
en la definicio´n de conceptos sociales y del comportamiento.
Un conjunto borroso A contiene observaciones acompan˜adas por sus respectivos estados
de verdad frente a un predicado, por ejemplo, los estados frente a trabajo precario de la
variable lingu¨´ıstica tipo de trabajo. A diferencia del enfoque tradicional, este conjunto
no tiene una frontera clara, siendo la funcio´n de pertenencia la encargada de definir la
transicio´n entre pertenecer y no pertenecer a cada una de las categor´ıas, y por consi-
guiente, el estado de cada observacio´n frente a una caracter´ıstica, entregando de esta
forma, una representacio´n ma´s natural del conocimiento, con l´ımites borrosos y una
transicio´n continua entre ambos estados.
2.3.2. Conceptos fundamentales.
Definicio´n 2.1. (Conjunto borroso). Sea X un espacio de objetos no vac´ıo con un
elemento gene´rico de X que denotamos por x.
Un conjunto borroso o clase borrosa A en X es una funcio´n µA de X llamada funcio´n de
pertenencia que asocia a cada punto de X un nu´mero real en el intervalo [0, 1]. El valor
de µA(x) representa el grado de pertenencia de x a A. As´ı, cuanto ma´s cerca este´ µA(x)
de la unidad, ma´s alto es el grado de pertenencia de x a A. Claramente la funcio´n de
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pertenencia es la extensio´n de la funcio´n caracter´ıstica cla´sica de un subconjunto de X.
[95]
Definicio´n 2.2. (α-corte). Sea A conjunto borroso en el universo X. Definimos α-corte
de A y lo denotamos por Aα al siguiente conjunto {x ∈ X : µA(x) ≥ α}.
Definicio´n 2.3. (Conjunto vac´ıo). Un conjunto borroso A se dice que es vac´ıo si y so´lo
si su funcio´n de pertenencia es ide´nticamente 0 en X, es decir, µA(x) = 0 ∀x ∈ X.
Definicio´n 2.4. (Igualdad entre conjuntos). Se dice que dos conjuntos borrosos A y B
son iguales si y so´lo si µA(x) = µB(x) ∀x ∈ X.
Estas definiciones ponen de manifiesto que la teor´ıa de conjuntos borrosos parte de la
teor´ıa cla´sica de conjuntos, asociando incertidumbre a un conjunto al incorporar una
funcio´n de pertenencia a e´l, que esta´ definida como un nu´mero real perteneciente al
intervalo unitario. Un elemento x pertenece a un conjunto A con un grado de perte-
nencia µA(x) que puede variar entre 0 y 1, es decir, µA : U → [0, 1] con U como el
universo de discurso, y se representa como un conjunto de pares ordenados de x con
su respectivo valor de pertenencia al conjunto como: A = {(x, µA(x))/x ∈ U}. Por lo
tanto, una variable puede ser caracterizada por diferentes valores lingu¨´ısticos, cada uno
de los cuales representa un conjunto borroso.
Para la definicio´n de las funciones de pertenencia se utilizan algunas familias de formas
esta´ndar, en tanto se asocian intuitivamente con el significado lingu¨´ıstico de las etiquetas
ma´s utilizadas. Estas son la funcio´n de tipo trapezoidal, triangular, S, exponencial y de
tipo π, que se describen a continuacio´n.
• Funcio´n trapezoidal : requiere la definicio´n de cuatro para´metros, y permite definir
un conjunto borroso con pocos datos, adema´s de calcular su valor de pertenencia
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con pocos ca´lculos.
S(u; a, b, c, d) =


0 si u < a
u− a
b− a si a ≤ u ≤ b
1 si b ≤ u ≤ c
d− u
d− c si c ≤ u ≤ d
0 si u > d
• Funcio´n triangular : requiere la definicio´n de tres para´metros, y es adecuada para
modelar un rango de valores estrecho en torno a b.
T (u; a, b, c) =


0 si u < a
u− a
b− a si a ≤ u ≤ b
c− u
c− b si b ≤ u ≤ c
0 si u > c
• Funcio´n de tipo π: requiere de dos para´metros, tiene forma de campana y es ade-
cuada para modelar valores en torno a c, siendo posible ser definida mediante
expresiones exponenciales o cuadra´ticas como la campana da Gauss.
π(u; a, b) =


S(u; c − b, c− b/2, c) si u ≤ c
1− S(u; c− b, c− b/2, c) si u ≥ c
Si bien esta representacio´n de los conceptos abstractos parece ser ma´s adecuada frente a
variables cualitativas, en muchas situaciones las variables con las que trabajamos esta´n
originalmente definidas, donde los valores nume´ricos han sido asignados a te´rminos de
lenguaje natural de forma lineal y n´ıtida, con el fin de permitir el ana´lisis estad´ıstico
posterior. Frente a este escenario, parece lo´gico tratar de mantener o ma´s bien recuperar
la riqueza de la informacio´n presente en los discursos cualitativos, y centrarse en una
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representacio´n ma´s adecuada de los conceptos cuando los valores nume´ricos han sido
asignados.
En el a´mbito de las ciencias sociales y del comportamiento, se suelen generar ı´ndices en
base a factores o indicadores que en su conjunto representan un concepto no medible
directamente en te´rminos cuantitativos. Para su construccio´n, se requiere una discu-
sio´n teo´rica adecuada a fin de proporcionar una definicio´n conceptual del constructo,
y relacionar estos conceptos con los indicadores seleccionados [62]. Una estrategia u´til
para establecer la coherencia entre las definiciones operativas y las conceptualizaciones
teo´ricas de la construccio´n social que se esta´ investigando, es una te´cnica utilizada en
investigacio´n social llamada juicio experto [81]. Esta te´cnica tambie´n puede ser utiliza-
da en la definicio´n de los conjuntos borrosos asociados a las variables lingu¨´ısticas.
Otro importante concepto utilizado en lo´gica borrosa es el de variable lingu¨´ıstica, que
corresponde a la qu´ıntupla (x, T (x), U,G,M), en el cual la variable x tiene asociado un
conjunto de te´rminos o valores lingu¨´ısticos T (x) que pertenecen al universo de discurso
U , que esta´ constituido por el conjunto o rango de valores que puede tomar x. Los valo-
res lingu¨´ısticos se generan a trave´s de la regla sinta´ctica G, y esta´n asociadas a conjuntos
borrosos determinados por la regla sema´ntica M , que asocia un significado a cada valor.
Sobre esta base, es posible representar el conocimiento mediante variables lingu¨´ısticas y
ca´lculos entre ellas, enlazando predicados -que representan una caracter´ıstica definida
mediante un conjunto borroso- a trave´s de conectores y modificadores.
A modo de ejemplo, como menciona Ramey y Smith en [70] , donde define el High-risk
index, la condicio´n educativa familiar incide en el nivel de riesgo psicosocial del nin˜o,
favorecie´ndolo cuando el entorno presenta un alto nivel educativo. Si bien el indicador
que se utiliza corresponde a los an˜os de estudio aprobados por los padres, la transicio´n
entre un an˜o de estudio y otro no es n´ıtida en la realidad. Frente a esto, parece ser
ma´s adecuado utilizar conjuntos borrosos asociados a los predicados Muy alto, Alto,
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Medio alto, Medio bajo, Bajo, Muy bajo, que actuara´n sobre el universo de discurso
representado en x, cuya valoracio´n se determina mediante la funcio´n de pertenencia
Pk : x → [0, 1] definida para k ∈ {Muy alto, Alto, Medio alto, Medio bajo, Bajo, Muy
bajo} como lo muestra la siguiente gra´fica:
Figura 2.1: Nivel educativo de los padres.
Ahora bien, para el tratamiento de problemas en ambiente borroso es imprescindible el
uso de operaciones ba´sicas como por ejemplo la negacio´n, la unio´n y la interseccio´n. Sin
embargo, en contexto borroso pueden existir diversas funciones para cada uno de estos
tipos de operadores, existiendo apertura frente a la definicio´n de operadores borrosos.
Es por esto que es ma´s comu´n referirse a familias de operadores, siendo el tipo ma´s
comu´n el dado por las t-normas, t-conormas y los operadores de agregacio´n.
Zadeh, sugirio´ la utilizacio´n de Min(ϕ,ψ) y el Max(ϕ,ψ) como extensio´n natural de
las operaciones interseccio´n y unio´n en conjuntos n´ıtidos respectivamente. Estos cons-
tituyen un caso particular de las t-normas y t-conormas, y juegan un papel esencial
en los procesos de agregacio´n de conjuntos borrosos. A continuacio´n se presentan las
conjunciones y disyunciones que son la base de la definicio´n de la interseccio´n y unio´n
de conjuntos borrosos.
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Definicio´n 2.5. (T-norma). Una funcio´n T : [0, 1]2 → [0, 1] que verifica:
• T (1, x) = x ∀x ∈ [0, 1]
• T (x, y) = T (y, x) ∀x, y ∈ [0, 1]
• T (x, T (y, z)) = T (T (x, y), z)∀x, y, z ∈ [0, 1]
• T (x, y) ≤ T (u, v) si 0 ≤ x ≤ u ≤ 1, 0 ≤ y ≤≤ v ≤ 1
Se denomina norma triangular o t-norma
Definicio´n 2.6. (T-conorma). Una funcio´n S : [0, 1]2 → [0, 1] que verifica:
• S(0, x) = x ∀x ∈ [0, 1]
• S(x, y) = T (y, x) ∀x, y ∈ [0, 1]
• S(x, S(y, z)) = S(S(x, y), z)∀x, y, z ∈ [0, 1]
• S(x, y) ≤ S(u, v) si 0 ≤ x ≤ u ≤ 1, 0 ≤ y ≤≤ v ≤ 1
Se denomina conorma triangular o t-conorma
A continuacio´n se presentan algunos ejemplos de t-normas y t-conormas.
1. Zadeh.
T1(x, y) =Min{x, y}
S1(x, y) =Max{x, y}
2. Probabil´ıstica.
T2(x, y) = x · y
S2(x, y) = x+ y − x · y
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3. Lukasiewicz.
T3(x, y) =Max{+y − 1, 0}
S3(x, y) =Min{x+ y, 1}
2.4. Proceso de agregacio´n.
En la seccio´n anterior, se presento´ un enfoque que ayuda a representar el conocimiento
de una manera ma´s flexible, y por tanto, acorde a una realidad psicosocial. En esta
seccio´n, nos referiremos a la construccio´n de ı´ndices en base a informacio´n con incerti-
dumbre, enfocado como un proceso de agregacio´n.
La agregacio´n de la informacio´n contenida en n variables para ser transformada en
un valor escalar, define un proceso de agregacio´n. El objetivo que se persigue ante un
problema de agregacio´n es simplificar la informacio´n a trave´s de la reduccio´n de dimen-
sionalidad del conjunto de datos de entrada, y de esta forma, facilitar el ana´lisis y la
toma de decisiones. De aqu´ı la importancia de la robustez del proceso de agregacio´n en
te´rminos de los resultados obtenidos.
Un proceso de agregacio´n esta´ constituido por un conjunto de datos de entrada or-
ganizado en n − tuplas (x1, x2, ..., xn), por la definicio´n de funciones An, n ∈ N que
agregara´n la informacio´n, y por datos de salida dados por An(x1, x2, ..., xn) para cada
n ∈ N. De aqu´ı se deduce que tanto las caracter´ısticas del conjunto de datos de entrada,
como la definicio´n de los operadores que generara´ la informacio´n agregada para cada
n, inciden individual y conjuntamente en el proceso de agregacio´n en te´rminos de la
robustez de los resultados obtenidos, y por tanto, en la consistencia del proceso.
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A continuacio´n se presentan algunas definiciones y propiedades asociadas a un proceso
de agregacio´n que sera´n utilizadas en este trabajo.
2.4.1. Operadores de agregacio´n.
Definicio´n 2.7. Un operador de agregacio´n corresponde a una funcio´n real definida en
el intervalo unitario, cuyas n ≥ 2 variables del conjunto de datos de entrada dan lugar
a un valor escalar.
An : [0, 1]
n → [0, 1], n ∈ N (2.1)
(2.1) es no decreciente en cada una de sus variables, es decir, si x < y entonces
An(x) < An(y) ∀x, y ∈ [0, 1]n, y satisface las siguientes condiciones de borde:
An(0, ...., 0) = 0 y An(1, ...., 1) = 1 (2.2)
A continuacio´n se presentan las propiedades esenciales que han sido estudiadas en re-
lacio´n con los operadores de agregacio´n.
• Monotonicidad estricta.Un operador de agregacio´n An : [0, 1]n → [0, 1] diremos
que es mono´tono si:
x1 ≤ y1, ..., xn ≤ yn → An(x1, ..., xn) ≤ An(y1, ..., yn) (2.3)
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• Idempotencia. Un operador de agregacio´n An : [0, 1]n → [0, 1] diremos que es
idempotente si dado x ∈ [0, 1] :
An(x, ..., x) = x (2.4)
• Elemento neutro. Sea An : [0, 1]n → [0, 1] un operador de agregacio´n, diremos
que e ∈ [0, 1] es un elemento neutro de An si para cada t ∈ [0, 1] en cualquier
posicio´n, se tiene que:
An(e, e, ..., e, t, e, ...e, e) = t (2.5)
• Elemento absorbente. Sea An : [0, 1]n → [0, 1] un operador de agregacio´n,
diremos que a ∈ [0, 1] es un aniquilador de An si ∀x1, x2, ..., xn ∈ [0, 1] con xi = a
para algu´n i ∈ {1, 2, ..., n}, se tiene que:
An(x1, x2, ..., xn) = a (2.6)
• Invarianza. Un operador de agrgacio´n An : [0, 1]n → [0, 1] diremos que satisface la
propiedad de invarianza ante transformaciones si ∀λ ∈ [−1, 1] y ∀(x1, x2, .., xn) ∈
[0, 1]n se cumple que:
An(x1 + λ, .., xn + λ) = An(x1, x2, .., xn) + λ, (2.7)
siempre que (x1 + λ, .., xn + λ) ∈ [0, 1]n y An(x1, .., xn) + λ ∈ [0, 1].
• Homogeneidad. Un operador de agrgacio´n An : [0, 1]n → [0, 1] diremos que es
homoge´neo si ∀λ ∈ [0, 1] y ∀(x1, x2, .., xn) ∈ [0, 1]n se cumple que:
An(λx1, .., λxn) = λAn(x1, x2, .., xn) (2.8)
Cap´ıtulo 2. Preliminares. 46
• Simetr´ıa. Un operador de agregacio´n An : [0, 1]n → [0, 1] diremos que es sime´trico
si ∀x1, x2, ..., xn ∈ [0, 1]:
An(x1, x2, ..., xn) = An(xp(1), xp(2), ..., xp(n)) (2.9)
para toda permutacio´n p = (p(1), p(2), ..., p(n)) de (1, 2, ..., n) con n ≥ 2.
Para finalizar esta seccio´n, nos gustar´ıa hacer hincapie´ en la importancia que va a tener
en esta memoria y en general en los procesos de agregacio´n el concepto de simetr´ıa de
un operador de agregacio´n. El concepto de simetr´ıa permite diferenciar entre aque-
llos operadores de agregacio´n que trabajan con conjuntos de datos estructurados o sin
estructurar, cuestio´n muy importante a la hora de definir un proceso consistente de
agregacio´n. En nuestra opinio´n, no todos los operadores de agregacio´n son adecuados
para un conjunto de datos determinado. Por ejemplo, si el conjunto de datos de entrada
tiene una estructura inherente, los operadores que se utilicen en la agregacio´n de la in-
formacio´n deben estar acorde a esta estructura, y por tanto parecer´ıa razonable pensar
que el operador de agregacio´n fuese no sime´trico ya que la importancia relativa de sus
ı´tems incide en el resultado del proceso de agregacio´n. Por el contrario, si lo datos no
tienen una estructura determinada, la posicio´n de los ı´tem que deben agregarse carece
de importancia y para esta situacio´n ser´ıa ma´s razonable pensar en operadores de agre-
gacio´n sime´tricos.
A continuacio´n se presentan algunos operadores de agregacio´n comu´nmente utilizados.
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Definicio´n nominal Definicio´n operativa
Mı´nimo Minn(x1, ..., xn) =Min{x1, ..., xn} = x(1)
Ma´ximo Maxn(x1, ..., xn) =Max{x1, ..., xn} = x(n)
Mediana Mdn(x1, ..., xn) =


x(n/2) si n es par
x((n+1)/2) si n es impar
Media aritme´tica Mn(x1, ..., xn) =
n∑
i=1
xi
n
Media geome´trica Gn(x1, ..., xn) =
(
n∏
i=1
xi
)1/n
Media armo´nica Hn(x1, ..., xn) =
n
n∑
i=1
1/xi
Productorio Pn(x1, ..., xn) =
n∏
i=1
xi
Op.binario inductivo hacia adelante Afn(x1, ..., xn) = A2(..(A2(A2(x1, x2)..), xn−1)
Op.binario inductivo hacia atra´s Abn(x1, ..., xn) = A2(A1, A2(..., A2(xn−2, xn−1)))
Media ponderada Wn(x1, ..., xn) =
n∑
i=1
xi · wi
OWA On(x1, ..., xn) =
n∑
i=1
x(i) · wi
Ahora bien, cuando a lo largo de un proceso de agregacio´n se producen cambios de
cardinalidad en el conjunto de datos de entrada, ya sea por la incorporacio´n de nuevas
variables, o por la existencia de una o ma´s variables sin informacio´n, dicho proceso ya
no involucra so´lo un operador de agregacio´n An, sino que a una coleccio´n de operadores.
En este contexto, si el nu´mero de variables del conjunto de datos de entrada es desco-
nocido, se considera An ∀n, lo que se traduce en una familia de operadores de agregacio´n.
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2.4.2. Familia de operadores de agregacio´n.
Definicio´n 2.8. [15] Dado un operador de agregacio´n An con n ∈ N, la familia
de operadores de agregacio´n asociada esta´ constituida por el conjunto de operadores
A2, A3, ...An ∀n ∈ N representado por:
{An}n :
⋃
n∈N
[0, 1]n → [0, 1] (2.10)
(2.10) tambie´n es llamada funcio´n de agregacio´n extendida (EAF) por otros autores
[45, 16].
Si bien esta definicio´n no condiciona la existencia de una relacio´n entre los operadores
de agregacio´n que la componen, la utilizacio´n de algunos tipos de operadores acerca a la
idea de una familia como un todo, en tanto tales operadores se encuentran relacionados
y utilizan una fo´rmula gene´rica a lo largo del proceso de agregacio´n [5], como es el caso
de los operadores recursivos. El problema de agregacio´n considerado como un proceso
se hace ma´s claro cuando se utiliza este tipo de operadores, en tanto la idea que esta´ a
la base es una regla de agregacio´n que se basa en una aplicacio´n iterativa de operadores
binarios a partir de las agregaciones previas. Por lo tanto, dada la relacio´n que existe
entre tales operadores de agregacio´n para cada n, estos definen una agregacio´n con
coherencia a lo largo del proceso, que adema´s debe ser acorde con las caracter´ısticas de
los datos de entrada en te´rminos de orden y existencia o no de prioridades.
Formalmente, la recursividad en operadores de agregacio´n fue introducida en [28] en
el contexto de operadores OWA. Posteriormente y siguiendo la l´ınea desarrollada en
[28], en [2, 29, 40, 13] se estudia el concepto de recursividad y derivados en un contexto
ma´s general que permiten establecer ciertas nociones de consistencia en operadores
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de agregacio´n. A continuacio´n se introduce la nocio´n de recursividad que requiere en
primer lugar de la definicio´n de una regla de orden.
Definicio´n 2.9. (ver [2, 29, 40] para ma´s detalles).
Denotemos por πn(x1, . . . , xn) = (xpin(1), . . . , xpin(n)). Una regla de orden π es una familia
consistente de permutaciones {πn}n≥2 tal que such para cualquier coleccio´n finita de
numeros, cada extra item xn+1 es asignado manteniendo la posicio´n relativa previa de
sus items, es decir
πn+1(x1, . . . , xn, xn+1) es igual a (xpin(1), . . . , xpin(j−1), xn+1, xpin(j), . . . xpin(n)) para algu´n
j ∈ {1, 2, . . . , n+ 1}.
Definicio´n 2.10. (ver [2, 29, 40] para ma´s detalles). Una familia de operadores de
agregacio´n {An : [0, 1]n −→ [0, 1]}n>1 es recursiva por la izquierda si existe una familia
de operadores de agregacio´n binario {Ln : [0, 1]2 −→ [0, 1]}n>1 tal que A2(x1, x2) =
L2(xpi(1);xpi(2)) y
An(x1, x2, . . . , xn) es igual a Ln(An−1(xpi(1), . . . , xpi(n−1);xpi(n)) para todo n ≥ 2,
donde π es una regla de orden.
De manera similar, es posible definir las reglas recursivas por la derecha de la siguiente
manera.
Definicio´n 2.11. (ver [2, 29, 40] para ma´s detalles). Una familia de operadores de
agregacio´n {An : [0, 1]n −→ [0, 1]}n>1 es recursiva por la derecha si existe una familia
de operadores de agregacio´n binario {Rn : [0, 1]2 −→ [0, 1]}n>1 tal que A2(x1, x2) =
R2(xpi(1);xpi(2)) y
An(x1, x2, . . . , xn) es igual a Rn(x1, An−1(xpi(2), . . . , xpi(n−1)) para todo n ≥ 2,
donde π es una regla de orden.
De las definiciones previas, es posible introducir el concepto de LR recursividad de la
siguiente manera.
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Definicio´n 2.12 (ver [2, 29, 40] para ma´s detalles). . Una familia de operadores
de agregacio´n {An : [0, 1]n −→ [0, 1]}n>1 es recursiva por la derecha y por la iz-
quierda simultaneamente si existen dos familias de operadores de agregacio´n binario
{Rn : [0, 1]2 −→ [0, 1]}n>1 and {Ln : [0, 1]2 −→ [0, 1]}n>1 tales que se satisfacen las
condiciones de recursividad por la derecha y por la izquierda simultaneamente.
Un caso particular de las definiciones anteriores se da cuando el operador de agregacio´n
binario es siempre el mismo y la recursividad es desde la izquierda. Esta definicio´n de
recursividad puede verse en [15, 16], en la cual se dice que una familia {An}n∈N es
recursiva cuando se satisface lo siguiente:
An(x1, x2, .., xn) = A2(An−1(x1, x2, .., xn−1), xn).
Las propiedades presentadas en la seccio´n anterior, corresponden a caracter´ısticas aso-
ciadas a un operador de agregacio´n An para un n en particular. Si bien tambie´n se han
estudiado dichas propiedades para una FAO, dado que la definicio´n (2.10) no exige nin-
guna restriccio´n que relacione los operadores de agregacio´n que componen una misma
familia, el cumplimiento de dichas propiedades por parte de {An}n∈N se traduce en que
cada operador que la constituye las satisfaga, independientemente si los A2, A3, ..., An
se encuentran o no relacionados. Esta extensio´n en el cumplimiento de propiedades por
parte de una FAO se muestra en [5, 45].
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A continuacio´n se presentan otras propiedades que han sido estudiadas en relacio´n a
las familias de operadores de agregacio´n, en las que se establecen condiciones entre los
diferentes miembros de la familia.
• Asociatividad. Una familia de operadores de agregacio´n {An}n∈N diremos que
es asociativa si ∀n,m ∈ N y ∀x1, x2, ..., xn, y1, y2, ..., ym ∈ [0, 1]:
An+m(x1, ..., xn, y1, ..., ym) = An+m(An(x1, ..., xn), Am(y1, ..., ym)) (2.11)
• Descompensacio´n. Una familia de operadores de agregacio´n {An}n∈N diremos
que cumple la propiedad de descompensacio´n si ∀n,m = 1, 2, ..., ∀x ∈ [0, 1]m y
∀y ∈ [0, 1]n se cumple que:
Am+n(x1, .., xm, y1, .., yn) = An+m(Am(x1, .., xm), ..., Am(x1, .., xm)︸ ︷︷ ︸, y1, .., yn)
m veces (2.12)
• Bisimetr´ıa. Una familia de operadores de agregacio´n {An}n∈N diremos que es
bisime´trica si ∀n,m = 1, 2, ... y ∀x ∈ [0, 1]mn se cumple que:
Amn(x1, .., xmn) = Am(An(x11, .., x1n), ..., An(xm1, .., xmn))
= An(Am(x11, .., xm1), ..., Am(x1n, .., xmn)) (2.13)
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• Self-identity. Una familia de operadores de agregacio´n {An}n∈N diremos que
satisface la propiedad self-identity si ∀n ∈ N y ∀x1, x2, ..., xn ∈ [0, 1]:
An(x1, ..., xn) = An+1(x1, ..., xn, An(x1, ..., xn)) (2.14)
Algunas propiedades han sido estudiadas y relacionadas a fin de acercarse a la gene-
racio´n de resultados agregados consistentes. En [93] se releva la propiedad asociativa
en tanto entrega consistencia al proceso de agregacio´n. No obstante, tal consistencia
tambie´n puede ser provista si una FAO no es asociativa, pero cumple las propiedades
de idempotencia, monoticidad y self-identity. Siguiendo en esta l´ınea, en [5] se presentan
las propiedades de continuidad y estabilidad para una familia de operadores de agrega-
cio´n.
• Continuidad. Una familia de operadores de agregacio´n {An}n∈N diremos que es
continua si ∀n ∈ N y ∀X e Y ∈ [0, 1]n, con X ≤ Y y n ≥ 2 :
∃Z ∈ [0, 1]n con X ≤ Z ≤ Y : An(Z) = c, (2.15)
donde c ∈ [An(x1, ..., xn), An(y1, ..., yn)]
• Continuidad Lipschitziana. Una familia de operadores de agregacio´n {An}n∈N
diremos que es lipschitz continua si ∀n ∈ N y ∀X e Y ∈ [0, 1]n, con n ≥ 2 :
∃M > 0 : |[An(x1, ..., xn)−An(y1, ..., yn)]| ≤M d(X,Y ), (2.16)
donde d(X,Y ) es una distancia entre X e Y
Cap´ıtulo 2. Preliminares. 53
2.4.3. Consistencia y estabilidad en procesos de agregacio´n.
La informacio´n agregada es el resultado del proceso de agregacio´n, y por tanto, a trave´s
de ella es posible evaluar la robustez del proceso respecto de la estabilidad de sus re-
sultados ante cambios de cardinalidad del conjunto de datos de entrada.
Como se sen˜ala en [15], en te´rminos generales, la estabilidad de un modelo matema´tico
para problemas aplicados se refiere a ”pequen˜os errores deentrada” no se traducen en
”grandes errores de salida”. La propiedad de estabilidad para una funcio´n de agre-
gacio´n An ha sido definida de una manera similar a la condicio´n Lipschitz, en el cual
pequen˜os cambios en el vector x no pueden producir grandes cambios en An(x).
La estabilidad corresponde a un concepto que ha sido estudiado en otros trabajos re-
feridos a operadores de agregacio´n. Por ejemplo, en [5] se propone una definicio´n de
p-stability para un operador de agregacio´n An, extendiendo la definicio´n de estabilidad
a una familia de operadores de agregacio´n, siendo considerada p-stable si todos los ope-
radores que la definen son p-stable , es decir, si ∀ n ∈ N la funcio´n n− ary satisface la
propiedad, del mismo modo, como se extiende un conjunto de propiedades presentadas
en [45].
Definicio´n 2.13. [15] Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de
agregacio´n.
• Diremos que {An}n∈N es n-p-stable si ∀p ∈ [1,∞) y ∀x, y ∈ [0, 1]n con x 6= y:
‖An‖p = sup
( |An(x)−An(y)|
‖x− y‖p
)
≤ 1 (2.17)
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• Diremos que {An}n∈N es p-stable si ∀p ∈ [1,∞) :
‖{An}n∈N‖p = sup (‖An‖p, n ∈ N) = 1, (2.18)
i.e. si {An}n∈N es n− p− stable ∀n ∈ N
Bajo esta definicio´n de estabilidad para una familia de operadores de agregacio´n, es
posible definir una FAO p-stable usando por ejemplo el mı´nimo si n es par y el ma´ximo
si n es impar, en tanto en el punto (2.18) de la definicio´n so´lo se requiere que An sea
p-stable ∀n ∈ N , y en este ejemplo, ambos operadores son n-p-stable. Sin embargo,
es evidente que el proceso de agregacio´n asociado a esta familia no sera´ robusto, no
siendo posible garantizar un comportamiento estable en te´rminos de los resultados del
proceso cuando se producen cambios de cardinalidad. Por lo tanto, esta definicio´n de
estabilidad no asegura la existencia de un concepto unificador entre los miembros de
una FAO que se traduzca en algu´n nivel de estabilidad de los resultados.
Esta idea de estabilidad tambie´n ha sido rescatada para datos ordenados de izquierda a
derecha bajo la propiedad de self-identity definida por Yager en [93], en tanto asegura
que el resultado de agregar n ı´tems coincide con el de n + 1 ı´tems cuando el u´ltimo
elemento incorporado corresponde a la agregacio´n de los anteriores.
Definicio´n 2.14. [93] Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores
de agregacio´n. Diremos que la familia {An}n∈N satisface la propiedad self-identity si
∀n ∈ N y ∀x1, . . . xn ∈ [0, 1], se cumple:
An(x1, x2, ...xn−1, An−1(x1, x2..., xn−1)) = An−1(x1, x2, ..., xn−1) (2.19)
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Es importante notar que si la familia An no es sime´trica, es decir, si existe un n ante
el cual el operador de agregacio´n An no es sime´trico, entonces la posicio´n del nuevo
elemento es relevante en el resultado final del proceso de agregacio´n, y entonces esta
definicio´n no es aplicable. Por ejemplo, si analizamos la propiedad self-identity en las
familias de operadores de agregacio´n compuesta por operadores binarios con extensio´n
inductiva hacia atra´s {Abn, n ∈ N}, y con extensio´n inductiva hacia adelante {Afn, n ∈ N}
[15] definidos para n > 2 como:
Abn = L2 (x1, L2(. . . , L2(xn−1, xn) . . .)
Afn = L2 (. . . , (L2(L2(x1, x2), x3)), . . . , xn)
donde L2 es un operador de agregacio´n binario.
Se observa que {Afn, n ∈ N} satisface la propiedad self-identity si L2 es idempotente,
mientras que {Abn, n ∈ N} no la satisface, en tanto el orden en la cual se agrega la
informacio´n es inverso (de derecha a izquierda).
Afn(x1, ..., xn−1, A
f
n−1(x1, ..., xn−1)) = A2(..(A2(A2(x1, x2)..), xn−1), A
f
n−1)
= A2(A
f
n−1, A
f
n−1)
= Afn−1(x1, ..., xn−1)
A partir de esta observacio´n, a fin de permitir la aplicacio´n de esta propiedad en ope-
radores no sime´tricos, adema´s de la distincio´n entre distintos niveles de estabilidad, en
el cap´ıtulo siguiente se propone una definicio´n de estabilidad que extiende la nocio´n de
self-identity para conjuntos de datos ordenados linealmente en ambos sentidos y para
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datos estructurados lineal o jera´rquicamente.
2.5. Sistemas de clasificacio´n borrosa no supervisada.
En el contexto de construccio´n de ı´ndices de entorno del hogar del nin˜o enfocado desde
un proceso de agregacio´n, en la seccio´n anterior se presentaron las definiciones de opera-
dores de agregacio´n y de familia de operadores de agregacio´n, adema´s de algunas de sus
propiedades, profundizando en aquellas asociadas a la consistencia de un proceso, con
el fin de asegurar robustez de sus resultados. Una vez ha sido agregada la informacio´n
relativa al entorno del hogar del nin˜o mediante un proceso de agregacio´n determinado,
es necesario identificar una clasificacio´n borrosa del conjunto de datos en funcio´n de
dichos ı´ndices de entorno. De esta manera, las clases borrosas de la particio´n podra´n ser
utilizadas como poblacio´n normativa de los nin˜os que presentan un nivel de pertenencia
significativo a ellas, insumo necesario para la construccio´n de ı´ndices contextuales de
desarrollo infantil temprano.
Frente a un problema de clasificacio´n, el supuesto que esta´ a la base es la existencia de
clases que conforman una particio´n de un conjunto de datos determinado. El propo´sito
que se persigue es estructurar la informacio´n que puede extraerse desde este conjunto
de datos, a fin de modelar la pertenencia de los elementos a tales clases. El resultado es
ba´sicamente un conjunto de criterios que debe satisfacer un elemento para pertenecer
a una u otra clase, para el cual se requiere definir medidas de similitud y pertenencia a
dichas clases, asi como tambie´n indicadores que aseguren un nivel de calidad del sistema
de clasificacio´n.
Si las clases se encuentran previamente definidas en el conjunto de datos, entonces se
trata de una clasificacio´n supervisada. En tal caso el objetivo es de tipo predictivo,
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en el cual se estudian las caracter´ısticas asociadas a pertenecer a cada clase, a fin de
estimar la pertenencia de observaciones externas al conjunto de datos. Mientras que si
el conjunto de clases se encuentra previamente definido en base a estudios anteriores o
supuestos teo´ricos, no siendo parte del conjunto de datos, se trata de una clasificacio´n
no supervisada. En este caso el objetivo es de tipo descriptivo, en el cual se intenta
organizar el conjunto de datos en grupos basado en similaridades entre sus elementos.
En este trabajo nos centramos en sistemas de clasificacio´n no supervisada. El me´todo
ma´s utilizado bajo un problema de este tipo corresponde al ana´lisis de conglomerado,
para el cual existen diversos algoritmos que buscan patrones de comportamiento que
esta´n a la base del conjunto de datos. En [84], se muestra una clasificacio´n de algorit-
mos de conglomerados respecto de tres criterios de agrupacio´n; direccio´n, pertenencia y
estructura. La direccio´n del proceso se refiere a co´mo se generan las clases, de un modo
aglomerativo (de abajo hacia arriba) o de un modo divisivo (de arriba hacia abajo), es
decir, las clases se definen en base a la adicio´n de elementos, o en base a particiones
del conjunto de datos. La pertenencia se refiere a la medida que se utiliza para indicar
la pertenencia de los elementos a las clases, pudiendo ser una medida n´ıtida, borrosa o
probabil´ıstica, es decir, de tipo booleana, en base a grados de pertenencia o asociada a
una distribucio´n de probabilidad. Y por u´ltimo, la estructura de la particio´n, es decir,
las clases de una particio´n son independientes (sin estructura), en el cual el usuario
define a priori la cantidad de particiones que se van a realizar sobre el conjunto de
datos, o las posibles particiones del conjunto de datos definen una estructura jera´rquica
o de otro tipo. A esta clasificacio´n de algoritmos de conglomerados le incorporamos un
cuarto criterio, el tipo de particio´n, que puede ser determinista o borrosa, es decir, las
clases resultantes son excluyentes o admiten un nivel de solapamiento entre ellas.
La nocio´n de particio´n borrosa fue introducida por Ruspini en [77], suponiendo que
dada una familia discreta de clases C , se asume que para cada elemento x ∈ X se
verifica que:
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∑
c∈C
µc(x) = 1
Por tanto, cada elemento tiene un grado de pertenencia a cada clase, donde el total
de la pertenencia se distribuye entre todas las clases, generalizando as´ı el concepto de
particio´n n´ıtida, donde la funcio´n de pertenencia µc(x) ∈ {0, 1} ∀x, c. De e´sta mane-
ra, cada elemento estara´ en una y solo una clase, por tanto ∀x ∈ X,∃c ∈ C : µc(x) =
1, µk(x) = 0 ∀k 6= c. Esta generalizacio´n se considera deseable en muchas situaciones, sin
embargo, en la pra´ctica, para una modelizacio´n borrosa sigue siendo muy restrictivo [1].
Considerando el objetivo de investigacio´n y la naturaleza borrosa de la informacio´n
analizada, en este trabajo nos centramos en algoritmos en la cual la medida de perte-
nencia de los elementos a las clases es gradual y la particio´n es borrosa y estructurada.
A continuacio´n, se profundiza brevemente respecto de conceptos ba´sicos, tipos de algo-
ritmos y medidas de calidad de un sistema de clasificacio´n no supervisada en contexto
borroso.
2.5.1. Ana´lisis de conglomerados en contexto borroso.
En te´rminos generales, el objetivo del ana´lisis de conglomerado es generar una particio´n
de un conjunto de datos determinado, constituyendo clases, grupos o subconjuntos, en
la cual se busca que los elementos con mayor grado de pertenencia a una cada clase,
tengan un mayor grado de similitud, al mismo tiempo que dos elementos con alto grado
de pertenencia a clases distintas, tengan un menor grado de similitud. Desde aqu´ı se
evidencia la necesidad de definir una medida de similaridad que determine el nivel de
cercan´ıa o lejan´ıa entre vectores que contienen la informacio´n del conjunto de datos,
medida que debe considerar el tipo y significado de los valores de cada variable de dicho
conjunto.
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Un conjunto de datos puede contener variables real valoradas o variables en el cual
su valoracio´n representa una clase abstracta. Adema´s, puede revelar distintos tipos de
agrupaciones, de diferentes dimensiones, formas y densidad, donde las clases pueden
estar completamente desconectadas, o con algu´n nivel de solapamiento. Toda esta va-
riedad de posibilidades depende del objetivo de investigacio´n y de las caracter´ısticas del
conjunto de datos de entrada, frente a las cuales se han desarrollado variadas te´cnicas
de ana´lisis de conglomerado.
Otra clasificacio´n de algoritmos de conglomerado es propuesta en [50], a partir de las
siguientes familias no disjuntas:
• Te´cnicas heur´ısticas o incompletas.
Referidas a aquellas en la cual se utilizan te´cnicas de reduccio´n de dimensionalidad
del conjunto de datos, a fin de obtener una representacio´n gra´fica de a lo ma´s tres
dimensiones.
• Te´cnicas n´ıtidas deterministas.
Te´cnicas que generan clases excluyentes, por tanto la interseccio´n de las clases que
componen la particio´n del conjunto de datos es vac´ıa.
• Te´cnicas n´ıtidas solapadas.
Te´cnicas que generan clases solapadas o no excluyentes, en tanto cada elemento
puede pertenecer a ma´s de una clase.
• Te´cnicas probabil´ısticas.
Referidas a aquellas te´cnicas en la cual se determina una probabilidad de perte-
nencia de los elementos a cada clase.
• Te´cnicas posibilistas.
Aquellas que definen un grado de pertenencia de los objetos a las clases.
• Te´cnicas jera´rquicas.
Te´cnicas que en base a reglas de combinacio´n y divisio´n de clases, van generando
paso a paso particiones del conjunto de datos, en la cual las clases tienen cada vez
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menos elementos y por tanto la particio´n cada vez ma´s clases.
• Te´cnicas basadas en funcio´n objetivo.
Referidas a aquellas que en base a una funcio´n objetivo o evaluacio´n, se asigna a
cada particio´n una calidad o un error que debe ser optimizado, siendo la particio´n
mejor evaluada la solucio´n ideal.
• Te´cnicas de estimacio´n.
Te´cnicas que utilizan algoritmos de optimizacio´n en el cual la generacio´n de la par-
ticio´n y la estimacio´n de los para´metros se realiza en base a ecuaciones heur´ısticas.
Si bien esta clasificacio´n mezcla los criterios de direccio´n, pertenencia, estructura y tipo
de particio´n definidos anteriormente, incorpora otro aspecto relacionado con la te´cnica
que esta´ a la base del proceso, ya sea de reduccio´n de dimensionalidad o de optimizacio´n
de criterios de calidad o del error. Frente a esta clasificacio´n de te´cnicas de ana´lisis de
conglomerados, es posible centrar este trabajo en te´cnicas posibilistas en base a fun-
cio´n objetivo o evaluacio´n, en tanto una particio´n del conjunto de datos en base a la
evaluacio´n del sistema de clasificacio´n mediante indicadores de calidad, en el cual la
pertenencia a las clases es gradual, parece ser ma´s coherente con la naturaleza borrosa
de la informacio´n y con el contexto psicosocial de la investigacio´n.
Focalizados en te´cnicas borrosas o posibilistas segu´n [50], a continuacio´n profundizamos
en algunas definiciones y algoritmos.
La informacio´n de entrada es representada por un conjunto finito de puntos X =
{x1, x2, ..., xn} ⊆ Rs, que corresponden a s caracter´ısticas de cada uno de los n ≥ 2
elementos del conjunto de datos. El objetivo es particionar este conjunto en c ≥ 2 clases
de elementos con similares caracter´ısticas, las que son representadas por los patrones o
centros de clases V = {v1, v2, ..., vc} ⊆ Rs que a priori son desconocidos. La pertenencia
del i-e´simo elemento a la k-e´sima clase es representada por uik, donde i ∈ {1, 2, ..., n} y
k ∈ {1, 2, .., c}, constituyendo la matriz de pertenencia U ∈ [0, 1]c·n.
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Bajo estas definiciones, ba´sicamente todas las te´cnicas borrosas centradas en medidas
de distancia entre los elementos y los patrones de clase, se basan en la minimizacio´n de
una funcio´n objetivo dado por:
J(U, V ;X) =
n∑
i=1
c∑
k=1
umik · d2ik (2.20)
donde m ∈ R>1 corresponde al para´metro de borrosidad, que representa el grado en el
cual los elementos que pertenecen a una clase inciden en el valor que toma el patro´n
de dicha clase, y dik es la medida de distancia entre el i-e´simo elemento y el k-e´simo
patro´n de clase.
El algoritmo utilizado para minimizar la funcio´n (2.20) es el que otorga la variedad en
la te´cnica de ana´lisis de conglomerado ([50]). La te´cnica borrosa ma´s conocida para la
generacio´n de conglomerados es fuzzy c-means (FCM). La primera versio´n de Duda y
Hart en 1973 ([32]) corresponde a una particio´n de clases n´ıtidas, sobre la cual Dunn,
en 1974 realiza una versio´n borrosa [33], la que es complementada por Bezdek en 1981
al introducir el para´metro de borrosidad m ([7]). Este algoritmo genera c clases de si-
milar taman˜o representadas por un patro´n o centro de la clase, en la cual la medida
de distancia entre los elementos y el patro´n de cada clase corresponde a la distancia
eucl´ıdea.
La bu´squeda de patrones del algoritmo FCM se basa formalmente en:
Definicio´n 2.15. (Patrones del algoritmo FCM)
Sea s ∈ N, D := Rs, X = {x1, x2, ..., xn} ⊆ D, C := Rs, c ∈ N, Pc(C) el conjunto de
todos los subconjuntos de C con cardinalidad c, la funcio´n objetivo J con m ∈ R>1, y
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d : D × C → R, (x, p) → ‖x − p‖ la medida de distancia entre un elemento de X y un
patro´n de clase.
Si J es minimizado respecto de todas las posibles particiones de X, donde K =
{k1, k2, ..., kc} ∈ Pc(C) es el conjunto de patrones de clases y f(xi)(kj) = uij la perte-
nencia de xi a la clase kj con f : XxK → [0, 1] como funcio´n de pertenencia, entonces
se satisface:
ki =
n∑
i=1
umij · xi
n∑
i=1
umij
Cuando m = 1 el algoritmo FCM genera clases excluyentes, en la cual cada elemento
del conjunto de datos so´lo pertenece a una clase, no correspondiendo por tanto, a un
ana´lisis de conglomerado borroso.
Se han desarrollado otros algoritmos alternativos al FCM, donde la principal diferen-
cia se centra en la medida de distancia. Uno de ellos es el algoritmo Gustafson-Kessel,
utilizado para clases de distinto taman˜o y forma elipsoidal ([46]), otro es el algoritmo
Gath-Geva, que sigue el mismo objetivo que el Gustafson-Kessel pero en base a estima-
dores estad´ısticos ([38]), adema´s de otros algoritmos que corresponden a sus respectivas
versiones simplificadas.
El algoritmo Gustafson-Kessel incorpora una matriz sime´trica cuyo determinante es
uno, que esta´ dada por: Ai =
p
√
det(Si)S
−1
i , donde Si =
n∑
j=1
umij (xj − vi)(xj − vi)T ,
y en la cual ‖x‖A :=
√
xT A X. De esta forma, el algoritmo puede generar clases de
distinto taman˜o y forma, sin embargo, la definicio´n de la matriz tambie´n requiere un
conocimiento a priori de la particio´n. Por otro lado, el algoritmo Gath-Geva es una
extensio´n del anterior, en tanto tambie´n toma en cuenta el taman˜o y la densidad de las
clases de la particio´n, pero no se basa en una funcio´n objetivo, sino que en un estimador
estad´ıstico. Gath-Geva interpreta al conjunto de datos como realizaciones de variables
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aleatorias con distribucio´n Normal, en la cual cada una de las c distribuciones Normales
Ni, i ∈ N≤c tiene un valor esperado vi y una matriz de covarianzas Ai, que genera un
dato xj con probabilidad a priori Pi, para ma´s detalle ver [50].
2.5.2. Evaluacio´n del sistema de clasificacio´n.
Tanto el algoritmo FCM como sus extensiones, requieren la definicio´n previa de la can-
tidad de clases de la particio´n y de la medida de distancia, adema´s de la inicializacio´n
de los patrones de clase. Una de las principales desventajas radica en que el nu´mero
de clases es a priori desconocido. Frente a este problema, se han desarrollado algunas
estrategias para seleccionar la particio´n ma´s adecuada de un conjunto de datos deter-
minado. Una de ellas es evaluar la calidad de particiones realizadas con distinto nu´mero
de clases, a fin de identificar el mejor sistema de clasificacio´n en base a nuevas funciones
objetivo. Estos indicadores evaluativos o las funciones objetivo pueden estar orienta-
dos a evaluar la calidad de la particio´n, como tambie´n de cada clase de una particio´n
determinada, ambos entregan un nu´mero o´ptimo de clases para un conjunto de datos
determinado.
Bajo un conjunto de datos de entrada es posible generar una gran cantidad de diferentes
clases, que dependera´ de la cantidad de variables de entrada X = {x1, x2, ..., xn} ⊆ Rs
y de la cantidad de valores que puedan tomar tales variables. Si los posibles valores que
puede tomar xi ∀i ∈ {1, 2, ..., n} pertenecen al conjunto dado por T = {t1, t2, ..., tm},
entonces la cantidad de particiones que se pueden generar corresponde a (ms ·s). Frente
a esta gran variedad de posibilidades, es necesario definir un proceso de evaluacio´n de
dichas particiones que entregue la solucio´n ideal bajo ciertas condiciones de calidad.
Existen algunos indicadores de validacio´n global que evalu´an el sistema de clasificacio´n
completo, y otros que son de validacio´n local, en tanto evalu´an la calidad de cada clase
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de una particio´n determinada. A continuacio´n se presentan algunas medidas de valida-
cio´n encontradas en [50]:
Medidas de validacio´n global:
• Coeficiente de particio´n (PC): Sea f : XxK → [0, 1] una particio´n borrosa del
conjunto de datos X = (x1, x2, ..., xn), en la cual f(xi)(kj) = uij ∈ [0, 1], ∀x ∈
X y k ∈ K.
El coeficiente de particio´n PC de la particio´n f es definido por:
PC(f) =
∑
x∈X
∑
k∈K
f2(x)(k)
|X|
PC esta´ acotado por
1
|K| ≤ PC(f) ≤ 1, tomando valores cercanos a 1 a medida
que la particio´n va siendo ma´s n´ıtida, y cercanos a 0 a medida que los grados de
pertenencia de cada observacio´n a cada clase van siendo ma´s s´ımiles, por tanto, es
una medida de solapamiento entre clases.
• Entrop´ıa de la particio´n (EP): Sea f : XxK → [0, 1] una particio´n borrosa del
conjunto de datos X = (x1, x2, ..., xn), en la cual f(xi)(kj) = uij ∈ [0, 1],∀x ∈
X y k ∈ K.
La entrop´ıa de la particio´n f PE es definida por:
PE(f) = −
∑
x∈X
∑
k∈K
f(x)(k)ln(f(x)(k))
|X|
PE esta´ acotado por 0 ≤ PE(f) ≤ ln(|K|), tomando valores cercanos a 0 a medida
que la particio´n va siendo ma´s n´ıtida, por tanto, con menos nivel de solapamiento
entre clases.
• I´ndice de separacio´n (S): Sea f : XxK → [0, 1] una particio´n borrosa del conjunto
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de datos X = (x1, x2, ..., xn), en la cual f(xi)(kj) = uij ∈ [0, 1], ∀x ∈ X y k ∈ K,
y d es la funcio´n distancia.
El ı´ndice de separacio´n S de la particio´n f es definida por:
S(f) =
∑
x∈X
∑
k∈K
f2(x)(k) d2(x, k)
|K| min{d2(k, l) : k, l ∈ K, k 6= 1}
El objetivo es indicar lo separadas que esta´n la clases, evitando que dos elementos
que pertenecen a clases distintas tengan una distancia similar a la de dos elemen-
tos de una misma clase, siendo por tanto, valores bajos del ı´ndice de separacio´n,
indicador de una buena particio´n.
S esta´ acotado por S ≤ 1
D21
, que corresponde al valor que toma el ı´ndice cuando
la particio´n es n´ıtida, donde D1 es el ı´ndice de separacio´n de una particio´n n´ıtida
dado por:
D1(f) = min
i∈K

 minj∈K/{i}

 d(Ai, Aj)max
k∈K
diam(Ak)




donde Ak := f
−1(k), diam(Ak) = max {d(xi, xj) : xi, xj ∈ Ak} y
d(Ai, Aj) = min {d(xi, xj) : xi ∈ Ai, xj ∈ Aj}.
• Hipervolumen borroso (FHV): Sea f : XxK → [0, 1] una particio´n borrosa del con-
junto de datos X = (x1, x2, ..., xn) realizada mediante el algoritmo de Gath-Geva,
en la cual f(xi)(kj) = uij ∈ [0, 1], ∀x ∈ X y k ∈ K.
Se define el hipervolumen borroso FHV por:
FHV (f) =
c∑
i=1
√
det(Ai)
• Densidad promedio de la particio´n (APD): Sea f : XxK → [0, 1] una particio´n
borrosa del conjunto de datos X = (x1, x2, ..., xn) realizada mediante el algoritmo
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de Gath-Geva, en la cual f(xi)(kj) = uij ∈ [0, 1], ∀x ∈ X y k ∈ K.
Se define la densidad promedio de la particio´n APD por:
APD(f) =
1
c
c∑
i=1
Si√
det(Ai)
donde el nu´mero de elementos por clases es:
Si =
∑
j∈Yi
f(xj)(ki) y Yi = j ∈ N≤n /(xj − vi)T A−1i (xj − vi) < 1
• Densidad de la particio´n (PD): Sea f : XxK → [0, 1] una particio´n borrosa del
conjunto de datos X = (x1, x2, ..., xn) realizada mediante el algoritmo de Gath-
Geva, en la cual f(xi)(kj) = uij ∈ [0, 1], ∀x ∈ X y k ∈ K .
La densidad de la particio´n f PD se define por:
PD(f) =
c∑
i=1
Si
FHV (f)
Es posible notar que las medidas de evaluacio´n de un sistema de clasificacio´n borro-
so no supervisado presentada, so´lo se enfocan a optimizar un criterio de calidad, la
redundancia o solapamiento entre clases, entregando mejor valoracio´n a aquella par-
ticio´n en la cual el nivel de solapamiento es menor. A nuestro juicio, la redundancia
es un criterio necesario pero no suficiente, en tanto es importante evaluarla conjunta-
mente con otros criterios, por ejemplo, que todos los elementos del conjunto de datos
queden representados por al menos una clase con un nivel mı´nimo de pertenencia. A
modo de ejemplo, supongamos que se tiene el conjunto de clases C = {c1, c2} y el
conjunto de datos X ∈ {x1, x2, x3}, donde x1 = (1, 0), x2 = (0, 1), x3 = (0, 0), es-
ta particio´n es bien evaluada por las medidas presentadas a pesar que x3 no queda
representado por la particio´n C. Lleva´ndolo al extremo, dichas medidas tambie´n entre-
gan una buena evaluacio´n si se tiene la particio´n dada por C = {c1, c2, c3} en la cual
x1 = (1, 0, 0), x2 = (0, 1, 0), x3 = (0, 0, 1), siendo evidentemente ilo´gica una solucio´n
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como esta para un sistema de clasificacio´n de tres elementos.
Medidas de validacio´n local:
• Relacio´n de compatibilidad en clases GK : Sea p ∈ N, A matriz sime´trica y definida
positiva, y C := Rp x {A ∈ Rpxp : det(A) = 1}. Para cada ki = (vi, Ai) ∈ C, sea λi
el mayor autovalor de Ai, y ei el autovalor normalizado de Ai asociado con su menor
autovalor. Para cada γ = (γ1, γ2, γ3) ∈ R3 se define la relacio´n de compatibilidad
CCM
.
=γ ⊆ C x C por:
∀k1, k2 ∈ C : k1 .=γ k2 ssi se cumplen las tres siguientes condiciones:
|e1eT2 | ≥ γ1∣∣∣∣e1 + e22 (v1 − v2)
T
‖v1 − v2‖
∣∣∣∣ ≤ γ2
‖v1 − v2‖ ≤ γ3
(√
λ1 +
√
λ2
)
• Densidad del contorno (SD): Sea f : X → K una particio´n del conjunto de datos
X = (x1, x2, ..., xn) y ∆ij la distancia entre xj ∈ X y el patro´n de clase kj ∈ K.
Se define la densidad de contorno SDi de la clase ki en la particio´n f por:
SDi(f) =
∑
xj∈Si
f(xj)(ki)√
det(Ai)
donde Si = {xj ∈ X : ∆ijAˆ−1i ∆ij < 1} y Ai es la matriz de covarianzas del
contorno borroso.
Nuevamente vemos que los indicadores presentados se enfocan a un criterio de calidad,
el solapamiento entre clases. Adema´s, algunos de ellos fueron ideados para ser utilizados
so´lo bajo ciertos algoritmos de clasificacio´n (FHV, APD y PD), limitando por tanto su
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a´mbito de aplicacio´n.
Frente a este vac´ıo de indicadores de calidad de una clasificacio´n borrosa no supervisada
en la cual no necesariamente se verifica una particio´n Ruspini (2.5), en [1] se presentan
las medidas de relevancia , redundancia y cobertura . Estas medidas pueden consti-
tuir un sistema para evaluar la calidad de las distintas particiones posibles de generar
desde un conjunto de datos de entrada determinado. La primera corresponde a una
medida de calidad de la particio´n, mientras que las otras son medidas referidas a cada
clase de una particio´n determinada.
• Relevancia: Una clase es relevante cuando al prescindir de ella como componente
de una particio´n determinada, al menos uno de los elementos queda indeterminado,
en caso contrario sera´ irrelevante. Sin embargo, a pesar de ser una caracter´ıstica
de cada clase, esta medida se evalu´a sobre una familia de clases C, en tanto es
parte de un sistema en la cual se espera que ∀c ∈ C, ∃x ∈ X : µc(x) > 0. El nivel
de relevancia de la clase c es gradual y esta´ dado por φ{µc(x) : x ∈ X}, entonces,
diremos que c es relevante si para cada x ∈ X, se cumple:
φ{µc(x) : c ∈ C} es significativamente mayor que φ{µk(x) : k ∈ C, k 6= c}.
Y por el contrario, diremos que c es irrelevante si para todos los x ∈ X, se cumple:
φ{µc(x) : c ∈ C} no es significativamente mayor que φ{µk(x) : k ∈ C, k 6= c}.
• Redundancia: La redundancia de una particio´n puede ser entendida como el nivel
de solapamiento entre las clases que la componen. Dicho grado de solapamiento
entre las clases c, k ∈ C con c 6= k sobre el elemento x, lo representamos por
ϕ(µc(x), µk(x)).
• Cobertura: La cobertura se refiere a que todos los elemento x ∈ X deben estar
contenidos en alguna de las clases c ∈ C de la particio´n, y por tanto, la cobertura
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dada por φ{µc(x) : c ∈ C}, sera´ mayor mientras mayor sea su grado de perte-
nencia. Por lo tanto, ∀x ∈ X, ∃c ∈ C : µc(x) > 0.
Recordemos los ejemplos anteriores, se ten´ıa el conjunto de clases C = {c1, c2} y el
conjunto de datos X ∈ {x1, x2, x3}, donde x1 = (1, 0), x2 = (0, 1), x3 = (0, 0), esta
particio´n entregara´ buenos resultados bajo el criterio de redundancia en tanto no hay
solapamiento, pero no sera´ bien evaluada bajo el de cobertura, ya que un elemento no
queda representado por ninguna clase. Respecto del otro ejemplo, se ten´ıa la particio´n
dada por C = {c1, c2, c3} en la cual x1 = (1, 0, 0), x2 = (0, 1, 0), x3 = (0, 0, 1), esta
particio´n sera´ bien evaluada en te´rminos de redundancia y cobertura, pero claramente
existe al menos una clase no relevante.

Cap´ıtulo 3
Consistencia y estabilidad en
familias de operadores de
agregacio´n.
Bajo el objetivo de generar ı´ndices robustos, a continuacio´n se estudian los conceptos
de consistencia y estabilidad en familias de operadores de agregacio´n. En este senti-
do, se presentan propiedades que definen a una familia consistente en te´rminos de la
estabilidad de los resultados del proceso de agregacio´n en el que participan. Estas pro-
piedades consideran la estructura del conjunto de datos de entrada, siendo definidas
para datos sin una estructura inherente, como tambie´n para datos que presentan un
orden lineal con o sin prioridades asociadas a tal ordenamiento. Finalmente, se extien-
den dichas propiedades de estabilidad a conjuntos de datos jera´rquicamente priorizados,
que corresponde a la estructura que comu´nmente presentan los datos sobre los cuales
se generan ı´ndices psicosociales.
Tal como ha sido mencionado en el cap´ıtulo anterior, un operador de agregacio´n An
agrega la informacio´n de un conjunto de ı´tems x1, . . . , xn en [0, 1] ⊆ [+∞,−∞], produ-
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ciendo un valor agregado en [0, 1] [15]. Correspondiendo entonces, a una funcio´n real de
n variables definida en el intervalo unitario, mono´tona no decreciente y que satisface las
condiciones de borde descritas en (2.2). De esta forma, la secuencia A2, A3, ..., An ∀ n ∈
N, corresponde a la familia de operadores de agregacio´n dada por {An : [0, 1]n →
[0, 1], n ∈ N} .
El proceso de agregacio´n dado por la generacio´n de dicho valor agregado An(x1, x2, ..., xn),
persigue el objetivo de reducir la dimensionalidad del conjunto de datos de entrada. Sin
embargo, el cumplimiento de este objetivo se ve afectado por el problema de dimen-
sionalidad, en tanto a lo largo del proceso de agregacio´n se pueden producir diversos
cambios de cardinalidad en los datos, ante lo cual, cada vez que se produce un cam-
bio, es necesario actualizar el valor agregado a partir del nuevo conjunto de datos, no
existiendo restricciones que garanticen que el nuevo operador de agregacio´n utilizado
en esta actualizacio´n, mantenga la consistencia lo´gica respecto de la agregacio´n previa.
Por ejemplo, un proceso de agregacio´n puede estar dado por el mı´nimo para n = 2, el
ma´ximo para n = 3, la media geome´trica para n = 4 y la mediana para n = 5, definicio´n
que evidentemente no generara´ resultados estables. Frente a esto, parece lo´gico esperar
que los operadores que componen una misma familia deban tener algu´n tipo de relacio´n,
y as´ı, la secuencia A(2), A(3), A(4), . . . ser´ıa consistente, en tanto no estar´ıa compues-
ta por operadores desconectados, y el proceso de agregacio´n seguir´ıa siendo el mismo
ante cualquier cambio en la dimensio´n n de los datos. Por lo tanto, a fin de asegurar
un proceso de agregacio´n robusto ante cambios de dimensionalidad, es necesario definir
alguna propiedad que asegure un nivel de estabilidad en los resultados de dicho proceso.
Se han estudiado muchas propiedades que representan caracter´ısticas deseables que debe
tener un operador de agregacio´n An para un n conocido, a saber; simetr´ıa, monoticidad,
idempotencia, entre otras. Si bien, estas propiedades han sido extendidas a las familias
de operadores de agregacio´n {An}n∈N, esto se ha traducido en el cumplimiento para
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cada n, en tanto la definicio´n de familia no exige la existencia de una relacio´n entre los
operadores A2, A3, ...., An que los unifiquen bajo un concepto comu´n, y que por tanto,
resguarde la consistencia de una FAO como un todo ([2, 27, 28, 29, 40]). La nocio´n de
consistencia utilizada en este sentido, que exige la existencia de una relacio´n entre los
miembros de una misma FAO, es muy amplia, siendo ma´s general que el concepto de
recursividad, en tanto algunos operadores no recursivos, como por ejemplo la mediana,
satisfacen la idea de consistencia. Esta idea responde por ejemplo, al problema de pe´rdi-
da de datos, ya que cuando se tiene un conjunto de datos en la cual existen elementos
que no contienen informacio´n en una o ma´s variables, la agregacio´n para tales elementos
no es posible hacerla mediante el operador definido para el resto de los elementos que
contienen toda la informacio´n, en tanto tiene una dimensio´n menor. En este caso, es
necesario definir un nuevo operador de menor dimensio´n, pero que mantenga la unici-
dad conceptual, requirie´ndose por tanto, establecer alguna restriccio´n que resguarde la
consistencia del proceso de agregacio´n, por ejemplo, mediante una definicio´n recursiva
de operadores, o tambie´n, mediante el cumplimiento de alguna propiedad de estabilidad
definida para una secuencia de operadores que componen una familias de operadores
de agregacio´n.
En la seccio´n anterior, se presentaron algunas propiedades que persiguen la idea de ge-
nerar resultados consistentes. Una de estas propiedades es la asociatividad, otra menos
restrictiva es la propiedad self-identity, que en base a operadores idempotentes, asegura
resultados consistentes bajo un conjunto de datos desestructurado o con un orden lineal
de izquierda a derecha. Orientados al mismo fin, tambie´n se presentaron las propiedades
de continuidad y estabilidad para familias de operadores de agregacio´n, no obstante, el
cumplimiento de dichas propiedades se traduce en el cumplimiento para cada operador
que compone la familia, no existiendo por tanto, restricciones respecto a la unidad con-
ceptual del proceso.
Frente a este vac´ıo, y bajo el objetivo de entender las propiedades que definen a una
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familia consistente de operadores en te´rminos de los resultados del proceso de agrega-
cio´n, pero adema´s, que considere las caracter´ısticas del conjunto de datos de entrada,
a continuacio´n se estudia la relacio´n que debiera existir entre los operadores de una
misma FAO, a fin de asegurar una estabilidad mı´nima ante cambios de cardinalidad del
conjunto de datos de entrada.
Los desarrollos que a continuacio´n se presentan, se dividen en dos partes; estabilidad en
familias de operadores de agregacio´n aplicadas sobre un conjunto de datos de entrada
no estructurado, y estabilidad bajo un conjunto de datos de entrada estructurado. Las
FAOs que se utilizan sobre conjuntos de datos no estructurados son sime´tricas, mien-
tras que el a´mbito de aplicacio´n de las familias no sime´tricas se restringe a conjuntos
de datos estructurados, que en este trabajo se centra en estructuras con orden lineal y
con orden jera´rquico.
A lo largo de las siguientes secciones y para cada tipo de conjunto de datos de entrada,
se van incorporando definiciones de estabilidad cada vez menos restrictivas, comenzando
con la estabilidad estricta, para luego seguir con la estabilidad asinto´ticamente estricta,
la estabilidad estricta casi segura y finalmente la inestabilidad.
3.1. Estabilidad en FAOs bajo conjuntos de datos no es-
tructurados.
Cuando el conjunto de datos de entrada no tiene estructura, necesariamente el resultado
del proceso de agregacio´n no var´ıa si se intercambian los elementos de dicho conjunto,
por tanto se trata de una familia sime´trica {An}n∈N, es decir, An es un operador de
agregacio´n sime´trico ∀n ∈ N.
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La propiedad de estabilidad estricta para una FAO restringe a que un operador de una
familia estrictamente estable definido para n items, no difiera de un operador definido
para n − 1 ı´tems cuando el u´ltimo elemento adicionado corresponde a la agregacio´n
del resto de los ı´tems. De esta forma, la estabilidad estricta entrega condiciones a con-
siderar para mantener la consistencia lo´gica entre operadores de una misma familia,
traducie´ndose en que la robustez del proceso de agregacio´n asociado no sea afectada
cuando se producen cambios de cardinalidad en los datos.
No obstante, es importante considerar que el cumplimiento de esta propiedad tiene sen-
tido cuando el valor resultante de la agregacio´n de los n − 1 ı´tems puede considerarse
como otro elemento del mismo conjunto de datos de entrada. Por ejemplo, supongamos
que se tiene un conjunto de datos en el intervalo unitario {x1, ..., xn−1}, que representan
el nivel de riqueza de n − 1 sujetos, e interesa agregarlos para estimar la desigualdad
existente en la poblacio´n a trave´s del nivel de acumulacio´n de la riqueza. Una posibi-
lidad para agregar esta informacio´n ser´ıa utilizar el conocido ı´ndice de concentracio´n
(de un bien) de Gini o Coeficiente de Gini. Este ı´ndice toma valores en el intervalo
[0, 1], donde el valor 0 representa la mayor igualdad entre la riqueza de los sujetos (to-
dos tienen la misma riqueza por lo que la concentracio´n del bien es nula), y el valor
1 representa la desigualdad extrema (ma´xima concentracio´n), es decir, so´lo un sujeto
acumula toda la riqueza de la poblacio´n. En este caso, el conjunto de datos de entrada
contiene la informacio´n de la variable lingu¨´ıstica riqueza del sujeto, mientras que el
valor agregado intenta medir el nivel de acumulacio´n de la riqueza de la poblacio´n, que
representa una caracter´ıstica de todo el conjunto de datos de entrada y no de cada uno
de sus elementos, por lo que no tiene sentido evaluar la estabilidad en los te´rminos que
la estamos estudiando. Ahora bien, si se tiene un conjunto de datos {y1, ..., yk−1} donde
yi ∈ [0, 1] con i ∈ {1, 2, ..., k− 1}, que representan k− 1 caracter´ısticas socioecono´micas
de una poblacio´n determinada, por ejemplo el ı´ndice de Gini, el ingreso per ca´pita, el
promedio de an˜os de estudio de la poblacio´n, entre otras, e interesa agregar esta infor-
macio´n para disponer de un ı´ndice socioecono´mico de dicha poblacio´n. Esta vez s´ı tiene
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sentido evaluar el cumplimiento de la propiedad de estabilidad estricta de la familia
de operadores de agregacio´n utilizada, en tanto Ak−1(y1, ..., yk−1) puede considerarse
como otro elemento del conjunto de datos de entrada, correspondiendo entonces, a una
”confirmacio´n” del nivel socioecono´mico de dicha poblacio´n.
Definicio´n 3.1. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agre-
gacio´n. Diremos que ∀n > 2 y para todo conjunto de datos no estructurado {xn}n∈N
en [0, 1], {An}n∈N es una familia estrictamente estable si satisface:
An(x1, x2, ...xn−1, An−1(x1, x2..., xn−1)) = An−1(x1, x2, ..., xn−1) (3.1)
La propiedad 3.1 coincide con la propiedad self-identity definida por Yager [93], por lo
tanto, todas las familias que satisfacen la propiedad self-identity, sera´n familias sime´tri-
cas estrictamente estables.
Es importante notar que dado que el conjunto de datos de entrada no tiene una estruc-
tura inherente, no importan la posicio´n que tome An−1(x1, ..., xn−1) en An, en tanto no
afecta el cumplimiento de la propiedad de estabilidad estricta dada por 3.1, pudiendo
ubicarse tanto en la primera como en la i-e´sima posicio´n.
A continuacio´n se prueba el nivel de estabilidad estricta de algunas de las FAO’s sime´tri-
cas ma´s conocidas.
Proposicio´n 3.1. La FAO definida por el mı´nimo {Minn : [0, 1]n → [0, 1], n ∈ N}, es
una familia estrictamente estable.
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Demostracio´n:
Minn(x1, ...xn−1,Minn−1(x1, ..., xn−1)) = Minn(x1, ...xn−1, x(1))
= x(1)
= Minn−1(x1, ..., xn−1)
Proposicio´n 3.2. La FAO definida por el ma´ximo {Maxn : [0, 1]n → [0, 1], n ∈ N}, es
una familia estrictamente estable.
Demostracio´n:
Maxn(x1, ...xn−1,Maxn−1(x1, ..., xn−1)) = Maxn(x1, ...xn−1, x(n−1))
= x(n−1)
= Maxn−1(x1, ..., xn−1)
Proposicio´n 3.3. La FAO definida por la mediana {Mdn : [0, 1]n → [0, 1], n ∈ N}, es
una familia estrictamente estable.
Demostracio´n:
Si n− 1 es impar:
Mdn(x1, ...xn−1,Mdn−1(x1, ..., xn−1)) = Mdn
(
x1, ...xn−1, x(n+1
2
)
)
= x(n+1
2
)
= Mdn−1(x1, ..., xn−1)
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Si n− 1 es par:
Mdn(x1, ...xn−1,Mdn−1(x1, ..., xn−1)) = Mdn
(
x1, ...xn−1,
x(n
2
) + x(n
2
+1)
2
)
=
x(n
2
) + x(n
2
+1)
2
= Mdn−1(x1, ..., xn−1)
Proposicio´n 3.4. La FAO definida por la media aritme´tica {Mn : [0, 1]n → [0, 1], n ∈
N}, es una familia estrictamente estable.
Demostracio´n:
Mn(x1, ...xn−1,Mn−1(x1, ..., xn−1)) =
1
n
(
n−1∑
i=1
xi +
1
n− 1
n−1∑
i=1
xi
)
=
1
n


(n− 1)
n−1∑
i=1
xi +
n−1∑
i=1
xi
n− 1


=
1
n(n− 1)
(
n−1∑
i=1
xi(n− 1 + 1)
)
= Mn−1(x1, ..., xn−1)
Proposicio´n 3.5. La FAO definida por la media geome´trica {Gn : [0, 1]n → [0, 1], n ∈
N}, es una familia estrictamente estable..
Demostracio´n:
Gn(x1, ...xn−1, Gn−1(x1, ..., xn−1)) =

n−1∏
i=1
xi
(
n−1∏
i=1
xi
) 1
n−1


1
n
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=

(n−1∏
i=1
xi
) n
n−1


1
n
= Gn−1(x1, ..., xn−1)
Proposicio´n 3.6. La FAO definida por la media armo´nica {Hn : [0, 1]n → [0, 1], n ∈
N}, es una familia estrictamente estable.
Demostracio´n:
Hn(x1, ...xn−1,Hn−1(x1, ..., xn−1)) =
n
n−1∑
i=1
1
xi
+ 1n−1
n−1∑
i=1
1
xi
=
n
n−1∑
i=1
1
xi
+
n−1∑
i=1
1
xi
n−1
=
n(n− 1)
(n− 1)
n−1∑
i=1
1
xi
+
n−1∑
i=1
1
xi
=
n(n− 1)
n
n−1∑
i=1
1
xi
= Hn−1(x1, ..., xn−1)
Ahora bien, si analizamos la familia de operadores de agregacio´n dada por el producto,
podemos ver que esta familia no es estrictamente estable en te´rminos absolutos, ya que
si se considera la secuencia de datos (x1, x2, . . . ) = (1/2, 1, 1, . . . ), vemos que Pn−1 =
Pn−1(x1, ..., xn−1) = 1/2, pero Pn = Pn(x1, . . . , xn−1, Pn−1) = (Pn−1)
2 = 1/4 ∀ n > 2,
por tanto la diferencia
∣∣Difr(Pn, Pn−1)∣∣ = |Pn − Pn−1| no es cero. Sin embargo, vere-
mos a continuacio´n que esta familia s´ı tiene un comportamiento consistente en te´rminos
asinto´ticos.
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A fin de analizar el comportamiento de esta familia de operadores de agregacio´n, se
realizo´ un ejercicio de simulacio´n donde se estudia su velocidad de convergencia, per-
mitiendo as´ı identificar el taman˜o mı´nimo del conjunto de datos sobre el cual se puede
garantizar estabilidad estricta del proceso de agregacio´n bajo cierto nivel de tolerancia.
Luego, se estudia la proporcio´n sobre la cual se satisface la estabilidad estricta en el
l´ımite, dada por Pr [ l´ım
n→+∞
∣∣Difr(An, An−1)∣∣ < ε ], para cada n y nivel de tolerancia
ε ∈ {10−1, 10−2, 10−3, ..., 10−30}.
En el siguiente ejercicio de simulacio´n, se calcula la diferencia dada por:
∣∣∣Difr(An, An−1)∣∣∣ = ∣∣∣An(x1, ...xn−1, An−1(x1, .., xn−1))−An−1(x1, .., xn−1)∣∣∣
para 1,000 secuencias (x1, . . . , xn−1) de variables aleatorias independientes con distribu-
cio´n U [0, 1], y para los siguientes taman˜os de las secuencias de datos: {10, 20, 30, ..., 50000}.
A fin de estudiar el comportamiento de estas diferencias a medida que n aumenta, se
calcula el valor ma´ximo de
∣∣Difr(An, An−1)∣∣ para cada n.
La Figura 3.1 muestra que los valores agregados de las secuencias de n y n− 1 elemen-
tos, tienen mayor similitud a medida que n aumenta, donde la diferencia ma´xima de
|An−An−1| es 0 para cualquier secuencia de taman˜o mayor a 20. En cuanto a la conver-
gencia de la FAO del producto, se observa en Tabla 3.1 que la velocidad de convergencia
es bastante ra´pida, en tanto una secuencia de taman˜o n = 100 ya garantiza resultados
estables bajo cualquier nivel de tolerancia. La Figura 3.2 representa los resultados de
la Tabla 3.1.
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Figura 3.1: Estabilidad de la FAO del producto a medida que n aumenta.
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Figura 3.2: Velocidad de convergencia de la familia del producto
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Cuadro 3.1: Resultados de simulacio´n de Pr[ l´ım
n→+∞
∣∣Difr(Pn, Pn−1)∣∣ < Tolerancia] para la FAO
del producto.
Taman˜o de Nivel de tolerancia
las secuencias 10−1 10−2 10−3 10−4 10−5 10−10 10−15 10−20 10−25 10−30
10 1.000 0.979 0.867 0.53 0.327 0.002 0.000 0.000 0.000 0.000
20 1.000 1.000 1.000 0.998 0.978 0.239 0.005 0.000 0.000 0.000
30 1.000 1.000 1.000 1.000 1.000 0.906 0.216 0.004 0.000 0.000
40 1.000 1.000 1.000 1.000 1.000 1.000 0.797 0.181 0.010 0.000
50 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.693 0.134 0.004
60 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.965 0.585 0.121
70 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.934 0.492
80 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.888
90 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.989
100 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
300 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
500 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Los resultados del ejercicio de simulacio´n evidencian que a pesar de no satisfacer las
propiedades de estabilidad estricta en te´rminos absolutos, la FAO del producto muestra
un comportamiento consistente. Frente a esto, y a fin de extender el enfoque propuesto
a otras familias consistentes, se definen dos propiedades que corresponden a versiones
menos restrictivas del mismo concepto de estabilidad estricta.
Definicio´n 3.2. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agre-
gacio´n. Diremos que ∀n > 2 y para todo conjunto de datos no estructurado {xn}n∈N
en [0, 1], {An}n∈N es una familia asinto´ticamente estrictamente estable si:
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l´ım
n→+∞
∣∣An(x1, ...xn−1, An−1(x1, ..., xn−1))−An−1(x1, ..., xn−1)∣∣ = 0
Si bien, la propiedad de estabilidad asinto´ticamente estricta es menos restrictiva que la
estabilidad estricta en te´rminos absolutos, no recoge el tipo de consistencia de algunas
familias de operadores de agregacio´n, por ejemplo, veamos lo que ocurre con la familia
del producto.
Dada la diferencia:
Difr(Pn, Pn−1) =
n−1∏
i=1
xi
n−1∏
i=1
xi −
n−1∏
i=1
xi =
n−1∏
i=1
xi
(
n−1∏
i=1
xi − 1
)
,
para aquellas sucesiones {xn}n∈N tal que
n∏
i=1
xn −→n→∞ c ∈ (0, 1), implica que xn −→n→∞ 1,
pero la implicancia opuesta no es cierta, en tanto si ∃k / xk = 0 entonces
∞∏
n=1
xn = 0.
Lo anterior lleva a suponer que aquellas sucesiones que provocan que la familia dada
por el productor no sea estrictamente estable en te´rminos asinto´ticos, constituyen un
reducido subconjunto F del conjunto S de todas las sucesiones en [0, 1]. Por lo tanto,
la posibilidad de reunir una coleccio´n de ı´tems que potencialmente lleven al producto a
un comportamiento inestable, es esperable que sea pequen˜o, siendo posible formalizar
este argumento en te´rminos de probabilidades.
Sea S = {{xn}n∈N : xi ∈ [0, 1] ∀i} un conjunto de sucesiones en [0, 1], y sea {An}n∈N
una FAO involucrada en el proceso de agregacio´n de la sucesio´n sn = (x1, . . . , xn) ∈ S.
Si se considera el experimento dado por ”observar la estabilidad de {An(sn)}n∈N”, o
en otras palabras, ”observar la distancia entre An(sn−1, An−1(sn−1)) y An−1(sn−1)”
(para una coleccio´n de datos ordenados de izquierda a derecha). El espacio muestral
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E asociado, esta´ dado por el conjunto de los posibles niveles de estabilidad estricta de
{An(sn)}n∈N. Si la cardinalidad de S tiende a infinito, es posible obtener la probabilidad
que el evento dado por ”reunir una sucesio´n sn que lleve a que {An(sn)}n∈N tenga un
comportamiento estrictamente estable”, es decir,
P[ l´ım
n→+∞
|An(sn−1, An−1(sn−1))−An−1(sn−1)| = 0 ].
Si se asume que el valor de los ı´tems (x1, ...xn) son variables aleatorias independientes
que siguen la distribucio´n U([0, 1]), entonces es posible introducir una medida de pro-
babilidad sobre el conjunto de sucesiones S mediante la funcio´n de distribucio´n de la
probabilidad conjunta:
P(a1 ≤ X1 ≤ b1, ..., an ≤ Xn ≤ bn, ...) =
∞∏
i=1
P(ai ≤ Xi ≤ bi) =
∞∏
i=1
(bi − ai),
donde ai, bi ∈ [0, 1] ∀i. Entonces, si por ejemplo la probabilidad dada para una sucesio´n
{xn}n∈N es cercana a cero, y la probabilidad del conjunto de todas las sucesiones tal que
xi ∈ [0, 1/2] ∀i ≤ N y xi ∈ [0, 1] ∀i > N , para un N determinado es (1/2)N , entonces es
posible ver que el conjunto dado por F =
{
{xn}n∈N/
∞∏
n=1
xn −→n→∞c ∈ (0, 1)
}
, en la cual
la familia del productorio deja de ser estrictamente estable, tiene probabilidad cero.
Esto nos lleva a la siguiente definicio´n:
Definicio´n 3.3. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agre-
gacio´n. Diremos que ∀n > 2 y para todo conjunto de datos no estructurado {xn}n∈N
en [0, 1], {An}n∈N es una familia casi seguro estrictamente estable si:
P[ l´ım
n→+∞
|An(x1, ...xn−1, An−1(x1, ..., xn−1))−An−1(x1, ..., xn−1)| = 0 ] = 1,∀xi ∼ U(0, 1)
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A continuacio´n se prueba el nivel de estabilidad estricta en probabilidad de las FAO’s
ma´s conocidas.
Proposicio´n 3.7. La FAO definida por el productorio {Pn}n∈N es una familia casi
seguro estrictamente estable.
Demostracio´n.
Tal como fue mencionado anteriormente, sea F el conjunto de sucesiones en la cual la
FAO del productorio no es estrictamente estable, y donde F ⊂ S1 = {(xn)n∈N/xn → 1}.
Notar que para cada ε > 0, S1 puede ser particionado en los subconjuntos Cn ={{xk}k∈N/ ∣∣xk − 1∣∣ < ε, ∀k ≥ n} , n ∈ N. Considerando Cn⋂Cm = ∅ si n 6= m, se
cumple que:
P(F ) ≤ P(S1) = P
(⋃
n∈N
Cn
)
=
∞∑
n=1
P (Cn) ≤
∞∑
n=1
∞∏
k=n
ε = 0,
y entonces, es posible decir que la probabilidad que la familia dada por el productorio
no tenga un comportamiento estrictamente estable es cero. Por lo tanto, esta familia
satisface la nocio´n de estabilidad estricta en una versio´n ma´s de´bil, que puede ser carac-
terizada en te´rminos de convergencia en probabilidad a una FAO estrictamente estable.
Proposicio´n 3.8. La FAO definida por {Qn}n∈N es una familia casi seguro estricta-
mente estable.
Demostracio´n.
Similar a la demostracio´n anterior.
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Finalmente, la definicio´n de inestabilidad se deduce desde las definiciones de los distin-
tos niveles de estabilidad estricta presentados, ya que tanto una FAO que satisface la
propiedad de estabilidad asinto´ticamente estricta, como una FAO que safistace la pro-
piedad de estabilidad estricta casi seguro, convergen a una FAO estrictamente estable.
Siendo las FAO’s estrictamente estables en el l´ımite un caso particular de las familias
estrictamente estables en probabilidad.
Proposicio´n 3.9. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de
agregacio´n, entonces:
1. Si la familia {An}n∈N satisface la propiedad de estabilidad estricta, entonces tam-
bie´n satisface la propiedad de estabilidad asinto´ticamente estricta.
2. Si la familia {An}n∈N satisface la propiedad de estabilidad asinto´ticamente estricta,
entonces tambie´n satisface la propiedad de estabilidad casi seguro estricta.
Por lo tanto, si una FAO no es estrictamente estable en probabilidad, entonces no satis-
face ninguno de los tres niveles de estabilidad y en este caso, sera´ una familia inestable.
Definicio´n 3.4. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agre-
gacio´n. Entonces, diremos que:
Satisface la propiedad de inestabilidad, si la familia no es casi seguro estrictamente
estable, y entonces sera´ una familia inestable.
A continuacio´n se prueba la inestabilidad de una familia de operadores de agregacio´n
muy utilizada, los operadores ordered weighted averaging (OWA).
Proposicio´n 3.10. La FAO definida por operadores OWA {On : [0, 1]n → [0, 1], n ∈ N}
es una familia inestable.
Demostracio´n:
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A fin de probar que {On}n∈N es una FAO inestable, se considera la familia {IAn}n∈N
definida como:
IAn(x1, . . . , xn) =


Max(x1, . . . , xn) si n es impar
Min(x1, . . . , xn) si n es par
Esta familia puede ser considerada como un caso particular de la familia dada por
operadores OWA, si se consideran los pesos wn = (1, 0, 0, ...) cuando n es impar y
wn = (0, ..., 0, 1) cuando n es par. Para probar que {IAn}n∈N es inestable, se vera´ que
dado ε > 0, es posible encontrar una familia de suseciones Rε con probabilidad positiva,
talque para cualquier {xn}n∈N ∈ Rε, existe n0 ≥ 2 donde:
∣∣IAn(x1, . . . , xn−1, IAn−1(x1, . . . , xn−1))− IAn−1(x1, . . . , xn−1)∣∣ ≥ ǫ, si n ≥ n0.
Efectivamente, dado ε ∈ (0, 1), sea
Rε =
{
{xn}n∈N, x1 ∈
[
0,
1
2
− ε
2
]
, x2 ∈
[
1
2
+
ε
2
, 1
]
, xk ∈ [0, 1] ∀k ≥ 3
}
un conjunto de sucesiones en la cual el primer elemento pertenece a
[
0,
1
2
− ε
2
]
, el
segundo a
[
1
2
+
ε
2
, 1
]
, y no se impone ninguna otra restriccio´n.
Ahora, es fa´cil ver que P(Rε) =
(
1
2
− ε
2
)2
> 0 y tambie´n que para cualquier {xn}n∈N ∈
Rε, esto es
∣∣IAn(x1, . . . , xn−1, IAn−1(x1, . . . , xn−1))− IAn−1(x1, . . . , xn−1)∣∣ ≥ ε si n ≥ 2,
por tanto, la familia {IAn}n, que puede ser vista como un caso particular de la familia
de OWA’s, es inestable.
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3.2. Estabilidad en FAO’s bajo conjuntos de datos estruc-
turados.
En esta seccio´n se estudian las propiedades de estabilidad estricta bajo un conjunto
de datos de entrada que tiene una estructura inherente. En este caso, el resultado del
proceso de agregacio´n var´ıa si se intercambian los elementos del conjunto de datos, por
lo tanto, las FAO’s que se utilizan son familias no sime´tricas {An, n ∈ N}, es decir,
aquellas en la cual ∃n ∈ N talque An es un operador de agregacio´n no sime´trico.
En las secciones siguientes se definen propiedades que establecen restricciones para ase-
gurar un nivel de robustez en el proceso de agregacio´n en la cual la informacio´n de
entrada se encuentra estructurada. Espec´ıficamente, nos enfocamos en conjuntos de da-
tos con un ordenamiento lineal, y con un orden jera´rquico (ambos asociados o no a una
estructura de prioridades).
Del mismo modo como se presento´ la estabilidad para datos no estructurados, a lo largo
de la seccio´n y para cada tipo de estructura analizada, se incorporan las definiciones
de estabilidad para niveles cada vez menos restrictivos, comenzando con la estabilidad
estricta, para luego seguir con la estabilidad asinto´ticamente estricta, la estabilidad es-
tricta casi segura y finalmente la inestabilidad.
3.2.1. Datos linealmente ordenados.
A fin de ilustrar la importancia del ordenamiento de los datos frente a un proceso de
agregacio´n, estudiamos la familia de operadores binarios idempotentes con extensio´n
inductiva hacia adelante dada por {Afn : [0, 1]n → [0, 1], n ∈ N} y la FAO con exten-
sio´n inductiva hacia atra´s dada por {Abn : [0, 1]n → [0, 1], n ∈ N}. Es posible ver que
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{Afn}n satisface la estabilidad estricta definida en (3.1), sin embargo, dado que su agru-
pacio´n iterativa obedece a un ordenamiento lineal desde la izquierda hacia la derecha
dado por A2(..(A2(A2(x1, x2)..), xn−1), no es posible esperar resultados consistentes en
el otro sentido, de derecha a izquierda. Ana´logamente, {Abn}n no satisface la propiedad
de estabilidad estricta tal cual como la hemos definido, en tanto su agrupacio´n itera-
tiva obedece a un ordenamiento lineal con una orientacio´n opuesta, que esta´ dada por
A2(A1, A2(..., A2(xn−2, xn−1))).
Frente a esta situacio´n, podemos ver que cuando el conjunto de datos de entrada tiene
una estructura lineal inherente, es necesario identificar la orientacio´n de dicho ordena-
miento, y diferenciar si la propiedad de estabilidad estricta es satisfecha desde la derecha
o desde la izquierda. Lo que nos lleva a complementar las definiciones de estabilidad
estricta para datos linealmente ordenados desde la izquierda.
Definicio´n 3.5. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agrega-
cio´n y supongamos que los datos tienen una estructura de orden lineal inherente desde
la derecha. Diremos que:
1. {An}n∈N es consistente desde un punto de vista estable estricto cuando sea una
familia R-estrictamente estable, es decir
An(x1, x2, ...xn−1, An−1(x1, x2..., xn−1)) = An−1(x1, x2, ..., xn−1)
∀n > 2 y para todo conjunto de datos linealmente ordenado desde la derecha{xn}n∈N
en [0, 1]
Definicio´n 3.6. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agrega-
cio´n y supongamos que los datos tienen una estructura de orden lineal desde la izquierda.
Diremos que:
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1. {An}n∈N es consistente desde un punto de vista estable estricto cuando sea una
familia L-estrictamente estable, es decir
An(An−1(x1, x2, ..., xn−1), x1, x2, ...xn−1) = An−1(x1, x2, ..., xn−1) (3.2)
∀n > 2 y para todo conjunto de datos linealmente ordenado desde la izquierda
{xn}n∈N en [0, 1]
A continuacio´n vemos la demostracio´n de estabilidad estricta de las familias de opera-
dores de agregacio´n recursivas que ejemplificamos anteriormente.
Proposicio´n 3.11. La familia de operadores binarios idempotentes con extensio´n in-
ductiva hacia adelante {Afn : [0, 1]n → [0, 1], n ∈ N}, es una familia R-estrictamente
estable (es decir ser´ıa consistente para una familia de datos linealmente ordenado desde
la derecha).
Demostracio´n:
Afn(x1, ...xn−1, A
f
n−1(x1, ..., xn−1)) = A2(..(A2(A2(x1, x2)..), xn−1), A
f
n−1)
= A2(A
f
n−1, A
f
n−1)
= Afn−1(x1, ..., xn−1)
la u´ltima ecuacio´n so´lo es satisfecha si A2 es un operador idempotente.
Pero el cumplimiento de la estabilidad estricta de esta FAO se da so´lo en un sentido,
ya que en general {Afn}n no es una familia estrictamente estable desde la izquierda.
Considere por ejemplo n = 3:
Af3 (A
f
2 (x1, x2), x1, x2) debiera ser equivalente con A
f
2 (x1, x2), pero
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Af3 (A
f
2 (x1, x2), x1, x2) = A2 (A2(A2(x1, x2), x1), x2), en general no es equivalente a
A2(x1, x2).
Proposicio´n 3.12. La familia de operadores binarios idempotentes con extensio´n in-
ductiva hacia atra´s {Abn : [0, 1]n → [0, 1], n ∈ N}, es una familia L-estrictamente estable.
Demostracio´n:
Abn(A
b
n−1, x2, ..., xn) = A2(A
b
n−1, A2(..., A2(xn−2, xn−1)))
= A2(A
f
n−1, A
b
n−1)
= Abn−1(x1, ...xn−1)
la u´ltima ecuacio´n tambie´n se cumple si A2 es un operador idempotente.
En la misma l´ınea anal´ıtica anterior, es posible concluir que en general, la familia {Abn}n
no es una familia R-estrictamente estable.
Ana´logamente a la definicio´n ma´s ampliada de estabilidad, que considera la estabilidad
estricta desde la izquierda ( 3.2 ), se definen las propiedades de estabilidad asinto´tica-
mente estricta, estricta casi seguro e inestabilidad para un conjunto de datos linealmente
ordenado.
Definicio´n 3.7. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agrega-
cio´n y supongamos que los datos tienen una estructura de orden lineal desde la izquierda.
Diremos que:
1. {An}n∈N es consistente desde un punto de vista asinto´ticamente estable cuando
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sea una familia asinto´ticamente L-estrictamente estable, es decir:
l´ım
n→+∞
∣∣An(An−1(x1, ..., xn−1), x1, ...xn−1)−An−1(x1, ..., xn−1)∣∣ = 0
para todo conjunto de datos linealmente ordenado desde la izquierda {xn}n∈N en
[0, 1]
Definicio´n 3.8. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agrega-
cio´n y supongamos que los datos tienen una estructura de orden lineal desde la derecha.
Diremos que:
1. {An}n∈N es consistente desde un punto de vista asinto´ticamente estable cuando
sea una familia asinto´ticamente R-estrictamente estable, es decir:
l´ım
n→+∞
∣∣An(x1, ...xn−1, An−1(x1, ..., xn−1))−An−1(x1, ..., xn−1)∣∣ = 0
para todo conjunto de datos linealmente ordenado desde la derecha {xn}n∈N en
[0, 1]
Definicio´n 3.9. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agrega-
cio´n y supongamos que los datos tienen una estructura de orden lineal desde la izquierda.
Diremos que:
1. {An}n∈N es consistente desde un punto de vista estable casi seguro cuando sea una
familia casi seguro L-estrictamente estable, es decir
P[ l´ım
n→+∞
[ |An(An−1(x1, ..., xn−1), x1, ...xn−1)−An−1(x1, ..., xn−1)| = 0 ] = 1,
para todo conjunto de datos linealmente ordenado desde la izquierda {xn}n∈N en
[0, 1] ∀xi ∼ U(0, 1)
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Definicio´n 3.10. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de
agregacio´n y supongamos que los datos tienen una estructura de orden lineal desde la
derecha. Diremos que:
1. {An}n∈N es consistente desde un punto de vista estable casi seguro cuando sea una
familia casi seguro R-estrictamente estable, es decir
P[ l´ım
n→+∞
|An(x1, ...xn−1, An−1(x1, ..., xn−1))−An−1(x1, ..., xn−1)| = 0 ] = 1,
para todo conjunto de datos linealmente ordenado desde la derecha {xn}n∈N en
[0, 1], ∀xi ∼ U(0, 1)
Definicio´n 3.11. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de
agregacio´n. Entonces, diremos que:
1. Satisface la propiedad de R-inestabilidad si la familia no es casi seguro R-estrictamente
estable, y entonces sera´ una familia R-inestable.
2. Satisface la propiedad de L-inestabilidad si la familia no es casi segura L-estictamente
estable, y entonces sera´ una familia L-inestable.
Otras FAOs que suelen satisfacer la estabilidad estricta so´lo en un sentido, son las
familias de operadores de agregacio´n ponderados. Estas familias tienen una definicio´n
de prioridades que esta´ asociada a la posicio´n relativa de los elementos del conjunto
de datos de entrada, razo´n por la cual se consideran familias inestables en general, en
tanto su estabilidad depende de la definicio´n de la secuencia de pesos. A continuacio´n
se prueba la inestabilidad de algunas de estas FAO’s.
Proposicio´n 3.13. La FAO definida por la media ponderada {Wn}n∈N es una familia
inestable.
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Demostracio´n.
Sea la secuencia de pesos dada por:
wni =


1
2(n − 2) if 1 < i < n
1/4 if i = 1
1/4 if i = n
no´tese que
n∑
i=1
wni = 1 ∀n, y entonces:
Difr(Wn,Wn−1) =
n−1∑
i=1
(
wni − (1− wnn)wn−1i
)
xi =
1
16
x1 +
n−2∑
i=2
n− 6
8n2 − 40n+ 48 xi −
3n− 2
16n− 32 xn−1
Asumiendo que todos los valores de x2,...,xn−1 han sido generados por variables aleato-
rias independientes con distribucio´n U [0, 1], en el l´ımite se tiene que
n−2∑
i=2
n− 6
8n2 − 40n+ 48 xi ∈
[0, 1/8] y
3n− 2
16n− 32 xn−1 ∈ [0, 3/16]. Por lo tanto, si ε = 0,01 para n grande, se tiene que:
∣∣∣Difr(Wn,Wn−1)∣∣∣ ≥ 1
16
∣∣x1 − 3xn−1∣∣ > ε = 0,01
se cumple si y solo si 1 ≥ x1 > 3xn−1 + 0,16 o 0 ≤ x1 < 3xn−1 − 0,16.
Como cualquier valor xn−1 ∈ [0, 1] pertenece a un intervalo con longitud positiva para
x1, en te´rminos de medida de probabilidad se tiene que:
P
({
(xn)n∈N ⊂ [0, 1] / l´ım
n→∞
∣∣∣Difr(Wn,Wn−1)∣∣∣ > 0,01}) > 0,
y por lo tanto, la FAO de medias ponderadas no es una familia casi seguro estrictamente
estable. Adema´s, desde:
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Difl(Wn,Wn−1) =
n−1∑
i=1
(
wni+1 − (1− wn1 )wn−1i
)
xi =
2− 3n
16n − 32x1 +
n−2∑
i=2
n− 6
8n2 − 40n+ 48xi +
1
16
xn−1,
por lo tanto, la FAO dada por la media ponderada es inestable en general.
Del mismo modo como visualizamos el comportamiento de la familia de operadores de
agregacio´n dada por el productorio, a fin de visualizar el comportamiento inestable de
esta FAO, a continuacio´n se muestran los resultados de otro ejercicio de simulacio´n
realizado con la familia recie´n utilizada en la demostracio´n de inestabilidad de la media
ponderada.
Figura 3.3: Inestabilidad de la familia de medias ponderadas cuyos pesos se definen por
wni =
1
(n− 2) si 1 ≤ i ≤ n y w
n
i =
1
4
si i = n o i = 1.
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La Figura 3.3 muestra claramente este comportamiento, en tanto los resultados de la
agregacio´n de n y n − 1 elementos no convergen a medida que n aumenta. Adema´s,
se evidencia que la proporcio´n de ser estable no converge a 1, como puede verse en la
Tabla 3.2.1.
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Cuadro 3.2: Simulacio´n de Pr[ l´ım
n→+∞
∣∣Difr(Wn,Wn−1)∣∣ < Tolerancia] para la FAO de medias pon-
deradas inestable.
Size of the Nivel de tolerancia
sequences 10−1 10−2 10−3 10−4 10−5
10 1.000 0.157 0.012 0.002 0.000
20 0.986 0.123 0.006 0.001 0.000
30 0.978 0.133 0.009 0.000 0.000
40 0.965 0.120 0.015 0.000 0.000
50 0.957 0.117 0.012 0.001 0.000
60 0.960 0.117 0.014 0.000 0.000
70 0.959 0.123 0.008 0.001 0.000
80 0.971 0.121 0.014 0.003 0.000
90 0.965 0.121 0.015 0.003 0.000
100 0.950 0.109 0.009 0.000 0.000
300 0.956 0.101 0.007 0.002 0.000
500 0.935 0.097 0.014 0.001 0.000
1000 0.956 0.110 0.014 0.002 0.000
2000 0.953 0.137 0.006 0.001 0.000
4000 0.924 0.121 0.007 0.001 0.000
6000 0.947 0.105 0.008 0.000 0.000
8000 0.938 0.109 0.015 0.000 0.000
10000 0.941 0.109 0.013 0.001 0.000
12000 0.948 0.100 0.014 0.001 0.000
14000 0.962 0.115 0.008 0.000 0.000
20000 0.953 0.103 0.005 0.001 0.000
30000 0.958 0.098 0.013 0.003 0.000
40000 0.961 0.099 0.013 0.000 0.000
50000 0.943 0.123 0.009 0.002 0.000
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Con esto se ilustra la inestabilidad de la familia de operadores de agregacio´n dada por la
media ponderara {Wn}n∈N. Sin embargo, a continuacio´n veremos que existen familias de la
media ponderada que s´ı satisfacen algu´n nivel de estabilidad estricta, como es el caso de
la familia asinto´ticamente R-estrictamente estable, en la cual sus pesos wn ∈ [0, 1]n esta´n
definidos por:
wni =


1
(n+ 1)
si 1 ≤ i ≤ n− 1
2
(n+ 1)
si i = n
Figura 3.4: Estabilidad asinto´tica de la FAO de medias ponderadas cuyos pesos se definen por
wni =
1
(n+ 1)
si 1 ≤ i ≤ n− 1 y wni =
2
(n+ 1)
si i = n.
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En la Figura 3.2.1 se observa que esta vez los valores agregados de las secuencias de n y
n − 1 ı´tems s´ı tienen mayor similitud a medida que n aumenta. Sin embargo, converge con
una velocidad menor que la FAO del productorio. Para este ejemplo, es posible garantizar
resultados estables con un nivel de tolerancia no menor a 10−3, para una secuencia de datos
cuyo taman˜o es no menor a n = 100 (Figura 3.2.1).
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Cuadro 3.3: Simulacio´n de Pr[ l´ım
n→+∞
∣∣Difr(Wn,Wn−1)∣∣ < Tolerancia] para la familia de medias
ponderadas.
Taman˜o de Nivel de tolerancia
las secuencias 10−1 10−2 10−3 10−4 10−5 10−6 10−7 10−8
10 1.000 0.289 0.029 0.003 0.000 0.000 0.000 0.000
20 1.000 0.478 0.064 0.004 0.000 0.000 0.000 0.000
30 1.000 0.673 0.067 0.008 0.000 0.000 0.000 0.000
40 1.000 0.875 0.081 0.003 0.001 0.000 0.000 0.000
50 1.000 0.992 0.109 0.017 0.002 0.000 0.000 0.000
60 1.000 1.000 0.123 0.015 0.001 0.000 0.000 0.000
70 1.000 1.000 0.135 0.017 0.001 0.000 0.000 0.000
80 1.000 1.000 0.166 0.008 0.001 0.000 0.000 0.000
90 1.000 1.000 0.196 0.021 0.003 0.000 0.000 0.000
100 1.000 1.000 0.172 0.011 0.000 0.000 0.000 0.000
300 1.000 1.000 0.600 0.054 0.004 0.000 0.000 0.000
500 1.000 1.000 0.990 0.092 0.009 0.002 0.000 0.000
1000 1.000 1.000 1.000 0.207 0.016 0.001 0.000 0.000
2000 1.000 1.000 1.000 0.403 0.043 0.003 0.000 0.000
4000 1.00 1.000 1.000 0.802 0.067 0.007 0.000 0.000
6000 1.000 1.000 1.000 1.000 0.122 0.007 0.003 0.000
8000 1.000 1.000 1.000 1.000 0.144 0.015 0.001 0.000
10000 1.000 1.000 1.000 1.000 0.220 0.019 0.001 0.000
14000 1.000 1.000 1.000 1.000 0.265 0.031 0.001 0.000
20000 1.000 1.000 1.000 1.000 0.389 0.036 0.003 0.000
30000 1.000 1.000 1.000 1.000 0.603 0.067 0.010 0.000
40000 1.000 1.000 1.000 1.000 0.821 0.087 0.003 0.000
50000 1.000 1.000 1.000 1.000 1.00 0.099 0.008 0.000
Nota: Para los tres u´ltimos niveles de tolerancia, converge para n 2x106, 2x107 y 2x108.
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Figura 3.5: Velocidad de convergencia de la familia de medias ponderadas cuyos pesos se
definen por
wni =
1
(n+ 1)
si 1 ≤ i ≤ n− 1 y wni =
2
(n+ 1)
si i = n.
10 20 30 40 50 60 70 80 90 100 300 500 1000 2000 4000 6000 8000 10000 12000 14000 18000 20000 25000 30000 35000 40000 45000 50000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Tamaño de las secuencias
P
ro
p
o
rc
ió
n
 d
e
 c
u
m
p
lim
ie
n
to
10−1
10−2
10−3
10−4
10−5
10−6
10−7
10−8
Tolerancia
Frente a esta situacio´n, parece ser necesario poder garantizar algu´n nivel de estabilidad para
la familia de operadores de agregacio´n dada por la media ponderada en funcio´n de la gene-
racio´n de la secuencia de sus pesos. A continuacio´n se estudian las condiciones que deben
imponerse sobre la secuencia de los pesos a fin de asegurar algu´n nivel de consistencia en el
proceso de agregacio´n.
Para cualquier cardinalidad n del conjunto de datos, usualmente los pesos estan dados por
el siguiente vector wn = (wn1 , ..., w
n
n) ∈ [0, 1]n, tal que
n∑
i=1
wni = 1, y la media ponderada
se define de la siguiente manera Wn(x1, . . . , xn) =
n∑
i=1
xi · wi. Los pesos asociados a los ele-
mentos del conjunto de datos de entrada representan la importancia que tiene cada uno de
estos elementos en el proceso de agregacio´n. Es por esto que la media ponderada es uno de
los operadores de agregacio´n ma´s utilizados en diferentes a´reas: estad´ıstica, lo´gica borrosa,
decisio´n multicriterio, entre otros, siendo la determinacio´n de esta importancia definida por
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los pesos, uno de los problemas ma´s estudiados en todas estas a´reas del conocimiento. Ahora
veremos la relacio´n que debe existir entre dos vectores de pesos de dimensio´n r y s a fin de
producir un proceso de agregacio´n consistente.
Para ilustrar este objetivo, se presenta el siguiente ejemplo. Se tiene un problema de de-
cisio´n multicriterio de cuatro criterios dados por C1, C2, C3 y C4. Un jurado evalu´a las di-
ferentes alternativas en base a estos cuatro criterios, y luego utiliza la media ponderada
como regla de agregacio´n. El objetivo no es decidir co´mo deber´ıa ser el vector de pesos
w4 = (w41, w
4
2, w
4
3 , w
4
4), sino que garantizar alguna estabilidad o consistencia en el proceso
de agregacio´n. Por ejemplo, si tenemos cuatro criterios, parece poco coherente evaluar a un
candidato con w4 = (1/4, 1/4, 1/4, 1/4) para luego evaluarlo con w3 = (0,8, 0,2, 0) en caso
que el criterio C4 fuera descartado. Desde el punto de vista de la consistencia, este proceso
de agregacio´n no ser´ıa estable. El objetivo es entonces determinar la relacio´n que debe existir
entre estos vectores de criterios de diferentes dimensiones a fin de garantizar un proceso de
agregacio´n consistente.
Si se utiliza la usual secuencia de pesos dada por: wni =
vi
n∑
i=1
vi
,∀i ∈ N, vi ∈ R+, entonces la
correspondiente familia de medias ponderadas {Wn}n∈N es una familia R-estrictamente es-
table. Por lo tanto, si los pesos son construidos de manera que se preserve esta propiedad, se
debe establecer alguna relacio´n entre los pesos wn y los pesos anteriores wn−1, wn−2, ... . Sin
embargo, si se analiza la estabilidad estricta desde la izquierda, es posible ver que {Wn}n∈N
no es una familia L-estrictamente estable.
A continuacio´n se presentan condiciones necesarias y suficientes que garantizan la estabilidad
estricta y asinto´ticamente estricta de una FAO definida mediante la media ponderada.
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Notar que para la FAO {Wn}n∈N y sus pesos wn con n ∈ N, si:
Difr(Wn,Wn−1) =Wn(x1, . . . , xn−1,Wn−1(x1, . . . , xn−1))−Wn−1(x1, . . . , xn−1),
entonces la propiedad de estabilidad estricta puede ser expresada como:
0 = Difr(Wn,Wn−1) =
n−1∑
i=1
(wni − (1− wnn)wn−1i ) xi
para toda coleccio´n de datos (x1, . . . , xn) ∈ [0, 1]n. Similarmente, si:
Difl(Wn,Wn−1) =Wn(Wn−1(x1, . . . , xn−1), x1, . . . , xn−1)−Wn−1(x1, . . . , xn−1),
entonces la estabilidad estricta desde la izquierda es equivalente con:
0 = Difl(Wn,Wn−1) =
n−1∑
i=1
(wni+1 − (1− wn1 )wn−1i ) xi
para toda coleccio´n de datos (x1, . . . , xn) ∈ [0, 1]n. Esto se traduce en las siguientes proposi-
ciones:
Proposicio´n 3.14. Sea wn = (wn1 , ..., w
n
n) ∈ [0, 1]n, n ∈ N una secuencia de pesos de la
familia media ponderada {Wn, n ∈ N} tal que
n∑
i=1
wni = 1 se satisface ∀n ≥ 2. Entonces,
la FAO {Wn}n∈N es una familia R-estrictamente estable si y solo si la secuencia de pesos
satisface:
wni = (1− wnn) · (wn−1i ) ∀n ∈ N. (3.3)
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Demostracio´n:
Directo desde ana´lisis previos.
Observacio´n 3.1. Observe que si la familia {Wn}n∈N es R-strictamente estable, enton-
ces cualquier vector de pesos wr = (wr1, . . . , w
r
r) puede ser construido desde w
s, donde
r ≤ s. Por ejemplo, si w5 = (1/5, . . . , 1/5), entonces se tiene que wr = (1/r, . . . , 1/r)
para cualquier r ≤ 5. Adema´s, para cualquier r > 5 el vector de pesos debe ser wr =
(w,w,w,w,w,wr6 , . . . , w
r
r) para garantizar estabilidad estricta desde la derecha (i.e. los cinco
primeros ı´tems deben cohincidir). Ahora bien, si {Wn}n∈N es L-strictamente estable, en-
tonces el vector de pesos wr = (wr1, . . . , w
r
r) puede ser construido desde w
s, donde r ≤ s.
Por ejemplo, si w5 = (0,3, 0,2, 0,1, 0, 0,4), entonces se tiene que w4 =
(
0,2
0,7
,
0,1
0,7
,
0
0,7
,
0,4
0,7
)
,
w3 =
(
0,1
0,5
, 0,
0,4
0,5
)
y w2 = (0, 1).
Proposicio´n 3.15. Sea wn = (wn1 , ..., w
n
n) ∈ [0, 1]n, n ∈ N una secuencia de pesos de la FAO
media ponderada {Wn, n ∈ N} tal que
n∑
i=1
wni = 1 se satisface ∀n ≥ 2. Entonces, la FAO
{Wn}n∈N es una familia L-estrcitamente estable si y so´lo si la secuencia de pesos satisface:
wni+1 = (1− wn1 ) · (wn−1i ) ∀n ∈ N. (3.4)
Demostracio´n:
Directo desde ana´lisis previos.
Observacio´n 3.2. De nuevo cabe remarcar que si la familia {Wn}n∈N es L-estrictamente
estable, entonces es posible construir un vector de pesos wr = (wr1, . . . , w
r
r) cuando w
s es
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conocido, donde r ≤ s. Por ejemplo si w5 = (1/5, . . . , 1/5), entonces se tiene que wr =
(1/r, . . . , 1/r) para cualquier r ≤ 5. Adema´s, para cualquier r > 5, si se asume estabilidad
estricta desde la izquierda entonces wr = (wr1, . . . , w
r
r−6, w,w,w,w,w) (i.e. los cinco u´ltimos
items cohinciden).
De manera similar, a continuacio´n se estudian las condiciones suficientes que garantizan es-
tabilidad asinto´tica para una FAO definida por la media ponderada.
Sea xi ∈ [0, 1], notar que para todo n ∈ N:
∣∣∣Difr(Wn,Wn−1)∣∣∣ = ∣∣∣ n−1∑
i=1
(
wni − (1− wnn)wn−1i
)
xi
∣∣∣ ≤ z(n) · g(n) ≤ (n− 1) · g(n)
donde z(n) = ♯{i = 1, ..., n − 1 / wni − (1 − wnn)wn−1i 6= 0} y g(n) = Maxi<n{wni − (1 −
wnn) w
n−1
i }. Por lo tanto, si ∀i las sucesiones wni − (1−wnn) wn−1i tienden a cero, es suficiente
para imponer la condicio´n l´ım
n→+∞
g(n) · z(n) = 0 a fin de garantizar que la FAO definida
por la media ponderada resultante es una familia asinto´ticamente R-estrictamente estable.
Un razonamiento similar se puede realizar para el caso de la estabilidad asinto´tica desde la
izquierda.
A partir de esto se deducen los siguients resultados:
Proposicio´n 3.16. Sea wn = (wn1 , ..., w
n
n) ∈ [0, 1]n, n ∈ N una secuencia de pesos de la FAO
definida por la media ponderada {Wn, n ∈ N} tal que
n∑
i=1
wni = 1 se satisface ∀n. Entonces,
la familia {Wn}n∈N es asinto´ticamente R-estrictamente estable si:
l´ım
n→+∞
(
wni − (1− wnn)wn−1i
)
= 0, ∀ 1 ≤ i ≤ n− 1 y l´ım
n→+∞
g(n) · z(n) = 0 .
Demostracio´n:
Directo desde ana´lisis previos.
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Proposicio´n 3.17. Sea wn = (wn1 , ..., w
n
n) ∈ [0, 1]n, n ∈ N una secuencia de pesos de la FAO
definida por la media ponderada {Wn, n ∈ N} tal que
n∑
i=1
wni = 1 se satisface ∀n. Entonces,
la familia {Wn}n∈N es asinto´ticamente L-estrictamente estable si:
l´ım
n→+∞
(
wni+1 − (1− wnn)wn−1i
)
= 0, ∀ 1 ≤ i ≤ n− 1 y l´ım
n→+∞
g(n) · z(n) = 0 .
Demostracio´n:
Directo desde ana´lisis previos.
No´tese que el concepto de estabilidad estricta aplicado bajo un conjunto de datos linealmente
estructurado, lo hemos definido suponiendo que el u´ltimo o primer elemento que se incorpora
al conjunto de datos, es la agregacio´n del resto de los elementos (R o L estabilidad respec-
tivamente). No obstante, estas propiedades se pueden extender suponiendo que tal elemento
se incorpora a la posicio´n i-e´sima desde la derecha (i-R estabilidad) o a la posicio´n j-e´sima
desde la izquierda (j-L estabilidad). Esta extensio´n ayuda resolver el problema de informacio´n
faltante en alguna variable de un elemento del conjunto de datos, en tanto permite generar
un operador de la misma familia pero de una dimensio´n menor, manteniendo la estabilidad
de los resultados de dicho elemento.
3.2.2. Datos bi-direccionales.
El cumplimiento de las propiedades de estabilidad estricta en ambos sentidos, desde la derecha
y desde la izquierda, so´lo es posible para el caso de las FAO’s sime´tricas, es decir, bajo datos
no estructurados. No obstante, cuando tenemos un conjunto de datos linelamente ordenado,
pudiera existir el caso en el cual a partir de un cierto i ∈ {2, 3, .., n}, los datos cambian de
sentido en su orden lineal, ante lo cual, la consistencia del proceso de agregacio´n generado a
partir de la familia {An}n∈N, debe ser analizada bajo las propiedades de estabilidad estricta
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en ambos sentidos, es decir, bi-direccionalmente.
Definicio´n 3.12. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agregacio´n
y supongamos que los datos tienen una estructura de orden lineal bi-direccional Diremos que:
{An : [0, 1]n → [0, 1], n ∈ N} es una familia de operadores de agregacio´n consistente desde un
punto de vista estable estricto si dicha familia es LR estrictamente estable.
De manera ana´loga a las definiciones de estabilidad estricta bajo un conjunto de datos con
orden lineal unidireccional, a continuacio´n se define la estabilidad estricta asinto´tica y casi
segura, adema´s de la inestabilidad.
Definicio´n 3.13. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agregacio´n
y supongamos que los datos tienen una estructura de orden lineal bi-direccional Diremos que:
{An : [0, 1]n → [0, 1], n ∈ N} es una familia de operadores de agregacio´n consistente desde
un punto de vista asinto´ticamente estable estricto si dicha familia es LR asinto´ticamente
estrictamente estable.
Definicio´n 3.14. Sea {An : [0, 1]n → [0, 1], n ∈ N} una familia de operadores de agregacio´n
y supongamos que los datos tienen una estructura de orden lineal bi-direccional Diremos que:
{An : [0, 1]n → [0, 1], n ∈ N} es una familia de operadores de agregacio´n consistente desde un
punto de vista casi seguro si dicha familia es LR asinto´ticamente casi seguro estrictamente
estable.
3.2.3. Datos con estructura jera´rquica priorizada.
La estructura de los datos sobre las cuales se construyen ı´ndices es con frecuencia de natura-
leza jera´rquica, y tiene un ordenamiento lineal asociado a prioridades. El caso ma´s simple de
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estructura jerarquica corresponde a un conjunto de datos {xn}n∈N con orden lineal, en el cual
sus itmes tienen definida una estructura de prioridades respecto de su posicio´n relativa dada
por x1 <prio x2 <prio ... <prio xn. Se puede considerar que este conjunto tiene una estructura
jera´rquica si el nivel de importancia de xi/ i∈{1,...n} se define en funcio´n de su posicio´n i-e´sima,
siendo entonces el elemento i menos prioritario que el i+ 1 y ma´s que el elemento i− 1, tal
como se muestra en la Figura 3.6.
Figura 3.6: Representacio´n de un conjunto de datos priorizado y linealmente ordenado.
Nota: X1 <prio X2 <prio X3 <prio X4.
Este tipo de estructuras son muy usuales en variados problemas de agregacio´n, en la cual el
u´ltimo elemento tiene mayor importancia que los primeros. En estas situaciones, parece au´n
ma´s razonable suponer que si el u´ltimo elemento es la agregacio´n de los previos, entonces la
agregacio´n final debiera cohincidir con el resultado de la agregacio´n previa, en tanto este u´lti-
mo ı´tem representa una confirmacio´n de la informacio´n que ya ha sido agregada. Por ejemplo,
supongamos que con la informacio´n disponible hasta ayer, la probabilidad que llueva es 0,6,
si la informacio´n de hoy es una confirmacio´n de esto, entonces nuestra estimacio´n no debiera
variar.
Ahora bien, el razonamiento anterior no es evidente si se consideran las condiciones de esta-
bilidad para datos con orden lineal pero en el sentido contrario, es decir, desde la izquierda.
Si el conjunto de datos esta´ linealmente ordenado y contenido en una estructura jera´rquica,
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necesariamente los elementos que se encuentran en el primer nivel de la estructura tienen
una mayor prioridad, y por tanto, esta igualdad Vn(Vn−1(x1, x2..., xn−1), x1, x2, ...xn−1) =
Vn−1(x1, x2, ..., xn−1) no sera´ satisfecha necesariamente.
Por ejemplo, considere la FAO linealmente estructurada {Vn}n∈N dada por:
Vn(x1, . . . , xn) =
∑
i≥n+1
2
wixi
Esta familia le otorga ma´s importancia a los elementos que se encuentran en la parte supe-
rior de la estructura, elimina´ndo del proceso los elementos que se encuentra bajo la mitad de
la estructura. Parece lo´gico que esta FAO se considere una familia estrictamente estable, a
pesar que no satisfaga la propiedad desde la izquierda, en tanto agrega informacio´n sobre un
conjunto de datos con una estructura jera´rquica y linealmente ordenado desde la derecha, en
el cual los u´ltimos elementos tienen mayor prioridad que los primeros.
Teniendo en cuenta esto, la nocio´n de estabilidad o consistencia para familias de operadores
de agregacio´n con estructura de datos lineal priorizada que cabr´ıa esperar es la nocio´n de
consistencia desde un punto de vista estable que hemos introducido para datos linealmente
ordenados tanto desde un punto de vista estricto estable, as´ıntotico como casi seguro.
Por ejemplo, si la informacio´n a ser agregada tiene un orden lineal priorizado como se muestra
en Figura 3.6. Entonces, la consistencia desde un punto de vista estricto estable ser´ıa:
Vn(x1, x2, ...xn−1, Vn−1(x1, x2..., xn−1)) = Vn−1(x1, x2, ..., xn−1)
De manera ana´loga, la nocio´n de consistencia que cabr´ıa esperar para dicha familia {Vn}n
desde un punto de vista asinto´ticamente estable ser´ıa:
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l´ım
n→+∞
∣∣Vn(x1, ...xn−1, Vn−1(x1, ..., xn−1))− Vn−1(x1, ..., xn−1)∣∣ = 0
∀{xn}n∈N en [0, 1].
Finalmente, la nocio´n de consistencia que cabr´ıa esperar para dicha familia {Vn}n desde un
punto de vista asinto´ticamente casi seguro ser´ıa:
P[ l´ım
n→+∞
∣∣Vn(x1, ...xn−1, Vn−1(x1, ..., xn−1))− Vn−1(x1, ..., xn−1)∣∣ = 0] = 1.
∀{xn}n∈N en [0, 1] ∀xi ∼ U(0, 1).
Una FAO aplicada sobre un conjunto de datos linealmente priorizados {Vn}n∈N, deber´ıa satis-
facer otras propiedades adema´s de la estabilidad estricta, por ejemplo, no debiera ser sime´trica
como se ha comentado anteriormente. Adema´s, en nuestra opinio´n, estas familias deber´ıan
dar mas relevancia a los ultimos elementos que a los primeros, entre otras propiedades.
La nocio´n de estructura jera´rquica de un conjunto de datos se utiliza para representar un
conjunto en la cual existen dos posibles tipos de relacio´n entre sus elementos: desestructurada
y estruturada. Por lo tanto, la informacio´n de entrada contiene algunas preferencias o prio-
ridades para un subconjunto de datos que deben ser previamente consideradas en el proceso
de agregacio´n.
En el conjunto de datos de entrada existen los conglomerados H1, . . . Hr, en el cual es posible
visualizar distintos niveles de preferencias o prioridades, en tanto Hr es ma´s importante en
el proceso de agregacio´n que Hr−1, y ma´s au´n que H1, existiendo un orden lineal entre los
diferentes niveles {Hi}i∈{1,...r}. Los elementos o variables de la data que esta´n asociados a
cada conglomerado son desestructurados, en tanto no se han definido niveles de preferencias
a priori para ellos.
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Figura 3.7: Representacio´n de un conjunto de datos con estructura jera´rquica priorizada.
Definicio´n 3.15. Sea X un conjunto de datos. X tiene una estructura jera´rquica priorizada
si es posible clasificar los elementos de X en r conglomerados H1, . . . Hr, satisfaciendo las
siguientes condiciones:
• {H1, . . . Hr} constituye una particio´n de X, i.e.
r⋃
i=1
Hi = X, y Hi ∩ Hj = ∅, si
i 6= j.
• Los subconjuntos H1, . . . Hr se definen en base a un orden lineal en el siguiente
sentido: Dados dos elementos x, y ∈ X, si x ∈ Hi, e y ∈ Hj, con i < j, entonces el
elemento y tiene ma´s importancia en la agregacio´n que el elemento x.
• Los elementos que pertenecen a la misma clase son agregados como en el caso
desestructurado. Dos elementos x, y ∈ X, si x, y ∈ Hi para i ∈ {1, . . . , r}, tienen
la misma importancia en el proceso de agregacio´n.
Es posible considerar estructuras jera´rquicas ma´s complejas que la estructura propuesta en
la definicio´n 3.15, por ejemplo, con algunos niveles solapados. Sin embargo, este trabajo no
se centra en este tipo de estructuras jera´rquicas. Es importante enfatizar que si un proceso
de agregacio´n se realiza sobre un conjunto de datos de entrada con estructura jera´rquica
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priorizada, el proceso consta de dos pasos. Primero, se agregan los elementos que pertenecen
al mismo conglomerado, donde no se definen preferencias o prioridades, y por tanto la infor-
macio´n se agrega de manera desestructurada. Y luego que esta agregacio´n se ha realizado, la
informacio´n agregada para cada conglomerado es agregada de acuerdo a su importancia en
el proceso de agregacio´n (ver un ejemplo de operador priorizado en [92]).
Figura 3.8: Proceso de agregacio´n de un conjunto de datos jera´rquico priorizado.
Esto nos lleva a la siguiente definicio´n:
Definicio´n 3.16. Sea {Vn : [0, 1]n → [0, 1], n ∈ N} y {U in : [0, 1]n → [0, 1], n, i ∈ N}, familias
de operadores de agregacio´n que representan dos niveles (vertical y unstructured) en la
agregacio´n de un conjunto de datos priorizados jera´rquicamente X. Se define una familia
de operadores de agregacio´n jera´rquica priorizada {HIEn}n∈N compuesta por {Vn}n∈N, y
{U in}n∈N para i ∈ N como:
HIE|X|(X) = Vr
(
U1|H1|(H1), U
2
|H2|
(H2), . . . U
r
|Hr|
(Hr)
)
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Notar que si |Hi| = 1 ∀ i = 1, . . . r, se obtiene una familia de operadores de agregacio´n lineal-
mente estructurada. En el siguiente ejemplo se muestra que algunos operadores de agregacio´n
jera´rquico priorizados, pueden ser vistos como un caso particular de la definicio´n (3.16).
Ejemplo 3.1. La familia de operadores de agregacio´n priorizados definida en [92] puede ser
vista como un caso particular de {HIEn}n∈N, donde la familia de operadores de agregacio´n
vertical {Vn}n∈N se define como Vn (y1, . . . yn) =
n∑
i=1
wi
i∏
k=1
yk ∀n ∈ N. Y la familia de ope-
radores de agregacio´n desestructurados ∀l {U ln}n∈N, corresponde a la familia definida por el
mı´nimo {Minn}n∈N ∀l.
Por lo tanto, para garantizar algu´n nivel de robustez en un proceso de agregacio´n en el que
esta´ involucrado un conjunto de datos con estructura jera´rquica priorizada como en el caso
del ejemplo anterior, la definicio´n de sus pesos debe satisfacer algunas propiedades similares
a las descritas para datos linealmente ordenados. A continuacio´n se extienden las condiciones
para la secuencia de pesos dadas en (3.3) y (3.4), a fin de producir comportamientos estables
bajo contextos jera´rquicos.
Definicio´n 3.17. Dada una familia de operadores de agregacio´n jera´rquica priorizada {HIEn}n∈N,
la cual esta´ compuesta por {Vn : [0, 1]n → [0, 1], n ∈ N}, y {U in : [0, 1]n → [0, 1], n ∈ N} para
i ∈ N. Diremos que {HIEn}n∈N es una familia consistente desde un punto de vista estricta-
mente estable para esa estructura de datos si y solo si {Vn}n∈N es una familia R-estrictamente
estable, y ∀ i ∈ N, la familia {U in}n∈N es una FAO sime´trica y estrictamente estable.
Ana´logamente, a continuacio´n se definen las nociones de estabilidad asinto´tica y casi segura
para una familia de operadores de agregacio´n jera´rquica priorizada {HIEn}n.
Definicio´n 3.18. Dada una familia de operadores de agregacio´n jera´rquica priorizada {HIEn}n∈N,
la cual esta´ compuesta por {Vn : [0, 1]n → [0, 1], n ∈ N}, y {U in : [0, 1]n → [0, 1], n ∈ N}
para i ∈ N. Diremos que {HIEn}n∈N es una familia consistente desde un punto de vista
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asinto´ticamente estable para esa estructura de datos si y so´lo si {Vn}n∈N es una familia R-
asintoticamente estrictamente estable, y ∀ i ∈ N, la familia {U in}n∈N es una FAO sime´trica y
estrictamente estable.
Definicio´n 3.19. Dada una familia de operadores de agregacio´n jera´rquica priorizada {HIEn}n∈N,
la cual esta´ compuesta por {Vn : [0, 1]n → [0, 1], n ∈ N}, y {U in : [0, 1]n → [0, 1], n ∈ N} para
i ∈ N. Diremos que {HIEn}n∈N es una familia consistente desde un punto de vista casi seguro
estrictamente estable si y so´lo si {Vn}n∈N es una familia casi seguro estrictamente R-estable,
y ∀ i ∈ N, la familia {U in}n∈N es una FAO sime´trica y estrictamente estable.
Retomando el Ejemplo 3.1, la siguiente proposicio´n muestra que la consistencia desde un
putno de vista de la estabilidad estricta del operador priorizado propuesto por Yager en [92]
depende de la definicio´n de la secuencia de los pesos de {Vn}n∈N, en tanto {Minn}n∈N es
un FAO estrictamente estable y la estabilidad de {Vn}n∈N depende de co´mo se genere la
secuencia de pesos.
Proposicio´n 3.18. Sea {HIEn}n∈N una FAO jera´rquica priorizada.
HIE|X|(X) = Vr
(
U1|H1|(H1), U
2
|H2|
(H2), . . . , U
r
|Hr |
(Hr)
)
donde {U ini : [0, 1]ni → [0, 1], ni ∈ N} y {Vr : [0, 1]r → [0, 1], r ∈ N} son definidas por:
• {U ini}ni = {Minni(Hi)}, donde Hi es el i-e´simo elemento (desestructurado) de la
particio´n jera´rquica del conjunto de datos X ∀i ∈ {1, 2, ..., r}
• Vr(Y1, Y2, ..., Yr) =
r∑
j=1
wj
j∏
k=1
Yk
entonces, {HIEn}n∈N es una FAO jera´rquica priorizada consistente desde un punto de vista
estrictamente estable si y so´lo si la secuencia de pesos wr = (wr1, w
r
2, ..., w
r
r) de {Vr}r∈N sa-
tisface wrk = (1− wrr) · (wr−1k ) ∀r ∈ N.
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3.3. Construccio´n de ı´ndices de entorno del hogar de la po-
blacio´n chilena en base a FAO’s consistentes.
3.3.1. Descripcio´n del contexto estudiado.
La Junta Nacional de Jardines Infantiles JUNJI, es una institucio´n del Estado de Chile vincu-
lado al Ministerio de Educacio´n, cuya misio´n es ”Brindar educacio´n inicial de calidad a nin˜os
y nin˜as menores de cuatro an˜os en situacio´n de vulnerabilidad, garantizando su desarrollo en
igualdad de oportunidades, a trave´s de la creacio´n, promocio´n, supervisio´n y certificacio´n de
salas cuna y jardines infantiles administrados directamente o por terceros”.
A comienzos del mandato de la presidenta de la repu´blica de Chile Michelle Bachelet (2006-
2010), se constituyo´ el Consejo asesor presidencial para la reforma de las pol´ıticas de in-
fancia, a fin de ”. . . instalar un sistema de proteccio´n a la infancia destinado a igualar las
oportunidades de desarrollo de los nin˜os y nin˜as chilenos en sus primeros ocho an˜os de vida,
independiente de su origen social, ge´nero, o de la conformacio´n de su hogar.”. Este Consejo
elaboro´ un diagno´stico y genero´ una propuesta de pol´ıticas y programas que coordinen y
orienten esfuerzos pu´blicos y privados, a fin de asegurar a todas las nin˜as y nin˜os de Chile un
proceso de desarrollo pleno y equilibrado durante sus primeros an˜os de vida.
En el informe realizado el an˜o 2006 por dicho Consejo se concluye que la educacio´n inicial
en Chile no constituye un sistema con una institucionalidad u´nica que tenga funciones claras
respecto de esta´ndares exigibles, de garant´ıas de acceso y de mecanismos de financiamiento
coordinados, entre otros elementos. Frente a este sistema ausente de pol´ıticas claras que ase-
gure calidad en la prestacio´n a una cobertura significativa, el Consejo propone un sistema
que se fundamenta en el principio consagrado en la Convencio´n de derechos del nin˜o que
sen˜ala que los derechos de nin˜os y nin˜as son universales, y es responsabilidad de la sociedad
en su conjunto garantizarlos. Por lo cual, tal sistema debe garantizar prestaciones a todos los
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nin˜os a partir de sus necesidades, en base a relaciones de cooperacio´n entre las familias, la co-
munidad organizada, la institucionalidad pu´blica del a´mbito territorial, la sociedad civil y el
gobierno central, para el logro de metas universales de desarrollo infantil, y respetando las op-
ciones y necesidades laborales y educacionales de las familias, apoyando de manera especial a
nin˜os cuyos padres y/o madres trabajan o estudian fuera del hogar, independientemente de la
realidad socioecono´mica, pero priorizando a las familias del quintil ma´s pobre de la poblacio´n.
Adema´s del alineamiento pol´ıtico definido por el Consejo, la presidenta Michelle Bachelet, en
discursos realizados en el contexto de la cuenta pu´blica anual, comprometio´ que durante su
per´ıodo presidencial se ampliara´ la cobertura de educacio´n pu´blica para la primera infancia
en 70,000 nuevos cupos en el nivel sala cuna (entre 3 meses y 1 an˜o 11 meses de edad) y en
43,000 nuevos cupos en el nivel medio (entre 2 y 4 an˜os de edad). Este compromiso fue clave
para la posterior y gran ampliacio´n de cobertura en educacio´n pu´blica hacia la primera in-
fancia realizada en Chile, determinando con esto, la manera de educar a la poblacio´n infantil
chilena de menores ingresos, en base a una educacio´n formal, a fin de facilitar el desarrollo
econo´mico de sus familias a trave´s del fomento del trabajo de sus madres.
Esta pol´ıtica de ampliacio´n de cobertura en educacio´n pu´blica hacia la primera infancia se
basa en que la generacio´n de ingresos por parte del o de los adultos responsables de los nin˜os,
es una condicio´n fundamental para el crecimiento, desarrollo y bienestar de los mismos (
Consejo asesor presidencial para la reforma de las pol´ıticas de infancia. 2006). Fue imple-
mentada de manera coordinada entre los distintos organismos involucrados en la educacio´n
hacia la primera infancia; JUNJI, INTEGRA y Ministerio de Educacio´n, basa´ndose en un
trabajo territorial, y en una pol´ıtica focalizada dirigida a la poblacio´n de menores ingresos,
priorizando a hijos de madres que trabajan o estudian fuera del hogar.
Esta decisio´n pol´ıtica corresponde a uno de los posibles caminos con miras al fomento igua-
litario del desarrollo de la primera infancia, y a conciliar el cuidado materno de la poblacio´n
infantil con el desarrollo laboral de la mujer y econo´mico de la familia, por lo que se eviden-
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cio´ la necesidad de evaluar su efectividad en te´rminos del logro de desarrollo de los nin˜os.
Frente a esta necesidad, la JUNJI realizo´ un estudio longitudinal cuasi experimental caso-
comparacio´n orientado a explorar las condiciones familiares de los nin˜os chilenos en condicio´n
de vulnerabilidad que puedan afectar en su desarrollo, al mismo tiempo de conocer los logros
conseguidos por ellos en distintas etapas de su corta vida, y a trave´s de esto, poder estimar
la efectividad de la pol´ıtica de ampliacio´n de cobertura en educacio´n infantil, respecto del
logro de desarrollo de los nin˜os asistentes a un establecimiento de educacio´n pu´blica infantil.
En este contexto se suscribe esta aplicacio´n, a fin de proporcionar una medida contextuali-
zada de desarrollo infantil temprano que entregue resultados ma´s adecuados a la realidad de
la poblacio´n infantil chilena que se encuentra en condicio´n de vulnerabilidad, y a trave´s de
esto, poder evaluar dicha pol´ıtica de una manera ma´s estricta en te´rminos metodolo´gicos. A
continuacio´n se describe el origen y caracter´ısticas metodolo´gicas de los datos utilizados.
Se utiliza la informacio´n cuantitativa de un estudio longitudinal realizado por el Centro de es-
tudios de desarrollo y estimulacio´n psicosocial (CEDEP) durante los an˜os comprendidos entre
el 2007 y el 2009 bajo peticio´n de la JUNJI. El propo´sito del estudio fue obtener informacio´n
relevante, confiable y va´lida que ilumine la pra´ctica institucional, a trave´s del nivel de desa-
rrollo/aprendizaje que logran los nin˜os y nin˜as que habiendo ingresado a Sala cuna menor en
2007, continu´en asistiendo a jardines infantiles de JUNJI, hasta el nivel Medio mayor en 2010.
El estudio se inscribe en un enfoque que plantea que el nivel de desarrollo/aprendizaje que
expresan los nin˜os depende del inter−juego entre las diferentes fuentes de influencia ambien-
tal, que pueden ser favorecedoras u obstaculizadoras en diversos grados.
Respecto del tipo de estudio, es un estudio de cohorte prospectivo, de tres an˜os de duracio´n,
longitudinal con medidas repetidas, cuasi experimental caso−comparacio´n. La poblacio´n ob-
jetivo se divide en grupo experimental y grupo de comparacio´n. El grupo experimental co-
rrespodne a lactantes menores de 15 meses en mayo del an˜o 2007 y que cursaban sala cuna
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menor a principios del an˜o en 2007, y que continu´an asistiendo durante los an˜os 2008 y 2009.
Y el grupo comparacio´n a lactantes menores de 15 meses en mayo del an˜o 2007 y que NO
cursaban sala cuna menor a principios del an˜o en 2007, y que continu´an no asistiendo durante
los an˜os 2008 y 2009.
El muestreo fue probabil´ıstico, estratificado y por conglomerados, considerando las regiones
como estrato y los centros educativos como conglomerados para el grupo experimental. Mien-
tras que para el grupo comparacio´n, el muestreo fue aleatorio simple entre los asistentes a los
centros de salud asociados a los centros educativos de la muestra, manteniendo la afijacio´n
proporcional del grupo experimental.
La distribucio´n de la muestra a lo largo de los an˜os es la siguiente:
Cuadro 3.4: Distribucio´n de la muestra.
Grupo 2007 2008 2009
Experimental (escolarizados) 427 315 239
De comparacio´n (no escolarizados) 184 114 65
Total 611 429 304
Como todo estudio longitudinal, la muestra inicial seleccionada el an˜o 2007 sufre modifica-
ciones a los largo de los an˜os, ya que existen abandonos de participantes en el estudio debido
a cambio de domicilio o pe´rdida de alguna caracter´ıstica esencial, como la incorporacio´n a un
establecimiento educacional por parte nin˜os del grupo comparacio´n, o abandono del estable-
cimiento educacional por parte de nin˜os del grupo experimental.
Respecto de la captura de la informacio´n, se realiza en base a dos instrumentos de medicio´n:
• La adaptacio´n espan˜ola de De la Cruz y Gonza´lez del Inventario de Desarrollo
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Battelle de Newborg, Stock y Wnek para medir el desarrollo/aprendizaje de los
nin˜os en las a´reas motora, comunicacio´n, cognitiva, personal-social y adaptativa.
• Pautas desarrolladas para la realizacio´n de entrevistas semi-estructuradas dirigidas
a las madres o tutores de los nin˜os.
3.3.2. Representacio´n borrosa del conocimiento.
La informacio´n disponible se extrajo de una muestra de nin˜os chilenos en condicio´n de vulne-
rabilidad, que a mayo del an˜o 2007 ten´ıan menos de 15 meses de vida. El conjunto de datos
de entrada contiene 24 variables lingu¨´ısticas n´ıtidas relativas al entorno del hogar del nin˜o
y 5 variables realvaloradas asociadas al logro del desarrollo infantil en cada componente del
desarrollo.
La informacio´n del entorno del hogar fue generada el an˜o 2008 a trave´s de un proceso de codi-
ficacio´n de transcripciones de entrevistas semi-estructuradas realizadas a las madres o tutores
de los nin˜os. Esto se tradujo en un conjunto de datos con variables lingu¨´ısticas n´ıtidas, en la
cual la distancia entre sus valores lingu¨´ısticos es la misma, no representando en todos los casos
el significado teo´rico definido por expertos en desarrollo infantil. Y la informacio´n de logro de
desarrollo se midio´ durante los an˜os 2007, 2008 y 2009 a trave´s del Inventario de Desarrollo
Battelle, que entrega informacio´n de logro de los nin˜os en las a´reas motora, comunicacio´n,
cognitiva, personal-social y adaptativa.
Para modelar el conocimiento bajo un enfoque borroso, las variables lingu¨´ısticas n´ıtidas re-
lativas al entorno del hogar del nin˜o se asociaron a conjuntos borrosos, teniendo en cuenta la
opinio´n de los expertos y considerando que los valores asociados con cada variable lingu¨´ıstica
esta´n ordenados desde el caso o´ptimo al caso menos adecuado para el desarrollo infantil.
Estos valores de verdad se definieron con el fin de representar su nivel de incidencia en el
concepto asociado en cada componente del diagrama presentado en la Figura 3.9 (un ejemplo
Cap´ıtulo 3. Consistencia y estabilidad en familias de operadores de agregacio´n. 119
se presenta en la Figura 3.11). As´ı, la funcio´n de pertenencia de cada nin˜o para cada variable
representa el grado en el que el nin˜o se encuentra en una condicio´n adecuada para un lograr
buen desarrollo frente a dicha variable.
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Figura 3.9: Conceptualizacio´n teo´rica del entorno del hogar del nin˜o.
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El concepto de entorno del hogar del nin˜o fue estudiado y definido por expertos en desarro-
llo infantil, siendo desagregado en seis constructos teo´ricos llamados factores. Cada factor
se compone de sub-factores, y estos se descomponen a su vez en variables lingu¨´ısticas, que
son priorizadas por los expertos de acuerdo a su impacto en el logro del desarrollo de los
nin˜os. Estos seis factores son desestructurados, ya que representan diferentes e incompara-
bles aspectos del entorno del hogar del nin˜o. Sin embargo, cada uno de ellos esta´ compuesto
por sub-factores estructurados jera´rquicamente con un orden lineal que determinan el nivel
de prioridad de los sub-factores sobre cada factor. De la misma manera, cada uno de estos
sub-factores esta´ compuesto por variables lingu¨´ısticas que tambie´n presentan un orden lineal
asociado a un nivel de prioridad de las variables sobre cada sub-factor, como se muestra en
el diagrama de la Figura 3.9.
La forma en que los sub-factores S1, . . . , S10 se descomponen en las 24 variables, asi como
tambie´n su orden de prioridad con estructura jera´rquica se representa en la Figura 3.9. Te-
niendo en cuenta esta estructura, a partir del proceso de agregacio´n de las 24 variables se
obtienen los valores de los diferentes nin˜os en cada sub-factor.
Una vez que los sub-factores S1, . . . , S10 han sido construidos, los factores de F1, . . . , F6 se
descomponen en los 10 sub-factores, esta descomposicio´n y su estructura jera´rquica prioriza-
da se muestra en la Figura 3.10.
Cada sub-factor fue generado a partir de la agregacio´n priorizada de las variables lingu¨´ısticas
borrosas que los constituyen, a modo de ejemplo, en la figura 3.11 se muestra la composicio´n
del cuarto sub-factor, correspondiente a ”Organizacio´n del ambiente f´ısico y temporal”.
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Figura 3.10: Esquema jera´rquico del conjunto de datos de entrada.
Figura 3.11: Representacio´n de ”Organizacio´n del ambiente f´ısico y temporal”.
3.3.3. Proceso de agregacio´n.
Una vez que la estructura de los datos se ha establecido, se define la manera en que se
calculan los ı´ndices correspondientes a los sub-factores y factores. Teniendo en cuenta que
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cada sub-factor de cada factor es una agregacio´n de datos que presentan una estructura
jera´rquica priorizada, la familia {HIEn}n∈N para la construccio´n de los diferentes factores y
sub−factores que aparecen en Figura 3.9 y 3.10 la definimos por:
Definicio´n 3.20. Dada una estructura jera´rquica priorizada de los datosX, la FAO jera´rqui-
ca priorizada dada por {HIEn}n∈N se define como:
HIE|X|(X) = Vr
(
U1|H1|(H1), U
2
|H2|
(H2), . . . , U
r
|Hr|
(Hr)
)
,
donde {U ini : [0, 1]ni → [0, 1], ni ∈ N} y {Vr : [0, 1]r → [0, 1], r ∈ N} esta´n dadas por:
1. {U ini}ni = {Mni(Hi)}∀i ∈ {1, 2, ..., r} (media aritme´tica), con Hi el i-e´simo ele-
mento desestructurado de la particio´n de X.
2. Vr(U
1
n1 , U
2
n2 , ..., U
r
nr ) =
r∑
j=1
lj
j∏
k=1
Yk, con lj =
αj−1
nj∑
k=1
αk−1
∀j ∈ {1, 2, ..., r} y α ∈ [0, 1]
donde α representa un factor de ”descuento” en la importancia de los diferentes niveles de
la estructura jera´rquica cuando se genera un sub-factor o factor determinado.
Notar que si α = 1, entonces lj = 1/r. De lo contrario, se da ma´s importancia a los primeros
elementos de esta agregacio´n. Si α = 0, so´lo se consideran los elementos que aparecen en el
nivel ma´s alto de la estructura jera´rquica.
Ejemplo 3.2. SeaX una estructura jera´rquica conH1 = {x1, x2},H2 = {x3, x4},H3 = {x5},
y sea x un elemento (un nin˜o espec´ıfico) con grados de pertenencia para estas 5 variables
dadas por (0,6, 0,7, 1, 1, 0,4). Si alpha = 0, 8, la agregacio´n de estos 5 valores es la siguiente:
HIE5(0,6, 0,7, 1, 1, 0,4) = 0,4
1
0,8+0,82
+ (0,4x1) 0,8
0,8+0,82
+ (0,4x1x0,65) 0,8
2
0,8+0,82
Como se explica en un cap´ıtulo anterior, la FAO de la media aritme´tica {Mn}n∈N es estricta-
mente estable. Entonces, {HIEn}n∈N es una familia estrictamente estable si y so´lo si {Vn}n∈N
es una familia estricta estable para datos linealmente estructurados. A ra´ız de la proposicio´n
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3.18 es posible demostrar la estabilidad de la familia {HIEn}n∈N propuesta en la Definicio´n
3.20.
Proposicio´n 3.19. La familia {HIEn}n∈N propuesta en la Definicio´n 3.20 es una familia
estrictamente estable.
Demostracio´n: Teniendo en cuenta las consideraciones anteriores, so´lo es necesario probar que
lnj − (1 − lnn) ln−1j = 0, donde lj =
αj−1
n∑
k=1
αk−1
para cada sub-factor en particular, en tanto
{Vr}r∈N es una familia de medias ponderadas aplicada sobre un conjunto de datos con orden
lineal hacia la derecha.
Y efectivamente:
αj−1
n∑
k=1
αk−1
−

1− αn−1n∑
k=1
αk−1

 · αj−1n−1∑
k=1
αk−1
=
αj−1
[
n−1∑
k=1
αk−1 − αk−1 − αn−1
]
+ αn−2+j
n∑
k=1
αk−1
n−1∑
k=1
αk−1
−αj+n−2 + αj+n−2
n∑
k=1
αk−1
n−1∑
k=1
αk−1
= 0
Por lo tanto, es posible construir ı´ndices de entorno del hogar del nin˜o mediante un esque-
ma anidado de estructuras jera´rquicas priorizadas. Particularmente, se ha demostrado que
cuando el conjunto de datos estructurado asociado se agrega mediante dos FAO′s estables
(i.e., una familia priorizada con el fin de agregar los datos linealmente estructurados, y la
media aritme´tica para agregar los datos desestructurados), entonces se obtiene un proceso de
agregacio´n jera´rquico priorizado robusto, en tanto sus resultados son estables.
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So´lo para mostrar un ejemplo del proceso de agregacio´n, en la figura 3.11, asociada al
sub-factor Organizacio´n del ambiente f´ısico y temporal, vemos que los conjuntos de datos
con estructura jera´rquica esta´n compuestas por los conglomerados H1 = {X11 ,X12},H2 =
{X21},H3 = {X31} y H4 = {X41}. Por ejemplo, sea c un nin˜o que tiene los valores 0,6, 0,8, 0,2,
0, 0,6 asociados a las variables X11 , X
1
2 , X
2
1 , X
3
1 y X
4
1 respectivamente. Notar que x
3
1 es una
variable dicoto´mica, por lo que no puede ser transformada en un conjunto borroso. Este tipo
de variables se definen como una contribucio´n en el grado de pertenencia de otra variable
relacionada con el mismo sub−factor (tema que tambie´n fue definido por expertos). En este
caso, cuando x31 = 1, el grado de pertenencia de x
2
1 aumenta en 0,2 si su grado de pertenencia
original era menos de 0,5, y se incrementa en 0,1 si su original grado de pertenencia era su-
perior a 0,5. As´ı, el nin˜o c tiene los nuevos valores H1 = {0,6, 0,8},H2 = {0,2} y H3 = {0,6}
para el segundo sub−factor.
Los operadores de agregacio´n priorizados y desestructurados (Vr y U
i
ni respectivamente) uti-
lizados fueron presentados en la definicio´n anterior. El nivel de importancia de las estructuras
se represento´ por α = 0,7 cuando se agregan cuatro elementos, y α = 0,8 cuando se agregan
dos o tres elementos. Finalmente, el valor agregado representa el grado de pertenencia que
tiene el nin˜o al conjunto borroso asociado con la variable lingu¨´ıstica ”adecuada organizacio´n
del ambiente f´ısico y temporal” es 0, 3548.
En la Figura 3.9 se mostro´ que cada uno de los seis factores que representan el entorno del ho-
gar del nin˜o esta´ compuesto por sub-factores priorizados, por tanto es posible construir cada
factor y sub-factor de la misma manera como se ejemplifico´ anteriormente. As´ı, el ı´ndice de
entorno del hogar del nin˜o esta´ compuesto por un conjunto de estructuras jera´rquicas anida-
das que se agregan a trave´s de operadores priorizadas ponderados Vj con j ∈ {1, 2, ..., 16},
as´ı como tambie´n, por operadores desestructurados U ini con i ∈ {1, 2, ..., 23}, donde los Vj se
utilizan para agregar los conjuntos de datos con orden lineal y los U ini se utiliza para agregar
los conjuntos de datos desestructurados.
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Por lo tanto, el ı´ndice global puede ser definido por:
Index(X) = U6(F1, F2, F3, F4, F5, F6), donde Fk = HIE|Mk|(Mk), ∀k ∈ {1, 2, ..., 6}
y a su vez Mk = HIE|Hi|(Hi), donde Hi es una particio´n desestructurada de X ∀i ∈
{1, 2, ..., 23}
3.3.4. Validacio´n del proceso de agregacio´n y resultados.
En base al procedimiento mostrado en la seccio´n anterior, se generaron todos los factores y
subfactores representados en el esquema 3.10, en la cual cada nin˜o tiene asociado a un con-
junto de valores de x1, ..., xn que representan el grado de pertenencia a los conjuntos borrosos
asociados con cada variable lingu¨´ıstica, informacio´n que es agregada a fin de valorar cada
sub-´ındice para cada nin˜o. La s´ıntesis de los resultados estad´ısticos de dichos procesos de
agregacio´n se presentan en la tabla siguiente:
Con el fin de validar estos resultados, se comparan los ı´ndices de ambiente familiar del nin˜o con
la percepcio´n de riesgo psicosocial de la familia registrada por el entrevistador que realizo´ las
entrevistas en profundidad a las madres de los nin˜os. Adema´s, con el fin de validar el me´todo
propuesto, se comparan los resultados de dos ı´ndices obtenidos a trave´s de procedimientos
diferentes, pero ambos en base a la informacio´n asociada al factor ” adecuadas craacter´ısticas
familiares y ocndicio´n econo´mica”. Un me´todo corresponde a la propuesta de este trabajo,
que utiliza conjuntos borrosos asociados a las variables lingu¨´ısticas y un proceso de agre-
gacio´n jera´rquica priorizada, mientras que el otro se basa en el me´todo aditivo utilizado
por Ramey [71] para construir el High − Risk Index, ı´ndice utilizado para distinguir a los
nin˜os segu´n el origen econo´mico de la familia y el nivel de exposicio´n a mu´ltiples riesgos. El
High−Risk Index considera trece factores de riesgo asociados al hogar del nin˜o, medidos a
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Cuadro 3.5: Estad´ısticas generales de los ı´ndices de entorno del hogar del nin˜o.
I´ndices Media Mediana Desv.Est. Min Max Rango Int.
Adecuadas caracter´ısticas familia-
res y condicio´n econo´mica
0.30 0.29 0.14 0.00 0.72 0.19
Adecuada organizacio´n del espacio
f´ısico y temporal
0.50 0.47 0.26 0.00 0.99 0.45
Presencia de patrones de estimula-
cio´n cognitiva y desarrollo verbal
0.56 0.53 0.25 0.00 1.00 0.46
Calidad de las interacciones afecti-
vas madre-hijo
0.81 0.88 0.16 0.00 1.00 0.12
Adecuadas pautas que establecen
l´ımites de la conducta del nin˜o
0.59 0.63 0.29 0.04 1.00 0.48
Presencia de patrones que fomenta
la interaccio´n social fuera del en-
torno familiar
0.74 0.80 0.21 0.27 1.0 0.22
partir de variables relacionadas con el nivel socio-econo´mico y educativo de la familia del nin˜o,
en la cual cada una de estas variables tiene un peso asociado que representa su contribucio´n al
indicador de riesgo del hogar del nin˜o. La construccio´n del ı´ndice es aditivo, por lo que la ma-
yor acumulacio´n de factores hace ma´s probable que el nin˜o se encuentre en un hogar en riesgo.
A pesar que la construccio´n del segundo ı´ndice se basa en un me´todo aditivo de la acumulacio´n
de factores de riesgo medidos por variables lingu¨´ısticas n´ıtidas, para esta comparacio´n, se han
utilizado variables lingu¨´ısticas asociadas a conjuntos borrosos, ya que estamos interesados en
validar el me´todo y no la construccio´n teo´rica del entorno familiar del nin˜o. Por lo tanto, el
desarrollo de los ı´ndices que se utilizan en ambos me´todos se basan en el mismo conjunto de
datos, la misma conceptualizacio´n teo´rica presentada en la Figura 3.12 y el mismo modelado
borroso de la informacio´n.
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Figura 3.12: Representacio´n de ”Relacio´n familiar y condicio´n econo´mica”.
El riesgo psicosocial de la familia percibido por el entrevistador, se midio´ a una parte de la
muestra mediante una variable ordinal de tres niveles que representan un riesgo familiar alto,
medio y bajo, por lo que a fin de permitir el ana´lisis comparativo con los ı´ndices, e´stos se
transformaron en el mismo tipo de variables. La proporcio´n de riesgo obtenida por ambos
ı´ndices es similar. Sin embargo, en la comparacio´n de me´todos de agregacio´n existen algunos
casos afectados por el trade-off que permite el me´todo aditivo, cuestio´n que no es aceptable
para este problema de agregacio´n, ya que la definicio´n conceptual del entorno familiar del
nin˜o definida por los expertos tiene una estructura jera´rquica en la que las variables tienen
diferentes niveles de importancia sobre el entorno del hogar. La siguiente tabla muestra las
similitudes y diferencias entre las clasificaciones del entorno resultantes por cada tipo de
me´todo de construccio´n de ı´ndices.
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Cuadro 3.6: I´ndice aditivo vs ı´ndice priorizado de la calidad del entorno del hogar del
nin˜o.
I´ndice jera´rquico priorizado
Precario Normal Adecuado
entorno entorno entorno Total
Entorno precario 89 30 1 (Caso 1) 120
I´ndice aditivo Normal entorno 34 71 26 131
Entorno adecuado 1 (Caso 2) 27 100 128
Total 124 128 127 379
En la tabla se evidencian dos casos con una gran discordancia, los que son analizados a
continuacio´n. El comportamiento de los dos nin˜os con mayor discordancia en el ı´ndice de
”Adecuadas caracter´ısticas familiares y condicio´n socioecono´mica” ha sido estudiado, ana-
liza´ndo las valoraciones de los sub−factores y de las variables que componen este factor. El
sub-factor ”Composicio´n de la familia y los roles parentales” esta´ compuesto por una es-
tructura jera´rquica priorizada de tres variables, donde la variable ”Tiempo disponible para el
cuidado de la madre” tiene la mayor importancia. El sub-factor ”Clima del hogar no violento”
esta´ compuesto por la misma estructura, donde ”La madre no se percibe irritable o nerviosa”
tiene la mayor importancia.
La siguiente tabla muestra los grados de pertenencia de las variables borrosas asociadas a
estos sub-factores, y las puntuaciones resultantes de cada clasificador.
En ambos casos, el me´todo de agregacio´n aditivo compensa la baja valoracio´n de las variables
ma´s prioritarias con las otras variables que tienen menor nivel de importancia, mientras que
el me´todo de agregacio´n jera´rquica priorizada no produce este trade-off, ya que considera la
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Cuadro 3.7: Pertenencia a conjuntos borrosos asociados a ”Caracter´ısticas familiares y
condicio´n socioecono´mica”.
Sub-factor Variable Caso 1 Caso 2
1. Familia, composicion Tiempo que tiene la madre para criar 0.00 0.99
y roles parentales Existe una figura paterna 0.00 0.00
F. paterna involucrada en la crianza 0.00 1.00
Puntuacio´n del sub-factor 1 con el me´todo jera´rquico priorizado 0.00 0.41
Puntuacio´n del sub-factor 1 con el me´todo aditivo 0.00 0.66
2. Clima no violento Madre no esta´ frecuentemente irritada 0.09 0.99
en el hogar Buena relacio´n familiar 0.71 0.99
No hay violencia intrafamiliar 1.00 0.99
Puntuacio´n del sub-factor 1 con el me´todo jera´rquico priorizado 0.07 0.98
Puntuacio´n del sub-factor 1 con el me´todo aditivo 0.60 0.99
3. Estabilidad econo´mica La falta de dinero no es un problema 0.52 0.72
Puntuacio´n del sub-factor 1 con el me´todo jera´rquico priorizado 0.52 0.72
Puntuacio´n del sub-factor 1 con el me´todo aditivo 0.52 0.72
Puntuacio´n del sub-factor 1 con el me´todo jera´rquico priorizado 0.00 0.37
Puntuacio´n del sub-factor 1 con el me´todo aditivo 0.33 0.81
estructura de prioridades al agregar la informacio´n.
Se observa que el me´todo aditivo sobre-estima el Caso 1 en el sub-factor Clima del hogar
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no violento, en tanto no considera la baja valoracion de la variable ”La madre no se percibe
irritable o nerviosa” al momento de agregar la informacio´n, que es considerada de alta rele-
vancia por los expertos. Lo mismo ocurre con el Caso 2 en el sub-factor Composicio´n familiar
y roles parentales al no considerar la baja valoracion de la variable ”Existe figura paterna”.

Cap´ıtulo 4
Bu´squeda de patrones basado en
ı´ndices de calidad de sistemas de
clasificacio´n no supervisada.
Hasta ahora hemos visto co´mo generar ı´ndices robustos asociados a distintos factores que
componen un adecuado entorno del hogar del nin˜o en cuanto a facilitar el logro de su desa-
rrollo. Para esto, se definieron propiedades a tener en cuenta a la hora de definir las familias
consistentes de operadores de agregacio´n que participara´n en el proceso de agregacio´n de la
informacio´n, las cuales dependera´n de la estructura del conjunto de datos de entrada. Una
vez la informacio´n de entorno del hogar del nin˜o ha sido agregada en factores mediante fa-
milias consistentes de operadores de agregacio´n, es necesario identificar patrones asociados
a los distintos tipos de entorno del hogar presentes en la poblacio´n infantil, bajo el objetivo
de relacionar cada nin˜o con una poblacio´n normativa que comparta dichos condicionantes de
logro de desarrollo medidos a trave´s de los ı´ndices de entorno del hogar del nin˜o.
En la seccio´n 4 del cap´ıtulo 2 se explica brevemente el algoritmo fuzzy c-means y algunas
de sus extensiones. Pudimos ver que todos los algoritmos presentados requieren la defini-
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cio´n de la cantidad de clases de la particio´n, informacio´n que a priori es desconocida. Esto
evidencia la necesidad de generar un sistema de evaluacio´n de la calidad de distintas parti-
ciones, a fin de seleccionar la clasificacio´n ma´s adecuada al conjunto de datos de entrada y
su respresentacio´n teo´rica. En esta misma seccio´n, se presentan algunas medidas de evalua-
cio´n que han sido desarrolladas bajo este fin, donde vemos que las tres medidas de calidad
global ma´s utilizadas, a saber; Coeficiente de particio´n, Entrop´ıa de la particio´n y el I´ndice
de separacio´n, evalu´an el nivel de solapamiento entre las clases de una particio´n, entrega´ndo-
le ma´s valor a aquellas particiones en la cual el solapamiento es menor. Las otras medidas
de evaluacio´n global presentadas corresponden a evaluaciones de particiones realizadas bajo
un algoritmo espec´ıfico (Gath-Geva), teniendo por tanto, un alcance limitado. Tambie´n se
presentaron algunas medidas de calidad que evalu´an el comportamiento de cada clase, uno
se acota a una particio´n realizada bajo un algoritmo espec´ıfico (Gustafson-Kessel), mientras
que el otro evalu´a la densidad del contorno de las clases, valorando las clases que tienen una
menor cantidad de datos en su contorno.
Podemos ver que si bien se han desarrollados medidas que evalu´an la calidad de una particio´n
de clases borrosas, tanto a nivel global como local, estas se centran en la evaluacio´n de so´lo el
criterio de solapamiento entre clases, dejando de lado otros aspectos igualmente relevantes,
como la presencia de altos niveles de pertenencia a una clase, asi como tambie´n, el nivel de
cobertura de las mismas. Adema´s, estas medidas entregan una mejor evaluacio´n a los modelos
de clasificacio´n no supervisada en la cual sus clases no se encuentran solapadas, tendiendo
con esto, a valorar ma´s los modelos cuyos resultados se acercan a una particio´n de clases
n´ıtidas.
Desde nuestro punto de vista, una particio´n que presenta un nivel de solapamiento entre sus
clases borrosas no necesariamente es descartable, en tanto puede corresponder a una cualidad
de la informacio´n que se extrae de los datos, adema´s, el solapamiento no corresponde al u´nico
criterio de calidad relevante a evaluar en una particio´n. Las cualidades que se persiguen en
una clasificacio´n borrosa de un conjunto de datos son:
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• Que todos los elementos queden representados en al menos una clase con un nivel
de pertenencia mı´nimo.
• Que pocos elementos tengan similares y altos niveles de pertenencia a clases dis-
tintas.
• Que la mayor cantidad de elementos tengan un alto nivel de pertenencia a una
clase.
Como se requiere evaluar tres criterios de calidad, es necesario generar un sistema de evalua-
cio´n de calidad de particiones de clases borrosas. En este trabajo se estudiaron conjuntamente
los criterios de cobertura, redundancia y relevancia, donde cada uno alude a los objetivos re-
cie´n descritos y son generados a partir de definiciones de familias consistentes de operadores
de agregacio´n. A continuacio´n se presentan tales medidas y las FAOs que las generan, en el
contexto de bu´squeda de patrones mediante restricciones de calidad sobre dichos criterios.
4.1. Bu´squeda de patrones.
La evaluacio´n de calidad de un conjunto particiones de X es aplicada sobre un conjunto
finito de posibles clases borrosas que las determinan, las que son generadas a partir de sus
correspondientes centros o patrones de clase. Estos patrones son definidos intencionadamente,
a fin de cubrir los valores que pueden tomar las variables de entrada. A continuacio´n se
presentan algunos conceptos necesarios para la presentacio´n del proceso de bu´squeda de
patrones definidos en [50].
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Definicio´n 4.1. (Espacio de ana´lisis borroso). Sea D 6= ∅ un conjunto y R un conjunto
de conjuntos. Llamaremos a D el espacio de datos y R el espacio de resultados. Entonces,
entendemos por Espacio de ana´lisis borroso a Afuzzy(D,R) := {f/f : XxK → [0, 1], X ⊆
D, K ∈ R}.
Definicio´n 4.2. (Particio´n de clases borrosas). Sea Afuzzy(D,R) un espacio de ana´lisis borro-
so. Un resultado de f : XxK → [0, 1] ∈ Afuzzy(D,R) es llamado Particio´n de clases borrosas
si ∀k ∈ K : ∑
x∈X
f(x)(k) > 0, donde f(x)(k) corresponde al grado en que el elemento x ∈ X
es representado por la clase k ∈ K.
Para iniciar el proceso de bu´squeda de la mejor particio´n de clases borrosas, se define un con-
junto G ⊆ [0, 1]s, donde s ∈ N corresponde a la cantidad de variables del conjunto de datos,
que contiene los posibles centros de clase o patrones de clase de X. Este conjunto lo llamare-
mos rejilla o cuadr´ıcula, y se define por G = {(g1, ...gs) : gi ∈ {0, 1/q, 2/q, ..., q/q},∀i ∈ N≤s}
con q ∈ N. Los elementos de G corresponden a los centros de las clases borrosas que sera´n
evaluadas a fin de seleccionar el subconjunto P de G que represente de manera ma´s adecuada
la segmentacio´n ”natural” del conjunto de datos X. La definicio´n del valor q determina la
cantidad de celdas de la rejilla o cuadr´ıcula, y por tanto, la cantidad de clases a evaluar,
correspondiendo a (q + 1)s clases para cada uno de los s! ordenes lexicogra´ficos de las coor-
denadas de los elementos de X.
Definicio´n 4.3. (Patro´n de clase borrosa). Sea f : XxK → [0, 1] una particio´n de clases
borrosas del conjunto de datos X = {x1, ..., xn} ⊆ [0, 1]s, s ∈ N, dada por la pertenencia al
conjunto de clases K = {K1, ...,Kc} con c ∈ {2, 3, ..., n − 1}. Llamaremos patro´n de la clase
Kj con j ∈ {1, 2, ..., c} al punto k ∈ G que determina una clase borrosa a partir de la funcio´n
f(x)(k) = 1− d(x, k), donde d es una medida de distancia.
El conjunto de los posibles patrones de clase G son sometidos a evaluaciones de calidad, dicho
proceso elimina aquellas clases que no cumplen determinadas restricciones de calidad, hasta
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terminar con el conjunto de clases borrosas que en su conjunto mejor representan la particio´n
natural de los datos.
4.1.1. I´ndices de calidad.
El sistema de evaluacio´n utiliza los criterios de calidad de Relevencia, Redundancia y Cober-
tura presentados en el Cap´ıtulo 2. A continuacio´n se definen tales criterios de calidad en base
a familias consistentes de operadores de agregacio´n.
Consideremos la particio´n de clases borrosas del conjunto de datos X = {x1, ..., xn} ⊆ [0, 1]s
con s ∈ N dada por la pertenencia a las clases del conjunto K = {K1, ...,Kc} con c ∈
{2, 3, ..., n − 1}, entonces, las medidas de relevancia, redundancia y cobertura se definen por:
• Relevancia: El nivel de relevancia de la clase Kj , con j ∈ {1, .., c} es gradual
y esta´ dado por φ{µKj (x) : x ∈ X}. Para esta medida utilizamos a la familia
consistente de operadores de agregacio´n dada por el ma´ximo, de tal modo que el
nivel de relevancia de una clase borrosa Kj esta´ dado por:
φ(Kj) =MaxKj{µKj (x)}, ∀x ∈ X.
Entonces, diremos que Kj es relevante si para cada x ∈ X, se cumple que:
MaxKj{µKj(x)} es significativamente mayor que
MaxKl{µKl(x)} con Kj ,Kl ∈ K,Kj 6= Kl.
Y por el contrario, diremos que Kj es irrrelevante si para todos los x ∈ X, se
cumple que:
MaxKj{µKj(x)} no es significativamente mayor que
MaxKl{µKl(x)} con Kj ,Kl ∈ K,Kj 6= Kl.
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• Redundancia: La redundancia entre las clases Kj ,Kl ∈ K con Kj 6= Kl se evalu´a
sobre cada elemento x, correspondiendo a la proporcio´n de elementos de X que se
encuentran con un nivel de solapamiento mı´nimo, y la representamos por ϕ(µKj (x), µKl(x)).
Para esta medida utilizamos dos familias consistentes de operadores de agregacio´n,
el mı´nimo y la media aritme´tica, de tal modo que el nivel de redundancia entre
dos clases Kj ,Kl esta´ dado por:
ϕ(µKj (x), µKl(x)) =
n∑
i=1
I(j,l)(xi) / n, donde
I(j,l)(xi) =


1 si Minx{µKj(x), µKl(x)} ≤ β2, con β2 ∈ (0, 1]
0 si no
• Cobertura: La cobertura se evalu´a sobre cada elemento x, correspondiendo a la
proporcio´n de elementos de X que se encuentran cubiertos por la clase Kj , y
esta´ dada por φ{µKj (x) : Kj ∈ K}. Para esta medida utilizamos dos familias
consistentes de operadores de agregacio´n, el ma´ximo y la media aritme´tica, de tal
modo que la cobertura de una clase borrosa Kj esta´ dada por:
φ(µKj (x)) =
n∑
i=1
I(Kj)(xi) / n, donde
I(Kj)(x) =


1 si Maxx{µKj (x)} ≥ γ2 con γ2 ∈ (0, 1]
0 si no
4.1.2. Restricciones de calidad.
Utilizando las medidas de calidad descritas en la seccio´n anterior, se definen las siguientes
tres restricciones sobre los criterios de relevancia, cobertura y redundancia:
• Restriccio´n 1 : Una clase c sera´ relevante si:
∀x ∈ X, Maxc{µc(x)} > α, con α ∈ (0, 1].
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• Restriccio´n 2 : Dos clases c, k no sera´n redundantes si:
∀x ∈ X,
n∑
i=1
I(c,k)(xi) / n ≤ β, con β ∈ (0, 1].
y donde la funcio´n I(c,k)(x) se define por:
I(c,k)(x) =


1 si Minx{µc(x), µk(x)} ≤ β2, con β2 ∈ (0, 1]
0 si no
• Restriccio´n 3 : Una clase c tiene una cobertura adecuada si:
∀x ∈ X,
n∑
i=1
I(c)(xi) / n ≥ γ, con γ ∈ (0, 1].
y donde la funcio´n I(c)(x) se define por:
I(c)(x) =


1 si Maxx{µc(x)} ≥ γ2 con γ2 ∈ (0, 1]
0 si no
En base a estas restricciones, primero se eliminan aquellas clases que no representan mı´ni-
mamente a ningu´n elemento, en tanto tienen un nivel de pertenencia muy bajo. Luego, se
eliminan aquellas clases que no son necesarias, en tanto existen otras que representan a
los mismos elementos satisfaciendo mejor la primera restriccio´n. Y finalmente, quedan fuera
aquellas clases que tienen un bajo nivel de cubrimiento sobre el conjunto de datos X.
Para aplicar estas restricciones es necesario establecer los umbrales dados por α, β, β2, γ, γ2,
que pueden ser definidos luego de un ana´lisis gra´fico de la cobertura dada por
n∑
i=1
I(c)(xi) / n,
para distintos niveles de γ2.
Una vez seleccionada la particio´n de clases borrosas que mejor representa el conjunto de datos
de entrada, es necesario describir el comportamiento a fin de evaluar su coherencia teo´rica.
Para esto, se propone en primera instancia, interpretar los significados de los patrones de clase
de la particio´n a partir de los valores que toman cada una de sus coordenadas, como tambie´n
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en base a su cobertura bajo distintos niveles de relevancia, y su posicio´n en el conjunto de da-
tos dado por el percentil en el cual se ubican. Finalmente, a fin de facilitar su interpretacio´n, es
posible analizar las asociaciones lineales entre los niveles de pertenencia a cada clase borrosa y
los niveles de pertenencia a cada una de las variables representadas por las coordenadas de X.
4.2. Clasificacio´n borrosa de la poblacio´n infantil chilena segu´n
caracter´ısticas del entorno del hogar.
4.2.1. Conjunto de datos de entrada.
Se tiene un conjunto de datos con informacio´n de seis ı´ndices que representan factores inci-
dentes en que el nin˜o tenga un adecuado entorno de hogar para lograr desarrollar todo su
potencial. Estos factores son:
1. Adecuada relacio´n familiar y condicio´n econo´mica.
2. Entorno material y rutinas que promueven el desarrollo.
3. Adecuadas pautas de estimulacio´n cognitiva, intelectual y del lenguaje.
4. Buena calidad de las interacciones comunicativas y afectivas de la madre.
5. Adecuadas pautas que establecen l´ımites de la conducta del nin˜o.
6. Pautas que promueven la interaccio´n del nin˜o en un entorno social.
Al estudiar su comportamiento, se observo´ que si bien teo´ricamente estos factores son inde-
pendientes y representan distintos conceptos, algunos de ellos se encuentran asociados. Por
lo tanto, y en base a la opinio´n de expertos, se agrego´ el factor ”Entorno material y rutinas
que promueven el desarrollo” con ”Adecuadas pautas de estimulacio´n cognitiva, intelectual
y del lenguaje”, representando conjuntamente, a la presencia de pautas de estimulacio´n del
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desarrollo del nin˜o. Del mismo modo, se agregaron los factores ”Buena calidad de las inter-
acciones comunicativas y afectivas de la madre” y ”Pautas que promueven la interaccio´n del
nin˜o en un entorno social”, representando conjuntamente, a la presencia de interacciones de
calidad en el hogar y la promocio´n de interacciones con otros nin˜os.
Cuadro 4.1: Estad´ısticas generales de las variables de entrada.
I´ndices Media Mediana Desv.Est. Min Max Rango Int.
Adecuadas caracter´ısticas familia-
res y condicio´n econo´mica
0.30 0.29 0.14 0.00 0.72 0.19
Presencia de pautas de estimulacio´n
del desarrollo del nin˜o
0.52 0.50 0.20 0.10 0.97 0.30
Interacciones de calidad 0.78 0.81 0.14 0.21 1.00 0.17
Adecuadas pautas que establecen
l´ımites de la conducta del nin˜o
0.59 0.63 0.29 0.04 1.00 0.48
I´ndices Pc.5 Pc.10 Pc.25 Pc.50 Pc.75 Pc.90 Pc.95
Adecuadas caracter´ısticas familia-
res y condicio´n econo´mica
0.03 0.15 0.19 0.29 0.37 0.50 0.56
Presencia de pautas de estimulacio´n
del desarrollo del nin˜o
0.22 0.26 0.36 0.50 0.67 0.81 0.87
Interacciones de calidad 0.50 0.56 0.70 0.81 0.86 0.94 0.95
Adecuadas pautas que establecen
l´ımites de la conducta del nin˜o
0.08 0.09 0.32 0.63 0.80 0.99 0.99
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4.2.2. Bu´squeda de los mejores patrones y resultados.
El me´todo utilizado supone que el conjunto de datos de entrada se encuentra altamente con-
centrado, dificultando la identificacio´n de patrones. Tal como se sen˜ala en el cap´ıtulo anterior,
se requiere como para´metros de entrada la amplitud de las celdas que constituyen la rejilla o
cuadr´ıculas para cada una de las variables de entrada. En este caso se tienen cuatro factores
definidos en el intervalo unitario, y que teo´ricamente aportan conjuntamente en la determi-
nacio´n de la calidad del entorno del hogar del nin˜o en te´rminos de facilitar el desarrollo del
mismo. Por lo tanto, los patrones corresponden a vectores de cuatro coordenadas que toma
valores entre 0 y 1, en la cual cada una representa los distintos factores que fueron generados
anteriormente mediante un proceso de agregacio´n consistente de informacio´n borrosa estruc-
turada jera´rquicamente.
Se analizaron 1296 patrones de cuatro coordenadas para cada uno de las 24 posibles permu-
taciones entre las 4 variables de entrada, que corresponden a todos los posibles centros de las
clases donde las coordenadas toman un valor en el intervalo unitario a distancia 0,2. Poste-
riormente, en base a las restricciones de calidad dadas por los indicadores de redundancia,
relevancia y cobertura definidas anteriormentes, se identificaron los mejores patrones.
Para la seleccio´n de las mejores clases borrosas, primero se establecio´ la restriccio´n de cober-
tura no menor al 20% de elementos con relevancia superior a 0,70. A modo de ejemplo, la
siguiente gra´fica muestra la cobertura de los 1,296 centros ordenados bajo el criterio de orden
dado por: F1, F2− 3, F4− 6 y finalmente F5, para las relevancias 0,7, 0,8 y 0,9.
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El eje y corresponde al porcentaje de nin˜os con un nivel de pertenencia mayor a 0,7, 0,8 y
0,9 a cada clase. Y el eje x corresponde a todos los posibles patrones de las clases, ordenados
de izquierda a derecha segu´n la presencia de los factores evaluados (0 indica nula presencia
y 1 mayor presencia), considerando el siguiente orden: Factor 1, Factor 2 − 3, Factor 4 − 6,
Factor 5. Por tanto, a lo largo del eje x se mantienen fijos los valores de las primeras coorde-
nadas, y las u´ltimas var´ıan tomando los valores 0, 0,2, 0,4, 0,6, 0,8 y 1. En la gra´fica se observa
que la muestra esta´ desvalanceada hacia una relacio´n familiar y condicio´n econo´mica menos
adecuada para el desarrollo infantil (se aglutina a la izquierda), por lo que los dos grupos de
la derecha tienen una cobertura baja, lo que tiene relacio´n con el contexto de vulnerabilidad
en el que se encuentran los nin˜os de la muestra.
Otra condicio´n utilizada, restringe a las clases que tienen mayor cobertura local, que en la
gra´fica esta´n dados por:
Este procedimiento se realizo´ para cada uno de los 24 posibles criterios de ordenamiento de
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Cuadro 4.2: Mejores patrones para un sistema de clasificacio´n de seis clases.
I´ndices C101 C316 C569 C785 C1043 C1224
Adecuadas caracter´ısticas familia-
res y condicio´n econo´mica
0.00 0.20 0.40 0.60 0.80 1.00
Presencia de pautas de estimulacio´n
del desarrollo del nin˜o
0.40 0.40 0.60 0.60 0.80 0.60
Interacciones de calidad 0.80 0.80 0.80 0.80 1.00 1.00
Adecuadas pautas que establecen
l´ımites de la conducta del nin˜o
0.80 0.60 0.80 0.80 0.80 1.00
los cuatro factores, obtenie´ndose finalmente los siguientes mejores seis centros:
Cuadro 4.3: Mejores patrones para un sistema de clasificacio´n de seis clases.
I´ndices Clase 1 Clase 2 Clase 3 Clase 4 Clase 5 Clase 6
Adecuadas caracter´ısticas familia-
res y condicio´n econo´mica
0.16 0.48 0.20 0.25 0.20 0.20
Presencia de pautas de estimulacio´n
del desarrollo del nin˜o
0.62 0.60 0.32 0.58 0.60 0.40
Interacciones de calidad 0.83 0.80 0.80 0.60 0.80 0.82
Adecuadas pautas que establecen
l´ımites de la conducta del nin˜o
0.82 0.80 0.62 0.80 0.00 0.31
En la tabla se observa que el factor que representa la calidad de las interacciones presenta
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una baja variacio´n en los 6 patrones de clase (entre 0,6 y 0,83). Sin embargo, y tal como vi-
mos anteriormente, el valor mı´nimo de ese factor corresponde a 0, 21 y el 50% de la muestra
tiene valores mayores a 0,81, por lo que estas pequen˜as variaciones en el valor de este factor,
s´ı representan un cambio considerando la muestra. A si mismo, el mayor valor del factor que
representa la relacio´n familiar y condicio´n econo´mica de la familia es de 0,48, lo que tambie´n
se corresponde con la muestra, en tanto su valor promedio es 0,3.
En la siguiente tabla se presentan estad´ısticas de la redundancia entre cada par de clases.
En ella se observa que la relevancia promedio se encuentra aproximadamente entre 0,5 y
0,65, siendo la tercera clase la que presenta mayores niveles de redundancia con ma´s grupos.
No obstante, aporta en dispercio´n del factor relativo a las pautas que establecen l´ımites de
conducta del nin˜o al tener asociado un valor medio (0,62), por lo que no se considera adecuado
eliminarlo.
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Cuadro 4.4: Estad´ıstica del nivel de solapamiento de las clases.
Pares de clases Ma´x. Mı´n. Media
Clase 4 - Clase 5 0, 704 0, 256 0, 497
Clase 2 - Clase 5 0, 708 0, 256 0, 494
Clase 1 - Clase 5 0, 727 0, 256 0, 514
Clase 2 - Clase 6 0, 768 0, 299 0, 568
Clase 3 - Clase 5 0, 774 0, 256 0, 536
Clase 4 - Clase 6 0, 777 0, 323 0, 574
Clase 1 - Clase 6 0, 790 0, 339 0, 594
Clase 2 - Clase 3 0, 834 0, 299 0, 619
Clase 3 - Clase 4 0, 844 0, 323 0, 631
Clase 5 - Clase 6 0, 848 0, 256 0, 568
Clase 3 - Clase 6 0, 851 0, 339 0, 623
Clase 1 - Clase 3 0, 859 0, 372 0, 654
Clase 2 - Clase 4 0, 870 0, 299 0, 634
Clase 1 - Clase 2 0, 883 0, 299 0, 652
Clase 1 - Clase 4 0, 899 0, 323 0, 654
4.2.3. Interpretacio´n del sistema de clasificacio´n.
• Grupo 1: Pautas de crianza favorables para el desarrollo en entornos familiares
precarios en su organizacio´n.
El patro´n de este entorno familiar se caracteriza por poseer la relacio´n familiar
y percepcio´n de las condiciones econo´micas ma´s precaria de todos los grupos, en
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tanto el factor ”Adecuada relacio´n familiar y condicio´n econo´mica” toma el va-
lor 0,16 en el intervalo unitario, y se ubica en el percentil 0,11 sobre el total de
familias de la muestra. Sin embargo, este patro´n muestra la mayor presencia de
pautas de estimulacio´n del desarrollo del nin˜o, tomando el valor 0,62 en el factor
”Presencia de pautas de estimulacio´n de desarrollo del nin˜o”, y ubica´ndose en el
percentil 0,71 de la muestra, adema´s de interacciones de calidad, especialmente
en relacio´n al v´ınculo afectivo que promueve la madre, tomando el valor 0, 83 en
el factor ”Interacciones de calidad” y concentra´ndose en el percentil 0,54 de las
familias estudiadas. Por u´ltimo, las pautas que establecen l´ımites de conducta a los
nin˜os es el factor ma´s representativo del patro´n de crianza en este grupo, tomando
el valor 0,82 en el intervalo unitario y ubica´ndose en el percentil 0,84 del total de
familias.
En te´rminos descriptivos, so´lo un 11% de las familias presentan un patro´n ma´s
precario en te´rminos de relacio´n familiar y condiciones econo´micas, sin embargo,
si bien la figura paterna puede no estar asegurada, cuando existe, participa en la
crianza, percibie´ndose un clima no violento al interior de la familia. A pesar de tal
precaria condicio´n familiar, este patro´n tambie´n se asocia con una estimulacio´n
cognitiva e iniciacio´n en el lenguaje verbal del nin˜o, en tanto la madre, adema´s de
ser evaluada con un lenguaje fluido, estimula el desarrollo del nin˜o por medio de
la lectura frecuente de cuentos, la conversacio´n con su hijo y la participacio´n en
situaciones de aprendizaje, lo que se traduce en que so´lo un tercio de la muestra
se ubica en una mejor situacio´n en te´rminos de pautas de estimulacio´n. Adema´s,
corresponde a un entorno familiar favorable para el desarrollo de los nin˜os, con
pra´cticas de promocio´n del desarrollo social de manera contenida y educativa, fa-
voreciendo una socializacio´n fuera del hogar por medio de una de las actividades
ma´s relevantes en el desarrollo durante la infancia, el juego con pares, adema´s de
presentar interacciones cotidianas que sostienen el cuidado y la crianza, y donde
el clima de afecto y cuidado expresado por la madre en los primeros an˜os de vida
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es clave. Finalmente, en este patro´n se observa que la madre tiene un manejo dis-
ciplinar que establece l´ımites claros, no involucra y descalifica el castigo f´ısico, por
lo que muestra un adecuado manejo de las normas y l´ımites que gu´ıan la conducta
de manera adecuada para el desarrollo del nin˜o.
• Grupo 2: Entornos familiares favorables para el desarrollo.
Este patro´n de este entorno familiar se caracteriza por presentar la ma´s alta va-
loracio´n en el factor relacio´n familiar y percepcio´n de las condiciones econo´micas,
ubica´ndose en el 0, 48 dentro del intervalo unitario y existendo so´lo un 12% de
la muestra con mayor pertenencia al factor ”Adecuada relacio´n familiar y con-
dicio´n econo´mica”. Adema´s de una alta valoracio´n en la presencia de pautas de
estimulacio´n del desarrollo del nin˜o, tomando un grado de pertenencia de 0,6, y
ubica´ndose en el percentil 0,69 de la muestra. En relacio´n al factor interacciones
de calidad, en especial en relacio´n al v´ınculo afectivo que promueve la madre, este
patro´n mantiene una situacio´n favorable para el desarrollo de nin˜os, con un grado
de pertenencia de 0, 83 y ubica´ndose en el percentil 0,45 sobre el total de las fa-
milias. Por u´ltimo, las adecuadas pautas que establecen l´ımites de conducta a los
nin˜os es otra caracter´ıstica representativa de este patro´n de crianza, valorizando
en 0, 82 este factor y ubica´ndose en el percentil 0,78 de la muestra.
En te´rminos de la organizacio´n familiar y distribucio´n de los roles parentales, este
es el u´nico grupo que presenta asociacio´n con la disposicio´n de tiempo de la madre
para criar, adema´s de presentar una figura paterna presente y participando en la
crianza del nin˜o. Por otra parte, el clima familiar es percibido como no violento y
favorable para el desarrollo del nin˜o, este es el u´nico grupo asociado con una baja
frecuencia de irritabilidad y nerviosismo de la madre, adema´s de no asociarse con
la presencia de violencia intrafamiliar. En cuanto a la seguridad econo´mica, solo en
este grupo la falta de dinero no es percibida como problema. Todo esto indica un
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entorno familiar con relaciones, clima y percepcio´n de las condiciones econo´micas,
que ofrece las condiciones necesarias para que el desarrollo de los nin˜os ocurra
de manera adecuada. Este patro´n comprate con el grupo 1 las carcater´ısticas de
los otros factores, presentando mayor relevancia en variables relacionadas con la
estimulacio´n cognitiva y la iniciacio´n en el lenguaje verbal que realizan los adultos
responsables por medio de la lectura frecuente de cuentos, la conversacio´n madre
- hijo y la participacio´n en situaciones de aprendizaje de los nin˜os. Cabe destacar
que este patro´n es el que muestra mayor asociacio´n con el lenguaje fluido de la
madre, adema´s de ser el u´nico que se asocia positivamente con el adecuado tipo
de programas de televisio´n visto por el nin˜o. De manera relacionada, este patro´n
se asocia favorablemente con la frecuencia con que juega el nin˜o con sus pares,
es decir, la crianza favorece una socializacio´n tanto dentro como fuera del hogar.
Finalmente, se observa alta asociacio´n con un manejo disciplinar de la madre que
establece l´ımites claros, la cual no involucra ni acepta el castigo f´ısico,mostrando
un adecuado manejo de las normas y l´ımites que gu´ıan la conducta de manera
adecuada para el desarrollo del nin˜o.
• Grupo 3: Entorno con carencias en las relaciones familiares y condiciones econo´mi-
cas y pocos recursos para la promocio´n y desarrollo de los nin˜os.
Este grupo o patro´n de entorno familiar se caracteriza por ser uno de los ma´s
desfavorables, presentando baja valoracio´n en casi todos los factores y variables.
Se caracteriza por presentar la menor presencia de pautas de estimulacio´n del
desarrollo del nin˜o, tomando el valor 0,32 en el factor ”presencia de pautas de esti-
mulacio´n del desarrollo del nin˜o”, y ubica´ndose en el percentil 0,19 de la muestra.
A esto se suma una relacio´n familiar y percepcio´n de las condiciones econo´micas
precaria, en tanto el patro´n toma el valor 0,28 en el factor asociado con una ade-
cuada condicio´n familiar y econo´mica, ubica´ndose en el percentil 0,28 sobre el total
de familias de la muestra. No obstante, presenta una adecuacio´n moderada en las
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pautas que establecen l´ımites de conducta a los nin˜os, donde el patro´n toma el
valor 0,62 y se ubica pra´cticamente en la mitad de la muestra.
En te´rminos descriptivos, este patro´n muestra una condicio´n precaria en la ma-
yor´ıa de los aspectos. Sin embargo, presenta una valoracio´n media respecto de las
pautas que establecen l´ımites de conducta asociado con un adecuado manejo dis-
ciplinar de la madre en tanto establece l´ımites sin castigo f´ısico. Se observa una
relacio´n familiar y condicio´n econo´mica precaria, en tanto no tiene una figura pa-
terna asegurada, adema´s de una relacio´n familiar que no se percibe como buena,
donde la madre se percibe con frecuencia irritable o nerviosa y la falta de dinero
s´ı se percibe como un problema. Tal vez la mayor complejidad respecto de este
patro´n, es la baja valoracio´n en el factor pautas de estimulacio´n del desarrollo,
siendo un patro´n de entorno que no ofrece actividades que estimulen y apoyen el
desarrollo f´ısico motor, cognitivo y linguˆ´ıstico de los nin˜os, con ambientes pobres
y de escasos recursos sociales, cognitivos, y educativos para favorecer su adecuado
desarrollo, en tanto la fluidez en el lenguaje verbal de la madre no es adecuada,
asociado a esto, tanpoco se observan que la madre proponga conversaciones con
el nin˜o de modo de iniciarlo en el lenguaje, ni que participa en aprendizajes del
nin˜o.
• Grupo 4: Precaria socializacio´n fuera del hogar, pero con relevancia en el manejo
disciplinar adecuado para el desarrollo del nin˜o.
El patro´n de este entorno familiar se caracteriza por poseer una precaria sociali-
zacio´n fuera del hogar con sus pares, en tanto presenta el menor grado de perte-
nenecia al factor ”Interacciones de calidad” (0,6) y se ubica en el percentil 0,12 de
la muestra. No obstante, el patro´n de este grupo esta´ fuertemente organizado por
el factor ”Pautas que establecen l´ımites de conducta”, en tanto presenta una alta
valoracio´n (0,8) y se ubica en el percentil 0,78 de la muestra. Por otra parte, mues-
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tra una pertenencia moderada a los factores asociados con adecuadas condiciones
y relaciones familiares (0,25), y presencia de pautas de estimulacio´n del desarrollo
(0,58), ubica´ndose en los percentiles 0,42 y 0,66 respectivamente.
En te´rminos descriptivos, este patro´n no promueve la calidad de las interacciones
de los nin˜os, por cuanto la afectividad en las formas maternas de vincularse se
mantiene sin significatividad, y la variable relacionada con la socializacio´n fuera
del hogar con pares presenta una correlacio´n negativa significativa. No obstante,
la madre tiene manejo disciplinar con l´ımites, descalifica´ndo el castigo f´ısico y no
existiendo violencia intrafamiliar. En cuanto a la presencia de pautas de estimu-
lacio´n del desarrollo, solo la lectura de cuentos y la conversacio´n de la madre con
el nin˜o esta´n presentes en este grupo. Y respecto de las condiciones familiares, en
te´rminos generales existe una figura paterna que participa en la crianza.
• Grupos 5 y 6: Dificultades para poner l´ımites y potencial clima familiar violento.
Estos grupos se caracterizan principalmente por presentar pautas de l´ımites de
conducta de gran precariedad, en tanto presenta un grado de pertenencia 0,27 al
factor ”Adecuadas pautas que establecen l´ımites de conducta del nin˜o”, ubica´ndo-
se en el percentil 0,16 de la muestra. Sumado a esto, presenta escasas pautas de
estimulacio´n adema´s de desfavorables condiciones familiares, en tanto este grupo
tiene un grado de pertenencia de 0,43 al factor asociado con la presencia de pautas
de estimulacio´n del desarrollo y de 0,2 al factor relativo a las adecuadas condicio-
nes y relaciones familiares, comportandose de manera similar en estos aspectos al
entorno 3, que corresponde al ma´s precario y ubica´ndose el los percentiles 0,28 y
0,38 respectivamente.
En te´rminos descriptivos, se observa que a este patro´n pertenecen con mayor in-
tensidad madres con falta de compentencias de crianza en cuanto a la disciplina
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y estimulacio´n del desarrollo, que esta´n al servicio de un desarrollo sano y po-
tenciador de los nin˜os. Adema´s, muestra un entorno propenso a la presencia de
violencia intrafamiliar, en tanto no existe una figuar paterna, las madres se en-
cuentran frecuentemente irritadas o nerviosas, la falta de dinero es un problema,
no descalifican el castigo f´ısico y muestran un manejo violento de los l´ımites.
Cap´ıtulo 5
I´ndice contextual basado en
particiones borrosas.
5.1. Determinacio´n del contexto.
En el cap´ıtulo 3 de esta memoria se han desarrollado te´cnicas para la generacio´n de indices
basados en familias consistentes de operadores de agregacio´n que trabajan sobre conjuntos
de datos con estructura jera´rquica priorizada e informacio´n imprecisa. Una vez establecidos
los indices para cada nin˜o construidos de manera jerarquica, los factores y los sub-factores
asociados a dichos indices, en el cap´ıtulo 4 de esta memoria se establece un procedimiento que
da lugar a una clasificacio´n borrosa no supervisada de todos los nin˜os. Esta clasificacio´n bo-
rrosa (no necesariamente una particio´n de Ruspini) establece una serie de entornos borrosos
del conjunto de todos los nin˜os X. Estos entornos sera´n de gran utilidad para la elaboracio´n
de los indices contextuales que tengan en cuenta los logros alcanzados por cada nin˜o en base
a su entorno y no a una poblacio´n de referencia ajena. En este cap´ıtulo, se utiliza la clasi-
ficacio´n borrosa generada a trave´s de dicho sistema de clasificacio´n, para construir ı´ndices
contextuales.
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Con el te´rmino contextual nos referimos a ı´ndices que contienen informacio´n del entorno del
elemento que esta´ siendo evaluado, bajo el supuesto que dicho entorno aporta informacio´n res-
pecto de los factores que inciden positiva o negativamente en el logro medido por dicho ı´ndice.
Una clasificacio´n borrosa del conjunto de todos los nin˜os X en las clases K = {K1, ...,Kc},
entrega informacio´n acerca del entorno de cada elemento x ∈ X por medio del grado de per-
tenencia de cada elemento x a las diferentes clases del conjunto K. Denotaremos por µK(x)
al vector c-dimensional µK(x) = (µK1(x), . . . , µKc(x)). De esta forma, ∀x ∈ X,µKj (x) ∈ [0, 1]
representa el grado en el cual el elemento x pertenece a la clase Kj, y por lo tanto, el vector
de pertenencias de x µK(x) representa a su ”ubicacio´n” dentro de la particio´n de entornos.
La siguiente definicio´n establece el entorno contexto del cada elemento x ∈ X.
Definicio´n 5.1. (Entorno Contexto Borroso). Dada una clasificacio´n borrosa del conjunto
de datos X, con conjunto de clases K = {K1, ...,Kc} y funcio´n de pertenencia µK(x) =
(µK1(x), ..., µKc(x)) ∀x ∈ X. Definimos contexto entorno asociado a un elemento x en base a
un sistema de clasificacio´n borroso, al conjunto borroso E(x) construido a partir de sus alfa
cortes como sigue:
E(x)α =
{
y ∈ X : φ[ϕ2 (µK1(xi), µK1(y)) , ..., ϕ2 (µKc(xi), µKc(y)) ] ≥ α} ∪ {x},
donde φ y ϕ son T normas y T co-normas respectivamente.
Es decir, para un nivel de exigencia α, diremos que un elemento y ∈ Y esta en E(x) si x e y
pertenencen simultaneamente a alguna de las clases de K.
Notese que es posible contruir el conjunto borroso E(x) en su manera estandar (es decir
E(x) =
{
(y, µE(x))y ∈ Y
}
) a partir de los alfa cortes del conjunto E(x). De esta manera se
tiene que para todo x ∈ X,
µE(x)(y) =Max {α / y ∈ E(x)α}
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Para el caso particular en el que los operadores φ y ϕ sean el ma´ximo y el mı´nimo respecti-
vamente, se tiene que:
Eα(x) =
{
y ∈ X :Maxc
{
Min2
[
µK1(x), µK1(y)
]
, ...,Min2
[
µKc(x), µKc(y)
]} ≥ α}
Una vez establecido el contexto de cada elemento x del conjunto de datos X, es posible definir
ı´ndices contextuales que contengan la informacio´n de su entorno Eα(x).
Estos indices contextuales sera´n construidos teniendo en cuenta que el entorno es un concepto
borroso, y por tanto sera´n funciones que dependera´n de los diferentes alfa cortes asociados
al entorno E(x). En el capitulo 3 se han construido diferentes indices, factores, subfactores
y puntuaciones para cada nin˜o. Sin pe´rdida de generalidad, denotemos por Z(x) al valor,
puntuacio´n o ı´ndice obtenido por el elemento x ∈ X.
La pregunta que tratamos de resolver en esta seccio´n ahora es la de como construir a partir de
este indice Z(x) un ı´ndice contextual. No´tese que fijo α ∈ [0, 1], el conjunto E(x)α representa
el conjunto nitido de elementos que se encuentran en el entorno de x a nivel α. Teniendo en
cuenta esto, se proponen algunos indices contextuales:
• I1x(α) = Pc{Z(y),y∈E(x)α}(z(x)), ∀α ∈ [0, 1]
que corresponde a la ubicacio´n porcentual que tiene el logro del elemento x, sobre
el conjunto de puntuaciones obtenidos por su entorno Eα(xi).
• I2x(α) = Z(x)Max{Z(y),y∈E(x)α} , ∀α ∈ [0, 1]
que corresponde a la proporcio´n de logro obtenido por x, suponiendo que el logro
esperado es el ma´ximo alcanzado por los elementos de su entorno Eα(x).
• I3x(α) = Z(x)Pc95{Zy ,y∈E(x)α} , ∀α ∈ [0, 1]
que corresponde a la proporcio´n de logro obtenido por el elemento x, suponiendo
que el logro esperado es el percentil 95 del conjunto de puntuaciones de su entorno
Eα(x) definido por la puntuacion Z.
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Por lo tanto, cada elemento x del conjunto de datos X, tiene asociado una funcio´n que repre-
senta el resultado del ı´ndice contextual bajo distintos niveles de exigencia sobre el nivel de
pertenencia a las clases borrosas que respresentan su entorno. De esta manera, cuando el valor
de α es pequen˜o, el logro de xi es comparado pra´cticamemte con todo el conjunto X, pero a
medida que aumenta el valor de α, el entorno de x va siendo cada vez ma´s pequen˜o, y por
tanto su logro es comparado con los elementos de X ma´s similares respecto de su pertenencia
a las clases de la clasificacio´n borrosa dada por K.
Si por ejemplo utilizamos el ı´ndice I2x(α), la funcio´n asociada a un x con una puntuacio´n
promedio tendra´ la siguiente forma:
Para valores pequen˜os de α, el entorno de x abarcara´ gran parte del conjunto X y por lo
tanto, el nivel de exigencia sobre su logro sera´ mayor, mientras que para valores grandes de
α, el entorno sera´ ma´s reducido y su logro final dependera´ de los elementos ma´s s´ımiles a e´l
y por tanto, sera´ menos exigente el baremo asociado. Ahora bien, si x es el elemento cuya
puntuacio´n es el ma´ximo de todo el conjunto X, tal funcio´n sera´ constante en 1, mientras
que si es el mı´nimo, sera´ constante en un valor cercano a 0.
++ EJEMPLOS ++++
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5.2. Construccio´n de ı´ndices contextuales de desarrollo infan-
til temprano.
Como vimos en la seccio´n anterior, el te´rmino contextual se refiere a la ubicacio´n de lo obser-
vado sobre un entorno espec´ıfico. Respecto de la contruccio´n de ı´ndices, y bajo el supuesto que
dicho entorno aporta informacio´n respecto de los factores que inciden en el logro medido por
dicho ı´ndice, un ı´ndice contextual considera informacio´n del entorno del elemento evaluado.
Llevado a la construccio´n de ı´ndices de desarrollo infantil temprano, el contexto corresponde
al entorno del hogar del nin˜o, en tanto constituye un factor diferenciador respecto del logro
del desarrollo de un nin˜o.
En materia de evaluacio´n de pol´ıticas pu´blicas, los indicadores se clasifican bajo cuatro as-
pectos no disjuntos, la medida, el nivel de intervencio´n, la jerarqu´ıa y la calidad. El primero
distingue entre indicadores cuantitativos (real valorados) o cualitativos (abstractos), mientras
que el nivel de intervencio´n se refiere a indicadores de impacto (efecto a corto, mediano y largo
plazo), de resultado (efecto inmediato), de producto (bienes o servicios) y de proceso (segui-
miento). La jerarqu´ıa por su parte, distingue entre indicadores de gestio´n (administrativos y
operativos) y estrate´gicos (me´todo y solucio´n), y por u´ltimo, los de calidad, entre indicadores
de eficacia (logro de objetivos bajo un escenario ideal), eficiencia (logro de objetivos en el
tiempo y costo planeado) y efectividad (logro de objetivos bajo un escenario real). Este u´ltimo
tipo de indicador, tiene el mismo objetivo que los ı´ndices contextuales a los que nos referimos,
en tanto son medidas que consideran las condicionantes que afectan a la consecusio´n del logro.
En el Cap´ıtulo 2, se presentaron algunos enfoques acerca del desarrollo del nin˜o. Vimos la
conveniencia de considerar el entorno del hogar del nin˜o al momento de estudiar y comparar
su nivel de logro, en tanto constituye un factor diferenciador. Adema´s, se presentan estudios
que sen˜alan la inadecuacio´n de los tests tradicionales para revelar la capacidad de aprender
en nin˜os en los que factores no intelectuales son la causa de sus fallos. Siguiendo este mismo
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enfoque, vimos que se ha avanzado en la evaluacio´n del potencial de aprendizaje en la l´ınea
de Vygotzki, en la cual su objetivo no es medir tan so´lo la ejecucio´n de los sujetos, sino su
posibilidad de aprendizaje.
En este trabajo, se propone una medida de logro de desarrollo infantil visto como la pro-
porcio´n del potencial de desarrollo logrado por el nin˜o al momento de la medicio´n. Dicho
potencial puede ser estimado a partir del ma´ximo puntuacio´n conseguido por nin˜os que tie-
nen similares condicionantes frente al logro de su desarrollo, de esta manera, se obtiene un
ı´ndice de desarrollo contextualizado, donde el grupo de referencia o normativo comparte ca-
racter´ısticas del entorno del hogar del nin˜o evaluado.
En el Cap´ıtulo 3 fueron generados los ı´ndices de entorno del hogar del nin˜o, en el Cap´ıtulo 4
se realizo´ una clasificacio´n borrosa de los nin˜os en funcio´n de dichos ı´ndices de entorno fami-
liar, y en la seccio´n anterior de esta cap´ıtulo, se definio´ la manera de establecer el contexto de
los nin˜os a partir de dicha clasificacio´n borrosa de entornos, y de la definicio´n de un α-corte,
constuyendo con esto, la poblacio´n normativa de cada nin˜o. Todo esto nos permite construir
los ı´ndices contextuales de desarrollo infantil temprano.
Sea Z = {z1, ..., zn} ∈ [0, 1]5 el conjunto de datos de n nin˜os que contiene la informacio´n de
sus puntuaciones de desarrollo en las a´reas comunicacio´n, cognicio´n, adaptacio´n, motora y
personal/social. Y sea Zxi el conjunto de puntuaciones de los nin˜os que pertenecen al entorno
del i-e´simo nin˜o. Entonces, tal como vimos en la seccio´n anterior, el conexto o entorno del
i-e´simo nin˜o se establece mediante el siguiente conjunto:
Eα(xi) =
{
y ∈ X :Maxc
{
Min2
[
µK1(xi), µK1(y)
]
, ...,Min2
[
µKc(xi), µKc(y)
]} ≥ α}
donde α ∈ (0,Maxc{µKj∈{1,..,c}(xi)}), representa el nivel de exigencia sobre la pertenencia
a las clases borrosas de la particio´n K de los elementos de X que constituyen el entorno de xi.
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El potencial de desarrollo del nin˜o lo estimamos a partir del logro ubicado en el percentil 95
en una poblacio´n con similares condiciones de entorno del hogar, definida por Eα(xi) para
un α determrinado. Constituye´ndose de esta forma la referencia o baremo del i-e´simo nin˜o
mediante:
Pα(zi) =Max {zi, P c95{Zxi}}
Finalmente, el ı´ndice contextual de desarrollo infantil temprano representara´ la proporcio´n
del potencial de desarrollo que el nin˜o ha alcanzado al momento de la medicio´n, y se define
por:
Iα(zi) = zi / Pα(zi)

Cap´ıtulo 6
Conclusiones, contribuciones y
futuras l´ıneas de trabajo.
6.1. Conclusiones.
Las conclusiones de este trabajo se presentan en relacio´n a los objetivos planteados:
Objetivo 1: Desarrollar un me´todo de construccio´n de ı´ndices.
• Formular el problema de construccio´n de ı´ndices como un problema de agregacio´n
en ambiente borroso.
La naturaleza imprecisa de los conceptos que se estudian en las ciencias sociales y
del comportamiento, dificulta el tra´nsito entre el desarrollo teo´rico de los concep-
tos y la representacio´n nume´rica de los mismos. En este trabajo, el problema de la
representacio´n es facilitado al formularlo desde la lo´gica borrosa, en tanto permite
representar los conceptos a trave´s de variables lingu¨´ısticas asociados a conjuntos
borrosos, en la cual el valor de verdad de sus estados rescata la vaguedad de dichos
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conceptos.
Siguiendo con el mismo enfoque, la construccio´n de ı´ndices puede ser considerado
como un proceso de agregacio´n en contexto borroso, asegurando un nivel de robus-
tez en los resultados, en tanto a trave´s de familias consistentes de operadores de
agregacio´n, es posible relacionar un conjunto de variables lingu¨´ısticas borrosas a
fin de obtener un valor agregado que asegure estabilidad ante posibles cambios de
cardinalidad del conjunto de datos. Por ejemplo, ante el usual problema de pe´rdi-
da de informacio´n en una o ma´s variables de algunos elementos del conjunto de
datos de entrada, es posible agregar la informacio´n de dichos elementos de menor
dimensionalidad si el proceso de agregacio´n se ha definido en base a familias con-
sistentes de operadores de agregacio´n. En este trabajo, se formula el problema de
construccio´n de ı´ndices como un proceso de agregacio´n en contexto borroso, aso-
ciando los estados de las variables lingu¨´ısticas a conjuntos borrosos y definiendo la
estructura de prioridades de las mismas, para luego, garantizar la robustez de los
resultados mediante la definicio´n de propiedades que deben satisfaer las familias
de operadores de agregacio´n involucradas.
• Representar de manera ma´s precisa la informacio´n dada por el conjunto de datos
de entrada, intentando rescatar las valoraciones reales de las variables lingu¨´ısticas
frente al concepto medido.
La definicio´n de los valores de verdad de variables lingu¨´ısticas mediante la asocia-
cio´n a conjuntos borrosos, asi como tambie´n, el establecimiento de una relacio´n de
orden y prioridad entre ellas frente a ditintos niveles de incidencia sobre el con-
cepto medido, permite acercarse de mejor manera a la realidad, en tanto entrega
mayor flexibilidad y precisio´n al momento de re-establecer el conjunto de datos
de entrada en funcio´n de la definicio´n teo´rica y la informacio´n disponible. En es-
te trabajo, se utiliza la te´cnica cualitativa juicio experto para la definicio´n de un
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conjunto de datos de entrada en contexto borroso, lo cual permite determinar su
estructura (desestructurada, lineal o jera´rquica), asi como tambien, la definicio´n
de pertenencias a los estados de las variables lingu¨´ısticas.
• Establecer restricciones que garanticen estabilidad en los resultados de un proceso
de agregacio´n, en concordancia con las caracter´ısticas del conjunto de datos de
entrada.
La actual definicio´n de familia de operadores de agregacio´n no condiciona la exis-
tencia de una relacio´n entre sus miembros, permitiendo definiciones en base a un
conjunto de operadores desconectados para distintos dimensiones del conjunto de
datos, con lo cual no es posible asegurar consistencia en el proceso de agregacio´n en
el cual participa. En este trabajo, se establecen restricciones de consistencia sobre
las familias de operadores de agregacio´n, en el sentido que el resultado obtenido en
base a un operador definido para n ı´tems, no difiera del resultado obtenido en base
a un operador definido para n−1 ı´tems, cuando el elemento adicionado correspon-
de a la agregacio´n de los elementos ya contenidos en el conjunto de datos. En base
a esta idea, se definen distintos niveles de estabilidad estricta (absoluta, en el l´ımi-
te y en probabilidad), tanto para datos sin una estructura inherente, como para
conjuntos de datos linealmente ordenados y con estructura jera´rquica priorizada.
De esta forma, dada una estructura determinada del conjunto de datos de entrada,
es posible definir las familias de operadores de agregacio´n que se utilizara´n en el
proceso de agregacio´n en base al nivel de estabilidad que se requiere para asegurar
resultados robustos.
• Desarrollar un me´todo de bu´squeda de patrones en base a la evaluacio´n de calidad
de una clasificacio´n no supervisada bajo ambiente borroso.
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Los me´todos comu´nmente utilizados en clasificacio´n no supervisada, requieren la
definicio´n a priori de la cantidad de clases que tendra´ la clasificacio´n borrosa del
conjunto de datos, cuestio´n que se ha resuelto en base a la definicio´n de medi-
das que evalu´an la calidad de las particiones para distinto nu´mero de clases. No
obstante, estas medidas se suelen basar so´lo en un criterio, tendiendo a valorar
aquellas particiones borrosas con bajo nivel de solapamiento. En este trabajo, se
establece un me´todo de seleccio´n de patrones que determinara´n clases borrosas
de una particio´n, mediante el comportamiento conjunto de ı´ndices de relevancia,
redundancia y cobertura del sistema de clasificacio´n borroso no supervisado. Este
me´todo no requiere la definicio´n anticipada de la cantidad de clases que tendra´ la
particio´n, ya que se evalu´an todas aquellas clases posibles de generar en base a un
conjunto de patrones en la cual sus coordenadas son definidas y acotadas sobre
una rejilla o cuadr´ıcula determinada. La definicio´n de esta rejilla o cuadr´ıcula debe
cubrir la amplitud de los valores que toman las variables del conjunto de datos de
entrada. Durante el proceso de bu´squeda de patrones, se establecen restricciones
de calidad en funcio´n de los indicadores mencionados.
Objetivo 2: Generar un modelo borroso del desarrollo infantil temprano aplicado
a la realidad chilena.
• Construir un modelo teo´rico del entorno del hogar del nin˜o, en funcio´n de las con-
dicionantes que inciden en el logro de su potencial de desarrollo.
La codificacio´n de la informacio´n cualitativa mediante variables lingu¨´ısticas n´ıti-
das, en la cual la distancia entre las etiquetas es la misma, se considera poco
preciso cuando se trata de representar conceptos abstractos. En este trabajo, me-
diante la te´cnica juicio experto, se establecen nuevos valores de verdad y un orden
de prioridad de las distintas variables lingu¨´ısticas disponibles, asi como tambie´n,
la estructura del conjunto de datos de entrada. Las entrevistas semi-estructuradas
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realizadas a dos expertos en desarrollo infantil, permitieron estudiar el tema y el
enfoque propuesto, entregando como resultado una estructura teo´rica del entorno
del hogar de la poblacio´n infantil chilena. La estructura resultante del conjun-
to de datos de entrada es jera´rquica y priorizada, en tanto el concepto global
es dividido en dimensiones desestructuradas, las que a su vez fueron divididas
en sub-dimensiones con una estructura de prioridad lineal, en la cual cada una
esta´ constituida por variables lingu¨´ısticas que tambie´n tienen una estructura li-
neal de prioridades.
• Generar ı´ndices de factores asociados a un entorno familiar que fomenta el desa-
rrollo del nin˜o.
El me´todo para determinar los pesos de las variables lingu¨´ısticas para la construc-
cio´n de ı´ndices de entorno del hogar del nin˜o es un problema abierto, siendo el
ana´lisis de componentes principales la te´cnica comu´nmente utilizada para estos
fines. Sin embargo, su principal inconveniente es que se restringe a relaciones li-
neales entre sus variables, sin considerar las caracter´ısticas del conjunto de datos
de entrada. En este trabajo, se generan ı´ndices de entorno del hogar del nin˜o me-
diante procesos de agregacio´n definidos para una estructura jera´rquica priorizada
del conjunto de datos de entrada, en la cual se utilizan familias consistentes de
operadores de agregacio´n. Para la agregacio´n de los datos sin una estructura in-
herente, se utilizo´ la familia estrictamente estable dada por la media aritme´tica.
Mientras que para la agregacio´n de los datos con una estructura lineal hacia la
derecha, en la cual su ordenamiento esta´ asociado a una prioridad, se utilizo´ la
familia estrictamente estable por la derecha, dada por la media ponderada. Esta
u´ltima familia esta´ constituida por un tipo de operador priorizado definido por
Yager ([92]), cuya caracter´ıstica fundamental es no permitir la compensacio´n en-
tre variables.
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• Identificar patrones representativos de los distintos entornos del hogar del nin˜o.
La informacio´n que se utiliza en estudios de ciencias sociales y del comportamiento,
suele presentar un nivel de concentracio´n que dificulta la particio´n del conjunto de
datos de entrada en clases que permitan identificar diferencias entre ellas. Nuestra
tema´tica no esta´ ajena a esta dificultad, y frente a esto, en este trabajo se identifi-
caron cuatro tipos de entornos del hogar del nin˜o mediante un me´todo de bu´squeda
de patrones en el cual se utilizan ı´ndices de calidad de las clases borrosas. Dicha
bu´squeda de patrones se realiza sobre un conjunto de posibles patrones definidos
sobre una rejilla o cuadr´ıcula, de manera que abarque lo mejor posible la amplitud
de valores que pueden tomar las variables del conjunto de datos de entrada, para
luego evaluar las clases que se generan a partir de dichos patrones en funcio´n de
ı´ndies de relevancia, redundancia y cobertura. Por lo tanto, adema´s de no requerir
a priori la cantidad de clases de la particio´n, garantiza que las clases seleccionadas
son las mejor evaluadas respeto de un conjunto de clases que cubren la amplitud
de los valores que toman las variables de entrada.
6.2. Contribuciones.
Si bien el enfoque de este trabajo ya constituye una contribucio´n en el desarrollo de ı´ndices
bajo un escenario psicosocial, en tanto se le otorga importancia al contexto con el objetivo
de relativizar las medidas de evaluacio´n, claramente, el principal aporte se presenta en el
tercer cap´ıtulo. En este cap´ıtulo, se evidencia la necesidad de establecer restricciones en la
definicio´n de familia de operadores de agregacio´n (FAO), a fin se asegurar algu´n nivel
de consistencia del proceso de agregacio´n en el que participa, y de esta forma, garantizar
resultados agregados robustos.
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Frente a esto, se definen los conceptos de consistencia y estabilidad en el contexto de un
problema de agregacio´n, y se presentan definiciones de tres niveles de estabilidad estricta
para una familia de operadores de agregacio´n, en te´rminos absolutos, en el l´ımite y en pro-
babilidad. Tales definiciones, consideran la naturaleza del conjunto de datos de entrada en
te´rminos de su estructura, focaliza´ndonos en datos desestructurados, y en datos con estruc-
tura lineal y jera´rquica priorizada. El ana´lisis de estas propiedades permite conocer a priori
el nivel de estabilidad que tendra´n los resultados, luego de un proceso de agregacio´n bajo
determinada estructura del conjunto de datos.
Los tres niveles de estabilidad estricta de familias de operadores de agregacio´n que son uti-
lizadas para agregar datos con una estructura lineal, se han definido para datos cuyo orden
lineal va desde la izquierda hacia la derecha como R-estrictamente estable , y por tanto, el
u´ltimo elemento que se agrega es la agregacio´n de los anteriores, y para aquellos que van desde
la derecha hacia la izquierda como L-estrictamente estable , y por tanto, el primer elemen-
to es la agregacio´n de los siguientes. Esto deja el camino para extender dichas definiciones
estabilidad para el caso en que se agrege un elemento en la posicio´n i-e´sima desde la derecha
o j-e´simo desde la izquierda, y de esta forma definir las propiedades iR-estrictamente es-
table y jL-estrictamente estable .
Otra contribucio´n de este trabajo se muestra en el cuarto cap´ıtulo, en el cual se utilizan
familias consistentes de operadores de agregacio´n para definir los criterios de relevancia ,
redundancia y cobertura de las clases de una clasificacio´n borrosa de un conjunto de da-
tos. En base a la combinacio´n de estos tres criterios, se genera un me´todo de evaluacio´n de
calidad de un sistema de clasificacio´n borrosa no supervisada.
Una de las principales ventajas de este me´todo, es que no exige la definicio´n previa de la
cantidad de clases que tendra´ la particio´n, en tanto evalu´a la calidad de un conjunto de
clases borrosas determinadas por los posibles patrones de clase de una particio´n, permitie´ndo
seleccionar las mejores clases en funcio´n de criterios de calidad . Este conjunto de
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posibles patrones se definen en una rejilla o cuadr´ıcula, de tal manera que cubran los valo-
res que toman los variables de entrada, considerando adema´s, todas las permutaciones que
existen entre dichas variables. Este proceso de bu´squeda de buenos patrones, y por consi-
guiente, de una clasificacio´n borrosa deseable de un conjunto de datos, va eliminando clases
en la medida que no satisfacen las restricciones establecidas sobre los criterios de relevancia,
redundancia y cobertura.
Finalmente, la contribucio´n del quinto cap´ıtulo reu´ne las de los cap´ıtulos anteriores, en tanto
se define el contexto de un elemento a trave´s de una clasificacio´n borrosa realizada
en base a familias consistentes de operadores de agregacio´n. Si bien se deja apertura
respecto del tipo de ı´ndice contextual que se utilizara´, a lo largo de este trabajo se estable-
cen las pautas tanto para representar el conocimiento de una manera ma´s precisa, construir
ı´ndices contextuales mediante procesos de agregacio´n robustos, que consideran la estructura
de los datos que se agregan, y para establecer baremos relativos a cada elemento evaluado.
6.3. Futuras l´ıneas de trabajo.
La representacio´n nume´rica de los conceptos abstractos medidos mediante te´cnicas cualita-
tivas, au´n tiene muchos a´mbitos de mejoramiento. En este trabajo, se utiliza informacio´n
cualitativa que ha sido rescatada desde los discursos de las personas, sin embargo, tales dis-
cursos han sido ”cuantificados” mediante variables lingu¨´ısticas cuyos estados o categor´ıas son
n´ıtidas y presentan el mismo nivel de importancia ante el concepto medido. Frente a esto, se
ha intentado ”rescatar” la riqueza de los discursos mediante un trabajo conjunto con expertos
en desarrollo infantil, asociando las variables lingu¨´ısticas a conjuntos borrosos que represen-
tan los distintos estados de dichas variables, estados que adema´s tienen diferentes grados de
importancia frente a su correspondiente variable lingu¨´ıstica. De esta forma, cada nin˜o tiene
asociado un grado de pertenencia a cada uno de los estados o categor´ıas de las variables
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lingu¨´ısticas, aportando una mayor flexibilidad a la representacio´n del concepto. Al respecto,
una l´ınea de trabajo futuro es contribuir al mejoramiento de la representacio´n nume´rica de
este tipo de conceptos, sobre la base de los discursos originales extraidos mediante te´cnicas
cualitativas, y de esta forma, poder definir los estados de las variables lingu¨´ısticas y sus co-
rrespondientes grados de pertenencia desde la fuente original.
Las definiciones de estabilidad esticta en familias de operadores de agregacio´n que son uti-
lizadas sobre datos con una estructura lineal, se han definido en cada uno de los niveles
para datos cuyo orden va desde la izquierda hacia la derecha como R-estrictamente estable,
y por tanto, el u´ltimo elemento que se agrega es la agregacio´n de los anteriores. Mientras
que para aquellos que van desde la derecha hacia la izquierda como L-estrictamente estable,
y por tanto, el primer elemento es la agregacio´n de los siguientes. Ciertamente, una l´ınea de
trabajo futuro es extender estas propiedades para el caso en que se agrege un elemento en
la posicio´n i-e´sima desde la derecha o j-e´sima desde la izquierda, y de esta forma definir las
propiedades iR-estrictamente estable y jL-estrictamente estable para cada uno de los nive-
les de estabilidad (absoluta, asinto´tica y en probabilidad). Esta extensio´n ayuda resolver el
problema de informacio´n faltante en alguna variable de un elemento del conjunto de datos,
en tanto permite generar un operador de la misma familia pero de una dimensio´n menor,
manteniendo la estabilidad de los resultados de dicho elemento.
En este trabajo, el entorno del hogar de cada nin˜o se constituye a trave´s del grado de perte-
nencia a cada uno de las clases borrosas de la particio´n del conjunto de datos, informacio´n
que puede ser utilizada para establecer su poblacio´n normativa en funcio´n de una medida
de similitud entre entornos familiares. Esto lleva a plantearnos un par de futuras l´ıneas de
investigacio´n, una orientada a definir una medida de similitud entre vectores en las cuales sus
coordenadas representan grados de pertenencia, y que por tanto, tal medida debe considerar
que cada coordenada esta´ asociada a un concepto diferente, implicando relevar la posicio´n del
dato en el vector de coordenadas de pertenencias. Y otra que permita comparar los resultados
obtenidos en base al me´todo de clasificacio´n borrosa no supervisada propuesto, con distintos
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me´todos comu´nmente utilizados, y bajo diferentes a´mbitos de aplicacio´n.
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