In human conversational interactions, turn-taking exchanges can be coordinated using cues from multiple modalities. To design spoken dialog systems that can conduct fluid interactions it is desirable to incorporate cues from separate modalities into turn-taking models. We propose that there is an appropriate temporal granularity at which modalities should be modeled. We design a multiscale RNN architecture to model modalities at separate timescales in a continuous manner. Our results show that modeling linguistic and acoustic features at separate temporal rates can be beneficial for turn-taking modeling. We also show that our approach can be used to incorporate gaze features into turn-taking models.
INTRODUCTION
The design of naturalistic spoken dialog systems (SDSs) that can interact with users in a human-like manner, requires models that control when it is an appropriate time for the system to speak. These turn-taking models (e.g. [7, 9, 10] ) are used to make decisions as to whether the current speaker will continue to hold the floor (HOLD) or not (SHIFT). A naive approach to modeling these decisions is to identify turn exchange points using silence thresholding. This approach is limited in its naturalness since the chosen threshold can potentially be too short (leading to interruptions) or too long (leading to unnaturally long pauses). These traditional thresholdbased approaches also cannot model rapid turn-switches, which Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ICMI '18, October 16-20, 2018, Boulder, CO, USA © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-5692-3/18/10. . . $15.00 https://doi.org /10.1145/3242969.3242997 can potentially involve a brief period of overlap during the turn exchange [8] .
It has been proposed in the projection theory of Sacks [12] that, rather than reacting to silence, humans often form predictions as to when their conversational partner will finish their turn. Using these predictions we are able to anticipate utterance endpoints, and start our turns accordingly. LSTM-based turn-taking models that operate in a similar predictive fashion were proposed by Skantze in [13] . In these models LSTMs are used to make continuous predictions of a person's speech activity at each individual time step of 50ms. The networks are trained to predict a vector of probability scores for speech activity in each individual frame within a set future window. Rather than designing classifiers to make specific decisions, these continuous models are able to capture general information about turn-taking in the data that they are trained on. They can therefore be applied to a wide variety of turn-taking prediction tasks and have been shown to outperform traditional classifiers when applied to HOLD/SHIFT predictions.
A downside to the approach in [13] is that, since a single LSTM is being used, all input features must be processed at the same rate. When considering linguistic features, the the relevant information for turn-taking prediction happens at a coarse temporal granularity in comparison with acoustic features, where much of the relevant information occurs at the sub-word prosodic level. When using a single LSTM, this requires either averaging the acoustic features to represent them at a word-level temporal resolution, or upsampling the linguistic features to represent them at the acoustic temporal resolution. Both of these options have their drawbacks. In the case of averaging the acoustic features, we lose the finer-grained prosodic inflections that are important to forming turn-taking predictions. In the case of upsampling the linguistic features, the model has a harder time with the longer term dependencies that exist between linguistic features. Because the linguistic features are sampled at a higher rate, the model is more susceptible to the vanishing gradient problem. We propose a way to address this problem by using a multiscale RNN architecture, in which modalities are modeled in separate sub-network LSTMs that are allowed to operate at their own independent timescales. A master LSTM is used fuse the modalities and form predictions at a regular rate by taking as input a concatenation of the current hidden states of the sub-networks. This allows the hidden states of the sub-networks to be updated at an appropriate temporal rate.
In this paper we present significant extensions to the original work of Skantze in [13] . We investigate the performance of our proposed multiscale architecture on two datasets that contain two different combinations of modalities. We look at the influence of modeling modalities in separate sub-networks and using separate Session 5: Human Behavior ICMI'18, October 16-20, 2018, Boulder, CO, USA timescales. We find that there are significant performance benefits to modeling linguistic features at a slower temporal rate, and in a separate sub-network from acoustic features. We also find that our approach can be used to incorporate gaze features into turn-taking models, a task that has been previously found to be difficult [4] .
CONTINUOUS TURN-TAKING PREDICTION
The main objective of continuous turn-taking prediction as proposed in [13] is to predict the future speech activity annotations of one of the speakers in a dyadic conversation using input speech features from both speakers (x t ). At each timestep t of frame-size 50ms, speech features are extracted and input into an LSTM that is used to predict the future speech activity (y t ) of one of the speakers. The future speech activity is a 3 second window comprising of 60 frames of the binary annotations for frames t + 1 to t + 60. The output layer of the network uses an element-wise sigmoid activation function to predict a probability score for the target speaker's speech activity at each future frame. To represent linguistic features in this model the word-rate features are upsampled to the 50ms acoustic feature rate. They use one-hot encodings, where the feature is "switched on" for a single frame, 100ms after the word is finished (to simulate real-world ASR conditions). To model more fine-grained prosodic inflections the 50ms acoustic feature rate could be increased. However, doing this leads to a sparser linguistic feature representation since all features input into an LSTM must be processed at the same rate. This makes it more difficult for the network to model longer-term dependencies that exist in the linguistic modality.
MULTISCALE CONTINUOUS TURN-TAKING PREDICTION
To address this problem we modify the original network architecture to include a variable number of sub-network LSTM cells that process features from separate modalities independently. The sub-networks are allowed to process the input features from the separate modalities at different timescales. An example network configuration that uses a master LSTM (h 0 ) and two sub-network LSTMs (h 1 ,h 2 , each assigned a modality) is shown in Fig. 1 . We use superscripts to denote the index of modalities m ∈ M, and subscripts to index timesteps (represented using the notation t m ). At each timestep of the master LSTM (t 0 ), the current states of the sub-network LSTMs are concatenated and fed into the master LSTM. The hidden state update process for the network is shown in Algorithm 1. By feeding the current states of the sub-networks into the master LSTM, we are effectively performing a sampling operation, represented in the algorithm by the step h m t 0 +1 ←− h m t m +1 . The sampling operation can either increase or decrease the temporal resolution of the individual modalities, depending on the timescales used. For example, in Fig. 1 , the temporal resolution of the first sub-network (h 1 ) is decreased since we sample it at a regular rate every five t 1 timesteps. The temporal resolution of the second modality could either be increased or decreased by the sampling process since the features have irregular timesteps. The processing of features at a slower update rate potentially allows the network to better retain information. The model was implemented using the PyTorch framework and our code is available online 1 .
EXPERIMENTAL DESIGN
To assess the performance of our multiscale approach, we test it on two different datasets. In each dataset, features from two separate modalities are investigated by training models using a variety of different network configurations. The HCRC map-task corpus (MTC) [1] is used to examine linguistic and acoustic modalities while the Mahnob Mimicry Database (MMD) [3] is used to examine visual and acoustic modalities. In this section we discuss the details of the datasets and how features were extracted. We then discuss the evaluation metrics used to assess network performance. We then outline our experimental procedure.
Map-Task corpus
The MTC is a corpus of 128 dyadic task-based dialogues totaling 18 hours in length. We used 96 conversations as training and 32 conversations for testing. Additionally, we used 32 conversations of the training set as a held-out test set during hyperparameter searches. The speech transcriptions supplied with the corpus were used as the ground-truth for the speech-activity predictions.
Acoustic Features. As acoustic features, we use the low-level descriptors from the eGeMAPs [5] feature set extracted with the OpenSmile toolkit [6] . The features were all normalized using zscores on a per-file basis. We extract the features at two different temporal resolutions: 10ms and 50ms. We use these two different temporal resolutions to investigate which one is more useful for our turn-taking models. In our results tables and discussion we refer to these as "Acous 10ms" and "Acous 50ms".
Linguistic Features. For linguistic features we use the word annotations supplied with the corpus. The words were represented as an enumerated vocabulary where the raw word features were transformed into a linear embedding of size 64 that is jointly trained with the rest of the network. In an effort to simulate the conditions of a real-time system, the linguistic features were not provided to the system until 100ms after the end of the word. Three different temporal rates for the processing of linguistic features are tested in our experiments. In our discussion and results below, "Ling 50ms" refers to using word features that have been sampled at regular 50ms intervals, as was proposed in [13] . "Ling 10ms" refers to using word features that are sampled at a faster rate of 10ms. "Ling Asynch" refers to using an irregular update rate, where the LSTM only processes the linguistic features when a new word is available. 
Mahnob Mimicry Database
The MMD is an audio-visual corpus of 54 dyadic conversations totaling 11 hours in length. The participants are either assigned discussion topics or roles to play in a loosely defined role-playing scenario. When splitting the data into training and test sets we balanced the number of role-playing and discussion conditions in the training and test set. We used 39 conversations for training and 15 for testing. Since there are no speech transcriptions available for the dataset, we manually labeled the dataset for speech activity. The procedure we used for extracting acoustic for MMD was the same as that followed in for the MTC in section 4.1.
Visual Features. We automatically extract visual features using the OpenFace toolkit [2] . During informal exploratory experiments we found that the automatically extracted gaze features performed better than other features extracted with the toolkit (e.g. facial action units, pose). We therefore used the gaze features (a six dimensional vector of eye gaze directions) along with a confidence score as our visual input feature. The video in the MMD uses a high frame rate of 58Hz. We perform a comparison of using features at this high frame rate and using features that are averaged over 50ms frame windows. In the results tables and the discussion below we refer to the high frame rate video and the averaged video features as "Visual 58Hz" and "Visual 50ms" respectively.
Evaluation Metrics
To evaluate the performance of the different network configurations we use two kinds of evaluation metrics that were proposed in [13] . These two kinds of metrics represent the prediction performance on two common types of turn-taking decisions that are pertinent to SDSs.
Prediction at Pauses. The prediction at pauses metric represents the standard turn-taking decision made at brief pauses in the interaction to predict whether the person holding the floor will continue speaking (HOLD) or the interlocutor will take a turn (SHIFT). To make this decision, we find all points where there is a pause of a minimum set length. We then select all of these instances where only one person continued within a one second window directly after the pause. We average the predicted output probabilities within the window for each of the speakers at the frame directly after the pause. The speaker with the higher score is selected as the predicted next speaker, giving us a binary HOLD/SHIFT classification for which we report F-scores. We test predictions at pauses of both 500ms (PAUSE 500) and 50ms (PAUSE 50). The majority vote F-score for the MTC (always HOLD) is 0.5052 and 0.4608 for PAUSE 50 and PAUSE 500 respectively. For MMD the corresponding values are 0.7298 and 0.8185.
Prediction at Onsets. Prediction at onsets (ONSET) represents a prediction of the length of an utterance after an initial period of speech. It represents a useful decision for estimating how long the upcoming utterance will be. It categorizes onset predictions into SHORT and LONG, where SHORT utterances can be considered similar to backchannels. For an utterance to be classified as short, 1.5 seconds of silence by a participant has to be followed by a maximum of 1 second of speech, after which the speaker must be silent for at least 5 seconds. For the utterance to be classified as long, 1.5 seconds of silence must be followed by at least 2.5 seconds of speech. The point at which the predictions are made is 500ms from the start of the utterance. The prediction is made by taking the mean of the 60 output nodes from the sigmoid layer and comparing them to a threshold value. The majority vote F-score for the MTC (always SHORT) is 0.3346. For the MMD the corresponding value is 0.5346.
Experimental Procedure
In our experiments, the networks were trained to minimize binary cross entropy (BCE) loss which was shown to produce good results in [11] . We test the impact of using three different network configurations with multiple combinations of modalities at different temporal resolutions. The three network configurations are: "no subnets", which corresponds to an early fusion approach in which the modalities are fed directly into a single LSTM; "one subnet", which corresponds to the use of only one sub-network LSTM; and "two subnets", which corresponds to the use of separate LSTM subnetworks for the individual modalities. We note that combinations such as "Ling 50ms" with "Acous 10ms" are not possible when using the "no subnets" and "one subnet" configurations since the features are being input into the same LSTM and cannot operate at different temporal resolutions. Grid searches for three hyperparameters (hidden node size, dropout, and L2 regularization) were performed for each network configuration. In order to limit the influence of parameter count changes between the different network configurations, the hidden node count in a given network was limited to a sum of 150. Once the hyperparameters for a network are chosen, we train the network five times and report the mean values of the different evaluation metrics in Tables 1 and 2 . The best performing modality combination for a given network configuration is shown in bold and the best overall performance is shown in italics. In our discussion below we use two-tailed t-tests to report on the difference between the means of metrics.
DISCUSSION
Looking at the results from the fusion of linguistic and acoustic modalities shown in Table 1 , it is clear that there are significant benefits in modeling acoustic and linguistic modalities separately using different timescales. Our best performance on all evaluation metrics is achieved using our multiscale approach where features from the two modalities are modeled at separate rates. Comparing the BCE loss of the best performing early-fusion result (7) with the best multiscale result (11) gives a statistically significant improvement (P < .001). Comparing the performance of the acoustic feature timescales, we observe that the faster rate of 10ms consistently performs better than the slower 50ms rate. Looking at the performance of the three different linguistic timescales in (3, 4, 5) , we see that processing linguistic features at the slower regular rate of 50ms achieves the best performance. Comparing the BCE loss of (3) and (5) suggests that sampling linguistic features at a fast temporal rate makes it difficult for the network to model longer term dependencies (P = .004). The effect of processing modalities on their own in separate sub-networks without the added gain of using separate timescales is inconclusive when we compare (6) and (10) . Using a single subnet as an added layer also does not yield significant differences to the early fusion approach. We conclude that the main advantage in using our multiscale approach on a combination of acoustic and linguistic modalities is its ability to fuse the two modalities when the linguistic features are operating at a slow 50ms timescale and the acoustic features are operating at a fast 10ms timescale. Comparing our results with previously published baselines reported on the same dataset by Skantze in [13] , our best result on the PAUSE 500 task of 0.8553 is a large improvement over his reported score of 0.762. Looking at the results from the fusion of visual and acoustic modalities shown in in Table 2 , we were able to achieve our best BCE loss using our multiscale approach to fuse acoustic features at a 10ms timescale and visual features at a 58Hz timescale. Comparing this result (9) with our best "no subnets" result (2) gives a statistically significant improvement (P = 0.035). We note that using early fusion with gaze features (5) does not add any value when compared to acoustic features on their own (1) . The results also indicate that the faster 58Hz gaze features perform better than the averaged 50ms visual features when used in conjunction with the acoustic features. This suggests that we loose relevant information by averaging the gaze features within a timestep.
CONCLUSION
In conclusion, we have shown that there are considerable benefits in using multiscale architectures for continuous turn-taking prediction. When fusing linguistic and acoustic modalities, the architecture allows acoustic features to be modeled at a fast temporal rate (which is better-suited to capturing prosodic inflections) while modeling linguistic features at a slower rate (which is better-suited to capturing long-term linguistic dependencies). When fusing visual and acoustic modalities, our multiscale approach allowed the use of high frame-rate visual features without resorting to averaging.
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