Abstract We study the extent to which social ties between people can be inferred in large social network, in particular via active user interactions. In most online social networks, relationships are lack of meaning labels (e.g., "colleague" and "intimate friends") due to various reasons. Understanding the formation of different types of social relationships can provide us insights into the micro-level dynamics of the social network. In this work, we precisely define the problem of inferring social ties and propose a Partially-Labeled Pairwise Factor Graph Model (PLP-FGM) for learning to infer the type of social relationships. The model formalizes the problem of inferring social ties into a flexible semi-supervised framework. We test the model on three different genres of data sets and demonstrate its effectiveness.We further study how to 
Introduction
Online social networks, such as Facebook, MySpace, Twitter, and FourSquare, have already become a bridge to connect our real daily life and the virtual web space. Facebook, one of the largest social networks, has more than 750 million active users in July 2011; Foursquare, a location-based mobile social network, has attracted more than 20 million registered users at the beginning of 2011. Just to mention a few, there is little doubt that most of our friends are online now. Considerable research has been conducted on social network analysis (Albert and Barabasi 2002; Faloutsos 1999; Newman 2003; Strogatz 2003) , dynamic evolution analysis (Kleinberg 2005) , social influence analysis (Domingos and Richardson 2001; Kempe et al. 2003; Tang et al. 2009 ), social behavior analysis (Roth et al. 2010; Tan et al. 2010) , and social tie analysis (Crandall et al. 2010; Hopcroft et al. 2011; Leskovec et al. 2010; Tang et al. 2012) . However, most of these works ignore one important fact that makes the online social networks different from the physical social networks, i.e., our physical social networks are colorful ("family members", "colleagues", and "classmates") but the online social networks are still black-and-white: the users merely do not take the time to label the relationships. Indeed, statistics show that only 16 % of mobile phone users in Europe have created custom contact groups (Roth et al. 2010; Grob et al. 2009 ) and less than 23 % connections on LinkedIn have been labeled.Understanding the formation of different types of social relationships can provide us insights into the micro-level dynamics of the social network. For example, awareness of the types of social relationships can help many mining applications such as friend recommendation and product advertisement.
In this work, we investigate to what extent social relationships can be inferred from the online social networks. Given users' behavior history and interactions between users, can we estimate how likely they are to be family members? One challenge is how to design a unified model so that it can be easily applied to different domains? There exist a few related studies. For example, Diehl et al. (2007) try to identify the relationships by learning a ranking function. propose an unsupervised algorithm for mining the advisor-advisee relationships from the publication network. However, Diehl et al. (2007) only considers the communication archive, while is a domain-specific unsupervised algorithm. Both algorithms are not easy to extend to other domains.
Another challenge is that online social networks are becoming more and more complex and dynamic. Even the best performance achieved by the state-of-the-art algorithms is still under 90 %. The result is unsatisfactory and invariably contains a number of errors. A promising solution is to design an interactive interface to allow users to provide feedbacks on the inferring results. However, we should be aware that the interactive process might be tedious, error-prone, and time-consuming. For example, for inferring advisor-advisee relationships from the coauthor network, an author may have hundreds of coauthors. 1 The user may soon become tired, if she/he is asked to carefully go through all her/his relationships to validate the inferring results. Ideally, an algorithm should be able to actively select only a few potentially wrong relationships to query the user, instead of passively waiting for user feedbacks. The problem is referred to as actively learning to infer social ties.
Motivating examples To illustrate the problem, Fig. 1 gives an example of actively inferring ties in a mobile communication network. The left figure gives the input of our problem: a mobile social network, which consists of users, calls made and messages sent between users, and users' attribute information such as location. The objective is to classify the type of social relationships in the network. The middle figure shows the result of the proposed PLP-FGM model, a semi-supervised learning model. The blue solid lines stand for friend relationship between users and the green dash lines indicate colleagues.The probability associated with each relationship represents how confident the learning model is in the inferred type of the relationship. Further, an active learning algorithm selects an uncertain relationship (associated with a question mark) to query the user. Once the user gives the answer, the learning model propagates the correction in the social network and further corrects other relationships (Cf. the right figure) .
Therefore, the fundamental problem is how to design a flexible model for effectively and efficiently learning to infer social ties in different networks. This problem is non-trivial and poses a set of unique challenges. First, what are the underlying factors that form a specific type of social relationship. Second, the input social network is partially labeled. We may have some labeled relationships, but most of the relationships are unknown. To learn a high-quality predictive model, we should not only consider the knowledge provided by the labeled relationships, but also leverage the unlabeled network information. Third, how to make optimal use of user interaction. The selection should consider both the uncertainty and the network structure information. Finally, real social networks are getting bigger with thousands even millions of nodes. It is important to develop a method that can scale well to real large networks.
Results
In this paper, we try to conduct a systematic investigation for the problem of actively learning to infer social ties in large networks. We precisely define the problem and propose a Partially-Labeled Pairwise Factor Graph Model (PLP-FGM) for solving this problem. To make optimal use of user interactions, two strategies, an influence maximization based strategy and a belief maximization based strategy, have been devised to actively select potentially wrong but most useful relationships to query the user. To scale to large networks, we develop a distributed implementation of the learning algorithm based on MPI (Message-Passing Interface). Fig. 1 An example of actively learning to infer social ties in a mobile communication network. The left figure is the input of our problem, the middle figure shows the inferred relationships by the proposed learning model. The relationship associated with the question mark is selected by an active learning algorithm to query the user. The right figure is the improved result with the user's feedback
We evaluate the proposed model on three different data sets: Publication, Email and Mobile. Experimental results demonstrate that the proposed PLP-FGM model can accurately infer 92.7 % of advisor-advisee relationships from the coauthor network (Publication), 88.0 % of manager-subordinate relationships from the email network (Email), and 83.1 % of the friendships from the mobile network (Mobile). Our study also reveals several interesting phenomena: -Unlabeled data indeed helps. With the unlabeled relationships, the accuracy of inferring social relationships can be significantly improved (+2.2 to +11.8 %). -Strong correlation between relationships. For example, in the Email network, we obtained 7.6 % improvement on the inferring accuracy by considering the correlations (Co-recipient, Co-manager and Co-subordinate). -Network information helps. For active selection of the relationship, both of the proposed methods which consider the network information outperform (+0.3 to 6.1 %) the alternative baseline methods which consider only the uncertain information.
Organization The rest of paper is organized as follows. Section 2 formally formulates the problem and presents the basic idea of methodologies; Section 3 explains the PLP-FGM model; Section 4 presents the active learning strategies for PLP-FGM; Section 5 gives experimental results; Finally, Section 6 discusses related work and Section 7 concludes.
Overview
In this section, we present the problem formulation and the basic ideas of our approach.
Problem formulation
First, we give several related definitions. A social network can be represented as G = (V, E), where V is a set of |V | = N users and E ⊂ V × V is a set of |E| = M relationships between users. The objective of our work is to learn a model that can effectively infer the type of social relationships between two users. More precisely, we first formally define the output of our problem, namely relationship semantics.
Definition 1 Relationship semantics:
Relationship semantics is a triple (e i j , r i j , p i j ), where e i j ∈ E is a social relationship; r i j ∈ Y is a label associated with the relationship; Y is the set of all the labels; p i j is the probability (confidence) obtained by an algorithm for inferring relationship type.
Social relationships might be undirected in some networks (e.g., the friendship discovered from the mobile communication network) or directed in other networks (e.g., the advisor-advisee relationship in the publication network). To be consistent, we define all social relationships as directed relationships. In addition, relationships may be static (e.g., the family-member relationship) or dynamic over time (e.g., colleague relationship). In this work, we focus on static relationships, and leave the dynamic case to our future work.
To infer relationship semantics, we could consider different factors such as userspecific information, link-specific information, and global constraints (Cf. § 5.1 and § A for examples). For example, to discover advisor-advisee relationships from a publication network, we can consider how many papers were coauthored by two authors; how many papers in total an author has published; when the first paper was published by each author. Besides, there may exist some labeled relationships. Formally, we can define the input of our problem as a partially labeled network.
Definition 2 Partially labeled network:
A partially labeled network is an augmented social network denoted as
, where E L is a set of labeled relationships and E U is a set of unlabeled relationships with E L ∪ E U = E; R L is a set of labels corresponding to the relationships in E L ; W is an attribute matrix associated with users in V where each row corresponds to a user, each column an attribute, and an element w i j the value of the j th attribute of user v i .
Based on the above concepts, we can define the problem of inferring social relationships. Given a partially labeled network, the goal is to detect the types (labels) of all unknown relationships in the network. More precisely,
Problem 1 Social relationship mining. Given a partially labeled network
, the objective is to learn a predictive function
Another important question is how we can learn the mapping function f effectively. In many situations, labeled data is limited and expensive. The problem is, can we design a strategy to actively learn the model with minimal labeling cost? Formally,
Problem 2 Active relationship mining. Given a partially labeled network
, and a labeling budget b (number of user interactions). Our objective is to select a subset of unknown relationships A ⊂ E U within the constraint of b to label, so that the performance of predictive function f can be maximally improved.
Our formulation of inferring social relationships is very different from existing works on relation mining (Califf and Mooney 1999) , which focuses on detecting the relationships from the content information, while we focus on mining relationship semantics in social networks. Diehl et al. (2007) and investigate the problem of relationship identification. However, they study the problem in specific domains (Email network or Publication network). Backstrom and Leskovec (2011) propose an algorithm based on supervised random walks for link prediction. Crandall et al. (2010) incorporate geographic coincidences to infer social ties, while Wang et al. (2011) consider user mobility and network proximity. Different from these works which aim at link prediction, our goal is to infer the types of relationships. There are also works on inferring the types of relationships. Hopcroft et al. (2011) explore the problem of reciprocal relationship prediction and Tang et al. (2012) have developed a framework for classifying the type of social relationships by learning across heterogeneous networks. Yang et al. (2010) study the retweeting behavior. Leskovec et al. (2010) focus on the prediction of edge signs (positive or negative). However, they do not consider how to make optimal use of user interaction.
Our approach
For inferring the type of social relationships, we have three basic intuitions. First, the user-specific or link-specific attributes will contain implicit information about the relationships. For example, two users who make a number of calls in working hours might be colleagues; while two users who frequently contact with each other in the evening are more likely to be family members or intimate friends. Second, relationships among different users may have a correlation. For example, in the mobile network, if user v i makes a call to user v j immediately after calling user v k , then user v i may have a similar relationship (family member or colleague) with user v j and user v k . Third, we also need to consider some global constraints such as common knowledge or user-specific constraints.
Based on the intuitions above, we propose a Partially-Labeled Pairwise Factor Graph Model (PLP-FGM). It allows us to take all the factors mentioned above into account to better infer the social relationships. We will describe the model in details in Section 3.
For actively selecting helpful relationships to query the user, we define a quality function Q(A), which measures the expected improvement of the prediction performance by labeling relationships in set A. The problem can be then defined as an optimization problem of Q(A), i.e., 
Partially-labeled pairwise factor graph model (PLP-FGM)
Typically, there are two ways to model the social tie inferring problem. The first way is to model each user as a node and for each node to estimate the probability distribution of different relationships. The resultant graphical model thus consists of N variable nodes. Each node contains a d ×|Y| matrix to represent the probability distributions of different relationships between the user and her/his neighbors, where d is the number of neighbors of the node. This model is intuitive, but it suffers from some limitations. For example, it is difficult to model the correlations between two relationships, and its computational complexity is high. An alternative way is to model each relationship as a node in the graphical model and the relationship mining task becomes how to predict the semantic label for each relationship node in the model. This model contains M nodes (2M when the input social network is undirected). This model is able to incorporate different correlations between relationships such as the above intuitions.
We propose a Partially-Labeled Pairwise Factor Graph Model (PLP-FGM). where H (y i ) is the set of relationships constrained on y i . Given a partially labeled network
The three factors can be instantiated in different ways. In this paper, we use exponential-linear functions. In particular, we define the attribute factor as
where λ is a weighting vector and is a vector of feature functions. Similarly, we define the correlation factor and constraint factor as
where g and h can be defined as a vector of indicator functions. This feature definition was often used in a graphical models such as Markov Random Fields (Hammersley and Clifford 1971) or Conditional Random Fields (Lafferty et al. 2001) . (λ, α, β) , so that the log-likelihood of observation information (labeled relationships) are maximized. For presentation simplicity, we concatenate all factor functions for a relationship node y i as s(
Model learning Learning PLP-FGM is to estimate a parameter configuration θ =
The joint probability defined in (Eq. 1) can be rewritten as
Input: learning rate η Output: learned parameters θ
Calculate the gradient of θ according to Eq. 7:
Update parameter θ with the learning rate η:
Algorithm 1: Learning PLP-FGM where Z = Z λ Z α Z β is a normalization factor (also called partition function), S is the aggregation of factor functions over all relationship nodes, i.e., S = i s(y i ).
One challenge for learning the PLP-FGM model is that the input data is partially labeled. To calculate the partition function Z , one needs to sum up the likelihood of possible states for all nodes including unlabeled nodes. To deal with this, we use the labeled data to infer unknown labels. Here Y |Y L denotes a labeling configuration Y inferred from the known labels. Thus, we can define the following log-likelihood objective function O(θ ):
To solve the objective function, we consider a gradient decent method (or a Newton-Raphson method). Specifically, we first calculate the gradient for each parameter θ :
Another challenge here is that the graphical structure in PLP-FGM can be arbitrary and may contain cycles, which makes it intractable to directly calculate the expectation E p θ (Y |G)S . A number of approximate algorithms have been proposed, such as Loopy Belief Propagation (LBP) (Murphy et al. 1999) . In this paper, we utilize Loopy Belief Propagation. Specifically, we approximate marginal probabilities p(y i |θ) and p(y i , y j |θ) using LBP. With the marginal probabilities, the gradient can be obtained by summing over all relationship nodes. It is worth noting that we need to perform the LBP process twice in each iteration, one time for estimating the marginal probability p(y|G) and the other for p(y|Y L , G). Finally with the gradient, we update each parameter with a learning rate η. The learning algorithm is summarized in Algorithm 1.
Inferring unknown social ties
We now turn to describe how to infer the type of unknown social relationships. Based on learned parameters θ , we can predict the label of each relationship by finding a label configuration which maximizes the joint probability (Eq. 1), i.e.,
Again, we utilize the Loopy Belief Propagation (LBP) to compute the marginal probability of each relationship node p(y i |Y L , G) and then predict the type of a relationship as the label with the largest marginal probability. The marginal probability is taken as the prediction confidence.
Time complexity analysis We use ν 1 , ν 2 , ν 3 to denote the number of attribute factors, correlation factors and constraint factors in our PLP-FGM respectively. In each round of LBP, the time cost of propagation is O(ν 1 ·dim( )+ν 2 ·dim(g)+ν 3 ·dim(h)), where dim(·) is the dimension of a vector. We execute the learning algorithm for n iterations, and in each round we execute LBP for n L B P iterations. Thus we can estimate the time
Actively learning PLP-FGM
The quality function Q(A) can be defined in different forms. Without any constraints, optimizing the quality function Q(A) needs to enumerate all possible subsets A ⊂ Y U , which is obviously NP-hard. Let us first review two baseline greedy algorithms; and then we will present two new algorithms: Influence-Maximization Selection model (IMS) and Belief-Maximization Selection model (BMS); a theoretical analysis will be given.
Baseline methods

Maximum uncertainty (MU)
A most common selection strategy for active learning is to select the most uncertain relationships. The uncertainty of an unlabeled relationship y i is measured by the entropy H (y i ) = − y∈Y p(y i = y) log p(y i = y). Based on this intuition, we can define the quality function as
where
Information density (ID)
A drawback of the Maximum Uncertainty strategy is its tendency to choose outliers. Thus we employ another strategy, Information Density, proposed in Settles and Craven (2008) . The idea is to choose the most representative nodes in Y U , which are supposed to be the most informative ones. Based on this intuition, we measure the informativeness of a node by its cosine similarity to all other unlabeled nodes in the sense of the attributes attached to a node. Formally, we define the quality function as
where sim(
. Note that we again employ the entropy of a relationship node H (y i ) to leverage the "base" informativeness.
Proposed methods
Influence-maximization selection (IMS) All the strategies mentioned above do not consider the network structure information. As relationship nodes in PLP-FGM are correlated, the most influential nodes are more likely to help improve the overall performance of the model. Existing work has studied several influence propagation model, including the Linear Threshold Model (LTM) in Kempe et al. (2003) . The LTM model sets a threshold value ε i for each node, and weights b i, j for its edges, satisfying j∈N B(i) b i, j ≤ 1. In each time stamp, if j∈N B(i)∧activated( j) b i, j ≥ ε i , then the node i will be activated. We develop a variation of the LTM by incorporating a score for each node reflecting the strength of the influence spreading in our model. The propagation process is described as: -The graph is the same as the PLP-FGM model. In addition, we call a relationship node as "activated" when its label y i is determined. The initial activated set of nodes is Y L . We assign a threshold
|Y| | for each node. Thus a node with higher uncertainty will be easier to be activated. -When a node i is activated, it spreads its gained score increment (g i − ε i ) to its neighbor nodes j ∈ N B(i) with a weight
The gained score increment reflects the improvement of confidence brought by user labeling, therefore the influence by labeling an uncertain relationship will be greater than labeling a more certain relationship. To simplify the problem, we set weight b i, j = 1/|N B( j)|. -If a node is labeled by the user, we set it as activated and assign its gained score as 1.
The gained score for other nodes is set to 0 at the beginning. Once an inactivated node k gains a score which exceeds the threshold, i.e. g k > ε i , it will become activated and spread its gained score similarly. An activated node only spreads its gained score once and remains its status.
We define the quality function Q I M S (A) as the total number of activated nodes after the propagation process. Finding the set A that maximizes the quality function Kempe et al. (2003) , in this paper, we use a greedy strategy to approximate the solution. Note that unlike the LTM, we do not guarantee a lower bound of error for the greedy optimization method.
Belief-maximization selection (BMS)
To quantify the influence of one node on the others, we employ the belief of each node obtained by Loopy Belief Propagation in our model. We define a heuristic by removing the effect of attributes from the belief score, denoted by B(y i |G, Y L ). More precisely,
By normalizing the belief of one relationship node, we obtain the belief marginal probability.
where Z B is the normalization factor. It estimates the marginal probability distribution of a relationship node where the information of its attribute vector is absent. A basic intuition is, the belief of a relationship node is monotonically increasing with respect to the number of relationship nodes of the same type, i.e., B(
is monotonically increasing with respect to the number of relationships with label y. 2 Without loss of generality, we first consider the binary relationship mining problem, i.e., there are only two possible labels of relationships (Y = {0, 1}). In the binary setting, we further consider the active selection for each type separately. This is because when mixing the different types of relationships together, it cannot be guaranteed to have a closed-form solution. Thus, when users provide only positive feedback, our objective is to find a set of positive nodes. Accordingly, we define the quality function of the positive-oriented BMS strategy as:
Symmetrically, if the users provide only negative feedback, we can adopt a negative-oriented BMS strategy, with the following quality function:
The optimization of both quality functions Q B M S + (A) and Q B M S − (A) is NP-hard. However, as both quality functions are submodular (theoretical analysis is given in Use Loopy Belief Propagation(LBP) to obtain the probability distribution for each relationship;
Use Loopy Belief Propagation(LBP) to obtain the probability distribution for each relationship;
Algorithm 2: Belief-Maximization selection §4.3), a solution with an approximation ratio of (1 − 1/e) can be obtained using a greedy algorithm: at each time, it selects the relationship which is expected to provide the maximum marginal increase of the quality function. Notice that we treat the examining relationship node y i as if it is positive-labeled when optimizing Q B M S + (A), or negative-labeled for Q B M S − (A), since the active learning algorithm is label-unaware in the selection stage. In order to leverage the risk that a selected relationship is not labeled as expected, we employ a weighting factor p(y i |G, Y L ) to reflect how likely the relationship would be labeled as positive(negative).
To prevent making an imbalance selection, we intuitively use Q B M S + to choose b/2 nodes (where b is the number of relationships we expect to query the user each time), and then use Q B M S − for the rest. Algorithm 2 formally describes the selection process. This selection strategy is denoted by BMS. Note that BMS combines both BMS+ and BMS−. Thus it cannot guarantee a lower error bound for the approximation.
Theoretical analysis
We give a theoretical analysis of proposed active learning models. The approximation ratio of the IMS model is given in Kempe et al. (2003) . Here we focus on the proof of approximation guarantees of the BMS model. The proof is based on the submodular property, which indicates that the marginal gain from adding an element to a set S is at least as high as the marginal gain from adding the same element to a superset of S. The following is a formal definition of the submodular set function.
Definition 3 (Submodular) A set function F defined on set S is called submodular, if for all A ⊂ B ⊂ S and s / ∈ B, it satisfies F(A ∪ {s}) − F(A) ≥ F(B ∪ {s}) − F(B).
Given a submodular function F, which is also monotone and non-negative, it is an NP-hard problem to find a k-element subset S to optimize F. But a greedy algorithm can result in an approximation ratio of (1 − 1/e). It constructs the subset by selecting elements one at a time, each time choosing an element that provides the largest marginal increase in the function value. Thus, we have,
Theorem 1 For a non-negative, monotone submodular function F, let S be the k-element subset decided by the following algorithm: for k times, each time choose an element which gives the maximum marginal increase of F and move it to S. Let S * denotes the optimal solution. Then we have F(S) ≥ (1 − 1 e )F(S * ).
Before we prove the submodularity of the quality function Q B M S + , we first prove the monotonicity of function p B (y i = 1|S).
Lemma 1 For all y i ∈ Y U , function p B (y i = 1|S) is monotonic with respect to S.
Suppose x is another unlabeled relationship. We have
According to the assumption in 4.2, we have k 1 ≤ k 2 . Obviously,
Now we prove the submodularity of the quality function Q B M S + defined by Eq. 11.
Theorem 2 The quality function Q B M S + (S) satisfies the submodular property, when S ⊂ Y U
(1) .
Proof The first step is to prove that function
, and there is another unlabeled relationship x / ∈ B. Similarly, we define k 1 , k 2 , k 3 , k 4 below:
In addition, 3 since our factor functions are defined as exponential-linear functions, we can have k 1 /k 2 = k 3 /k 4 . We define α and β as follows,
Then we can obtain the following inequality,
Then we give the proof of the submodularity of quality function Q B M S + . Suppose A ⊂ B ⊂ Y U , and there is another unlabeled relationship y x / ∈ B.
Therefore, we have proved that Q B M S + is submodular. The submodularity of Q B M S − can be proved in a similar way. According to Theorem 1, it guarantees a lower bound of the greedy algorithm employed for the BMS model. 
Experimental results
The proposed relationship mining approach is general and can be applied to many different scenarios. In this section, we present experiments on three different genres of data sets to evaluate the effectiveness and efficiency of our proposed approach. All data sets and codes are publicly available. 4
Experiment setup
Data sets
We evaluate the proposed methods on three different data sets: Publication, Email, and Mobile. Statistics of the data sets are listed in Table 1 .
-Publication. In the publication data set, we try to infer the advisor-advisee relationship from the coauthor network. The data set is provided by . Specifically, we have collected 1,632,442 publications from Arnetminer (Tang et al. 2008 ) (from 1936 to 2010) with 1,036,990 authors involved. The ground truth is obtained in three ways: (1) manually crawled from researcher's homepage; (2) extracted from Mathematics Genealogy project; 5 (3) extracted from AI Genealogy project. 6 In total, we have collected 2,164 advisor-advisee pairs as positive cases, and another 3,932 pairs of colleagues as negative cases. The mining results for advisor-advisee relationships are also available in the online system Arnetminer.org. -Email. In the email data set, we aim to infer the manager-subordinate relationship from the email communication network. The data set consists of 136,329 emails between 151 Enron employees. The ground truth of manager-subordinate relationships is provided by Diehl et al. (2007) . -Mobile. In the mobile data set, we try to infer the friendship in mobile calling network. The data set is from Eagle et al. (2009) . It consists of call logs, bluetooth scanning logs and location logs collected by a software installed in mobile phones of 107 users during a ten-month period. In the data set, users provide labels for their friendships. In total, 314 pairs of users are labeled as friends.
Factor definition In the Publication data set, relationships are established between authors v i and v j if they coauthored at least one paper. For each pair of coauthors
, our goal is to identify whether v i is the advisor of author v j . In this data set, we consider two types of correlations: 1) co-advisee. The assumption is based on the fact that one could have only a limited number of advisors in her/his research career. Based on this, we define a correlation factor h 1 between nodes r i j and r k j . 2) co-advisor. Another observation is that if v i is the advisor of v j (i.e., r i j = 1), then v i is very likely to be the advisor of some other student v k who is similar to v j . We define another factor function h 2 between nodes r i j and r ik . In the Email data set, we try to discover the "manager-subordinate" relationship. A relationship (v i , v j ) is established when two employees have at least one email communication. There are in total 3,572 relationships among which 148 are labeled as manager-subordinate relationships. We try to identify the relationship types from the email traffic network. For example, if most of an employee's emails were sent to the same person, then the recipient is very likely to be her manager. A correlation named co-recipient is defined, that is, if a user v i sent more than ϑ emails of which recipients including both v j and v k (ϑ is a threshold and is set as 10 in our experiment), then, the relationship r i j and r ik are very likely to be the same. Therefore, a correlation factor is added between the two relationships. Two constraints named co-manager and co-subordinate are also introduced in an analogous way as that for the publication data.
In the Mobile data set, we try to identify whether two users have a friendship if there were at least one voice call or one text message sent from one to the other. Two kinds of correlations are considered: (1) co-location. If more than three users arrived at the same location roughly the same time, we establish correlations between all the relationships in this groups. (2) related-call. When v i makes a call to both v k and v j from the same location, or makes a call to v k immediately after the call with v j , we add a related-call correlation factor between r i j and r ik .
In addition, we also consider some other factors in the three data sets. A detailed description of the factor definition for each data set is given in Table 6 in Appendix.
Comparison methods We compare our approach with the following methods for inferring relationship types:
SVM: It uses the relationship attribute vector x i to train a classification model, and predict the relationships by employing the classification model. We use the SVM-light package to implement SVM.
TPFG: It is an unsupervised method proposed in for mining advisor-advisee relationships in publication network. This method is domain-specific and thus we only compare with it on the Publication data set.
PLP-FGM-S:
The proposed PLP-FGM is based on the partially-labeled network. An alternative strategy is to train the model (parameters) with the labeled nodes only. We use this method to evaluate the necessity of the partial learning.
Evaluation measures
To quantitatively evaluate the proposed method, we consider two aspects: performance and scalability. For the relationship mining performance, we consider two-fold cross-validation (i.e., half training and half testing) and evaluate the approaches in terms of accuracy, precision, recall, and F1-score. For scalability, we examine the execution time of the model learning. Bold values indicate the best performance
All the codes are implemented in C++, and all experiments are conducted on a server running Windows Server 2008 with Intel Xeon CPU E7520 1.87GHz (16 cores) and 128 GB memory. The distributed learning algorithm is implemented on MPI (Message Passing Interface). Table 2 lists the accuracy performance of inferring the type of social relationships by the different methods.
Accuracy performance
Performance comparison Our method consistently outperforms other comparative methods on all the three data sets. In the Publication data set, PLP-FGM achieves a +27 % (in terms of F1-score) improvement compared with SVM, and outperforms TPFG by 3.5 % (F1-score) and 11.5 % in terms of accuracy. We observe that TPFG achieves the best recall among all the four methods. This is because that TPFG tends to predict more positive cases (i.e., inferring more advisor-advisee relationships in the coauthor network), thus hurts the precision. As a result, TPFG underperforms our method by 8.6 % in terms of precision. In Email and Mobile data set, PLP-FGM outperforms SVM by +4 % and +5 % respectively.
Unlabeled data indeed helps From the result, it is clearly shown that by utilizing the unlabeled data, our model indeed obtains a significant improvement. Without using the unlabeled data, our model (PLP-FGM-S) results in a large performance reduction (−11.8 % in terms of F1-score) on the publication data set. On the other two data sets, we also observe a clear performance reduction.
Factor contribution analysis
We perform an analysis to evaluate the contribution of different factors defined in our model. We first remove all the correlation/constraint factors and only keep the attribute factor, and then add each of the factors into the model and evaluate the performance improvement by each factor. result of factor analysis. We see that almost all the factors are useful for inferring the social relationships, but the contribution is very different. For example, for inferring the manager-subordinate relationship, the co-subordinate factor is the most useful factor which achieves a 4.7 % improvement by F1-score, and the co-manager factor achieves a 2.9 % improvement, while the co-recipient factor only results in a 0.3 % improvement. By combining all the factors together, we can further obtain a 2.9 % improvement. An extreme phenomenon appears on the Mobile data set. With each of the two factors (co-location and related-call), we cannot obtain a clear improvement (0.2 and 0.0 % by F1). However, when combining the two factors and the attribute factor together, we can achieve a 1.4 % improvement, seven times higher than that obtained by the separated case. This is because our model not only considers different factors, but also considers the correlation between them.
Active learning performance
For active learning, in each data set, we first randomly select 10 relationships as the initial labeled set Y L . And then we iteratively perform the active selection algorithm, each time selecting b = 10 relationships to query. After each round of selection, we learn the PLP-FGM model and evaluate the prediction performance. We implement the experiment for 10 times on each data set and use the mean of F1-score for evaluation. The results were obtained by randomly selecting 10 relationships as the initial labeled set Y L , and then iteratively perform the active selection algorithms, each time with b = 10 relationships to query Bold values indicate the best performance Information Density (ID): It chooses b nodes with the maximum average similarity to all other nodes in Y U , proposed in Settles and Craven (2008) .
Comparison methods
Effect of active learning
We plot the learning curves on each data set in Fig. 3 , and list the average F1-score by all selection strategies in Table 4 . The results clearly demonstrate the effectiveness of the active selection strategies. In the Publication data set, the overall F1-score of the IMS strategy with 100 samples labeled outperforms the Random algorithm by +7.4 %. In Email and Mobile data set, the BMS strategy achieves the best performance, with an improvement of +3.3 and +3.9 % respectively. 
Performance comparison
In the publication data set, both the proposed BMS and IMS strategy significantly perform better than all the baseline methods (paired t tests with 95 % significance). BMS also significantly outperforms Random and ID strategy in Mobile data set, while its performance is close to MU. The performance of IMS is shown better than ID in Mobile data set, but is close to other baseline methods.
In Email data set, BMS significantly outperforms Random, while the performance of other methods seems close to each other. Generally, the proposed BMS strategy performs more consistently, and obtain better result in two of the three data sets. The performance of IMS strategy is the best in Publication data set, but seems close to baseline methods in the other two data sets.
Network information helps
According to factor contribution analysis mentioned before, co-advisor factor in Publication data set contributes the most. This explains why the proposed methods achieve better performance than the alternative baseline methods in Publication data set. The average F1-score of BMS and IMS reaches 65 % with less than 30 labeled samples, while ID uses more than 40, and MU uses more than 60. In Email and Mobile data set, BMS still takes advantage of the network information, but the improvement shrinks due to the considerable decrease of factor contribution.
In-depth analysis of BMS There are also some variations of BMS and we conduct a comparison between them. BMS+ selects all b nodes optimizing Q B M S + (A), while BMS− employs Q B M S − (A). Figure 4 shows the average F1-score of the different versions. In Publication and Email data set, the difference between BMS and BMS+ is minor, while the performance of BMS− drops. It might be resulted from different criteria of these three strategies. BMS+ tends to obtain true-positive samples, whereas BMS− is more likely to acquire true-negative samples. F1-score excludes the impact of true-negative samples, and therefore undermines the performance of BMS−. The gap disappears in Mobile data set, probably due to the weak contribution of its correlation and constraint factors. 
Distributed learning
As real social networks may contain millions of users and relationships, it is important for the learning algorithm to scale well with large networks. To address this issue, we develop a distributed learning method based on MPI (Message Passing Interface). The learning algorithm can be viewed as two steps: (1) compute the gradient for each parameter via loopy belief propagation; (2) optimize all parameters with the gradient descents. The most expensive part is the step of calculating the gradient. Therefore we develop a distributed algorithm to speed up the process. We adopt a master-slave architecture, i.e., one master node is responsible for optimizing parameters, and the other slave nodes are responsible for calculating gradients. At the beginning of the algorithm, the graphical model of PLP-FGM is partitioned into P roughly equal parts, where P is the number of slave processors. This process is accomplished by graph segmentation software METIS (Karypis and Kumar 1998) . The subgraphs are then distributed over slave nodes. Note that in our implementation, the edges (factors) between different subgraphs are eliminated, which results in an approximate solution. In each iteration, the master node sends the newest parameters θ to all slaves. Slave nodes then start to perform Loopy Belief Propagation on the corresponding subgraph to calculate the marginal probabilities, then further compute the parameter gradient and send it back to the master. Finally, the master node collects and sums up all gradients obtained from different subgraphs, and updates parameters by the gradient descent method. The data transferred between the master and slave nodes are summarized in Table 5 .
We conduct a series of experiments to evaluate the scalability performance of our distributed learning algorithm on the Publication data set. Figure 5 shows the running time and speedup of the distributed algorithm with different number of computer nodes (2,3,4,8,12 cores) used. The speedup curve is close to the perfect line at the beginning. Although the speedup inevitably decreases when the number of cores increases, it can achieve ∼ 8× speedup with 12 cores. It is noticeable that the speedup curve is beyond the perfect line when using 4 cores, it is not strange since our distributed strategy is approximated. In our distributed implementation, graphs are partitioned into subgraphs, and the factors across different parts are discarded. Thus, the graph processed in distributed version contains less edges, making the computational cost less than the amount in the original algorithm. The effect of subgraph partition is illustrated in Fig. 6 . By using good graph partition algorithm such as METIS, the performance only decreases slightly (1.4 % in accuracy and 1.6 % in F1-score). A theoretical study of the approximate ratio for the distributed learning algorithm would be an interesting issue and is also one of our ongoing work.
Related work
Relationship mining Relationship mining is an important problem in social network analysis. One research branch is to predict and recommend unknown links in social networks. Liben-Nowell and Kleinberg (2007) study the unsupervised methods for link prediction. Menon and Elkan (2010) propose a log-linear matrix model for dyadic prediction. Backstrom and Leskovec (2011) propose a supervised random walk algorithm to estimate the strength of social links. Leskovec et al. (2010) employ a logistic regression model to predict positive and negative links in online social networks, where the positive links indicates the relationships such as friendship, while negative indicating opposition. However, these works consider only the black-white social networks, and do not consider the types of the relationships. There are also several works on mining the relationship semantics. Diehl et al. (2007) try to identify the manager-subordinate relationships by learning a ranking function. propose an unsupervised probabilistic model for mining the advisor-advisee relationships from the publication network. Eagle et al. (2009) present several patterns discovered in mobile phone data, and try to use these pattern to infer the friendship network. Tang and Liu (2011) develop a classification framework of social media based on differentiating different types of social connections. However, these algorithms mainly focus on a specific domain, while our model is general and can be applied to different domains. Moreover, these methods do not explicitly consider the correlation information between different relationships. Hopcroft et al. (2011) explore the problem of reciprocal relationship prediction and Tang et al. (2012) have developed a framework for classifying the type of social relationships by learning across heterogeneous networks. Tan et al. (2011) have investigated how different types of relationships between users influence the change of users' opinion. However, they do not consider how to make optimal use of user interaction.
Another related research topic is relational learning (Califf and Mooney 1999; Getoor and Taskar 2007) . However, the problem presented in this paper is very different. Relational learning focuses on the classification problems when objects or entities are presented in relations, while this paper explores the relationship types in social network. A number of supervised methods for link prediction in relational data have also been developed (Taskar et al. 2003; Popescul and Ungar 2003) .
In our previous work , we study the problem of inferring social ties in large networks. In this work, we extend the work by further studying active learning for inferring social ties. We propose two active learning models, the Influence-maximization Selection (IMS) model and the Belief-maximization Selection (BMS) model. We give a theoretical analysis to the BMS model, which guarantee to have a bounded approximation ratio using a greedy strategy. Our exploration shows that the accuracy of inferring social ties can be improved by using active learning.
Active learning for networked data The exploding data size in social network, bioinformatics, and many other fields nourishes the development of studies on active learning of networked data. Settles and Craven (2008) provide a survey for active learning strategies in sequence labeling tasks. There have been several works focus on some special graphical structures. Krause and Guestrin (2009) develop an algorithm to non-myopically optimize the active learning task in chain graphical models. Cesa-Bianchi et al. (2010) study active learning on trees. Also, active learning on several specific model has been explored. Martinez and Tsechpenakis (2008) combine active learning method with a CRF-based classifier and propose an automated online learning framework. Golovin et al. (2010) develop a greedy algorithm for Bayesian active learning with noise. Shi et al. (2011) study the problem of batch mode active learning for networked data. They propose a batch mode active learning method by combining three criteria (i.e., minimum redundancy, maximum uncertainty and maximum impact). Similar to our intuition, Kuwadekar and Neville (2011) also attempt to leverage the network structure to benefit the active learning performance. But they study the problem on across-network task, while we focus on within-network setting. Kimura et al. (2010) propose an effective algorithm to extract influential nodes in a social network. In addition, Bilgic et el. (2010) propose a method for active inference on networked data, based on uncertainty sampling, committee-based sampling and clustering; Roy and McCallum (2001) directly optimize expected future error.
Conclusion
In this paper, we study the problem of inferring social ties in large networks. We define the problem in a semi-supervised framework, and propose a Partially-Labeled Pairwise Factor Graph Model (PLP-FGM) for learning to infer the relationship semantics. In PLP-FGM, relationships in social network are modeled as nodes, and the type of social relationships are modeled as hidden variables. An efficient algorithm is presented to learn model parameters and to predict unknown relationships. Experimental results on three different types of data sets validate the effectiveness of the proposed model. To further scale up to large networks, a distributed learning algorithm has been developed. Experiments demonstrate good parallel efficiency of the distributed learning algorithm. In order to effectively learn the mapping function, we propose two active learning strategies: Influence-Maximization Selection and Belief-Maximization Selection, both aiming to capture the inter-relationship influence. Experimental results show that BMS and IMS often achieve significant better performance than baseline methods.
So far PLP-FGM is utilized to infer social ties in a static social network. However, most social network in our life is dynamic and it would be worthwhile to extend the model to the dynamic case. PLP-FGM works in a semi-supervised framework, requiring labeled data to learn the predictive function. Some unsupervised methods can be studied for the social tie inferring problem for a broader utilization.
Inferring social ties represents a new research direction in social network analysis. As future work, it is interesting to further study to which extent we should trust user feedbacks. It would also be interesting to investigate how the inferred relationship semantics can help other applications such as community detection, influence analysis, and link recommendation. The total duration time of calls between two users #proximity The total number of proximity logs between two users In-role proximity ratio
The proportion of proximity logs in "working place" and in working hours (8 AM to 8 PM)
In the Publication data set, we use P i and P j to denote the set of papers published by author v i and v j respectively. For a given relationship (v i , v j ), five categories of attributes are extracted. In the Email data set, for relationship (v i , v j ), number of emails for different communication types are computed. In the Mobile data set, the attributes are from the voice call/message/proximity logs
