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1. INTRODUCTION
The development of a uniform framework in which to cast the study of a class
of data structures seems to be a worthwhile task, since it usually leads to a better
understanding of the class and to the design of better algorithms for the construc-
tion of the data structures in that class. For instance, the dichromatic framework
developed by Guibas and Sedgewick (1978) for balanced search trees led to new
balanced search tree schemes as well as to new interesting implementations of the
algorithms for the management of B-trees (Bayer and McCreight, 1972) and of
AVL trees (Adelson-Velskii and Landis, 1962).
In this paper, we provide a uniform framework for the study of index data struc-
tures for a multidimensional matrix, which can be seen as the multidimensional
analog of a suffix tree for a string (McCreight, 1976). For the sake of presentation,
throughout this paper we shall focus mainly on a two-dimensional matrix
TEXT[1 : n, 1 : w] (referred to as text). Consider its submatrices TEXT[i : j,
h : k], with 1i jn and 1hkw. Informally, an index for TEXT is a com-
pacted trie storing all submatrices of TEXT in linear form, i.e., as one-dimensional
strings obtained via the same ‘‘flattening’’ function applied to every TEXT[i : j,
h : k]. The index must support a wide variety of queries about the text that should
be answered in a time that is independent of its size. For instance, given an m_h
matrix PAT (referred to as pattern), the query ‘‘report where PAT occurs in TEXT
as a submatrix’’ should be answered in O(mh log |7|+occ) time, where occ is the
number of such occurrences and 7 is the alphabet from which the entries of both
TEXT and PAT are drawn. In what follows, we refer to such a query as OCCUR
and it will be the only query that we will discuss at some length, because it is the
most complicated to implement efficiently. For other queries that can be supported
by indices, the reader is referred to Giancarlo (1993).
Based upon our framework, we can develop techniques leading to a single algo-
rithm that efficiently builds a wide variety of indices for TEXT. Our algorithm takes
in input TEXT along with a concise description (i.e., a short string) of the index to
be built and gives the required index as output.
The motivation for the study of such a family of data structures comes from two-
dimensional pattern matching applications arising in low-level image processing
(Rosenfeld and Kak, 1982), image compression (Storer, 1996), pattern recognition
(Johansen, 1994), and visual databases in multimedia systems (Jain, 1992). For
completeness, we mention that dictionaries are another class of data structures
having also applications in image processing (for the state of the art on algorithms
building dictionaries, see Idury and Schaffer (1995)). In this paper we will consider
indices only.
1.1. Previous Work
The general problem of the construction of an index data structure representing
all submatrices of an arbitrary n_w matrix TEXT has been considered in (Gonnet,
1988; Giancarlo, 1993; Giancarlo and Grossi, 1993). The data structure proposed
in Gonnet (1988) can be built in O(max(n, w)2 min(n, w)3) worst case time, while
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the ones proposed in Giancarlo (1993) and Giancarlo and Grossi (1993) can be
built in O(max(n, w) min(n, w)2 log (nw)) worst case time. All the three data struc-
tures support a wide variety of queries (we refer the interested reader to the
references just mentioned). However, it has been shown in Giancarlo (1993) that
any index compactly representing all submatrices of TEXT must require
0(max(n, w) min(n, w)2) space, while an index representing only square submatrices
of TEXT can be stored in space that is only linear in nw. From now on, we will
restrict our attention to the indices requiring linear space in the size of TEXT. That
is, we will deal with square matrices TEXT[1 : n, 1 : n] and PAT[1 : m, 1 : m].
We remark that the indices for querying approximate rectangular patterns, rather
than exact square matrices only, would have a wider range of applications.
However, even for strings, the problem of building a suffix-tree-like data structure
with provably good worst case bounds for approximate string matching is, to the
best of our knowledge, open. So far, in approximate string matching, the suffix tree
has been used as a tool for implementing some primitive operations (e.g., see
Landau and Vishkin, 1989; Galil and Park, 1990; Chang and Lawler, 1994). For
approximate array matching, a similar role may be played by the data structures
proposed here. The reader can find a description of several aspects of approximate
array matching as well as some proposed solutions in Amir and Landau (1991),
Amir et al. (1992), and Amir and Farach (1995). It is worth pointing out that many
images and maps are represented and queried as square matrices. A notable exam-
ple of a data structure that is used with those constraints is the quad-tree: it stores
a partition of a square matrix into quadrants, which are suitably chosen square
submatrices of that matrix (Samet, 1990). However, quad-trees cannot be used to
store an index for TEXT in optimal O(n2) space.
The known examples of indices for square matrices are the PAT tree (Gonnet,
1988), the Lsuffix tree (Giancarlo, 1995), and, later, the two-dimensional suffix tree
(Storer, 1996). The first two data structures use different ‘‘flattening’’ functions to
obtain linear representations of square matrices and the algorithms building them
are also different.
Gonnet uses spiral strings to represent square matrices, as shown in Fig. 2b. The
algorithm for building the PAT tree has O(n2 log n) expected time performance and
O(n4) worst case time performance. The query OCCUR has O(log n) expected
time performance, independent of how many times PAT occurs in TEXT, and
O(m2 log |7|+occ) worst-case time performance.
Giancarlo introduces Lstrings to represent square matrices, as shown in Fig. 10a.
With a different formalism, the same linearization of square matrices was intro-
duced in Amir and Farach (1992). The algorithm for the construction of the Lsuffix
tree has O(n2 log n) worst case time performance. The query OCCUR has a worst
case time bound of O(m2 log |7|+occ).
Storer presents an index, the two-dimensional suffix trie, that is, a redefinition of
the Lsuffix tree. In that paper (Storer, 1996), the focus is mainly on the importance
of indices for matrices to obtain efficient image compression, giving no explicit
construction or complexity analysis of such an index.
The challenging task is to build indices for TEXT in time O(n2) or close to it, in
the worst case, for a broader class of linear representations. Except for Lstrings,
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no efficient algorithm is known. It seems to be an interesting problem to establish
for which linear representations of matrices the corresponding indices can be
efficiently built. Indeed, in visual databases such as geographic information systems
(Abel and Mark, 1990), the linear representation of the given matrix (representing
an image or a map) is fixed once and for all. Thus, all the data structures and algo-
rithms in those information systems must be consistent with the chosen linear
representation. That representation is usually picked so that it best captures a given
set of spatial properties of the given matrix (Mark and Goodchild, 1986; Abel and
Mark, 1990; Mark, 1990). In fact, ongoing research in such an area tries to under-
stand which linear representation of a square matrix should be picked in which
application. So, whenever an index is required (among other things), one should
have the flexibility to choose the linear representation that best satisfies the given
set of spatial constraints, rather than the one dictated by the efficiency of the algo-
rithm that is available at the moment to build the index.
1.2. Our Results and Techniques
We make the first substantial step towards the flexibility mentioned earlier by
providing an algorithm that preserves its efficiency for an exponential number of
linear representations. It is derived from a unifying framework and algorithmic
techniques in which we cast the study of indices. We have the following results.
v For a fixed TEXT, we identify 4n&1 types of ‘‘flattening’’ functions. Intuitively,
a ‘‘flattening’’ function gives ‘‘onion peeling instructions’’ on how to represent
TEXT in linear form, i.e., as a string. There are >ni=1 (2i&1)! different linear
representations of TEXT of the same type. Each of those linear representations is
well suited to defining a distinct index for TEXT. We show that all the indices for
TEXT defined from linear representations of the same type have the same tree
structure; i.e., we show that the topological structure of the tree is determined by
the type of ‘‘flattening’’ function only (recall that TEXT is fixed). We group all
those data structures into a distinct class C of index data structures for TEXT.
Therefore, we have 4n&1 classes of index data structures for TEXT and each class
C contains >ni=1 (2i&1)! indices that have the same tree structure; i.e., they are
isomorphic. We remark that, for each index of every class C, the linear representa-
tion corresponding to it can be seen as a concise general description of how to build
that index, i.e., the ‘‘instructions’’ on how that index must be built for any n_n
matrix. Moreover, the PAT tree, the Lsuffix tree, and the two-dimensional suffix
trie are part of the classes described here.
v We produce one simple algorithm that takes as input the matrix TEXT
along with the concise description of an index ITEXT in a class C. It gives ITEXT as
output in O(n2 log n) time using O(n2) work space. Such an algorithm can be seen
as a ‘‘compiler’’ for our data structures. To keep our presentation simple, we will
show how the algorithm works for the special case of the PAT tree with spiral
strings. The general case of all other linear representations will be discussed at the
end of the paper (Section 8).
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v Each index in a class C supports a wide variety of statistical queries about
TEXT that can be answered efficiently (for the sake of brevity, we will discuss only
one of them in Section 3). Moreover, given an index in C for TEXT and its descrip-
tion, we have one on-line pattern matching algorithm that takes as input an m_m
matrix PAT and answers the query OCCUR(PAT ) in O(m2 log |7|+occ) time,
where occ is the number of occurrences of PAT in TEXT. Thus, our algorithm can
be seen as a general pattern matcher for the indices defined above.
v Our results can be easily generalized to the d-dimensional case, in which
TEXT and PAT are matrices with nd and md elements, respectively, for an integer
constant d>0. From the formalism developed in Section 2 and the algorithms
developed in later sections, one can infer that there are 2d(n&1) classes of indices for
TEXT whose construction can be done in O(nd log n) time and O(nd) space, and
that OCCUR(PAT ) can be answered in O(md log |7|+occ) time.
The skeleton of our algorithm for building ITEXT is based upon the sequential
version of the algorithm originally proposed in Apostolico et al. (1988) for the con-
struction of the suffix tree of a string: we start with an approximation of ITEXT that
is easy to build and, through a sequence of refinement steps, we transform it into
ITEXT . Since such a skeleton works for a wide variety of indices, our framework
brings to light that the algorithm for strings in Apostolico et al. (1988) can be
regarded as a general paradigm for the construction of suffix-tree-like data struc-
tures for matrices. Apart from its methodological interest, such a finding is also
important in practice. Indeed, Vishkin (1994) has recently shown that, for the con-
struction of the suffix trees for strings, programs designed from such a paradigm
can run faster than programs designed from incremental algorithms (like the one in
McCreight, 1976). Similar results are likely to be expected for matrices. However,
we need novel algorithmic techniques that are improvements and generalizations of
the ones that have been devised for the construction of suffix tree data structures
for strings and square matrices (Karp et al., 1972; McCreight, 1976; Apostolico
et al., 1988; Giancarlo, 1995; Giancarlo and Grossi, 1993).
v We need to compare efficiently pieces of matrices to carry out the refine-
ment steps mentioned earlier. The shape of such pieces as well as their size depends
on both the refinement step and the linear representation. The shape and the size
of a piece can vary quite irregularly from one refinement step to another. For this
reason we generalize the notion of encapsulating matrix, originally devised in
Giancarlo and Grossi (1993), for the parallel construction of the Lsuffix tree. The
main difference is that the geometric structure of the pieces compared in Giancarlo
and Grossi (1993) is the same throughout the computation while here it changes.
The partition of a matrix in terms of strings of ‘‘shapes’’ is essential in getting
around such a difference because, as it turns out, it provides a uniform view of the
geometric structure of the pieces of matrices to be compared (as already pointed
out, the shape and size of those pieces are variable).
v The notion of encapsulating matrices is related to the comparison of a total
of O(n2 log n) submatrices of TEXT. In general, no assumption can be made about
which matrices are compared. Using standard techniques, we could perform those
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comparisons by preprocessing the submatrices of side a power of two of TEXT by
means of the Karp et al. (1972) pattern matching algorithm in O(n2 log n) time and
space. However, we have a new technique that allows us to implement the Karp et
al. pattern matching algorithm with the same time bound but O(n2) space. Due to
such a technique, the space requirement of our algorithm is O(n2). Moreover, its
applicability and relevance may go well beyond the indices described in this paper.
Indeed, the naming scheme of Karp et al. is a very useful technique for parallel
algorithms (see, for instance, Apostolico et al., 1988; Crochemore and Rytter, 1991).
For sequential algorithms, its applicability has been somewhat limited because of its
time and space requirements. Here we make the first substantial progress in making
it more usable for sequential algorithms. For instance, we can now use our naming
technique (applied to strings) to get a simple algorithm that builds suffix arrays
in the same time and space bounds as in Manber and Myers (1993). The new
technique is presented in Sections 4 and 5.
v In order to achieve the claimed time bound for OCCUR(PAT), auxiliary
data structures need to be added to ITEXT . A detailed discussion on why and on
what is needed is given in Section 3. Here we limit ourselves to pointing out that,
since the outdegree of each node in ITEXT is bounded only by n2, selecting a given
offspring of a node requires O(log n) time. That would result in an O(m2 log n) time
bound for OCCUR(PAT). The auxiliary data structures can be used to reduce the
mentioned selection time to O(log |7| ).
v On the other hand, the log n factor in the time bound for the construction
of ITEXT is due to the fact that our algorithm has two phases (see Section 4). Each
phase does log n stages, and each stage takes linear time. For unbounded alphabets,
this is the best possible result (for number of character comparisons) under the mild
assumption that we want an O(log c(v)) branching time out of each node v in
ITEXT , where c(v) denotes the number of offspring of v. Such a requirement boils
down to sorting all children of a given node according to some order relation
induced on its offspring by the order relation defined on the characters of 7.
Obviously, such a task must take 0(N log n) comparisons. When the alphabet is
finite, it is an open problem to achieve an O(n2 log |7| ) time bound.
The effectiveness of the techniques associated with the proposed framework is
suggested by the following facts. We speed up, in the worst case, the construction
of the PAT tree (Gonnet, 1988) from O(n4) to O(n2 log n) time, and we achieve the
same time and space bounds as for the construction of the Lsuffix tree (Giancarlo,
1995). However, our algorithm is simpler than the one in Giancarlo (1995) (we
avoid the use of suffix links, concatenable queues, and dynamic trees), and therefore
likely to perform better in practice.
The remainder of this paper is organized as follows. In Section 2 we use shapes
to define spiral strings and PAT tree (our definitions are slightly different from the
ones available in the literature (Abel and Mark, 1990; Gonnet, 1988)). Some
applications of this data structure are briefly discussed in Section 3. Sections 4, 5,
and 6 contain a description of our algorithm specialized to the construction of the
PAT tree. Section 8 contains a brief description on how to generalize the ideas
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introduced for the spiral strings and the PAT tree to other linear representations
and indices. The final section contains some concluding remarks and open
problems.
2. SPIRAL STRINGS AND PAT-TREES
We consider now the linear representation of a square matrix, which we refer to
as a spiral macro string. It is related to the notion of a spiral string introduced, in
different contexts, by Gonnet (1988) and Abel and Mark (1990). Then we use spiral
macro strings to define the PAT tree of a square matrix A. Such a data structure
has been defined in Gonnet (1988) and it represents all square submatrices of A.
The definition reported here is a little different from the one given in Gonnet
(1988), because we want to emphasize the generality of our terminology and
algorithms for an exponential number of linear representations, as discussed in
Section 8.
2.1. Preliminaries on Shapes, Macro Strings, and Their Compacted Tries
Our starting point is the definition of shapes (their use will be discussed shortly).
Let IN be an initial shape encoding the 1_1 matrix that is generated from the
empty matrix by creating a square (see Fig. 2). There are also extension shapes
corresponding to the four directionsSW, NW, SE, NEin which an s_s
matrix S, with s1, can be extended into an (s+1)_(s+1) matrix S$ so that S
is a submatrix of S$. Here we define only one of them, since the others can be
defined similarly (see Fig. 1).
SW : Append a row of length s to the bottom (South) of S
and a column of length s+1 to the left (West) of S.
Notice that we can define shapes for any length of row and column. A string
T[1 : k] of shapes, starting with T[1]=IN, is an encoding of a partition of a
k_k matrix into subrows and subcolumns. For i>1, shape T[i] denotes the
extension of an (i&1)_(i&1) matrix into an i_i matrix. T[1 : k] can be thought
as a sort of ‘‘onion peeling instructions’’ used to represent the matrix in one
dimension. An example suffices to illustrate this fact. Consider the string of shapes
T[1 : k] such that T[1]=IN and, for i>1, T[i]=SE, i even, and
T[i]=NW, i odd (see Fig. 2a). Given a k_k matrix, we can partition it by
‘‘placing’’ IN in the ‘‘center’’ of the matrix and then by ‘‘covering’’ the subrows
and subcolumns of the matrix with the shapes T[i], i>1, as shown in Fig. 2b.
From now on, unless otherwise specified, we will consider only the ‘‘spiral’’ parti-
tions of matrices given by T[1 : k] or any of its prefixes.
We can use the spiral partition T[1 : k] to define a linear representation of a
matrix. On the way to that definition, we introduce some notions that are useful
later on. Let 7 =s=1 7
2s&1 be a new alphabet built from 7. Each symbol in 7
is a string over 7 and we refer to it as a macro character and interpret it as being
atomic (composed of subatomic parts given by the characters of 7). Thus, 7 is the
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FIG. 1. Extension Shapes.
FIG. 2. (a) A string of shapes and a partition of a 5_5 matrix corresponding to it (shown in (b)).
Such a partition corresponds to the linear representation introduced in Gonnet (1988) and, independ-
ently, in Abel and Mark (1990).
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‘‘infinite alphabet’’ of macro characters. Two macro characters are equal if and only
if they are equal as strings over 7. Two macro characters can be concatenated by
appending their corresponding strings under the following rule: a macro character
in 72s&1 can precede only a macro character in 72s+1, for s1. A macro string b
of length n is the concatenation of n macro characters such that the first macro
character of b is in 7 (see Fig. 3d). We use for macro strings the same notation and
terms used for strings, except that the notion of substring is replaced by that of
chunk: b[i : j] is a chunk of b and it is composed of the j&i+1 macro characters
from b[i] to b[ j]. In general, a chunk is not a macro string. A macro string
b[1 : k] is spiral if it is obtained from the spiral partition T[1 : k] of a k_k matrix
B: b[1] is the entry of B covered by T[1]=IN, and b[i] is the macro character
that corresponds to the subrow and subcolumn of B covered by shape T[i], i>1.
Within each extension shape, the characters are taken in clockwise order (see Fig. 3
for an example). We say that the macro character b[i] has shape T[i] and size
2i&1, i1. Since there is a one-to-one correspondence between square matrices
and their representation as spiral macro strings, we will represent a spiral macro
string either as in Fig. 3b or as in Fig. 3d. Moreover, unless otherwise stated, we
will work only with spiral macro strings and, when there is no ambiguity, we will
refer to them simply as macro strings.
FIG. 3. (a) A matrix. (b) Its partition in terms of the strong of shapes in Fig. 2b. Notice that each
shape covers a subrow and subcolumn of the matrix. (c) The strings obtained by visiting the shapes in
clockwise order. The positions from which the letters are taken are reported on top. (d) The spiral string.
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Given a set of matrices, consider the corresponding set S of their linear represen-
tations as macro strings. Assume that no macro string in S is macro prefix of
another one. A trie over the alphabet of macro characters, representing the macro
strings in S, is defined in a way similar to a trie for strings (see Fig. 4 for an
example). It satisfies the following constraints. Each arc is labeled with a macro
character. All arcs leaving the same node are labeled with different macro charac-
ters of the same shape and size. For each macro string b in S, there is a leaf v such
that the concatenation of the labels along the path from the root to v gives b.
Tries for macro strings can have nodes of outdegree one, just like tries for strings
(see Fig. 4b). We compact tries for macro strings by compressing chains of nodes
with outdegree one into a single arc. The label on that new arc is the concatenation
of the macro characters along the arcs of the chain; i.e., it is a chunk. The resulting
data structure is a compacted trie for S (see Fig. 4c). Note that sibling arcs in the
compacted trie are labeled with chunks that start with different macro characters of
the same shape. We remark that the root is the only internal node in the compacted
trie that can have outdegree one. That happens when all macro strings in S have
a prefix in common.
FIG. 4. (a) Three macro strings corresponding to matrices. (b) The trie representing them. (c) Its
compacted version: notice that arcs are labeled with chunks.
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We need the following terminology for a compacted trie CT. We say that a node
u is the locus of a macro string : if and only if the concatenation of the labels on
the path from the root of CT to u is equal to :. An extension of : is any macro
string of which : is the macro prefix. The extended locus of : is the locus of the
shortest extension of : whose locus is defined in CT.
2.2. The PAT tree
Letting A be an n_n matrix, the PAT tree IA is a compacted trie that has the
following features. For each square submatrix B of A, there must be exactly one
path from the root of IA that represents B as macro string. Let 6u and 6v be the
paths from the root of IA ending in a node u and in one of its descendants v, respec-
tively. If 6u represents a submatrix B of A then 6v must represent a larger sub-
matrix C having B as submatrix. There must be a one-to-one correspondence
between the positions (i, j) of A and the leaves of IA .
Intuitively, the definition of IA boils down to the selection of a suitable subset of
submatrices of A, which are then stored as macro strings in IA . Since we want a
one-to-one correspondence between the positions of A and the leaves of IA , all the
selected submatrices (and the corresponding macro strings) must be distinct. As will
be shown, we create such a condition artificially by defining IA in terms of a square
matrix A8 that has A in its center, as illustrated in Fig. 5a. Indeed, A8 is a 3n_3n
matrix such that the numbering of rows and columns goes from &n+1 to 2n. We
set A8 [1 : n, 1 : n]=A, whereas all other entries A8 [ p, q], for &n+1 p, q2n
and both p, q  [1, n], are set to 8, where 8 is not a symbol of 7 and occurs only
in A8 [ p, q]. It is convenient to extend the alphabet 7 to contain 8’s. The alphabet
7 of macro characters is extended accordingly.
For 1i, jn, let Ai, j denote the n_n submatrix of A8 obtained as follows:
T[1] is placed in position (i, j) of A8 and the subrows and subcolumns of A8 con-
tiguous to (i, j) are covered according to the shapes in T[2 : n] (see Fig. 5b for an
example). We say that Ai, j has origin in (i, j). All matrices Ai, j are distinct. Indeed,
consider Ai, j and Ai $, j $ , where (i, j){(i $, j $). Consider the row and column of Ai, j
that cross at its center (where T[1] is in the spiral partition of Ai, j). One can
easily see that either that row or column is different from the corresponding row or
column in Ai $, j $ . Let ai, j be the macro string, of length n, corresponding to Ai, j and
let S=[ai, j : 1i, jn] be the set of those macro strings. All those macro strings
are distinct. From now on, when we refer to ai, j and Ai, j , we will implicitly assume
that 1i, jn. The PAT tree IA is a compacted trie, over the alphabet 7 , which
is built on the macro strings in S (see Fig. 6 for an example):
(I1) There is no internal node of outdegree one, except for the root (recall
the remark about the outdegree of the root in a compacted trie).
(I2) Each arc is labeled with a chunk.
(I3) Chunks assigned to sibling arcs start with distinct first macro characters
of the same shape and size.
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FIG. 5. (a) The matrix A8 corresponding to the matrix A (in the center). (b) The Ai, j’s of the matrix
A8 . We are only showing the ones such that A[i, j]8 =b.
(I4) The concatenation of the chunks labeling the arcs on the path from the
root to a leaf gives exactly one macro string ai, j # S. That leaf is labeled with the
origin (i, j) since it corresponds to Ai, j (all the matrices we have picked are
distinct).
Note that IA has O(n2) nodes since it has exactly n2 leaves and its internal nodes
have outdegree at least 2. It can be stored in O(n2) space, once we encode each
chunk on its edges by means of a descriptor that takes constant space. The idea is
similar to the one used by McCreight (1976) in the suffix tree of a string. Indeed,
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FIG. 6. The PAT tree of the matrix in Fig. 5a. We are only showing the part of the tree representing
the matrices in Fig. 5b.
consider an arc from a node u to its child v in IA , and let : be the chunk labeling
that arc. Let f be any arbitrary leaf in the subtree rooted at v, and let (i, j) be the
label of that leaf. By definition, the concatenation of the labels on the path from the
root to f must give ai, j . Since the arc from u to v is on that path, its label : must
appear somewhere in ai, j as a chunk. That is, there exist p, q # [1, n] such that the
chunk ai, j[ p : q] corresponds to :. Therefore the constant space quadruple
( p, q, i, j) can be a descriptor of :. We point out that, given ( p, q, i, j), one can
recover in constant time the starting point of each macro character in : as it occurs
in A8 . The issue on how to compute such descriptors will be addressed in Section 6,
where we show how to build IA . From now on, we assume that the chunks on the
arcs of IA have been replaced by appropriate descriptors (as shown in Fig. 7).
The following lemma is useful when we discuss the applications involving IA . Its
proof is a straightforward consequence of the definition of IA .
Lemma 2.1. Let A be an n_n matrix and let IA be the PAT tree for A. Let b be
the macro string corresponding to an s_s matrix B, with sn. We have that B is a
submatrix of A if and only if b has extended locus in IA . Moreover, all the origins
of the occurrences of B in A are given by the labels of the leaves of IA descending
from that extended locus.
From now on, let N=n2 be the number of entries of A. Throughout this paper
we assume, without loss of generality, that the alphabet from which the entries of
A are drawn is a subset of [1, 2, ..., N]. (If the characters in the entries of A are not
integers, we can sort and rename them so that they become integers in the desired
range. Such a renaming takes the same time bound as the construction of IA .)
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FIG. 7. The same tree as the one in Fig. 6, with chunks substituted by descriptors.
Moreover, all entries of A8 containing 8’s are assigned the unique integer N+1.
Therefore, 7 is contained in [1, N+1] and the macro characters of 7 are strings
over [1, N+1]. We also assume that log n (the logarithm to the base 2 of n) is an
integer. If it is not, we can trivially extend A to be a matrix of side the nearest
power of 2, by appending rows and columns of 8’s at the bottom and right of it,
respectively. A8 is defined as before, but with the new matrix A.
3. SOME APPLICATIONS
The PAT tree IA is useful in two kinds of applications: Statistics about the sub-
matrices of A and on-line pattern matching. For the first kind of applications, we
discuss only:
v Compact weighted vocabulary. For each submatrix A$ of A, provide the
number of occurrences of A$ as a submatrix of A.
Once IA is available, we can solve that in O(N) time by a standard bottom-up
visit of IA that uses the following fact to collect statistics: Let u be the extended
locus in IA of the macro string a$ corresponding to A$. By Lemma 2.1, the leaves
descending from u are labeled with all and only the positions of A in which A$
originates.
v On-line pattern matching. This consists of a preprocessing step in which we
build IA and some auxiliary data structures (we will define them shortly). Then,
given an m_m matrix PAT (with entries drawn from 7&[8]), we want to find all
of its occurrences in A. This is the query OCCUR of the Introduction.
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Let pat be the macro string corresponding to PAT. Once IA is available, the solu-
tion to the above problem consists of identifying the extended locus u of pat in IA
(by Lemma 2.1). Assuming that we can compare macro characters in constant time,
we could find that extended locus by a standard search of a string in a trie.
However, that procedure would require O(m2 log n) time. Indeed, the alphabet of
macro characters is unbounded and the number of children of each node in IA is
bounded only by n2. So, given that we have reached a node u during the search,
selecting ‘‘which child of u to jump to’’ costs O(log n) time. Therefore, to reduce the
search time, we have to reduce the degree of each node in IA . We accomplish that
indirectly by building some auxiliary data structures during the preprocessing. They
are a variation of data structures defined by Giancarlo (1995, Sect. 8), so we will
simply sketch the main points about them.
Preprocessing. The auxiliary data structures are ordinary compacted tries
KEY(v), for each internal node v # IA , storing strings in 7h, for some integer h. We
now define KEY(v).
For a given internal node v # IA , let w1 , w2 , ..., wc(v) be the list of its children
in IA . Let ( p, qg , fg , jg) be the chunk labeling the arc from v to wg , for 1 gc(v).
By Condition I3 of the definition of IA , all those chunks start with distinct macro
characters that are of the same shape T[ p] and of the same size h=2p&1. Notice
that having the quadruple ( p, qg , fg , jg), we can infer which subrow and subcolumn
of A8 are covered by shape T[ p] in the spiral partition of Afg , jg . Let string(wg) be
the string obtained by concatenating such a subrow (from left to right) and such
a subcolumn (from top to bottom). The reason we have chosen this particular
order is due to the implementation of operation prefix. The operation and its
implementation will be discussed shortly. (We remark that string(wg) can be defined
also in other ways, as long as the prefix operation can still be implemented
efficiently. For instance, an alternative definition for string(wg) is to take the subrow
and subcolumn of A8 , covered by shape T[ p] in the spiral partition of Afg , jg , in
clockwise order. With this alternative definition, we need to use a slightly more
complicated version of the algorithm outlined below. We omit the details.)
KEY(v) is the compacted trie storing the strings string(wg), for 1 gc(v). Since
no string(wg) is prefix of any other string(wg$) (all arcs leaving v start with a dif-
ferent macro character), there is a one-to-one correspondence between the leaves of
KEY(v) and the children of v. So, KEY(v) has O(c(v)) leaves and internal nodes.
Moreover, the substrings labeling the arcs of KEY(v) can be represented in con-
stant space by means of triples of integers, i.e., string(wg)[x : y] is represented by
(x, y, g). So the size of KEY(v) is O(c(v)) and the total size of those trees is O(N).
We now briefly outline how to build KEY(v). Consider each row of A8 as a
string (the origin of the string is the first position of the corresponding row). Let
Trows be the suffix tree obtained from that set of strings. Let Tcols be a similar data
structure defined for the columns of A8 (each column is taken from top to bottom).
The construction of those two data structures requires O(N) time by a simple varia-
tion of McCreight’s algorithm (McCreight, 1976). We augment both trees with
LCA (lowest common ancestor) data structures. This task also takes O(N) time
(Harel and Tarjan, 1984; Schieber and Vishkin, 1988).
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In what follows, let  denote also the lexicographic order relation for strings.
We need to define the operation prefix. It takes in input the quadruples
( p, qg , fg , jg) and ( p, qg$ , fg$ , jg$). It returns the result of the comparison
string(wg)string(wg$) and the length of the longest prefix common to those two
strings. Given that we have computed the suffix trees Trows and Tcols and augmented
them with LCA data structures, prefix can be computed in constant time (it
consists of an LCA query in Trows and one in Tcols). For details see Sect. 4 in
Giancarlo (1995).
The construction of KEY(v) consists of three phases, all taking O(c(v) log c(v))
time. During the first one, we lexicographically sort the strings string(wg), for
1 gc(v). Using prefix as an atomic comparison operation and heapsort (Aho
et al., 1974), it takes O(c(v) log c(v)) time. Let ;1 , ..., ;c(v) be the resulting list. In
the second phase, we insert ;1 , ..., ;c(v) in that order into an initially empty tree (for
the algorithm, see Sect. 8 in Giancarlo, 1995). In the third one, for each node of
KEY(v), we group together into a balanced search tree the outgoing arcs, along
with the first character in 7 of their labels. So the total time to build all KEY(v)’s
is O(7vc(v) log c(v))=O(N log n).
Search for the extended locus of pat in IA . As already stated, the search for the
extended locus of pat in IA is a nearly standard search for the extended locus of a
macro string in a compacted trie defined over 7. Indeed, given that we have
reached node v # IA , we select the child of v to jump to by using KEY(v) and then
we traverse the edge from v to that child, comparing the macro characters on that
edge with the corresponding ones in pat. We briefly outline how those operations
are performed. The remaining details are analogous to the ones in the pattern
matching algorithm in Giancarlo (1995).
Assume that we have reached an internal node v # IA . Let (c, p&1, f, j) be the
label on the arc coming from the parent of v. Assume that pm and that the sub-
matrix of Af, j covered by T[1 : p&1] matches the submatrix of PAT covered by
T[1 : p&1] in the spiral partitions of those matrices. That is, v is the locus of
pat[1 : p&1].
The child of v to jump to is selected as follows. Let w1 , ..., wc(v) be the children
of v. Moreover, let string be the string obtained by concatenating the subrow of
PAT (from left to right) with the subcolumn of PAT (from top to bottom) covered
by T[ p] in the spiral partition of PAT. Such a string is in 72p&1 since each entry
of PAT is in 7&[8]. Note that string is obtained in the same way as string(wg),
for 1 gc(v).
The child wg of v that we need to select must be the one such that pat[ p]
matches the first macro character of the chunk ( p, qg , fg , jg) labeling the arc
(v, wg). We identify it by traversing KEY(v) by means of string. That is, among the
children of v, we identify the wg such that string=string(wg). That equality holds
if and only if pat[ p]=afg , jg[ p] (all string(wk), 1kc(v), are distinct). That
traversal takes O((2p&1) log |7| ) time because, given the triples labeling the arcs
of KEY(v), we can access each character of the string they encode in constant time.
Moreover, given a character of 7 and a node c # KEY(v), we can select the arc
outgoing c whose label starts with that character in O(log |7| ) time (recall the
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definition of KEY(v)). If no such wg exists, there is no occurrence of the pattern in
the text matrix.
Let us assume that we have found wg . We need now to check that the chunk
afg , jg[ p : min(m, qg)] on the arc from v to wg matches the chunk pat[ p : min(m, qg)].
That can be done in time O(min(m, qg)2&( p&1)2) (each character forming a
macro character of afg , jg[ p : min(m, qg)] can be accessed in constant time). Based
on the above discussion, one can show that:
Theorem 3.1. Finding all occurrences of an m_m matrix PAT in A takes
O(m2 log |7|+occ) time, where occ is the number of those occurrences.
4. MAIN COMPONENTS OF THE ALGORITHM FOR
THE CONSTRUCTION OF IA
We now describe the algorithm that builds the PAT tree IA for an n_n matrix
A. It has two phases. In order to better explain how the information acquired
during the first phase is used by the second, it is convenient to introduce an
abstract problem, interesting in its own right, which we refer to as names on demand
(NOD for short). We state it in terms of a matrix F[1 : p, 1 : p], with p=3n, whose
entries are integers in [1, P], where P= p2. (Note that we have chosen F of the
same size as A8 so that we can apply NOD directly to A8 .) In what follows, we use
the shorthand (i, j), k to denote the submatrix F[i : i+2k&1, j : j+2k&1], for
1i, j p and 0klog n. Note that some entries of (i, j), k might be taken
out of the boundaries of F. In that case we simply assume that they exist and are
unique. NOD consists of the following:
v NOD-Preprocessing: Partition the submatrices of F, of side at most n and
a power of 2, into equivalence classes. Two submatrices of equal side are in the
same equivalence class if and only if they are equal.
v NOD-Query: We are given, on-line, a set Q=[(ir , jr), kr : 2krn for
1rq] of q=3(P) submatrices of F. An integer in [1, P] (the name) must be
assigned to each submatrix in Q in such a way that two submatrices of equal side
get assigned equal names if and only if they are equal. (We say that those names
are consistent.) Queries may be repeated with different sets Q of submatrices.
Notice that we are allowing submatrices having different side to get the same
name, since their side distinguishes them. We also point out that we have enough
names to assign to matrices of the same side since the number of such matrices that
are distinct is bounded by P. Moreover, when a matrix (i, j), k is involved in two
distinct queries, the name assigned to it may change. We also remark that if we use
the pattern matching techniques by Karp et al. (1972), NOD can be solved in
O(P log P) time and space for the preprocessing and in O(q) time for the query. We
propose new techniques that allow us to reduce the space to O(P) for the prepro-
cessing, while preserving the time performance of the preprocessing and the query.
Based upon NOD, the two phases of the algorithm building IA can be outlined as
follows:
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v Phase One of Construction. This applies the preprocessing step of NOD,
with F=A8 .
v Phase Two of Construction. This produces a sequence of refinement trees,
denoted D(r), for r=log n, . . ., 0, which are better and better approximations of IA .
More precisely, there is an initial step in which D(log n) is built, followed by log n
refinement steps. For 0<rlog n, step r transforms tree D(r) to D (r&1). Except for
a few minor differences, the high level scheme of the refinement algorithm is the
sequential version of the algorithm in Apostolico et al. (1988) for the construction
of the suffix tree of a string. Essential to each refinement step is the partition of
O(N) submatrices of A8 , each of side at most n, into equivalence classes (equal
matrices are in the same equivalence class). Note, however, that the choice of the
submatrices depends on the refinement step and that we can make no assumption
on which submatrices will be chosen. Here we use the query procedure of NOD.
Indeed, let H be the set of matrices that need to be compared during one refinement
step. Divide each matrix M # H into four maximal (possibly overlapping) sub-
matrices Mi , for i=1, ..., 4, each having side a power of 2 and covering a distinct
corner of M. Let Q be the new set of matrices so obtained. Assign names to the
matrices in Q (through the procedure Query). Thus two matrices M, M$ # H are
equal if and only if (a) they have the same side and (b) the name for Mi is equal
to the name for Mi$ , for i=1, ..., 4. Therefore, using the names for matrices in Q, we
can group together matrices in H that are equal in linear time by a simple lexico-
graphic sort (Aho et al., 1974).
The algorithms that we propose for NOD are described in Section 5. That will
also incorporate the description of phase one of the construction of IA . Phase two
(which we refer to as refining) is presented in Section 6.
5. ALGORITHMS FOR NAMES ON DEMAND
The preprocessing step consists of computing log n+1 partitions of the positions
(i, j) of F. For 0klog n, the k th partition 1k groups together into the same
equivalence class all (i, j)’s such that the submatrices (i, j), k are equal. The parti-
tions are suitably ‘‘packed’’ into a set of arrays that require globally O(P) memory
cells. To this end, in Section 5.1, we introduce the notion of succinct representation
of those partitions. Then, given a set Q of submatrices of F having side a power
of 2 for which we want to compute names, the query procedure consists of
‘‘unpacking’’ part of the partitions. In order for such an unpacking to be carried out
efficiently, we introduce a transducer A. This part is discussed in Section 5.2.
We will need an algorithm Number. It takes as input a (not necessarily ordered)
sequence t1 , t2 , ..., ts of tuples or bits. It assigns to each ti a nondecreasing number
ni , i=1, 2, ..., s, as follows. n1 is 1. For 1<is, if ti=ti&1 then ni=ni&1 else
ni=ni&1+1. So contiguous equal tuples get assigned equal integers. The algorithm
takes O(s) time. In the following, the tuples will be either quadruples or binary
digits.
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5.1. Names on Demand: Preprocessing
A representation of the partitions 10 , ..., 1log n is given by a ranking ; : [1, p]_
[1, p]  [1, P] along with log n+1 binary sequences B0 , B1 , ..., Blog n of P+1 bits
each, such that for each k, 0klog n, we have:
(S1) Bk[P+1]=1 (a boundary condition).
(S2) Bk is a ‘‘characteristic’’ vector of the partition 1k satisfying the following
conditions. Matrices in the same equivalence class of 1k are assigned to contiguous
positions of Bk . Such a ranking is given by ;, i.e., ;(i, j)=l if and only if Bk[l] has
been assigned to (i, j), k. All entries of Bk[1 : P] are set to 0, except where a new
equivalence class begins, i.e., each class is encoded by a 1 followed by a run of 0’s.
(Note that Bk[1] is always set to 1.)
We pack the first P of the P+1 bits of Bk into an array B k of 2Plog P cells,
containing integers from [0, P12&1] (to simplify the discussion, we assume that
log P is an even integer). So, each integer in B k can be represented by 12 log P bits,
a fact that we exploit in Section 5.2.1. We also point out that, by Condition S1, the
(P+1)st bit of Bk is always set to 1, so there is no need to give it explicitly in B k .
The ranking ; and the arrays B k , for 0klog n, are called a succinct repre-
sentation of the partitions 10 , ..., 1log n . That representation can be stored in
O(P)=O(N) space. Algorithm Process(F ) below computes it in O(P log P)=
O(N log N) time and O(P)=O(N) space. It is based upon the Karp et al. (1972)
pattern matching technique. There are log n+1 steps. For k=0, ..., log n, step k
assigns an integer in [1, P] to each (i, j), k, with 1i, j p, such that equal
2k_2k matrices get equal integers. The output is B k . At the end of the last step, the
algorithm also outputs the ranking ;.
Algorithm Process(F ).
(P1) Case k=0: Sort the matrices (i, j), 0 according to F[i, j], for
1i, j p. Then apply Algorithm Number to the sorted list of 1_1 matrices to
assign them a nondecreasing sequence of integers ’1 , ’2 ,..., ’P . The result is that all
matrices (i, j), 0 in the same equivalence class of 10 will correspond to a sequence
’h , ’h+1 , ..., ’h$&1 of equal integers and matrices in different classes of 10 get dif-
ferent integers. Entries B0[1] and B0[P+1] are set to one and, for 1<hP, entry
B0[h] is set to one if and only if ’h&1{’h . The remaining entries of B0 are set to
zero. B0 is then packed into B 0 .
(P2) Case k>0: Let Q1=(i, j), k&1, Q2=(i+2k&1, j), k&1, Q3 =
(i, j+2k&1), k&1, and Q4=(i+2k&1, j+2k&1), k&1, be the four submatrices
of side 2k&1 into which we can partition (i, j), k. Let qi, j=(=1 , =2 , =3 , =4) be the
quadruple of integers assigned to (i, j), k, where =d is the integer assigned to Qd
during step k&1, for 1d4. Those integers are available by inductive assump-
tion, unless Qd lays fully outside the boundaries of F. In the latter case, we can
assign to Qd a unique integer that is not in [1, P] (recall that the integers in
[1, P] are ‘‘reserved’’ to matrices that have their topmost and leftmost corner in
some position of F ). The details are omitted. In analogy with step k=0, we sort the
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matrices (i, j), k, but we use the quadruples qi, j instead of the characters. Then
we apply Algorithm Number to the quadruples obtaining Bk , which is packed into
B k. If k=log n, the ranking ; output by the algorithm is obtained from the sorted
list of matrices: ;(i, j)=l if and only if (i, j), log n occupies the l th position in the
sorted list.
We now show that Process(F ) produces a succinct representation of the parti-
tions 10 , ..., 1log n . For 0klog n, let ;k be the ranking from the positions (i, j)
of F into the range [1, P] defined as follows: ;k(i, j)=l if and only if (i, j), k
occupies the l th position in the sorted list of matrices that is obtained at the end
of step k. Let ;&1k be the inverse ranking; i.e., ;
&1
k (l )=(i, j) if and only if ;k(i, j)=l.
The next two lemmas are used in the proof of Theorem 5.3. The first one states that
Process(F ) is correct and points out some properties of the ;k ’s. Its proof is by
simple inductive arguments and therefore omitted. Lemma 5.2 implies that ; is suf-
ficient to contain the information of all the ;k ’s.
Lemma 5.1. Algorithm Process(F ) correctly partitions the positions of F into the
equivalence classes of 1k , where 0klog n. Moreover, for each equivalence class
in 1k , there exist two unique integers h and h$ such that:
(i) That class is given by the positions in [;&1k (h), ;
&1
k (h+1), ...,
;&1k (h$&1)].
(ii) We have Bk[h : h$]=10h$&h&11.
Lemma 5.2. The equivalence classes created after step k of Process(F ) are stable
through the successive steps k+1, k+2, ..., log n. That is, if position (i, j ) belongs to
the equivalence class [;&1k (h), ;
&1
k (h+1), ..., ;
&1
k (h$&1)] in the partition 1k (as
described in Lemma 5.1), then h;l (i, j)<h$, for l=k, ..., log n.
Proof. Pick c such that hc<h$, where h and h$ are as in the statement of the
lemma. Let (i, j)=;k &1(c) be a position in an equivalence class of 1k . So
Process(F ) has assigned an integer ’c to (i, j), k. But ’c is the first component =1
of the quadruple qi, j assigned to (i, j), k+1 during step k+1. Thus the positions
that were given a rank in [1, h&1] by ;k are still to the left of (i, j) in the ranking
;k+1 and the positions that were given a rank in [h$, P] by ;k are still to the right
of (i, j) in ;k+1 . Therefore, in step k+1, (i, j), k+1 can only appear somewhere
between the h th and the (h$&1)st position in the sorted list of matrices. That is,
h;k+1(i, j)h$&1. The proof can be completed by iterating the above reasoning
for k+2, ..., log n. K
Theorem 5.3. Algorithm Process(F ) correctly computes a succinct representation
(;, [B k | 0klog n]) of the partitions 10 , ..., 1log n in O(P log P)=O(N log N)
time and O(P)=O(N) space.
Proof. It is sufficient to show that the ranking ; and the characteristic binary
sequences Bk , 0klog n, computed by the algorithm satisfy Conditions S1 and S2.
The nontrivial part is to show that S2 holds: Assume that (i, j), k=(i $, j $), k.
Then, (i, j) and (i $, j $) are in the same equivalence class of 1k . Then, by
Lemma 5.1, there exist two integers h and h$ such that h;k(i, j), ;k(i $, j $)<h$
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with Bk[h : h$]=10h$&h&11. But Lemma 5.2 and the fact that ;log n=; imply that
h;(i, j), ;(i $, j $)<h$. The other direction of the proof follows from Lemmas 5.1
and 5.2.
As for the time and space analysis, there are log n+1 steps and each step
requires O(P)=O(N) time and space. Moreover, the total size of the arrays B k ,
0klog n, is O(P)=O(N) (each array has size O(Plog P) and there are
O(log P)=O(log n) of them). K
5.2. Names on Demand: Query
We are given a set Q of O(P) submatrices of F, whose side is at most n and a
power of two. We want to assign consistent names to those submatrices. The
following algorithm gives a ‘‘high-level strategy’’ that can be implemented efficiently
(as we show later on):
Algorithm Query(Q).
(Q1) Lexicographically sort the pairs (k, ;(i, j)), for all (i, j), k # Q, to get
a list L. For a fixed k, let Lk be the contiguous portion of L that corresponds to
the submatrices in Q having side 2k. (Note that, by Condition (S2), equal sub-
matrices are in contiguous positions of Lk).
(Q2) For k=0, 1, ..., log n, repeat the following on the list Lk . Using the
information computed during the preprocessing step about 1k , partition Lk in such
a way that equivalent matrices are contiguous in Lk and the boundaries between
adjacent equivalence classes are known. Let L$k be the resulting list. Using the
knowledge of those boundaries, assign a distinct integer to each class. That integer
is the name for the matrices in the class.
We show now how to implement Query(Q) to take O(P) time and space. For a
fixed k, that boils down to implementing Step Q2 efficiently. We first show how to
do that by using Bk , two new binary vectors Ck and Dk , and a transducer A. Then
we show how to simulate the same computation on a RAM by using integer vectors
B k , C k , and D k packing the bits of Bk , Ck , and Dk , respectively.
5.2.1. Step Q2 with Binary Vectors
Given an equivalence class in 1k , let its span be the interval [h, h$&1], where
h=min ;(i, j) and h$=max ;(i, j)+1, for all (i, j), k ranging in that class. Note
that, by condition (S2) of the definition of succinct representation, the span of a
class is encoded in Bk . Indeed, Bk[h]=1, Bk[h+1]= } } } =Bk[h$&1]=0 and
Bk[h$]=1. Let Ck be the characteristic vector of Lk . It is a binary vector of P+1
bits such that Ck[;(i, j)]=1 if and only if (k, ;(i, j)) # Lk . All other entries of Ck
are zero.
Notice that the position assigned to (i, j), k in both Ck and Bk is the same
(given by ;(i, j)). Using such a fact and the definition of span, we have that
all matrices in Lk belonging to the same class of 1k are represented by 1’s in
Ck[h, h$&1], where [h, h$&1] is the span of that class. We refer to those 1’s in
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Ck as a group induced by Bk (groups are always nonempty). So we can obtain the
list L$k and the boundaries between adjacent classes by dividing Ck into groups. We
perform that operation indirectly by computing a binary vector Dk : it is a sequence
of binary colors (0 and 1) in which the correspondence between the matrices in 1k
and its entries is still given by ;. Dk is initialized to all 0’s. For all q such that
Ck[q]=1, Dk[q] is set to 1 or 0 as follows. The leftmost group of 1’s in Ck is
assigned 1 in their corresponding positions in Dk . A generic group of 1’s in Ck
is assigned b in their corresponding positions in Dk if the previous group was
assigned b, with b # [0, 1]. An example may be useful. Letting Bk=10011100101101
and Ck=01111101000010, the groups in Ck are 0(11)(1)(1)(101)0000(1)0 and
Dk=01101000000010.
Given Bk and Ck , the required Dk is computed by the transducer A in Fig. 8.
Rather than formally discussing how A carries out that computation, we outline its
main features from which one can derive its correctness (the formal proof is
omitted). The transducer has four states: two are ‘‘waiting’’ states (00 and 11) and
two are ‘‘coloring’’ states (10 and 01). We now discuss them briefly.
1. State 00 encodes the fact that A is ‘‘waiting’’ for the next group of 1’s in
Ck to start and that such a group must be assigned color 1. It is the initial state.
There is a transition out of 00 into the ‘‘coloring’’ state 01 when a group starts.
2. State 01 encodes the fact that A is ‘‘currently scanning’’ a group of 1’s in
Ck and that such a group must be assigned color 1. There is a transition out of 01
when the end of a span in Bk is detected. That corresponds to the end of a group
in Ck . The next state is either ‘‘waiting’’ state 11 (no new group starts) or ‘‘coloring’’
state 10 (a new group starts).
FIG. 8. The transducer A. For each triple of digits on the transitions, the first digit comes from Bk ,
the second from Ck , and the third is the output of A, corresponding to one bit of Dk .
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3. Definition of the states 11 and 10 is symmetric with respect to the one of
00 and 01, respectively.
Now the implementation of iteration k of Step Q2 becomes:
Q2.1 Set Ck [;(i, j)]=1 if and only if (k, ;(i, j)) # Lk .
Q2.2 Use the transducer A to compute Dk from Bk and Ck .
Q2.3 Label each pair (k, ;(i, j)) # Lk with the binary color given by
Dk [;(i, j)].
Q2.4 Apply Algorithm Number to the binary colors labeling the pairs in Lk .
The integer ’ assigned to (k, ;(i, j)) # Lk is the consistent name for submatrix
(i, j), k.
5.2.2. Step Q2 with Integer Vectors
In order to achieve an O(P) time and space performance for procedure Query, we
will simulate the computations done in Step Q2 on binary vectors by means of a
RAM algorithm that uses integer vectors in which the binary vectors have been
packed. The idea is similar to the Four Russians’ trick (Arlazarov et al., 1970). We
precompute some information, which is packed into integer vectors to be used later
on to speed up the query procedure. We remark that the information to be precom-
puted is independent of the matrices in Q, so that its O(N log N) cost can be
charged to the preprocessing step presented in Section 5.1. Let != 12 log P. It is an
integer since we are assuming that log P is an even integer.
We need !+1 unsigned integers I0 , I1 , ..., I! of ! bits each, such that I0=0 and
Ig is the integer represented by 0g&11 0!& g to the base 2, for 1 g!. We also
need an array AND[x, y] of P cells to simulate in constant time the bitwise and
between two sequence x, y of ! bits. The unsigned integers and the array AND can
be computed in O(P)=O(N) time (the details are omitted).
The computation of A on two binary sequences, Bk and Ck , is simulated by
means of an equivalent RAM program. Such a simulator takes as input the packed
sequences B k , C k . They correspond to Bk and Ck , respectively, and each one con-
tains P!=2Plog P integers of ! bits each. It outputs a sequence D k in the same
format (it corresponds to Dk). The (P+1)st bits of Bk , Ck , Dk are ignored because
they are always fixed values. Moreover, if P is not a multiple of ! then, without loss
of generality, Bk , Ck , and Dk are padded with 0’s.
The key to the simulation is an array AUT of 4P cells, which we need to precom-
pute. An entry of AUT contains an integer of !+2 bits, say s$1 s$2 d1 d2 } } } d! , and it
is addressed by using an integer of 2!+2 bits, say x=s1 s2 b1 b2 } } } b! c1 c2 } } } c! .
The interpretation of the bits contained in an entry of AUT is the following.
Assume that transducer A is given as input the two sequences b=b1 b2 } } } b! and
c=c1 c2 } } } c! when it is in state s=s1 s2 . Then A outputs the sequence d=
d1 d2 } } } d! reaching state s$=s$1 s$2 . It is not difficult to see that AUT encodes all
possible transitions of A on binary sequences of length ! starting from any state.
Each entry of AUT can be filled in O(log P) time by inspection of the diagram of
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state transitions reported in Fig. 8, requiring overall O(P log P) time and O(P)
space.1
Once AUT is available, we can simulate A as follows. Set \=2!. Assume that
b=B k[ f ] and c=C k[ f ] in the fth simulation step to be performed. Let s be the
current state of A, reached from the initial state with the two binary sequences
corresponding to B k[1 : f &1] and C k[1 : f &1]. Compute x=s } \2+b } \+c.
Taking in input the binary sequences encoded by the integers b and c, the state
reached by A from s is s$=(AUT[x] div \) and the output is d=(AUT[x] mod \).
By setting s=s$, we can iterate the process on B [ f +1], C [ f +1]. At the end, we
have simulated the transducer A on Bk and Ck to produce a packed version D k of
Dk in O(Plog P) time.
Remark. The simulation of A by means of a RAM algorithm that we have just
described can be extended to other transducers of the same type as A. Indeed,
assume that we have a transducer B with t states. For semplicity, assume that, for
each state transition, two binary inputs are required and one binary output is
returned (just as in A). Moreover, assume that the two input binary sequences for
which we want to perform the transduction are of length S and are given off-line,
i.e., they are available before the processing starts. We can precompute an array
AUT of O(S) cells, each containing integers of O(log S+log t) bits each. This array
is defined similarly to the one for A and can be precomputed in O(S) time. Now,
assume that the two input sequences for B are given in two packed arrays of
integers (each array is of size O(Slog S) and contains integers of O(log S) bits
each). We can simulate the computation of B using essentially the same algorithm
for the simulation of A. That takes time O(Slog S) and produces as output an
array of size O(Slog S) containing integers of O(log S) bits each. That array is a
packed version of the desired output.
Now the implementation of iteration k of Step Q2 becomes:
Q2.1 Set C k[h]=0, for h=0, 1, ..., 2Plog P. Then, for (k, ;(i j)) # Lk ,
setting Ck[;(i j)]=1 is simulated by adding C k[q] and Ir , where r=
(;(i, j)&1 mod !)+1 and q=(;(i, j)&1 div !)+1. Note that, in case there are
multiple occurrences of (k, ;(i, j)) in Lk , we perform such an addition only once.
Q2.2. Simulate the transducer coded by AUT on the sequences B k and C k to
obtain D k .
Q2.3. Retrieve the binary color that labels (k, ;(i j)) by accessing the entry
AND[D k[q], Ir].
Q2.4. Apply Algorithm Number to the binary colors that label the pairs in
Lk .
Lemma 5.4. Algorithm Query(Q) correctly assigns consistent names to the
3(P)=3(N) submatrices belonging to the set Q in O(P)=O(N) time and space.
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Proof. We first prove correctness. Let (i, j), k and (i $, j $), k be two sub-
matrices belonging to Q. It is sufficient to prove that positions (i, j) and (i $, j $) are
in the same equivalence class of 1k if and only if Query(Q) assigns them the same
name. Note that, for each fixed k, Step Q1 ‘‘places’’ in Lk all submatrices in Q of
side 2k.
(If Part) If (i, j), k=(i $, j $), k, they belong to the same class, which has
span, say, [h, h$&1]. So ;(i, j) and ;(i $, j $) are indices of 1’s in Ck that are in the
same group (by definition of group). But then the transducer coded by AUT groups
such 1’s together. So pairs (k, ;(i, j)) and (k, ;(i $, j $)) in Lk receive the same binary
color and between them there are no pairs colored differently. Hence, they receive
the same name from Number.
(Only If Part) This can be proved along the same lines. The details are
omitted.
For the analysis of the algorithm, Step Q1 requires O(P) time and space. As for
Step Q2, let qk be the number of pairs in Lk . Note that Step Q2.1 requires
O(Plog P+qk) time, Steps Q2.2 and Q2.4 take O(qk) time and Step Q2.2 needs
O(Plog P) time. Globally, Step Q2 uses O(Plog P+qk) extra space. The desired
bounds on time and space follow, since O(log n } Plog P+ log nk=0 qk)=O(P). K
6. PHASE TWO: REFINING
As already anticipated in Section 4, the high level scheme of the refinement algo-
rithm is the sequential version of the parallel algorithm in Apostolico et al. (1988)
for the construction of the suffix tree of a string. We follow the presentation of that
algorithm given in Ja Ja (1992). Moreover, additional notions and results that we
need are a generalization of the ones obtained in Giancarlo and Grossi (1993) for
the special case of Lstrings. Therefore, we will simply outline the main ideas
regarding them.
6.1. High Level Description
Before defining a refinement tree D(r), we point out that the direction of its arcs
is directed from child to parent. Moreover, its nodes are labeled with chunks taken
from ai, j , as opposed to the index IA , where arcs are labeled with chunks. Such
chunks are compactly represented by descriptors, as discussed in Section 2.2. We
also need the following definition. Given two chunks ai, j[ p : q] and ai $, j $[ p : q$],
a refiner is an integer l, with 0lmin(q, q$)& p+1, such that the first l macro
characters of the two chunks are equal. Note that such a definition crucially relies
on the fact that both chunks start with a macro character that originates from
the same shape T[ p] and that has length 2p&1 as a string (such a string may
contain 8’s).
A refinement tree D(r), for 0rlog n, is a labeled tree with N leaves and satis-
fying the following constraints:
(D1) It has no internal nodes of outdegree one, except possibly for the root
(in the end, D0 will be a compacted trie with the direction of its edges reversed).
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(D2) Each node is labeled with a chunk ai, j[ p : q] of length q& p+12r
and represented by a descriptor ( p, q, i, j).
(D3) The chunks labeling two sibling nodes start with macro characters that
have the same shape and size.
(D4) Any two chunks labeling sibling nodes do not admit refiner 2r. (The
definition of refiner can be applied to such chunks because of (D2) and (D3).)
(D5) The concatenation of the (chunks represented by the) descriptors of the
nodes encountered along the path from the root to a leaf gives exactly one macro
string ai, j . We label that leaf with additional descriptor (1, n, i, j).
(D6) If descriptor ( p, q, i, j) labels a node v then the leaf assigned to ai, j is
in the subtree rooted at v.
The initial tree D(log n) is composed of a root and N leaves, each associated with
a unique ai, j . It can easily be shown that the final tree D(0) satisfies constraints
(I1)(I4) of the definition of IA , except that labels must be moved from the nodes
to the corresponding arcs and the direction of the arcs must be reversed.
The construction of the initial tree D(log n) (the initial step of the refinement
phase) consists of creating N leaves that become children of a root node. For
1i, jn, only one leaf gets the label (1, n, i, j) (it corresponds to ai, j). Obviously
D(log n) can be built in O(N) time.
Once D(log n) is available, the key operation in our algorithm is the refinement
step that transforms D(r) into D(r&1). We need a few definitions. In tree D(r), the
children of a given node are referred to as a nest. We say that two nodes u, v # D(r)
are equivalent (in brief, u#v) if and only if u, v are in the same nest and the chunks
labeling them have refiner 2r&1. The idea behind the transformation of D(r) into
D(r&1) is outlined below (IR stands for index refinement).
Algorithm IR(r).
R1. Divide the nodes of D(r) into equivalence classes according to the
relation #.
R2. For each equivalence class C, with |C|> 1, create a new node w. The
parent u of the nodes in C becomes the parent of node w, which in turn becomes
the new parent of the nodes in C. Let ( p, q, i, j) be the descriptor labeling a node
in C. Then w is assigned label ( p, p+2r&1&1, i, j). The first component of the
descriptor labeling each node in C (which is p ) is changed to p+2r&1. (Since each
node of D(r) has at least two children, the only unary nodes that can result after
such a transformation are the ones that had their nest partitioned into just one
equivalence class).
R3. Let D (r) be the tree resulting after the execution of Substep R2. For each
v # D(r) such that its nest resulted in one equivalence class at the end of Substep R1,
remove v from D (r). Make its only (newly created) child v$ in that tree child of the
parent of v in D (r). Labels are modified as follows. Let ( p, q, i, j) and (q+1, q$,
i $, j $) be the descriptors labeling v and v$ in D (r), respectively. The label of v$
becomes ( p, q$, i $, j $).
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Lemma 6.1. Algorithm IR correctly transforms D(r) into D(r&1).
Proof. The only nontrivial part of the proof is showing that removal of unary
nodes in Substep R3 of IR does not apply simultaneously to a node v, in both D(r)
and D (r), and to its parent u in D (r). Such a fact will ensure that if v is removed from
D (r), its parent u still exists in that tree and can be made the new parent of v$, where
v$ is the only child of v in D (r). This can be proved as in Ja Ja (1992, Leemma 7.10)
or Giancarlo and Grossi (1993, Lemma 2). K
6.2. Some Details
We give a detailed description of how to implement Substep R1 of Algorithm IR,
since the implementation of the other two substeps is quite standard. Substep R1
consists of dividing nodes of D(r) into equivalence classes. We carry out such an
operation by first assigning a suitably chosen matrix to each node of D(r). The
matrices are such that two nodes are equivalent if and only if the matrices assigned
to them are equal. The equality of matrices is checked using the query procedure
of NOD.
For 1 pn, let Ai, j, p be the p_p submatrix of A8 that has origin in (i, j). It
is obtained from Ai, j by removing from it the ‘‘outermost’’ n& p subrows and sub-
columns covered by the spiral partition T of that matrix (see Figs. 9a, 9b, for
example).
For each node u of D(r), let :u be the chunk corresponding to the first 2r&1
macro characters of the chunk ;u labeling u. By condition (D2) of the definition of
D(r), the length of ;u is at least 2r, so :u is well defined. Assuming that ;u is
FIG. 9. The matrix in (b) is obtained by removing the outmost two subrows and subcolumns from
the spiral partition of the matrix in (a). The removed part is the chunk in (c).
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represented by the descriptor ( p, q, i, j), corresponding to ai, j[ p : q], then :u is
represented by the descriptor ( p, p+2r&1&1, i, j). Let M:u=Ai, j, p+2r&1 be the
encapsulating matrix of that chunk. Notice that M:u has Ai, j, p&1 ‘‘in its center.’’
Moreover, using (D5) and (D6) of the definition of D(r) and the correspondence
between macro strings and matrices, one can show that ai, j[ p : p+2r&1] corre-
sponds to the ‘‘outermost’’ 2r&1 subrows and subcolumns in the spiral partition of
M:u . By an analogous reasoning, one can show that the locus of ai, j[1 : p&1] (the
macro string corresponding to Ai, j, p&1) is w, the parent of u. Using such facts, one
can prove (see Giancarlo and Grossi, 1993) that:
Lemma 6.2. Given two distinct nodes u and v of D(r), with u, v{ROOT, we have
M:u=M:v if and only if :u=:v and u and v are in the same nest, i.e., u#v.
Now it is easy to divide the nodes of each nest in D(r) into equivalence classes.
For each u # D(r), we locate its encapsulating matrix M:u . That can be done in
constant time (we omit the details). Let H be the set of matrices so obtained. Now,
partition H into equivalence classes, where equal matrices are in the same class.
(How to obtain that partition has already been discussed in Section 4. However,
notice that the set Q on which we apply the query procedure of NOD has car-
dinality O(N).) Finally, group together nodes corresponding to matrices in H that
are equal.
Lemma 6.3. Algorithm IR transforms D(r) into D(r&1) in O(N) time.
Proof. Correctness can be easily proved using Lemmas 6.1 and 6.2. Substeps R2
and R3 can be implemented to take O(N) time. As for the time analysis of Substep
R1, there are at most O(N) nodes in D(r). So there are at most O(N) encapsulating
matrices. Such occurrences can be computed in overall O(N) time. By Lemma 5.4,
it takes O(N) time to assign names to matrices in Q. The remainder of the partition
of nodes into equivalence classes is basically a lexicographic sorting of O(N)
tuples. K
7. CORRECTNESS AND TIME ANALYSIS OF
THE CONSTRUCTION OF THE INDEX IA
Theorem 7.1. Given an n_n matrix A, the PAT tree IA for A can be built in
O(N log n) time and O(N) space.
Proof. The correctness of our approach can be proved by induction. Indeed, the
base (construction of D(log n)) holds and Lemma 6.1 provides the inductive step. The
correctness of the implementation of the substeps of IR has been addressed in
Section 6.2. As for the time analysis, the first phase of the algorithm takes
O(N log n) time (by Theorem 5.3). As for the refining phase, we have log n+1
refinements, each of which takes O(N) time by Lemma 6.3. Moreover, the initial
tree can be built in O(N) time. K
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8. GENERALIZATIONS TO OTHER LINEAR REPRESENTATIONS
Despite their simplicity, our terminology and algorithms find application in a
wide family of linear representations for matrices, besides spiral macro strings,
which are well suited to defining index data structures for matrices. That family can
be derived from the notions introduced in Section 2.1. Indeed, consider an n_n
matrix A and an arbitrary string of shapes T[1 : n] such that T[1]=IN. Again,
T[1 : n] gives a partition of A (see Fig. 10 for two examples). Based upon such a
partition, we can construct a linear representation of A, in the form of a macro
string a, as follows. For 1sn, note that T[s] ‘‘covers’’ exactly one subrow and
subcolumn of A in the partition of A with respect to T (see Fig. 10). For 1sn,
let a1 , ..., a2s&1 be the entries of A in the subrow and subcolumn of A covered by
shape T[s], in clockwise order. For 1sn, let ?2s&1 be a permutation of the
integers [1, ..., 2s&1] and let bs be the string a?2s&1(1)a?2s&1(2) } } } a?2s&1(2s&1) .
Moreover, let 6[1 : n] be an array such that 6[s]=?2s&1 . A linear representation
of A obtained with respect to the template T and the permutation array 6 is given
by b1 b2 } } } bn . An example is given in Fig. 3d, where we have chosen the string
of shapes of Fig. 2 and ?2s&1 as the identity permutation, 1sn. Since each bi
can be seen as a macro character, the linear representation a=b1 b2 } } } bn is a macro
string.
Once we have fixed T[1 : n] and 6[1 : n], we can define an index for matrix A
in the same way we have defined it for spiral macro strings in Section 2.2. Indeed,
A8 is as in that section and the ‘‘procedure’’ on how to choose the matrices Ai, j ,
for 1i, jn, is also the one given in that section. However, the representation of
Ai, j as a macro string ai, j is obtained by permuting the characters as prescribed by
6[1 : n]. The definition of index IA for A and with respect to T and 6 is, once
again, the one we have given for the PAT-tree in Section 2.2 Notice that T and 6
give a concise description of the index to be built.
Since there are 4n&1 distinct strings T of shapes of length n, we can associate
with each T a type of index, the one obtained by using T in the selection of the
matrices Ai, j . Now, given the type of index specified by T, we have 6ni=1 (2i&1)!
FIG. 10. (a) A string of shapes of length 5 and a partition of a 5_5 matrix corresponding to it. Such
a partition corresponds to the linear representation introduced in Giancarlo (1995) and, independently,
in Amir and Farach (1992) and Storer (1996). (b) Another admissible partition.
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indices for that type since we have that many permutation arrays 6. Those indices
have the same tree structure, i.e., they are isomorphic, as we now outline. Indeed,
first notice that the choice of the matrices Ai, j depends only on T[1 : n]. Now,
consider two chosen matrices Ai, j and Ai $, j $ and let ai, j , ai $, j $ be the macro strings
corresponding to them with respect to T[1 : n] and 6[1 : n]. Moreover, let a^i, j ,
a^i $, j $ also be macro strings corresponding to them, obtained with T[1 : n], but
with a different permutation array 6 [1 : n]. We have that ai, j[k]{ai $, j $[k] if and
only if a^i, j[k]{a^i $, j $[k]. Using such a fact, one can obtain a one-to-one corre-
spondence between the nodes of the index obtained from the ai, j ’s and the one
obtained from the a^i, j ’s.
Given T and 6, the only adjustment that needs to be done to the algorithms
presented in Sections 4, 5, and 6 is the following. We need to precompute some
information so that we can recover in constant time the starting points in A8 of
each macro character in a chunk, given the descriptor of the chunk. That informa-
tion is also useful in identifying, in constant time, the starting points of encap-
sulating matrices in the refinement step. The needed information can be computed
in O(n) time (the details are omitted). Moreover, the definition of Ai, j, p reported
in Section 6.2 becomes: It is the submatrix obtained from Ai, j by removing from it
the last n& p subrows and subcolumns covered by the partition of that matrix
obtained from T[ p+1 : n].
The algorithms for statistics and on-line pattern matching are exactly the ones
reported in Section 3. For instance, for on-line pattern matching, the preprocessing
is as in Section 3, i.e., Key(v) is defined as in that section. As for the identification
of the occurrences of PAT in A, we search for the extended locus of the macro
string pat, where now pat is obtained from the same linear representation used to
store the Ai, j ’s.
9. CONCLUDING REMARKS AND FURTHER RESEARCH
We have shown how to build the Pat Tree IA for an n_n matrix A in O(N log n)
time, where N=n2. We have also discussed some applications of that data structure
to on-line pattern matching and to problems related to the gathering of statistical
information about the matrix A. Moreover, we have outlined how to define and build,
with one algorithm, an exponential number of index data structures for matrices.
As already pointed out, our construction is optimal for an unbounded alphabet
7 (under the mild assumption that we want an O(log c(v)) branching time out of
each node v in IA , where c(v) denotes the number of offspring of v).
It would be interesting to improve the time performance of our algorithm to
O(N log min(n, |7| )), for an arbitrary alphabet 7, as for the construction of the
classical suffix tree (McCreight, 1976). When |7|=O(1), an optimal O(N) expected
time algorithm is presented in Giancarlo and Grossi (1995), but no worst case
linear time algorithm is known. It would be also interesting to extend our work to
other linear representations of square matrices (e.g., row or column major order),
or to make our implementation of the Karp et al. naming scheme work in
O(N log min(n, |7| )) time, still using O(N) space.
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