Currently, there are a lot of e-learning and collaborative platforms to support distance and collaborative learning, however, all of them were designed just like an application without considering the network infrastructure below. Under these circumstances when the platform is installed and runs in a campus, sometimes it has very poor performance. This paper presents a network and data link layer infrastructure design that classifies and prioritizes the voice and video traffic in order to improve the performance and QoS of the collaborative systems applications. This infrastructure has been designed taking in consideration a typical network of a university campus, so that in this way it can be implemented in any campus. After making the design we have made some tests in a laboratory network demonstrating that our design improves 70-130% the performance of these real time collaborative systems which transmit voice and video.
Because synchronous communication is the most difficult to implement [7] , we need to provide a designed framework to manage the data flow in order to guarantee the QoS independently of the data type.
Video and Voice Requirements
The audio/video information within a videoconference is segmented into chunks by the application, encoded and compressed, put into a series of data packets and sent over the network to the remote end at basically constant intervals [8] . The data packets may arrive at their destination at slightly varying times, and possibly out of order. In order to keep the "real time" impression, the packets must arrive on time and in time to be re-ordered for delivery through the videoconferencing terminal.
An efficient solution for solving the previously mentioned issues involves the use of policies to identify, mark and prioritize traffic in order to preserve the required bandwidth and latency that the application demands. After satisfying these requirements, the packet loss and jitter levels should be kept to a minimum so the end user experience receives the best available quality. These considerations apply to delay sensitive traffic, such as voice over IP [9] .
In this work we are considering that the network of the Autonomous System (AS) where the designed infrastructure is going to be implemented has enough bandwidth for voice and video traffic. We will focus on creating a configuration to minimize the packet loss, latency and jitter for videoconference traffic.
General Model for Traffic Prioritization
Traffic should always follow a prioritization scheme in order to guarantee specific bandwidth requirements from real time communications. This scheme can be represented in the form of a general model which applies to all applications with special conditions (such as maximum delay) to be met. This model is represented in Figure 1 .
After receiving the traffic through the incoming interface, the first step would be to mark the incoming frames/packets according to our needs. This should be done using a different traffic class for every kind of traffic with different needs. A common practice is to classify voice and video in its own class, away from any other type.
Next, the traffic should be ready to be classified according to our own requirements. Delay sensitive data should receive a special treatment to avoid delay at all costs. Any other data should be considered as delay tolerant and further processed in order to provide the bandwidth only to those applications that do really need it.
The most important traffic class should receive a strict priority using Low Latency Queuing (LLQ). LLQ allows traffic to skip directly to the output interface, reducing its processing time. By specifying a reasonable amount of the total bandwidth, we will be guaranteeing the required resources for this traffic type.
The rest of the classes must go through WRED congestion avoidance mechanisms and queuing (see figure 1 ). This process would divide the remaining bandwidth according to the policies configured for each data class. Once all conditions are met and all policies are applied, the now marked and prioritized traffic is sent through the router's outgoing interface to its destination. Now that we have shown the general model, we will describe in detail what we propose to improve the performance in each layer of our model.
Improving Data Link Layer
To improve the performance of the network at layer 2, we need to configure the operation mode and traffic prioritization of the switches at the data link layer.
Switch Mode Operation
How a frame is switched from the source port to its destination is a trade off between latency and reliability. A switch can start to transfer the frame as soon as the destination MAC address is received. This is called cut-through and results in the lowest latency through the switch. No error checking is available, but considering the application, it is more important to transfer frames faster than to lose some frames.
Traffic Prioritization with 802.1p
If VLANs are used inside our network and traffic is sent among users of the same VLAN, the traffic will never go past layer 2. For this reason, we need to add layer 2 priorities to our designed infrastructure.
The IEEE 802.1p is an extension of the IEEE 802.1Q (VLANs tagging) standard. The VLAN tag has two parts: VLAN ID (12-bit) and Prioritization (3-bit). The prioritization field was not defined in the 802.1Q, but is defined in 802.1p. VLAN frame tagging is an approach that has been specifically developed for switched communications and gives the possibility of using the prioritization field.
The 802.1p standard also offers provisions to filter multicast traffic to ensure it does not proliferate over layer 2-switched networks. The 802.1p header includes a three-bit field for prioritization, which allows packets to be grouped into various traffic classes. It can also be defined as best-effort QoS (Quality of Service) or CoS (Class of Service) at Layer 2 and can be implemented in network adapters and switches without involving any reservation setup. 802.1p traffic is simply classified and sent to the destination; no bandwidth reservations are established. IEEE 802.1p establishes eight levels of priority. The highest priority is seven, which might go to network-critical traffic like Open Shortest Path First (OSPF) table updates. Values five and six may be used for delay-sensitive applications such as interactive video and voice. Data classes four through one range from controlled-load applications such as streaming multimedia and business-critical traffic -carrying SAP data, for instance -down to "loss eligible" traffic. The zero value is used as a besteffort default, invoked automatically when no other value has been set.
Using the described datagram fields will create a faster infrastructure in the data link layer. This is sometimes described as "layer 2 quality of service".
Improving Network Layer
When willing to provide QoS for traffic that will flow outside our LAN, we need to specify layer 3 priorities to obtain the desired latency and bandwidth.
QoS refers to both class of service (CoS) and type of service (ToS). The basic goal of these is to guarantee specific bandwidth and latency for a particular application [10] . To achieve this, we use the Differentiated Services Codepoint (DSCP) or the IP Precedence field in the packet header. These values provide the necessary marking as suggested by the first step of our general model ( Figure 1 ) for layer 3 traffic.
DSCP is composed by the first six bits in the ToS byte, while the IP Precedence is created with the first three bits in the ToS value. The IP Precedence value is actually part of the IP DSCP value, so both values can not be set simultaneously. If both values are set simultaneously, the DSCP value overwrites the IP precedence one.
The marking of traffic at layers 2 or 3 is crucial to providing QoS within a network. We suggest deciding at which layer to mark after considering the following:
• Layer 2 marking can be performed for non IP traffic. This is the only option available for non IP aware switches.
• Layer 3 marking will carry the QoS information end-to-end.
We propose to use both DSCP to mark packets and use CoS to mark frames to allow layer 2 devices to provide the QoS requirements of frames at the data link layer.
A mapping between layer two CoS and layer three QoS (DSCP) is possible, as presented by Ubik [11] However, since we are just trying to improve QoS inside our Autonomous System, we will only propose tools associated with the network edge.
After completing the marking stage, classification will be needed to create different classes of traffic with different priorities.
Low Bandwidth WAN Circuits
If any low speed connections exist in the network, and a high portion of the traffic is RTP, the most proper protocol to use is the Compressed Real Time Transport Protocol (cRTP) which reduces the consumed bandwidth by compressing the IP/RTP/UDP headers.
With cRTP the required bandwidth for a G729A VoIP call is reduced to approximately 50%. In this way, it is possible to double the amount of simultaneous calls in one link. cRTP is not required to ensure good voice quality, but rather a feature that reduces bandwidth consumption. cRTP must be configured on both ends of the link.
By default with G.729, two 10-ms speech samples are put into one frame [12] . This creates a packet every 20 ms, so a VoIP packet can be transmitted every 20 ms.
Blocking directly affects the delay budget, so it is always desirable to keep the blocking delay at 80 percent of your total voice packet size. So in our case we have a 20 ms seconds packet so the maximum blocking delay must be 16 ms. Now, we need to determinate the exact packet fragmentation size for the links we could have in our collaborative environment with the following algorithm:
WAN bandwidth x blocking delay = fragment size in bits
The low bandwidth circuits that we could support are a dial up 56Kbps link or ADSL 256Kbps link, so applying the last algorithm we have: As we can see, in the low bandwidth WAN link is it necessary to fragment the packets to 128 or 64 bytes for the dial up connection and to 512 bytes to the ADSL connection.
In order to fragment the packets we can use FRF.12 if we have a frame-relay interface, if we have interfaces that can run PPP, MCML is recommended otherwise we should use IP MTU, even though this last tool can cause many problems since the receiving station's overall performance is affected. MCML PPP still requires fragments to be classified by IP Precedence, and to be queued by WFQ.
For RTP traffic prioritizing at layer 3 over normal bandwidth WAN circuits, our general model proposes the use of Low Latency Queuing (LLQ) to give absolute priority to voice and video traffic over any other traffic over an interface.
Low Latency Queuing and Congestion Avoidance Techniques
Low latency queuing (LLQ) was designed for realtime applications. It brings strict Priority Queuing (PQ) to Class Based Weighted Fair Queuing (CBWFQ). Strict PQ allows delay-sensitive data to be sent directly through the outgoing interface [13] before packets in other queues are sent (as shown in Figure 1 ). Without LLQ, CBWFQ provides WFQ based on defined classes with no strict priority queue available for real-time traffic. For CBWFQ, all packets are serviced fairly based on weight and no class of packets may be granted strict priority. This scheme poses problems for voice traffic that is largely delay intolerant. LLQ provides strict priority queuing for CBWFQ, reducing jitter in voice conversations.
When LLQ is not possible to configure, CBWFQ is the best solution, since we can create a specific class and then assign a specific bandwidth that will be enough to guarantee the QoS of the voice traffic.
We propose (see figure 1 ) to include a congestion avoidance technique for remaining traffic, Weighted Random Early Detection (WRED) with CBWFQ. WRED selectively drops packets according to its importance (packets of lower priority are dropped more than the ones from high priority).
Experiments and Results
The aim of this section is to show the performance improvement that a real AS LAN will have after the above described procedures are followed.
First, we will deploy a network infrastructure using a default configuration (without any kind of priority neither for voice nor video traffic). After that, routers and switches will be configured with the proposed model. We will compare results to determine the level of performance improvement obtained with the proposed design.
The proposed network topology that represent an AS consists on 3 Catalyst 2600 series routers connected through their serial interfaces configured at a 2 Mb/s link speed (simulating an E1 connection). Each of the edge routers will be connected through their Fast Ethernet interface with a Catalyst 2900 series switch. Each of these switches connects to one more switch by using its Gigabit Ethernet trunk interfaces. Finally, the hubs and hosts are connected into these, just as it is pointed out in Figure 2 . For each tested scenario we will measure the packet loss, delay and jitter, while testing the data link and network layer. The routers were configured following a single area OSPF scheme. 802.1q was used on the Fast Ethernet interfaces to support the VLAN tagging of the switches
The used IP addresses were as follows: Vigo videoconference equipment will be used in each end point of the network, while having other hosts generating traffic from protocols like ftp and http. Other computers will use special software to flood the network with random packets to simulate a real scenario. The test for each scenario consists on keeping a videoconference open between two end points of the network while there is a heavy traffic. We will perform the test of each scenario with and without voice and video priority configurations so that we can measure the improvement percentage.
By recreating a videoconference enabled scenario while also simulating normal network traffic, our testing environment comes very close in terms of reality and thus gives us a much better perception of what would the QoS performance benefit be when applied into a real world case, such as an university campus.
Endpoints Inside the Same Network -Layer 2 Priority
The first and simplest scenario describes the typical switched LAN created only by switches. In our simulation, 2 Cisco Catalyst 2950 switches were connected through their Gigabit Ethernet trunk interfaces. For testing, one 3Com 10/100 hub was connected at the Fa0/1 of each of the switches, while also using a traffic generator laptop plugged into the Fa0/2 port of each switch. Both a Vigo videoconference laptop and the sniffer laptop were connected to each of the hubs. The two sniffer cards were inside the same laptop, and each card was connected to a different hub.
A videoconference was established between the 2 Vigo enabled laptops while also injecting traffic from the laptops connected through the Fa0/2 port. All traffic between switches was exchanged through the Gigabit Ethernet trunk interfaces.
The tests ran in our simulated network showed up some slight improvements after applying QoS at layer 2. The improvements were small due to the fact that our layer 2 equipment is able to switch great amounts of data in a very short time, thanks to its 100/1000 Ethernet interfaces. This points out that our attention should be focused into improving layer 3 prioritization which covers our network full AS.
Endpoints in Different Networks -Layer 3 Priority
In this scenario, the end points are located in different networks, so the traffic will have to go through the router's serial interfaces. In this way we will just evaluate the layer 3 priority. The used network topology can be observed at Figure 2 . The sniffer has two cards, each one is connected to a different network.
For this scheme, there are 2 types of router configurations that should be noted. We will refer to them as the edge and the middle routers, being the edge routers the ones that are directly connected to the switches and the middle routers the ones that only use their serial links to communicate the rest of the routers between themselves.
The configuration used for the edge routers were as follows:
Router(config)#class-map match-any VOICE-VIDEO Router(config-cmap)# match protocol rtp audio Router(config-cmap)# match protocol rtp video
The creation of the VOICE-VIDEO class identifies the RTP traffic commonly used in videoconference.
Router(config-cmap)# class-map match-any HTTP-FTP Router(config-cmap)# match protocol ftp Router(config-cmap)# match protocol http
The HTTP-FTP class identifies the traffic we will be using as a 2nd priority. In our tests, our injected traffic is of this kind, so we provide a specific class for it to ensure the router responds as we request.
The VOICE-VIDEO policy gives special treatment to each traffic class specified previously. We define a strict 50% traffic priority to all the data matched by our VOICE-VIDEO class. From the remaining bandwidth we chose to give 70% (35% from the total absolute bandwidth) for HTTP and FTP traffic, while giving the rest of the bandwidth to any other kind of traffic not previously defined.
For each of the edge routers, we applied our policies VOICE-VIDEO and MARK-ING to the corresponding interfaces. For R1:
The configurations for the middle router differ from the edge ones, so it doesn't require any marking because R1 and R3 (the edge routers) are doing all the marking themselves. The extra configuration required for the middle router R2 to work was:
R2(config)# class-map match-any VOICE-VIDEO R2(config-cmap)# match ip dscp af41
The edge routers MARKING policy already set the dscp to af41, so the middle routers can trust this value and only compare the incoming packets against this.
The only difference between the middle and edge routers is the MARKING policy. The VOICE-VIDEO policy remains the same, so the only missing thing is to apply the policy to an interface.
Finally, we apply the policy to our serial interfaces. In contrast to the edge routers, the same service policy needs to be applied to both serial interfaces. Since we don't process nor do any marking from incoming traffic, we do only need to specify the prioritization for the data already marked.
The edge router marks the header and the middle routers are dedicated to give a preferential or deferential treatment to the marked packets with a given DSCP field [14] . By following the previous steps, we will be successfully marking and prioritizing our traffic through all of our routers. It is important to note that the policies must remain equal through all routers to maintain consistency.
After applying this configuration, the sniffer laptop was set to capture and measure the time differences for a 1-way throughput. The following table shows the differences when applying the commands shown above: During the tests there were no lost packets at all and, as shown, there is a remarkable improvement in both voice and video (131.88% and 76.61% respectively) after applying the QoS settings. We should keep in mind that these results were obtained on a simulated network where lots of traffic was being injected into the Fast Ethernet interfaces to flow through the serial link, thus forcing the router to apply the prioritization. Under higher data load, the benefits margin would have been even bigger.
Conclusions
In this paper we proposed a general guide for enabling QoS inside an autonomous system composed by several routers and switches in order to provide a more suitable environment for real time traffic used in videoconference. The two created scenarios for simulation of layer 2 and layer 3 infrastructures show up benefits from the implementation of QoS in their policies.
Even though we prioritize the voice and video traffic in our experiments, this model can be applied to any kind of traffic required in collaborative systems.
After running the tests, it's easy to notice the difference between a network with QoS enabled and one without it. The video in both edges appears smoother and the audio is not chopped, no matter what the load in the routers is, as long as the specified priority in the policy maps is enough to handle the video conference demand.
When talking about the urgency to implement QoS at layer 2, we do know that this is not so relevant to keep a good quality conference, since layer 2 only involves devices directly attached into our own switched network, thus providing a connection which depends only on our local hardware, usually Fast Ethernet devices. Having a Fast Ethernet switched network provides enough bandwidth for all the devices connected to it, so QoS is not so important as long as the link speed remains constant.
However, when dealing with layer 3, many considerations are required since we can not control the traffic coming from other sources. We must follow the proposed model in order to prioritize the outgoing/incoming traffic to assure that the most important data keeps flowing smoothly without congestions. Inside an AS, this paper provides the required steps to enable QoS in both incoming and outgoing traffic.
The obtained results show the type of improvement which will be obtained in the target AS where these settings are applied (up to 131%). This AS refers to the final network where our collaborative system could be connected, enhancing the quality of their communications while allowing for total control of the traffic flowing through it.
By using a scenario recreating real traffic with the use of TCP, UDP and ICMP traffic, our tests come close to reality, demonstrating that our general model can be successfully applied into a real world scenario while obtaining similar benefits.
With this model, we can guarantee an optimal performance inside the AS, translating into a direct benefit to the network where the collaborative systems are set down.
