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a b s t r a c t
This paper is concerned with global asymptotic stability of a class of reaction–diffusion
stochastic Bi-directional Associative Memory (BAM) neural networks with discrete and
distributed delays. Based on suitable assumptions, we apply the linear matrix inequality
(LMI) method to propose some new sufficient stability conditions for reaction–diffusion
stochastic BAM neural networks with discrete and distributed delays. The obtained results
are easy to check and improve upon the existing stability results. An example is also given
to demonstrate the effectiveness of the obtained results.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, dynamics of neural networks have been widely studied due to their extensive applications in aerospace,
defense, robotic, telecommunications, signal processing, pattern recognition, static image processing, associative memory
and combinatorial optimization [1]. During the implementation of artificial neural networks, time delays often arise in the
processing of information storage and transmission. Some of these applications require the equilibrium points of designed
networks to be stable; see for example [2] and the references therein. Furthermore, time delay is frequently a source of
oscillation, divergence, or even instability and deterioration of neural networks. The stability analysis issue for RNNs with
time delays has been an attractive subject of research in the past few years. The time delays under consideration can be
classified into various aspects such as constant delays, time varying delays, distributed delays etc. Several sufficient condi-
tions either delay dependent or delay independent have been proposed to guarantee the globally asymptotic or exponential
stability for RNNs with delays (see, [3–6]). However, in a real system, time delay often exists in a random form. Practically,
the stochastic phenomenon usually appears in the electrical circuit design of neural networks [1]. In real nervous systems,
synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and other
probabilistic causes, as stated in [7–13]. Recently, the stability of discrete neural networks and discrete stochastic neural
networks with probability-distribution delay and time varying delays are widely investigated by several authors [14–21].
The stability theories of RNNs including cellular neural networks and Hopfield neural networks are very important in
the study of associative content—addressable memories, pattern recognition and optimization. A special class of RNNs that
can store bipolar vector pairs is called BAM. The BAM neural network model has been first introduced by Kosko (see, e.g.,
[22–24]). The neurons in one layer are fully interconnected to the neurons in the other layer, while there are no
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interconnections among the neurons in the same layers. A class of two layers hetero-associative networks called BAM
networks with and without axonal signal transmission delays have been studied in [25,26]. Recently, some sufficient
conditions have been obtained for global asymptotic stability of delayed BAMneural networks. In 2003, Cao [27] had derived
new sufficient conditions for the global asymptotic stability and existence of the equilibrium for BAM neural networks with
axonal signal transmission delay by using Lyapunov functional method.
Diffusion effect cannot be avoided in neural networks when electrons are moving in asymmetric electromagnetic fields.
So it ismost important to consider that the activation vary in space aswell as in time. Recently several authors [28–30,38,39]
have considered the stability of neural networks with reaction–diffusion terms, which are expressed by partial differential
equations. The function of actual delayed systems are influenced by unknown disturbances, which may be regarded as
stochastic. In order to fix these problems involving reaction–diffusion terms, the systemdynamics are suitably approximated
by a stochastic linear or non-linear delayed system. Thus, stochastic delay neural networks have their own characteristic
and it is desirable to obtain stability criteria that make full use of these characteristics. To the best of author’s knowledge,
the LMI based stability criterion for global asymptotic stability for reaction–diffusion stochastic BAM neural networks with
discrete and distributed delays has not been studied yet, which is very important in both theories and applications. It is also
a very challenging problem.
Motivated by the above discussions, in this paper, we are investigating global asymptotic stability for reaction–diffusion
stochastic BAM neural networks with discrete and distributed delays. We have given a new criteria to prove global
asymptotic stability for reaction–diffusion stochastic BAM neural networks with discrete and distributed delays by
constructing Lyapunov–Krasovskii functional in terms of LMI. The main advantage of the LMI based approaches is that
the LMI stability conditions can be solved numerically using MATLAB LMI toolbox [31] which implements the state of art
interior-point algorithms [32]. Numerical example is given to illustrate the effectiveness and less conservativeness of the
proposed system.
2. Model descriptions
In this paper, we consider the following model
∂ui(t, x)
∂t
=
l∑
k=1
∂
∂xk
(
Dik
∂ui
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(1)
for i ∈ {1, 2, 3, . . . ,m}, j ∈ {1, 2, 3, . . . , n}, t > 0 where x = (x1, x2, x3, . . . , xl) ∈ S ⊂ Rl, S is a bounded compact set
with smooth boundary ∂S and mes S > 0 in space Rl. Further u = (u1, u2, . . . , um)T ∈ Rm, v = (v1, v2, . . . , vn)T ∈ Rn.
ui(t, x) and vj(t, x) are the state of the ith neuron and the jth neuron at time t and in space x, respectively. fi and gj denote
the signal functions of the ith neuron and the jth neuron at time t and in space x, respectively. Ii and Jj denote the external
inputs on the ith neuron and the jth neuron, respectively. ci > 0 and ej > 0 denote the rate with which the ith neuron
and the jth neuron will reset their potential to the resting state in isolation when disconnected from the networks and the
external inputs, respectively. wji, w∗ji , hij, h
∗
ij denote the connection weights. Smooth functions Dik = Dik(t, x, u) ≥ 0 and
D∗jk = D∗jk(x, t, v) ≥ 0 denote correspond to the transmission–diffusion operators along the ith neuron and the jth neuron,
respectively. τ(t) and ρ(t) denote discrete transmission delays satisfying 0 ≤ τ(t) ≤ τ and 0 ≤ ρ(t) ≤ ρ, respectively.
τ˙ (t) and ρ˙(t) are the derivative of τ(t) and ρ(t) respectively with max(τ˙ (t)) = η and max (ρ˙(t)) = γ .
The boundary conditions and initial conditions are given by
∂ui
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∂ui
∂x1
,
∂ui
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, . . . ,
∂ui
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)T
= 0, i = 1, 2, . . . ,m,
∂vj
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=
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∂vj
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,
∂vj
∂x2
, . . . ,
∂vj
∂xl
)T
= 0, j = 1, 2, . . . , n
 (2)
and
ui(s, x) = φui(s, x), s(−τ , 0] i = 1, 2, . . . ,m,
vj(s, x) = φvj(s, x), s(−ρ, 0] j = 1, 2, . . . , n
}
(3)
where φui(s, x), φvj(s, x) (i = 1, 2, . . . ,m, j = 1, 2, . . . , n) are given bounded and continuous functions.
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We assume that the activation functions and delay kernel functions satisfy the following properties:
(H1) The neuron activation functions fi and gj are bounded and Lipschitz continuous, that is, there exist constants Li > 0
and Fj > 0 such that
|gj(ξ1)− gj(ξ2)| ≤ Fj|ξ1 − ξ2|
|fi(ξ1)− fi(ξ2)| ≤ Li|ξ1 − ξ2|
for all ξ1, ξ2 ∈ R.
(H2) The delay kernels Kji,Nij : [0,∞) → [0,∞) (i = 1, 2, . . . ,m and j = 1, 2, . . . , n) are real-valued non-negative
continuous functions that satisfy the following conditions (see [33])
(i)
∫∞
0 Kji(s)ds =
∫∞
0 Nij(s)ds = 1,
(ii)
∫∞
0 sKji(s)ds <∞,
∫∞
0 sNij(s)ds <∞,
(iii) there exists a positive number µ such that∫ ∞
0
seµsKji(s)ds <∞,
∫ ∞
0
seµsNij(s)ds <∞.
For the purpose of simplicity, using the delay kernels we rewrite Eq. (1) as follows:
∂u
∂t
= ∇ · (D(t, x, u) ◦ ∇u)− Cu(t, x)+W0g(v((t − τ(t)), x))+W1g(v(t, x))+ I
∂v
∂t
= ∇ · (D∗(t, x, v) ◦ ∇v)− Ev(t, x)+ H0f (u((t − ρ(t)), x))+ H1f (u(t, x))+ J.
 (4)
The boundary conditions and initial conditions are given by
∂u
∂n
= 0,
∂v
∂n
= 0
 (5)
and
u(s, x) = φu(s, x), s(−τ , 0],
v(s, x) = φv(s, x), s(−ρ, 0]
}
(6)
where φu(s, x), φv(s, x) are bounded and continuous functions. Further for i = 1, 2, . . . ,m, j = 1, 2, . . . , n,we have
D(t, x, u) = (Dik(t, x, u))m×l, D∗(t, x, u) = (D∗jk(t, x, u))n×l,
u(t, x) = (u1(t, x), u2(t, x), u3(t, x), . . . , um(t, x))T ,
v(t, x) = (v1(t, x), v2(t, x), v3(t, x), . . . , vn(t, x))T ,
∇u = (∇u1,∇u2, . . . ,∇um)T , ∇v = (∇v1,∇v2, . . . ,∇vn)T ,
∇ui =
(
∂ui
∂x1
,
∂ui
∂x2
, . . . ,
∂ui
∂xl
)
, ∇vj =
(
∂vj
∂x1
,
∂vj
∂x2
, . . . ,
∂vj
∂xl
)
,
C = (ci), E = (ej), W0 = (wji)n×m, W1 = (w∗ji)n×m,
H0 = (hij)m×n, H1 = (h∗ij)m×n
(D ◦ ∇u) =
(
Dik
∂ui
∂xk
)
,
here ◦ denotes Hadamard product of matrix D and ∇u.
3. Preliminaries
In this section, we state some results and definitions that are needed to prove the main theorem.
Lemma 3.1 ([34]). If u(t, x) and v(t, x) are solutions of (4), then∫
S
uT (t, x)∇ · (D(t, x, u) ◦ ∇u(t, x))dx = −
∫
S
(D(t, x, u) · (∇u(t, x) ◦ ∇u(t, x)))Edx
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where
∇u ◦ ∇u = ((∇u1 ◦ ∇u1), . . . , (∇um ◦ ∇um))T ,
∇ui ◦ ∇ui =
((
∂ui
∂x1
)2
, . . . ,
(
∂ui
∂xl
)2)T
,
D · (∇u ◦ ∇u) = ((D1 · (∇u1 ◦ ∇u1)), . . . , (Dm · (∇um ◦ ∇um))),
D = (D1, . . . ,Dm)T , Di = (Di1, . . . ,Dil)T
and
E = (1, . . . , 1)T for (i = 1, 2, . . . ,m).
Further,∫
S
vT (t, x)∇ · (D∗(t, x, v) ◦ ∇v(t, x))dx = −
∫
S
(D∗(t, x, v) · (∇v(t, x) ◦ ∇v(t, x)))Edx
where
∇v ◦ ∇v = ((∇v1 ◦ ∇v1), . . . , (∇vn ◦ ∇vn))T ,
∇vj ◦ ∇vj =
((
∂vj
∂x1
)2
, . . . ,
(
∂vj
∂xl
)2)T
,
D∗ · (∇u ◦ ∇u) = ((D∗1 · (∇u1 ◦ ∇u1)), . . . , (D∗n · (∇un ◦ ∇un))),
D∗ = (D∗1, . . . ,D∗n)T , D∗i = (D∗i1, . . . ,D∗il)T
and
E = (1, . . . , 1)T for (j = 1, 2, . . . , n).
Lemma 3.2 ([35]). Let x and y be any n-dimensional real vectors and let P be an n × n positive semi-definite matrix. Then the
following matrix inequality holds
2xTPy ≤ xTPx+ yTPy.
Lemma 3.3 ([36]). For any constant matrix M > 0, any scalars a and b with a < b and the vector function x(t) : [a, b] → Rn
such that the following holds[∫ b
a
x(s)ds
]T
M
[∫ b
a
x(s)ds
]
≤ (b− a)
[∫ b
a
xT (s)Mx(s)ds
]
.
Definition 3.4. If ϕ ∈ C([0, r], R) is a strictly increasing function with ϕ(0) = 0, such a function ϕ is said to be class K
function. we denote ϕ ∈ K concisely.
Let u∗, v∗ be the equilibrium points of (4). For the purpose of simplicity, we can shift the intended equilibrium u∗, v∗ to
the origin by letting Z1 = u− u∗ and Z2 = v − v∗, then the system (4) can be transformed into
∂Z1
∂t
= ∇ · (D(t, x, Z1) ◦ ∇Z1)− CZ1(t, x)+W0g(Z2((t − τ(t)), x))+W1g(Z2(t, x))
∂Z2
∂t
= ∇ · (D∗(t, x, Z2) ◦ ∇Z2)− EZ2(t, x)+ H0f (Z1((t − ρ(t)), x))+ H1f (Z1(t, x))
 (7)
where
g(v(t, x))− g(v∗) = g(Z2(t, x)), g(v(t − τ(t), x))− g(v∗) = g(Z2(t − τ(t), x)),
f (u(t, x))− f (u∗) = f (Z1(t, x)) and f (u(t − ρ(t), x))− f (u∗) = f (Z1(t − ρ(t), x)).
For any x = (x1, x2, . . . , xn)T ∈ Rn, ‖x‖1 denotes 1-norm of x for any u(t, x) = (u1(t, x), u2(t, x), . . . , ul(t, x))T ∈ Rl, define
‖u(t, x)‖2 =
[∫
S
|u(t, x)|
] 1
2
.
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Now consider the following reaction–diffusion stochastic BAM neural networks with discrete and distributed delays
described by
dZ1 =
[
∇ · (D(t, x, Z1) ◦ ∇Z1)− CZ1(t, x)+W0g(Z2((t − τ(t)), x))
+W1g(Z2(t, x))
]
dt +
[
σ1(t, g(Z2(t, x)), g(Z2((t − τ(t)))))
]
dω(t)
dZ2 =
[
∇ · (D∗(t, x, Z2) ◦ ∇Z2)− EZ2(t, x)+ H0f (Z1((t − ρ(t)), x))
+H1f (Z1(t, x))
]
dt +
[
σ2(t, f (Z1(t, x)), f (Z1((t − ρ(t)))))
]
dω(t)

(8)
where ω(t) is anm-dimensional Brownian motion defined on (Ω,=t , ℘).
Based on the assumption (H1) we can easily derive the following
f T (Z1(t))f (Z1(t)) ≤ ZT1 (t)LT LZ1(t)
gT (Z2(t))g(Z2(t)) ≤ ZT2 (t)F T FZ2(t).
}
(9)
Finally to derive the stability criterion assume the following hypothesis
(H3)
tr[σ T1 P1σ1] ≤ gT (Z2(t, x))X0g(Z2(t, x))+ gT (Z2(t − τ(t)))X1g(Z2(t − τ(t)))
tr[σ T2 P2σ2] ≤ f T (Z1(t, x))X0f (Z1(t, x))+ f T (Z1(t − ρ(t)))X1f (Z2(t − ρ(t))).
In what follows, we use Zi(t, x) = Zi(t). Let C (1,2,2)(R+×Rn×Rn) denote the family of all non-negative functions V (t, Z1, Z2)
on R+ × Rn × Rn which are continuously twice differentiable in Z1, Z2 and once differentiable in t .
Lemma 3.5 ([37]). The trivial solution of stochastic BAM neural networks for simplified model of (8) given by
dZ = Φ(t, Z1(t), Z2(t))dt + Ψ (t, Z1(t), Z2(t))dω(t), t ∈ [0, t1]
Z1(t) = φ1(t), for every t ∈ [−τ , 0]
Z2(t) = φ2(t), for every t ∈ [−ρ, 0],
where Z = (Z1, Z2)T ,Φ : R+ × Rn × Rn → Rn and Ψ : R+ × Rn × Rn → Rn×m, is globally asymptotically stable in probability if
there exists a function V (t, Z1, Z2) ∈ R+ × Rn × Rn which is positive definite in the Lyapunov sense and satisfies
LV (t, Z1(t), Z2(t)) = ∂V
∂t
+ grad(V )Φ + 1
2
tr(Ψ TΨ )Hess(V ) < 0.
The matrix Hess(V ) is the Hessian matrix of second-order partial derivatives, where
Φ = (Φ1,Φ2)T , Ψ = (Ψ1,Ψ2)T ,
Φ1 = ∇ · (D(t, x, Z1) ◦ ∇Z1)− CZ1(t, x)+W0g(Z2((t − τ(t)), x))+W1g(Z2(t, x)),
Φ2 = ∇ · (D∗(t, x, Z2) ◦ ∇Z2)− EZ2(t, x)+ H0f (Z1((t − ρ(t)), x))+ H1f (Z1(t, x)),
Ψ1 = σ1(t, g(Z2(t, x))), g(Z2((t − τ(t))))
and
Ψ2 = σ2(t, f (Z1(t, x))), f (Z1((t − ρ(t)))).
The stability results are obtained by using the following theorem.
Theorem 3.6 ([39]). Assume that there is a positive function V (t, ξ) ∈ C (1,2)(R+ × Rn, R+) satisfying
(I) there exist ϕ1, ϕ2, ϕ3 ∈ K such that
ϕ1(|z1|S) ≤
∫
S
V (t, z1(t, x))dx ≤ ϕ2(|z1|S),
∫
S
LV (t, z1(t, x))dx ≤ −ϕ3(|z1|S)
holds for every (t, z1(t, x)) ∈ [t0,∞) × Sh, where z1(t, ·) ∈ Sh = {ξ : S → Rn|
∣∣∫
S ξ(x)
∣∣ < h}, and V (t, ξ) is radial
unbounded;
(II) V (t, ξ) is separated as to variables ξi (i ∈ N)
(III) ∂
2V (t,ξ)
∂ξ2i
≥ 0,
(IV)
∫
S LV (t, z1(t, x))dx ≤ 0 here
LV (t, ξ) = ∂V (t, ξ)
∂t
+ ∂V (t, ξ)
∂ξ
Φ + 1
2
trace
[
Ψ TΨ
]
Hess(V ).
Then, the trivial solution of system is globally asymptotically stable in probability.
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4. Main result
Theorem 4.1. Given positive definite matrices C,W0,W1,H0,H1, E and under conditions (H1)–(H3), the null solution to the
model (8) is the globally asymptotically stable on the norm ‖ · ‖ for given discrete and distributed delays τ(t) and ρ(t) satisfying
τ˙ (t) ≤ η < 1, ρ˙(t) ≤ γ < 1 provided there exist positive definite matrices Pk,Qk, Rk,Gk (k = 1, 2) such that the following LMI
holds
Ξ =

M11 0 0 0 0 0 0 0 0 0
∗ M22 0 0 0 0 0 0 0 0
∗ ∗ M33 0 0 0 0 0 0 0
∗ ∗ ∗ M44 0 0 0 0 0 0
∗ ∗ ∗ ∗ M55 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ M66 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ M77 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ M88 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ M99 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ M100

< 0 (10)
where
M11 = Q1 + R1ρ − P1C − CTPT1 + P1W0 + P1W1 + aLT L, M22 = −Q1(1− γ )
M33 = −R1
ρ
, M44 = Q2 + X0 + P2H1 − a, M55 = P2H0 − Q2(1− γ )+ X1,
M66 = G1 + R2τ − P2E − ETP2 + P2H0 + P2H1 + bF T F , M77 = −G1(1− η),
M88 = −R2
τ
, M99 = G2 + X0 + P1W1 − e, M100 = P1W0 − G2(1− η)+ X1.
Proof. Define the following Lyapunov–Krasovskii functional
V (t, Z1(t), Z2(t)) = V1(t, Z1(t), Z2(t))+ V2(t, Z1(t), Z2(t)) (11)
where
V1(t, Z1(t), Z2(t)) = ZT1 (t)P1Z1(t)+
∫ t
t−ρ(t)
ZT1 (s)Q1Z1(s)ds
+
∫ t
t−ρ(t)
f T (Z1(s))Q2f (Z1(s))ds+
∫ 0
−ρ(t)
∫ t
t+s
ZT1 (θ)R1Z1(θ)dθds
V2(t, Z1(t), Z2(t)) = ZT2 (t)P2Z2(t)+
∫ t
t−τ(t)
ZT2 (s)G1Z2(s)ds
+
∫ t
t−τ(t)
gT (Z2(s))G2f (Z2(s))ds+
∫ 0
−τ(t)
∫ t
t+s
ZT2 (θ)R2Z2(θ)dθds.
Based on Theorem 3.6, the stability results are going to be derived in the following steps for the constructed
Lyapunov–Krasovskii functional (11).
Step 1
Based on the Lyapunov–Krasovskii stability theorem (see page no. 12 in [2]) the condition (I) of Theorem 3.6 holds.
Step 2
As the Lyapunov–Krasovskii functional (11) is sum of V1 and V2 respectively involving the separate functions Z1(t) and
Z2(t), it is evident that the condition (II) of Theorem 3.6 holds.
Step 3
Differentiating twice partially the Lyapunov–Krasovskii functional (11) with respect to Z1 and Z2 respectively we have
∂2V
∂Z21
= P1 and ∂2V
∂Z22
= P2, in which P1 and P2 are positive definite matrices insisted in the statement of the Theorem 4.1.
Therefore the condition (III) of Theorem 3.6 holds.
Step 4
Using Itô formula, stochastic derivative of V along the trajectories of the model (8) is given by
LV (t, Z1(t), Z2(t)) = LV1(t, Z1(t), Z2(t))+LV2(t, Z1(t), Z2(t))
= ZT1 (t)Q1Z1(t)− ZT1 (t − ρ(t))Q1Z1(t − ρ(t))(1− ρ˙(t))
+ f T (Z1(t))Q2f (Z1(t))− f T (Z1(t − ρ(t)))Q2f (Z1(t − ρ(t)))
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× (1− ρ˙(t))+
∫ 0
−ρ(t)
ZT1 (t)R1Z1(t)ds−
∫ 0
−ρ(t)
ZT1 (t + s)R1Z1(t + s)ds
+ ZT2 (t)G1Z2(t)− ZT2 (t − τ(t))G1Z2(t − τ(t))(1− τ˙ (t))
+ gT (Z2(t))G2g(Z2(t))− gT (Z2(t − τ(t)))G2g(Z2(t − τ(t)))
× (1− τ˙ (t))+
∫ 0
−τ(t)
ZT2 (t)R1Z2(t)ds−
∫ 0
−τ(t)
ZT2 (t + s)R2Z2(t + s)ds
+ 2ZT1 P1Φ1(t, Z1(t), Z2(t))+ 2ZT2 P2Φ2(t, Z1(t), Z2(t))+
1
2
tr(Ψ T1 2P1Ψ1)+
1
2
tr(Ψ T2 2P2Ψ2).
Integrating the above on S with respect to x, subsequently applying (H2), (H3), Lemmas 3.1–3.3 and Eq. (9), we get∫
S
LV (t, Z1(t), Z2(t))dx ≤
∫
S
[
ZT1 (t)
[
Q1 + R1ρ − P1C − CTPT1 + P1W0 + P1W1 + aLT L
]
Z1(t)+ ZT1 (t − ρ(t))
×
[
−Q1(1− γ )
]
Z1(t − ρ(t))+
(∫ t
t−ρ(t)
Z1(s)ds
)T(−R1
ρ
)(∫ t
t−ρ(t)
Z1(s)ds
)
+ f T (Z1(t))
[
Q2 + P2H1 + X0 − a
]
f (Z1(t))+ f T (Z1(t − ρ(t)))
[
−Q2(1− η)+ P2H0 + X1
]
× f (Z1(t − ρ(t)))+ ZT2 (t)
[
G1 + R2τ − P2E − ETPT2 + P2H0 + P2H1 + bF T F
]
Z2(t)+ ZT2 (t − τ(t))
×
[
−G1(1− η)
]
Z2(t − τ(t))+
(∫ t
t−τ(t)
Z2(s)ds
)T(−R2
τ
)(∫ t
t−τ(t)
Z2(s)ds
)
+ gT (Z2(t))
[
G2 + P1W1 + X0 − b
]
× g(Z2(t))+ gT (Z2(t − τ(t)))
[
−G2(1− η)+ P1W0 + X1
]
g(Z2(t − τ(t)))
]
dx.
Now using (10), the above can be simplified into∫
S
LV (t, Z1(t), Z2(t))dx ≤
∫
S
NT (t)ΞN(t)dx < 0,
where
NT (t) = [ZT1 (t), ZT1 (t − ρ(t)),
(∫ t
t−ρ(t)
Z1(s)ds
)T
, f T (Z1(t)), f T (Z1(t − ρ(t)))
ZT2 (t), Z
T
2 (t − τ(t)),
(∫ t
t−τ(t)
Z2(s)ds
)T
, gT (Z2(t)), gT (Z2(t − τ(t)))].
This proves the final condition (IV) of Theorem 3.6.
Hence all conditions stated in Theorem 3.6 have been proved. Thus, the concerned reaction–diffusion stochastic BAM neural
networks with discrete and distributed delays (8) is globally asymptotically stable in probability (see page no. 11 in [2]).
This completes the proof. 
In the following section, we are given an example to illustrate the derived main result.
5. Example
Consider the model (8) with
C =
[
5.1 0
0 8.1
]
, E =
[
6.1 0
0 6.1
]
, W0 =
[
1.3333 −0.5
0.5 0.6667
]
,
W1 =
[
0.6667 −0.5
0.5 1.3333
]
, H0 =
[
0.3333 0.6667
1.3333 0.6667
]
, H1 =
[
0.6667 0.3333
0.6667 1.3333
]
.
Further to derive numerical simulation, let
Nij(t) = Kji(t) = te−t , i, j = 1, 2
p(ξ) = f1(ξ) = f2(ξ) = g1(ξ) = g2(ξ) = 0.5(|ξ + 1| − |ξ − 1|),
P. Balasubramaniam, C. Vidhya / Journal of Computational and Applied Mathematics 234 (2010) 3458–3466 3465
1 2 3 4 5 6 7 8 9
0
0.2
0.4
0.6
0.8
1
0 10
t/sec
Fig. 1. State curve.
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Fig. 2. Surface curve for Z1.
F = L = diag(1, 1),
X0, X1, X0, X1 = diag(0.01, 0.01)
ρ, τ = 0.5,
η, γ = 0.45.
By the above, it is clear that p satisfies the Lipschitz condition |p(ξ1)− p(ξ2)| 6 |ξ1 − ξ2|, for all ξ1, ξ2 ∈ R.
The following feasible solutions of the LMI (10) are obtained by using the MATLAB LMI toolbox [31].
P1 =
[
0.5085 −0.0191
−0.0191 0.5786
]
, P2 =
[
1.4433 −0.6732
−0.6732 0.5935
]
,
Q1 =
[
1.2648 −0.1003
−0.1003 2.8757
]
, Q2 =
[
0.3890 0.2758
0.2758 0.3832
]
,
R1 =
[
2.5580 −0.1986
−0.1986 5.7506
]
, R2 =
[
12.3718 −6.7991
−6.7991 3.7646
]
,
G1 =
[
6.2105 −3.4096
−3.4096 1.8942
]
, G2 =
[
1.4637 −0.0003
−0.0003 1.0008
]
.
The above result shows that all conditions stated in Theorem4.1 have been satisfied. Hence the reaction–diffusion stochastic
BAM neural networks is globally asymptotically stable in probability. 
The appropriate stable state trajectory is given in Fig. 1. The surface curves for Z1 and Z2 are respectively given by
Figs. 2 and 3.
6. Conclusion
In this paper, sufficient delay-dependent conditions have been derived for checking global asymptotic stability of
reaction–diffusion stochastic BAMneural networkswith discrete and distributed delays using suitable Lyapunov–Krasovskii
functional, inequality techniques and LMI. The designed reaction–diffusion stochastic BAM neural networks play an
important role in the design and applications.
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