The performance improvement compared with a fully connected Multi-Layer Perceptron is attributed to reduced confounding in the second stage of optimisation of the weights. The main limitation of the method is that it explicitly models only up to pairwise interactions. For many practical applications this will be optimal, but where that is not the case then this will be indicated by the performance difference compared to the original model.
remarkably powerful regression and classification models.
However, the extent of variation between differently initialized models of the same data has created uncertainty and risk concerning the reliability of the model predictions. Issues with inherent bias reflecting limitations of the data have denied practical exploitation even when this class of flexible models promised outstanding performance [3] . This paper addresses this major limitation with a constructive framework to represent the Multi-Layer Perceptron (MLP) as linear model of non-linear component functions whose interpretation is straightforward can be represented with a nomogram.
Recent research has focused on the propagation of information through multi-layer structures [4] . Yet, fundamental approaches to flexible interpretable models have a long history dating back to well-established linear methods that are still the preferred choice for many applications today. Their natural extension to General Additive Models (GAM) [3] is also well known and has been proposed as an accurate and computationally efficient method to develop explainable nonlinear algorithms [5] .
We propose a constructive and efficient method to build a flexible GAM from an MLP, allowing for pairwise interactions, without the need for additional modelling with splines, decision trees or other machine learning approaches. This involves the intermediate step of approximating the non-linear multivariate response of the hidden layer with functions of fewer variables, making use of univariate and bivariate partial responses. Strong regularisation followed by re-calibration ensures smoothness of the component functions.
In binary classification, the model output retains its strict probabilistic interpretation as an estimate of the posterior distribution of class membership. The resulting Partial Response Network (PRN) is interpretable, reproducible and, for many practical applications where high-order interactions may be treated as noise, matches or improves on the predictive accuracy and calibration of the original MLP.
The proposed method has straightforward extensions to other applications of the MLP including regression and mimic models of deep learning [6] .
II. METHOD
A natural quantity to infer is the logit of the posterior distribution. In the case of the MLP the logit can be interval estimated using the framework of Automatic Relevance Determination (ARD) [7] . With ARD regularisation, this has the additional benefit of shrinking the weights according to the influence of each variable, implementing soft variable selection. This is the choice of MLP implementation applied in this paper, although only the most probable outputs were used. The remaining of the methodology applies equally as well to the standard MLP trained by Back-Error Propagation (BEP).
Let us assume that all covariates are normalised to a median of zero. Details for each data set are explained in following sections. The Taylor expansion of the logit about the median of the data takes the form
where g() is the sigmoid function and ( ) = ∑ + are activation values. By setting subsets of variables at their medium values, it is straightforward to sum the infinite series for each individual variable and pair of variables to yield
where the orthogonal functions φk() are evaluated with all variables set to zero except for those with index k, and
The terms φk() consist of partial responses about the median point of the data. The above expansion trivially reduces to the exact logit of a bivariate MLP. For input dimensionality p>2 it captures every univariate term and pairwise interaction. However, the residual difference between the exact logit and the truncated series in (2) may be significant.
The proposed method is as follows: fig. 1 has exactly the same first layer weights and hidden node bias values as the original MLP, clearly limited to the particular variables required, which are a maximum of two. This means that the hidden layer representations that model non-linearities in the original model are preserved in the partial response network.
In order position the partial response network in the local minimum defined by the Lasso when it is applied to the partial responses, it is necessary to scale the output layer weights and bias term as follows:
2) Bivariate partial response
The bias term in the output node will be that of the Lasso added to the terms in (7) and (9). The partial response modules in fig. 1 trivially vanish when their inputs are all zeros. This ensures that the partial response for any individual or pair of variables is unaffected by the all of the other variables, as required. An interesting effect of this coding is that when only a bivariate interaction is identified by the Lasso, correct implementation of eq. (5) involves univariate modules, with the consequence that the second backpropagation step can potentially render the bivariate term insignificant and replace it with a univariate response. This is to be expected in cases where noise in the data may contaminate what should be a univariate response causing it to appear as an interaction term in the original MLP, which is removed when the noise is cleaned in modular network in fig. 1 .
The main limitation of the model is that non-linear coupling between the variables is limited to pairwise interactions. It is straightforward to extend the model to include interactions of any given order, albeit at the expense of increasing computational complexity since the number of partial responses grows combinatorially.
For pairwise interactions only, the number of partial responses is manageable using the group Lasso for logistic regression [8] as this is efficient for high dimensional problems and remains statistically consistent even when the number of predictors is much larger than sample size but with sparse underlying structure. This realises the overarching aim of the original Lasso [9] to determine a small subset of coefficients that exhibit the strongest effects.
The proposed method is similar to the approach sometimes taken to interpret non-linear models using partial responses. However, this is now framed within a constructive framework intended to replace the original opaque model with one that is completely transparent to the user.
III. DESCRIPTION OF THE DATA
The Partial Response Network and a further iteration of model selection with the Lasso were benchmarked with Gradient Boosting Machines [10] , Support Vector Machines [11] and Random Forests [12] on five well-known data sets from the UCI repository [13] [18] , [19] , with the new dataset containing 683 instances. In line with those studies, the first 400 instances in the new dataset were used for training set and the remaining (n=283) for test, with a prevalence of 43%. The data were linearly re-scaled to range [0; 1] and the task is a binary classification of 'benign' or 'malignant'. 5) Wisconsin Breast Cancer -Diagnostic (WBCDiagnostic) [20] : This dataset was included in the UCI repository in November 1995. The features are computed from digitized images of a fine needle aspirate (FNA) of a breast mass, which describe characteristics of the cell nuclei present in the images. Ten real-valued features are computed for each cell nucleus: radius (mean of distances from centre to points on the perimeter), texture (standard deviation of grey-scale values), perimeter, area, smoothness (local variation in radius lengths), compactness (perimeter^2 / area -1.0), concavity (severity of concave portions of the contour), concave points (number of concave portions of the contour), symmetry, fractal dimension ("coastline approximation" -1). The mean, standard error, and "worst" or largest (mean of the three largest values) of these features were computed for each image, resulting in 30 features. Just over the half of the samples available were used for training (n=285) with a prevalence of 50.9%, leaving the remaining for test (n=284). The data was re-scaled to range [0; 1] and the task is also a binary classification of 'benign' or 'malignant'.
IV. EXPERIMENTAL RESULTS
Five benchmarking data sets were used to infer models and measure performance for binary classification. The results are summarised in Table 1 . In all cases, the accuracy measured by AUROC averaged over ten random initialisations is comparable with state-of-the-art classifiers, although the partial response networks (PRNs) use fewer variables and are intuitive to interpret. This is the case for PRN following re-training with gradient descent partial responses and following an additional re-calibration (PRN-Lasso).
Comparing the outputs of the PRN models and alternative methods in Table 1 , tested on the same data and measuring statistical significance with the McNemar test, the performance difference was not significant at the 5% level except for the Ionosphere data set where the SVM, was 2.7% better.
Partial responses for a model of Pima diabetes data are shown in fig. 2 . The partial responses for this data set are very stable for multiple initialisations and the variables selected tend to be the same, with small variations. Glucose is always selected, sometimes as the only variable in the final PRN model, with an AUROC of 86.2%. This already exceeds the performance of the original MLP using the standard pool of initial variables.
Note that the partial responses are markedly smoother after re-estimation with the PRN selected model. We attribute this to the lack of confounding from the variables now excluded from the model, on which the partial responses were conditioned, corrupting them with noise. A similar effect may add noise to the log-likelihood cost function, hence the performance improvement that is observed when the model is simplified.
In practice, some variation between the partial responses was obtained in the first iteration. However, the second application of gradient descent resulted in much the same partial responses where they were present in the PRN model, even when combined with different sets of covariates.
The model selection is subject to chance variations under random initialisation of the weights of the MLP. This is as expected since discriminant information may be contained in different variable combinations.
For the purposes of illustration of the practical value of the proposed method, we selected an individual model for each data set. This is the model that contains the most commonly occurring variables among the ten randomly initialised networks reported in Table 1 .
The performance of these models is listed in Table 2 . A discussion of the partial responses obtained for the Pima diabetes dataset was already provided above.
The partial responses for the remaining data sets are shown in figs. 3-6, with commentary.
The German Credit Card data set was particularly unstable, returning up to ten variables in the final model. However, simple inspection revealed that only a few variables recurred. The selected model shows how simplicity can outperform complex models on the same data set. It also illustrates how individual models can outperform the mean values listed in Table I . Attributes 1, 3 and 5 were returned in every final model of the Ionosphere data set, appearing in one model as two partial responses: univariate for Att1 together with a bivariate interaction Att5 vs. Att3. The model described in fig. 4 has these variables represented by three separate additive effects, together with an interaction term Att8 vs. Att1.
This shows how an individual variable may be present in a univariate term and a separate bivariate term. It also shows that the proposed method accepts mixed continuous and discrete covariates.
Note that while the partial responses change from the original estimates to the re-calibrated ones following the second stage of optimisation, the cut-points where the contribution to the logit changes across zero remain stable.
The two examples histological data for breast cancer have the expected monotonic responses, with appropriate models for each data set. whose lack of explanation limits practical applications. The proposed approach can be extended to provide a nomogram that mimics the operation of generic non-linear binary classifiers, which includes a broad range of machine learning algorithms. It provides a transparent mechanism to interpret their operation, at the expense of restricting the non-linear complexity of the model to second-order effects. In practice, this is not a significant limitation in the vast majority of cases involving real-world data, in part because noise in the data naturally smooths out high-order interactions between variables but also because the residual term is assessed for statistical relevance by the Lasso method. The application of Automatic Relevance Determination to train the MLP can be replaced by Back Error Propagation with suitable regularisation.
The resulting model is a GAM estimated from the MLP. Using the group Lasso for logistic regression results in a transparent probabilistic model that was shown to be competitive with the original model and others at the state-ofthe-art in predictive performance. It is straightforward to deliver the PRN as a nomogram and to interpret pre-trained deep learning networks. 
