Standardized indices are widely used in the spatio-temporal monitoring of several hydrological variables. The estimation of these indices is affected by uncertainty which depends on the methods adopted for their quantification and on the characteristics (i.e., size and variability) of the available sample of observations. In this paper various uncertainty measures, applicable to any kind of standardized index, are proposed. These measures derive from bootstrap-based confidence intervals expressed in years of return period and are effective for assessing both the uncertainty and the reliability of the index estimate. In the illustrative case study the indices considered are the Standardized Precipitation Index and the Standardized Precipitation Evapotranspiration Index. Their time series have been quantified by both nonparametric and parametric approaches, using the weather data of a single station in central Italy. For the parametric approach, two possible types of distributions have been assumed for each index. The results are discussed in order to analyze the behavior of the proposed uncertainty measures in relation to: sample size, type of approach (parametric or nonparametric), time scale, type of standardized index, and type of anomaly (excess or deficit). Key words | bootstrap, confidence intervals, L-moments, parametric and nonparametric drought indices, return period ), thus introducing a first problematic issue: indeed, if different distributions are used, a single value of the reference variable corresponds to different standardized values 701
INTRODUCTION
The spatio-temporal variability of hydrological variables is often described by defining and quantifying specific standardized indices (Mishra & Singh ) . Meteorological In the traditional parametric approach, the fundamental initial step in the quantification of a standardized index is the choice of a probability distribution that is suitable for describing the specific reference variable. Sometimes this step does not have a clear and univocal solution (Guttman To avoid these problems and minimize the uncertainty associated with the selection and estimation of parametric distribution functions, it is possible to derive the probability distribution of a certain hydrological variable by a nonparametric approach. This is typically obtained by using an empirical distribution function (Farahmand & AghaKou- chak ) or a nonparametric kernel density estimator (Kumar et al. ) .
Whatever the approach is, the values of the standar- For this reason, a first objective of the present paper is to improve the methodology illustrated in Vergni et al. () by proposing some more effective measures of both uncertainty and reliability. These measures are defined on the basis of CI expressed in years of return period. Second, the paper illustrates a possible method to extend this type of uncertainty analysis to nonparametric standardized indices.
The illustrative case study refers to SPI and SPEI indices, whose time series were calculated for a single station in central Italy. The results are discussed in order to analyze the variability of the proposed measures of uncertainty in relation to: sample size, type of approach (parametric or nonparametric), time scale, type of standardized index, and type of anomaly (excess or deficit).
MATERIALS AND METHODS

Standardization of hydrological variables
The first step in the calculation of a generic standardized index S consists in the quantification, for each year i (i ¼ 1, …, N), of the values, X k i,j , i.e., the values describing the reference variable X in relation to a particular period of interest j (typically the month), and to k-1 past consecutive months (k is called time scale). Then, a parametric or nonparametric probability function is fitted to homogenous (by j and k) samples of the values X k i,j . The fitting is performed for each calendar month, in order to take into account the climatic differences due to seasonality. After this step, the cumulative probability of an observed value X k i,j can be estimated and, by an equiprobability transformation (Abramowitz & Stegun ) , it is possible to derive the corresponding standard normal deviate, which represents the standardized index S.
The standardized indices considered in this paper are the SPI (McKee et al. ) and the SPEI (Vicente-Serrano et al. ). For SPI, the reference hydrological variable X is the cumulative precipitation, while for SPEI, X is the climatic water balance (difference between precipitation and reference evapotranspiration ET0).
In the parametric calculation, the underlying distributions assumed for the cumulative precipitation (SPI) are both the two-parameter gamma (GAM) and the Pearson type III (PE3) distributions, since they are those most used in the literature (Blain ) . The nonparametric calculation of both SPI and SPEI was performed by fitting the empirical distributions of X with a kernel density functionf k (x):
where K(x) is the smoothing kernel function, N is the sample size and h is the bandwidth that controls the variance of the Kernel function. A Gaussian kernel was used and the bandwidth was estimated by a direct plug-in selector (Wand & Jones ) . For precipitation (SPI), kernel densities were estimated with a zero lower bound.
This type of nonparametric approach was preferred over that based on the empirical cumulative distribution functions (ECDF) (Farahmand & AghaKouchak ) , which are less suitable for the calculation of the bootstrap CI. Concerning this, more details will be provided in the specific section.
Both SPI and the SPEI were analyzed at the 1-, 3-, 6-and 12-month time scales.
Evaluation of the goodness-of-fit
Two criteria were used to evaluate the goodness-of-fit of the different distributions (parametric and nonparametric). A first evaluation was based on the root-mean square error (RMSE) computed as:
where x i andx i are, respectively, the observed and estimated quantiles of X.x i was estimated from the fitted cumulative distribution functions, using in input the empirical cumulative probabilities computed by the Gringorten plotting position, whose calculation details can be also found in Farahmand & AghaKouchak ().
A second criterion was based on the normality test (Wu 
CI of standardized indices
The CI for a generic standardized index S can be determined by using a bootstrap resampling technique. The theoretical details of the bootstrap approach can be found in Efron & Tibshirani () , and an example of its application in the estimation of the CI for parametric SPI is available in Hu et al. (). A brief description of the steps required for a generic index S is provided here in the following. For parametric standardized indices, the steps are the following:
(1) Choice of the probability distribution to be fitted to X k j and estimation of the distribution parameters for each of the M bootstrapped samples, to obtain a family of M possible populations.
(2) Calculation of M values of cumulative probability P(X k i,j ) for each single value X k i,j . (4) Analysis of the ECDF of the M values of S to identify the (α/2) th and (1-α/2) th percentiles, which are assumed, respectively, as the lower (S min ) and upper (S max ) limits of the CI for S with probability P ¼ (1-α).
For nonparametric standardized indices, steps 1 and 2 are replaced by the following ones:
(1) Choice of a nonparametric method for the estimation of the cumulative probability of the variable X k j .
(2) Calculation of M values of the nonparametric cumulative
The other steps are analogous to those of the parametric approach but it is necessary to replace P(X k i,j ) with F(X k i,j ). For this type of application, we found that a kernel density function (Equation (1)) works better than an ECDF, in particular for the determination of the CI associated with the extreme observations. In fact, using an ECDF, the minimum and maximum observations have constant cumulative probabilities in all the bootstrapped samples, thus not allowing construction of their CI. Instead, the kernel density function provides a smoothed and continuous probability distribution whose characteristics (e.g., the bandwidth) are different in each bootstrapped sample.
All the analyses in this paper were based on CI with P ¼ 90% and on M ¼ 1,000.
The sizes of the CI associated with the point estimates of a standardized index have been used in this paper to derive some measures of uncertainty and reliability, whose definitions and calculation details are provided in the next section.
Measures of uncertainty and reliability
The basic measure of uncertainty is represented by the size, ΔS, of the CI at a given probability P:
Of course, as also illustrated in Vergni et al. () , the greater is ΔS, the greater is the uncertainty of a given point estimate of the standardized index S. However, in order to obtain a more effective evaluation of the reliability and reasonableness associated with S, it is worthwhile to express the size of the CI in years of return period. In general, the return period is the expected time between hazard events of a certain magnitude S. It can be defined for both the non-exceedance and exceedance probabilities associated with the event magnitude (Tallaksen & van Lanen ) .
The return period T D (months or years) for the non-exceedance probability is calculated as:
where φ À1 is the inverse cumulative normal standard distribution.
The return period T W (months or years) for the exceedance probability is calculated as:
T D is suitable to describe the risk associated with the occurrence of drought anomalies (i.e., S 0), while T W is suitable to describe the risk associated with the occurrence of wet anomalies (i.e., S ! 0). Of course, Equations (4) and (5) can also be applied for the nonparametric approach, replacing P(X k i,j ) with F(X k i,j ). On the basis of the above-defined return periods, two measures of uncertainty/reliability are proposed in this paper. The first is represented by the difference, ΔT, between the return periods associated with the limits S min and S max of the CI; ΔT can be calculated by the following equations:
ΔT is not calculated for the events characterized by opposite upper and lower limits of the CI (i.e., S min < 0 and S max > 0). In fact, under these circumstances, the return periods associated with the lower and upper limits are not comparable (the former is the return period for the nonexceedance probability, the latter is the return period for the exceedance probability). However, the events having S min < 0 and S max > 0 correspond to near-normal conditions (S ≈ 0), for which the uncertainty is lower and the practical interest is limited.
As for ΔS, the greater the ΔT, the greater is the uncertainty. However, thanks to its unit of measure, ΔT is more informative than ΔS. Of course, it is not possible to define absolute ΔT thresholds, beyond which the estimate should be considered unacceptable or unreliable. Indeed, this depends on several factors, such as the return period associated with the point estimate S and the aims of the monitoring (i.e., the maximum admissible risk), as well as subjective considerations.
The second uncertainty measure proposed expresses the uncertainty in relative terms, taking into account the relative magnitude of S min and S max . It is given by the ratio, T ratio , of the return periods corresponding to S min and S max and it can be formally defined as follows:
for (S min 0 and S max 0) (7a)
As for ΔT, T ratio is also not calculated for events characterized by opposite upper and lower limits of the CI. The more T ratio approaches 1, the lower is the uncertainty.
T ratio is particularly suitable for evaluating the reliability of the index estimate. It can, in fact, be assumed that a certain estimate of the standardized index S is unreliable if the corresponding T ratio is greater than a subjective threshold τ.
In the case study illustrated in this paper, a τ ¼ 3 was adopted. This relatively low (i.e., severe) threshold was chosen to obtain a significant number of unreliable estimates also under conditions characterized by the lowest overall uncertainty (i.e., for analysis based on very long time series of observations).
Case study
The weather data employed for the case study are those from Months with zero rainfall are not very common (1.4%), and in most cases they occur in summer (34% and 21% in August and July, respectively). Zero rainfall values are not present at time scales greater than 2 months. As indicated by some authors (e.g., Wu et al. ) , the presence of zero values is the primary reason for non-normal SPI series. 
RESULTS AND DISCUSSION
Goodness-of-fit results From the results of Table 1 , it is evident that the nonparametric approach provides a better goodness-of-fit than parametric approaches. This result is expected since the kernel density function is directly fitted to the sample observations, while in the parametric method, the sample characteristics are 'filtered' by the estimated distribution parameters. Of course, for sample sizes smaller than those here considered, the nonparametric approach could also lead to misleading probabilities estimations.
The comparison between the parametric distributions shows that the PE3 performs better than GAM for precipitation, probably due to the fact that PE3 has one more parameter than GAM. For the climatic balance, the performance of GEV is slightly better than that of GLO.
The 144 Analyzing Figure 2 , the following general comments can be made:
(1) The point estimates (full lines) of the standardized indices obtained from different approaches are rather similar, particularly for the larger dataset.
(2) As expected, whatever the calculation approach is, the uncertainty is much lower when the analysis is based on relatively larger datasets.
(3) The uncertainty bounds obtained from different calculation approaches are almost similar for normal conditions and for moderate drought or wet conditions.
As the severity of the events increases (e.g., values around the 7th and 61st months of the series), the uncertainty increases and also the differences among different approaches become more evident (particularly for the smaller dataset). This behavior has been already Both ΔT and T ratio are calculated on the basis of the CI of standardized indices, of which an illustrative example is provided in Figure 2 . As a consequence, also ΔT and T ratio exhibit the already-discussed tendency to increase as the absolute value of the index S increases.
An example of this behavior is given in Figure 3 First of all, it can be observed that the nonparametric approach usually leads to ΔT smaller and less variable (with the time scale and the index) than those obtained from parametric calculations. Moreover, the ΔT values obtained from the nonparametric approach are systematically lower for the drought than for the wet anomalies.
This asymmetry in the CI derives from the fact that the variables considered are usually positively (right) skewed, thus a greater uncertainty is expected on the skew side (i.e., wet anomalies). This aspect is correctly and consistently captured only by the nonparametric approach, that, as also shown in Table 1 , provides the best fitting to the data. The parametric distributions (of both SPI and SPEI) provide a correct description of this asymmetric uncertainty only for the 6-and 12-month time scales. Furthermore, the uncertainty of the parametric estimates related to the 30-year sample is much more variable than that related to the nonparametric estimates (this is particularly evident for both the 1-month and 12-month time scales).
As regards the comparison between parametric distributions, for SPI, the ΔT obtained from the PE3 and GAM are usually aligned, apart fron the 1-month time scale, for which the GAM (likely due to the lower goodness-of-fit) presents much higher uncertainty than PE3 for drought conditions.
For SPEI, the GEV has, in most cases, slightly lower ΔT values than GLO for both drought and wet anomalies.
The comparative analysis illustrated in Figure 4 was also carried out on the basis of ΔS, instead of ΔT (not shown), with practically identical conclusions. Indeed, as previously explained, the flaw in ΔS does not lie in its capacity to quantify uncertainty, but rather in its practical interpretability.
Uncertainty and reliability based on T ratio
The overall results of the uncertainty analysis based on T ratio are presented in Figure 5 . The detailed analysis of the UE values obtained for SPI leads to comments similar to those presented in relation to ΔT. For SPEI, the results obtained for the nonparametric approach are aligned with those obtained by considering ΔT. For the parametric distributions, instead, the results are quite different from those obtained by analyzing ΔT: first of all it can be observed that also the parametric distributions often present the expected asymmetry (i.e., less reliability for the wet anomalies). Moreover, in most cases, the GLO has lower percentages of UE than GEV (with the sole exception of the wet anomalies for the 30-year time series). In this regard, it can be observed that from an applicative viewpoint, it is preferable to have lower UE percentages than lower mean ΔT values. Therefore, the analysis reveals that, for the case study examined, GLO is a better choice than GEV for SPEI calculation. This result is consistent with the recent study by Although the case study is based on a single weather station, some results can be considered valid in general: in particular, nonparametric methods, in the typical regions of data availability, allow one to obtain lower (and more accurate) uncertainty levels than parametric methods.
In the paper, only univariate standardized indices have been considered. The next step might be the extension of this type of uncertainty analysis to bivariate indices. Concerning this, it will be important to adopt a correct resampling technique of the multivariate data (in order to maintain the dependence structure among variables).
The present computational times of bootstrap technique are reasonable, and therefore this type of uncertainty analysis is advisable as a part of any research or application based on standardized indices.
