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Abstract
This paper presents a novel hierarchical approach for col-
lective behavior recognition based solely on ground-plane
trajectories. In the first layer of our classifier, we intro-
duce a novel feature called Personal Interaction Descriptor
(PID), which combines the spatial distribution of a pair
of pedestrians within a temporal window with a pyramidal
representation of the relative speed to detect pairwise inter-
actions. These interactions are then combined with higher
level features related to the mean speed and shape formed
by the pedestrians in the scene, generating a Collective Be-
havior Descriptor (CBD) that is used to identify collective
behaviors in a second stage. In both layers, Random Forests
were used as classifiers, since they allow features of differ-
ent natures to be combined seamlessly. Our experimental
results indicate that the proposed method achieves results
on par with state of the art techniques with a better bal-
ance of class errors. Moreover, we show that our method
can generalize well across different camera setups through
cross-dataset experiments.
1 Introduction
Automatic or semi-automatic analysis of human behavior
has been studied by the computer vision community for
several years. In particular, there has been increasing in-
terest in inferring semantic information about the relation
and interaction among people in a video sequence, denoted
by group activity recognition, collective activity recogni-
tion or collective behavior recognition. In this paper, we
chose the latter term because we are mainly interested in
two aspects of the human behavior analysis: the activities
that are being observed in the video and the social relation
between pedestrians.
Collective behavior involves two or more individuals in-
teracting, and there are several “levels of interaction” that
can be detected depending on the available information. If
full 3D body information is known, one can detect inter-
actions such as caressing, hugging, holding hands, etc. If
only position/orientation is available, events such as walk-
ing together, chasing or approaching can be detected, while
higher level information such as main flows can be obtained
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in denser crowds for which individual pedestrians cannot be
distinguished (Zhou et al., 2014).
Although the literature on detection and classification
of interactions among different people is rather vast, this re-
view focuses on techniques that explore pairwise and group
interactions, which are related to the scope of this paper.
One of the first methods for collective behavior analysis
was proposed by Oliver et al. (2000). They used Kalman
filters to track the object locations, shape, color and ve-
locity, and combine these data with the spatial relation-
ship to nearby objects to describe interactions. For collec-
tive behavior, extensions to the well-known Hidden Markov
Model (HMM) are presented to cope with multiple agents
and state variables that interact with each other. Their
algorithm can detect behaviors such as meet and continue
together, meet and split and a person following another.
Choi et al. (2009) explore pedestrian tracking and hu-
man pose estimation (orientation) to define a set of de-
scriptors called Spatial-Temporal Local (STL), which en-
code the number and orientation of people within a radial
area around an anchor subject across time. These features
are fed to an SVM classifier that can detect events such as
people queuing in line, talking and crossing a street. Ex-
tracting the subjects orientations can be helpful to under-
stand the role of an individual in an activity – for instance,
it is possible to distinguish waiting to cross a street or queu-
ing by knowing the intended directions of the pedestrians.
However, their approach to obtain the orientations is highly
dependent on the camera views used in the training and test
sets. An extension of the STL descriptor was presented by
Chang et al. (2015), who use motion features together with
the STL descriptor to learn pairwise relations for detecting
different collective activities.
Sun et al. (2016) proposed a latent graph model to
identify groups and their activities. Their model explores
pairwise intra- and inter-group properties through a hier-
archical graph, being capable of propagating multiple ev-
idences among different layers of the graph. A graphical
model was also explored by Feng and Bhanu (2015), focus-
ing on the problem of social group identification, while fully
connected conditional random fields that consider all inter-
agent interactions are explored in (Kaneko et al., 2014).
Cheng et al. (2014) represented the problem of group
activity recognition using a three-layered approach that
gathers information about the individuals performing the
actions, the possible pairs between two people and small
groups. First, each trajectory is modeled using Gaussian
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processes. Additional information, such as location change
since the beginning of the sequence, the average velocity
and the velocity ratio are also added as features. Context
information is extracted by comparing both the location
and velocity of an individual with relation to others. They
also propose the use of the shape information to describe
an activity. These so-called action style features are His-
tograms of Oriented Gradients (HOG) of the people in the
group, which are shown to discriminate correctly between
different actions performed by individuals such as standing
and fighting. Similar to the work of Jacques Jr et al. (2007),
a geometric shape is used to analyze the group formation.
To achieve this goal, a Delaunay triangulation algorithm
is applied to the polygon that connects the people in the
scene. Finally, these descriptors are used for training and
classification: first, the descriptors are clustered using K-
means to generate visual words, and then an SVM is used
to classify the samples.
Solera et al. (2015) tackled the problem of detecting
social groups in crowds, leading to an intermediate repre-
sentation between individuals and the whole crowd. They
accomplish this task by employing a correlation clustering
method to a set of given trajectories, in which the affin-
ity between crowd members is computed based on a set
of specifically designed features characterizing both their
physical and social identity. With the objective of detect-
ing groups and their characteristics in a crowd scenario,
Shao et al. (2016) define priors that aim to add tempo-
ral smoothness and consistency for collective transitions –
groups are obtained by searching for pedestrians sets that
fit well these priors.
Lathuilie`re et al. (2017) presented an approach for
group activity recognition using single and two-person
descriptors using Structured Support Vector Machines
(SSVMs). For that purpose, they use a dictionary-based
method, exploring geometric characteristics of the relative
pose and motion between the two persons. Kim et al. (2018)
and (Wang et al., 2017) explored deep sequential models
such as Long Short-Term Memory (LSTM) or Gated Re-
current Unit (GRU) in the context of behavior recognition.
Kim et al. (2018) focused on discriminating similar local
motion patterns to detect group activities by proposing a
discriminative group context feature for sub-event detec-
tion, coupled with LSTMs or GRUs. (Wang et al., 2017)
explored LSTMs to handle three level interactions, namely
single human dynamics, within group human interaction
and group to group interaction. Despite the good results
achieved by these methods, the authors had to use data
augmentation to train their models due to the data hunger
nature of their deep architecture.
This paper presents a new approach for joint pairwise
and collective behavior detection using compact descriptors
based solely on trajectory information, which are particu-
larly suited when limited training data is available. We
show that ground plane trajectories encode enough infor-
mation to detect interaction and collective behavior with
high accuracy and have the advantage of being robust to
previously unseen scenarios, as indicated by the results in
Section 3.3. Our main contributions are the introduction
of: i) compact yet discriminative descriptors for pairwise
and collective interactions, and ii) a framework that uses
pairwise interactions with high semantic value to recognize
collective behavior. The proposed approach is presented
next.
2 The Proposed Method
The input of the proposed approach is a set of ground plane
positions from the pedestrians. A self-calibration method
that explores pedestrian detection/tracking (e.g., (Fuhr and
Jung, 2015), which is used in this work) can be used to map
from image to world coordinates, and pedestrian tracking
methods tuned for calibrated cameras can be used (Fu¨hr
and Jung, 2014) to generate trajectories (see (Smeulders
et al., 2013) for a survey on tracking).
Given a pair of trajectories related to two people, we
proposed a Personal Interaction Descriptor (PID) to encode
their relationship and classify it using a Random Forest,
since it allows features of different natures to be combined
seamlessly (Breiman and Schapire, 2001) and have shown
highly accurate results against more commonly used clas-
sifiers (Ferna´ndez-Delgado et al., 2014). We then group
pairwise interactions into a Collective Behavior Descriptor
(CBD), which is fed with group shape information to a sec-
ond classification layer to identify collective behavior. A
schematic overview of the method is illustrated in Fig. 1.
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Figure 1: Overview of the proposed method.
2.1 Pairwise interactions
Let a unidirectional interaction between two pedestrians
o1 and o2 be denoted by o1 → o2, where o1 is the an-
chor subject, and o2 is the target subject. Although there
are several possible interactions, we defined in this work
six different pairwise interactions inspired on (Choi et al.,
2009): being-followed (BF), following (F), walking-together
(WT), standing pair (SP), splitting (S), and approaching
(Ap). In fact, the main difference from (Choi et al., 2009)
is that their “follow” behavior was split into following and
being-followed here, recalling that our interactions are not
symmetric in general.
2
The first cue that is important for identifying pairwise
interactions is the set of relative positions between two sub-
jects within a time window, which can be explored to detect
if they are near/far each other, side by side and so on. In
this work, we divide the region around a subject into cells
using boundaries in the polar domain (both distances and
angles) w.r.t. the anchor subject. One descriptor is created
for each of the neighboring subjects, i.e., we define a pair-
wise descriptor. More precisely, the distances boundaries in
our Personal Interaction Descriptors (PIDs) were obtained
according to the studies of Hall (1973), which sets different
radii for the expected intimate (up to 0.5 meters), personal
(0.5 to 1.25 meters), social (1.25 to 3.5 meters) and public
(more than 3.5 meters) interactions between two subjects.
In fact, the concept of proxemics was already used in the
context of group detection in methods such as (Jacques Jr
et al., 2007; Solera et al., 2015). Additionally, we divide
the region into four equidistant angular sectors to identify
back, front left and right sides of the anchor subject. The
cell disposition around the anchor is illustrated in Fig. 2a.
It is worth noticing that the spatial distribution of the
neighboring pedestrians was also explored in (Choi et al.,
2009; Choi and Savarese, 2014). However, they used a clas-
sifier to obtain the orientation of each one of the anchor’s
neighbors, which is based on image features and might be
sensitive to the camera setup, and that leads to a higher-
dimensional representation. Instead of using image fea-
tures, we estimate the local orientation of a moving pedes-
trian based on the corresponding trajectory, filtered by a
Double Exponential Smoothing technique (LaViola, 2003)
to reduce the effect of trajectory jitter. However, one limi-
tation of the proposed method is that it fails for stationary
pedestrians, or for slowly moving ones (for which the ori-
entation estimation is very noisy). In fact, when the speed
of the anchor subject is smaller than a threshold Ts, we
disregard the orientation part of the proposed descriptor
by setting a random orientation value for the target pedes-
trian, so that there is no bias to a particular orientation
(and the information is encoded by the distance only).
Intimate 
Personal 
Social
STL - One subject against 
all others
OCD v1 - Pair-wise relations OCD v2 - Pair-wise relations 
with reduced cells
Anchor subject t1
Target subject t2
(a) (b)
Figure 2: (a) Four angles and three distances are used to
divide the region around a subject into bins/cells. (b) A
normal distribution is used to introduce a soft boundary
between cells.
We then compute a histogram of relative positions be-
tween the targets within a temporal window using the spa-
tial bins illustrated in Fig. 2a. More precisely, for a given
frame ft at time t, we analyze a temporal window with
T1 frames (assumed to be a power of two) centered at t,
i.e. from ft−T1/2+1 to ft+T1/2. A traditional histogram is
obtained by simply counting the number of relative posi-
tions that lies in each bin along all frames in the window.
However, this approach is very sensitive to samples that
lie on close to the boundaries between bins, so that simi-
lar pairwise behaviors may generate considerably different
histograms. This problem is amplified when the number of
samples is small, as it is often the case on human behavior
classification. To alleviate this problem, we adopt a soft
assignment approach based on histogram is kernel density
estimation (KDE) (Hwang et al., 1994), in which a kernel
centered at each observation is used to obtain a continuous
PDF of the data. In this work, we use a Gaussian kernel
defined in polar coordinates (ρ, θ) given by (disregarding
normalization):
GKDE(ρ, θ; ρo, θo) = exp
[
− (ρ− ρo)
2
2σρ
− dθ(θ, θo)
2
2σθ
]
, (1)
where ρo and θo are the polar coordinates of the target sub-
ject relative to the anchor (i.e. the location of the sample),
dθ is a function that computes the smallest difference be-
tween two angles, and σρ, σθ are the scale parameters in
the distance and orientation domains, respectively.
To obtain the histogram, one could just integrate the
kernel-smoothed PDF over each bin. In this work, such
integral is approximated by sampling a constant number of
points around its center (ρo, θo) equally spaced in a Ksσρ×
Ksσθ grid, normalizing and then summing over each spatial
cell, where Ks controls the extent of the sampling region.
If hot(c) denotes
1 the histogram for target o at time t at
cell c, it is given by
hot(c) =
t+
T1
2∑
τ=t−T12 +1
ag(τ)
∑
s∈Soτ
χc(s)GKDE(s;pot), (2)
where
χc(x) =
{
1 if x ∈ Ac,
0 otherwise.
is the indicator function for cell c (Ac is the spatial region
that defines c), Sot is the set of samples from the grid gen-
erated by target ot, pot contains the polar coordinates of ot,
ag(t) is a normalization factor for the samples generated at
frame t such that the final histogram sum is equal to one.
An illustration of soft-assignment induced by the KDE is
provided in Fig. 2b.
The second cue in PID is the dynamic aspect of a pair
trajectory. The KDE-smoothed histogram encodes the cu-
mulative relative position of the target agent w.r.t. the
anchor, but temporal information is lost. For instance, in
the approaching and splitting interactions, the distances
decrease and increase, respectively, in a reasonably-sized
temporal window. However, such information is lost when
computing the histogram.
1For the following expressions in this section, let the target subject
o2 at time t be expressed as ot.
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To include this information in the descriptor, we com-
pute the relative speed d′(t), where d(t) is the relative dis-
tance between the pedestrians under analysis. We evaluate
d′(t) within the temporal window in a pyramidal fashion,
and append these values to the PID. At the first level of
the pyramid, we take the mean of the derivatives for the
whole temporal window. Next, we evaluate the averages
at the first and second half, generating two values and so
on. More precisely, for each level l ∈ {0, 1, . . . , lmax}, where
lmax is the highest level, we build a 2
l-dimensional feature
vector
d′l(t) = (µ
l
1(t), · · · , µl2l(t))T , (3)
where
µlk(t) =
2l
T1
T1
2l
k−1∑
τ=
T1
2l
(k−1)
d′
(
t+ τ − T1
2
+ 1
)
(4)
is the average of d′(t) in the kth partition interval at level l.
Finally, a consolidated vector d′(t) is obtained by concate-
nating d′l(t) for l = 0, ..., lmax, and it encodes hierarchical
information on the relative speed for the pair of pedestri-
ans within the analyzed time window. The dimensionality
of d′(t) is 2lmax+1 − 1, which is much smaller than using
different time intervals to compute the spatial histograms,
as proposed in (Choi et al., 2009).
2.2 Collective behavior recognition
The final goal of our method is to use all the detected pair-
wise interactions and to classify the collective activity of a
given group. Throughout this paper, our main hypothesis is
that there are different cues of information that are required
to describe an interaction or activity. Not surprisingly, our
collective descriptor also uses Random Forests to mix dif-
ferent kinds of information. Once more, we extract data in
a given temporal window of T2 (also a power of two) frames
and assume that a single activity appears in the scene (as
in (Choi and Savarese, 2014; Amer et al., 2014)), and even-
tual additional trajectories are rejected in our experiments.
Despite the fact that our collective method provides a gen-
eral approach for inferring group activities, in this paper we
chose to study a subset of them that commonly appear in
surveillance systems and represent a good sample of the ac-
tivities seen in real-world applications: Gathering, Talking,
Dismissal, Walking, Chasing and Queuing. These interac-
tions were also tackled in (Choi and Savarese, 2012), which
also allows comparisons with other methods.
Different types of pairwise interactions are expected to
arise in a single collective activity. For instance, let us con-
sider the queuing event. People waiting in line are related
trough a standing-pair interaction and, if a person is di-
recting him/herself to the line, an approaching interaction
is observed. Even more, if two or more people are advanc-
ing significantly in that line, our definition would indicate
that there are following and being-followed interactions ap-
pearing.
To describe the multitude of such interactions, our Col-
lective Behavior Descriptor (CBD) starts by building a his-
togram of the pairwise interactions detected by our first
classifier within the temporal window. This histogram is
normalized to account for variations in the number of peo-
ple that compose the group, such as its sum is always equal
to one. Since we defined six interactions in Section 2.1, this
histogram represents the first six dimensions in our descrip-
tor.
However, only using pairwise interactions is not enough
to characterized the collective behavior of a group. It is also
important to use features of the group itself, formed by all
pedestrians in the group. In particular, the mean speed of
the group can be useful do distinguish static from dynamic
groups. In this work, we define the mean speed vµ(t) of
the group at each frame t as an average of the individual
speeds within the temporal window:
vµ(t) =
1
T2
t+
T2
2∑
τ=t−T22 +1
1
#Sτ
∑
s∈Sτ
‖vsτ‖, (5)
where Sτ is the set of subjects in the group at time τ and
vsτ is the velocity vector of pedestrian s at frame τ .
Another relevant source of information is the spatial
distribution of the pedestrians along the group, and how it
changes in time. For instance, in behaviors such as gather-
ing and dismissal, the group goes from disperse to compact
and from compact to disperse, respectively. To encode the
temporal variation of the group dispersion, we first define
the group dispersion δ(t) at frame t as
δ(t) =
√
1
#St
∑
s∈St
‖pst − µt‖2, (6)
where pst is the position of a subject s and µt is centroid
of the group at frame t. Finally, the temporal dispersion
change s(t) is given by
s(t) =
1
T2
t+
T2
2∑
τ=t−T22 +1
δ′(τ), (7)
i.e. it is the average of the derivatives along the tempo-
ral window. For both s(t) and vµ(t), we also experimented
with the same pyramidal averaging approach used for the
derivatives described in Section 2.1, yet the overall classifi-
cation performance remained almost constant. Therefore,
we decided to use just the temporal average (first level of
the pyramid) to keep the descriptor compact.
The final information cur used in CBD aims to capture
information about the shape of the group. The dispersion
feature δ(t) indicates how close to each other the members
of the group are, but does not capture the shape (or the
orientations in which the dispersion occurs). In particular,
the alignment of the group members provide cues about
the the nature of the group: people in a conversation are
typically arranged in a polygonal-like formation, opposed
to queuing situations in which people are roughly aligned.
Hence, we also use a group descriptor p(t) given by
p(t) =
{
λmax/λmin if #Sg > 1 and λmin > 0
0 otherwise
, (8)
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where λmin ≤ λmax are the two non-negative eigenvalues
of the covariance matrix of a set of 2D points that repre-
sent the subjects ground plane positions at time t. When
pedestrians are aligned, λmin << λmax and p(t) is larger;
on the other hand, smaller values for p(t) are expected in a
more regular distribution of pedestrians within the group,
as illustrated in Fig. 3.
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Figure 3: The value of p(t) for two different activities.
3 Experimental Results
This section aims to evaluate the accuracy of the proposed
interaction and collective behavior classifiers. Additionally,
we would like to assess which cues of information are indeed
relevant for inferring interactions and collective activities.
Since we used Random Forests for the two levels of inference
(pairwise interactions and collective activity), each feature
in our descriptors is treated individually in the classification
phase. For a different classification method, such as SVMs,
it would be tricky to verify the importance of each feature
dimension. For instance, if one or more values related to a
given cue are added to the descriptor, it would be difficult to
see if either the distance function, the feature normalization
or the information itself is to blame for a possible decrease
in classification accuracy. On the other hand, since Random
Forests classifiers take the features “as they are” and treat
them independently, there is a more direct relation between
cue importance and performance, which enables us to see
clearly which components of our systems are responsible for
the overall performance of the method.
As in recent papers for collective behavior detection,
we used the New Collective Activity Dataset (N-CAD) pro-
posed in (Choi and Savarese, 2012), which has been gaining
a lot of popularity in the last years and is publicly avail-
able in the author’s website2. The dataset is composed
of 33 different sequences with 6 different collective behav-
iors: Gathering, Talking, Dismissal, Walking, Chasing and
Queuing. We carefully annotated all the pairwise interac-
tions that appear in the sequences using the six interaction
described in Section 2.1, making them available together
with our source code3.
All experiments in the N-CAD dataset were performed
using the same 3-fold validation scheme proposed by Choi
and Savarese (2012). We used T1 = T2 = 64, which showed
a good compromise between robustness to noise and detec-
tion lag.
2http://www-personal.umich.edu/~wgchoi/eccv12/wongun_
eccv12.html.
3https://github.com/gustavofuhr/collective_behavior
3.1 Analysis of the Interaction Descriptor
The first set of experiments aims to attest if our interac-
tion descriptor (PID) is indeed discriminative despite its
very small size (usually less than 20 dimensions). For
these experiments we use a step of 5 frames in classifica-
tion/testing and we defined our standard deviation for the
PID at σθ = pi/8 (so that each sector in the histogram
contains four standard deviations in the orientation) and
σρ = 0.25, based on experiments. We used Ks = 3 when
generating samples for the KDE, which covers virtually all
the area under the Gaussian kernel. To define the number
of levels lmax used in the speed pyramid, we computed the
accuracy for different values as shown in Fig. 4a. Based on
this plot, we believe that lmax = 1 presents a good compro-
mise between descriptor size and accuracy, and this value
was chosen as the default.
(a)
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1.3%
1.7%
84.9%
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4.1%
2.8%
5.6%
0.0%
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Average accuracy: 81.4%
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BF
F
WT
SP
S
Ap
(b)
Figure 4: Experimental results for our interaction descrip-
tor. (a) Impact of the number of levels in the pyramidal
representation. (b) Confusion matrix for lmax = 1 (chosen
default value).
Fig. 4b depicts the confusion matrix of our pairwise
interaction detector, with an average per-class accuracy of
84.3% and minimum individual accuracy of 78% for follow-
ing and being-followed. It is worth noticing that follow-
ing and being-followed sometimes are classified as walking-
together, around 16% to 20% of times. This is mostly due
to noise in the estimates for the ground plane position. For
example, when a group of several people is walking in two
or more rows, we annotated that the subjects in the back
rows are following the ones in front of them, even if the
whole group is walking as one. When this group is far
from the camera, mapping from image to world coordinates
gets more sensitive to noisy observations, and the relative
positions in our histograms can present jitter. As a con-
sequence, there might be a mix up between the front (or
back) to bins in the subject to the left or right sides.
Finally, we ran the same experiments using hard
boundary assignments to compute the histograms required
in the PID (instead of KDE). Results were in average 1.5%
lower, indicating that KDE-smoothing is indeed useful.
3.2 Collective Behavior Recognition
The second set of experiments evaluated the accuracy of
the collective behavior recognition method proposed in this
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Table 1: Comparison with state-of-the-art methods for the
N-CAD dataset
Method
Activity
Chasing Dismissal Gathering Queueing Talking Walking MPCA Std
Our (PID+CBD) 84.0 81.0 90.0 86.0 90.0 92.0 87.2 4.2
LRG (Sun et al., 2016) 99.2 84.3 55.8 99.5 91.5 94.8 87.5 16.5
SSVM (Lathuilie`re et al., 2017) 96.9 69.1 57.1 89.9 70.5 97.6 80.2 16.9
HiRF (Amer et al., 2014) 98.2 87.6 54.9 99.2 89.3 94.3 87.3 16.5
HiGM (Choi and Savarese, 2012) 91.9 77.0 43.5 93.4 82.2 87.4 79.2 18.5
Chang et al. (2015) 53.9 90.5 59.9 86.3 97.0 94.3 80.3 18.6
DCGF+GRU (Kim et al., 2018) 96.1 87.3 79.6 100.0 90.6 94.0 91.3 7.2
RMIC (Wang et al., 2017) 89.2 68.4 71.9 95.5 86.6 95.9 84.6 11.8
paper, using the same 3-fold cross-validation scheme. To
evaluate the effect of different cues, we tested three differ-
ent versions of our approach by progressively adding the
cues. More precisely, we started by using only interaction
histograms and pyramidal mean velocities, then added the
spatial distribution dynamics encoded in Eq. (7), and fi-
nally added the shape cue encoded from the eigenvalue ra-
tios. The average accuracy obtained in this experiment
were 75.5%, 78.2% and 87.2%, indicating that the full set
of cues leads to the best result.
The per-class accuracy of our method and competitive
approaches, as well as the mean per-class accuracy (MPCA)
and the standard deviation, are reported in Table 1. It is
interesting to note that our lowest per-class accuracy was
81%, which is the highest among all compared methods.
Furthermore, our approac presents a homogeneous error
distribution among the classes, as indicated by the low-
est standard deviation. Our overall accuracy was similar
to (Sun et al., 2016) and (Amer et al., 2014), and better
than recent approaches such as SSVM (Lathuilie`re et al.,
2017) and RMIC (Wang et al., 2017). It should be noticed
that the best overall method DCGF+GRU (Kim et al.,
2018) was trained and evaluated with augmented data, so
that a direct comparison of the results might be biased.
It is also important to note that, unlike other methods,
the proposed method can identify the role of each pair of
pedestrians involved in a given collective behavior due to
the hierarchical nature of our approach. Fig. 5a illustrates
some frames of different detected collective behaviors, along
with the corresponding pairwise interactions. For instance,
the higher-level chasing event shown in Fig. 5a is character-
ized by following and walking-together pairwise lower-level
events.
Detect behavior: Chasing
Following
Following
WT
(a) Chasing
Detect behavior: Gathering
Approaching
(b) Gathering
SP
SP
SPApproaching
Detect behavior: Queueing
(c) Queueing
Figure 5: Dataset selected frames showing interactions and
behavior estimates.
Despite the high overall and per-class accuracies, the
system is inherently unable to differentiate activities that
depend on the subject orientation at static positions. An
example of this is the inability to distinguish events of
“waiting to cross a street” and “queueing”. However, we
feel that being able to generalize to any camera setup is
far a better choice for surveillance systems than to use an
image-based classifier for subject orientation, which might
be crucial to detect just a few specific events.
3.3 Cross-Dataset Analysis
To investigate the potential of our method in generaliz-
ing across different scenarios (and more importantly, differ-
ent camera setups), we carried out a set of experiments by
training the model using one dataset and evaluating on an-
other one. More precisely, we used the N-CAD dataset for
training and the BEHAVE dataset (Blunsden and Fisher,
2010) for evaluation purposes. The first 7 sequences of the
first set in BEHAVE were used, yielding a total of around
63k frames. The dataset presents almost the same activi-
ties of the ones described by Choi and Savarese (2012) and
used in this paper, with the inclusion of fighting events and
the lack of queuing events. Upon analysis, it was clear to
us that fighting would not be possible to recognize using
solely trajectories – thus, we decide to ignore the frames
in which such event appears. Additionally, some sequences
presented wrong annotations or no annotation at all. We
carefully annotated and corrected the interactions, bound-
ing boxes and collective activities. We made this data pub-
licly available4 to stimulate a broader application of this
dataset in the future.
It is worth noting that the interactions in the BEHAVE
dataset are mainly standing pair, splitting, approaching,
walking-together with very few being-followed and follow-
ing samples. However, our method has shown an impres-
sive capability of recognizing interaction in new, unseen
sequences.
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Figure 6: Interaction and collective behavior estimates us-
ing only N-CAD as the training set and BEHAVE as test-
ing.
Finally, we apply the same cross-dataset validation
protocol for testing collective behaviors, training with N-
CAD and testing with BEHAVE. The parameters of the
proposed method were kept the same, except for remov-
ing the PCA-based shape descriptor p(t) defined by Equa-
tion (8). The reason behind this choice is that for the
BEHAVE dataset there is no need to differentiate between
standing groups, since there are no queuing events. Also,
we removed the three sequences from N-CAD that were la-
beled as Queuing, so that this class was completely ignored
4https://github.com/gustavofuhr/behave_comp_anno
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in the experiment. The results can be observed in Fig. 6b,
and they indicate that our method is capable of generaliz-
ing for different camera setups in the context of collective
behavior. Moreover, it does not require too much training
in terms of variability to correctly estimate the collective
behavior. We believe that this comes from the formulation
of a two-stage approach, which helps the understanding of
new instances of previously trained behaviors. One instance
where this is clear comes from some of the Dismissal events
– and analogous to Gathering. In the BEHAVE dataset,
these events usually appear as a part of a group leaving
the remaining subjects of a standing group. On the other
hand, in the N-CAD, the Dismissal events always concern
all subjects (no subject is left). Despite that, because we
based our descriptor on interactions and shape dynamics
using ground plane trajectories, we can generalize across
different exemplars of the same class.
4 Conclusions
We proposed in this paper a novel method to describe and
detect interactions and collective activities using only tra-
jectory information in a surveillance scenario. We presented
novel compact descriptors (PID and CBD) that combine
cues with different natures, which are fed to a two-layered
Random Forest to achieve the final classification.
Our experimental results showed that the proposed
method achieves average accuracy comparable to compet-
itive approaches for the N-CAD dataset, with the highest
minimum per-class accuracy amongst all tested methods.
It also presented the lowest standard deviation considering
the per-class accuracies, indicating a homogeneous distri-
bution of the classification error.
The cross-dataset validation experiment also indicated
that our method is able to generalize well across different
camera setups, due to the use of ground plane trajectories
and very small feature vectors. To our knowledge, this is
the first cross-dataset experiment reported in the context
of collective behavior detection, with successful results. We
believe that the lack of such experiments is due to the fact
that existing methods rely directly on image-based features,
which are inherently camera-dependent. Hence, training on
a given camera setup and testing on a different one would
probably lead to poor results.
Future work will concentrate on filtering the pool of in-
teractions to reduce noise in the collective activity recogni-
tion, and extending the method for different, more complex
activities that involve a sequence of collective behaviors,
such as pick-pocketing.
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