The aim of this study is to explore the structure and the dynamics of regional labour markets in terms of gross job and worker flows. The regional turnover rates are related to macroeconomic indicators, demographic factors and industry-structure by employing the data of 85 Finnish regions over the period of 1988-1997. The results imply that different factors can have similar effects on net changes in employment and unemployment by various means of affecting gross changes.
Introduction
Market economies are in a state of continuous turbulence. During the past ten years a growing body of literature has emerged that employs longitudinal, linked employeremployee data in analysing the pace of job reallocation and worker flows. The novelty of this approach follows from the possibility to decompose net employment changes into gross job and worker flows. These gross flows are much larger in magnitude than the observed net changes in employment. Davis and Haltiwanger (1999) report that in most Western economies roughly ten per cent of jobs is created/destroyed each year.
Worker flows are even larger in magnitude.
Establishment-level studies have mainly focused on the pace of job reallocation and worker flows in different phases of business cycles and across regions. The U.S. evidence points out that the components of net employment change behave quite differently over time and across regions. Job destruction is primarily associated with cyclical variation, and job creation with regional variation, Eberts and Montgomery (1995) . A typical finding is also that gross job flows are persistent; the majority of newly destroyed (created) jobs are not reopened (destroyed) within the next few years.
In addition, a substantial part of gross job flows follows from rather large annual changes in plant-level employment, according to Davis and Haltiwanger (1999) .
When it comes to country differences, the turnover rates are found to be fairly similar across countries regardless of different labour market institutions (e.g. Nickell, 1998) .
This observation is consistent with the view put forward in Bertola and Rogerson (1997) , according to which the rate of job reallocation is a decreasing function of wage dispersion that tends to be larger in less regulated labour markets.
Even though the differences in job and worker reallocation in different phases of a business cycle and between countries/regions are well reported, the determinants of this evolution have remained relatively unexplored. We aim at shedding some additional light on this issue by analysing the establishment-level turnover rates during the years 1988-1997 in 85 Finnish regional labour markets that share the same labour market institutions and roughly the same wage dispersion. In particular, an effort is made to investigate the impact of macroeconomic factors, migration flows, demographic factors and industry-structure on job reallocation and worker flows.
The issue of interest in this study is closely connected to a large body of literature that explores regional unemployment differentials. An extensive survey by Elhorst (2000) reveals that almost all of these studies have analysed the determinants of regional unemployment through net measures. Against this background, the examination of gross turnover flows along with net flows is interesting in its own right. It may provide new explanations for the factors hanging behind the persistence of regional unemployment disparities.
The study is organised as follows. The second section provides the definitions of the measures of gross job and worker flows. The section also provides stylized facts of gross job and worker flows in Finnish regions. The third section introduces the data and the econometric methods employed in analyses. The fourth section provides the estimation results concerning the effects of various factors on regional job and worker flows. The fifth section concludes.
Job and worker flows
The gross flows of jobs and workers measure the number of jobs created/destroyed within establishments, and workers moving in and out of establishments (i.e. hiring and separation of workers). The measure of the job creation rate (JC) is given by
where E denotes employment in an establishment i in year t and the superscript "+" refers to a positive change in employment. To get the turnover rate, the overall sum of jobs created is divided by the average employment in periods t and t-1. It can be shown that this definition has several technical advantages over more conventional growth rate measures, see Davis et al. (1996) .
The measure of the job destruction rate (JD) is calculated similarly as
where the superscript "-" refers to a negative change in employment in an establishment i. The job destruction rate is defined as the absolute value of the sum of negative changes in employment within establishments, divided by the average number of employees in time periods t and t-1.
The definitions above can be employed in measuring the net rate of employment change NET t = JC t -JD t , the gross job reallocation rate JR t = JC t + JD t and the excess job reallocation rate EJR t = JR t -NET t . The excess job reallocation is an index of simultaneous job creation and destruction (e.g. Davis and Haltiwanger, 1999) . If this measure is positive, the magnitude of (gross) job reallocation in a region exceeds the change in net employment.
In addition to gross job flows, linked employer-employee data provides means to measure gross worker flows. By combining data from two consecutive years, it is possible to calculate the number of employees who have entered a plant during a given
year and who are still working at the same plant at the end of the year. The sum of these employees over all plants gives the total worker inflow. By the same token the total worker outflow is obtained by summing up the number of employees who have separated from plants during a year.
Worker inflow (WIF) and outflow (WOF) rates are obtained in a similar fashion to job flows by dividing the total worker inflow/outflow by the average of employment in periods t and t-1. The difference between the hiring rate and the separation rate gives the net rate of change in employment, i.e. NET t = WIF t -WOF t .
The hiring (separation) rate can be decomposed by the source (destination) of worker inflow (outflow). To examine the regional dynamics of unemployment, it is convenient to measure the worker inflow rate from unemployment (WIFU) and the worker outflow rate into unemployment (WOFU). The difference between these measures gives the net rate of change in unemployment, i.e. UNET t = WIFU t -WOFU t .
The final definitions of job and worker flows consist of the worker flow rate (WF), which is the sum of the hiring (WIF) and separation rates (WOF), and of the churning rate (CF):
(3)
The churning rate completes the picture of labour adjustment in regional labour markets by combining establishment-level worker and job flows together. The churning rate is also called "excess worker turnover rate" since it compares worker flows with job flows. By this means, the churning rate measures the structural change of regional labour markets within plants.
Job and worker flows needed in empirical analyses are constructed from the employeremployee data that covers more than 80 percent of total employment in the non-farming business sector of the percent of total employment in the non-farming business sector of the Finnish. 1 Annual job and worker flows are aggregated to 85 regions corresponding to the NUTS 4 level of the EU. The public sector has to be excluded from the analyses owing to practical problems in measuring annual gross job and worker flows within public sector establishments. Agriculture is also excluded, since the employer-level data is combined with the employer-level data by using Employment Statistics, which does not include farmers.
Even with these limitations the data covers a substantially larger part of the economy than most of the previous studies on job and worker flows that have concentrated mainly in manufacturing industries (e.g. Davis and Haltiwanger, 1999) . What is more, the data covers almost the entire population of establishments and employees in all regions, so the analyses of regional job and worker flows become possible. This is not always the case, especially in the U.S. (see Davis et al. 1996, 222-223; Shimer 2001 Shimer , 999-1000 . The most interesting observation reveals the strong connection between the average job creation and the job destruction rates (Fig. 3) , and the equally strong correlation between the worker inflow and outflow rates ( Fig. 4) . 3 This means that regions with a high ability to create jobs (hirings) also tend to experience sizeable job losses (separations). The findings are similar to the ones reported in Greenway et al. (2000) , who analysed gross job flows in different U.K. industries. It should be emphasized that the positive correlation cannot be totally contributed to the intensive entry and exit of firms/ establishment in the service sector, i.e. to the industry structure of regions. Ilmakunnas and Topi (1999) report that entry and exit count only for some three per cent of overall change in employment, and Finnish regions are not completely specialized. 3 The high rates of job creation and job destruction are observed especially in Northern Finland, and low rates in Eastern Finland. One potential explanation for this is provided by active labour market policy that is extensively targeted to Northern Finland. It should be noted, however, that the reported job flows are calculated by comparing the situation within an establishment between the end of year t and the end of year t-1, and that the duration of a typical subsidised job period is six months. Accordingly, these spells are not, at least totally, included in the measures of gross job flows. 
Empirical specifications
The time period of empirical analysis spans the years 1988-1997. These years include a rapid increase in unemployment in the early 1990s (from 4 per cent to almost 20 per cent) and the gradual decrease in unemployment from the mid 1990s onward. (For the analysis of the Finnish recession, see Honkapohja and Koskela, 1999 .) The changes were not evenly distributed across regions, so data offer a unique opportunity to investigate the factors influencing the differences in job and worker turnover rates among regions.
Regional job and worker flows are explained by various factors that control for observable differences in regional growth, productivity, labour force, demographics, Gross job and worker flows have been observed to depend on the business cycle, so the change in regional production per capita is also included among the regressors in this study. Other terms named as macroeconomic indicators control for observable differences in the financial situation of municipalities and in regional productivity. The inclusion of the regional productivity term is motivated by findings according to which an increase in productivity may have a positive impact on employment in growing establishments, see Bartelsman and Doms (2000) .
Variables of demographics and migration reflect regional differences in education, age structure and in-migration. The proportion of unskilled individuals in the labour force (UNSK) is included in the analysis to take account of possible changes in the composition of labour demand that are put forward in the literature of skill-biased technological change (e.g. Atkinson, 1999) . The other variable controlling for the impact of demographic factors on labour market flows is the proportion of individuals over the age of 55 to the population (AGED). A shift in labour demand away from older workers is expected to show up in the parameter estimates of this variable.
Gross migration flows form an important part of the reallocation of labour force.
Furthermore, the clustering of producers and workers at a particular region creates positive externalities that boost the growth of the region, see Krugman (1998) among others. If this is the case, in-migration is positively connected to job creation and the hiring rate. The effect of in-migration on job destruction and worker outflow is less evident, a priori. Provided that migrants compete with workers and unemployed persons living in destination areas, higher in-migration may increase worker outflow rates.
Accordingly, the net effect of in-migration remains an empirical issue.
We next turn to the industry structure. The earlier empirical studies have shown that there are differences in the evolution of gross job and worker flows across industries (e.g. Davis and Haltiwanger, 1999) . This observation has been connected to regional differences in Böckerman and Maliranta (2001) , who examined gross and net flows in twenty provinces of Finland. They found out that the 2-digit standard industry classification helps to explain a part of the observed differences in regional net employment changes. However, the industry structure was of limited value in explaining the differences in regional gross job and worker flows. It is interesting to examine whether this also holds true in a more complex setting.
Since the data cover all NUTS4 regions in Finland, the natural starting point for the analysis is the fixed effects model of the form:
(4) Y it = βX it + η i + δ t + e it , i = 1, . . ., 85; t = 1,. . ., 10, where Y stands for the selected measure of job or worker flow and X is a vector of explanatory variables. The unobserved regional effect, η i , is taken to be constant over time and specific to each region i. The individual effects are allowed to correlate with the explanatory variables. Any time-specific effects that are not included in the model are accounted for by the regional-invariant time effects, δ t . Finally, the remaining disturbances, eit, are assumed to be independently and identically distributed over i and t.
According to certain assumptions the model set up in equation (4) can be consistently and efficiently estimated by means of the within-group estimator (e.g. Hsiao, 1985; Baltagi, 1995) . However, in the current context the within-group estimator has at least two potential shortcomings. Firstly, it assumes that all explanatory variables are strictly exogenous, i.e. uncorrelated with the past, present and future realisations of e it . This assumption is violated, for instance, if an unexpected shock to job creation or worker flows in some region affects the future in-migration to that region. Secondly, the withingroup estimator generates inconsistent estimates in dynamic specifications if the number of time periods is fixed (see Nickell, 1981) .
To overcome these difficulties, we also analyse the data by means of the following dynamic model:
The model set up in equation (5) can be consistently estimated by employing the Arellano-Bond (1991) GMM method for the first differenced equation. Although differencing eliminates the individual effects, it induces a negative correlation between the lagged dependent variable, ∆Y it-1 , and the disturbance term ∆ε it . The Arellano-Bond method overcomes this problem by employing linear orthogonality conditions E(Y i,t-s ∆ε it ) = 0 for t = 3, … , T and 1 t s 2 − ≤ ≤ and p = 1, as instruments for the lagged dependent variable. In addition, all leads and lags of strictly exogenous explanatory variables can be employed as instruments for all equations in first differences.
If the assumption that the explanatory variables are strictly exogenous with respect to ε it does not hold, some of the explanatory variables are correlated with the disturbance term as E(X it ε is ) ≠ 0 if t s ≤ . In this case, the valid instrument set for period t consists of lagged values of the dependent variable Y i,t-s , 2 s ≥ and of the the lagged values of endogenous variables X i,t-s 2 ≥ s
. Accordingly, the set of valid instruments becomes larger as t increases. Monte Carlo experiments show that the use of the full set of moment conditions in the later cross-sections may result in over-fitting biases in the estimates (see Arellano and Honore, 2000) . For this reason, it is advisable to remove the least informative instruments from the instrument set.
Dependent variables at time t are based on the changes in the number of jobs/workers within establishments between the last weeks of periods t-1 and t. These are related to a set of strongly exogenous variables and to a set of endogenously determined variables.
Strongly exogenous variables are allowed to influence job and worker flows from periods t-1 and t-2. In the case of endogenous variables, the effects are allowed to arise from the current period, t, and from the period t-1.
There are three endogenous variables, viz. the rate of in-migration, the share of highly educated individuals among in-migrants, and the change in regional production per capita (DGDP). The underlying hypothesis of this specification is that individuals move for work-related reasons, in which case an unexpected drop in, say, job creation is, already reflected in in-migration during the period t. At the same time, this drop is allowed to affect regional production. Finally, regional productivity is measured from the period t-2 to avoid the possible correlation with the DGDP variable. It should be noted, however, that adding the productivity term lagged once produces similar results to those reported below.
The results
The results differ sharply between the unreported conventional fixed effects models and the dynamic GMM models reported in tables 1 and 2. 5 This is mainly due to the lack of dynamics in the static fixed effects specification. If the same lag structure is employed in fixed effects estimations as in GMM estimations, the results become similar between different methods in qualitative terms. Naturally, the parameter estimates differ, owing to the misspecification of the FE model when lagged endogenous variables are included in the estimation (see Nickell, 1981) . Since the preliminary results imply that the conventional, static fixed effects model can produce seriously biased results, at least in the current context, we focus on the results of GMM models in what follows.
Three cross-sections are lost in constructing lags and taking first differences in dynamic specifications. The GMM results correspond to specifications with the minimum number of instruments that managed to pass the implemented tests for the second-order autocorrelation, AR(2), and for the validity of the instrument set, SARGAN. More extensive instrument sets produce largely similar results to those reported in Tables 1 and 2. The only difference is that some variables reported as insignificant turn out to be statistically significant. This indicates the presence of an over-fitting bias in large instrument sets discussed in Arellano and Honore (2000) . By and large, the parameter estimates are also robust to different specifications of migration flows and regional DGDP. However, if these variables are modelled as exogenous, all models fail to pass the SARGAN test for the validity of the instrument set.
The cyclical properties of job and worker flows have gained a lot of attention in the analysis of linked employer-employee data. In the current setting, this issue can be explored through the parameter estimates of the DGDP variable. The results show that an increase in regional GDP expands job creation and the hiring rate while decreasing job destruction and worker outflow. This finding is in line with previous Finnish studies in which gross flows are measured in different phases of a business cycle, see Ilmakunnas and Maliranta (2000) .
In addition to the cyclical nature of gross job and worker flows, three further observations are worth making from the parameter estimates of DGDP. First, the longrun elasticity with respect to worker inflow from unemployment (WIFU) is lower than the one with respect to total worker inflow (WIF). This implies that establishments tend to hire proportionally more employees from other establishments (and from the pool of students) than from the pool of unemployed persons during a surge of economic activity. Second, the long-run elasticity with respect to worker outflows follows the same pattern, a reduction in total worker outflow being greater than in worker outflow into unemployment. These observations are also shown in net employment and net unemployment equations, economic growth having a larger impact in the former one.
Finally, the excess job reallocation rate is procyclical, i.e. the magnitude of simultaneous gross job creation and destruction declines during the times of economic slowdown. This finding is in line with previous Finnish studies and contrasts the U.S. evidence reported in Davis and Haltiwanger (1999) .
Economic growth provides only a partial explanation for regional differences in job and worker flows. According to the results, regional productivity, which also reflects the profitability of firms situated in a region, helps to explain a large part of differences in regional job and worker flows. The effect of productivity is found to be more pronounced in the case of job flows than worker flows. The long-run difference between the lowest and the highest value of productivity between the regions and over time is estimated to be as large as 0.70 in job creation and 1.22 in the net rate of employment change. These figures are large but not totally out of line. The job creation rate may vary between 0 and 2, whereas the range of the net rate of employment change varies between -2 to 2. However, since the actual difference between the highest and the lowest value of the net rate of employment change is some 0.7 points, the magnitude of estimates has to be considered with some caution. 6 The estimates may pick up some unobservable factors that are not included in estimations.
The results show that in-migration (MIG1) boosts job creation and the hiring rate, the finding being consistent with the predictions of new economic geography, see e.g. Fujita et al. (1999) . These positive gross effects result in an improvement in the net rate of employment change (NET) and in a reduction in the net rate of unemployment change (UNET). Favourable net effects are found to become even larger if in-migrants are highly educated. Having said that, the favourable effects of in-migration may materialise at the cost of workers living in a destination region as indicated by the positive and statistically significant parameter estimate of MIG1 in the worker outflow equation. There is also some evidence that it takes time before migrants establish themselves in the labour markets of destination areas. This is highlighted in the churning rate equation (CF) in which a large inflow of migrants is found to yield a high rate of excess worker reallocation.
It is somewhat surprising to notice that demographic factors have only a modest role in Having said that, there is some evidence that regions with a high proportion of persons aged 55 or over tend to have a smaller hiring rate (WIF) and larger worker outflows into unemployment (WOFU) than other regions, other things being equal. Naturally, the high separation rate into unemployment also results in a poor employment record. In addition, an increase in the share of old persons to the population reduces the magnitude of gross job and worker reallocation (JR). This finding is likely to reflect the high turnover rates of younger people.
The parameter estimates of variables controlling for observable differences in the industry structure are reported in the lower parts of Tables 1 and 2 The finding that the industry structure is a more significant factor in explaining the regional variation in job creation than in job destruction is consistent with Eberts and Montgomery (1995) , who discovered that job creation is primarily associated with regional variation and job destruction with cyclical variation. These observations have a direct relevance for regional policy. If the target is to increase the number of jobs in a region, public measures should be aimed at improving the preconditions for the birth of new firms rather than aiding contracting firms.
Conclusions
During the past ten years the analyses of linked employer-employee data sets have contributed to our knowledge on the adjustment of labour markets. These analyses are typically based on the examination of aggregated measures of job and worker flows in different phases of a business cycle. In some studies the issue of interest has focused on regional differences in the adjustment of the labour market to changes in the overall economic situation.
This study aims to broaden the picture of regional differences in job and worker flows by combining the measures of job and worker flows together with data on various factors that describe the labour market and the economy of a region. It is shown that labour market dynamics differ markedly between regions of a single country despite similar labour market institutions and labour legislation. As in previous analyses of linked employer-employee data, job and worker flows are shown to behave cyclically.
In addition, the results indicate that observable differences in regional productivity, labour force, demographics, in-migration and industry structure help to explain the prevailing disparities in regional labour markets.
The results reveal that the estimated impact on a net change can occur in many ways.
For instance, the net rate of employment change is higher in booming regions where labour productivity is high, owing to greater job creation and lower job destruction. Net changes are also favourable in regions with a large manufacturing sector or an expanding electronics industry, but for other reasons: the share of manufacturing or electronics is found to improve job creation and has no significant effect on job destruction. This implies that the mere examination of the factors affecting net employment/unemployment masks some interesting dynamics happening at the establishment-level in regions.
When it comes to the regional disparities, the following can be said about the factors influencing regional job and worker flows. More jobs are created in growing regions where manufacturing, electronics and service sectors are large. These regions gain more in terms of job creation and hiring from extensive in-migration that is directed to growth centres. This happens, however, with the cost. Migrants also tend to increase worker outflow that may be caused by the displacement of workers living in a destination region.
In contrast to growing regions, contracting regions with a large share of agriculture, small in-migration and old population face difficulties. The main reason for the poor record of net employment in these areas is the modest job creation and, accordingly, a low rate of hiring new employees. The situation is further worsened by the finding that the older the population the more extensive is the worker outflow into unemployment.
Due to the absence of background characteristics that were found to boost job creation, the recovery of contracting regions remained weak, even in the era of rapid economic growth. Unfortunately, there seems to be no shortcut from the trap of high unemployment.
What advice can we then give to contracting regions with high unemployment? Given the persistence in regional unemployment differences, it is perhaps not surprising that we cannot give much. Growth, productivity and in-migration are related to the prevalent success of a region. The structure of in-migration is also unfavourable in contracting regions and results in even larger differences in the demographics and in the quality of the labour force among areas. Having said that, the results do give one policy suggestion that is easy to implement. If the target of policy-makers is to increase the number of jobs in contracting regions, public measures should be aimed at improving the preconditions for the birth of new firms rather than aiding contracting firms. 
