Introduction
In his seminal paper [12] , David Fried expressed the analytic torsion of a hyperbolic manifold as a special value of a zeta function. Later in [13] he did the same for the holomorphic torsion of a complex hyperbolic manifold. In the paper [26] , based on [25] , Moscovici and Stanton generalized Fried's work on analytic torsion to locally symmetric spaces of fundamental rank one.
In the current paper we extend Fried's result on holomorphic torsion to arbitrary hermitian locally symmetric spaces. In the papers [12, 13] , the torsion numbers are described in the form R(0)c, where R is a geometrically defined zeta function and c only depends on the volume and the universal cover of the space. In this paper we interpret c as the reciprocal of the L 2 -torsion. The main result of this paper can also be viewed as a geometric analogue of Lichtenbaum's conjecture [22] . See also [10] .
Fried's first paper on analytic torsion [12] , which only treated hyperbolic spaces, has been generalized to spaces of fundamental rank one by Moscovici and Stanton in [26] and by the author to all spaces of positive fundamental rank [8] . It then became clear, that the analogous treatment of holomorphic torsion requires a different approach. The basic problem is to find suitable test functions for the trace formula to read off the analytic continuation of Selberg-type zeta functions. To explain this, we fix a semisimple Lie group G together with a cocompact lattice Γ ⊂ G. By integration of the right regular representation, a function f ∈ C ∞ c (G) induces an operator R(F ) on the Hilbert space L 2 (Γ\G). Having a smooth kernel, the operator R(f ) is trace class and its trace equals the integral over the diagonal of the kernel. Computing this integral, one gets an identity, known as the trace formula, expressing the (spectral) trace trR(f ) in terms of a (geometric) sum of orbital integrals. For suitable test functions f , the geometric side gives Selberg-type zeta functions and the comparison with the spectral side yields analytic continuation of the zeta function. To find such test functions, one can either look for test functions one knows the spectral side of, or for ones with given geometric trace. The first, "spectral" approach is the classical one. Usually one takes functions which are given by the functional calculus of a nice invariant operator like a Laplace operator. Fried and Moscovici/Stanton used heat kernels to this end. For higher rank groups, however, this approach cannot alway distinguish geometric contributions from different Cartan subgroups, which is necessary to achieve analytic con-tinuation. At this point, Juhl's habilitation thesis [18] gave a new idea. It is the first treatment systematically to employ the second, geometric approach. It is detailed in the book [19] . This technique only works in rank one situations, but it inspired the author to combine the two approaches in the following way. First, the geometric technique of Juhl is used to reduce the rank by one, and then a spectral construction is used to give a kernel on a Levi-subgroup which eliminates all unwanted contributions. The result, which is given in [9] , is a Lefschetz formula isolating the geometric contributions of a single Cartan subgroup. This result is more general then what we need in this paper, as it is valid for all semisimple Lie groups. We will specialize it here to groups attached to hermitian symmetric spaces which requires a detailed knowledge of the latter.
Notation
This paper depends heavily on [9] . We take over all notation from that paper. For instance, G will denote a connected semisimple Lie group with finite center, and K will be a maximal compact subgroup. The attached locally symmetric space is denoted by X = G/K. For every discrete, torsionfree subgroup Γ ⊂ G the space Γ\X is a locally symmetric space. We will only be interested in the compact case, so Γ\X, or equivalently, Γ\G will be compact. In this case Γ is said to be a uniform lattice in G.
Let L be a Lie group. An element x of L is called neat if for every finite dimensional representation η of L the linear map η(x) has no nontrivial root of unity as an eigenvalue. A subset A of L is called neat if each of its members are. Every neat subgroup is torsion free modulo the center of L. Every arithmetic group has a subgroup of finite index which is neat [4] . Lemma 1.1 Let x ∈ L be semisimple and neat. Let L x denote the centralizer of x in L. Then for each k ∈ N the connected components of L x and L x k coincide.
Proof: It suffices to show that the Lie algebras coincide. The Lie algebra of L x is just the fixed space of Ad(x) in Lie(L). Since Ad(x) is semisimple and does not have a root of unity for an eigenvalue this fixed space coincides with the fixed space of Ad(x k ). The claim follows.
Let Γ ⊂ G denote a cocompact discrete subgroup which is neat. Since Γ is torsion free it acts fixed point free on the contractible space X and hence Γ is the fundamental group of the Riemannian manifold X Γ = Γ\X = Γ\G/K it follows that we have a canonical bijection of the homotopy classes of loops:
[
For a given class [γ] let X γ denote the union of all closed geodesics in the corresponding class in [S 1 : X Γ ]. Then X γ is a smooth submanifold of X Γ H [11] , indeed, it follows that
where G γ and Γ γ are the centralizers of γ in G and Γ and K γ is a maximal compact subgroup of G γ . Further all closed geodesics in the class [γ] have the same length l γ .
Lemma 1.2
For γ ∈ Γ and n ∈ N we have X γ n = X γ .
Proof: By the last lemma we have for the connected components, G 0 γ = G 0 γ n . By definition one has that X γ n is a subset of X γ . Since both are connected submanifolds of X Γ they are equal if their dimensions are the same. We have
Meromorphic continuation
Recall that G is a connected semisimple Lie group with finite center. Fix a maximal compact subgroup K with Cartan involution θ.
The zeta function
Fix a θ-stable Cartan subgroup H of split rank 1. Note that such a H doesn't always exist. It exists only if the absolute ranks of G and K satisfy the relation:
This certainly holds if G has a compact Cartan subgroup or if the real rank of G is one. In the case rank G = rank K, i.e., if G has a compact Cartan there will in general be several G-conjugacy classes of split rank one Cartan subgroups. In the case rank G − rank K = 1, however, there is only one. The number F R(G) := rank G − rank K is called the fundamental rank of G.
Write H = AB where A is the connected split component and B ⊂ K is compact. Choose a parabolic subgroup P with Langlands decomposition P = M AN . Then K M = K ∩ M is a maximal compact subgroup of M . LetP = M AN be the opposite parabolic. As in the last section let A − = exp(a − 0 ) ⊂ A be the negative Weyl chamber of all a ∈ A which act contractingly on n. Fix a finite dimensional representation (τ, V τ ) of K M .
Let H 1 ∈ a − 0 be the unique element with B(H 1 ) = 1. Let Γ ⊂ G be a cocompact discrete subgroup which is neat. An element γ = 1 will be called primitive if τ ∈ Γ and τ n = γ with n ∈ N implies n = 1. Every γ = 1 is a power of a unique primitive element. Obviously primitivity is a property of conjugacy classes. Let E p P (Γ) denote the subset of E P (Γ) consisting of all primitive classes. Recall the length l γ of any geodesic in the class [γ] . If γ is conjugate to am ∈ A − M ell then l γ = l a , where l a = | log a| = B(log a). Let A γ be the connected split component of G γ , then A γ is conjugate to A.
We say that M is orientation preserving, if M acts by orientation preserving maps on the manifold M/K M , where K M = K ∩ M . For a complex vector space V , on which A acts linearly, and λ ∈ a * , we write V λ for the generalized λ-Eigenspace, i.e.,
In this section we are going to prove the following Theorem 2.1 Suppose that τ is in the image of the restriction map res M K M or that M is orientation preserving. Let Γ be neat and (ω, V ω ) a finite dimensional unitary representation of Γ. For Re(s) >> 0 define the generalized Selberg zeta function:
, where S N (n) denotes the N -th symmetric power of the space n and γ acts on
Then Z P,τ,ω has a meromorphic continuation to the entire plane. The vanishing order of
Further, all poles and zeroes of the function Z P,τ,ω (s + |ρ 0 |) lie in R ∪ iR.
Proof: We apply the Lefschetz Theorem (Thm 4.2.1) of [9] with the test function ϕ(a) = l j+1 a e −sla for j ∈ N and s ∈ C with j, Re(s) large enough. The geometric side of the Lefschetz formula is . The theorem follows.
The functional equation
If the Weyl group W (G, A) is nontrivial, then is has order two. To give the reader a feeling of this condition consider the case G = SL 3 (R). In that case the Weyl group W (G, A) is trivial. On the other hand, consider the case when the fundamental rank of G is 0; this is the most interesting case to us since only then we have several conjugacy classes of splitrank-one Cartan subgroups. Here the splitrank of a Cartan subgroup H = AB is the dimension of A, where B is compact and A is a split torus. In that case it follows that the dimension of all irreducible factors of the symmetric space X = G/K is even, hence the point-reflection at the point eK is in the connected component of the group of isometries of X. This reflection can be thought of as an element of K which induces a nontrivial element of the Weyl group W (G, A). So we see that in this important case we have
Let w be the nontrivial element. It has a representative in K which we also denote by w. Then wK M w −1 = K M and we let τ w be the representation given by τ w (k) = τ (wkw −1 ). It is clear from the definitions that
We will show a functional equation for Z P,τ,ω . This needs some preparation. Assume G admits a compact Cartan T ⊂ K, then a representation π ∈Ĝ is called elliptic if Θ π is nonzero on the compact Cartan. LetĜ ell be the set of elliptic elements inĜ and denote byĜ ds the subset of discrete series representations. Further letĜ lds denote the set of all discrete series and all limits of discrete series representations. In Theorem 2.1 we have shown that the vanishing order of Z P,τ,ω (s) at the point
A standard representation is a representation parabolically induced from a tempered representation, see [20] , p.383. Any character Θ π for π ∈Ĝ is an integer linear combination of characters of standard representations (loc. cit.). From this it follows that for π ∈Ĝ the character restricted to the compact Cartan T is
with integer coefficients k π,π ′ .
Lemma 2.2
There is a C > 0 such that for Re(µ(H 1 )) < −C the order of
Proof: For any π ∈Ĝ we know that if Θ π | AB = 0 then in the representation of Θ π as linear combination of standard characters there must occur ldscharacters and characters of representations π ξ,ν induced from P . Since Θ π ξ,ν = Θ πw ξ,−ν any contribution of π ξ,ν for Re(s) << 0 would also give a pole or zero of Z P,τ w ,ω for Re(s) >> 0. In the latter region we do have an Euler product, hence there are no poles or zeroes.
Now consider the case F R(G) = 1, so there is no compact Cartan, hence no discrete series.
Theorem 2.3
Assume that the fundamental rank of G is 1, then there is a polynomial P of degree ≤ dim G + dim N such that
Proof: By Theorem 2.1 the functions Z P,τ,ω (s) and Z P,τ w ,ω (2|ρ 0 | − s) have the same zeros and poles. Further, they are both of finite genus, hence the claim.
Now assume F R(G) = 0 so there is a compact Cartan subgroup T . As Haar measure on G we take the Euler-Poincaré measure. The sum in the lemma can be rearranged to
We want to show that the summands with π ′ in the limit of the discrete series add up to zero. For this suppose π ′ and π ′′ are distinct and belong to the limit of the discrete series. Assume further that their Harish-Chandra parameters agree. By the Paley-Wiener theorem [7] there is a smooth compactly supported function f π ′ ,π ′′ such that for any tempered π ∈Ĝ:
Plugging f π ′ ,π ′′ into the trace formula one gets
so that in the above sum the summands to π ′ and π ′′ occur with the same coefficient. Let π 0 be the induced representation whose character is the sum of the characters of the π ′′ , where π ′′ varies over all lds-representations with the same Harish-Chandra parameter as π ′ . Then for Re(µ(H 1 )) < −C we have m(π 0 , τ, µ) = 0. Thus it follows that the contribution of the limit series vanishes.
Plugging the pseudo-coefficients [21] of the discrete series representations into the trace formula gives for π ∈Ĝ ds :
where d π is the formal degree of π.
The infinitesimal character λ of π can be viewed as an element of the coset space (t * ) reg /W K . So let J denote the finite set of connected components of (t * ) reg /W K , then we get a decompositionĜ ds = j∈JĜ ds,j .
In the proof of Theorem 2.1 we used the Hecht-Schmid character formula to deal with the global characters. On the other hand it is known that global characters are given on the regular set by sums of toric characters over the Weyl denominator. So on H = AB the character Θ π for π ∈Ĝ is of the form N /D, where D is the Weyl denominator and the numerator N is of the form
where λ ∈ h * is the infinitesimal character of π. Accordingly, the expression m(π, τ, µ) expands as a sum
Lemma 2.4 Let π, π ′ ∈Ĝ ds,j with infinitesimal characters λ, λ ′ which we now also view as elements of (h * ) + , then
Proof: In light of the preceding it suffices to show the following: Let τ λ , τ λ ′ denote the numerators of the global characters of π and π ′ on h + . Write
c w h wλ for some constants c w . Then we have
To see this, choose a λ ′′ dominating both λ and λ ′ , then apply the Zuckerman functors ϕ λ λ ′′ and ϕ λ ′ λ ′′ . Proposition 10.44 of [20] gives the claim. Write π λ for the discrete series representation with infinitesimal character λ. Let d(λ) := d π λ be the formal degree then d(λ) is a polynomial in λ, more precisely from [1] we take
where the ordering Φ + is chosen to make λ positive.
Putting things together we see that for Re(s) small enough the order of
where π j ∈Ĝ ds,j is a fixed element. The function µ → m w (π j , τ, µ) takes nonzero values only for finitely many µ. Since further λ → d(λ) is a polynomial it follows that the regularized product
exists. We now have proven the following theorem.
we haveẐ
where Q is a polynomial.
Proposition 2.6 Let τ be a finite dimensional representation of M then the order of
This can also be expressed as
Proof: Extend V τ to a m ⊕ n-module by letting n act trivially. We then get
is the cohomology of the complex (C * ) with
Therefore we have an isomorphism of virtual A-modules:
Now one considers the Hochschild-Serre spectral sequence in the relative case for the exact sequence of Lie algebras
Now the module in question is just
Since the differentials in the spectral sequence are A-homomorphisms this equals χ(E ∞ ). So we get an A-module isomorphism of virtual A-modules
The second statement is clear by [5] p.16.
The Ruelle zeta function
The generalized Ruelle zeta function can be described in terms of the Selberg zeta function as follows.
Theorem 2.7 Let Γ be neat and choose a parabolic P of splitrank one. For Re(s) >> 0 define the zeta function
then Z R P,ω (s) extends to a meromorphic function on C. More precisely, let n = n α ⊕ n 2α be the root space decomposition of n with respect to the roots of (a, g) then
In the case when rank R G = 1 this zeta function coincides with the Ruelle zeta function of the geodesic flow of X Γ .
Proof: For any finite dimensional virtual representation τ of M we compute
Since n is an M -module defined over the reals we conclude that the trace tr((a γ m γ ) −1 |∧ * n) is a real number. Therefore it equals its complex conjugate which is tr(a −1 γ m γ | ∧ * n). Now split into the contributions from n α and n 2α . The claim now becomes clear.
The Patterson conjecture
The content of this section is not strictly needed in the rest of the paper, but it is a result of independent interest.
In this section G continues to be a connected semisimple Lie group with finite center. Fix a parabolic P = M AN of splitrank one, ie, dim A = 1. Let ν ∈ a * and let (σ, V σ ) be a finite dimensional complex representation of M . Consider the principal series representation π σ,ν on the Hilbert space π σ,ν of all functions f from G to V σ such that f (xman) = a −(ν+ρ) σ(m) −1 f (x) and such that the restriction of f to K is an L 2 -function. Let π ∞ σ,ν denote the Fréchet space of smooth vectors and π −∞ σ,ν for its continuous dual. For ν ∈ a * letν denote its complex conjugate with respect to the real form a * 0 . We will now formulate the Patterson conjecture [6] . 
Since W (G, A) is nontrivial, the proof in [6] Prop. 4.1. carries over to our situation.
To prove the theorem, assume first
where Vσ ,−λ is the representation space of the representationσ ⊗ (−λ). We want to show that this equals
Since the Hochschild-Serre spectral sequence degenerates for a one dimensional Lie algebra we get that
This implies
It follows that the vanishing order equals
For a (g, K)-module V and a (a ⊕ m, M )-module U we have [17] :
Diualizing shows that this equals
Next by [5] , Chap. I,
For any two smooth G-representations V, W the restriction map gives an isomorphism
where Hom ct means continuous homomorphisms. Therefore, using the classical identification of (g, K) with differentiable and continuous cohomology as in [5] we get
This gives the claim for s = 0. In the case s = 0 we have to replace H 0 (a, ·) by H 0 (a 2 , ·), where a 2 means the subalgebra of U (a) generated by H 2 , H ∈ a. Then the induced representation Ind Let E = (E 0 → E 1 → · · · → E n ) be an elliptic complex over a compact smooth manifold M . That is, each E j is a vector bundle over M and there is differential operators d j : Γ ∞ (E j ) → Γ ∞ (E j+1 ) of order one such that the sequence of principal symbols
is exact whenever ξ ∈ T x M * is nonzero.
Assume each E k is equipped with a Hermitian metric. Then we can form the Laplace operators ∆ j = d j d * j + d * j d j as second order differential operators. When considered as unbounded operators on the spaces L 2 (M, E k ) these are known to be zeta admissible. Now define the torsion of E as
Note that this definition differs by an exponent 2 from the original one [27] .
The corresponding notion in the combinatorial case, i.e. for a finite CWcomplex and the combinatorial Laplacians, was introduced by Reidemeister in the 1930's who used it to distinguish homotopy equivalent spaces which are not homeomorphic. The torsion as defined above, also called analytic torsion, was defined by Ray and Singer in [27] where they conjectured that the combinatorial and the analytical torsion should coincide. This conjecture was later proven independently by J. Cheeger and W. Müller.
For a compact smooth Riemannian manifold M and E → M a flat Hermitian vector bundle the complex of E-valued forms on M satisfies the conditions above so that we can define the torsion τ (E) via the de Rham complex. Now assume further, M is Kählerian and E holomorphic then we may also consider the torsion T (E) of the Dolbeault complex∂ :
This then is called the holomorphic torsion. The holomorphic torsion is of significance in Arakelov theory [28] where it is used as normalization factor for families of Hermitian metrics.
We now define L 2 -torsion. For the following see also [23] . Let M denote a compact oriented smooth manifold, Γ its fundamental group andM its universal covering. Let E = E 0 → · · · → E n denote an elliptic complex over M andẼ =Ẽ 0 → · · · →Ẽ n its pullback toM . Assume all E k are equipped with Hermitian metrics.
Let△ p and △ p denote the corresponding Laplacians. The ordinary torsion was defined via the trace of the complex powers △ s p . The L 2 -torsion will instead be defined by considering the complex powers of△ p and applying a different trace functional. Write F for a fundamental domain of the Γ-action onM then as a Γ-module we have
The von Neumann algebra V N (Γ) generated by the right action of Γ on l 2 (Γ)has a canonical trace making it a type II 1 von Neumann algebra if Γ is infinite [14] . This trace and the canonical trace on the space B(
which makes it a type II ∞ von Neumann algebra. The corresponding dimension function is denoted dim Γ . Assume for example, a Γ-invariant operator T on L 2 (E) is given as an integral operator with a smooth kernel k T , then a computation shows
It follows for the heat operator e −t∆p that
From this we read off that tr Γ e −t∆p satisfies the same small time asymptotic as tre −t∆p .
Unfortunately very little is known about large time asymptotic of tr Γ (e −t∆ ′ p ) (see [24] ). Let
, [24] ).
Then N S(∆ p ) is always ≥ 0; in this section we will assume that the NovikovShubin invariant of ∆ p is positive. This is in general an unproven conjecture. In the cases of our concern in later sections, however, the operators in question are homogeneous and it can be proven then that their Novikov-Shubin invariants are in fact positive. We will consider the integral 
∆p (s) .
Now let the L 2 -torsion be defined by
Again let M be a Kähler manifold and E → M a flat Hermitian holomorphic vector bundle then we will write T
hol (E) for the L 2 -torsion of the Dolbeault complex Ω 0, * (M, E).
Computation of Casimir eigenvalues
In this section we give formulas for Casimir eigenvalues of irreducible representations of reductive groups which hold under conditions on the K-types.
Let G be a connected semisimple Lie group with finite center. Fix a maximal compact subgroup K with Cartan involution θ. Let P = M AN be the Langlands decomposition of a parabolic subgroup P of G. Modulo conjugation we can assume that AM is stable under θ and then 
then the Casimir eigenvalues satisfy
Proof: Recall that the Killing form of G defines a K M -isomorphism between p M and its dual p * M , hence in the assumption of the lemma we may replace
Let X = G/K be the symmetric space to G and assume that X is Hermitian, i.e., X has a complex structure which is stable under G. Let θ denote the Cartan involution fixing K pointwise. Since X is hermitian it follows that G admits a compact Cartan subgroup T ⊂ K. We denote the real Lie algebras of G, K and T by g 0 , k 0 and t 0 and their complexifications by g, k and t. We will fix a scalar multiple B of the Killing form. As well, we will write B for its diagonal, so B(X) = B(X, X). Denote by p 0 the orthocomplement of k 0 in g 0 with respect to B; then via the differential of exp the space p 0 is isomorphic to the real tangent space of X = G/K at the point eK. Let Φ(t, g) denote the system of roots of (t, g), let Φ c (t, g) = Φ(t, k) denote the subset of compact roots and Φ nc = Φ − Φ c the set of noncompact roots. To any root α let g α denote the corresponding root space. Fix an ordering Φ + on Φ = Φ(t, g) and let p ± = α∈Φ + nc g ±α . Then the complexification p of p 0 splits as p = p + ⊕ p − and the ordering can be chosen such that this decomposition corresponds via exp to the decomposition of the complexified tangent space of X into holomorphic and antiholomorphic part. By Lemma 2.2.3 of [9] we can, replacing G by a double cover if necessary, assume that the adjoint homomorphism K → SO(p) factors over Spin(p). Lemma 4.2 Let (τ, V τ ) denote an irreducible representation of K. Assume X Hermitian and let (π, W π ) be an irreducible unitary representation of G and assume that
where ǫ is the one dimensional representation of K satisfying ǫ⊗ǫ ∼ = ∧ top p + .
Proof: This follows from Lemma 2.1.1 of [9] .
The local trace of the heat kernel
On a Hermitian globally symmetric space the heat operator is given by convolution with a function on the group of isometries. In this section we determine the trace of this function on any irreducible unitary representation.
Let H denote a θ-stable Cartan subgroup of G so H = AB where A is the connected split component and B compact. The dimension of A is called the split rank of H. Let a denote the complex Lie algebra of A. Then a is an abelian subspace of p = p + ⊕ p − . Let X → X c denote the complex conjugation on g according to the real form g 0 . The next lemma shows that a lies skew to the decomposition p = p + ⊕ p − .
Lemma 4.3
Let P r ± denote the projections from p to p ± . Then we have dim P r + (a) = dim P r − (a) = dim a, or, what amounts to the same: a∩p ± = 0.
Proof: a consists of semisimple elements whereas p ± consists of nilpotent elements only.
Now let a ′ denote the orthocomplement of a in P r + (a) ⊕ P r − (a). For later use we write V = a ⊕ a ′ = V + ⊕ V − , where V ± = V ∩ p ± = P r ± (a).
Let (τ, V τ ) be a finite dimensional representation of the compact group K and let E τ = G × K V τ = (G × V )/K be the corresponding G-homogeneous vector bundle over X. The sections of the bundle E τ are as a G-module given by the space of K-invariants
K by left translations on the first factor.
Consider the convolution algebra C ∞ c (G) of compactly supported smooth functions on G. Let K × K act on it by right and left translations and on
2 ). Then the space of invariants
is seen to be an algebra again and it acts on
K by convolution on the first factor and in the obvious way on the second. This describes all G-invariant smoothing operators on E τ which extend to all sections. G-invariant smoothing operators which not extend to all sections will be given by Schwartz kernels in
Let n = 2m denote the real dimension of X and for 0 ≤ p, q ≤ m let Ω p,q (X) denote the space of smooth (p, q)-forms on X. The above calculus holds for the space of sections Ω p,q (X). D.Barbasch and H. Moscovici have shown in [2] that the heat operator e −t△p,q has a smooth kernel h p,q t of rapid decay in
Now fix p and set for t > 0
where tr means the trace in End(∧ p p + ⊗ ∧ q p − ).
We want to compute the trace of f p t on the principal series representations. To this end let H = AB as above and let P denote a parabolic subgroup of G with Langlands decomposition P = M AN . Let (ξ, W ξ ) denote an irreducible unitary representation of M , e ν a quasicharacter of A and set π ξ,ν = Ind G P (ξ ⊗ e ν+ρ P ⊗ 1), where ρ P is the half of the sum of the P -positive roots.
Let C denote the Casimir operator of G attached to the form B.
Proposition 4.4 The trace of f
where a ⊥ is the orthocomplement of a in p.
Proof: As before let a ′ be the span of all X −X c , where
Ad(x)X + Ad(x)X c . Since K respects the decomposition p = p − ⊕ p + , we conclude that K M acts trivially on V, hence on V − . Let r = dim a = dim V − . As a K M -module we have
where
By Frobenius reciprocity this equals
and the claim follows.
We will now combine this result with the computation of Casimir eigenvalues. This requires an analysis whether the homogeneous space M/K M embedded into X = G/K inherits the complex structure or not.
Fix a θ-stable Cartan subgroup H = AB with dim(A) = 1 and a parabolic P = M AN . Fix a system of positive roots Φ + = Φ + (g, h) in Φ(g, h) such that for α ∈ Φ + and α nonimaginary it follows α c ∈ Φ + . Further assume that Φ + is compatible with the choice of P , i.e., for any α ∈ Φ + the restriction α| a is either zero or positive. Let ρ denote the half sum of positive roots. For ξ ∈M let λ ξ ∈ b * denote the infinitesimal character of ξ. Recall that we have
Lemma 4.5 There exists a unique real root α r ∈ Φ + .
Proof: Recall that a root α ∈ Φ(g, h) is real if and only if it annihilates b = Lie C (B). Hence the real roots are elements of a * which is one dimensional, so, if there were two positive real roots, one would be positive multiple of the other which is absurd.
To the existence. We have that dim X = dim a + dim n is even, hence dim n is odd. Now n = ⊕ α g α , where the sum runs over all α ∈ Φ + with α| a = 0. The complex conjugation permutes the g α and for any nonreal α we have (g α ) c = g α , hence the nonreal roots pair up, thus n can only be odd dimensional if there is a real root. 
Lemma 4.7 There is a central isogeny
• with p M 2 ,± := p M 2 ∩ p ± we have
The latter point implies that the symmetric space M 2 /K M 2 , naturally embedded into G/K, inherits the complex structure. This in particular implies that M 2 is orientation preserving. Further we have p M 1 ∩p + = p M 1 ∩p − = 0, which in turn implies that the symmetric space M 1 /K M 1 does not inherit the complex structure of G/K.
Proof: At first we reduce the proof to the case that the center Z of G is trivial. So assume the proposition proved for G/Z then the covering M 1 × M 2 → M is gotten by pullback from that of M/Z. Thus we may assume that G has trivial center.
Let H be a generator of a 0 . Write
and Y / ∈ a it follows that Y n = 0, so Y n generates g αr and so K M acts trivially on g αr . By definition we already have
The lemma is proven. αr , then n = n αr ⊕ n α r .
Proposition 4.8
There is a K M -stable subspace n − of n αr such that as K M -module n α r ∼ = n − ⊕ñ − , where. denotes the contragredient, and as K Mmodule:
We now prove that there is a
For this let α = α r be any root in Φ(h, g) such that α| a = α r | a . Then B(α, α r ) > 0 and hence β := α − α r is a root. The root β is imaginary. Assume β is compact, then g β ⊂ k M and we have [g αr , g β ] = g αr which contradicts
[k M , g αr ] = 0. It follows that β is noncompact and so g β ⊂ p M , which
Now the last lemma implies the assertion.
We have M ← M 1 × M 2 and so any irreducible representation ξ of M can be pulled back to M 1 × M 2 and be written as a tensor product ξ = ξ 1 ⊗ ξ 2 . Let ξ be irreducible admissible then Proposition 4.4 and Proposition 4.8 imply
For c ≥ 0 let
i is the image of the projection n α r = n − ⊕ n − → n − of an irreducible M 1 -submodule of n α r . Then we conclude
Fix an irreducible representation ξ = ξ 1 ⊗ ξ 2 of M . Let ξ ′ :=ξ 1 ⊗ ξ 2 , wherẽ ξ 1 is the contragredient representation to ξ 1 .
We will use the following notation: For an irreducible representation π we denote its infinitesimal character by ∧ π . We will identify ∧ π to a corresponding element in the dual of a Cartan subalgebra (modulo the Weyl group), so that it makes sense to write an expression like B(∧ π ). In the case of σ c i we have the following situation: either σ c i already extends to a representation of M 1 or σ c i ⊕σ c i does. In either case we write ∧ σ c i for the corresponding infinitesimal character with respect to the group M 1 . Lemma 4.9 If ξ ∼ = ξ ′ and trπ ξ,ν (f 0 t ) = 0 for some t > 0 then
for some c ≥ 0 and some i ∈ I c . Here ǫ is the one dimensional representation of
Proof: Generally we have
for some c, i. Now either σ c i already extends to an irreducible representation of M 1 or σ c i ⊕σ c i does. In the second case we get
So in either case Lemma 4.1 implies
for the same c, i. In that case with τ = τ c i Lemma 4.2 implies
Since
Along the same lines we get Lemma 4.10 If ξ is not isomorphic to ξ ′ and trπ ξ,ν (f 0 t ) + trπ ξ ′ ,ν (f 0 t ) = 0 for some t > 0 then
for some c ≥ 0 and some i ∈ I c .
We abbreviate s c i :
Define the Fourier transform of f 0 t bŷ
Let B * be the character group of B. According to M = M 1 × M 2 we can write B = B 1 × B 2 and so we see that any character b * of B decomposes as
We get Lemma 4.11 The sum of Fourier transformŝ
The global trace of the heat kernel
Fix a discrete cocompact torsion-free subgroup Γ of G then the quotient X Γ := Γ\X = Γ\G/K is a non-euclidean Hermitian locally symmetric space.
Since X is contractible and Γ acts freely on X the group Γ equals the fundamental group of X Γ . Let (ω, V ω ) denote a finite dimensional unitary representation of Γ.
D. Barbasch and H. Moscovici have shown in [2] that the function f 0 t satisfies the conditions to be plugged into the trace formula. So in order to compute trR Γ,ω (f 0 t ) we have to compute the orbital integrals of f 0 t . At first let h ∈ G be a nonelliptic semisimple element. Since the trace of f 0 t vanishes on principal series representations which do not come from splitrank one Cartan subgroups, we see that O h (f 0 t ) = 0 unless h ∈ H, where H is a splitrank one Cartan. Write H = AB as before. We have h = a h b h and since h is nonelliptic it follows that a h is regular in A. We say that h is split regular in H. We can choose a parabolic P = M AN such that a h lies in the negative Weyl chamber A − .
Let V denote a finite dimensional complex vector space and let A be an endomorphism of V . Let det(A) denote the determinant of A, which is the product over all eigenvalues of A with algebraic multiplicities. Let det ′ (A) be the product of all nonzero eigenvalues with algebraic multiplicities.
In [16] , sec 17 Harish-Chandra has shown that for h 0 ∈ H
, where (g/h) + is the positive part of the root space decomposition of a compatible ordering. Further ̟ h is the differential operator attached to h as follows. Let g h denote the centralizer of h in g and let Φ + (g h , h) the positive roots then
where H α is the element in h dual to α via the bilinear form B. In comparison to other sources the formula above for the orbital integral lacks a factor [G h : G 0 h ] which doesn't occur because of the choices of Haar measures made. We assume the ordering to come from an ordering of Φ(b, m) which is such that for the root space decomposition
For short we will henceforth write
Our results on the Fourier transform of f 0 t together with a computation as in the proof of Lemma 2.3.6 of [9] 
Note that this computation involves a summation over B * and thus we may replace σ c i by its dualσ c i without changing the result. Now let (τ, V τ ) be a finite dimensional unitary representation of K M and define for b ∈ B the monodromy factor:
Note that the expression
and that for γ = a γ b γ split-regular we have
From the above it follows that vol(Γ γ \G γ )O γ (f 0 t ) equals: Note that here we can replace σ c i byσ c i . For a splitrank one Cartan H = AB and a parabolic P = M AN let E P (Γ) denote the set of Γ-conjugacy classes [γ] ⊂ Γ such that γ is G-conjugate to an element of A − B, where A − is the negative Weyl chamber given by P . We have proven: Theorem 4.12 Let X Γ be a compact locally Hermitian space with fundamental group Γ and such that the universal covering is globally symmetric without compact factors. Assume Γ is neat and write △ p,q,ω for the Hodge Laplacian on (p, q)-forms with values in a the flat Hermitian bundle E ω , then it theta series defined by
q+1 tr e 
The holomorphic torsion zeta function
Now let X be Hermitian again and let τ = τ 1 ⊗ τ 2 be an irreducible representation of Extend the definition of Z 0 P,τ,ω (s) to arbitrary virtual representations in the following way. Consider a finite dimensional virtual representation ξ = ⊕ i a i τ i with a i ∈ Z and τ i ∈K M . Then let Z 0 P,ξ,ω (s) = i Z 0 P,τ i ,ω (s) a i .
Theorem 4.14 Assume Γ is neat, then for λ >> 0 we have the identity .
On the other hand, Theorem 4.12 gives a second expression for ζ λ (s). In this second expression we are allowed to interchange integration and summation for λ >> 0 since we already know the convergence of the Euler products giving the right hand side of our claim.
Let n 0 be the order at λ = 0 of the left hand side of the last proposition. Then
0,q,ω ), where h 0,q,ω is the (0, q)-th Hodge number of X Γ with respect to ω and h 
for λ(H) = |ρ P | + s c i . We then consider c(X Γ , ω) = P c≥0, i∈Ic 2 s c i (−1) c n P,c,i,ω .
We assemble the results of this section to 
p,q (X Γ ) is the (p, q)-th L 2 -Hodge number of X Γ . Let R ω (s) = Z ω (s)s −n 0 /c(X Γ , ω) then
Proof: This follows from Theorem 4.14.
