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Recent laboratory experiments with laser-produced plasmas have observed and studied a number
of fundamental physical processes relevant to magnetized astrophysical plasmas, including mag-
netic reconnection, collisionless shocks, and magnetic field generation by Weibel instability, opening
up new experimental platforms for laboratory astrophysics. We develop a fully kinetic simulation
model for first-principles simulation of these systems including the dynamics of magnetic fields—
magnetic field generation by the Biermann battery effect or Weibel instability; advection by the
ion flow, Hall effect, and Nernst effect; and destruction of the field by dissipative mechanisms. Key
dimensionless parameters describing the system are derived for scaling between kinetic simulation,
recent experiments, and astrophysical plasmas. First, simulations are presented which model Bier-
mann battery magnetic field generation in plasmas expanding from a thin target. Ablation of two
neighboring plumes leads to the formation of a current sheet as the opposing Biermann-generated
fields collide, modeling recent laser-driven magnetic reconnection experiments. Second, we simulate
recent experiments on collisionless magnetized shock generation, by expanding a piston plasma into
a pre-magnetized ambient plasma. For parameters considered, the Biermann effect generates addi-
tional magnetic fields in the curved shock front and thereby increases shock particle reflection. Both
cases show the importance of kinetic processes in the interaction of plasmas with magnetic fields,
and open opportunities to benchmark these important processes through comparison of theory and
experiments.
I. INTRODUCTION
Laboratory experiments provide valuable platforms to
test fundamental physics behind astrophysical plasmas.
Studying and comparing the common physical processes
between systems with such differing varying spatial and
temporal scales is possible because of universality of the
processes, embodied in scaling similarity of the underly-
ing equations [1, 2]. The recent generation of laser facili-
ties allows observation and study of a variety of processes
in magnetized plasmas relevant to plasma astrophysics.
Expanding laser-produced plasmas readily produce fast
supersonic flows, and the plasmas can be magnetized ei-
ther through self-magnetization, or can be expanded into
plasmas pre-magnetized with an externally applied field.
Recent laser facilities couple sufficient energy into the
plasma to obtain high-temperature, collisionless regimes
while simultaneously being large enough for scale sep-
aration between global scales and kinetic scales. The
subsequent dynamics of the magnetized plasmas are of
fundamental interest and have broad relevance to some of
the most energetic processes in astrophysical plasmas, in-
cluding shock formation, magnetic reconnection, kinetic
instabilities, and particle energization.
Strong, MG-scale magnetic fields can be generated in
expanding laser plasmas by the Biermann battery effect
∗ wfox@pppl.gov
[e.g. 3–6], or by kinetic instabilities such as Weibel insta-
bility [7, 8] and Rayleigh-Taylor instability [9, 10]. These
processes all have astrophysical analogues, allowing ex-
perimental investigation of the generation of magnetic
fields and subsequent dynamics of magnetized plasmas
in scaled laboratory astrophysics experiments. The Bier-
mann battery effect has been proposed to provide pri-
mordial, seed magnetic fields in the cosmos, which can
then be subsequently amplified by turbulence [11]. The
ion-Weibel instability is important for generating a tur-
bulent magnetic field in interpenetrating plasmas, medi-
ating collisionless astrophysical shocks in unmagnetized
or weakly magnetized regimes [12, 13]. The interaction of
magnetized flows can also steepen into magnetized shocks
[14, 15]. Collision of magnetized plasmas can drive mag-
netic reconnection, which is an important mechanism for
converting magnetic energy back to particle flows, heat,
and energized particles [16–18]. The development of both
reconnection and shock experiments on laser facilities will
potentially allow comparison of the efficiency of these two
processes for energizing particles in astrophysics.
The evolution of the magnetic field in a plasma is de-
termined from the Generalized Ohm’s law, via Faraday’s
law. In laser-produced plasmas, the Ohm’s law can be
written as [19]:
E = ηj−v×B + j×B
ne
−vT ×B− ∇pe
ne
− ∇ ·Πe
ne
. (1)
The terms on the RHS enumerate the effects which evolve
the field at scales ranging from global to kinetic scales,
ar
X
iv
:1
71
2.
00
15
2v
1 
 [p
hy
sic
s.p
las
m-
ph
]  
1 D
ec
 20
17
2which include resistive dissipation (ηj); advection of the
magnetic field by the bulk fluid (v × B), the Hall ef-
fect (j×B), and the Nernst effect (vT ×B), where vT
is proportional to the heat flux; the pressure term (∇pe),
which allows electrothermal magnetic field generation;
and momentum transport embodied in the pressure ten-
sor (∇ · Πe). The electron pressure can lead to mag-
netic field generation in regions where the temperature
and density gradients are not collinear (leading to finite
∇ × E), in what is often called the Biermann battery
effect [11]. The Nernst effect [20], which is advection of
magnetic field by the heat flux, can be important in semi-
collisional regimes and results from the v−3 dependence
of the Coulomb collision frequency; intuitively, it can be
understood from the idea that the magnetic field remains
frozen to a population of “hot” electrons but is allowed
to diffuse across the cold compensating return current.
Finally, momentum transport, i.e. off-diagonal pressure
tensor (∇ ·Π), is often important for breaking magnetic
field lines in magnetic reconnection current sheets in col-
lisionless regimes [21].
Modeling the dynamics of energy exchange between
the magnetic field, plasma flows, and energized particles
in these systems is a computational grand challenge, be-
cause the relevant processes (magnetic reconnection and
shocks) couple global scales with plasma kinetic scales
(the ion and electron skin depths) characteristic of re-
connection current sheets or shock ramps, yielding a
challenging, multi-scale kinetic plasma problem. Fully
kinetic simulations are important tools for intrinsically
kinetic processes, especially for Weibel instability and
for collisionless shocks, where particle distributions de-
velop strong counter-streaming components significantly
deviant from a thermal description. As another exam-
ple, during magnetic reconnection in collisionless and
weakly-collisional regimes, the field-line breaking is typ-
ically mediated by momentum transport, a kinetic ef-
fect resulting from meandering electron orbits in the cur-
rent sheet. A final example is in strongly-driven, semi-
collisional regimes, where the heat flux can advect the
magnetic fields via the Nernst effect [20, 22, 23]. Chal-
lenges remain to correctly model the Nernst effect when
the heat-flux becomes non-local and deviates from clas-
sical predictions. While interesting ongoing progress has
aimed to identify closures for including all these processes
within fluid simulations, including for magnetic recon-
nection [24, 25] and Biermann battery field generation
proximate to shocks [26], for the foreseeable future fully
kinetic particle simulations will play a vital role in simu-
lating these processes.
Particle-in-cell (PIC) methods solve the kinetic Vlasov-
Maxwell system using quasi-particles to represent par-
ticle phase space. The quasi-particles evolve according
to the equations of motion for the particles, interacting
with the electromagnetic fields on a mesh; the fields in
turn evolve according to Maxwell’s equations, with cur-
rent sources determined self-consistently by the particles.
While highly computationally intensive, modern imple-
mentations of the PIC technique scale well to the largest
supercomputers. Here we use the PSC code [27] and
develop techniques to simulate large volumes of laser-
plasma with PIC simulation. We note that particle sim-
ulations have long been used for high-intensity relativis-
tic short-pulse (ps- and fs-class) laser-plasma interaction
[e.g. 28]; here we present how these techniques are gen-
eralized to study much larger volumes (presently cm2 in
2-D or mm3 in 3-D) and longer time scales (ns), where it
is not practical to resolve the laser wavelength.
In this paper we develop a fully kinetic ablation model
for first-principles and end-to-end simulation of recent
laser-plasma experiments on magnetic reconnection [29–
33], Weibel instability [7, 8] and collisionless magnetized
shocks [34, 35]. In the first part of the paper, we simu-
late Biermann battery magnetic field generation and evo-
lution from spatially localized heating in a thin target.
This enables simulation of multiple colliding plumes, in
which the plume collison compresses the opposing Bier-
mann fields into a current sheet drives magnetic recon-
nection [29–31, 33]. Previous simulations of reconnection
in these plasmas have largely relied on simplified models
and geometries [36–38], and, while many physics insights
into reconnection in these systems have come from these
simulations, they are also limited for comparison with
experiment because they require many initial parame-
ters to be put in by hand. The model we describe here
allows end-to-end simulation of these experiments, and
we present simulations of the 2-D evolution of colliding
plumes up through the time of current sheet formation.
Capturing the field generation and plume expansion has
significant physical implications, as the plasma parame-
ters which determine the magnetic reconnection regime
(such as density in the reconnection layer, velocity driv-
ing the inflow, and local magnetic fields) are ultimately
determined by the evolution of the plasmas up through
the current sheet formation process. It also enables full 3-
D simulations of magnetic reconnection in these systems,
which will be reported separately [39].
In the second half of this paper, we simulate the evo-
lution of ablated plasma into a pre-existing, magnetized
background plasma, as has been studied in recent experi-
ments on strongly-driven magnetic reconnection [32], and
formation of collisionless magnetized shocks [35]. The
development of this platform will allow for a number of
studies in high-Mach number shocks (M & 5) includ-
ing particle acceleration and particle heating by shocks,
and shock dynamics including reformation and instabil-
ities. The simulations played an important role in the
development of this experimental platform by showing
how the system behaves for a range of driving parame-
ters, building intuition about the physics of the available
experimental regimes. In the case of magnetized shocks,
the simulations also predicted observables such as the de-
velopment of “double density jumps” in the collisionless
shock front. Here we present the details of this simula-
tion model, and present large-scale 2-D simulations which
show physics associated with the higher-dimensionality
3expanding shocks, including Biermann battery magnetic
field within the shock front. For the parameters con-
sidered quantitatively modifies the shock by increasing
particle reflection. Weibel instability is also observed up-
stream and downstream of the shock [40] consistent with
instability of the counterstreaming ion populations gen-
erated by these high-Mach number shocks.
II. SIMULATION MODEL
Fully kinetic PIC simulations are conducted to model
the plasma evolution and magnetic field generation in
plasma rapidly expanding from a thin, high-density tar-
get, enabling direct kinetic modeling of recent laser-
plasma experiments. The key point of the model is
to match heating and plasma conditions to separate,
off-line radiation hydrodynamic (RH) simulations us-
ing the DRACO code [41], providing rigorous and well-
benchmarked parameters from which to drive the kinetic
simulations. The scheme of matching the relevant dimen-
sionless parameters from the simulation model to exper-
iments is discussed below. For experimental fidelity, the
model includes particle collisions which allows collisional
effects such as magnetic field diffusion due to resistivity
and magnetic field advection by the Nernst effect. Par-
ticle simulations are conducted using the PSC code [27],
which can run on recent leadership scale computing fa-
cilities with good scaling and includes GPU support.
The kinetic ablation model applies a volumetric heat-
ing operator to a thin target to heat the target and
drive an expanding ablation plume. The target region
is simultaneously kept at constant density ns by contin-
ually adding particles, mimicking the infinite reservoir
provided by a solid density target. The heated region ex-
pands as an ablation flow into the neighboring low den-
sity plasma or vacuum. In our model, the sonic point oc-
curs at nab = 0.4 ns; therefore our model includes plasma
density up to about 2.5 times the critical density. The
plumes are observed to obtain a quasi-isothermal elec-
tron temperature Tab, which depends on the magnitude
of the heating. In the simulation, we adjust the heating
to provide a desired Tab.
Off-line DRACO RH simulations using reported laser
parameters provide input to drive the kinetic PSC sim-
ulations, by the following procedure. First, the DRACO
simulations are conducted and analyzed. These simu-
lations generate an expanding plasma plume profile in
which a characteristic “knee” forms in the density at the
sonic point of the ablative plasma flow. This ablation
point defines the ablation density nab which is matched
to the PIC model. Secondly, outside the knee, the plasma
is typically nearly isothermal, and this provides an ab-
lation temperature Tab. These provide the dimensional
parameters for driving a scaled PSC simulation. We
find that by matching nab and Tab in PSC, the remain-
ing hydro-dynamic evolution outside the ablation point
is reasonably well-matched between the two simulations.
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FIG. 1. Expanding plasma evolution predicted by DRACO,
demonstrating measurement of parameters to drive PSC sim-
ulations. (a) ne profile off the target, showing identification
of nab and the density scale length Ln (b) Evolution of the
scale length. In this DRACO simulation, the density evolu-
tion 〈L˙n〉 agrees quantitatively with the ablation sound speed
Cs,ab ≈ 2.0× 105 m/s.
We note again PSC does not independently predict nab
and Tab because it does not have a laser ray-trace energy-
deposition model; this is the driving input from DRACO
simulations. Secondly, the PSC simulations do not in-
clude many features of the RH simulations, such as ac-
celeration of the solid target by ablation pressure and
outward motion of the ablation surface.
A. Dimensionless parameters
Despite operating at vastly different length and
time scales, results from laboratory experiments can
be applied to understanding astrophysical phenomena,
through scaling laws. This is furnished by the nature
of the underlying equations, where it can be shown that
systems are similar such that the results can be scaled
between systems, provided that the relevant dimension-
less parameters are matched [1]. The same set of consid-
erations is necessary for numerical simulations as well,
as the latter are often conducted in dimensionless unit
systems. What is interesting is these considerations can
allow new simulation techniques to be applied, such as
explicit PIC simulations as developed here, by serving
as a navigational aid in determining which parameters
are most important to match, and which need only be
matched “in regime”. This is important because explicit
PIC is a powerful technique, but also cannot match ev-
ery dimensionless parameter, especially those involving
the separation of electron and ion scales, due to compu-
4tational cost.
To begin with, it is useful to determine the “ion-scale”
parameters for this family of systems. We do this, as-
sume that the plasma dynamics depends on the follow-
ing parameters: a charateristic density and temperature
n0 and T0, the ion mass Mi, ion charge Ze, µ0, and a
spatial scale R, for example the heating radius. Then
by Buckingham’s Pi theorem [2], given the 4 dimensional
quantities (length, time, mass, charge), these 6 dimen-
sional parameters collapse to a much smaller space of
only 2 dimensionless parameters: and R/di0 and nd
3
i0.
The first parameter defines the scale separation between
the global scale and ion-kinetic scale and is fundamental
for this whole class of problems. The second parameter
nd3i0 is usually much larger than unity and is related to
the particle discreteness and collisionality, and will return
as a collisionality parameter in the discussion below. The
collisionality can be related to both the plasma viscosity
and magnetic diffusivity, as is commonly considered in
scaling analysis of the MHD equations for laboratory as-
trophysics [1].
As discussed above, nab and Tab are two impor-
tant parameters describing the coronal plasma. These
two parameters form the basis for scaling the length
and time scales of the coronal plasma via the “ion-
scale” parameters. We define the ion skin depth di0 =
(Mi/nabZe
2µ0)
1/2 based on nab and the characteristic
ion species. This provides the fundamental length unit
of the simulations. Second, we define the ablation sound
speed, Cs,ab = (ZTab/Mi)
1/2. Together these define a
characteristic ablation timescale td = di0/Cs,ab. The
scaling behavior enforces that the solutions for the vari-
ous physical quantities can be written as a function of the
dimensionless parameters and scaled coordinates, e.g. for
the density, n = nabf(x/di0, t/td). The classical 1-D “ab-
lation flow” solution [42], n = nab exp [−(x/Cst)] exactly
accords with this scaling behavior, since Cs = di0/td.
The parameters also define a fundamental magnetic
field scale B0 = (µ0nabTab)
1/2. Conveniently, in these
units, tωci = (B/B0) (t/td), and the local plasma
β = 0.5(n/nab)(T/Tab)(B/B0)
−2. The fundamental
unit of magnetic vector potential, A0 = di0B0 =
(1/e)(TabMi/Ze)
1/2, is the integrated field (flux) suffi-
cient to force ions at the sound speed to gyrate. In
the case with pre-applied magnetic fields, the upstream
magnetic field is parameterized by a further dimension-
less parameter Bup/B0. The fundamental electric field is
E0 = CsB0 = Tab/di0. These scales are used below to
convert simulation results to physical units.
Explicit PIC simulations require two additional
electron-scale parameters, Zme/Mi, the electron-ion
mass ratio, and Tab/mec
2, which describes the speed
of light in the system. These parameters describe the
scale separation of electron-ion physics and electrostatic
phenomena, as de/di = (Zme/Mi)
1/2, and λD/de0 =
(Tab/mec
2)1/2, where λD is the Debye length. A common
technique in explicit PIC simulations (of magnetic recon-
nection and shocks) is to compress these parameters com-
pared to their physical values so that they are matched
in regime rather than exactly [e.g. 13, 21, 36, 40, 43].
This allows important physical insights to be obtained
from fully kinetic simulation within reasonable compu-
tational cost, and tests can be conducted to verify the
convergence of the simulation results with respect to the
reduced parameters.
Finally, collisional processes in the plasma may be im-
portant to include for experimental fidelity, by allowing
thermalization of the distribution functions, or dissipa-
tion processes such as magnetic field diffusion. In PSC,
Coulomb collisions are modeled using the Takizuka-Abe
binary collision model [27], which is essentially equiva-
lent to the Landau collision operator. This introduces
an additional time-scale, the electron-ion collision time
τei = ν
−1
ei . In the PSC code, νei is a free param-
eter; therefore, it generates an additional dimension-
less parameter to match to the physical system. We
match the collisionality via the dimensionless parameter
νei0/ωce0 = de0/λmfp0, as this determines the magneti-
zation character for electrons in the Braginskii transport.
Here νei0 and λmfp0 =
√
Tab/me/νei0 are the electron col-
lision frequency and mean-free path evaluated at nab and
Tab, and ωce0 is the electron gyro-frequency at B = B0.
Matching this dimensionless parameter also obtains the
correct collisional diffusivity of the magnetic field. To
show this, we calculate a magnetic Reynold’s number
based on sonic flows, RM ≡ µ0LCs/η, where L is the
system size and η the collisional resistivity. With a small
amount of algebra, RM = (L/di) · (λmfp0/de0), which
indicates that matching L/di0 as an ion-scale param-
eter, and matching electron collisionality according to
λmfp0/de0, obtains the correct magnetic Reynold’s num-
ber. We do note that, following this scheme, the electron
collisionality connected to global time or length scales,
L/λmfp0, or νei0td are only matched quantitatively if the
physical mass ratio is also matched. This impacts, for
example, studies of non-local transport, where the elec-
tron mass dependence of the results would need to be
carefully checked.
To summarize, in the kinetic ablation model, dimen-
sional analysis has reduced the problem to a small num-
ber of dimensionless parameters: R/di0 reflecting the
scale separation between the global and ion-kinetic scale;
λmfp0/de0 reflecting the collisionality; and the electron-
scale dimensionless parameters Zme/Mi and mec
2/Tab.
Additional applied magnetic fields are parameterized
through Bup/B0 = Bup/(µ0nabTab)
1/2.
B. Particle deposition and heating
As discussed above, kinetic ablation simulations main-
tain a high-density thin target region, which is topped
up to mimic the reservoir of plasma provided by a solid-
density target. During the simulation, particles are
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FIG. 2. Comparison of density profiles from DRACO (blue)
and PSC (red), at two times.
topped up in the target region using an implicit method
n→ n+ ns − n
1 + τp/∆tp
if n < ns, (2)
where τp is a characteristic time to refill particles, and
∆tp is the time between calls to the particle deposition
code. For a wide range of τp/∆tp the density is kept close
to ns. Particles are added at a specified cold target tem-
perature in appropriate electron-ion ratios to maintain a
charge-neutral plasma.
Meanwhile, electrons are heated in the target by ran-
dom kicks to the momentum vectors,
pi → pi + (meH ∆th)1/2 r (3)
where r is a gaussian random variable with unity vari-
ance, ∆th is the time between calls to the heating rou-
tine, and H(x, y, z) is a spatially-dependent heating rate
(eV/s). ∆th reflects sub-cycling of the heating oper-
ator compared to the particle push timestep, for effi-
ciency. The magnitude of H is adjusted to obtain a
desired Tab. A spatial profile can be applied to H, for ex-
ample gaussian and super-gaussian shapes characteristic
of laser foci, for localized heating and Biermann-battery
field generation.
Despite its simplicity we find this model gives a good
agreement for coronal plasma evolution compared to
radiation-hydro simulation and analytic theory. Figure 2
shows a comparison of the plasma density between PSC
and DRACO at two scaled times, showing the agreement.
(For parameters, see Section IV.)
C. Further numerical details
The plasma evolves from a thin high-density target
held at density ns by the top-up method described above,
with typical thickness 3di0. Plasma expands into a back-
ground plasma at density nbg  nab. For some systems,
such as for the shock studies, the background density is
an important parameter to match to experiment. The
background plasma and target are also initialized at a
cold plasma temperature Tc. In physical experiments Tc
is room temperature; here we simply require Tc  Tab.
PSC simulations are conducted on a uniform grid with
grid spacing ∆x and ∆z. We find that there are restric-
tions on the magnitude of ∆x and ∆z, so that Debye-
scale numerical heating does not play a role on the time
scale of the simulation. The most stringent location
for numerical instability is in the initially cold high-
density region. There the instability criterion is based
on the Debye length calculated with Tc and ns, and
we find that for the PSC second-order particle shape,
∆x/λD,c < 50 is required to avoid significant numerical
heating on the simulation time scale, where λD,c/de0 =
(nab/ns)
1/2(Tc/mec
2)1/2
Finally, PSC simulations use macro-particles which
represent a certain volume of phase space, and we typ-
ically find that 50 particles per cell representing ns is
sufficient to well-resolve the physics under study, though
we typically use 200 or more in the 2-D simulations pre-
sented here.
III. MAGNETIC FIELD GENERATION AND
EVOLUTION IN LASER-DRIVEN
RECONNECTION EXPERIMENTS
The Biermann battery effect is important for mag-
netic field generation in both laser experiments and astro-
physics. Non-collinear gradients of density and tempera-
ture lead to volumes with net circulating EMF which can
drive currents and generate a magnetic field. The Bier-
mann battery has also been proposed as a mechanism
in astrophysics to generate primordial magnetic fields,
predominantly near shocks, where the strong localized
entropy production produces the sharp gradients for a
strong thermoelectric effect [11]. In laser-plasma inter-
action, the effect is to self-magnetize the plasma, with
a toroidal magnetic field wrapping around the laser fo-
cus. This was been observed and studied in a number
of early experiments [3–5], with recent resurgence driven
by new measurement techniques based on proton radio-
graphy [6, 44, 45], and use of multiple plasmas to drive
magnetic reconnection between neighboring plumes at a
small separation [29, 30, 33].
The experiments use pairs of laser-produced plumes
from a flat target. The Biermann effect generates a
strong magnetic field of order megagauss (MG), which
forms a toroidal ribbon wrapping around the bubble.
If multiple bubbles are created at small separation, the
bubbles expand into one another, squeezing the opposing
magnetic fields together and driving reconnection. Laser-
driven magnetic reconnection experiments have the pos-
sibility to significantly advance understanding of labora-
tory reconnection by, first, obtaining data on the recon-
nection behavior of large systems (measured by the ratio
of the system size to fundamental plasma scales such as
the ion inertial length di). To date, the majority of ded-
6icated laboratory experiments [18] have been conducted
at moderate system sizes, where two-fluid effects have
been demonstrated to be important for obtaining fast re-
connection [46]. In large systems it is is proposed that the
tearing or plasmoid instability can break the current into
a hierarchy of meso-scale current sheets undergoing fast
reconnection. Second, these experiments can measure the
efficiency of particle acceleration by reconnection, again
in large systems. Significant particle energization is in-
ferred to occur in many astrophysical environments, and
magnetic reconnection has been proposed to be the driver
in many cases, including the Earth’s magnetotail [16, 47],
solar flares [48], the Crab nebula and pulsar [49], and ex-
tragalactic jets [50].
Previous simulations have considered the reconnection
in parameter regimes of HEDP plasmas, and with model
geometries of colliding bubbles to assess reconnection
mechanisms and particle acceleration. Simulations have
demonstrated the role of flux pile-up [36], the breakup
of the current sheet into multiple islands at large system
size [37], and have documented mechanisms for generat-
ing electron jets and accelerating particles [38, 43, 51, 52].
Recent kinetic simulations have also studied Biermann-
battery magnetic field generation in collisionless plasmas
with model initial conditions [53].
Here we present a kinetic simulation of the full devel-
opment of the current sheet between colliding plasmas,
including the initial Biermann-battery field generation,
advection and collision of the fields, which thin down and
compress into a current sheet where the magnetic fields
reverse over a narrow region. Through analysis of the
Ohm’s law we quantitatively assess the various roles of
the Biermann effect for generating field and subsequent
advection by the plasma flow, Hall effect, and Nernst
effect. The results show a supersonic advection of the
magnetic field by the Hall effect which has not been pre-
viously identified. This work forms the basis for compari-
son of field generation and advection with detailed experi-
ments and complementary simulation techniques such as
radiation-hydrodynamics which includes magnetic field
effects [45, 54]. Full 3-D simulations which include re-
connection will be presented in a followup paper.
We first briefly review the Biermann battery magnetic
field generation mechanism. To understand the mecha-
nism of B-field generation, we first re-write the Ohm’s
law, keeping the plasma currents to make the causation
more transparent, and ignoring collisions for the time be-
ing
(me/ne
2)
d
dt
j = ∇pe/ne+ E. (4)
Now, consider a volume in the plasma with finite∇pe/ne,
with ∇pe non-parallel to ∇n, and consider a loop in
the plane defined by the vectors ∇n × ∇T . If these
two vectors are not everywhere parallel, then n is not
a function of T , and integration of ∇pe/ne around the
loop is in general non-zero; indeed by Stoke’s theo-
rem,
∮
(∇pe/ne) · ds =
∫
(1/ne)(∇ne × ∇Te) · dA, for a
given path ds following the boundary of the surface dA.
This “battery” produces a net electromotive force (EMF)
around the loop. By itself this would drive a circulating
current which would be extremely large due to the small
electron mass. Note that even if large electrostatic fields
in the plasma arise (indeed also driven by the pressure
gradient), they integrate to zero around the loop. There-
fore, absent inductive electric fields, a large circulating
current would be driven. However, the increasing circu-
lating current creates an increasing magnetic field, which
induces an electric field by Faraday’s law, which can bal-
ance the Biermann EMF. From this balance one obtains
∂B/∂t = ∇ × (∇pe/ne), which is the standard result.
The only subtlety in the final equation is that the causal
role of the electrons currents in driving the magnetic field
is hidden. Mathematically this is because in the Ohm’s
law, j is finite, but mej is small compared to Eind and
∇pe/ne due to the small electron mass. (With a little
more analysis, the precise criterion for ignoring the elec-
tron inertia term is for is for density and temperature
gradient scales larger than the electron skin depth, in
which case the energy in Biermann magnetic fields dom-
inates the kinetic energy in electron flows.)
We analyze the development and evolution of the mag-
netic field using the generalized Ohm’s law implemented
in the PSC code, which takes a slightly different form
than Eq. 1,
E = − (v ×B)+ 1
nee
(j×B)−∇pe
nee
− 1
nee
∇·Π− 1
nee
Rei.
(5)
The terms on the RHS are: the ion flow term; Hall term;
electron pressure term, which can drive the Biermann
effect; electron pressure tensor, which embodies mo-
mentum transport; and collisional momentum exchange.
Here we separate the pressure scalar and pressure ten-
sor from the total stress tensor, by defining the pressure
tensor as trace-less. The collisional momentum exchange
Rei includes both resistive diffusion and the Nernst-effect
(via the thermal force). It is obtained by diagnosing the
total momentum exchange between electrons and ions
during the collision subroutine. This provides a rigorous
measure of the momentum exchange and confirmation of
total momentum conservation, but does not allow ready
separation of the diffusion and Nernst effects, which re-
quires extra analysis.
A. Simulation setup and parameters
Using the model described above we simulate the mag-
netic field generation and evolution of recent laser plasma
experiments on magnetic reconnection. The experiments
were conducted at Vulcan and Shenguang-II laser facili-
ties. (The experiments on OMEGA of Li et al. [30] and
Rosenberg et al. [33] are very large in (L/di0) and will be
considered in future work.) Both experiments coupled
several hundred J of laser energy onto thin metal tar-
gets with laser intensities near 1015 W/cm2, producing
7TABLE I. Parameters for Vulcan [29] and SG-II [31, 55] re-
connection experiments
Vulcan SG-II
Input:
Ions Al13+ Al13+
nab (m
−3, DRACO) 5× 1026 4.5× 1027
Tab (eV, DRACO) 1500 2000
heating radius RH (µm) 50 100
Separation 2L (µm) 400 400
Dimensional:
de0 (µm) 0.24 0.08
di0 (µm) 14 4.8
Cs0 (m/s) 2.7× 105 3.2× 105
td = di0/Cs0 (ps) 52 15
B0 = (µ0nabTab)
1/2 (T) 380 1300
B0di0 (T-mm) 5 6
ωce0 (ps
−1) 70 230
νei0 (ps
−1) 2.7 14
Dimensionless:
RH/di0 2 15
L/di0 12 40
λmfp0/de0 25 15
TABLE II. PSC Simulations for Vulcan [29] and SG-II [31, 55]
reconnection experiments
Vulcan SG-II
Initialization:
RH/di0 2 12
L/di0 12 40
λmfp0/de0 30 20
Results:
tcoll/td 5–10 15–20
Max Ψ / B0di0 3 3
high temperature (T ∼ 1 keV), and high-density plasmas
(n ∼ 1025 m−3).
DRACO RH simulations were conducted to predict the
plasma temperature Tab and density nab to determine
the parameters for PSC simulations using the scheme
above. The simulations used quoted laser intensities
I ∼ 1015 W/cm2, laser-incidence angles (45 degrees in
both cases), and then Aluminum foils as the target ma-
terial. Table III summarizes the results of these calcula-
tions and presents the resulting dimensional parameters
(nab, Tab, td, B0) for converting the PIC results back to
physical units.
B. Simulation Results
These PSC simulations represent the first kinetic simu-
lations of Biermann battery magnetic field generation in
plasmas with parameters and geometry directly matched
to these recent laser experiments. The simulations fur-
ther show the advection processes governing the mag-
netic field evolution, and resulting magnetic field com-
pression and current sheet formation when two neigh-
boring plumes collide. The simulations also reveal novel
physics which has not be previously reported, such as the
role of the Hall effect for fast magnetic field advection
over the target surface. Table II summarizes the dimen-
sionless parameters used for the simulations as well as
numerical details, and typical results such as peak mag-
netic field strengths, and time for collision of a significant
magnetic field for two plasmas initially separated by the
distance 2L.
Figure 3 shows the plasma density and magnetic field
evolution at three characteristic times of the simulation
modeling the experiments of Ref. [29]. The left panel
shows the initial condition with a thin high-density tar-
get surrounded by a low-density ambient plasma, and
zero magnetic field. This plasma is heated with a gaus-
sian heating profile with 1/e radius of 2di0. The plume
quickly reaches the ablation temperature Tab within the
heated region and expands. The evolution from t = 0 to
t = 2.15td shows the generation of Biermann magnetic
fields near the target surface, produced in the regions
with non-collinear density and temperature gradients in
the laser-heating area, which subsequently expand verti-
cally as well as radially outward.
Notably, peak magnetic fields up to 0.3 B0 are rapidly
generated, which correspond to magnetic fields of or-
der 1 MG, making use of the scalings of Table I. Sec-
ond, a leading edge of magnetic field has been gener-
ated and advected approximately 10 di0 ≈ 200 um in
t = 2td ≈ 100 ps, for magnetic advection rate of ap-
proximately 5 times the sound speed Cs0, or roughly
2× 106m/s. This fast expansion speed corresponds to
a small leading edge of magnetic field, and is qualita-
tively (but not quantitatively) consistent with an ex-
tremely fast expansion inferred in some experiments at
up to 8× 106m/s [44]. We note that this leading edge of
the magnetic field is fairly small compared to the total
magnetic flux, which is carried over a longer timescale
of 4–5 td, corresponding to speeds near 2–2.5 Cs0. Line-
integrated magnetic fields
∫
Bydz of order 3B0di0 ≈ 15
T-mm, (or 150 MG-um, in a common unit scheme) are
obtained, in reasonable agreement with typical magnetic
fields inferred in laser-plasma experiments [6, 29].
The particle-in-cell simulation allows the full dynam-
ics of the magnetic fields to be tracked using the gen-
eralized Ohm’s law. Figure 4 shows plots of all terms
of the Ohm’s law versus space at the characteristic time
t = 2.15td when the magnetic field has expanded a signif-
icant distance over the target surface. The top-left panel
shows ∂By/∂t (with units B0/td) directly observed from
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FIG. 3. Evolution of plasma density and magnetic field in a simulation model of the experiments of Ref. [29].
the field evolution in the simulation, whereas the panel
below it shows the inferred evolution by taking the curl
of the measured Ohm’s law, summing all measured ef-
fects. These measured effects are broken down into: the
Biermann term; ion advection (curl V × B); the Hall
term (curl (1/ne) j×B); collisional momentum exchange
(Rei); and the pressure tensor. These terms are summed
to produce Eohm, the curl of which is plotted in the bot-
tom left panel. The excellent agreement between the ob-
served field evolution and curl of Ohm’s law indicates
that all field evolution effects are accounted for. We now
briefly describe the role of these terms.
First, at this time the Biermann term continues to op-
erate and is dominant near the regions of strong radial
temperature gradient, near x = ±5di0 (Fig. 4e). The
hotspot has also spread due to thermal transport, lead-
ing to “advected” Biermann generation outside of the
initial heating radius (RH = 2di0). We also quantify
magnetic field advection by multiple effects. We observe
a strong outward-radial advection from the Hall term
(Fig. 4d), which has a characteristic “advection” pattern
∂B/∂t ∼ ∇ × (v × B); for example, for x > 0, we ob-
serve B˙y > 0 at x = 5 di0 and B˙y < 0 at x = +10 di0,
which transports the negative By outward. This shows
a fast radial advection due to the Hall effect, an effect
which has not previously been documented to drive a fast
radial expansion. The Hall effect results from the differ-
ing electron and ion flows associated with magnetic fields
with gradients on the local ion-skin-depth scale near the
target surface. Meanwhile, an advection pattern is also
observed due to ion flow (Fig. 4c), however it predomi-
nantly transports the magnetic field vertically off the tar-
get surface. The simulation also tracks the momentum
exchange term. This term contains both advection from
the Nernst term (also known as the thermal force) and
collisional diffusion. However, we note that in this sim-
ulation, the pattern is consistent with diffusion and de-
struction of magnetic field rather than advection; that is,
the signs of Rei are such to locally decrease the magnetic
field everywhere, rather than bipolar signatures consis-
tent with transport.
Finally, we note that due to finite collisionality in the
simulation, we do not observe an electron Weibel insta-
bility, as has been observed in collisionless simulations
in the same large L/de regime [53]. However, we do ob-
serve ion-Weibel instability [7] due to interaction of the
expanding plasma with the background plasma. In this
simulation, at relatively small RH/di0, a single Weibel fil-
ament grows in this simulation at the core of the bubble
for |x| < 2di0, at z = 5di0. A trace of Weibel instabil-
ity in the expanding plasma is reflected in the alternat-
ing pattern of the electron pressure tensor (Fig. 4f) near
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FIG. 4. Analysis of all terms of the Ohm’s law for the magnetic field evolution in simulations of the Vulcan experiments [29].
z = +5di0.
Simulations of colliding plasmas are conducted by mov-
ing the boundary so that two plumes are centered, re-
spectively, at the boundaries x = ±L, which then evolve
and collide at x = 0. A current sheet forms as the oppo-
site fields from the two plasmas interact and compress,
showing from first principles how and where a current
sheet forms for Biermann-battery based magnetic recon-
nection experiments. Figure 5 shows current sheet for-
mation process and analysis by the Generalized Ohm’s
law. The 2-D magnetic field profiles at the characteristic
time of current sheet formation for both Vulcan (Fig. 5c)
and SG-II experiments (Fig. 5e), provides a comparison
of the magnetic field produced for the two systems, which
differ primarily in the system size parameters L/di0 and
RH/di0. For Vulcan, compressed magnetic fields in the
current sheet By ≈ 0.3B0 are obtained through much of
the plume, whereas for SG-II typical magnetic fields in
the plume itself are near 0.1 B0, but there is a flux com-
pression up by a factor ≈ 3 in the collision region leading
to peak fields again near 0.3 B0. The larger B field in the
Vulcan case (scaled to B0, though not in physical units)
is due to the smaller (L,RH)/di0, consistent with typical
Biermann scaling [53].
Figure 5(a,c) show quantitative comparison of the
line-integrated magnetic field
∫
B × d` = ∫ By dz,
which is useful for comparison with experimental proton-
radiography measurements [6, 33], which produce maps
of the line-integrated fields. We obtain
∫
Bydz in the
range of 1–3 B0di0 for the two experiments, which corre-
sponds to experimental values in the range of 5–15 T-mm.
In the case of the SG-II experiments, we note the simu-
lation observes a flux compression and stacking into the
current layer, such that
∫
Bydz peaks by about 30% in
the reversal region compared to immediately upstream.
This demonstrates that the magnetic field is significantly
modifying the hydrodynamic evolution.
Figure 5(b,d) analyzes the terms driving the evolution
of
∫
Bydz, namely that the evolution of line-integrated
magnetic field is driven by the line-integrated Ohm’s law,
(∂/∂t)
∫
Bydz =
∫
(∇× E)ydz. This shows which terms
are playing the greatest role on average in evolving the
magnetic flux, which is valuable given the richness of
physics demonstrated in Fig. 4. First, the red and blue
curves are the directly measured ∂By/∂t and summed
terms of Ohm’s law, demonstrating excellent agreement
and that all effects have been measured. The bi-polar
enchancement of ∂By/∂t near x = 0 is consistent with a
current sheet that is still compressing and thinning. The
black curves show the Biermann term, which peak in the
Biermann-generation regions in the core of the bubbles
near regions of large temperature gradients. (Again, the
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discussion here is for vertically-integrated quantities; for
brevity we will not mention this each time.) We note
there is a greater spatial separation between Biermann
generation region and the current sheet in the SG-II case,
because the greater L/di0. The green curve shows the ion
flow, which dominates in advecting magnetic field away
from the Biermann formation regions and into the form-
ing current sheet. The light-blue curve is the Hall term
which plays a role to advect the magnetic field into a
narrower current sheet than the ion term alone. The
purple curve shows magnetic field destruction by the off-
diagonal pressure term. The orange term shows a small
amount of magnetic field destruction by collisional diffu-
sion, which is also largely negligible.
The simulations here demonstrate how the flows gener-
ate field and advect it toward the collision region, show-
ing for the first time the details of the formation of a
current sheet where B reverses over a narrow layer. A
follow-up paper will analyze the subsequent magnetic re-
connection, which requires full 3-D simulations to allow
reconnection outflows [39].
IV. FORMATION OF MAGNETIZED
COLLISIONLESS SHOCKS
Shockwaves in space and astrophysical plasmas oc-
cur where plasmas interact at super-sonic or super-
magnetosonic velocity [14, 56–58]. In collisionless plas-
mas the shock layer forms at kinetic plasma scales
through collective electromagnetic effects, which convert
the flow energy to heat and accelerate non-thermal par-
ticle populations, [15, 59], including cosmic rays [60–62].
Of particular importance are the class of supercritical
shocks [63] (M & 3), which propagate faster than can
be accommodated by entropy production in the shock,
and therefore reflect significant numbers of particles back
into the upstream, seeding proposed cosmic ray acceler-
ation processes [40, 64–66] such as diffusive shock accel-
eration (DSA). Spacecraft routinely observe shocks both
at planetary bow shocks, and embedded in solar wind
flows. Recent spacecraft such as MMS produce detailed
high-resolution data sets of collisionless shock crossings
[67]. Nonetheless, controlled, repeatable laboratory ex-
periments offer opportunities to study aspects which are
challenging with single- or few-spacecraft shock crossings,
including higher-dimensional and temporal effects such
as rippling instabilities and shock reformation, and par-
ticle energization by shocks.
Recent laboratory experiments have demonstrated the
generation of shocks in magnetized plasmas driven by
laser-driven pistons both in a low-Mach-number (MA ∼
2) regime [34, 68], and in a high-Mach-number regime
(MA ∼ 15) [35]. We briefly review the opportunities
for laboratory experiments. First, laboratory experi-
ments may allow investigation of higher dimensional sta-
bility and dynamics of shocks beyond standard 1-D quasi-
steady shock theories. One manifestation of this is the
reformation process of the shock, where the “foot” of
reflected ion gradually grows until it disrupts the shock,
leading to formation of a new shock at the location of the
erstwhile ion foot. Non-stationarity has been observed
in 1-D plasma wind tunnel experiments [69]. A related
process is transverse rippling of the shock front by in-
stabilities [70–72]. At extreme mach number (MA ∼ 40)
the front becomes turbulent by counterstreaming Weibel
instability [40], which is very interesting as these instabil-
ities may be help energize particles near the shock front
and inject them into DSA [71, 72]. While some of these
processes have been documented recently by spacecraft
[67, 73], in general this is difficult with single- or few-
spacecraft crossing but it is readily possible with imaging
diagnostics available in laboratory experiments.
Second, shock acceleration is believed to be very im-
portant in astrophysical plasmas, and there is strong ev-
idence for particle acceleration near to shocks— for ex-
ample the TeV synchrotron emission [15] and pion decay
signatures conclusively demonstrate electrons and cos-
mic ray protons are accelerated in blastwaves of super-
nova remnants [62]. However, very little can be con-
strained about the shock environment and acceleration
process from these remote sensing observations. While
local spacecraft observations have demonstrated parti-
cle acceleration near shocks [59], laboratory experiments
can contribute significant understanding of shock acceler-
ation through parametric studies of the dependence of ac-
celeration mechanisms on plasma and shock parameters.
Of particular importance is the physics and efficiency of
the “injection” process by which particles obtain a pre-
acceleration which enables them to then participate in
the DSA.
A recent series of experiments have developed a new
platform to study the physics of high Mach-number flows,
including magnetized shocks and reconnection, in the
laboratory [32, 35]. These experiments, conducted at
the OMEGA EP facility at the University of Rochester
Laboratory for Laser Energetics, demonstrated how to
generate controlled supersonic ablation flows into a pre-
magnetized ambient plasma. The hallmark of the plat-
form is that externally-controlled magnetic fields are gen-
erated by a compact pulsed power system [74], generating
field of order 10 T over a volume several-mm on a side,
which is used to create a pre-magnetized ambient plasma
as a medium for magnetized shocks and flows.
In this section we extend the kinetic ablation simu-
lations of the previous sections to study plasma expan-
sion into a magnetized background plasma to model this
experimental system. Kinetic simulations played an es-
sential role in developing this experimental platform by
providing intuition on the behavior of the system over
broad parameter regimes, and by pointing out experi-
mental observables. Recently published simulations with
this model have shown how the expanding plasma sweeps
up the ambient plasma and field, leading to flow and den-
sity steepening and magnetic compression, the onset of
ion-reflection, and finally the formation of a magnetized
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TABLE III. Parameters for OMEGA-EP magnetized plume
experiments
Input:
nab (m
−3, DRACO) 6× 1026
nbg (m
−3) 6× 1024
Tab (eV, DRACO) 800
heating radius RH (µm) 350
heating exponent κ 4
Dimensional:
de0 (µm) 0.24
di0,CH (µm) 14
Cs0 (m/s) 2× 105
B0 = (µ0nabTab)
1/2 (T) 300
Bup (T) 8
td = di0/Cs0 (ps) 52
ω−1cH,up (ns) 1.3
ω−1cC,up (ns) 2.6
ωce0 (ps
−1) 50
νei0 (ps
−1) 4
Dimensionless:
RH/di0 30
λmfp0/de0 12
Bup/B0 .025
nbg/nab .01
high-Mach number shock [35]. A slight variant of the
model, which using a particle source term rather than a
heating operator, was used to simulate the reconnection
experiments in Ref. [32], which showed important fea-
tures of the experiments including flow stagnation of two
colliding plasmas at the ion-skin-depth scale, and current
sheet tearing during the strongly-driven magnetic recon-
nection. Here we describe the computational model and
parameters in detail and show new results of these pro-
cesses obtained with large-scale 2-D shock simulations.
A. System setup and parameters
DRACO radiation-hydrodynamics simulations are
again used to provide plasma parameters to drive the
PSC ablation simulations. Table III lists the relevant
ablation parameters predicted by DRACO, which used
the laser geometry and parameters of the experiments
[32, 35], including the highly oblique laser-incidence, 74◦,
and the EP 750-µm distributed phase plate, which gener-
ates a smooth beam profile with 1/e radius RH = 340 µm
and a 4th-order super-gaussian profile (laser intensity
I ∝ exp[−(r/RH)κ], with κ = 4). We take an up-
stream magnetic field near 8 T, and an upstream den-
sity of 6× 1024 m−3, which is somewhat above typical
DRACO predictions and recent measurements, but was
TABLE IV. PSC Shock Simulations
Input:
RH/di0 30
λmfp0/de0 50
Bup/B0 0.04
nbg/nab 0.01
Electron-scale parameters:
Mi/me 100
mec
2/Te,ab 16
Results:
tshockωci,up ∼ 1
Vshock/Cs0 4.5
used as part of a scan to confirm shock formation for a
variety of upstream densities. The plasma ablated from
the targets is a 60-40 mixture of hydrogen and carbon
(C6+) for which DRACO uses an average ion model.
For the present paper, we consider an “equivalent”
kinetic PSC simulation based on a single species. By
this we mean that the ion-scale parameters are cho-
sen to match Table III, but are used in a simulation
with only H+ ions, for simplicity. Ablation timescales
(t/td, tωci,up) and length scales (x/di0) are measured in
the pure PSC simulation in relation to this lone species.
Extension to multiple species in the kinetic simulation is
straightforward, and in fact was used in Schaeffer et al.
[35] for accurate comparison with the experiment, and
will be considered in more detail in future work. Parame-
ters for the present simulations are presented in Table IV.
We note that in addition to the single ion species, we use
slightly increased magnetic fields Bup/B0 to obtain faster
shock formation in a given simulation wall time, and we
use lower electron collisionality λmfp0/de0 ≈ 50 than esti-
mated for the experiments. The plasma ablation flows in
this PSC simulation and DRACO are compared in Fig. 2,
where the good agreement of the two flows supports the
scaling via the ion-scale parameters between these two
very different simulation codes.
B. Results
Figure 6 shows the results of large-scale 2-D simula-
tions on the expansion into the background plasma and
generation of the magnetized shock. The upper (a-c)
and lower (d-f) panels show the evolution at two char-
acteristic times, near the time of initial shock forma-
tion (tωci,up = 0.9, a-c) and later as the shock com-
pletely separates from the piston (tωci,up = 1.9, d-f).
We scale the time evolution in units of tωci,up based on
the initial upstream ambient field, as we have found that
this is the most relevant time-scale for shock formation
for a wide range of tdωci,up ∼ β−1/2. The left panels
(a,d) show the plasma density evolution, which show the
density compression that forms as the ablation plasma
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flows into and compresses the ambient plasma, initially at
nbg = 0.01nab. The interaction of the two plasmas occurs
where the exponential ablation plume and background
plasma density approximately coincide. Because of the
ambient magnetic field, the plasmas cannot fully inter-
penetrate, and instead the field and plasma are swept
up, and steepen into a shock. At late times (Fig. 6d), the
shock ramp separates from the piston, forming a charac-
teristic “double-jump” of the density. This feature was in
fact predicted first from PSC simulations and was used
as an experimental observable of the shock formation in
experiment, where the transition over time from single
to double-density jumps are observed with interferome-
try [35]. This shows the value of kinetic simulations in
interpreting experiments.
Figure 6(b,e) show the magnetic field evolution in the
simulations. Initially the upstream magnetic field lies in
the simulation plane and is a uniform field of magnitude
Bup. However, this field is swept up and compressed into
the ablation flow. The in-plane magnetic flux is con-
served, such that the magnetic field compressed into the
shock is exactly that expelled from the diamagnetic cav-
ity near the targets. Over time, the amount and mag-
nitude of the magnetic expulsion increases, and these
ablation-driven shocks continue to expand through the
whole simulation. The magnetic field compresses to a
value of about 6 Bup by tωci,up = 1.9.
Meanwhile, Fig. 6(c,f) shows additional magnetic field
generated near the shock by the plasma. This magnetic
component is the out-of-plane (azimuthal in a toroidal
geometry) and is not present in the initial condition, but
as shown in the previous section is readily generated by
a variety of processes. We note first of all the Biermann
field generation near the target, which is analogous to
the pure Biermann generation in unmagnetized expan-
sions shown previously in Fig. 3. Perhaps unsurprisingly,
the Biermann field is also swept up by the plasma and
compressed into the shock. However, we note that the
Biermann field is far from uniform in polarity, and shows
regions of both signs depending on the polar location
within the shock. Fields of the same sign as the standard
Biermann fields are generated in equatorial regions (near
the target surface), but regions with opposite polarity
are generated at oblique polar angles. We refer to these
as “shock Biermann” fields, as this is kinetic Biermann
field generation within a collisionless shock. We believe
this is the first evidence for this process which should be
considered more broadly in astrophysical and laboratory
shocks. Furthermore, the field quantitatively modifies
the magnetic fields in the shock, with BBiermann ∼ 3Bup
reaching approximately 50% of the compressed shock
field Bshock ∼ 6Bup under the present parameters. The
Biermann fields within the shock can quantitatively (or
even qualitatively, if the upstream field is weak enough)
modify shock formation via enhancing particle reflection.
This topic is the subject of ongoing studies.
Finally, near the poles, the simulations also show the
development of out-of-plane filamentary fields character-
istic of Weibel instability [7], both upstream and down-
stream of the shock. The upstream Weibel is a transverse
instability of the reflected ions kicked forward into the up-
stream plasma, whereas the downstream Weibel results
from ablated ion gyration off the compressed fields, re-
turning into the downstream. Weibel instability has been
proposed to enhance particle energization in high-Mach
number shocks [40]. These simulations therefore show
the interaction of this instability with scaled laboratory
shocks, and suggest that both these processes may be
observable in laboratory experiments.
V. DISCUSSION AND CONCLUSIONS
In this paper, we have developed fully kinetic simu-
lation techniques to model recent laser-plasma experi-
ments on laboratory astrophysics, allowing simulation of
a variety of phenomena relevant to astrophysical plasmas
within a common framework.
First, we set out an overall methodology based on di-
mensionless parameters for designing scaled simulations
to model these processes. Ion-scale dimensionless param-
eters are derived and provide a basis to initialize the sim-
ulations with relevant parameters to match experiments.
This is important because for fully kinetic simulations
over these plasma length scales (L/di ∼ 100), evolv-
ing for multiple sound crossing times (tCs/L & 1), it
is still not computationally practical to match all the di-
mensionless parameters of the system, especially those
involving the small electron mass (Mi/Zme), and the
speed of light (mec
2/Te). We note that kinetic simu-
lations with reduced parameters like those shown here
are very common in dedicated simulations of magnetic
reconnection [21, 36, 43] and shocks [13, 40]; here this
technique is extended to general ablation flows for this
whole family of phenomena. These dimensionless param-
eters also provide a basis to scale the results to astro-
physical plasmas. Some limitations of the present model
include the fact that the target does not reach up to
solid densities, and the lack of a laser-ray-trace energy-
deposition model which requires input from a separate
radiation-hydrodynamics simulation. Both of these lim-
itations may be improved by further code development.
However, already the model is in general agreement with
the expanding plasma evolution of DRACO.
Subsequently, we showed how the kinetic ablation
model is used to simulate two sets of recent laser-driven
laboratory astrophysics experiments. First, we consider
the Biermann battery magnetic field generation in recent
experiments with single and multiple expanding plumes.
The simulations results are directly analyzed via the gen-
eralized Ohm’s law and show both the location and time
of Biermann-battery field generation, and the mecha-
nisms (ion flows, Hall flows) which advect these fields
and form a current sheet when two neighboring plumes
collide. The compression of the field indicates that the
magnetic field has modified the hydrodynamic evolution
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FIG. 6. Generation of magnetized shocks by ablation flow into a magnetized ambient plasma, at two times characteristic of
shock formation, tωci,up = 0.9 (a-c) and tωci,up = 1.9 (d-f). (a,d) 2-D density maps; (b,e) total magnetic field |B| emphasizing
the compression of the initial upstream field and formation of the diamagnetic cavity. (c,f) shows the additional out-of-plane
field generation By in the 2-D expansion by the Biermann effect, shock-Biermann, and Weibel instability.
of the two plasmas. The 2-D simulations shown here
do not include the magnetic reconnection phase of the
experiments, which requires a 3-D simulation, but such
simulations are underway and will be reported in a sep-
arate publication. The results provide insights into the
evolution of ablated plumes of wide applicability in labo-
ratory plasmas and provide insights for designing experi-
ments and interpreting results on magnetic reconnection,
including rates of magnetic reconnection and efficiency of
acceleration of particles.
Finally, we extended the simulation to study plasma
expansion into a pre-magnetized background plasma,
modeling recent experiments on magnetic reconnection
and collisionless shock formation. The simulations pro-
vide important insights for interpreting the experiments,
including confirmation of the formation of shocks on the
timescale ω−1ci,up. These large-scale 2-D simulations also
show the development of Biermann battery magnetic
fields within the collisionless shock front, which quan-
titatively modify the (compressed) shock fields, as Bier-
mann fields in the shock up to about 50% of the com-
pressed shock fields are generated. We note that the de-
velopment of Biermann fields in collisional, MHD-scale
shocks was considered recently in Ref. [26], which pre-
sented analytic arguments for the magnitude and sign of
the magnetic field, with proposed prescriptions of how to
model them in reduced fluid models. A comparison be-
tween kinetic and MHD simulations is potentially of great
value in benchmarking these reduced models. The sim-
ulations also show the development of transverse Weibel
instability both ahead and behind the shock, driven in
the first case by the typical forward particle reflection off
the shock at high Mach-number, and behind the shock
by backward gyration or rebound of the piston ions off
the magnetic compression. The results provide insights
which will help design future experiments on transverse
shock stability and particle acceleration by shocks.
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