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The quantum wavefunction, despite continuous debates on its exact physical interpretation [1–5], is
a fundamental concept in quantum physics and a useful tool to describe and simulate the state of a quan-
tum system. While wavefunctions usually are not considered to be directly observable, in this work we
show how the wavefunction of a single photon can be directly visualised in frequency and time domain.
Our technique relates the wavefunction of the microwave photon to measurements of the electromag-
netic field quadratures. We apply this technique to studying the process of single microwave photon
emission, as described theoretically by Wigner and Weisskopf in the early days of quantum physics [6,7].
In our experiment the photon is emitted from a single transmon qubit [8] or from a collective state of
two coupled transmons. In both scenarios, these photon portraits agree perfectly with the predictions
of Wigner-Weisskopf as well as input-output theory, exemplifying the well known energy-time Heisen-
berg uncertainty relation. Our work promises a new experimental analysis method in analog quantum
simulation of open quantum systems and collective phenomena.
The direct access of the quantum wavefunction is a great experimental challenge, recently addressed by
several groups (see e.g. [9, 10]). In linear optics, Lundeen and Bamber [10, 11] established and demonstrated
the relation between weak measurements and the spatial intensity distribution of a single-photon signal, which
can be associated with the spatial wavefunction of a single-photon. However, the very definition of the spatial
photon wavefunction is vague, due to the impossibility of localizing massless spin 1 particles, as pointed out by
Newton and Wigner [12]. This has led physicist to create several alternative, physically meaningful definitions
of the spatial photon wavefunction1. In this work we argue that the wavefunction of a single-photon state in
momentum (frequency) space, is not only free of ambiguity, but experimentally accessible. More precisely,
the direct measurement of the electromagnetic field becomes a direct route to reconstructing the complete
wavefunction in frequency and in time.
For concreteness, we will focus on the theory of microwave photons propagating through quasi-one-
dimensional waveguides, with no polarization or band degree of freedom. A general single photon state |f〉 is
written in momentum space as a linear combination of single-photon eigenstates
|f〉 =
∑
k,s
fks(t) |1ks〉 =
∑
k,s
fks(t) aks |0〉 . (1)
The photons are labeled by momentum k and possibly by some other degrees of freedom s (e.g. helicity,
spatial mode, etc), which for convenience we will omit in the following. The coefficients fk are reconstructed
as fk = 〈0|ak|f〉 . While this is not a directly measurable operation, the Fock operators ak are implicit in all
electromagnetic observables. In superconducting circuits we have access to two quadratures of the field [17],
∗aleksei.sharafiev@oeaw.ac.at
1For instance, the Riemann-Sillberstein vector approach or energy wavefunction formalism, is physically meaningful, as it connects
to the Maxwell equations and the electromagnetic field of the photon, but it introduces frequency-dependent renormalization factors.
See e.g. [13, 14] and reviews [15, 16].
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propagating in z direction of a waveguide: I and Q, given by
I(z, t) ∝
∑
k
c(k)1/2 [uk(z, t)ak + H.c.] , Q(z, t) ∝ i
∑
k
c(k)1/2
[
uk(z, t)
∗a†k −H.c.
]
, (2)
where uk(z, t) are the position and time dependent mode wavefunctions associated with ak and c(k) is a
normalization factor accounting for the density of states. Our protocol to measure the single-photon wave-
function consists of 3 steps: 1) create a state with a slight superposition of vacuum and a single photon state,
|Ψ〉 = C1 |0〉 + C2 |f〉; 2) pass this through a filter that selects a narrow band of momenta around k0 creating
the state ρ = Pk0 |Ψ〉〈Ψ|Pk0 + [1− 〈Ψ|Pk0 |Ψ〉] |0〉〈0|, where Pk0 is the projection operator on a narrow band-
width δk around the state k0; 3) measure I(t) and Q(t). The final expectation values 〈I(k0, t)〉 = tr[I(z0, t)ρ]
and 〈Q(k0, t)〉 = tr[Q(z0, t)ρ], obtained with a detector placed at a position z0, contain enough information to
reconstruct fk0(t) ∼ 〈I(k0, t)〉+ i 〈Q(k0, t)〉 up to normalization factors.
We will apply this method to study the spontaneous emission of a single photon by an artificial atom, as
described by the Wigner-Weisskopf theory for photon emission. The theory, which today can be found in many
quantum optics textbooks, considers a two-level atom with states |g〉 and |e〉. The atom is initially excited, and
relaxes emitting one photon into the electromagnetic field, which is assumed to be in a perfect vacuum. The
combined wavefunction of the atom-field system reads
|ψ(t)〉 = e−γt/2−iωqt |e, 0〉+ |g〉
∑
k
fk(t) |1k〉 , (3)
fk(t) =
igke
−itωk
γ/2 + i(ωq − ωk) · (e
t(i(ωk−ωq)−γ/2) − 1). (4)
The spontaneously emitted photon is shaped by the light-matter coupling gk, the photon dispersion relation
ωk, the qubit frequency ωq and the spontaneous emission rate of the qubit γ, which can be deduced from the
spectral function. In the experiment the qubit will be driven by a coherent field, with some probability for the
qubit to remain unexcited. As a consequence, after the field is switched off, the system is approximately in the
combined state |Ψcomb〉 ∼ C1 |g, 0〉+ C2 |ψ(t)〉 which is required by our protocol.
Figure 1(a) shows the photon spectrum predicted by the time-dependent theory, and the corresponding
electrical field envelope (for a photon propagating along axis z) is shown in figure 1(b). The result (eqs. (3-
4)) provided by the Wigner-Weisskopf theory can be obtained as well with input-output approach [18] (see
Supplementary part I for details). This result is in the very heart of modern quantum optics, nevertheless up to
now the Wigner-Weisskopf picture has not been directly observed. In the following we demonstrate how it can
be experimentally measured with a state-of-art superconducting waveguide Quantum Electrodynamics (wQED)
platform, using frequency and time-domain resolved spectroscopy. More generally, superconducting circuit
QED is a particularly promising platform for experiments in quantum optics and quantum physics generally
due to its flexibility and readily available set of microwave tools. Possible applications include ultra/deep-
strong coupling regimes of light-matter interaction [19–21], interaction with non-Ohmic environments [22–24]
and cooperative effects [25, 26], see also review [27]. A 2D (on chip) implementation of the platform, though
extremely powerful, is not always the most convenient approach. In particular, we use the 3D architecture
which [28,29] offers better coherence times for qubits along with additional degree of freedom to adjust qubit-
qubit and qubit-environment couplings.
Furthermore, by using the superconducting circuit QED platform we are taking advantage of a quantum
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limited parametric amplifiers. These, or similar devices, have become a standard part of any experimental
circuit QED setup. In particular they add very little noise to the amplified signal: reduced to the input noise it
can be ideally as low as half of a photon in terms of added noise number [30]. In our setup we are using an
amplifier known as Josephson Parametric Converter (JPC) [31]. The limited amplification bandwidth of a JPCs
(∼5 MHz), which in many cases can be considered as a drawback, allows to effectively Fourier filter the single
photon signal.
The central part of our experimental setup consists of two transmon qubits placed into a copper rectangu-
lar waveguide with a fundamental mode cutoff frequency at ∼6.5 GHz and a second mode cutoff at ∼13 GHz
(shown in figure 2). The waveguide is thermally anchored to the base plate of a dilution refrigerator with
temperature ∼20 mK. One end, used as input, is a heavily attenuated coaxial line coming from room tem-
perature electronics. The other end of the waveguide is connected to the JPC and consequently to an output
line, featuring a conventional transistor-based amplification chain (see Supplementary part II for the full setup
scheme). Our emitter consists of two flux-tunable (between 6.1 and 8.5 GHz) transmon qubits installed inside
the waveguide and thermalized via specially designed copper clamp. The qubits frequencies are independently
controlled by two superconducting coils installed on the external surface of the waveguide (not shown). The
transmons were designed to be identical with a total length of 1.7 mm each and a nonlinearity of ∼220 MHz.
The key feature of this approach is that qubit-qubit and qubit-enviroment couplings can be designed indepen-
dently. Indeed, transmon qubits in the 3D architecture interact with each other as electrical dipoles [32] and
therefore the coupling depends on their mutual position and orientation. The qubit-environment interaction, in
turn, within the same electrical dipole approximation depends on the qubit position in the waveguide and its
orientation with respect to the electrical field vector in the fundamental mode of the waveguide. Exact values
for both interactions depend on geometry and can be obtained from Maxwell equations with any finite element
solver. In our setup the qubits are installed in parallel to each other and symmetrically in the center of the
waveguide providing equal coupling to the waveguide for both transmons. Direct coupling between the qubits
g was designed to be ∼60 MHz, exceeding the coupling between of the qubits to the waveguide γ ∼1.5 MHz.
The control signal quadratures were independently generated by two channels of an Arbitrary Waveform
Generator with 1 GS/s sampling rate at a frequency of 200 MHz and consequently upmixed with a conventional
IQ-mixer to the qubit frequency. The time-domain signal at the qubit frequency was downmixed (after JPC-
filtering and amplification) to an intermediate frequency of 50 MHz before being recorded in time domain with
a 16 bit resolution and 800 Msamples/s rate Digital-to-Analog converter.
Passing through the waveguide, the signal αe−iωt interacts resonantly with the qubit inside, changing both
its population and coherence. Being an open quantum system the qubit state in the rotating frame follows
a spiral trajectory inside the Bloch sphere during the pulse, as shown in figure 3(a). Recording the output
signal 〈aout(t)〉 after the drive is abruptly stopped and fitting it with a input-output theoretical model (see
Supplementary part I.II) allows to effectively measure the qubit coherence 〈σ−〉 as a function of time. Using
the information about the calibrated pulse length, one can access the initial qubit population ∼ 〈σz〉 as well.
Alternatively, 〈σz〉 can be extracted by averaging the square of the signal amplitude instead of amplitude itself.
This information is enough for a direct qubit state tomography on an open quantum system. Figure 3(b) shows
the raw detected signal (in the absence of JPC-filtering) from the qubit for three pulses of different length,
approximately corresponding to rotating the qubit state by pi/2,pi and 3pi/2. The qubit decay into the waveguide
in these cases starts from the green, red and black dots inside the Bloch sphere shown in figure 3(a) respectively.
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This tomography protocol is applicable with any driving pulse which leaves the qubit in a state with nonzero
coherence (e.g. pi/2-pulse), and it is model-dependent. In the general case, the model may require solving the
corresponding equations numerically. This can be done analytically in the particular case of “infinitely long”
pulses (much longer than γ−1), where the qubit reaches dynamic equilibrium during the pulse. After the
”infinitely long” pulse, the possible qubit states are restricted to an ”arc” inside the Bloch sphere (see figure
3(c) ). Its exact position along the ”arc” depends on the ratio of the drive amplitude α to the square root of the
qubit radiative decay
√
γ. We are using these ”infinitely long” pulses to prepare the qubit state to measure the
photon wavefunction and fit the results with the developed analytical model (see part I.I of the Supplementary
materials).
In order to measure the Wigner-Weisskopf wavefunction we have to resolve the signal spectrally by filtering
it with the JPC and sweeping the JPC-qubit detuning (figure 1(a)). Figure 3(d) shows a JPC-filtered 〈aout(t)〉-
trace for the case of zero detuning (blue dots), as well as its theoretical fit (red line) obtained with the input-
output theory. The drive pulse in this figure stops at the time moment t = 0 ns. After the pulse is switched off,
the JPC and the qubit fields are interfering destructively forming the first constriction of the envelope at ∼30 ns
followed by a revival and finally an exponential decay of the qubit state. This initial envelope constriction
comes from both the finite JPC memory time (bandwidth) and the presence of a non-zero drive field. It is
not captured directly by Wigner-Weisskopf as this model assumes empty electromagnetic modes before the
emission. Conversely, this drive is naturally appearing within the input-output approach.
Sweeping the JPC-qubit detuning allows us to reconstruct the photon portrait: the frequency resolved time
evolution of the electric field amplitude (see figure 4(a), where the color code corresponds to the envelope of
the detected signal). The corresponding theoretical wavefunction is shown in the figure 4(b). The left side of
this plot was obtained with the input-output approach, which perfectly matches the experiment, and the right
side is the pure Wigner-Weisskopf picture. The destructive interference due to the non-zero drive is visible
in the region highlighted in figure 4(a). In order to obtain portraits closer to the pure Wigner-Weisskopf, one
can increase the qubit-environment coupling γ effectively reducing the qubit drive (for the same incident field
strength) and the impact of internal losses in the qubit.
In order to control the qubit-environment coupling in-situ, we are taking advantage of the second qubit
inside the waveguide, tuning it into resonance with the first. Being placed in the waveguide symmetrically,
the system forms one bright and one dark state (see Supplementary part III). The bright state couples to the
environment γ twice as strongly as a single qubit. The protocol described above was implemented now as well
on the bright state of the system. Figure 4(c) shows the experimental result, while corresponding theoretical
pictures (input-output and Wigner-Weisskopf) are shown on the two sides of figure 4(d). Clearly, in this case the
experimental wavefunction is closer to the Wigner-Weisskopf case. In the area still with the drive (t < 0), the
signal now is almost absent since the bright state forms a better mirror then a single qubit (due to the increased
ratio of the radiative decay to the internal losses). In addition, as the drive strength α was kept the same in both
cases (figures 4(a) and (c)), the difference in γ effectively changed the steady state population and excited the
”qubit” to different points inside the Bloch sphere, leading to a effectively weaker drive for the collective case.
We note that the noise visible in the experimental data is in part due to fluctuations in the qubit frequency (see
Supplementary part I).
The obtained single photon portraits are very fundamental for the process of a photon creation and exper-
imentally visualise the 90-years old Wigner-Weisskopf picture. As one would expect, the photon spectrum
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narrows down with time passing: this simple ”textbook” experiment reflects the deep physical connection be-
tween the Fourier transform and Heisenberg’s uncertainty principle.
Frequency and time resolved spectroscopy will be a useful tool to characterize circuit-QED systems and
especially open quantum systems like waveguide QED. It can be used to study not just single emitters, but
Markovian and non-Markovian effects in multi-level emitters and many-body quantum simulators. By splitting
the output port, the same setup can be upgraded to perform complete tomography of multi-photon scatter-
ing [33]. In fact, the method to some extend can be compared with some known in optics 2D fluorescence
techniques (e.g. laser-induced fluorescence), though it is different both technically and ideologically. This
similarity points out that various types of multi-dimensional spectroscopy methods can be straightforwardly
developed on the basis of our frequency-time spectoscopy.
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Methods
In the experiment we used a standard 12cm long WR90 copper rectangular waveguide with cross section
dimensions 10.16 mm and 22.86 mm and cutoff frequency 6.557 GHz, on both ends connected to 50Ω coaxial
cables with Narda 4601 adapters. Superconducting coils placed on the external surface of the waveguide
were used to tune the qubits frequencies. The DC lines of the coils were heavily filtered to avoid additional
flux noise at the qubits location (including home-made still powder filters [34] installed on the top of the
shielding can). The waveguide was thermally anchored to the baseplate of a dilution refrigerator and operated
at the temperature ∼20 mK. Qubits were inserted inside the waveguide through specially designed slits, and
mechanically fixed with copper clamps, allowing for appropriate thermalization. Appropriate RF and DC
shielding of the sample was provided by double layer cryoperm shield, and niobium shield.
For qubits fabrication we used a standard bridge-free Al/AlOx/Al technique, described in details elsewhere
[35]. In short, electron beam lithography was used to pattern junctions and antennas on 2-inch sapphire 330µm
thick commercial substrate. Electron-gun evaporator was used to deposit 2 layers of Al on the substrate (20 and
30 nm respectively). Josephson junctions were formed between the 2 layers by 2.5 minutes oxidation under 15
mbar pressure, resulting in critical current density ∼50 A/cm2. To achieve appropriate balance between flux
tunability and susceptibility to the flux noise, both qubits had nonidentical junctions. The sapphire wafer was
subsequently diced with a diamond saw, to shape 2.5 mm-wide and 2.5 cm-long chips.
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a b
Figure 1: The idea of frequency and time resolved spectroscopy. a, Photon wavefunction (|fk| in Wigner-Weisskopf
theory) as a function of both time and frequency. The JPC provides narrow band amplification around one particular
frequency and allows to visualise the entire picture by sweeping the ”atom”-JPC detuning. b, Electrical field amplitude
E0 of a single photon propagating along the z axis as a function of the coordinate z and time. The field can be associated
with the spatial wavefunction of a single photon.
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Figure 2: Experimental setup. Two transmon qubits are coupled to the fundamental mode of a 3D copper waveguide
with rectangular cross-section. The qubits are tilted with respect to the polarization of the electric field of the fundamental
mode of the waveguide to get the desired qubit-wavguide coupling strenght. The signal transmitted through the waveguide
is filtered and amplified by the JPC.
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Figure 3: Qubit dynamics under short and long resonant drive. a, Reconstructed qubit state (in the rotating frame) on
the Bloch sphere as a function of drive length. b, Averaged field amplitude 〈aout(t)〉 (which is ∼ 〈σ−(t)〉 after the pulse
stop) detected at the output of the waveguide, while driving the qubit resonantly to 3 different rotation angles θ marked
in a. The pulses are shifted in time to stop at the same moment t = 0 ns. c, Steady state curve inside the Bloch sphere
where the qubit state may possibly end up after an ”infinitely long” pulse. The marked points correspond to different
ratios of the drive strength α to the square root of the qubit radiative decay rate
√
γ: A: α/
√
γ = 0.1 and B: α/
√
γ = 0.2.
d, Raw down-mixed experimental IF trace for the qubit emission after an ”infinitely long” drive pulse (blue dots) and the
theoretical fit for it based on input-output theory (red line). Zone I (negative time) corresponds to the last portion of the
drive, zone III corresponds to the qubit exponential decay (dashed line) amplified by the JPC. Zone II is a result of the
finite JPC amplifier bandwidth.
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a b
c d
Figure 4: Single photon portraits obtained with frequency and time domain resolved spectroscopy. a,b, Experi-
mental and theoretical wavefunctions of a single photon emitted by the transmon qubit into the waveguide. The two sides
of b correspond to the input-output approach (left) and pure Wigner-Weisskopf picture (right). c,d, Photon emitted from
a collective bright state of two directly coupled transmons. The experimental result c is closer to the Wigner-Weisskopf
picture, than in the case of a single transmon.
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Supplementary materials for:
"Observing the single-photon wavefunction with frequency and time resolved
spectroscopy"
I THEORETICAL MODEL
This part describes the model, based on input-output approach, used to fit the experimental data from
the main text. The first subsection is devoted to the situation in the main text referred as "infinitely long"
pulse, when everything can be derived analytically. In the second subsection we describe the model we solve
numerically for arbitrary length pulses.
I.I "INFINITELY LONG" PULSE
Let us consider a driven 2-level system in the framework of optical Bloch equations and input-output
theory:
d
dt
〈σz(t )〉 =−2i
√
γβ
2
[
αe−iωt 〈σ+(t )〉−α∗e iωt 〈σ−(t )〉]−γ(〈σz(t )〉+1)
d
dt
〈σ−(t )〉 =−
(
iωq + γ
2
)
〈σ−(t )〉+ iαe−iωt
√
γβ
2
〈σz(t )〉
〈aout 〉 = 〈ain〉− i
√
γβ
2
〈σ−(t )〉 ,
(1S)
where ωq is the qubit transition frequency, γ is the qubit linewidth (related to both, spontaneous emis-
sion into the waveguide and internal losses: γ = γwaveguide + γinternal ), α is the drive amplitude and
β= γwaveguide/(γwaveguide+γinternal ) is a parameter characterising the portion of the qubit energy emitted
into the waveguide.
Switching into the rotating (with the drive) frame and changing notation for 〈σz(t )〉:
〈σ−(t )〉 = e−iωt s, 〈σ+(t )〉 = e iωt s∗, 〈σz(t )〉 = 2ρ−1, (2S)
where s represents the coherence and ρ - the excited population of the qubit (both are changing slowly in
comparison with ω). This yields:
d
dt
ρ =−i
√
γβ
2
[
αs∗−α∗s]−γρ
d
dt
s =−
[
i
(
ωq −ω
)+ γ
2
]
s+ iα
√
γβ
2
(
2ρ−1)
(3S)
which for steady state reduces to:
s0 =
iα
√
γβ
2
i
(
ωq −ω
)+ γ2
(
2ρ0−1
)
, (4S)
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and:
ρ0 =−i
√
β
2γ
(
αs∗0 −α∗s0
)
(5S)
Choosing the initial phase in a way so α is real, we finally obtain:
s0 =−
α
√
γβ/2
(
ωq −ω+ iγ/2
)(
ωq −ω
)2+γ2/4+α2βγ , ρ0 = α
2βγ/2(
ωq −ω
)2+γ2/4+α2βγ (6S)
We are going to use the obtained steady state solution as an initial condition to fit the qubit decay without
drive. The drive is abruptly switched off at a given time t = 0. The system then evolves according to:
d
dt
〈σz(t )〉 =−γ(〈σz(t )〉+1)
d
dt
〈σ−(t )〉 =−
(
iωq + γ
2
)
〈σ−(t )〉
〈aout 〉 =−i
√
γβ
2
〈σ−(t )〉 ,
(7S)
This leads to the usual exponential decay with initial condition set by s0 and ρ0:
〈σz(t )〉 = 2e−γtρ0−1
〈σ−(t )〉 = e−iωq t−γt/2s0
〈aout (t )〉 =−
√
γβ
2
e−iωq t−γt/2s0
(8S)
Now we should add the amplifier to the picture:
aamp (t )=
p
G
∫ t
−∞
〈aout (τ)〉e−[iωamp+κ](t−τ)dτ+h, (9S)
where ωamp is the center frequency of the amplifier band κ, G is the gain, while h is a noise operator.
For the transmitted field after the amplifier, we then obtain:
〈aamp (t )〉 =
p
G
∫ t
−∞
e−[iωamp+κ](t−τ)
e−iωt
α− is0
√
γβ
2
Θ(−τ)− s0
√
γβ
2
e−iωq t−γt/2Θ(+τ)
dτ (10S)
where Θ(t) is the Heaviside step function. This can be evaluated analytically and after some algebra one
arrives at the final result:
〈aamp (t )〉 =
e−t (κ+iωamp )+(κ−i (ω−ωamp ))Min[0,t ]
(
α− αβγ/2(γ/2−i(ωq−ω))
α2βγ+γ2/4+(ωq−ω)2
)
κ− i(ω−ωamp )
+
+ e
−t (κ+iωamp ) (−1+e(−(γ/2)−iωq+κ+iωamp )Max[0,t ])αβγ/2(γ/2− i(ωq −ω))
(α2βγ+γ2/4+ (ωq −ω)2)(γ/2+ i(ωq + iκ−ωamp ))
.
(11S)
In this expression the first term describes the system behaviour at the times t < 0 when the drive is on and
the second term is 0. After the drive stops (at t = 0), the second term describes the qubit decay (with the
rate γ/2), while the first one describes the amplifier decay (with the rate κ). Formula 11S was used to fit our
experimental data for the wavefunction measurements (figures 4(a) and (c) in the main text). Figure 1S shows
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how well the fit works for the state of one qubit and the collective state of two qubits for different values of
the drive-JPC detuning. In the experiment we intended to keep the drive frequency in resonance with the
qubit. However, qubit frequency stability was noticeably affected by magnetic field noise in the cryostat.
Since the theory does not require us to fix ω=ωq the qubit-drive detuning can be extracted as a result of the
fit. Fitted experimental data for different detunings δω for 1 and 2 qubits cases (similar to figures 4(a) and (c)
from the main text) is shown in figures 2S(a) and 2S(c). The qubit drive detuning extracted from the fit for
every frequency is shown in figure 2S(b), and mostly does not exceed 200 kHz. Comparison of the figure 2S(a)
and 4(a) from the main text leads us to the conclusion that this detuning is the main source of noise for our
experimental data.
The theory only describes the system dynamics in the case of the "infinitely long" pulse, after the
dynamical equilibrium between the drive and qubit decay has been established. The case of short (pi/2, pi,
3pi/2...) pulses has been treated numerically as it is described in the next subsection.
I.II ARBITRARY LENGTH PULSES
In order to simulate the time-dynamics during the onset of the drive pulse, the system was also modeled
numerically using QuTiP [1]. The model, accounting for multiple qubits, is a modification of the model
described in [2] to add the direct ’dipole-dipole’ coupling term between the qubits Gi , j :
H=Hqubit+Hqubit-drive+Hqubit-qubit (12S)
Hqubit =
2∑
i=1
ωqi |ei 〉〈ei | (13S)
Hqubit-drive =
2∑
i=1
(
²iσ
+
i +H.c.
)
(14S)
Hqubit-qubit =
2∑
j>i=1
(
Ji j +Gi j
)(
σ−i σ
+
j +σ+i σ−j
)
(15S)
ρ˙ =− i
~
[
H,ρ
]+ 2∑
i , j=1
γi j
[
σ−i ρσ
+
j −
1
2
{σ+i σ
−
j ,ρ}
]
. (16S)
Here ωqi is the frequency of the i-th qubit, gi is its (dimensionless) coupling to the waveguide, ²i is the drive
amplitude at the position of the i-th qubit, Ji j is the exchange interaction amplitude and γi j are the elements
of the radiative decay matrix. In the case when two qubits are tuned in resonance and only driven from one
side, the expressions for Ji j , γi j and ²i j are:
²i =−i
√
γ0i iω
2ωi
〈ain〉e−iωti (17S)
Ji j = 2pigi g jωi sin
(
ωi ti j
)
(18S)
γi j = 4pigi g jωicos
(
ωi ti j
)+δi jγinternal . (19S)
Here ti = xi /ν defines the phase of the input signal 〈ain〉 (propagating through the waveguide with a speed ν)
seen by i-th qubit located at point xi along the waveguide. Similarly, ti j = |xi −x j |/ν defines the time delay
of a signal propagating from the i-th to the j-th qubit. As before, ω is the drive frequency and γinternal is
3
the nonradiative decay rate. In turn, γ0i i is the radiative decay rate of the i-th qubit (i.e. γi i in equation 19S
without γinternal ). In our configuration the qubits are located in a 3D waveguide effectively forming a closely
packed system. In this case, the coupling term obtained form the waveguide input-output formalism gives
Ji j=0 since the near-field components of the electromagnetic field are not considered. Such near-field term
is instead included by introducing a direct qubit-qubit coupling term, G , which is related to the real part of
the free space Green function. The output field is defined in the usual way, which is:
〈aout 〉 = 〈ain〉+
2∑
i=1
eiωi ti
√
γ0i i
2
〈σ−i 〉 . (20S)
Solving these equations numerically allows us to reconstruct the field propagating along the waveguide
regardless of the length of the drive pulse. This method was used for state tomography presented in figure
3(a,b) of the main text. Figure 3S shows 〈aout 〉 during the entire 1µs pulse: (a) - with qubit, and (b) - without
qubit (only drive processed by JPC).
II EXPERIMENTAL SETUP
The experimental setup is shown in figure 4S. We are generating our pulses at low (∼200 MHz) frequency
from 2 independent channels of an Arbitrary Waveform Generator (SD AWG-H33444, 1 GSPS) and up-convert
them to qubit frequency with an IQ-mixer (Marki IQ-0618). The pulses are attenuated by 50 dB before
entering the waveguide installed at the baseplate of the fridge. After interaction with the qubits, the signal
is first amplified by 20 dB within a narrow frequency band (∼5 MHz) at the base plate of the refrigerator
using a JPC (QCI-JPC0509-F) and consequently at 4K stage by a High Electron Mobility Transistor (HEMT)
amplifier (LNF-LNC4_8C, +40 dB) and at room temperature by another low-noise amplifier (AMT-A0067, also
+40 dB). The input line of the fridge was equipped with a home-made Eccosorb infrared filter as well as K&L
12 GHz cutoff low-pass filter (both are not shown). We use a conventional mixer (Marki SSB0618 LXW-2) for
down converting the signal to 50 MHz and an analog-to-digital converter (SP Devices SDR14, 800 MSPS) for
digitizing and averaging the signal amplitude. The effective noise temperature without and with JPC was
measured to about 10.5 K and 80 mK respectively.
Superconducting coils, used to tune the qubits frequencies, were powered from current sources (Yoko-
gawa GS200 and Keysight B2902A) through a set of low-pass filters: 1.9 MHz cutoff (Mini-Circuits BLP-1.9+),
homemade SMT 500 kHz and 3 kHz cutoff resistive Pi-filters and steel powder filters (∼30 kHz cutoff) installed
inside an aluminum housing on the base plate of the refrigerator (outside the shielding-can of the sample).
III TWO-"ATOM" HYBRIDIZATION
Two resonantly interacting transmon qubits in the rotating wave approximation can be described by the
interaction Hamiltonian Hint = g (σ+1σ−2 +h.c.), which in the single excitation manifold has two eigenstates
∼ (|01〉± |10〉). When two identical transmons are placed symmetrically in the waveguide it is easy to show
(within the electrical dipole approximation) that the dashed transitions in figure 5S(a) are prohibited. Indeed,
the transition probability is proportional to the square of the corresponding matrix element of the electrical
dipole operator ∼ |d f i |2. This element can be expressed in terms of wavefunctions (in charge-representation)
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of both transmons. For example for the |11〉→ |01〉± |10〉 transition it reads:
d|11〉→|01〉±|10〉 = lp
2
∫ (
ψ|1〉(Q1)ψ|0〉(Q2)±ψ|0〉(Q1)ψ|1〉(Q2)
)∗ (Q1+Q2)(ψ|1〉(Q1)ψ|1〉(Q2))dQ1dQ2 =
= 1p
2
(d|1〉→|0〉±d|1〉→|0〉)=
p
2d|1〉→|0〉 or 0
(21S)
where l is proportional to transmon length and Q1(Q2) is the charge operator of the first (second) transmon.
According to equation 21S the probability of allowed transition is, in turn, increased twofold with respect to
the single transmon case. States 1p
2
(|01〉± |10〉) are therefore referred as dark and bright respectively. Note,
that their corresponding eigenvalues depend on the sign of the interaction constant g . The experiment with
a photon emitted from a collective 2-transmon state has been done using the transition marked in figure
5S(a) with a red arrow.
Figure 5S(b) shows transmission measurements through the waveguide with 2 transmons. The colorcode
on the picture corresponds to the transmission coefficient |S21|. The current in a coil, coupled to both qubits,
is swept along the X-axis. To emphasise the difference between dark and bright states around the avoided
crossing for this measurements the qubits were installed in a way to have a larger coupling to the waveguide.
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Figure 1S: Fitting experimental data for a single qubit (left column) and the bright state of 2 qubits (right column)
for different detuning between drive and JPC frequencies∆ω=ω−ωamp . The data is taken from the figures 4(a) and
(c) from the main text.
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Figure 2S: a and c, Theoretical fits of the experimental data from picture 4(a) and (c) in the main text with the formula
11S. b and d, Qubit-drive detunings extracted from the fits for 1 and 2 qubits.
a b
Figure 3S: Numerically simulated output field of the waveguide 〈aout 〉 during a 1µs pulse: a the drive is resonant
with the qubit, while sweeping the qubit-JPC. b, The same but without the qubit. In both pictures the pulse starts at the
t=-1µs and stops at 0.
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Figure 4S: Experimental setup.
a b
Figure 5S: a, Energy diagram of the first levels of two coupled transmons. Direct capacitive (’dipole-dipole’) coupling
provides levels hybridization and splitting 2g . The red arrow corresponds to the transition we are using in the experi-
ment. b, Experimentally measured transmission |S21| through the waveguide with 2 capacitively coupled transmons.
Colourcode from blue to red corresponds to |S21| change from 0 to 1. Both transmons are frequency tunable and
coupled inductively to a magnetic coil, with a current flowing through it (swept along X-axis). The geometry of the
system is different from the one used in the main text, to emphasise the dark and bright collective states of the system.
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