This article shows how to benchmark small area estimators, produced by fitting separate statespace models within the areas, to aggregates of the survey direct estimators within a group of areas. State-space models are used by the U.S. Bureau of Labour Statistics (BLS) for the production of the monthly Employment and Unemployment State estimates. The computation of the benchmarked estimators and their variances is accomplished by incorporating the benchmark constraints within a joint model of the direct estimators in the different areas, which requires the development of a new filtering algorithm for state-space models with correlated measurement errors. No such algorithm has been developed before. The properties and implications of the use of the benchmarked estimators are discussed and illustrated using BLS unemployment series.
The problem of Small Area Estimation is how to produce reliable estimates of area (domain) characteristics, when the sample sizes within the areas are too small to warrant the use of traditional direct survey estimates. This problem is commonly handled by borrowing strength from either neighbouring areas and/or from previous surveys, using appropriate crosssectional/time series models. In order to protect against possible model breakdowns and for consistency in publication, it is often required to benchmark the area model dependent estimates to the direct survey estimate in a group of areas for which the survey estimate is sufficiently accurate. The latter estimate is a weighted sum of the direct estimates in the areas included in the group, so that the benchmarking process defines another way of borrowing strength across the areas.
INTRODUCTION
The problem considered in this article applies to the U.S. Labor Force estimates but as will become apparent, this problem and the proposed solution are more general with many potential applications. See, in particular, Sections 3 and 4.
The U.S. Bureau of Labor Statistics (BLS) uses state-space time series models for the production of the monthly employment and unemployment estimates in the 50 States and the District of Columbia. The models are fitted to the direct sample estimates obtained from the Current Population Survey (CPS). The use of models is necessary because the CPS State samples are too small to allow producing reliable direct estimates, which is a typical 'small area estimation' problem. The coefficient of variation (CV) of the direct estimates varies from about 8%
in the large States to about 16% in the small States. The use of time series models reduces the variances of the estimators very significantly by borrowing information from past estimates, see the illustrations in Section 5. For a recent review of small area estimation methods see Pfeffermann (2002, Section 6 considers the use of time series models). The new book by Rao (2003) provides a methodological account of this topic.
The state-space models are fitted independently for each State and combine a model for the true population values with a model for the sampling errors. The direct survey estimates are the sums of these two unknown components. The published estimates are the differences between the direct estimates and the estimates of the sampling errors, as obtained under the combined model. At the end of each calendar year, the monthly model dependent estimates in any given State are modified so that their annual mean equals the corresponding mean of the direct CPS estimates. The purpose of the benchmarking is to provide protection against possible model failure. This benchmarking procedure has, however, two major disadvantages: 1-The mean annual CPS estimates are still unstable because the monthly estimates are highly correlated due to large sample overlaps between different months (see Section 2).
2-The benchmarking is retrospective, occurring at the end of each year after that the monthly model dependent estimates have already been published, and hence they provide no protection to real time estimates. (The benchmarked estimates are the input series for trend estimation.)
In this article we study a solution to the benchmarking problem that addresses the two where S denotes the number of States in the group. Notice that unlike in classical benchmarking problems that use external (independent) data for the benchmarking process, like census figures or estimates from another large sample, the model dependent estimates in the left hand side of (1.1) are benchmarked to a weighted mean of the direct CPS estimates, which are the input data for the models. External data to which the monthly State estimates can be benchmarked are not available even for isolated months. See, Hillmer and Trabelsi, 1987, Doran, 1992 and Durbin and  Quenneville, 1997 for benchmarking procedures to external data sources in the context of statespace modeling.
The justification for incorporating the constraints (1.1) is that the direct CPS estimators, which are unreliable in single States, can be trusted when averaged over different States. Note that the sampling errors of the direct estimates that are highly correlated within a State are independent between States. The basic idea behind the use of these constraints is that if all the direct CPS estimates in the same group jointly increase or decrease due to some sudden external effects that are not accounted for by the model, the benchmarked estimators will reflect this change much faster than the model dependent estimators obtained by fitting separate models in each of the States. This property is illustrated very strikingly in the empirical results presented in Section 5 using actual Unemployment series. Note also that by incorporating the constraints (1.1), the benchmarked estimators in a given month 'borrow strength' both from past data and crosssectionally, unlike the model dependent estimators in current use that only borrow strength from the past. This property is reflected by reduction in the variance of the benchmarked estimators, which again is illustrated in Section 5.
An important question underlying the use of the constraints in ( and it does not require changing the current BLS modeling procedure. This benchmarking method is often used in small area estimation applications that employ cross-sectional models, see, e.g., Fay and Herriot (1977) , Battese et al. (1988) , and Rao (2003) . However, the use of (1. 
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The model defined by (2. 
Model assumed for the sampling errors
The CPS sampling error variance varies with the level of the series. Denoting (Harvey, 1989) . Notice that unlike classical Small Area models that assume common regression slopes in all the areas, different estimates t E are used for different States.
FILTERING OF STATE-SPACE MODELS WITH AUTOCORRELATED MEASUREMENT ERRORS
In this section we develop a recursive filtering algorithm for state-space models with autocorrelated measurement errors. By a recursive filtering algorithm we mean an algorithm that updates the most recent predictor of the state vector every time that a new observation becomes available. This filter is required for implementing the benchmarking procedure discussed in the introduction (see Section 4), but as mentioned before, it is general and can be used for other applications of state-space models with autocorrelated measurement errors. In Section 3.2 we discuss the properties of the proposed filter. Transition equation:
Recursive Filtering algorithm
It is also assumed that ( ' At time 1 ' F Z P Z 6 . We assume for convenience that 0 D is independent of the observations. The matrix 1|0 P is the covariance matrix of the prediction errors
F is the covariance matrix of the innovations (one step ahead prediction errors) 1 
y is the Generalized Least Square (GLS) predictor in the regression model,
that is, 
define the predictor of t D at time (t-1) with covariance matrix
, where
. Set the random coefficients regression model,
and define
The covariance matrix 
The predictor t D can be written alternatively (see Appendix C) as,
Written this way, the predictor of t D at time t is seen to equal the predictor of t D at time
( 1) t plus a correction factor that depends on the magnitude of the innovation (one step ahead prediction error) when predicting t y at time ( 1) t .
Properties of the filtering algorithm
Assuming known model parameters, the recursive GLS filter defined by (3.10) or (3.11) has the following properties: 
INCORPORATING THE BENCHMARK CONSTRAINTS
Joint modeling of several concurrent estimates and their weighted mean
In this section we model jointly the concurrent observations (estimates) for S series (States) and their weighted mean. In Section 4.2 we show how to incorporate the benchmark constraints and compute the variances of the benchmarked predictors. We follow the BLS modeling practice and assume that the state vectors and the measurement errors are independent between the series. Section 6 considers extensions of the joint model that allow for cross-sectional correlations between corresponding components of the state vectors operating in different series.
Suppose that the models underlying the S series are as in (3.1) 
0 , 0 
Recursive filtering with correlated measurements and benchmark constraints
In order to compute the benchmarked predictors we apply the recursive GLS filter (3.11) to the joint model defined by (4.1), setting the variance of the benchmarked errors, 
EMPIRICAL ILLUSTRATIONS
We start by illustrating that the proposed benchmarking algorithm with correlated measurement errors performs properly. For this, we simulated 10,000 series of length 45 for each of 3 models and computed the empirical variances of the benchmark prediction errors ( ) Table 1 shows the theoretical and empirical variances and covariances (over the 10,000
replications) for the last time point (t=45). Table 1 about here The results presented in Table 1 It is mentioned in Section 3 that the loss in efficiency from using the recursive GLS filter (3.11)
instead of the optimal predictors based on all the individual observations is mild. Table 2 shows for each division the means and standard deviations (STD) of the monthly ratios between the STD of the GLS and the STD of the optimal predictor when predicting the total unemployment t Y and the Trend levels t L (Equation 2.1). As can be seen, the largest loss in efficiency, when measured by the means is 3%. This is expected since in regular periods the benchmark constraints are approximately satisfied under the correct model even without imposing them directly. In fact, the degree to which the unbenchmarked predictors satisfy the constraints can be viewed as a model diagnostic tool. In order to illustrate this point further, we show in Table 3 Table 4 . The mean ratios in Table 4 Battese et al. (1989) , Pfeffermann and Barnard (1991) and Rao (2003) The classification of the States will reflect also the behavior of past estimates and their components, like the trend and seasonal effects. Accounting for all the factors mentioned above for the grouping process may end up in small groups, but it should be emphasized that the groups must be sufficiently large to justify the benchmarking to the corresponding aggregate CPS estimate in the group. Thus, the sensitivity of the benchmarking to the definition of the groups needs to be investigated. 
Theorem: The predictor Proof:
w be any other linear unbiased predictor of t D and define, 
where
. It follows from (C.1) and (C.2) that,
Computing the matrix t P in the right hand side of (C2) by use of a standard matrix inversion lemma (Harvey, 1989, Page 108) , and substituting in the right hand side of (C.3) yields after some algebra the equation (3.11) Jan-98 Jan-00 Jan-02 Jan-04 CPS BMK UnBMK
