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Cohomology of the vector fields Lie algebra and modules of
differential operators on a smooth manifold
P.B.A. Lecomte ∗ V.Yu. Ovsienko †
Abstract
Let M be a smooth manifold, S the space of polynomial on fibers functions on
T ∗M (i.e., of symmetric contravariant tensor fields). We compute the first cohomology
space of the Lie algebra, Vect(M), of vector fields on M with coefficients in the space
of linear differential operators on S. This cohomology space is closely related to
the Vect(M)-modules, Dλ(M), of linear differential operators on the space of tensor
densities on M of degree λ.
1 Introduction and the Main Theorem
Let M be a smooth manifold and Vect(M) the Lie algebra of vector fields on M .
The main purpose of this article is to study the cohomology of Vect(M) with coefficients
in the space of linear differential operators acting on tensor fields. This cohomology
is, actually, a natural generalization of the Gelfand-Fuchs cohomology (i.e., of Vect(M)-
cohomology with coefficients in the modules of tensor fields on M).
The problem of computation of such cohomology spaces naturally arises if one considers
deformations of the Vect(M)-module structure on the space of tensor fields.
The general theory of deformations of Lie algebra modules is due to Nijenhuis and
Richardson [13, 15]. Let g be a Lie algebra and V a g-module, then the problem of defor-
mation of the g-module structure on V is related to the cohomology spaces: H1(g; End(V ))
and H2(g; End(V )). More precisely, the first cohomology space classifies infinitesimal de-
formation, while the second one contains the obstructions to integrability of a given in-
finitesimal deformation.
The origin of our investigation is related to the space of scalar linear differential oper-
ators on M viewed as a module over Vect(M). It is quite clear a-priori that this module
should be considered as a deformation of the corresponding module of symbols (i.e., of
polynomial on fibers functions on T ∗M). We are, therefore, led to study the first coho-
mology of Vect(M) with coefficients in the Vect(M)-module of operators on the space of
symbols.
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1.1 Differential operators on symmetric contravariant tensor fields
Consider the space, S(M) (or S for short), of symmetric contravariant tensor fields on
M (i.e., S = Γ(STM)). As a Vect(M)-module it is isomorphic to the space of smooth
functions on T ∗M polynomial on the fibers. Therefore, S is a Poisson algebra with a
natural graduation given by the decomposition
S =
∞⊕
k=0
Sk, (1.1)
where Sk is the space of k-th order tensor fields. Obviously, S0 is isomorphic to C
∞(M)
and S1 to Vect(M). The Poisson bracket on S is usually called the (symmetric) Schouten
bracket (see e.g. [7]).
The action of X ∈ Vect(M) on S is given by the Hamiltonian vector field
LX =
∂X
∂ξi
∂
∂xi
−
∂X
∂xi
∂
∂ξi
, (1.2)
where (x, ξ) are local coordinates on T ∗M (we identified X with the first-order polynomial
X = Xiξi; the summation over repeated indices is understood).
Let us introduce the space, D(S), of all linear differential operators on S. This space
is a Vect(M)-module with a filtration
D0(S) ⊂ D1(S) ⊂ · · · ⊂ Dr(S) ⊂ · · · , (1.3)
where Dr(S) is the space of r-th order differential operators.
In this article we compute the first cohomology space
H1(Vect(M);D(S)). (1.4)
of Vect(M) acting on D(S).
Note that for M = S1 this computation has been done in [11, 1] see also [6] for the
case of the Lie algebra of formal vector fields on R.
1.2 Modules of differential operators on tensor densities
Let Fλ(M) (or Fλ in short) be the space of tensor densities of degree λ on M (i.e. the
space of sections of the line bundle ∆λ(M) = |Λ
nT ∗M |⊗λ over M). Clearly, F0 ∼= C
∞(M)
as a Vect(M)-module, any two Vect(M)-modules of tensor densities are non-isomorphic
(see also [7]).
Denote Dλ the space D(Fλ) of linear differential operators on Fλ. This space is an
associative (and, therefore, a Lie) algebra with the filtration by the order of differentiation:
D0λ ⊂ D
1
λ ⊂ · · · ⊂ D
k
λ ⊂ · · · (1.5)
The algebra S is naturally identified with the associated graded algebra gr(Dλ) that is,
Dkλ/D
k−1
λ
∼= Sk . (1.6)
The corresponding projection σk : D
k
λ → Sk is called the (principal) symbol.
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The associative algebra Dλ can be naturally interpreted as a non-trivial deformation
of S and constitutes one of the main objects considered in deformation quantization.
We will be interested, however, only in the Vect(M)-module structure on Dλ rather
than in the whole associative (or Lie algebra) structure. The (tautological) Lie algebra
embedding Vect(M) →֒ Dλ
X 7→ LλX , (1.7)
where LλX is the Lie derivative on Fλ, defines a Vect(M)-module structure on Dλ.
Remark 1.1. If M is oriented by a volume form Ω, then
LλX = LX + λdivΩX. (1.8)
Moreover, Dλ and Dµ are isomorphic associative algebras. However, as Vect(M)-modules
they are isomorphic if and only if λ+ µ = 1 [4, 10].
1.3 The Main Theorem
The space D(S) is decomposed, as a Vect(M)-module, into the direct sum:
D(S) =
⊕
k,ℓ
D(Sk,Sℓ), (1.9)
where D(Sk,Sℓ) ⊂ Hom(Sk,Sℓ). It would then suffice to compute the cohomology (1.4)
with coefficients in each of these modules. Our main result is the following
Theorem 1.2. If dimM ≥ 2, then
H1(Vect(M);D(Sk,Sℓ)) =


R , if k − ℓ = 2
R , if k − ℓ = 1, ℓ 6= 0
R⊕H1DR(M) , if k − ℓ = 0
0 , otherwise
(1.10)
where H1DR(M) is the first space of the de Rham cohomology of M .
The proof will be given in Section 4.
From now on we assume that dimM ≥ 2.
1.4 Differentiability
As a first step towards the proof of Theorem 1.2, we will prove now that any 1-cocycle
on Vect(M) with values in the space of differential operators D(Sk,Sℓ) is locally dif-
ferentiable. Due to the well-known Peetre Theorem [14], this means that for any γ ∈
Z1(Vect(M);D(Sk,Sℓ)), the bilinear map (X,P ) 7→ γ(X)(P ), where X ∈ Vect(M) and
P ∈ Sk, is local:
Suppγ(X)(P ) ⊂ SuppX ∩ SuppP (1.11)
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Proposition 1.3. Any 1-cocycle γ on Vect(M) with values in D(Sk,Sℓ) is local.
Proof. Let U ⊂ M be open and X ∈ Vect(M) vanish on U . We have to show that
γ(X)|U = 0. Let x0 be any point in U . As well-known, there exists a neighborhood V ⊂ U
of x0 and vector fields Xi,X
′
i, i = 1, . . . , r on V such that
X =
∑
1≤i≤r
[Xi,X
′
i]
and
Xi|V = X
′
i |V
= 0,
where r depends only on the dimension ofM . One has, using the fact that γ is a 1-cocycle
γ(X)|V =
∑
1≤i≤r
(
LXiγ(X
′
i)|V − LX′iγ(Xi)|V
)
= 0.
2 Non-trivial cohomology classes
Let us now describe a natural basis of the above cohomology spaces (1.10).
2.1 Case k = ℓ
Since Id ∈ D(Sk,Sk) is Vect(M)-invariant, c 7→ c Id maps any cocycle c to a cocycle and
thus induces a homomorphism H(Vect(M);C∞(M)) → H(Vect(M);D(Sk,Sk)). Theo-
rem 1.2 states that it is an isomorphism in degree one.
Recall that H(Vect(M);C∞(M)) is well-known (see [7]). In particular, given a covari-
ant derivation ∇, the 1-cocycles are the maps
ca,ω : X 7→ adiv∇(X) + iXω, (2.1)
where a ∈ R and ω is a closed 1-form, div∇ being the divergence associated to ∇. The
cocycle (2.1) is a coboundary if and only if a = 0 and ω is exact.
2.2 Case k = ℓ+ 1, ℓ 6= 0
Consider the exact sequence of Vect(M)-modules
0 −−−→ Dk−1λ −−−→ D
k
λ −−−→ Sk −−−→ 0. (2.2)
Dividing out by Dk−2λ leads to the exact sequence
0 −−−→ Sk−1 −−−→ D
k
λ/D
k−2
λ −−−→ Sk −−−→ 0 (2.3)
Assume k 6= 1 and λ 6= 1/2. The sequence (2.3) does not split [12]. Its cohomology
class is a non-zero element in H1(Vect(M); Hom(Sk,Sk−1)) (see Appendix). This class
admits a representative with values in D(Sk,Sk−1), since the Vect(M)-actions in (2.3)
are differential. It thus defines a non-trivial class in H1(Vect(M);D(Sk,Sk−1)) which, by
Theorem 1.2, is a basis of this space.
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2.3 Case k = ℓ+ 2
If λ = 1/2, it is shown in [12] that the sequence (2.3) is split and that the sequence
0 −−−→ Sk−2 −−−→ D
k
1/2/D
k−3
1/2 −−−→ D
k
1/2/D
k−2
1/2 −−−→ 0 (2.4)
is not. Moreover, the splitting of (2.3) is given by differential projectors. Since (2.3) is
split, the class [Dk−11/2 ,D
k
1/2] of (2.2) belongs to H
1(Vect(M); Hom(Sk,D
k−2
1/2 )). Since (2.4)
is not split, its projection σk−2♯ [D
k−1
1/2 ,D
k
1/2] is non-zero (see Lemma 6.2 from Appendix).
As in the previous case, this projection is easily seen to admit a representative with
values in D(Sk,Sk−2). Hence, it provides a basis of H
1(Vect(M);D(Sk,Sk−2)).
Remark 2.1. In the above Subsections 5.1 and 2.3 we have associated non-trivial coho-
mology classes to the exact sequences (2.3) and (2.4). It is important to note that these
classes are “natural” in the following sense. For any open subset U ⊂M their restrictions
to U are precisely the classes associated to the same sequences upon U .
3 Projectively equivariant cohomology
Throughout this section we put M ∼= Rn and n ≥ 2.
3.1 The Lie algebra of infinitesimal projective transformations
The main idea of our proof of Theorem 1.2 is to use the filtration with respect to the Lie
subalgebra
sl(n+ 1,R) ⊂ Vect(Rn). (3.1)
It is suggested by the fact that the exact sequence (2.2) that generate our cohomology is
split as a sequence of sl(n+1,R)-modules [12]. In some sense, this Lie subalgebra plays the
same roˆle in our approach as the linear subalgebra gl(n,R) in the traditional one (cf. [7]).
Recall that the standard action of the Lie algebra sl(n + 1,R) on Rn is generated by
the vector fields
Xi =
∂
∂xi
, Xij = x
i ∂
∂xj
, X¯i = x
iE , (3.2)
where
E = xi
∂
∂xi
. (3.3)
Observe in particular that Xi and Xij generate an action of the Lie algebra gl(n,R)⋉R
n.
3.2 Computing the relative cohomology space
In this section we will compute the first space of the so-called relative cohomology of
Vect(Rn), i.e. the cohomology of the complex of Vect(Rn)-cochains vanishing on the
subalgebra sl(n + 1,R). We will prove the following
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Theorem 3.1. If n ≥ 2, then
H1(Vect(Rn), sl(n+ 1,R);D(Sk,Sℓ)) =


R , if k − ℓ = 2
R , if k − ℓ = 1, ℓ 6= 0
0 , otherwise
(3.4)
3.3 Equivariance property
We begin the proof with a simple observation.
Let h ⊂ g be a Lie subalgebra and V a g-module. If c : g→ V is a 1-cocycle such that
c|h ≡ 0, then it is equivariant with respect to h i.e.
LX(c(Y )) = c([X,Y ]), X ∈ h, (3.5)
where L stays for the g-action on the module V .
Consequently, our strategy to compute the space of relative cohomology (3.4) con-
sists, first, in classifying the sl(n + 1,R)-equivariant linear maps c : Vect(R) → D(Sk,Sℓ)
vanishing on sl(n + 1,R) and, second, to isolate among them the 1-cocycles.
3.4 Commutant of the affine Lie algebra
Consider the space of polynomials C[x, ξ] = C[x1, . . . , xn, ξ1, . . . , ξn] as a submodule of S
under the action of sl(n + 1,R). We need to compute the commutant of the subalgebra
gl(n,R) ⋉ Rn, i.e. the algebra of differential operators on C[x, ξ] commuting with the
gl(n,R)⋉Rn-action.
The differential operators on C[x, ξ] given by
E = ξi
∂
∂ξi
, D =
∂
∂xi
∂
∂ξi
(3.6)
commute with the gl(n,R) ⋉ Rn-action. Let us recall the classical result of the Weyl
invariant theory (see [17]).
Proposition 3.2. The algebra of differential operators on C[x, ξ] commuting with the
action of the affine Lie algebra, is generated by E and D.
We will call the operators (3.6) the Euler operator and the divergence operator respectively.
The eigenspaces of E are obviously consist of homogeneous polynomials in ξ.
Corollary 3.3. The operator Dk−ℓ is the unique (up to a constant) gl(n,R)⋉Rn-equiva-
riant differential operator from Sk to Sℓ.
Proof. Any differential operator on Sk is indeed determined by its values on the sub-
space C[x, ξ].
The Euler operator E is clearly equivariant with respect to the whole Vect(Rn). We
will need the commutation relations of the operator D with the quadratic generators
of sl(n+ 1,R).
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Lemma 3.4. For X¯i as in (3.2), one has
[LX¯i ,D] =
(
2E + (n+ 1)
)
◦
∂
∂ξi
, (3.7)
Proof. : straightforward.
3.5 Bilinear gl(n,R)⋉ Rn-invariant operators
We also need to classify the bilinear gl(n,R)⋉Rn-invariant differential operators. For that
purpose, let us use a natural identification
C[x, ξ]⊗ C[y, η] ∼= C[x, ξ, y, η]. (3.8)
There are, obviously, four invariant differential operators D(x,ξ),D(y,η) (the divergence op-
erators with respect to the first and the second arguments) and D(x,η),D(y,ξ) (the operators
of contraction in terms of tensors). Applying again [17] one gets the following
Proposition 3.5. Every bilinear differential operator
Sj ⊗ Sk → Sℓ (3.9)
invariant with respect to the action of the affine Lie algebra, is a homogeneous polynomial
in D(x,ξ),D(x,η),D(y,ξ) and D(y,η) of degree j + k − ℓ.
We are now ready to start the proof of Theorem 3.1.
3.6 Bilinear sl(n+ 1,R)-equivariant operators
In view of Section 3.3, we will now classify the sl(n + 1,R)-equivariant linear differential
maps
c : Vect(Rn)→ D(Sk,Sℓ) (3.10)
vanishing on the subalgebra sl(n + 1,R) ⊂ Vect(Rn). We can, equivalently, consider the
equivariant bilinear maps
C : S1 ⊗ Sk → Sk−p, (3.11)
where p = k − ℓ.
By Proposition 3.5, any such operator is of the form
C =
p+1∑
s=0
(
αs
s!(p− s+ 1)!
Ds(x,η)D
p−s+1
(y,η)
+
βs
(s− 1)!(p − s+ 1)!
D(x,ξ)D
s−1
(x,η)D
p−s+1
(y,η)
)
∣∣∣ y = x
η = ξ
+
p∑
s=0
γs
s!(p− s)!
D(y,ξ)D
s
(x,η)D
p−s
(y,η)∣∣∣ y = x
η = ξ
(3.12)
where αs, βs, γs ∈ R.
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Moreover,
αs = βs = γs = 0 for s < 2, (3.13)
since C vanishes on the affine subalgebra and
(k − p)α2 + (n+ 1)β2 + (p− 1)γ2 = 0, (3.14)
since C vanishes on the quadratic generators X¯i of sl(n+ 1,R).
For k = p, we have not to take into account the coefficients αs in the expression (3.12)
because the corresponding terms vanish when applied to S1 ⊗ Sk.
It is quite easy, using (3.7) and analogous relations with the operators D(x,η),D(y,ξ)
and D(y,η), to obtain the necessary and sufficient condition for the coefficients in (3.12)
for C to be equivariant. One gets the following recurrence relations:
(s − 1)αs+1 − (2k + n− p+ s− 1)αs − γs = 0 (3.15)
(s− 1)βs+1 − (2k + n− p+ s− 1)βs − γs = 0 (3.16)
(s − 2) γs − (2k + n− p+ s− 1) γs−1 = 0 (3.17)
(k − p)αs+1 + (n + 1)βs+1 + (p− s) γs+1 + (k − p+ s) γs = 0 (3.18)
where 2 ≤ s ≤ p. (For k = p, equation (3.15) has not to be taken into account.)
Now, to solve the system (3.14-3.18), we need the following technical
Lemma 3.6. If αs, βs, γc verify the equations (3.15-3.17) and (3.14), then αs, βs, γc verify
the equation (3.18).
(A similar result holds true when k = p.)
Proof. Check that for s = 1, the equation (3.18) coincides with (3.14), the result follows
then by induction.
It is now very easy to get the complete solution of the system (3.14-3.17). One has the
following four cases.
(a) For p = 0 and for (p = 1, k = 1) there is no solution.
(b) For (p = 1, k ≥ 2) the system has a one-dimensional space of solutions spanned by
C1 =
1
2
D2(x,η) +
k − 1
n+ 1
D(x,ξ)D(x,η) , (3.19)
which is, in fact, a just a solution of the equation (3.14).
Remark 3.7. One readily checks that the operator c(X) ∈ D(Sk,Sk−1) given by (3.19)
coincides (up to a constant) with the operator of contraction with the tensor field
c1(X) =
(
∂
∂xi
∂
∂xj
(Xℓ) +
2
n+ 1
δℓj
∂
∂xi
∂
∂xs
(Xs)
)
dxidxj ⊗ ξℓ (3.20)
This expression is obviously a 1-cocycle. The expression (3.20) is known in the literature
as the Lie derivative of a flat projective connection (cf., e.g., [8]).
(c) For p ≥ 2, k > p, the system (3.15-3.17) under the condition (3.14), has a two-
dimensional space of solutions parametrized by (α2, β2).
(d) For p = k ≥ 2, the equation (3.15) should be discarded. The space of solutions is
again one-dimensional.
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3.7 Projectively invariant cocycles
We will now determine which of the sl(n + 1,R)-equivariant maps (3.10) classified in the
preceding section are 1-cocycles. Let us examine separately the cases (b)-(d).
(b) In the simplest case, p = 1, one easily checks that the unique sl(n+1,R)-equivariant
map (3.19), indeed, defines a 1-cocycle on Vect(Rn) with values in D0(Sk,Sk−1).
(c) The cocycle relation adds the equation β3 = 2β2 to the general system (3.15-3.17).
In the case p = 2, one checks by a straightforward computation, that the solutions are
the constant multiples of the solution given by
α2 = 2,
α3 = 2k + n+ 1,
β2 = 1,
β3 = 2,
δ2 = −(2k + n− 3).
(3.21)
In the case p > 2, the only solution of the system (3.15-3.17) together with the equation
β3 = 2β2 is zero.
(d) If k = p, then the non-trivial solutions of the system are cocycles if and only if
k = p = 2. This cocycle is precisely of the form (3.21) disregarding α2 and α3.
Proposition 3.8. The 1-cocycles on Vect(Rn) defined by the formulæ (3.19) and (3.21)
are non-trivial.
Proof. This follows immediately from Sections 5.1, 2.3 and the fact that the sequence (2.2)
is split when restricted to sl(n+ 1,R), see [12]. Let us also give an elementary proof.
Recall that a 1-cocycle on Vect(Rn) with values in D(Sk,Sℓ) is a coboundary if it is
of the form X 7→ [LX , B] for some B ∈ D(Sk,Sℓ). Moreover, the 1-cocycle vanishes on
sl(n+ 1,R) if and only if B is sl(n+ 1,R)-equivariant.
Lemma 3.9. (cf. [9]). If k 6= ℓ, there is no sl(n + 1,R)-equivariant operators B ∈
D(Sk,Sℓ) different from zero.
Proof. In virtue of Corollary 3.3, the property of sl(n + 1,R)-equivariance implies, in
particular, that B has to be proportional to Dk−ℓ. Now, the commutation relation (3.7)
shows that this operator can never be sl(n+ 1,R)-equivariant.
Proposition 3.8 follows.
3.8 Proof of Theorem 3.1
We have shown that there exist unique (up to a constant) 1-cocycles c1 and c2 on Vect(R
n)
with values in D(Sk,Sk−1) and D(Sk,Sk−2) respectively, vanishing on sl(n+ 1,R). These
cocycles define non-trivial classes of relative cohomology.
Theorem 3.1 is proven.
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4 Proof of Theorem 1.2
Using the filtration with respect to the subalgebra sl(n + 1,R), we will first prove Theo-
rem 1.2 in the case when M is a vector space and then extend it to an arbitrary manifold.
To that end, we need some more information about the cohomology of sl(n+ 1,R).
4.1 Cohomology of sl(n+ 1,R)
The cohomology of the Lie algebra sl(n + 1,R) with coefficients in D(Sk,Sℓ) has been
computed in [9].
Theorem 4.1. The space of cohomology H(sl(n+1,R);D(Sk,Sℓ)) is trivial for k 6= ℓ, for
k = ℓ it is isomorphic to the Grassman algebra of invariant functionals on gl(n,R):
H(sl(n+ 1,R);D(Sk,Sk)) =
(∧
gl(n,R)∗
)gl(n,R)
(4.1)
In particular,
H1(sl(n+ 1,R);D(Sk,Sℓ)) =
{
R, k = ℓ
0, otherwise
(4.2)
and the class of the 1-cocycle X 7→ div(X)Id spans that space in the case k = ℓ. (In fact,
it corresponds to the invariant function tr : gl(n,R) → R.) Note that this cocycle is just
the restriction to sl(n+ 1,R) of the cocycle c1,0, see (2.1).
4.2 The case of Rn
The restriction of a 1-cocycle c : Vect(Rn) → D(Sk,Sℓ) to sl(n + 1,R) is a 1-cocycle on
sl(n + 1,R). If k 6= ℓ, then this restriction is trivial and, therefore, c is cohomological to
a 1-cocycle on Vect(Rn) vanishing on sl(n + 1,R); if k = ℓ, then the restriction of c to
sl(n+ 1,R) is cohomological to c1,0 and so c− c1,0 is, again, cohomological to a 1-cocycle
on Vect(Rn) vanishing on sl(n+ 1,R). The result then follows from Theorem 3.1.
Theorem 1.2 is proven for the special case M = Rn.
4.3 The general case
Let us now prove Theorem 1.2 for an arbitrary manifold M . Consider a 1-cocycle c on
Vect(M) with values in D(Sk,Sℓ).
(a) If k − ℓ 6= 0, 1, 2, then in any domain of chart U ∼= Rn, the restriction c|U is a
coboundary, that is c(X)|U = LX(SU ), where SU ∈ D(Sk,Sℓ) is some operator on U . But,
on U∩V , one has c(X)|U∩V = LX(SU ) = LX(SV ) and so the operator SU−SV is invariant.
Lemma 3.9 implies SU −SV = 0. Therefore, the SU ’s are the restrictions of some globally
defined S ∈ D(Sk,Sℓ) and c is its coboundary.
(b) If k − ℓ = 1 or 2, it follows from Theorem 1.2 for M = Rn that the class of c|U is
determined up to a constant. In view of Remark 2.1, one has thus
c|U = αU γ|U + LX(SU ), (4.3)
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for some αU ∈ R and SU as above, where γ is a representative of one of the classes
associated to the sequences (2.3) and (2.4) respectively. On U ∩ V one obviously has
αU = αV and SU = SV since
(αU − αV ) γ|U∩V = ∂ (SU − SV ) ,
γ|U∩V is non-trivial and, as above, SU − SV is invariant.
(c) If k − ℓ = 0, one has
c|U = αU c1,0|U + LX(SU ). (4.4)
Once again, αU = αV (:= a) and SU − SV is invariant, but any invariant operator in
D(Sk,Sk) is proportional to the identity so that SU − SV = βUV Id, where βUV is a
constant. It is clear that the βUV ’s define a Cˇech 1-cocycle. If now ω is a closed 1-form
representing the corresponding de Rham class, one easily sees that c is cohomologous
to ca,ω.
Theorem 1.2 is proven.
5 Cocycles associated to a connection
Using a torsion free covariant derivation ∇, it is possible to construct globally defined
cocycles spanning H1(Vect(M);D(Sk,Sℓ)) for k − ℓ = 1, 2.
5.1 Lie derivative of a connection
For each vector field X, the Lie derivative
LX(∇) : (Y,Z) 7→ [X,∇Y Z]−∇[X,Y ]Z −∇Y [X,Z]
of ∇ is well-known to be a symmetric (1, 2)-tensor field. It yields a non-trivial 1-cocycle
X 7→ LX(∇)
on Vect(M) with values in Γ(
⊗1
2 TM). Therefore, for k ≥ 2, the contraction
γ∇1 (X)(P ) = 〈P,LX(∇)〉, P ∈ Sk, (5.1)
defines a 1-cocycle on Vect(M) with values in D0(Sk,Sk−1).
5.2 Second-order cohomology class and the Vey cocycle
The last case, ℓ = k − 2, is directly related to deformation quantization.
For any symplectic manifold V , there exists a non-zero class in H2(C∞(V );C∞(V )).
It is given by so-called Vey cocycle usually denoted S3Γ (see [2] and [16] for explicit con-
struction using a connection Γ on V ).
In the particular, if V = T ∗M one can choose the connection so that S3Γ is homogeneous
of weight −3, namely, restricted to S ⊂ C∞(T ∗M),
S3Γ : Sk ⊗ Sℓ → Sk+ℓ−3, (5.2)
11
see [3] (e.g. choosing Γ as a lift of ∇ to T ∗M). It follows easily from (5.2) that the map
Vect(M)→ D(Sk,Sk−2) defined by
γ∇2 (X)(P ) = S
3
Γ(X,P ), P ∈ Sk. (5.3)
is a 1-cocycle.
6 Appendix: approximations of the class of a short exact
sequence of modules
6.1 Class of a short exact sequence of g-modules
We will need some general information about short exact sequences of filtered modules.
Let g be a Lie algebra. Consider an exact sequence of g-modules
0 −−−→ A
i
−−−→ B
j
−−−→ C −−−→ 0 (6.1)
It is characterized by an element of H1(g; Hom(C,A)) (cf. [7], Sec. 1.4.5). It will be
convenient to denote it [A,B]. Recall that if τ : C → B is a section of j, then [A,B] is
the class of the 1-cocycle γτ : g→ Hom(C,A) given by
γτ (X)(T ) = i−1(X.τ(T ) − τ(X.T )), (6.2)
where X ∈ g and T ∈ C (this expression is well defined since X.τ(T ) − τ(X.T ) ∈ ker j).
Given a submodule V of A, one has the following commutative diagram:
0y
VyiV
0 −−−→ A −−−→ B −−−→ C −−−→ 0yπA yπB yId
0 −−−→ A/V −−−→ B/V −−−→ C −−−→ 0y
0
(6.3)
where iV is the injection of V into A and πA, πB are the projections.
One has the relation [A/V,B/V ] = πA♯ [A,B]. Moreover, the left vertical of (6.3) leads
to the exact triangle
H(g; Hom(C, V ))
ց iV ♯
∆
x H(g; Hom(C,A))
ւ πA♯
H(g; Hom(C,A/V ))
(6.4)
where ∆ is the connecting homomorphism. One easily obtains the following
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Proposition 6.1.
(i) The class [A/V,B/V ] vanishes if and only if [A,B] ∈ im iV ♯.
(ii) If [A/V,B/V ] = 0 then the class of the exact sequence
0 −−−→ V
i◦iV−−−→ B −−−→ B/V −−−→ 0 (6.5)
is [V,B] = [V,A] + [A,B] and vanishes if and only if [V,A] = [A,B] = 0.
6.2 Case of a filtered module
Consider now a flag of filtered g-modulesA0 ⊂ A1 ⊂ · · · ⊂ Ar ⊂ · · · and put Sr = Ar/Ar−1.
Let us study the classes [Ar, Ar+1] of the sequences
0 −−−→ Ar −−−→ Ar+1 −−−→ Sr+1 −−−→ 0. (6.6)
The quotient by V = Ar−1, leads to its “first approximation”:
0 −−−→ Sr −−−→ Ar+1/Ar−1 −−−→ Sr+1 −−−→ 0 (6.7)
If the sequence (6.7) is split, then [Ar, Ar+1] ∈ H
1(g; Hom(Sr+1, Ar−1)) and so
[Ar−1, Ar+1] = [Ar−1, Ar] + [Ar, Ar+1] (6.8)
by Proposition 6.1.
The next approximation is a result of the quotient by Ar−2. Let πr : Ar → Ar/Ar−1
be the projection to the quotient-module.
Lemma 6.2. If the sequence (6.7) is split for all r > 0, but the sequences
0 −−−→ Sr−1 −−−→ Ar+1/Ar−2 −−−→ Ar+1/Ar−1 −−−→ 0, (6.9)
for r > 1 are not split, then the class πr−1♯[Ar, Ar+1] does not vanish.
Proof. Since the sequence (6.7) is split, one has πr−1♯[Ar−1, Ar] = 0. If in addition
πr−1♯[Ar, Ar+1] = 0, then by Proposition 6.1
[Ar−1/Ar−2, Ar+1/Ar−2] = πr−1♯[Ar−1, Ar+1] = πr−1♯ ([Ar−1, Ar] + [Ar, Ar+1]) = 0
and the sequence (6.9) is split.
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