The main purpose of this paper is to obtain the inference of parameters of heterogeneous population represented by finite mixture of two Pareto (MTP) distributions of the second kind. The constant-partially accelerated life tests are applied based on progressively type-II censored samples. The maximum likelihood estimates (MLEs) for the considered parameters are obtained by solving the likelihood equations of the model parameters numerically. The Bayes estimators are obtained by using Markov chain Monte Carlo algorithm under the balanced squared error loss function. Based on Monte Carlo simulation, Bayes estimators are compared with their corresponding maximum likelihood estimators. The two-sample prediction technique is considered to derive Bayesian prediction bounds for future order statistics based on progressively type-II censored informative samples obtained from constant-partially accelerated life testing models. The informative and future samples are assumed to be obtained from the same population. The coverage probabilities and the average interval lengths of the confidence intervals are computed via a Monte Carlo simulation to investigate the procedure of the prediction intervals. Analysis of a simulated data set has also been presented for illustrative purposes. Finally, comparisons are made between Bayesian and maximum likelihood estimators via a Monte Carlo simulation study.
Introduction
Accelerated life tests (ALTs) are used to obtain information quickly on the life-time distribution of materials or products. The test units are run at higher-thanusual levels of stress to induce early failures. A model relating life length to stress is fitted to the accelerated failure times and then extrapolated to estimate the failure time distribution under the normal use condition. ALTs are preferred to be used in manufacturing industries to obtain enough failure data, in a short period of time, necessary to make inferences regarding its relationship with external stress variables.
According to [1] , there are mainly three ALT methods. The first method is called the constant stress ALT; the stress is kept at a constant level throughout the life of test products, (see for example [2] [3] [4] [5] ). The second one is referred to as progressive stress ALT; the stress applied to a test product is continuously increasing in time (see for example, [6] [7] [8] ).
The third is the step-stress ALT, in which the test condition changes at a given time or upon the occurrence of a specified number of failures, has been studied by several authors. [9] obtained the optimal simple step-stress ALT plans for the case, where test products had exponentially distributed lives and were observed continuously until all test products failed; [10] extended their results to the case of censoring. The optimal step-stress test under progressive type-I censoring, assuming exponential lifetime distribution was considered by [11] . For more recent research on step-stress ALTs, see [12] [13] [14] [15] .
When the acceleration factor cannot be assumed as a known value, the partially accelerated life test (PALT) will be a good choice to perform the life test. In
ALTs, the units are tested only at accelerated conditions (see [5] ) whereas in partially ALTs (PALTs), the units are tested at both accelerated and normal conditions. PALTs include two types; one is called step PALTs (see [16] ) and the other is called constant PALTs (see [17] ).
From the Bayesian viewpoint, few studies have been considered on PALT such as [18] used the Bayesian approach for estimating the acceleration factor and the parameters in the case of step-stress PALT with complete sampling for items having exponential and uniform distributions. [19] investigated the optimal Bayesian design of a PALT in the case of the exponential distribution under complete sampling. [20] discussed the Bayesian approach to estimate the parameters of Weibull distribution in step-stress PALT with censoring. [21] considered the Bayesian estimates of the Pareto distribution parameters under step-stress PALT with censored data. [4] considered the Bayesian estimates of the parameters, reliability and hazard rate functions by using an approximate form due to Tierney and Kadane of a mixtures of two Weibull components under ALT. Finally, [22] obtained the Bayesian estimation of Gompertz distribution parameters in the case of step-stress PALT with two stress levels and Type-I censoring and the approximation Bayes estimates are computed using the method of Lindley.
Pareto distribution of the second type (also known as the Lomax distribution) has been widely used in economic studies and to analyze business failure data.
The Pareto distribution has been studied by several authors. According to [23] , the Pareto distribution is well adapted for modeling reliability problems, since many of its properties are interpretable in that context and could be an alternative to the well-known distributions used in reliability. This distribution was used for modeling size spectra data in aquatic ecology by [24] . [25] considered order statistics from non-identical right-truncated Lomax distributions and provided applications for this situation. [26] used the Pareto distribution as a mixing distribution for the Poisson parameter and obtained the discrete PoissonPareto distribution.
[27] investigated the Bayesian estimation of the Pareto survival function.
More recently, [28] discussed some Bayesian inferences based on censored samples from the Pareto distribution. [29] determined the optimal times of changing stress level for simple stress plans under a cumulative exposure model using the Pareto distribution. Finite mixture of distributions has proved to be of considerable interest in recent years in terms of both the methodological development and multiple applications. Mixture distribution modeling was studied as early as 1890s by [30] , see also [31] [32] [33] . [4] [5] used a finite mixture model to study the effect of a constant stress on the parameters, reliability and hazard rate functions. [8] considers the progressive stress ALT applied to a product whose lifetime under design condition is assumed to follow a mixture of k components each of which represents a different cause of failure.
A random variable T is said to have a Mixture of two Pareto distributions (MTPD) if its probability density function (PDF) is given by ( ) ( ) ( )
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Also, the cumulative distribution function (CDF), the reliability function (RF) and the hazard rate function (HRF) take the forms.
( ) ( )
; ,
where ( ) ( ) ( ) . An important problem that may face the experimenter in life testing experiments is the prediction of unknown observations that belong to a future sample, based on the current available sample, known in the literature as the informative sample. For example, the experimenters or the manufacturers would like to have the bounds for the life of their products so that their warranty limits could be plausibly set and customers purchasing manufactured products would like to know the bounds for the life of the product to be purchased. For different application areas, the reader can see [36] [37] . The prediction of progressive Type-II censored data from the Gompertz and Rayleigh distributions has considered, respectively, by [38] [39] . [40] presented methods for constructing prediction limits for a step-stress model in ALT. Bayesian inference and prediction for the inverse Weibull distribution and Weibull distribution under Type-II censored data are described by [41] and by [42] , respectively.
The novelty of this paper is to consider the constant PALT applied to items whose life-times under design condition are assumed to follow MTPD under a progressive Type-II censoring and the main aim is to obtain the Bayes estimators (BEs) and prediction of the acceleration factor and the parameters under consideration using the method of MCMC. The rest of this paper is organized as follows. In Section 2, a description of the model is presented and the MLEs of the parameters are derived. In Section 3, Bayes estimates are obtained using the balanced square error loss (BSEL) function. Bayesian two-sample prediction is presented in Section 4. Monte Carlo simulation results are presented in Section 5. Finally, some concluding remarks are introduced in Section 6.
Model Description and Basic Assumptions

Model Description
In a constant-PALT, 1 n items randomly chosen among n test items sampled are allocated to use condition and 2 1 n n n = − remaining items are subjected to an accelerated condition progressive type-II censoring is performed as follows.
At the time of the first failure 
where ( ) 
It is clear from (6) 3) The PDF, RF, CDF and HRF of an item tested at accelerated condition are given, respectively, by 
Assumptions
where for
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ML Estimation
, , , 
Assuming that the parameters , j p λ and j β are unknown and j α , is known, the likelihood equations are given, for 
where, for 
,
Equations (13) do not yield explicit solutions for , j p λ and , 1, 2, j j β = and have to be solved numerically to obtain the ML estimates of the five parameters, Newton-Raphson iteration is employed to solve (13).
Bayes Estimation of the Model Parameters
For Bayesian approach, in order to select a single value as representing our "best" estimators of the unknown parameter, a loss function must be specified. A wide variety of loss functions have been developed in the literature to describe various types of loss structures. The balanced loss function which is introduced [43] . [44] introduced an extended class of the balanced loss function of the form (
where ( This section deals with studying the Bayes estimates of the parameters under consideration using the balanced square error loss (BSEL) function using the non-informative prior NIP distribution. It follows that a NIP for the acceleration factor j λ is given by
Also, the NIP's for the scale parameter j β and the parameter j p are, respectively, as
Therefore, the joint NIP of the three parameters can be expressed by
where
It is to be noted that our objective is to consider vague priors so that the priors do not have any significant roles in the analyses that follow. However, if one uses the prior beliefs different from (19) and resorts to sample based approaches for analyzing the posterior, one may use the concept of sampling-importance-resampling without working afresh with the new prior-likelihood setup (see, [45] ).
Bayes Estimation Based on BSEL Function
The symmetric square-error loss (SE) is one of the most popular loss func- 
and the corresponding Bayes estimate of the function
Under the BSEL function, the estimator of a parameter (or a given function of the parameters) is the posterior mean. Thus, Bayes estimators of the parameters are obtained by using the loss function (20) . The Bayes estimators of a function
where, ˆM L u is the ML estimate of u . It is not possible to compute (22) analytically, therefore, we propose to approximate (22) by using MCMC technique to generate samples from the posterior distributions and then compute the Bayes estimators of the individual parameters.
MCMC Method
The MCMC method is a useful technique for computing Bayes estimates of (19) and (6) 
where 
The posterior of , j j p λ and j β in (24), (25) and (26) is not known, but the plot of it shows that it is similar to normal distribution. Therefore to generate from this distribution, we use the Metropolis {Hastings method ( [51] with normal proposal distribution)}. For details regarding the implementation of Metropolis-Hastings algorithm, the readers may refer to [52] . 2) Set 1 i = .
3) Generate 
Bayesian Two-Sample Prediction
The two-sample prediction technique is considered to derive Bayesian prediction bounds for future order statistics based on progressively Type-II censored informative samples obtained from constant-PALT models. The coverage probabilities and the average interval lengths of the confidence intervals are computed via a Monte Carlo simulation to investigate the procedure of the prediction intervals. Suppose that, for 1, 2, S = the two sample scheme is used in which the informative sample ( ) (1) and (7). Suppose also that (7) and (9) in (29), we have: 
Maximum Likelihood Prediction When j α Is Known
Maximum likelihood prediction (MLP) can be obtained using (30) by replacing the parameters ( ) 
2) Point prediction:
The maximum likelihood prediction point (MLPP) for any future observation b y can be obtained by replacing the parameters ( ) 
Bayesian Prediction When j α Is Known
The predictive density function of , 1
is given by: 
Numerical methods such as Newton-Raphson are necessary to solve the above two nonlinear Equations (36) and (37), to obtain L and U for a given.
2) Point prediction: a) Bayesian prediction point (BPP) for the future observation b y based on BSEL function can be obtained using 
Simulation Studies
In this subsection, numerical examples are provided to demonstrate the theoretical results given in this paper. All computations were performed using (MA-THEMATICA ver. 8.0).
To generate progressively type-II censored Pareto samples, we used the algorithm proposed by [34] . In simulation studies, we consider two case separately:
a) The population parameter values ( ) Table 1 . The progressive censoring schemes used in this case are displaying in Table 2 .
b) The population parameter values ( ) Table 2 . Progressive censoring schemes used in simulation study at 1 2 n n n = = and Table 3 . n n n = =
. While Table 4 gives the progressive censoring schemes used in simulation study at Solving Equation (32) Table 4 . Progressive censoring schemes used in simulation study at 1 2 n n ≠ and 
. n n n = = ( ) The BPP for the future observation b y , is computed based on BSEL function using (38) and based on BLINX loss function using (40) .
Generate 10, 000 progressively Type-II censored samples each of size M from a population whose CDF is as (7) with * , 1, 2, , , 
Conclusions
The progressive Type-II censoring is of great importance in planning duration experiments in reliability studies. It has been shown by [53] In most cases, we observed that when the sample size increased, the MSEs and RABs decreased for all censoring schemes.
The results in Tables 5-7 show that the lengths of the prediction intervals using the ML procedure are shorter than that of prediction intervals using the Bayes procedure.
The simulation results show that the proposed prediction levels are satisfactory compared with the actual prediction level 95%.
