Abstract. We give a necessary and sufficient condition for a circle rotation to have the s-exponent monotone shrinking target property (sMSTP), and, thereby, we generalize a result for s = 1 that was established by J. Kurzweil and rediscovered by B. Fayad.
Introduction
Let (M, µ, T ) be a measure preserving dynamical system with µ(M) finite. The Poincaré recurrence theorem asserts that for any fixed measurable set A and for almost every x ∈ A, T n (x) ∈ A for infinitely many n ∈ N. If we replace A with a sequence of measurable sets {A n }, we can still ask for the measure of the limsup set:
{x ∈ M | T n (x) ∈ A n for infinitely many n ∈ N} = limsupT −n A n .
If µ(A n ) < ∞, the convergence case of the Borel-Cantelli lemma implies that the measure of the limsup set is zero. Otherwise, the situation is more complicated and more interesting. A general definition, found in [8] , applies to this situation: Definition 1.1. A sequence of measurable sets {A n } n∈N , such that
is called a Borel-Cantelli (BC) sequence for T if µ lim sup T −n A n = µ(M).
Unfortunately, the divergence case of the Borel-Cantelli lemma is not usually helpful for finding BC sequences since this case of the lemma requires independent sets, a condition that rarely occurs for dynamical systems. To obtain a BC sequence, we must impose restrictions. If, for a particular dynamical system, all sequences of measurable sets {A n } that satisfy (1.1) and certain restrictions are BC, we obtain what is called a dynamical Borel-Cantelli lemma. The earliest example known to the author of such a lemma, Theorem 1.3, was proved in 1955 [9] . Dynamical Borel-Cantelli lemmas can have applications beyond dynamical systems. For example, D. Kleinbock and G. Margulis discovered such a lemma on homogeneous spaces, which has important implications for geometry and number theory [8] . One of their results generalizes and sharpens D. Sullivan's logarithm law for geodesics, which is similar to our Corollary 1.7. A more comprehensive introduction to dynamical Borel-Cantelli lemmas, including other examples, can be found in [2] and [8] .
On a metric space, a sensible restriction to impose would be to consider sequences of balls centered at a fixed point. In this context, a dynamical Borel-Cantelli lemma allows us to find a set of full measure whose elements return infinitely many times to balls centered at a point whenever the sum of measures of these balls diverges. A similar setup, but different context, is studied by R. Hill and S. Velani [5] . They call these sequences of balls, shrinking targets. Keeping with their terminology, let us say that systems for which we can show a dynamical Borel-Cantelli lemma in this context have a shrinking target property. Precise definitions and examples follow.
1.1. Definitions and Examples. Let (M, µ, T ) (or briefly T ) denote a measure preserving dynamical system where M is a metric space and µ is a measure on M. Let B M denote the Borel σ-algebra of M. Require that µ(M) < ∞ and that the domain of µ ⊇ B M .
Define a radius sequence to be a function r : N → R ≥0 . Denote function evaluation by r n := r(n) and denote the set of radius sequences by R. Define an admissible set of radius sequences, A, to be a non-empty subset of R.
Let us begin with a general definition from which we will specify distinguished special cases: Definition 1.2 (ASTP). (M, µ, T ) has the A-shrinking target property (A-STP) if, for any x ∈ M and any r ∈ A such that A n := B(x, r n ) satisfies (1.1), {A n } is BC for T .
R-STP is known in the literature [4] as the shrinking target property (STP). Denote DR := {r ∈ R | r n ≥ r n+1 for all n ∈ N}.
DR-STP is known in the literature [4] as the monotone shrinking target property (MSTP). Note that STP ⇒ MSTP.
Expanding maps of the circle [10] and Anosov diffeomorphisms [3] , for example, have STP. Toral translations, for example, do not [4] . However, whether a toral translation has MSTP or not depends on a Diophantine condition of the vector of translation [9] . To make this precise, let us introduce the following notation.
• µ is the probability Haar measure on
Let us denote Ω := Ω 1 . Ω d (σ) is a fundamental object of study in the theory of Diophantine approximation. Ω d (0) is called the set of badly approximable vectors or vectors of constant type. Note that
A more comprehensive introduction may be found in a number of sources, in particular [11] .
J. Kurzweil showed (and B. Fayad rediscovered [4] ) the following for MSTP:
Our main result is a generalization of Theorem 1.3 for d = 1. To begin, let us require sequences of measurable sets, {A n } n∈N , to satisfy a more stringent condition than (1.1):
We study an idea implicitly introduced by Fayad in his proof that mixing can occur in the absence of MSTP( [4] , Theorem 3.4):
has the s-exponent monotone shrinking target property (sMSTP) if, for any x ∈ M and any r ∈ DR such that A n := B(x, r n ) satisfies (1.2), {A n } is BC for T .
Note that MSTP ⇒ sMSTP. We show in Proposition 2.1 that this core argument readily generalizes for all Diophantine exponents. For d = 1, the converse, α ∈ Ω(s − 1) ⇒ T α has sMSTP, is also true, but harder to prove than the comparable implication in [9] or [4] . Our main result is this proof:
Proof. Apply Propositions 2.1 and 3.1 below.
Finally, it is worth noting Theorem 1.5 and [4] show that the tower of implications for the shrinking target properties STP ⇒ sMSTP ⇒ tMSTP for 1 ≤ s < t is strict. The proof of Theorem 1.5 can be found in Sections 2 and 3.
1.3. An Application. As an application of our technique from Section 3, we give in Section 4 a new, very short, proof of: Theorem 1.6 (Kim [7] ). Let α ∈ R\Q. Then,
for Lebesgue-a.e. s ∈ R.
An introduction to Theorem 1.6 can be found in [7] . In this paper, we will consider this theorem from the alternate viewpoint of the shrinking target properties. Consider the following admissible sets of radius sequences:
By unraveling definitions, it is clear that, for all
Since a.e. s ∈ T d is equivalent to Lebesgue-a.e. s ∈ R d , Theorem 1.6 can be restated as:
Using this restated version, we immediately obtain:
The above logarithm law is similar to D. Sullivan's logarithm law for geodesics found in [12] and generalized in [8] .
Toral Translations That Do Not Have sMSTP
The following is a slight modification of the proof of Theorem 3.4 of [4] :
Proof. Let us denote s := d+σ−1 d
. We know that there exists
Then we can easily show:
Summing over all intervals gives the divergence condition.
Also,
Thus,
Hence the limsup set has zero measure.
Circle Rotations That Have sMSTP
In this section, we prove:
However, we will first give a simple proof of a weaker result:
In this section, α ∈ R\Q. Without loss of generality, we may further assume that α ∈ (−1/2, 1/2) as T α+1 = T α . Hence, α ∈ R\Q ∩ (−1/2, 1/2). Also, define
We begin the proofs of Propositions 3.1 and 3.2 by noting some simple facts about continued fractions. The terminology and standard results of the theory of continued fractions are found in many sources, in particular [6] .
Also, for convenience, we denote:
Since α is irrational, ∆ i > 0 for all i. We note that q 0 = 1, ∆ 0 = |α|, and ∆ i < 1 2 i/2 . We have the following lemmas:
Proof. Apply Theorem 1 of [6] . ▽ Lemma 3.4. For all i ∈ N,
Proof. Apply Theorems 9 and 13 of [6] . ▽ Lemma 3.5. The q i elements of X i are at least ∆ i−1 from each other.
Proof. Let x m and x n be the 2 closest points of X i such that |m − n| is smallest. Without loss of generality, we may assume that m > n. Hence, x m−n Z < x p Z for all 0 < p < m − n. This implies that m − n is the denominator of a best approximation of the second kind. Hence, m − n is the denominator of a convergent ( [6] , Theorem 16).
We are now ready to apply these facts.
3.2. Proof of the Propositions. To prove the Propositions, it suffices to show that for a fixed η > 0 and all r ∈ DR, there exists an N 0 such that µ(∪
This is a contradiction, indicating that this possibility cannot happen. Otherwise, there exists an i ∈ N, such that r q i −1 ≥ ε 4
∆ i−1 . Apply Lemma 3.7 to obtain µ(∪
This pithy proof will not suffice for Proposition 3.1. We must modify it:
Proof of Proposition 3.1. Let 0 < C < 1 be chosen so that kα Z ≥ C|k| −s for all k ∈ N. Let 0 < ε < ( ∆ i−1 .
Apply Lemma 3.7 to obtain µ(∪
We wish to use a subsequence of {q i } ∞ i=0 . By Lemma 3.3, we obtain that for all i ≥ 0, there exists 1 ≤ j ≤ 2 such that ⌊ q i+j q i ⌋ ≥ 2 and .
. Pairwise disjointness follows from Lemma 3.5. ▽
Proof. By Lemma 3.5 and Sublemma 3.8, r
We wish to refine Sublemma 3.9:
Proof. Since rotation is an isometry, the least distance between any two elements of CB jm is, by Lemma 3.5, at least ∆ im−1 . Hence, the second closest element of CB jm to x n must be at least ∆ im−1 /2 away since if its distance were smaller, it would be the closest element to x n . Then the third closest element must be at least ∆ im−1 away.
Assume that the L − 1-st closest element of CB jm to x n has distance at least L−2 2 ∆ im−1 and that the L − 2-nd closest element of CB jm has distance at least
The L-th closest element must be farther than the L − 1-st or L − 2-nd. Hence, it must be at least
∆ im−1 away.
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By, Sublemma 3.8 and the above, we obtain: r
. ▽
Another Special Case
Before turning to the full generality of Case 2, let us prove a special case: Proof. To begin, we observe:
Proof. Apply Lemma 3.5. ▽ Now we need another refinement of Sublemma 3.9:
).
Proof. Follows from the first line of the proof of Sublemma 3.9. ▽ A corollary of Sublemmas 3.12 and 3.13 is: 
) of measure at least
for every 1 ≤ k ≤ P . By Sublemma 3.12, there are no overlaps. Hence the result follows. ▽ If ⌊ 
This process is recursive. If the recursion stops, then we have shown the Sublemma; otherwise, we obtain by (3.1):
This is a contradiction, indicating the recursion must stop and, thus, proving the Sublemma.▽ (Proof of Sublemma 3.11)
The General Proof
Let us consider the general case. We wish to recursively define a subset of ∪ ∞ m=1 D m , call it E ∞ , as follows. Let E 1 := D 1 and E 1 = D 1 . (Note that E 1 is a disjoint union by Sublemma 3.8.)
Now i 1 = 1, ∆ 0 = |α|, and q i 1 = q 1 > 1. Hence, ⌊q i 1 /2⌋ ≥ 1. If ⌊q i 1 /2⌋ or more elements of B j1 intersect E 1 , then at least one element of E 1 , B(x n , r s n ), is intersected. Then by Sublemma 3.9, r n ≥ ε 4
Otherwise, at least ⌈q i 1 /2⌉ elements of B j1 are disjoint from E 1 for each 1 ≤ j ≤ K 1 − 1. Call this subset of B j1 ,B j1 . Then define
j=1B j1 , and E 2 := ∪ B∈E 2 B. By Sublemma 3.8, E 2 is also a disjoint union of balls.
The recursive algorithm follows:
Enough balls intersect
Assume that there are at least ⌊q i 2 /2⌋ elements of B j2 that intersect E 2 ; call this setB j2 . (Note that q i 2 ≥ 4.) Let us count the elements of B j2 as follows. There is an element (not necessarily unique) of E 2 that intersects the most number of elements ofB j2 . Call this number L 1 . Remove these L 1 elements fromB j2 . Repeat. Since card(B j2 ) < ∞, this process terminates. Let
) intersects at least L h elements ofB j2 . It may be possible for it to intersect more.
If L N > 1, then N ≤ card(B j2 )/2 and, by Sublemma 3.10, then r
Not Enough Balls Intersect
Otherwise, at least ⌈q i 2 /2⌉ elements of B j2 are disjoint from E 2 for each 1 ≤ j ≤ K 2 − 1. Call this subset of B j2 ,B j2 . Then define
j=1B j2 , and E 3 := ∪ B∈E 3 B. By Sublemma 3.8, E 3 is also a disjoint union of balls.
Repeat the recursion
If the recursion stops, then we have shown the Proposition. Otherwise, we obtain E ∞ = D 1
The last inequality follows from the fact that 
We now obtain two cases:
This case implies that the right hand side of (3.2) diverges, a contradiction indicating that, for Case 2A, the recursion must stop, and, hence, proving the Proposition.
Case 2B:
Let us now define r ′ ∈ DR by r ′ n = r q im for n = q i m−1 , · · · , q im − 1. Hence, r ′ n ≤ r n . We wish to prove the Proposition for this new set of balls. Since the new radii are smaller, the condition of Case 2 applies. Applying Sublemma 3.11, completes the proof of the Proposition.
Circle Rotations and ASTP
In this section, we give a new, very short, proof of Theorem 1.6 by applying the very simple observation about continued fractions that is shown in Lemma 3.7. First, recall the definition of A 1 from (1.3).
Proof of Theorem 1.6. Letr ∈ A 1 . Then for every 1 > δ > 0, there exists N ∈ N such that, for all n ≥ N,r n ≥ δ n . Let k ∈ N. Define r n := δ n+k . Then there exists an i ∈ N such that q i > max(k, N).
δ n )) = 1. Thus, T α has A 1 -STP, which, by (1.4), is equivalent to the conclusion of Theorem 1.6.
Open Questions
There are open questions related to our main result and our application. For the main result, a natural question to ask is whether Theorem 1.5 has analogs in higher dimensions. Theorem 1.3 implies that, for s ≥ 1, α ∈ Ω d (0) ⇒ T α has sMSTP. In the converse direction, Proposition 2.1 says that, for
The question, therefore, is to determine what condition makes the result in higher dimensions an "if and only if" as it is in Theorem 1.5 for circle rotations.
Likewise, for the application, a natural question to ask is whether Corollary 1.7 has analogs in higher dimensions. By the convergence case of the Borel-Cantelli lemma, we know that, for every α ∈ R d ,
Furthermore, as an immediate corollary of Theorem 1.3, we obtain equality in (5.1) for every α ∈ Ω d (0). In fact, it is immediate from the (doubly metric) inhomogeneous Khinchin-Groshev theorem (see [1] , Chapter VII, Theorem II) that we can obtain equality in (5.1) for almost every α ∈ R d . Hence, we will say that T α : T d → T d obeys the logarithm law for (d-dimensional) toral translations if we obtain equality in (5.1).
However, there are clearly toral translations that do not obey the logarithm law. If the components of the toral translation vector, α, are algebraically dependent over Q, then T α is not minimal and, hence, the orbit of 0 is not dense in the torus. Thus, there will be sets of positive measure that stay away from 0 and, hence, T α will violate the logarithm law. Consequently, the question is to determine all vectors in R d , with components which are algebraically independent over Q, that give toral translations which obey the logarithm law. Is it true, as it is in Corollary 1.7, that all minimal T α obey the logarithm law?
Just as for a circle rotation, a way of determining whether a particular toral translation, T α , obeys the logarithm law is by showing that (T d , µ, T α ) has A d -STP, which, by (1.4), is equivalent to showing that lim inf n 1/d nα − s Z = 0 for Lebesgue-a.e. s ∈ R d .
Moreover, the facts, discussed above, from the logarithm law have analogs for A d -STP. T α has A d -STP for all α ∈ Ω d (0), and, in fact, for almost all α ∈ R d . These, again, follow immediately from Theorem 1.3 and the doubly metric inhomogeneous Khinchin-Groshev theorem, respectively. Thus, in any attempt to generalize Theorem 1.6 to higher dimensions, the natural question to ask is for which α ∈ R d , with components that are algebraically independent over Q, do T α have A d -STP. Is it true, as it is in Theorem 1.6, that all minimal T α have A d -STP?
