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Abstract— We present a novel algorithm for safe navigation
of a mobile robot among pedestrians. Our approach uses
commodity visual sensors, including RGB-D cameras and a
2D lidar, for explicitly predicting the velocities and positions
of surrounding obstacles through optical flow estimation and
object detection. Given these partial observations of the environ-
ment, we present a modified velocity-obstacle (VO) algorithm to
compute collision-free trajectories for the robot. A key aspect of
our work is the coupling between the perception (OF: optical
flow) and planning (VO) components for reliable navigation.
Overall, our OF-VO algorithm is a hybrid combination of
learning-based and model-based methods and offers better
performance over prior algorithms in terms of navigation
time and success rate of collision avoidance. We highlight
the realtime performance of OF-VO in simulated and real-
world dynamic scenes on a Turtlebot robot navigating among
pedestrians with commodity sensors. A demo video is available
at https://youtu.be/lbrBIZRAxBs
I. INTRODUCTION
Mobile robots are currently deployed in a wide range of
scenarios including warehouses, airports, malls, and offices.
In these indoor and outdoor spaces, robots are used to
perform routine tasks such as delivering goods and guiding
customers. A key issue is to perform reliable navigation
in terms of avoiding collisions with pedestrians and other
obstacles.
There are extensive works on robot navigation and
collision-avoidance in dynamic scenes. These include model-
based techniques based on velocity obstacles, sampling-
based algorithms, optimization methods, etc. However, most
of them assume an exact representation of the environment.
Many extensions have been proposed for real-world scenes
using vector-field-based approaches [1], [31], which only
work well for static obstacles. Other techniques have been
proposed for dynamic scenes [12], [11], [20], [16], but
their performance may vary in different environments [21].
Furthermore, many of them rely on expensive sensors like
rangefinders or 3D lidars.
Recently, a number of learning-based approaches are
proposed to perform robot navigation and collision avoid-
ance [9], [44], [10], [42], [29], [34], [8], [43]. These
algorithms can reliably handle sensor noise in many cases
and tend to recover the expert policy in many scenarios.
However, it is challenging to predict their performance in
new or unknown scenes. This is due to the fact that training
a policy with a neural network is almost like a ‘black box’,
with little guarantees on its performance. Overall, we need
better techniques for explainability and interpretability of
learning-based navigation algorithms.
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Fig. 1. Navigation among pedestrian in an indoor scene. We highlight
the scene captured using a commodity camera mounted on the robot (top)
the red and black curved arrows represent the trajectories of the pedestrian
and the robot, respectively. The bottom row highlights the segmentation and
optical flow using our OF-VO algorithm, which are used for collision-free
trajectory computation. The red straight arrow shows the velocity of the
pedestrian computed by our algorithm.
Main Results: We present a novel hybrid scheme for safe
navigation of a mobile robot among pedestrians and other
obstacles. Our approach take advantage of learning-based
module to handle sensor data and model-based module to
compute safe velocities for collision avoidance. Instead of
developing an end-to-end approach, we use separate compo-
nents for perception and planning. The novel components of
our work include:
• Detecting static and dynamic obstacles using mask R-
CNN and estimate their positions and velocities using
optical flows.
• We present a modified velocity obstacle algorithm that
uses partial observations corresponding to optical flows
as inputs and computes a collision-free trajectory for
the robot.
• We present a real-world navigation scheme (OF-VO)
that uses commodity sensors corresponding to RGB-D
cameras and 2D lidars that can be easily mounted on
mobile robots.
We have tested our algorithm on a Turtlebot robot with
cheap commodity sensors including an RGB-D camera,
Orbecc Astra (around 100$), and a 2-D Lidar, Hokuyo
(around 1000$). We have evaluated OF-VO in simulated and
real-world environments with multiple pedestrians, including
high-density environments with more than 10 pedestrians
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in a 5 × 5m2 scenario. We have also compared with prior
model-based methods like DWA [12] and deep-reinforcement
learning algorithms like [9], and achieve at most 2 − 5X
improvement in success rate (and reliability) and around 40%
reduction in the navigation time in complex scenarios.
II. BACKGROUND AND RELATED WORK
In this section, we briefly survey related work on local
navigation and collision avoidance. We also give an overview
of prior work in computer vision on object segmentation and
motion detection.
A. Collision Avoidance
With recent progress in machine learning, many re-
searchers have been using learning algorithms to train poli-
cies for robot collision avoidance. [2], [10] use POMDP
to navigate robots in uncertain scenarios. [25] uses deep
learning to train an end-to-end network in indoor scenar-
ios. This method has shown good performance in avoiding
static obstacles, but may not give good results for dynamic
obstacles. [4], [34] uses imitation learning, GAIL or mod-
ified Dagger, to train policies with performances similar to
those of expert strategies. Those approaches can be used in
dynamic scenarios, but they require expert policies to imitate.
With the development of reinforcement learning, policies
are also being trained with different sensors in different
scenarios. Cameras are widely used as inputs to reinforce-
ment learning algorithms. [42] uses deep double-Q learning
with RGB cameras to train policy in cluttered scenarios,
[24] uses the A3C algorithm, and [44] uses the Target-
final algorithm to train policies based on RGB images in
indoor scenarios. [9] use lidar along PPO algorithm [30] to
navigate multiple robots in scenarios with static and dynamic
obstacles. However, it is hard to provide any reliability
guarantees for these methods.
Many algorithms for dynamic algorithms have been pro-
posed based on velocity obstacles (VO) [11] and its ex-
tensions [20], [37], [14]. They can also handle dynamics
constraints corresponding to linear dynamics [3], acceleration
constraints [38], car-like robots [40], as well as sensing
uncertainty [14], [39]. We use an extension of [32] with
distance prediction to handle differential drive robots.
B. Motion Estimation
Estimating the positions and velocities of moving objects
plays an important role in our navigation algorithm. Many
previous works [23], [17], [29] estimate velocities through
trajectory tracking and prediction. However, tracking algo-
rithms may not perform consistently well in dense scenes.
They may lose tracking targets and may result in inaccurate
position and velocity estimations. Instead, we break down
the motion perception into two independent stages, optical
flow estimation, and object detection.
Optical flow (OF) is the displacement of the pixel position
between two consecutive images. Sparse OF only computes
the flow on some landmark points, which takes less time.
For real-time performance, some methods [36], [45], [6] use
sparse OF to avoid collisions. Their basic idea is that pixels
of closer objects tend to move faster, such that the robot
steers to the side with smaller optical flow. Although this
rule seems direct and intuitive, the underlying assumption
is over-simplified and may not hold in complex dynamics
scenes. Traditional dense optical flow estimation is achieved
by optimization [18], [5] with smoothness constraints, which
takes several minutes to compute one image pair. Recently,
some learning-based methods based on neural networks [7],
[19], [33] estimate the optical flow with accuracy comparable
to traditional methods but run orders of magnitude faster. In
our method, we use FlowNet2 [19] to estimate the motion
between two frames.
State-of-the-art detection methods like [13], [28] can de-
tect different categories of objects and present their bounding
boxes. These learning-based methods can predict with high
efficiency and accuracy. In order to estimate the motion with
dense optical flows, we need to segment the objects from
the background. Mask-RCNN [15] and YOLO [26], [27] are
able to provide pixel-level segmentation of different objects.
III. OVERVIEW
TABLE I. Notation and symbols used in our approach.
Notation Defination
I Image captured from the RGB camera
D Depth map captured from the depth camera
O Optical flow estimation
Mi Segmentation mask of the ith obstacle
vr,vo Velocity of the robot and obstacles
pr,po Position of the robots or obstacles
vpref Preferred velocity of robot
vout The output velocity from our method
vvo The output of OF-VO before using dynamic constraint
V Tr|o Veclocity obstacle of robot r caused
by obstacle o in step-time T
V Tr Total available velocity set
Va Allowed velocity space
Vc Velocity space under constraints of partial observation
cx, cy, fx, fy Principal point and focal lengths
t0, t1 Time stamp of the last and current frames
T time step
rr, ro radius of robot and obstacle
si, sr shape of ith obstacle or robot
Our approach is designed for non-holonomic robots that
can be driven by linear and angular velocity. During each
timestep, the robot knows the relative position of its tar-
get/goal and needs to navigate to the target in an environment
with both static and dynamic obstacles. Each obstacle has
a velocity vi at position pi. On the way to the goal, the
robot can perceive surrounding obstacles by using a 2D Lidar
and RGB-D camera and avoid potential collisions. Figure 2
shows the pipeline of our approach, OFVO. Notations and
symbols are summarized in Table I.
At each timestep, the robot receives two consecutive RGB-
D and Lidar frames to calculate the instantaneous velocities
of the surrounding obstacles. Assume that the current time
is t1 and its previous time step is t0 < t1. From the RGB-D
camera we have two pairs of RGB images It1 , It0 ∈ Rh×w×3
and depth images Dt1 ,Dt0 ∈ Rh×w, where h,w is the height
Fig. 2. OF-VO Pipeline: During each time step, our method first takes as input a pair of RGB-D images. The optical flow and segmentation masks are
performed by OFNet and SegNet, respectively. Along with the depth image and intrinsic camera parameters, the 3D projection module can compute the
positions and velocities from the masks and optical flow. Due to the limitation of the camera’s FOV, 2D lidar data is also collected to enhance the position
estimation. Our method uses velocity obstacles to compute a collision-free velocity for the robot. Before sending control signals to the robot, a differential
driving formulation is used to satisfy the dynamics constraints of the robot.
and width of the images in pixels. For simplicity, we omit t in
the subscripts. {I1,D1} and {I0,D0} are the data collected
in t1 and t0 respectively.
Taking {I1,D1 I0,D0} as input, the perception networks
(see in Sec. IV) can output the position pi ∈ R2 and velocity
vi ∈ R2 of each obstacle i. To enhance the accuracy of
camera detection and also to broaden the field of view of
the robot, we use lidar to detect obstacles near the robot and
fuse the data from the RGB-D camera and the 2D lidar. The
perception module predicts the positions po and velocities
vo of the obstacles within its field of view (FOV).
With the dynamic information po,vo of obstacles, our
method utilizes a modified VO-based algorithm to navigate
the robot. Real-world scenarios inevitably have occlusions
and with a limited FOV, a robot can only obtain partial
observations from the environment. Different from traditional
VO algorithms where the states of the obstacles are fully
observable, our OF-VO is able to generate collision-free
paths under partial observations. We can provide guarantees
on its performance if certain assumptions are satisfied.
With unobserved objects of states p′j ,v
′
j , OF-VO applies
several reasonable constraints C(p′j ,v
′
j ,w) on the non-
visible objects, where w represents the hyper-parameters of
these constraints. The partial VO algorithm can output a
velocity vout = V O(po,vo,w) based on the observation.
In the end, we use differential drive formulation to convert
vout to control signals that satisfy the dynamics constraints
of the robot.
Note that we divide the overall navigation into two parts,
learning-based perception, and model-based collision avoid-
ance, thereby improving the reliability and interpretability
of our approach. Moreover, these two modules are strongly
coupled. The hyperparameters in VO can be modified to be
more conservative, which mitigates the influence of errors
brought by perception. The perception part can efficiently
detect and estimate the state of the obstacles, especially the
ones closest to the robot. This results in reliable collision
avoidance computation.
IV. PERCEPTION
The input to our perception module is a pair of consecutive
RGB-D and lidar data, and the output is the estimated
position po and velocities vo of the nearby obstacles.
In our approach, we use two commodity visual sensors
including Astra RGB-D camera and 2D Hokuyo Lidar. We
choose to use a combination of two sensors because RGB-D
camera is good at perceiving dynamic obstacles [35], while
a 2D Lidar can detect the obstacles that a camera may fail
to do.
A. Neural Networks
With recent progress made by deep learning in computer
vision, more accurate information can be extracted from raw
images with higher speed. In our method, an optical flow
network and a segmentation network are used to perceive
objects’ velocities and positions. The input to the neural
networks are a pair of RGB-D images, and our method can
compute the positions and velocities of objects appearing in
the images.
At each time step, we need two consecutive frames
to calculate the instantaneous velocities. Assume that the
current time is t1 and its previous time step is t0 < t1.
From the RGB-D camera we have two pairs of RGB images
It1 , It0 ∈ Rh×w×3 and depth images Dt1 ,Dt0 ∈ Rh×w,
where h,w is the height and width of the images in pixels.
For simplicity, we omit t in the subscripts. {I1,D1} and
{I0,D0} are the data collected in t1 and t0 respectively.
The input to the OFNet is the RGB pair I1, I0, and the
output is the optical flow O ∈ Rh×w×2, which represents
the displacement of pixels in the 2D images. Therefore, one
pixel p1 = [x1, y1] in I1 corresponds to p0 = [x0, y0] =
[x1 + O(x1, y1, 1)), y1 + O(x1, y1, 2)] in I0. In the depth
images, p1 and p0 have the depths of z1 = D1(x1, y1) and
z0 = D0(x0, y0). To compute the displacement of each point
in the 3D world, we need to transform the pixel coordinates
to camera coordinates with the help of the depth images. For
a camera whose principal point is [cx, cy] and focal lengths
are (fx, fy), the 3D displacement s = [sx, sy, sz] ∈ Rh×w×3
from p1 to p0 can be computed by,
sx = (x0 · z0 − cx ∗ z0 − x1 · z1 + cx ∗ z1)/fx,
sy = (y0 · z0 − cy ∗ z0 − y1 · z1 + cy ∗ z1)/fy,
sz = z0 − z1. (1)
Finally, the 3D velocity of each pixel in the image I1 is given
as v = s/(t0− t1). Note that v ∈ Rh×w×3 is a velocity field
defined on the image.
The next step is to separate objects from the raw image
such that we can compute their positions and velocities. We
feed image I1 to another object detection and segmentation
network SegNet to estimate the positions and pixel-level
segmentation. Assume that for the object i, SegNet can
predict its segmentation mask Mi ∈ {0, 1}h×w and the
position of the object in the image at bi = [bx, by]. The
depth di and velocity vi of an object can be calculated
as the weighted mean in the masked area. For example,
di = (
∑
D1 Mi)/(
∑
Mi), vi = (
∑
v Mi)/(
∑
Mi)
where  is the point-wise product. The 3D position of the
object can be computed by pi = [(bx · di − cx · di)/fx, (by ·
di − cy · di)/fy, di]
Compared to tracking-based velocity estimation, our
method utilize pixel-level motion information. Thus, our
approach does not suffer from correspondence or losing
tracking target. Moreover, our OFNet and SegNet can take
advantage of pre-trained models, which are trained in large
volume of real-world data.
B. Sensor Fusion
Fig. 3. The FOV of the cam-
era and the lidar. The combi-
nation of both sensors is used
to estimate the state of the
obstacles and pedestrians.
Although perception by the
camera has reasonable accuracy,
networks are still black-boxes,
and cameras usually have a rela-
tively small field of view. In our
approach, we also use 2D lidars
to enhance the detection from
the camera. The lidar and camera
sensors are complementary, as
illustrated in Figure 3. The lidar
provides positions of obstacles in
a wider range, while the camera
can provide velocity information
of the objects in front of the
robot.
Moreover, current object detection neural networks au-
tomatically neglect static obstacles (e.g. walls) by treating
them as background and not segmenting them. Although the
deficiency of walls usually has little influence on semantic
meanings, it will hugely undermine collision avoidance and
navigation. Therefore, we use lidars to detect nearby static
walls. We show in our benchmarks that the RGB-D camera
can predict accurate velocity and significantly improve the
performance in a scene with many dynamic obstacles. The
2D lidar can also help navigation among static obstacles.
(a) Positions (b) Velocity Obstacle (c) Velocity Space
Fig. 4. Modified Velocity Obstacles algorithm with Partial Observation:
These three figures illustrate our VO algorithm with partial observation.
(a) shows the robot at pr , one normal obstacle at positions p1 and two
obstacles out of FOV of camera at positions p2 and p3, respectively. The
circle with gray area is the Minkowski Sum of robot and obstacle; (b)
shows the velocity obstacles in the velocity coordinates. Gray area Vr|oi
is the forbidden area of velocities for robot(r) caused by obstacle (oi). The
blue area is one constraint for partial observation and we denote the velocity
set as Vc; (c) shows the overall velocity space of robot, where green area
is the space of feasible velocities because of dynamic constraints. The gray
area is the combination of VOs due to all the obstacles
V. COLLISION AVOIDANCE
With exact positions and velocities of nearby obstacles
from the perception part, we use an extended Velocity-
Obstacle algorithm to navigate the robot. The VO algo-
rithm is modified due to the limited observations and non-
holonomic constraints of the robot. In this section, we present
our modified VO-based algorithm for partial observations
and dynamic constraints.
A. VO Algorithm with Partial Observations
The VO algorithms are widely used in collision avoidance.
This algorithm calculates relative positions and velocities of
nearby obstacles and finds a feasible area of velocities for
the robot to move. The input of our VO-based algorithm is
the velocities and positions from perception modules.
Although sensors can produce information about nearby
obstacles, there are still some areas out of the FOV. Intu-
itively, we can assume dynamic obstacles, like pedestrians,
won’t intentionally collide with the robot from behind. For
areas inside the range of the camera, we can directly use the
original VO algorithm [11]. As shown in Fig. 4(a) shows,
r is the robot at position pr with velocity vr and radius
rr. There is an obstacle at position p1 with velocity v1 and
radius r1. The circle with the gray area is the Minkowski
Sum s1
⊕−sr of the robot and the obstacle. Based on the
Minkowski Sum, we can view robot as a point at position
pr and the obstacle has a radius of rr +r1 at position p1. In
4(b), we assume that the velocities remain unchanged within
the timestep T . Therefore, in the velocity coordinate, we can
use relative velocity vr−v1 to calculate the feasible velocity
of the robot. The gray area in the velocity coordinate is the
velocity obstacle V Tr|o [11]. V
T
r|o represents the forbidden area
of velocities of robot r caused by obstacle o at time T. In the
cone shape, the small circle at position (p1 − pr)/T with
radius (rr + r1)/T is used to compute the smallest velocity
that leads to collisions. The big circle defines the size of the
cone shape, and it is at position p1 − pr [37]. The velocity
obstacle V TA|B is defined as,
V Tr|o = {v|∃t ∈ [0, T ] :: tv ∈ D (po − pr, rr + ro)}
D(p, r) = {q| ‖q− p‖ < r} (2)
where D is the circular disk centered at position P with
radius r.
Because of the limited FOV of the camera, dynamic
obstacles may appear in the detection of Lidar but not of
RGB-D camera, there will be a potential collision in timestep
T, and it is difficult to compute velocities of such obstacles
only by Lidar. In order to solve this issue, we add some
velcoity constraints to the original VO algorithm such that
the robot won’t collide even in partial observation situation.
We categorize dynamic obstacles into two types, robotic
obstacles with the same configurations as the robot and
conscious-obstacles are pedestrians, pets or other dynamic
objects.
For conscious-obstacles, as figure 4(a) shows, at the posi-
tion p2 the person is walking toward the robot during the cur-
rent time-step with velocity v2. If the robot can keep enough
distance between the next-step position and the person, they
will never collide. Assume that the robot has a velocity vr =
(xr, yr), with a maximum of ‖v2‖ = ‖(x2, y2)‖ = 1m/s is
used in our formulation. This constraint is shown in Figure
4 (b), where robot at position p3 is under the constraint of
velocity obstacle,
V Tr|o3 = {v3|
√
‖v3 × T‖ < (x2 − xr)2 + (y2 − yr)2}, (3)
where v3 is the velocity of the pedestrian.
In many cases, the obstacles have the same maximal speed
as the robot. Figure 4(a) shows the relative positions and
velocities, where p3 is the position of the obstacle.
For robotic dynamic obstacles, if we can keep the robot’s
movement within its current field of view of the camera,
which is the blue cone area, robots will never collide with
others, because the camera can be used to compute the
velocity of obstacles. In this case, we set the constraint as
Equation 4, where FOVc is the range of the camera. In our
system, FOVc = 70◦. With this constraint, robots can only
move within the FOV of the camera, and we can guarantee
the robot won’t collide with any obstacles with the same
configuration as the robot. This constraint limits the robot’s
velocity in the blue cone area in Figure 4(b), and we denote
the set of velocities as Vc.
Vc =
{
(vx, vy)|
∣∣∣∣arctan(vxvy )
∣∣∣∣ < FOVc2
}
. (4)
If the velocity of robot satisfies vr /∈ V Tr|o, the robot r is
guaranteed not to collide with the obstacle. If there are n
obstacles near the robot and also with constraints for partial
observation (see figure 4(c)), the feasible velocities would
be given as Equation 5, where Va is the set of velocities
the robot can have because of dynamic constraints. Let ˆV Tr|oi
be the set of velocities out of V Tr|oi , and the final allowable
(a) Starting position (c) Goal position
Fig. 6. Navigation across a room. Our algorithm running on Turtlebot2
can navigate the robot to avoid the pedestrians obstacles. The blue and red
arrows in (a) represent the velocities estimated using the camera mounted
on the robot. The black curve is the collision-free trajectory of the robot.
Our robot can successfully avoid dynamic obstacles and reach the goal, as
shown in (b).
velocities for the robot are given by V Tr :
V Tr =
{
Vc
⋂
Va
⋂
ˆV Tr|oi |i ∈ [1, 2, ..., n]
}
(5)
For each step, the robot has a preferred velocity of vpref
according to the target position. The robot chooses a velocity
vvo = arg minv∈V Tr ‖v − vpref‖3 from V Tr that is nearest
to vpref .
B. Dynamics Constraints
Fig. 5. Dynamics Con-
straints: differential drive
The output of the algorithm
described above only takes into
account geometric constraints. In
order to use differential drive
robots, we take into account non-
holonomic constraints. As fig-
ure 5 shows, we use the relation-
ships between Euler and Polar
coordinates [32] to compute the
velocity. Our method moves the
center of the robot’s configura-
tion, p0, to the front end of the
robot, p1, to make it fully con-
trollable. This formulation in-
creases the radius of the configuration to avoid collisions
and makes our approach more conservative. In Equation
vout = (vx,
vy
R ), where vV O = (vx, vy), the linear and
angular velocities are calculated using holonomic velocities
in Euler coordinates.
VI. ERROR ANALYSIS
Unlike end-to-end deep learning-based collision avoidance
methods where it is hard to analyze the performance, our
method explicitly uses the output of neural networks (i.e.
partial observation) as intermediate results. As a result, it has
better interpretability. We can analyze the estimation errors
and provide a certain level of guarantee with our approach.
As reported by FlowNet2 [19], their average endpoint error
in KITTI 2012 is ef = 4.09, which means that their predicted
optical flow is an average of 4.09 pixels away from the
ground truth. In the perception part, we use two networks
Mask-RCNN and FlowNet2, to estimate segmentation and
optical flow, respectively. According to Equation 1, for an
object whose depth is z, an error of ef pixels in optical
flow would bring an error of ef · z/(f ·∆t) to its velocity
estimation. In our implementation, we have fx = fy = 457,
time interval ∆ = 0.2, so the error for an object at 0.5m
away would be 0.025m/s.
The error of SegNet is harder to quantify. From Figure 1,
we can see that the segmentation of the pedestrian is rea-
sonably good in our scene. The average precision (.50 IoU)
of Mask-RCNN is 62.3% [15] on the COCO dataset [22],
which means nearly two-thirds of predictions have more
than .50 IoU. In order to make our collision avoidance
more conservative, we enlarge the bounding box of moving
obstacles by more than 50%. In our experiments where the
speed of pedestrians is 1 m/s, the average absolute error is
0.076m for position estimation and 0.11m/s for velocity
estimation. This error is tolerable in benchmarks when we
use a slightly larger bounding box for the robot and obstacles.
To make our method even more robust, Lidar is used to detect
the distance from the surrounding obstacles. As a result, the
robot is aware of nearby objects even when the camera-based
detection fails.
VII. RESULTS
In this section, we highlight the implementation details.
We also compare performances using different sensors and
show the improvement of the performance of our approach
in scenarios with partial observation. Finally, we compare
our method with other traditional (DWA) [12] and deep
reinforcement learning (DRL) [9] methods.
A. Experimental Setup
We generated results on a laptop with an Intel i7-9750H
CPU (2.6 GHz) with 32 GB memory and an Nvidia GeForce
RTX 2070 GPU. We use Turtlebot2 as the robot platform
to implement our method P-VO. Astra RGB-D camera and
Hokuyo Lidar. The resolution of the RGB-D camera is
640 × 480, and 520 range data for Lidar. We run our
system with Ubuntu 18.04, ROS Melodic, Gazebo 9.0.0, and
PyTorch 1.4. The segmentation network is mask-RCNN from
detectron2 [41] and optical flow network is FlowNet2 [19].
Figure 6 shows a Turtlebot2 with our algorithm moving
across a room. Inside the room are static obstacles as well
as pedestrians. Our method can successfully drive the robot
from the start point to the target while avoiding collisions.
Success Rate Lidar+RGB-D RGB-D Lidar
Empty 100% 100% 100%
Static Obstacles 100% 5% 100%
Dynamic Obstacles 92% 85% 30%
Complex Obstacles 91% 64% 41%
TABLE II. Success rate using different sensors. Our sensor fusion of
RGB-D and lidar achieves higher success rate than only using an RGB-D
camera or a Lidar. RGB-D camera can enhance the velocity estimation of
dynamic objects, while the lidar helps to avoid static obstacles.
B. Scenarios Used for Testing
In order to test the performance of our method detailed
in the improvement of using different sub-models of the
method, we created different scenarios. Here are five sce-
narios as in Figure 7.
1. Empty (Figure 7(a)): In this scenario, OF-VO tested
with random goal and start position. It is used to test if the
robot has the basic functionality to go to the goal position.
2. Static (Figure 7(b)): This scenarios is for robot to go
around static obstacles and go to the goal position.
3. Dynamic (Figure 7(c)): In this scenario, there is a crowd
of people moving towards the robot from the front. The
robot needs to avoid pedestrians and find its way to the goal
position.
4. Complex (Figure 7(d)): In this scenario there are not
only static but also dynamic obstacles. A robot is required
to have the ability to avoid both types of obstacles.
5. Cross (Figure 7(e)): In this scenario, people are moving
from side of the robot. This scenario requires the ability to
avoid dynamic obstacles from both sides and challenging in
terms of perception issues.
C. Ablation Study on Sensors
We conduct an ablation study of the sensor choices in
Table II. We run testing experiments to get the success rate
of each model. In four sorts of scenarios Figure 7(a to d).
The results are shown in Table II. In empty scenarios,
all those three models work well and go towards the goal
smoothly, as shown in Figure 7(a). In the scenario with
only big static obstacles (Figure 7(b)), the robot with only
the RGB-D camera can barely go through the maze. The
reason is that the segmentation neural network would neglect
walls as background, instead of treating it as an obstacle.
Compared with the camera, the lidar has the advantage to
detect static obstacles.
In the scene with only dynamic obstacles (Figure 7(c)),
our perception module can successfully extract the velocities
of pedestrians and prominently outperforms Lidar-only robot
shown in the third row of Table II, which cannot obtain the
obstacle velocities.
In the fourth row of Table II, there are mixed obstacles
corresponding to moving pedestrians and static walls, shown
in Figure 7(d). Because Lidar has a big field of view and high
accuracy in terms of distance detection, it is used to enhance
the position detection to dynamic obstacles by using depth
images. As a result, our sensor fusion of RGB-D and lidar
achieves much higher success rate than either RGBD-only
or Lidar-only perception.
D. Partial-Observation Based VO
In our approach, because of the limitation of sensors, we
have only partial observation around the robot. We present
a VO-based method with a different formulation. In order
to compare the performance of our method with the original
VO method, which doesn’t consider partial observation, we
tested OF-VO in scenarios with pedestrians going across
from outside of the view of the camera, as shown in Figure
7(e).
The successful rate using our approach is 89%. However,
without the constraints, the rate of successes drop to around
(a) Empty (b) Static (c) Dynamic (d) Complex (e) Cross
Fig. 7. Simulation Scenarios: We use five scenes to run the comparison and ablation study. The scenes corresponding to (c), (d) and (er) are dynamic
scenes with multiple pedestrians. The robot goes from a start point to a goal point, while avoiding dynamic and static obstacles.
60%. Our method improves by 13 in the dynamic scenes,
where pedestrians may walk towards the robot from outside
the field-of-view of the camera.
E. Performance: Local Navigation
We compare our algorithm (OF-VO) with two other
collision avoidance methods, Dynamic-Window Approach
(DWA) and another Deep Reinforcement Learning-based
(DRL) approach[9]. We compare these three algorithms
using three criteria:
Trajectory Length: This value gives information about
the accuracy of each algorithm, the shortest length has better
accuracy in terms of calculation of the path and perception.
Navigation Time: The value shows how long each method
takes to navigate the robot towards the goal. It gives infor-
mation about the processing speed and also the timestep used
for navigation.
Success Rate: This value shows the overall performance
in terms of collision avoidance and safety.
Results in Figure VII-D indicate that our method out-
performs the other two algorithms in terms of trajectory
length, navigation time, and success rate. Our method (OF-
VO) can reach the goal in the shortest distance and time
because that our model-based VO can find a path to the target
without redundant oscillations or freezing. This highlights
the reliability of our approach
As the table shows, in empty scenarios, all the models
of DRL, DWA and OF-VO have good performance in
terms of reaching the goal. Since DWA is better in terms
of velocity optimization with control of acceleration, the
trajectory of DWA is the shortest. However, our OF-VO is
the fastest approach. For scenarios containing both static and
dynamic obstacles, our method outperforms the two methods
in terms of three factors. The table also shows that DWA
has less stability in scenarios with dynamic obstacles. In
these scenarios, if an obstacle runs across the robot from
its side, DWA cannot avoid the collisions. This highlights
the improved performance and reliability of OF-VO.
VIII. CONCLUSIONS, LIMITATIONS, AND
FUTURE WORK
In this paper, we present a hybrid navigation algorithm
that combines learning-based perception and model-based
collision avoidance. We have implemented OF-VO on a
Turtlebot with commodity visual sensors, including an RGB-
D camera and a lidar. We have evaluated the performance
in complex dynamic scenes with multiple pedestrians and
highlight the benefits over prior model-based (DWA) and
learning-based (DRL) methods in terms of success rate and
reliability.
Although our method performs well in general, it has some
limitations. In particular, the Velocity-Obstacle is a local
navigation method and the robot is constrained not to move
in a backward manner or backtrack. As a result, the robot
may get stuck in an impasse where there is has no feasible
velocity (i.e. freezing behavior). Moreover, the optical flow
estimation has lower performance for large displacements.
Moreover, if there are fast-moving obstacles outside the field-
of-view of the camera, they can result in collisions. As part
of future work, we would like to overcome these limitations
and also combine with global navigation methods. We would
like to evaluate the performance of different robots in outdoor
scenes.
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