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Abstract
The set of Clifford bundles of bounded geometry over open mani-
folds can be endowed with a metrizable uniform structure. For one
fixed bundle E we define the generalized component gen comp(E) as
the set of Clifford bundles E′ which have finite distance to E. If
D, D′ are the associated generalized Dirac operators, we prove for
the pair (D,D′) relative index theorems, define relative ζ– and η–
functions, relative determinants and in the case of D = ∆ relative
analytic torsion. To define relative ζ– and η–functions, we assume
additionally that the essential spectrum of D2 has a gap above zero.
1 Introduction
The succeeding paper has 5 main goals, 1. a contribution to classification
theory for open manifolds, 2. very general relative index theory, 3. scat-
tering theory, 4. spectral invariants like the absolutely continuous spec-
trum and relative analytic torsion, 5. relative determinants, important in
QFT on open manifolds. All these goals are achieved for pairs of Clifford
bundles (E, h,∇h, ·) −→ (Mn, g), (E ′, h′,∇h′, ·′) −→ (M ′n, g′) of bounded
geometry and associated generalized Dirac operators D = D(E, h,∇h, ·, g),
D′ = D(E ′, h′,∇h′, ·′, g′) if the following holds. For certainK ⊂M , K ′ ⊂M ′,
(E|M\K −→ M \K), (E ′|M ′\K ′ −→M ′ \K ′) are vector bundle isomorphic,
(1.1)
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and (after pulling back) g−g′, h−h′, ∇h−∇h′, ·−·′ have finite (p = 1, r+1)–
Sobolev norm, r + 1 > n+ 2 or r + 1 > n + 3, i.e.
|g − g′|g,1,r+1 <∞, |h− h′|g,h,∇h,1,r+1 <∞,
|∇h −∇h′|g,h,∇h,1,r+1 <∞, | · − ·′ |g,h,∇h,1,r+1 <∞. (1.2)
For relative determinants and analytic torsion we assume additionally
inf σe(∆(g)|(ker∆(g))⊥) > 0, (1.3)
where σe(∆(g)) denotes the essential spectrum of the graded Laplace operator
∆(g) and we do not admit compact topological perturbations.
We rewrite these conditions in a more convenient language E ′ ∈
gen comp1,r+1L,diff,rel(E) where gen comp(·) are generalized components in a uni-
form structure on the set of all Clifford bundles of bounded geometry. The
description of (1.1), (1.2) as E ′ ∈ comp(E) is more convenient, contentful
and useful since this expresses additionally the symmetry and transitivity
of (1.1), (1.2) which is very important in performing proofs. Sobolev esti-
mates e. g. play an absolutely decisive role. These are always performed for
concrete Sobolev norms but are needed for others too. E ′, E ′′ ∈ compr(E)
implies the equivalence of | |g,h,∇h,1,r, | |g′,h′,∇h′ ,p,r, | |g′′,h′′,∇h′′ ,p,r. Moreover,
comp(E) and gen comp(E) are endowed with a topology such that continuity
and differentiability considerations make sense.
Special cases of our results presented in sections 9 and 10 have been discussed
e. g. in [1], [17], [2], [3].
Our approach in this paper is organized as follows. We repeat in section 2
very briefly the main concepts concerning generalized Dirac operators and
Sobolev spaces. A key role in the sequel is played by the module structure the-
orem 2.6. We sketch in sections 3 and 4 uniform structures of open manifolds,
metrics, vector bundles, connections and Clifford bundles. This is a way to fit
these objects into natural intrinsic equivalence classes, the arc components
of the uniform structure under consideration. The general approach is to
define metrizable uniform structures by local radial metrics which are locally
”symmetric and transitive”. If the corresponding uniform topology is locally
arcwise connected then the components coincide with arc components and the
whole space under consideration (consisting of proper metric spaces or open,
complete Riemannian manifolds) is the topological sum of its (arc) compo-
nents. In some important cases the uniform struture is not locally arcwise
2
connected. Here we had to make a choice, to restrict to arc components or to
generalized components, where gen comp(X, dX) = {(Y, dY )|dU(X, Y ) <∞}.
We decided to work with (the much bigger) gen comp since this is for the
later applications the most important case. The generalized components
gen comp(E) are the biggest equivalence classes such that we can define for
any pair of operators in gen comp(E) our invariants and prove relative index
theorems.
Our starting basic uniform structure is the Lipschitz uniform structure de-
fined on the set (of isometry classes) of proper metric spaces. Thereafter
we restrict to complete Riemannian manifolds and smooth maps, to vector
bundles and Clifford bundles of bounded geometry. Finally we admit com-
pact topological perturbations in the definition of d(E,E ′) < ∞. Then the
arising uniform structures are not locally arcwise connected. The topologi-
cal background for this is that in general one cannot connect two different
manifolds by a reasonable arc consisting of manifolds only. We omit mostly
in these sections the proofs since they are either performed in [6] or modeled
by proofs in this paper.
Section 5 sums up some heat kernel estimates which are permanently used
in the sequel.
Section 6 has model character for our approach. We fix a Clifford bundle
(E, h,∇h, ·) −→ (Mn, g) of bounded geometry, the corresponding generali-
zed Dirac operator D = D(g, h,∇h, ·) and permit variation of the (metric)
connection ∇h, such that E ′ = (E, h,∇′h, ·) ∈ comp1,r(E, h,∇h, ·), in partic-
ular |∇ − ∇′|g,h,∇h,1,r <∞. Then D and D′ = D(g, h,∇′h, ·) are self adjoint
in the same Hilbert space L2((M,E), g, h). e
−tD2 − e−tD′2 is defined and we
want to prove the trace class property for t > 0. By Duhamel’s principle
e−tD
2 − e−tD′2 =
t∫
0
e−sD
2
(D′2 −D2)e−(t−s)D′2 ds (1.4)
If we write D2 −D′2 = D(D −D′) + (D −D′)D′, D′ −D = η = ηop, where
ηop(ψ) =
n∑
i=1
ei · ηei(ψ), then
e−tD
2 − e−tD′2 =
t∫
0
e−sD
2
Dηe−(t−s)D
′2
ds+
t∫
0
e−sD
2
ηD′e−(t−s)D
′2
ds.
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We split
t∫
0
=
t
2∫
0
+
t∫
t
2
and obtain
e−tD
2 − e−tD′2 =
t
2∫
0
e−sD
2
Dηe−(t−s)D
′2
ds (I1)
+
t
2∫
0
e−sD
2
ηD′e−(t−s)D
′2
ds (I2)
+
t∫
t
2
e−sD
2
Dηe−(t−s)D
′2
ds (I3)
+
t∫
t
2
e−sD
2
ηD′e−(t−s)D
′2
ds. (I4)
We want to show that each integral (I1)− (I4) is a product of Hilbert–Schmidt
operators and to estimate their Hilbert–Schmidt norm. Consider the inte-
grand of (I4),
(e−sD
2
η)(D′e−(t−s)D
′2
).
One has |e−(t−s)D′2|L2→H1 ≤ C · (t− s)−
1
2 . If one writes
(e−sD
2
η)(D′e−(t−s)D
′2
) = (e−
s
2
D2f)(f−1e−
s
2
D2η)(D′e−(t−s)D
′2
) (1.5)
where f shall be scalar function acting by multiplication then we would be
done if e−
s
2
D2f , f−1e−
s
2
D2η would be Hilbert–Schmidt with bounded HS–
norm on compact t–intervals [a0, a1], a0 > 0. For e
−sD2f this holds if f ∈ L2.
The absolutely decisive question is whether f ∈ L2 can be additionally chosen
in such a manner that
f−1e−
s
2
D2η (1.6)
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is Hilbert–Schmidt too. This is in fact possible via rather delicate estimates.
Here we use |η|1,r <∞.
(I1) – (I3) can be discussed quite parallel. By a similar decomposition we
show that De−tD
2−D′e−tD′2 is for t > 0 also of trace class and its trace norm
is uniformly bounded on compact t–intervalls [a0, a1], a0 > 0. In section 7, we
admit complete perturbation of the Clifford structure, i.e. of g, h,∇h, ·. This
has several unconvenient consequences, e. g. variation of g, h implies that
D = D(g, h,∇h, ·) and D′ = D(g′, h′,∇h′, ·′) are self adjoint only in distinct
Hilbert spaces, hence e−tD
2 − e−tD′2 is not defined. We transform D′ from
L′2 = L2((M,E), g
′, h′) to L2 = L2((M,E), g, h), thus getting an operator
D
′2
L2
= (U∗i∗D′iU)2. But for later applications in section 9 we do this in two
steps. In the first step we admit perturbation of g,∇h, · to g′,∇′h, ·′, i.e. the
fibre metric h remains fixed. For this reason we write E ′ ∈ comp1,r+2L,diff,F (E)
(F stands for fixing of the fibre metric). Then D
′2
L2
= (U∗D′U)2. We apply
an adapted version of Duhamel’s principle thus getting
e−tD
2 − e−tD
′2
L2 = −e−tD2(α− 1)−
t∫
0
e−sD
2
(D2 −D′2L2)e−(t−s)D
′2
L2 ds, (1.7)
where α−1 =
√
det g√
det g′
−1. The term e−tD2(α−1) can be easily be settled since
α− 1 is (1, r + 1)–Sobolev. Then with −(D −D′) = η we have to estimate
t
2∫
0
e−sD
2
D(η − grad
′α
2α
)e−(t−s)D
′2
L2 ds+
t
2∫
0
e−sD
2
(η − grad
′α
2α
)D′L2e
−(t−s)D′2L2 ds+
t∫
t
2
e−sD
2
D(η − grad
′α
2α
)e−(t−s)D
′2
L2 ds+
t∫
t
2
e−sD
2
(η − grad
′α
2α
)D′L2e
−(t−s)D′2L2 ds.
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We can write −(D−D′)Φ = (ηop1 + ηop2 + ηop3 )Φ. If we still set η0 = − grad
′α·′
α
then we must study the 16 integrals
t
2∫
0
e−sD
2
Dηνe
−(t−s)D′2L2 ds, (Iν,1)
t
2∫
0
e−sD
2
ηνD
′
L2
e−(t−s)D
′2
L2 ds, (Iν,2)
t∫
t
2
e−sD
2
Dηνe
−(t−s)D′2L2 ds, (Iν,3)
t∫
t
2
e−sD
2
ηνD
′
L2
e−(t−s)D
′2
L2 ds. (Iν,4)
Unfortunately ηop1 and η
op
3 are first order differential operators but using
estimates for the first derivatives of the heat kernels we can show that for
t > 0
e−tD
2 − e−tD
′2
L2 and e−tD
2
D − e−tD
′2
L2D′L2 (1.8)
are of trace class and their trace norm is uniformly bounded on compact
t–intervalls [a0, a1], a0 > 0.
There is a very important class of Clifford structures where perturbation
of g automatically induces a perturbation of the fibre metric h. This is
E = (Λ∗T ∗M ⊗ |C, gΛ∗ ,∇gΛ∗ ) −→ (Mn, g) with Clifford multiplication
X ⊗ ω ∈ TmM ⊗ Λ∗T ∗M ⊗ |C −→ X · ω = ωX ∧ ω − iXω,
where ωX := g(, X). In this case E as a vector bundle remains fixed but
the Clifford module structure varies smoothly with g, g′ ∈ comp(g). It is
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well known that in this case D = d + d∗, D2 = (d + d∗)2 Laplace operator
∆. This example later produces the relative analytic torsion. Therefore we
must admit perturbation of the fibre metric too but we can prove that if
E ′ ∈ gen comp1,r+1L,diff (E) then for t > 0
e−tD
2 − e−t(U∗i∗D′iU)2 and e−tD2D − e−t(U∗i∗D′iU)2(U∗i∗D′iU) (1.9)
are of trace class and their trace norm is uniformly bounded on compact
t–intervalls [a0, a1], a0 > 0.
In section 8 finally, we additionally admit compact topological perturba-
tions, E|M\K ∼= E ′|M ′\K ′ as vector bundles together with (1.2). Consider
H = L2((K,E|K), g, h) ⊕ L2((K ′, E ′|K ′), g′h′) ⊕ L2((M \ K), g, h). Then
D acts in H by defining it to be zero on L2((K ′, E ′|K ′), g′h′). Similarly,
a suitable transformation D˜′ of D′ acts in H by defining it additionally
to be zero on L2((K,E|K), g, h). Let P, P ′ be the orthogonal projection
onto L2((K
′, E ′|K ′), g′h′)⊥, L2((K,E|K), g, h)⊥, respectively. Then we have
to prove (if E ′ ∈ gen comp1,r+1L,diff,rel(E)) that for t > 0
e−tD
2
P − e−tD˜′2P ′ and e−tD2D − e−tD˜′2D˜′2 (1.10)
are of trace class and their trace norm is uniformly bounded on compact
t–intervalls [a0, a1], a0 > 0.
In principle (1.10) contains the other theorems (as special case K = K ′ = Φ)
such that we could omit them. But there is no doubling of proofs. The
proof for the more general perturbation adds to the proof of the foregoing
case (with smaller admitted perturbations) only those features which come
specifically from the more general perturbation.
In the special case of the graded Laplace operator we obtain that for t > 0
e−t∆P − e−t(U∗i∗∆′iU)P ′ (1.11)
is of trace class and its trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
After a long preparatory material, the sections 9 and 10 contain the appli-
cations to relative index theory, scattering theory, ζ–functions, determinants
and relative torsion. Here we assume as usual E,E ′ endowed with an invo-
lution = Z 2–grading τ , τ
2 = 1, τ ∗ = τ , [τ,X·]+ = 0 for X ∈ TM , [∇, τ ] = 0.
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Then L2((M,E), g, h) = L2(M,E
+) ⊕ L2(M,E−) and D =
(
0 D−
D+ 0
)
,
D− = (D+)∗. If Mn is compact then as usual
indD := indD+ := dim ker D+ − dim ker D− ≡ tr (τe−tD2),
where we understand τ as
τ =
(
I 0
0 −I
)
.
For open Mn indD in general is not defined since τe−tD
2
is not of trace class.
The appropriate approach on open manifolds is relative index theory for pairs
of operators D,D′. If D,D′ are selfadjoint in the same Hilbert space and
etD
2 − e−tD′2 would be of trace class then
ind(D,D′) := tr (τ(e−tD
2 − e−tD′2)) (1.12)
makes sense, but at the first glance (1.12) should depend on t.
The admitted perturbations then must be τ–compatible, i.e. [∇′, τ ] = 0,
[τ,X·′]+ = 0. Then we prove in theorem 9.1 that if E ′ ∈ comp1,r+1L,diff,rel(E)
then
tr τ(e−tD
2 − e−t(U∗i∗D′iU)2) (1.13)
is independent of t. A similar result has been proved in [2] under much more
restrictive assumptions.
We conclude in 9.4 that under the hypothesis of 9.1 the pair D, U∗i∗D′iU
forms a supersymmetric scattering system. In particular, the restriction of
D, U∗i∗D′iU to their absolutely continious spectral subspaces are unitarily
equivalent.
If moreover, inf σe(D
2) > 0 then inf σe((U
∗i∗D′iU)2) > 0 and
tr τ(e−tD
2 − e−t(U∗i∗D′iU)2) = indD − indD′,
where as usual indD := indD+. This is the content of theorem 9.6. In
theorem 9.7 we admit more general perturbations for the relative index theo-
rem. Thereafter we introduce the spectral shift function and show that under
certain assumptions the scattering index nc(λ,D, D˜′) is constant and if addi-
tionally the essential spectrum has a gap above zero then even nc(D, D˜′) = 0.
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The concluding section 10 is devoted to relative ζ–functions, η–functions,
determinants and analytic torsion. Here we prove in theorem 10.4 that for
E ′ ∈ gen comp1,r+1L,diff,F (E), inf σe(D2|(kerD2)⊥) > 0 a relative zeta–function
ζ(s,D2, D˜′
2
) is defined for Re s > −1 and is holomorphic in s = 0. This
allows to define relative determinants which are very important in QFT and
which satisfy the usual rules. This is the content of theorem 10.5.
Unfortunately g′ ∈ comp1,r+1(g) does not imply E ′ ∈ gen comp1,r+1L,diff,F (E)
for E = (Λ∗ ⊗ |C, gΛ∗), E ′ = (Λ∗ ⊗ |C, g′Λ∗), since the fibre metric also
changes, gΛ∗ −→ g′Λ∗ . Here we have to refine our considerations. This is
performed in 10.6. We prove in theorem 10.7 that for g′ ∈ comp1,r+1(g)
and inf σe(∆|(ker∆)⊥) > 0 the relative analytic torsion τa, log τa(Mn, g, g′) :=
n∑
q=0
(−1)qq · ζ ′q(0,∆,∆′) is well defined. Thereafter we present classes of ex-
amples where all assumptions are satisfied.
The final calculations are devoted to the relative η–function and η–invariant
which is the content of theorem 10.11.
Part of our future attention will turn to combinatorial approaches of the
topic of this paper.
2 Clifford bundles, generalized Dirac opera-
tors and Sobolev spaces
We recall for completeness very briefly the basic properties of generalized
Dirac operators on open manifolds. Let (Mn, g) be a Riemannian manifold,
m ∈ M,Cl(TmM, gm) the corresponding Clifford algebra at m. Cl(Tm, gm)
shall be complexified or not, depending on the other bundles and structure
under consideration. A hermitian vector bundle E →M is called a bundle of
Clifford modules if each fibre Em is a Clifford module over Cl(Tm, gm) with
skew symmetric Clifford multiplication. We assume E to be endowed with a
compatible connection ∇E , i.e. ∇E is metric and
∇EX(Y · Φ) = (∇gXY ) · Φ + Y · (∇EXΦ)
X, Y ∈ Γ(TM),Φ ∈ Γ(E). Then we call the pair (E,∇E) a Clifford bundle.
The composition
Γ(E)
∇−→ Γ(T ∗M ⊗ E) g−→ Γ(TM ⊗ E) ·−→ Γ(E)
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shall be called the generalized Dirac operator D. We have D = D(g, E,∇).
If X1, . . .Xn is an orthonormal basis in TmM then
D =
n∑
i=1
Xi · ∇EXi.
D is of first order elliptic, formally self-adjoint and
D2 = △E +R,
where △E = (∇E)∗∇E and R ∈ Γ(End(E)) is the bundle endomorphism
RΦ =
1
2
n∑
i,j=1
XiXjR
E(Xi, Xj)Φ.
Next we recall some associated functional spaces and their properties if we as-
sume bounded geometry. These facts are contained in [10], [11] and partially
in [13].
Let E →M be a Clifford bundle, ∇ = ∇E, D the generalized Dirac operator.
Then we define for Φ ∈ Γ(E), p ≥ 1, r ∈ Z, r ≥ 0,
|Φ|W p,r :=
(∫ r∑
i=0
|∇iΦ|px dvolx(g)
) 1
p
,
|Φ|Hp,r :=
(∫ r∑
i=0
|DiΦ|px dvolx(g)
) 1
p
,
W pr (E) :=
{
Φ ∈ Γ(E)∣∣|Φ|W p,r <∞} ,
W p,r(E) := completion of W pr w. r. t. | |W p,r ,
Hpr (E) :=
{
Φ ∈ Γ(E)∣∣|Φ|Hp,r <∞} ,
Hp,r(E) := completion of Hpr w. r. t. | |Hp,r .
In a great part of our consideration we restrict to p = 1, 2. In the case p = 2
we write W 2,r ≡W r, H2,r ≡ Hr etc.. If r < 0 then we set
W r(E) :=
(
W−r(E)
)∗
,
Hr(E) :=
(
H−r(E)
)∗
.
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Assume (Mn, g) complete. Then C∞c (E) is a dense subspace of W
p,1(E) and
Hp,1(E). This follows from proposition 1.4 in [11]. If we use this density and
the fact
|DΦ(m)| ≤ C · |∇Φ(m)|,
we obtain |Φ|Hp,1 ≤ C ′ · |Φ|W p,1 and a continious embedding
W p,1(E) →֒ Hp,1(E).
For r > 1 this cannot be established, and we need further assumptions.
Consider as in the introduction the following conditions
(I) rinj(M, g) = infx∈M rinj(x) > 0,
(Bk(M, g)) |(∇g)iRg| ≤ Ci, 0 ≤ i ≤ k,
(Bk(E,∇E)) |(∇g)iRE | ≤ Ci, 0 ≤ i ≤ k.
It is a well known fact that for any open manifold and given k, 0 ≤ k ≤ ∞,
there exists a metric g satisfying (I) and (Bk(M, g)). Moreover, (I) implies
completeness of g.
Lemma 2.1 Assume (Mn, g) with (I) and (Bk). Then C
∞
c (E) is a dense
subset of W p,r(E) and Hp,r(E) for 0 ≤ r ≤ k + 2.
See [11], proposition 1.6 for a proof. ✷
Lemma 2.2 Assume (Mn, g) with (I) and (Bk). Then there exists a conti-
nuous embedding
W p,r(E) −→ Hp,r(E), 0 ≤ r ≤ k + 1.
Proof. According to 2.1, we are done if we can prove
|Φ|Hp,r ≤ C · |Φ|W p,r
for 0 ≤ r ≤ k + 1 and Φ ∈ C∞c (E). Perform induction. For r = 0 |Φ|Hp,0 =
|Φ|W p,0. Assume |Φ|Hp,r ≤ C · |Φ|W p,r . Then
|Φ|Hp,r+1 ≤ C · (|Φ|Hp,r + |DrDΦ|Hp,r)
≤ C · (|Φ|W p,r + |DΦ|W p,r).
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Let ∂
∂xi
, i = 1, . . . , n coordinate vectors fields which are orthonormal in m ∈
M . Then with ∇i = ∇ ∂
∂xi
|∇sDΦ|pm ≤ C ·
∑
i1,...,is,j
|∇i1 . . .∇is
∂
∂xj
· ∇jΦ|p.
Now we apply the Leibniz rule and use the fact that in an atlas of normal
charts the Christoffel symbols have bounded euclidean derivatives up to order
k − 1. This yields
|∇rDΦ|pm ≤ C ·
∑
i1,...,ir+1
|∇i1 . . .∇ir+1Φ|pm for r ≤ k,
i. e.
|DΦ|W p,r ≤ C · |Φ|W p,r+1
altogether
|Φ|Hp,r+1 ≤ C · |Φ|W p,r+1.
✷
Remark. For p = 2 this proof is contained in [3]. ✷
Theorem 2.3 Assume (Mn, g) with (I) and (Bk) and (E,∇) with (Bk) and
p = 2. Then for r ≤ k
H2,r(E) ≡ Hr(E) ∼= W r(E) ≡W 2,r(E)
as equivalent Hilbert spaces.
Proof. According to 2.2., W r(E) ⊆ Hr(E) continuously. Hence we have to
show Hr(E) ⊆W r(E) continuously. The latter follows from the local elliptic
inequality, a uniformly locally finite cover by normal charts of fixed radius,
uniform trivializations and the existence of uniform elliptic constants. The
proof is performed in [3]. ✷
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Remark. 2.3 holds for 1 < p <∞ (cf. [13]). ✷
As it is clear from the definition that the spaces W p,k(E) can be defined for
any Riemannian vector bundle (E, hE,∇E). We assume this more general
case and define additionally
b,sW (E) :=
{
̺ ∈ Cs(E)
∣∣∣ b,s|̺| := s∑
i=0
sup
x∈M
|∇i̺|x <∞
}
and in the case of a Clifford bundle
b,sH(E) :=
{
̺ ∈ Cs(E)
∣∣∣ b,s,D|̺| := s∑
i=0
sup
x∈M
|Di̺|x <∞
}
.
b,sW (E) is a Banach space and coincides with the completion of the space of
all ̺ ∈ Γ(E) with b,s|̺| <∞ with respect to b,s||.
Theorem 2.4 Let (E, h,∇E) be a Riemannian vector bundle satisfying (I),
(Bk(M
n, g)), Bk(E;∇)).
a) Assume k ≥ r, k ≥ 1, r − n
p
≥ s− n
q
, r ≥ s, q ≥ p, then
W p,r(E) →֒ W q,s(E) (2.1)
continuously.
b) If k ≥ r > n
p
+ s then
W p,r(E) →֒ b,sW (E) (2.2)
continuously.
We refer to [13] for the proof. ✷
Corollary 2.5 Let E → M be a Clifford bundle satisfying (I), (Bk(M)),
(Bk(E)), k ≥ r, r > n2 + s. Then
Hr(E) →֒ b,sH(E) (2.3)
continuously.
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Proof. We apply 2.3, (2.2) and obtain
Hr(E) →֒ b,sW (E). (2.4)
Quite similar as in the proof of 2.2.,
Hr(E) →֒ b,sW (E). (2.5)
continuously. ✷
A key role for everything in the sequel plays the module structure theorem
for Sobolev spaces.
Theorem 2.6 Let (Ei, hi, Di) → (Mn, g) be vector bundles with (I),
(Bk(M
n, g)), (Bk(Ei,∇i)), i = 1, 2. Assume 0 ≤ r ≤ r1, r2 ≤ k. If r = 0
assume 
r − n
p
< r1 − np1
r − n
p
< r2 − np2
r − n
p
≤ r1 − np1 + r2 − np2
1
p
≤ 1
p1
+ 1
p2
 or

r − n
p
≤ r1 − np1
0 < r2 − np2
1
p
≤ 1
p1
 or

0 < r1 − np1
r − n
p
≤ r2 − np2
1
p
≤ 1
p2
 . (2.6)
If r > 0 assume 1
p
≤ 1
p1
+ 1
p2
and
r − n
p
< r1 − np1
r − n
p
< r2 − np2
r − n
p
≤ r1 − np1 + r2 − np2
 or

r − n
p
≤ r1 − np1
r − n
p
≤ r2 − np2
r − n
p
< r1 − np1 + r2 − np2
 .
(2.7)
Then the tensor product of sections defines a continuous bilinear map
W p1,r1(E1,∇1)×W p2,r2(E2,∇2) −→ W p,r(E1 ⊗ E2,∇1 ⊗∇2).
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We refer to [13] for the proof. ✷
Define for u ∈ C0(M), c > 0
uc(x) :=
1
volBc(x)
∫
Bc(x)
u(y) dvoly(g).
Lemma 2.7 Let (Mn, g) be complete, Ric(g) ≥ k, k ∈ R, k > 0. Then there
exists a positive constant C = C(n, k, R), depending only on h, k, R such that
for any c ∈]0, R[ and any u ∈ W 1,1(M) ∩ C∞(M)∫
M
|u− uc|dvolx(g) ≤ C · c ·
∫
M
|∇u| dvolx(g).
Proof. For u ∈ C∞c (M) the proof is performed in [18], p. 31–33. But what
is only needed in the proof is
∫ |u|dx, ∫ |∇u| dx <∞ (even only ∫ |∇u| dx <
∞).
The key is a the lemma of Buser,∫
Bc(x)
|u− uc| dy ≤ C · c ·
∫
Bc(x)
|∇u| dy.
✷
Remark. The conditions u,∇u ∈ C∞ are not necessary, u ∈ C1 is sufficient.
✷
Proposition 2.8 Let (E, h,∇) → (Mn, g) be a Riemannian vector bundle,
(Mn, g) with (I), (B0), r > n + 1, 0 < c < rinj and η ∈ W 1,r(E). Then
|η|c ∈ W 1,0(M) ≡ L1(M), where
|η|c(x) :=
1
volBc(x)
∫
Bc(x)
|η(y)| dy.
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Proof. Set u(x) = |η(x)|. Then u(x) = |η|c(x) and, according to Kato’s
inequality, ∫
|∇u|dx =
∫
|∇|η||dx ≤
∫
|∇η| dx <∞.
Hence we obtain from 2.7, |u| = |η| ∈ L1, |η| − |η|c ∈ L1,
|η|c ∈ L1. (2.8)
✷
Remark. For (2.2) is the assumption (B0(E)) superfluous. Nevertheless, in
our applications we even have (Bk(E)). ✷
Finally we recall for clarity and distinctness a fact which will be very im-
portant later. Let (E, h,∇)→ (Mn, g) be a Riemannian vector bundle with
(I), (Bk(M)), (Bk(E)), h ≥ r + 1, r > np + 1, 0 < c < rinj . Then the spaces
W p,r(E|Bc(x)) = {̺
∣∣∣̺ distributional section of E|Bc(x) s. t. |̺|p,r < ∞} are
well defined, x ∈M arbitrary. Radial parallel translation of an orthonormal
basis defines an isomorphism
Ax : W
p,r(E|Bc(x))
∼=−→W p,r(Bc(0), V N ), (2.9)
Bc(0) ⊂ Rn, V N = RN or CN , N = rkE. We conclude from
(Bk(M)), (Bk(E)), k ≥ r + 1 and [15] that there exists constants c1, C1 s.t.
c1 · |̺|p,r,Bc(x) ≤ |Ax̺|p,r,Bc(0) ≤ C1 · |̺|p,r,Bc(x), (2.10)
c1, C1 independent of x. Moreover, if ̺ ∈ W p,r(E) then ̺|Bc(x) ∈
W p,r(E|Bc(x)). Similarly,
c2
b,s|̺|Bc(x) ≤ b,s|Ax̺|Bc(0) ≤ C2 · b,s|̺|Bc(x), (2.11)
c2, C2 independent of x. (Bk(M)), (Bk(E)), 0 < c < rinj imply that Bc(x)
satisfies all required smoothness conditions and we obtain from the Sobolev
embedding theorem, (2.10), (2.11)
W p,r(E|Bc(x)) →֒ b,1W (E|Bc(x)), (2.12)
b,1|̺|Bc(x) ≤ C · |̺|p,r,Bc(x), (2.13)
C independent of x.
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3 Uniform structures of open manifolds, met-
ric, vector bundles, connections and Clif-
ford structures
As we pointed out in [6], there exist in any dimension n ≥ 2 for closed
manifolds only countably many diffeomorphism types but for open manifolds
uncountably many homotopy types. Moreover, there exists no nontrivial
additive number valued invariant which is defined for all open (oriented)
manifolds. We attack these two problems as follows. We developed in [6],
[7], [8] a classification approach for open manifolds consisting of 4 main steps.
1. Definition of uniform structures of open manifolds.
2. Characterization of the (arc) components which serve as rough equivalence
classes.
3. Classification of this components by invariants.
4. Classification of the elements inside a component by invariants.
The components in the uniform structure under consideration are the rough
equivalence classes. In the for us essential cases they contain only countably
many diffeomorphism types. In this paper, we are concerned essentially
with step 4 above. We define number valued invariants for the manifolds
inside a component. But according to the remark above, this will be relative
invariants. This means we fix one manifold M0 inside a component and
construct for any other manifoldM an invariant defined by the pair (M0,M).
At the purely Riemannian level this will be e. g. the relative torsion. But we
extend this approach to the more general case of Clifford structures, genera-
lized Dirac operators and associated relative zeta functions, in particular we
define relative determinants which play, as well known, a big role in partition
functions in QFT.
We give in this and the next section a brief outline of the uniform structure
approach necessary for the sequel and start with uniform structures of open
manifolds. A complete Riemannian manifold (Mn, g) defines a proper metric
space. Therefore we started in [6] with uniform structures of proper metric
space, i. g. the Gromov–Hausdorff uniform structure or series of Lipschitz
uniform structures. The general image for Lipschitz uniform structures is
as follows. Let M be the set of (isometry classes of) proper metric spaces.
Denote for a Lipschitz map Φ : X = (X, dX) −→ (Y, dY ) = Y ,
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dil Φ = sup
x1 6=x2
d(Φx1,Φx2)/d(x1, x2) and define
dL(X, Y ) =

inf{max{0, log dil Φ}+max{0, log dil Φ} + sup
x
d(ΨΦx, x)
+ sup
y
d(ΦΨy, y) | Φ : X −→ Y,Ψ : Y −→ X Lipschitz maps }
if {. . . } 6= ∅ and inf{. . . } <∞
∞ in the other case.
X ∼
L
Y if dL(X, Y ) = 0 is an equivalence relation, ML := M/ ∼
L
. Set for
δ > 0
Vδ = {(X, Y ) ∈M2L|dL(X, Y ) < δ}.
Lemma 3.1 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
UL(ML). ✷
Let ML be the corresponding completion.
Theorem 3.2 a) ML = ML.
b) ML is locally arcwise connected, hence components coincide with arc com-
ponents.
c) ML =
∑
i∈I
comp(Xi) as topological sum.
d) comp(X) = {Y ∈ML|dL(X, Y ) <∞}. ✷
These definitions and considerations do not take into account the smooth
structure and the Riemannian metric if (X, dX) = (X
n, g, dg) is a Riemannian
manifold. If we restrict to Riemannian manifolds we restrict the class of
admitted maps and replace dL by sharper distances. First we start with
idm as admitted maps and define the Sobolev uniform structures for the
Riemannian metrics on a fixed manifold M and for the Clifford connections
on a Clifford bundle (E, h) −→ (M, g) without fixed connection ∇h.
Denote by M(I, Bk) the set of all metrics g on M satisfying the conditions
(I) and (Bk).
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Let 1 ≤ p ≤ ∞, k ≥ r ≥ n
p
+ 2, δ > 0 and set with C(n, δ) = 1 + δ +
δ
√
2n(n− 1)
Vδ =
{
(g, g′) ∈M(I, Bk)2
∣∣∣ C(n, δ)−1g ≤ g′ ≤ C(n, δ)g and |g − g′|g,p,r
:=
(∫ (
|g − g′|pg,x +
r−1∑
i=0
|(∇g)i(∇g −∇g′)|pg,x
)
dvolx(g)
) 1
p
< δ
}
.
Here g, g′ quasi isometric means C1 · g ≤ g′ ≤ C2 · g in the sense of quadratic
forms. This is equivalent to b|g − g′|g < ∞ and b|g − g′|g′ < ∞, where for a
tensor t b|t|g = supx∈M |t|g,x.
Proposition 3.3 Assume p, k, r as above. Then B = {Vδ}δ>0 is a basis for
a metrizable uniform structure Up,r(M(I, Bk)).
We refer to [12] for a proof. The key to the proof is the module structure
theorem. ✷
If we would replace in the definition of Vδ |g − g′|g,p,r above by |g − g′|g,p,r =(∫ (∑r
i=0 |(∇g)i(g − g′)|pg,x
)
dvolx(g)
) 1
p then we would get an equivalent uni-
form structure.
LetMpr(I, Bk) =M(I, Bk) endowed with the uniform topology. Mp,r :=Mpr
the completion. If k ≥ r > n
p
+ 1 then Mp,r still consists of C1–metrics, i.e.
does not contain semi definite elements. This has been proved by Salomonsen
in [20].
Theorem 3.4 Let k ≥ r > n
p
+ 2, g ∈ M(I, Bk), Up,r(g) =
{
g′ ∈
Mp,r(I, Bk)
∣∣ b|g − g′|g < ∞, b|g − g′|′g < ∞ and |g − g′|g,p,r < ∞} and
denote by comp(g) ⊂Mp,r(I, Bk) the component of g in Mp,r(I, Bk). Then
comp(g) = Up,r(g), (3.1)
comp(g) is a Banach manifold, for p = 2 a Hilbert manifold and Mp,r(I, Bk)
has a representation as topological sum
Mp,r(I, Bk) =
∑
j∈J
comp(gj), (3.2)
J an uncountable set.
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The proof is performed in [12]. ✷
Remarks 3.5 1. If Mn is compact then J consists of one element.
2. All metrics in the completed space are at least of class C2. Hence curvature
is well defined. ✷
Let (E, h)→ (Mn, g) be a Clifford bundle without a fixed connection, (Mn, g)
with (I) and (Bk).
Set
CE(Bk) =
{
∇
∣∣∣∇ is Clifford connection, metric with respect to h and satisfies
(Bk(E,∇))
}
Assume (E, h)→ (Mn, g) as above, k ≥ r > n
p
+ 2, δ > 0 and set
Vδ =
{
(∇,∇′) ∈ CE(Bk)2
∣∣∣|∇ − ∇′|∇,p,r
:=
(∫ r∑
i=0
|∇(∇−∇′)|px dvolx(g)
) 1
p
< δ
}
.
Proposition 3.6 Assume p, k, r as above. Then B = {Vδ}δ>0 is a basis for
a metrizable uniform structure Up,r(CE(Bk)).
We refer to [10] for a proof. ✷
Let Cp,rE (Bk) be the completion of (CE(Bk),U
p,r(CE(Bk))). If ∇,∇′ ∈
Cp,rE (Bk) then ∇−∇′ is a 1–form −η with values in GE satisfying
ηx(Y · Φ) = Y · ηx(Φ). (3.3)
As well known, a metric connection ∇ in E induces a connection ∇ in GE .
Denote
Ω1(GCLE ) :=
{
η ∈ Ω1(GE)
∣∣∣η satisfies (3.3) },
Ω1,pr (GCLE ,∇) :=
{
η ∈ Ω1(GCLE )
∣∣∣
|η|∇,p,r :=
(∫ r∑
i=0
|∇iη|px dvolx(g)
) 1
p
<∞
}
,
Ω1,p,r(GCLE ,∇) := Ω1,p(GCLE ,∇)
||∇,p,r
.
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If (Mn, g) satisfies (I), (Bk) then
Ω1,p,r(GCLE ,∇) := C∞c (GE)
||∇,p,r
=
{
η distributional
∣∣∣|η|∇,p,r <∞}, (3.4)
r ≤ k + 2.
Theorem 3.7 Assume (E, h) → (Mn, g), p, k, r as above. Denote for ∇ ∈
CE(Bk) by comp(∇) ⊂ Cp,rE (Bk) the component of ∇ in Cp,rE (Bk). Then
comp(∇) = ∇+ Ω1,p,r,(GCLE ,∇) (3.5)
and Cp,rE (Bk) has a representation as topological sum
Cp,rE (Bk) =
∑
j∈J
comp(∇j). (3.6)
The proof is performed in [10]. ✷
Remarks 3.8 1. If Mn is compact then Cp,rE (Bk) = C
p,r
E consists of one
component
2. If ∇ is non smooth then one sets ∇i = (∇0 + (∇−∇0))i, ∇0 ∈ comp∇∩
CE(Bk), and the right hand side makes sense.
3. All connections in the complete space are at least of class C2. Hence
curvature is well defined. ✷
For the sequel, we must sharpen our considerations concerning Sobolev
spaces. Let (E, h,∇) → (Mn, g) be a Riemannian vector bundle. The con-
nection ∇ enters into the definition of the Sobolev spaces W p,r. Hence we
should write W p,r(E,∇). Now there arises the natural question, how do
the spaces W p,r(E,∇) depend on ∇? We present here one answer. Other
considerations are performed in [9], [10].
Proposition 3.9 Let (E, h,∇) → (Mn, g) be a Riemannian vector bundle
with (I), (Bk), (Bk(E,∇)), k ≥ r > np + 1, 1 ≤ p < ∞. Suppose ∇′ ∈
comp(∇) ⊂ Cp,rE (Bk), ∇′ smooth, i. e. ∇′ = ∇ + η, η ∈ Ω1,p,r(GE ,∇) ∩ C∞.
Then
W p,i(E,∇) = W p,i(E,∇′), 0 ≤ i ≤ r, (3.7)
as equivalent Banach spaces.
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For the proof we refer to [9], [10]. The proof includes some combinatorial
considerations and essentially uses the module structure theorem. This is
the reason why we assumed k ≥ r > n
p
+ 1. But this assumption can be
weakened. We only need the validity of the module structure theorem. ✷
Remark 3.10 The assumption η smooth in superfluous. As we mentioned
already several times, we can define W p,r(E,∇′) and prove (3.7) for ∇′ ∈
comp(∇) only. ✷
Corollary 3.11 Suppose (E, h,∇) → (Mn, g) as above, k ≥ r > n
p
+ 2,
∇′ = ∇+ η, η ∈ Ω1,p,r(GE ,∇). Then
W 2p,i(E,∇) =W 2p,i(E,∇′), 0 ≤ i ≤ r
2
. (3.8)
Proof. r > n
p
+ 2 implies r − n
p
≤ r
2
− n
2p
, 2p ≥ p, r ≥ r
2
, i. e.
Ω1,p,r(GE ,∇) ⊆ Ω1,2p, r2 (GE ,∇).
Now we apply the proof of 3.9 replacing p→ 2p, r → r
2
. ✷
Corollary 3.12 Suppose (E, h∇)→ (Mn, g) a Clifford bundle with the con-
ditions above for p = 1, i. e. k ≥ r > n + 2 , ∇′ ∈ comp(∇) ⊂ C1,rE (Bk), ∇′
smooth. Then
W 2,i(E,∇) ≡ W i(E,∇) =W i(E,∇′) ≡W 2,i(E,∇′), 0 ≤ i ≤ r
2
. (3.9)
Corollary 3.13 Assume the hypothesises of 3.7. and write D =
D(∇, g), D′ = D(∇′, g). Then
H i(E,D) = H i(E,D′), 0 ≤ i ≤ r
2
. (3.10)
In particular,
DDi = DD′i , 0 ≤ i ≤
r
2
, (3.11)
where DDi denotes the domain of definition of Di .
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Proof. (3.11) follows from the result of Chernoff that Di is essentially self
adjoint on C∞c (E) and DDi = H i(E,D). (3.10) follows from (3.9) and 2.3.
✷
Finally we make some remarks concerning the essential spectrum of D and
D2. More precisely, we prove that it is an invariant of comp(∇). We have
several distinct proofs for this and present here a particularly simple one.
We consider Weyl sequences and restrict to orthonormal ones. Denote by
σe(D) the essential spectrum of D. λ ∈ σe(D) if and only if there exists a
Weyl sequence for λ, i. e. an orthonormal sequence (Φν)ν ,Φν ∈ DD; s. t.
lim
ν→∞
(D − λ)Φν = 0. (3.12)
Lemma 3.14 Suppose λ ∈ σe(D). Then there exists a Weyl sequence (Φν)ν
for λ s. t. for any compact subset K ⊂M
lim
ν→∞
|Φν |L2(K,E) = 0. (3.13)
This is Lemma 4.29 of [3]. One simply chooses an exhaustion K1 ⊂ K2 ⊂
. . . ,
⋃
Ki = M , starts with an arbitrary Weyl sequence (Ψν)ν , produces by
the Rellich lemma and a diagonal choice a subsequence χν such that (χν)ν
converges on any Ki in the L2-sense and defines Φν := (χ2ν+1 − χ2ν)|
√
2.
Φν)ν has the desired properties. ✷
Proposition 3.15 Suppose (E, h,∇)→ (Mn, g) a Clifford bundle with (I),
(Bk(M)), (Bk(E,∇)), k ≥ r > n + 2, n ≥ 2, ∇′ ∈ comp(∇) ⊂ C1,rE (Bk),
D = D(∇, g), D′ = D(∇′, g). Then
σe(D) = σe(D
′). (3.14)
Proof.
D′ =
∑
i
ei∇′ei =
∑
i
ei · (∇ei + ηei(·)) = D + ηop,
where the operator ηop acts as
ηop(Φ)|x =
∑
i
ei · ηei(Φ)|x.
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Then, pointwise, |ηop|x ≤ C · |η|x, C independent of x. Given ε > 0, there
exists a compact set K = K(ε) ⊂M such that
sup
x∈M\K
|η|x < ε
C
, i.e. sup
x∈M\K
|ηop|x < ε. (3.15)
Assume now λ ∈ σe(D), (Φν)ν a Weyl sequence as in (3.13). According to
(3.11), Φν ∈ DD′. Then
(D′ − λ)Φν = (D′ −D)Φν + (D − λ)Φν .
By assumption, (D − λ)Φν → 0. Moreover,
|(D′ −D)Φν |L2(M,E) = |ηopΦν |L2(M,E) ≤ C · (|ηΦν |L2(K,E) + |ηΦν |L2(M\K,E)).
|ηΦν |L2(K,E) → 0 and
C · |ηΦν |L2(M\K,E) ≤ C · sup
x∈M\K
|η|x · |Φν |L2(M\K,E) < ε.
Hence (D′ − λ)Φν → 0, λ ∈ σe(D′), σe(D) ⊆ σe(D′). Exchanging the role of
D,D′, we obtain σe(D′) ⊆ σe(D). ✷
Until now we fixed the fibre metric h and allowed variation of the metric
connection ∇h. The next step is to admit simultaneous variation of g, h and
∇h, i. e. we consider Riemannian vector bundles (E, h,∇h) −→ (Mn, g)
rkE = N with (I), (Bk(g)), (Bk(∇h)), ∇h a metric connection for h and
admit variation of g, h,∇h in this class. Denote by Geom(E → M, k) this
set. Let k ≥ r > n
p
+ 2, 1 ≤ p <∞, δ > 0 and set
Vδ =
{
((g, h,∇h), (g′m, h′,∇h′)) ∈ Geom(E →M, k)2 |
C
(
n,
δ
3
)−1
g ≤ g′ ≤ C(n, δ)g, C
(
N,
δ
3
)−1
h ≤ h′ ≤ C
(
N,
δ
3
h
)
,
|g − g′|g,p,r < δ
3
, |h− h′|g,h,∇h,p,r <
δ
3
,
|∇h −∇h′ |g,h,∇h,p,r <
δ
3
}
. (3.16)
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Here
|h− h′|g,h,∇h,p,r =
(∫ r∑
i=0
|(∇h)i(h− h′)|pg,h,x dvolx(g)
) 1
p
,
|∇h −∇h′|g,h,∇h,p,r =
(∫ r∑
i=0
|(∇h)i(∇h −∇h′)|pg,h,x dvolx(g)
) 1
p
.
We remark that∇h−∇h′ is still tensorial although∇h,∇h′ belong to different
fibre metrics.
Proposition 3.16 L = {Vδ}δ>0 ist a basis for a metrizable uniform struc-
ture Up,r(Geom(E → M, k)).
Sketch of proof. For the symmetry we have to prove that |g − g′|g,p,r < δ3 ,
|h − h′|g,h,∇h,p,r < δ3 , |∇h − ∇h
′|g,h,∇h,p,r < δ3 imply the existence of δ′ =
δ′(δ) > 0 s. t., replacing in all three expressions | |g,h,∇h,p,r by | |g′,h′,∇h′ ,p,r,
these are < δ
′
3
and δ′(δ) −→
δ→0
0. For the first expression we proved this in
[12]. For the second and third expression this is quite analogous. We have
to perform a simple induction and we indicate only the initial steps. The
main point are the combinatorial formulas in [10], [12]. Nevertheless, there
are some deviations from [10], [12] since we have here simultaneous variation
of g, h,∇h. Assume
|g − g′|g,p,r < δ
3
, |h− h′|g,h,∇h,p,r < δ3 , |∇
h −∇h′|g,h,∇h,p,r < δ3 (3.17)
and consider
|(∇h′(h− h′)|g′,h′,x and |(∇h′)i(∇h −∇h′)|g′,h′,x (3.18)
For i = 0, according to (3.16) with ∇ = ∇h, ∇′ = ∇h′
C1|h− h′|h,x ≤ |h− h′|h′,x ≤ C2|h− h′|h,x (3.19)
C3|∇ − ∇′|g,h,x ≤ |∇ −∇′|g′,h′,x ≤ C4|∇ − ∇′|g,h,x (3.20)
and similarly for the Lp–norm. (3.20) is a consequence of the fact that quasi-
isometry of the metrics g and g′, h and h′ induce quasiisometry of pointwise
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norms of tensors and of volume elements. Let i = 1. Then, omitting the
indices at the pointwise norms,
|∇′(h− h′)| ≤ |(∇′ −∇)(h− h′)|+ |∇(h− h′)|, (3.21)
|∇′(∇−∇′)| ≤ |(∇′ −∇)(∇−∇′)|+ |∇(∇−∇′)| (3.22)
The first terms on the r. h. s. are in Lp according to (3.19), (3.20) and
the module structure theorem. The second term is in Lp by the assumption
(3.17). All Lp–norms are controlled by (3.17), i. e. by a polynomial in
δ
3
with
positive coefficients and without constant terms. For i = 2. ∇′2 = ∇′ ◦ ∇′.
The left hand ∇′ on the right hand side is of the form ∇g′⊗∇h′ and this can
be rewritten as
(∇g′ −∇g)⊗ (∇h′ −∇h) + (∇g′ −∇g)⊗∇h +∇g ⊗ (∇h′ −∇h) +∇g ⊗∇h.
(3.23)
Moreover,
∇′2 = ∇′(∇′ −∇) +∇′∇
= (∇′ −∇)(∇′ −∇) +∇(∇′ −∇) + (∇′ −∇)∇+∇2. (3.24)
Using this and inserting into the left hand (∇′)′s the expression (3.23), into
the left hand (∇)′s ∇ = ∇g⊗∇h, we obtain from the assumption (3.17), the
settled case i = 1 and from the module structure theorem
|∇′2(h− h′)|g′,h′,∇h′ ,p,r <
δ2
3
, (3.25)
|∇′2(∇−∇′)|g′,h′,∇h′ ,p,r <
δ2
3
, (3.26)
where δ2 is a polynomial in
δ
3
with positive coefficients and without constant
term, i. e. δ2(δ) −→
δ→0
0. For higher i we apply the combinatorial considera-
tions performed in [10], [12] and obtain that |g−g′|g,p,r, |h−h′|g,h,∇h,p,r, |∇h−
∇h′|g,h,∇h,p,r are bounded by polynomials in |∇i(g− g′)|g,p, |(∇h)j(h−h′)|g,p,
|(∇h)k(∇h −∇h′)|g,p 0 ≤ i, j, k ≤ r without constant term and with positive
coefficients. This indicates the proof for the symmetry of L = {Vδ}δ>0. The
proof of transitivity is a little more difficult and completely modeled in [10],
[12]. ✷
Let Geompr(E → M, k) be the pair (Geom(E → M, k),Up,r) and denote by
Geomp,r(E → M, k) the completion.
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Proposition 3.17 Denote by arccompp,r(g, h,∇h) the arc component of
(g, h,∇h) in Geomp,r(E → M, k). If (g′, h′,∇h′) ∈ arccompp,r(g, h,∇h) then
|g − g′|g,p,r <∞, |h− h′|g,h,∇h,p,r <∞, |∇h −∇h′|g,h,∇h,p,r <∞.
✷
We are not able to prove that Geomp,r(E → M, k) is locally arcwise con-
nected. The reason for this is indicated after proposition 3.19.
Until now we defined our uniform structures for fixed M or fixed E → M ,
respectively. It is possible and for many applications in classification theory
necessary to include maps into the definition of the uniform structures. We
define, as we did in UL. This is an extensive task. We did some work in this
direction in [6] and refer to this paper. For our main theorems only these
uniform structures are of interest. One we introduce now, the others in the
next section. First we recall some facts from mapping theory.
Let (Mn, g), (Nn
′
, h) be open, satisfying (I) and (Bk) and let f ∈ C∞(M,N).
Then the differential df = f∗ = Tf is a section of T ∗M ⊗ f ∗TN . f ∗TN is
endowed with the induced connection f ∗∇h. The connections ∇g and f ∗∇h
induce connections ∇ in all tensor bundles T qs (M) ⊗ f ∗T uv (N). Therefore,
∇mdf is well defined. Assume m ≤ k. We denote by C∞,m(M,N) the set of
all f ∈ C∞(M,N) satisfying
b,m|df | =
m−1∑
i=0
sup
x∈M
|∇idf |x <∞.
Consider complete manifolds (Mn, g) (M ′n, g′) and C∞,m(M,M ′). A diffeo-
morphism f : M −→ M ′ will be called m–bibounded if f ∈ C∞,m(M,M ′)
and f−1 ∈ C∞,m(M ′,M). Sufficient for this is 1. f is a diffeomorphism, 2.
f ∈ C∞,m(M,M ′), 3. inf
x
|λ|min(df)x > 0.
Starting with bibounded diffeomorphisms of C∞,m+1, m + 1 ≥ r + 1, one
can define a Sobolev uniform structure Up,r(Dm+1(M)), thus getting a com-
pleted Sobolev diffeomorphism group Dp,r(M, g). This procedure is really
very complicated and the content of [9]. A bibounded C1 diffeomorphism f
is in Dp,r(M, g) if and only if f = expX ◦ f˜ , where f˜ is smooth and (r+ 1)–
bibounded, X a vector field anlong f˜ , X ∈ Ωp,r(f˜ ∗TM) small. Since we
mostly do not consider completed versions in our manifold classification ap-
proach, we restrict to a subgroup D˜p,r(M, g). Here f ∈ D˜p,r if f = expX◦f˜ , f˜
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(r+1)–bibounded and X a smooth vector field along f˜ satisfying |X|p,r <∞.
Recall |X|p,r =
(∫ r∑
i=0
|(f˜ ∗∇)iX|pg,x dvolx(g)
) 1
p
.
We define as generalization of D˜p,r(M, g) the spaces D˜p,r((M1, g1), (M2, g2))
and C∞,p,r((M1, g1), (M2, g2)). Here f ∈ D˜p,r(M1,M2) if f = expX ◦ f˜ .
f˜ : M1
∼=−→ M2 an (r + 1)–bibounded smooth diffeomorphism, X a smooth
vector field along f˜ with |X|p,r small; f ∈ C∞,p,r(M1,M2) if f = expX ◦ f˜ .
f ∈ X∞,r+1(M1,M2) and X a smooth vector field along f with |X|p,r small.
Small means in all cases sup
x
|X|x < rinj, which can be assured by a sufficiently
small Sobolev norm.
Consider pairs (Mn1 , g1), (M
n
2 , g2) ∈ Mn(mf, I, Bk) with the following pro-
perty.
There exist compact submanifolds Kn1 ⊂ Mn1 , Kn2 ⊂ Mn2 and an f ∈
D˜p,r(Mn1 \K1, Mn2 \K2).
For such pairs define
dp,rL,diff,rel((M1, g1), (M2, g2)) := inf
{
max{0, log b|df |}+max{0, log b|dh|}
+ sup
x∈M1
dist(x, hfx) + sup
y∈M2
dist(y, fhy)
+ |(f |M1\K1)∗g2 − g1|M1\K1 |g,p,r∣∣∣ f ∈ C∞,p,r(M1,M2), h ∈ C∞,p,r(M1,M2)
and for some K1 ⊂ M holds
f |M1\K1 ∈ D˜p,r(M1 \K1, f(M1 \K1))
and h|f(M1\K1) = (f |M1\K1)−1
}
.
if {. . . } 6= ∅ and inf{. . . } < ∞. In the other case set
dp,rL,diff,rel((M1, g1), (M2, g2)) =∞.
Set
Vδ = {((M1, g1), (M2, g2)) ∈ (Mn(mf, I, Bk))2
| dp,rL,diff,rel((M1, g1), (M2, g2)) < δ}.
Proposition 3.18 B = {Vδ}δ>0 is a basis for a metrizable uni-
form structure on Mn(mf, I, Bk)/∼, where (M1, g1) ∼ (M2, g2) if
dp,rL,diff,rel((M1, g1), (M2, g2)) = 0. ✷
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Denote the corresponding uniform structure with Up,rL,diff,rel and M
n,p,r
L,diff,rel
for Mn(mf, I, Bk) endowed with this uniform structure.
It follows again from the definition that dp,rL,diff,rel((M1, g1), (M2, g2)) < ∞
implies dL((M1, g1), (M2, g2)) <∞. Hence (M2, g2) ∈ compL(M1, g1), i. e.{
(M2, g2) ∈Mn,p,rL,diff,rel | dp,rL,diff,rel(M1,M2) <∞
} ⊆ compL(M1, g1).
For this reason we denote the left hand side {. . . } by compp,rL,diff,rel(M1, g1) =
{. . . } = {. . . } ∩ compL(M1, g1) keeping in mind that this is not an arc com-
ponent but a subset (of manifolds) of a Lipschitz arc component, endowed
with the induced topology.
We extend all this to Riemannian vector bundles (E, h,∇h) −→ (Mn, g)
of bounded geometry. First we have to define Dp,r(E → M). For this
we consider the total space E as open Riemannian manifold of bounded
geometry with respect to the Kaluza–Klein metric and restrict the uniform
structure of [9] to bundle maps f = (fE, fM). Quite similar we define for
Ei = ((Ei, hi,∇hi) −→ (Mni , gi)), i = 1, 2, Dp,r(E1, E2) by corresponding
bundle isomorphisms and D˜p,r(E1, E2) as the smooth generating elements,
i. e. f = (fE, fM) ∈ D˜p,r(E1, E2) if and only if fE = expf˜E X ◦ f˜E , f˜E ∈
C∞,r(E1, E2) a diffeomorphism, f˜
−1
E ∈ C∞,r(E1, E2), X ∈ Ωpr(f ∗TE2), fE a
bundle isomorphism, similarly for fM : M1 −→ M2. Quite analogously to
Mn(mf, I, Bk) above we denote the bundle isometry classes of Riemannian
vector bundles (E, h,∇) −→ (Mn, g) with (I), (Bk(g)), (Bk(∇)) of rkN over
n–manifolds by BN,n(I, Bk). Set for k ≥ r > np + 2, Ei = ((Ei, hi,∇hi) −→
(Mni , gi)) ∈ BN,n(I, Bk), i = 1, 2
dp,rL,diff(E1, E2) = inf{max{0, log b|dfE|}+max{0, log b|df−1E |}+
+max{0, log b|dfM |}+max{0, log b|df−1M |}+
+|g1 − f ∗Mg2|g1,p,r + |h1 − f ∗Eh2|g1,h1,∇h1 ,p,r +
+|∇h1 − f ∗E∇h2 |g1,h1,∇h1 ,p,r |
f = (fE, fM) ∈ Dp,r(E1, E2)}
if {. . . } 6= ∅ and inf{. . . } < ∞. In the other case set dp,rL,diff (E1, E2) = ∞.
Here we remark that b|dfE|, b|df−1E |, b|dfM |, b|df−1M | < ∞ automatically imply
the quasi isometry of h1, f
∗
Eh2 or g1, f
∗
Mg2, respectively. A simple considera-
tion and a variant of the proof of transitivity in 3.19 show that d(E1, E2) = 0
is an equivalence relation ∼. Set BN,nL,diff (I, Bk) := BN,n(I, Bk)/ ∼ and for
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δ > 0
Vδ = {(E1, E2) ∈ (BN,nL,diff (I, Bk))2} | dp,rL,diff(E1, E2) < δ.
Proposition 3.19 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
U
p,r
L,diff .
The proof is quite analogous to that of 5.16 in [6]. ✷
Denote BN,n,pL,diff,r(I, Bk) for the pair (BN,n(I, Bk),Up,rL,diff ) and BN,n,p,rL,diff (I, Bk)
for the completion.
The next task would be to prove the locally arcwise connectedness of BN,n,p,rL,diff .
If we restrict to (E, h) −→ (Mn, g), i. e. we forget the metric connection ∇k,
then the corresponding space is locally arcwise connected according to 5.19
of [6]. Taking into account the metric connection ∇h, the situation becomes
much worse. Given (g, h,∇h), (g′, h′,∇h′) sufficiently neighbored, we have to
prove that they could be connected by a (sufficiently short) arc {(gt, ht,∇ht)}.
Here ∇ht must be metric w. r. t. ht. We were not able to construct the arc
{∇ht}t for given {ht}t. One could also try to set ∇t = (1− t)∇+ t∇ and to
construct ht from ∇t s. t. ∇t is metric w. r. t. ht. In local bases e1, . . . , en,
Φ1, . . . ,ΦN this would lead to the system
∇teiht,αβ = Γγt,iαht,γβ + Γγt,iβht,αγ , i = 1, . . . , n, α, β = 1, . . . , N,
where ht,αβ = ht(Φα,Φβ), ∇tiΦα = Γγt,iαΦγ. This is a system of nN(N+1)2 equa-
tions for the N(N+1)
2
components hαβ, i. e. it is overdetermined. With other
words, we don’t see a comparatively simple and natural proof for locally arc-
wise connectedness. BN,n,p,rL,diff (I, Bk) is a complete metric space. Hence locally
and locally arcwise connectedness coincide. But to prove locally connected-
ness amounts very soon to similar questions just discussed.
Consider for E = ((E, h,∇h) −→ (M, g)) ∈ BN,n(I, Bk)
{E ′ ∈ BN,n,p,rL,diff (I, Bk) | dp,rL,diff(E,E ′) <∞}. (3.27)
The set is open and contains the arccomponent of E. If BN,n,p,rL,diff (I, Bk) would
be locally arcwise connected = locally connected then we would have
arccomp(E) = comp(E) = (3.27). (3.28)
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If we endow the total spaces E with the Kaluza–Klein metric
gE(X, Y ) = h(X
V , Y V ) + gM(π∗X, π∗Y ), XV , Y V vertical components,
then (E, gE) becomes a Riemannian manifold of bounded geometry, hence a
proper metric space. It follows from the definition that
{E ′ ∈ BN,n,p,rL,diff (I, Bk) | dp,rL,diff(E,E ′) <∞} ⊆ compL(E). (3.29)
(3.28), (3.29) and the foregoing considerations are for us motivation enough
to define the generalized component gen comp(E) by
gen comp(E) := {E ′ ∈ BN,n,p,rL,diff (I, Bk) | dp,rL,diff(E,E ′) <∞}. (3.30)
In particular gen comp(E) is a subset of a Lipschitz component and is en-
dowed with a well defined topology coming from Up,rL,diff .
The final step in this section consists in the additional admission of com-
pact topological perturbations. We consider pairs Ei = ((Ei, hi,∇hi) −→
(Mni , gi)) ∈ BN,n(I, Bk), i = 1, 2, with the following property. There
exist compact submanifolds Kni ⊂ Mni and f = (fE, fM), f |M1\K1 ∈
D˜p,r+1(E1|M1\K1 , E2|M2\K2) ∩ C∞,r+1(E1, E2). For such pairs define
dp,rL,diff,rel(E1, E2) = inf{max{0, log b|dfE|}+max{0, log b|dhE |}+
+max{0, log b|dfM |}+max{0, log b|dhM |}+
+ sup
e1
d(hEfEe1, e1) + sup
e2
d(fEhEe2, e2) +
+ sup
x1
d(hMfMx1, x1) + sup
x2
d(fMhMx2, x2) +
+|(fM |M1\K1)∗g2 − g1|M1\K1 |g1,p,r +
+|(fE|E|M1\K1)∗h2 − h1|E1|M1\K1 |g1,h1,∇h1 ,p,r +
+|(fE|E|M1\K1)∗∇h2 −∇h1 |E1|M1\K1|g1,h1,∇h1 ,p,r
| f = (fE , fM) ∈ C∞,r+1(E1, E2),
h = (hE , hM) ∈ C∞,r(E1, E2)}
bundle maps and for some K1 ⊂M1 holds
f |E1|M1\K1 ∈ D˜p,r(E1|M1\K1 , E2|fM (M1\K1)) and
h|E2|f(M1\K1) = (f |E|M1\K1)−1} (3.31)
if {. . . } 6= ∅ and inf{. . . } <∞. In the other case set dp,rL,diff,rel(E1, E2) =∞.
This definition seems to be quite lengthy but it is quite natural. It measures
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outside a compact set the distinction of ”shape” and the geometric objects
in question. Set
Vδ = {(E1, E2) ∈ (BN,n(I, Bk))2 | dp,rL,diff,rel(E1, E2) < δ}.
Proposition 3.20 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
U
p,r
L,diff,rel on BN,n(I, Bk)/ ∼ where E1 ∼ E2 if dp,rL,diff,rel(E1, E2) = 0. ✷
Denote BN,n,p,rL,diff,rel(I, Bk) for the completed BN,n(I, Bk) endowed with this
uniform structure. We have again that dp,rL,diff,rel(E1, E2) < ∞ implies
dL(E1, E2) < ∞ (here we consider E1, E2 as proper metric spaces). Hence
E2 ∈ compL(E1), i. e.
{E2 ∈ BN,n,p,rL,diff,rel(I, Bk) | dp,rL,diff,rel(E1, E2) <∞} ⊆ compL(E1). (3.32)
For this reason we denote again the left hand side {. . . } of (3.32) by
gen compp,rL,diff,rel(E1) keeping in mind that this is not an arc component but
a subset of a Lipschitz component endowed with the induceed from Up,rL,diff,rel
topology.
In our later applications we prove and thereafter use the trace class prop-
erty of e−tD
2 − e−tD′2 . Here essentially enter estimates for D − D′, coming
from the explicit expression for D − D′. But in this expression only enter
g,∇, ·, g′,∇′, ·′. This is the reason that we consider in some of our appli-
cations smaller generalized components, which are in fact arc components.
Exactly spoken, we restrict in some of our applications to those uniform
structures and components where h1 = f
∗
Eh2, i. e. the fibre metric does
not vary. Nevertheless, the generalized components play the more important
role as appropriate equivalence classes in classification theory. We prove the
trace class property of e−tD
2 − e−tD′2 also for generalized components.
Set now
dp,rL,diff,F (E1, E2) = inf{max{0, log b|dfM |}+max{0, log b|df−1M |}+
|g1 − f ∗Mg2|g1,p,r + |∇h1 − f ∗M∇h2|g1,h1,∇h1 ,p,r
| f = (fE, fM) ∈ D˜p,r(E1, E2),
fE fibrewise an isometry } (3.33)
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if {. . . } 6= ∅ and inf{. . . } < ∞. In the other case set dp,rL,diff,F (E1, E2) =
∞. dp,rL,diff,F (·, ·) = 0 is an equivalence relation ∼. Set BN,nL,diff,F (I, Bk) =
BN,n(I, Bk)/ ∼ and for δ > 0
Vδ = {(E1, E2) ∈ (BN,nL,diff,F (I, Bk))2 | dp,rL,diff,F (E1, E2) < δ}.
Proposition 3.21 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
U
p,r
L,diff,F . ✷
Denote BN,n,p,rL,diff,F (I, Bk) for the corresponding completion.
Proposition 3.22 a) BN,n,p,rL,diff,F (I, Bk) is locally arcwise connected.
b) In BN,n,p,rL,diff,F (I, Bk) coincide components with arccomponents.
c) BN,n,p,rL,diff,F (I, Bk) =
∑
i∈I
compp,rL,diff,F (Ei) as topological sum.
d) For E ∈ BN,n
compp,rL,diff,F (E) = {E ′ ∈ BN,n,p,rL,diff,F (I, Bk) | dp,rL,diff,F (E,E ′) <∞}.
Proof. of a) gt = (1− t)g1 + tf ∗Mg2, ∇t = (1− t)∇h1 + tf ∗E∇h2 yield an arc
between E1 and f
∗E2. Here we use h1 = f ∗Eh2 and that ∇h1,∇h2 are metric.
✷
Quite analogously we define - based on h1|E|M\K = f ∗E(h2|E′|M′\K′ ) the uniform
space BN,n,p,rL,diff,F,rel(I, Bk) and its generalized components
gen compp,rL,diff,F,rel(E) = {E ′ | dp,rL,diff,F,rel(E,E ′) <∞}.
Here dp,rL,diff,F,rel(E,E
′) is defined as dp,rL,diff,F,rel(·, ·) with the additional con-
dition h|E|M\K = f ∗E(h′|E′|M ′\K ′. BN,n,p,rL,diff,F,rel is not locally arcwise connected.
Now the classification of BN,n(I, Bk) amounts to two tasks.
1. Classification (i. e. ”counting”) the (generalized) components
gen comp(E) by invariants,
2. Classification of the elements inside a component by invariants, where
number valued invariants should be relative invariants.
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Until now g, h,∇h could be fixed independently, keeping in mind that ∇h
should be a metric connection with respect to h. The situation rapidly
changes if we restrict to Clifford bundles. The new ingredient is the Clif-
ford multiplication · which relates g, h,∇h. This will be studied in the next
section.
4 Uniform structures of Clifford bundles
As we know from the definition, a Clifford bundle (E, h,∇h, ·) −→ (Mn, g)
has as additional ingredient the module structure of Em over CLm(g) =
CL(TmM, gm). Change of g, g −→ g′, changes point by point the Clifford
algebra, CLm(g) −→ CLm(g′). Locally they are isomorphic since by radial
parallel transport of orthonormal bases in a normal neighborhood U(m0)
always
CL(M, g)|U(m0) ∼= U(m0)× CL(Rn) ∼= U(m0)× CL(M, g′)|U(m0). (4.1)
The same holds for bundles of Clifford modules if we fix the typical fibre, i.
e.
E|U ∼= E ′|U (4.2)
but globally (4.2) in general does not hold although as vector bundles E and
E ′ can be isomorphic. The point is the module structure which includes
g (in CLm(g)) as operating algebra and · : TmM ⊗ Em −→ Em. There-
fore we consider for a moment the following admitted deformations. Let
(E, h,∇h, ·) −→ (Mn, g) be a Clifford bundle of rkN . The vector bundle
structure E −→ M (of rkN) shall remain fixed. We admit variation of g,
hence of CL(TM), variation of · ∈ Hom (TM ⊗ E,E), hence variation of
the structure of E as bundle of Clifford modules, compatible variation of
h,∇h. Hom (TM ⊗ E,E) ∼= T ∗M ⊗ E∗ ⊗ E is for given g, h a Riemannian
vector bundle. Including ∇h, the notion of Sobolev sections is well defined.
For fixed g, h,∇h the space Γ(Mult, g, h,∇h) of Clifford multiplications · is a
well defined subspace of Γ(Hom (TM ⊗ E,E)) described invariantly by the
conditions
〈X · Φ,Ψ〉 = −〈Φ,Ψ · Y 〉, (4.3)
∇X(Y · Φ) = (∇XY ) · Φ + Y · ∇YΦ. (4.4)
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We describe this space locally as follows. Let U(m0) ⊂ M
and e1(m), . . . , en(m) be a field of orthonormal bases obtained from
e1(m0), . . . , en(m0) by radial parallel translation, similarly Φ1, . . . ,ΦN a field
of orthonormal bases in E|U(m0), obtained also by radial parallel translation.
Then (4.3), (4.4) mean for the attachment ei ⊗ Φj −→ ei · Φj
〈ei · Φj ,Φk〉 = −〈Φj , ei · Φk〉,
i = 1, . . . , n, j = 1, . . . , N, (4.5)
∇ei(ej · Φk) = (∇eiej) · Φk + ei · ∇ejΦk,
i, j = 1, . . . , n, k = 1, . . . , N. (4.6)
If we write in the linear space Hom (Tm⊗Em, Em) ei·Φj =
N∑
k=1
akijΦk then (4.5)
reduces to nN(N+1)
2
independent linear equations between the akij , a
k
ij = −ajik.
Hence the fibre Multm(g, h,∇h) is an n · N2 − nN(N+1)2 = nN2 (N − 1)–
dimensional affine subspace at any point m. This establishes a locally trivial
fibre bundle Mult(g, h,∇h). The charts for local trivialization arise from ra-
dial parallel translation P of · from m to m0 since ∇ ∂
∂r
(P (ei · Φj) − (Pei) ·
(PΦj) = 0. CLM(g, h,∇h) ⊂ Γ(Mult(g, h,∇h)) now are those sections of
Mult(g, h,∇h) which additionally satisfy (4.4) or (4.6). Consider the Rie-
mannian vector bundle (H = Hom (TM ⊗E,E) = (T ∗M ⊗E∗⊗E, hH) −→
(Mn, g)). Assume as always (Mn, g) with (I), (Bk), (E, h,∇h) with (Bk),
k ≥ n
2
+ 2 and (π : E −→ M) ∈ C∞,k+1(E,M). Then with respect to
the Kaluza–Klein metrix gH(X, Y ) = hH(XV , Y V )+ gM(π∗X, π∗Y ), XV , Y V
vertical components, the total space of H becomes a Riemannian manifold
satisfying (I), (Bk). The fibres Hm are totally geodesic submanifolds, more-
over they are flat. The latter also holds for the affine fibres Multm(g, h,∇h)
of Mult(g, h,∇h). If · and ·′ are sections of Mult(g, h,∇h) satisfying (4.4), i.
e. ·, ·′ ∈ CLM(g, h,∇h) then
(1− t) ·+t·′ ∈ CLM(g, h,∇h), (4.7)
Let k ≥ r > n
p
+ 2, δ > 0. Set
Vδ = {(·, ·′) ∈ CLM(g, h,∇h)2 | | · − ·′ |g,h,∇h,p,r < δ}.
Lemma 4.1 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
Up,r(CLM(g, h,∇h)). ✷
35
Denote by CLMp,r(g, h,∇h) the completion.
Proposition 4.2 a) CLMp,r(g, h,∇h) is locally arcwise connected.
b) In CLMp,r(g, h,∇h) coincide components and arc components.
c) CLMp,r(g, h,∇h) =∑
i∈I
compp,r(·i).
d) compp,r(·) = {·′ | | · − ·′ |g,h,∇h,p,r <∞}.
Proof. a) follows from (4.7), b) and c) follow from a), d) is a simple
calculation. ✷
Remark 4.3 In the language of the intrinsic Riemannian geometry of
Mult(g, h,∇h) and of Γ(Mult(g, h,∇h)) we can rewrite | ·− ·′ |g,h,∇h,p,r < δ as
·′ = expX ◦ ·, X ∈ Γ(T (Mult(g, h,∇h))), |X|g,h,∇h,p,r < δ. Here Xm lies in
the affine subspace Multm. ✷
Denote by CLBN,n(I, Bk) the set of (Clifford isometry classes) of all Clifford
bundles (E, h,∇h, ·) −→ (Mn, g) of (module) rank N over n–manifolds, all
with (I) and (Bk).
Lemma 4.4 Let Ei = ((Ei, hi,∇hi, ·i) −→ (Mni , gi)) ∈ CLBN,n(I, Bk),
i = 1, 2 and f = (fE , fM) ∈ D˜p,r+1(E1, E2) ∩ C∞,k+1(E1, E2) be a vec-
tor bundle isomorphism between bundles of Clifford modules, fE(X ·1 Φ) =
(fM)∗X ·2 fEΦ. Then f ∗E2 := ((E1, f ∗Eh2, f ∗E∇h2 , f ∗E·2) −→ (M1, f ∗Mg2)) ∈
CLBN,n(I, Bk).
Proof. The definitions of f ∗Eh2, f
∗
E∇h2 , f ∗Mg2 are clear. f ∗E ·2 is defined
by X(f ∗E·2)Φ = f−1E (f∗X ·2 fEΦ). It is now an easy calculation that f ∗E2 ∈
CLBN,n(I, Bk). ✷
Let k ≥ r > n
p
+ 2 and define for E1, E2 ∈ CLBN,n(I, Bk)
dp,rL,diff(E1, E2) = inf{max{0, log b|dfE|}+max{0, log b|df−1E |}+
max{0, log b|dfM |}+max{0, log b|df−1M |}+
|g1 − f ∗Mg2|g1,p,r + |h1 − f ∗Eh2|g1,h1,∇h1 ,p,r +
|∇h1 − f ∗E∇h2|g1,h1,∇h1 ,p,r + | ·1 −f ∗E ·2 |g1,h1,∇h1 ,p,r
| f = (fE , fM) ∈ D˜p,r(E1, E2) is a (k + 1)− bounded
isomorphism of Clifford bundles}
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if {. . . } 6= ∅ and inf{. . . } < ∞. In the other case set dp,rL,diff (E1, E2) = ∞.
dp,rL,diff is numerically not symmetric but nevertheless it defines a uniform
structure which is by definition symmetric. Set for δ > 0
Vδ = {(E1, E2) ∈ CLBN,n(I, Bk))2} | dp,rL,diff(E1, E2) < δ}.
Proposition 4.5 L = {Vδ}δ>0 is a basis for a metrizable uniform structure
U
p,r
L,diff,F (CLBN,n(I, Bk)). ✷
The proof is quite analogous to that of 5.16 in [6] using additionally 4.1.
✷
Denote CLBN,n,pL,diff,r(I, Bk) for the pair (CLBN,n(I, Bk),Up,r) and
CLBN,n,p,rL,diff (I, Bk) for the completion. By the same motivation as above
and at the end of section 3 we introduce again the generalized component
gen comp(E) = gen compp,rL,diff((E, h,∇h) −→ (M, g)) ⊂ CLBN,n,p,rL,diff (I, Bk)
by
gen compp,rL,diff (E) = {E ′ ∈ CLBN,n,p,rL,diff (I, Bk) | dp,rL,diff (E,E ′) <∞}. (4.8)
gen comp(E) contains arccomp(E) and is endowed with a Sobolev topology
induced from Up,rL,diff .
The absolutely last step in our uniform structures approach is the addi-
tional admission of compact topological pertulations. We proceed as in
(3.31), i. e. we assume additionally Ei = ((Ei, hi,∇hi, ·i) −→ (Mni , gi)) ∈
CLBN,n(I, Bk), add in (3.31) still |(fE|E|M1\K1 )∗ ·2 − ·1 |E|M1\K1 |g1,h1,∇h1 ,p,r
and assume f = (fE, fM)|M1\K1 , h = (hE , hM)|M2\K2=fM (M1\K1) vec-
tor bundle isomorphisms (not necessary Clifford isometric). Then we
get dp,rL,diff,rel(E1, E2), define Vδ, L = {vδ}δ>0, obtain the metrizable
uniform structure Up,rL,diff,rel(CLBN,n(I, Bk)) and finally the completion
CLBN,n,p,rL,diff,rel. We set again gen comp(E) = gen compp,rL,diff,rel(E) = {E ′ ∈
CLBN,n,p,rL,diff,rel(I, Bk)) | dp,rL,diff,rel(E,E ′) <∞} which contains the arc compo-
nent and inherits a Sobolev topology from Up,rL,diff,rel.
As in section 3, we obtain by requiring additionally h1 = f
∗
Eh2 or
h1|E1|M1\K1 = f ∗E(h2|E2|M2\K2 ) local distances d
p,r
L,diff,F (·, ·) or dp,rL,diff,F,rel(·, ·)
and corresponding uniform spaces CLBN,n,p,rL,diff,F (I, Bk) or CLBN,n,p,rL,diff,F,rel(I, Bk)
respectively. We obtain generalized components
gen compp,rL,diff,F (E) (4.9)
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and
gen compp,rL,diff,F,rel(E) (4.10)
as before. One of our main technical results will be that E and E ′ in the
same generalized component (4.10) or (4.11) respectively implies that after
transforming e−tD
′2
into the Hilbert space L2((M,E), g, h), e
−tD2 − e−tD′2
and e−tD
2
D − e−tD′2D′ are of trace class and their trace norm is uniformly
bounded on compact t–Intervalls [a0, a1], a0 > 0. For our later applica-
tions the components (4.9), (4.10) are most important, excluded one case,
the case D2 = ∆(g), D′2 = ∇(g′). In this case variation of g automati-
cally induces variation of the fibre metric and we have to consider (4.8) and
gen compp,rL,diff,rel(E).
5 General heat kernel estimates
We collect some standard facts concerning the heat kernel of e−tD
2
. The best
references for this are [3], [4].
We consider the self-adjoint closure of D in L2(E) = H
0(E), D =
+∞∫
−∞
λEλ.
Lemma 5.1 {eitD}t∈R defines a unitary group on the spaces Hr(E), for
0 ≤ h ≤ r holds
|DheitDΨ|L2 · |eitDDhΨ|L2 = |DhΨ|L2. (5.1)
✷
We can extend this action to H−r(E) by means of duality.
Lemma 5.2 e−tD
2
maps L2(E) ≡ H0(E)→ Hr(E) for any r > 0 and
|e−tD2|L2→Hr ≤ C · t−
r
2 , t ∈]0,∞[, C = C(r). (5.2)
Proof. Insert into e−tD
2
=
∫
e−tλ
2
dEλ the equation
e−tλ
2
=
1√
4πt
+∞∫
−∞
eiλse−
s2
4t ds
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and use
sup |λre−tλ2 | ≤ C · t− r2 .
✷
Corollary 5.3 Let r, s ∈ Z be arbitrary. Then e−tD2 : Hr(E) → Hs(E)
continuously.
Proof. This follows from 5.2., duality and the semi group property of
{e−tD2}t≥0. ✷
e−tD
2
has a Schwartz kernel W ∈ Γ(R×M ×M,E ⊠ E),
W (t,m, p) = 〈δ(m), e−tD2δ(p)〉,
where δ(m) ∈ H−r(E) ⊗ Em is the map Ψ ∈ Hr(E) → 〈δ(m),Ψ〉 = Ψ(m),
r > n
2
. The main result of this section is the fact that for t > 0,W (t,m, p)
is a smooth integral kernel in L2 with good decay properties if we assume
bounded geometry.
Denote by C(m) the best local Sobolev constant of the map Ψ→ Ψ(m), r >
n
2
, and by σ(D2) the spectrum.
Lemma 5.4 a) W (t,m, p) is for t > 0 smooth in all Variables.
b) For any T > 0 and sufficiently small ε > 0 there exists C > 0 such that
|W (t,m, p)| ≤ e−(t−ε) inf σ(D2) · C · C(m) · C(p) for all t ∈]T,∞[. (5.3)
c) Similar estimates hold for (DimD
j
pW )(t,m, p).
Proof.
a) First one shows W is continuous, which follows from 〈δ(m), ·〉 continuous
inm and e−tD
2
δ(p) continuous in t and p. Then one applies elliptic regularity.
b) Write
|〈δ(m), e−tD2δ(p)〉| = |〈(1 +D2)− r2 δ(m), (1 +D2)re−tD2(1 +D2) r2 δ(p)〉|
c) Follows similar as b. ✷
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Lemma 5.5 For any ε > 0, T > 0, δ > 0 there exists C > 0 such that for
r > 0, m ∈M,T > t > 0 holds∫
M\Br(m)
|W (t,m, p)|2 dp ≤ C · C(m) · e− (r−ε)
2
(4+δ)t . (5.4)
A similar estimate holds for DimD
j
pW (t,m, p).
We refer to [3] for the proof. ✷
Lemma 5.6 For any ε > 0, T > 0, δ > 0 there exists C > 0 such that for all
m, p ∈ M with dist(m, p) > 2ε, T > t > 0 holds
|W (t,m, p)|2 ≤ C · C(m) · C(p) · e− (dist(m,p)−ε)
2
(4+δ)t . (5.5)
A similar estimate holds for DimD
j
pW (t,m, p).
We refer to [3] for the proof. ✷
Proposition 5.7 Assume (Mn, g) with (I) and (BK), (E,∇) with (BK),
k ≥ r > n
2
+ 1. Then all estimates in 5.4, 5.5, 5.6 hold with uniform
constants.
Proof. ¿From the assumptions Hr(E) ∼= W r(E) and supmC(m) = C =
global Sobolev constant for W r(E), according to 2.13. ✷
Let U ⊂ M be precompact, open, (M+, g+) closed with U ⊂ M+ isomet-
rically and E+ → M+ a Clifford bundle with E+|U ∼= E|U isometrically.
Denote by W+(t,m, p) the heat kernel of e−tD
+2
.
Lemma 5.8 Assume ε > 0, T > 0, δ > 0. Then there exists C > 0 such that
for all T > t > 0, m, p ∈ U with B2ε(m), B2ε(p) ⊂ U holds
|W (t,m, p)−W+(t,m, p)| ≤ C · e− ε
2
(4+δ)t (5.6)
We refer to [3] for the simple proof. ✷
Corollary 5.9 trW (t,m,m) has for t→ 0+ the same asymptotic expansion
as for trW+(t,m,m). ✷
40
6 Trace class property under variation of the
Clifford connection
Our procedure in the next sections is as follows. We admit step by step
larger perturbations of a given Clifford structure ((E, h,∇h) −→ (Mn, g))
where the perturbations E ′ = ((E ′, h′,∇h′) −→ (M ′n, g′)) are elements of
gen comp(E). Fixing gen comp(E) has the consequence that we start with
(E, h,∇h) −→ (Mn, g), fix the vector bundle E −→ M and admit step
by step perturbation of ∇h, then simultaneously of g, h,∇h, · and finally
compact topological perturbations. The reason for this is that if we have
f = (fE, fM) : ((E, h,∇h) −→ (Mn, g)) −→ ((E ′, h′,∇h′) −→ (M ′, g′))
which is a vector bundle isomorphism (not necessarily an isometry) then we
can write f : E −→ E ′ as f : E −→ f ∗E ′ i−→ E ′ where i is a Clifford
isometry, i. e. the interesting perturbation takes place from E to f ∗E ′.
In this section we start with the simplest case, perturbation of the metric
Clifford connection ∇ = ∇h, ∇ −→ ∇′, ∇−∇′ ∈ Ω1,p,r(GCLE ). This case has
model character for the other cases and for this reason we present carefully
the sometimes very complicated estimates.
We come now to the first main result of this paper.
Theorem 6.1 Assume (E,∇)→ (Mn, g), (Mn, g) with (I) and (Bk) (E,∇)
with (Bk), k ≥ r > n + 2, n ≥ 2, ∇′ ∈ comp(∇) ∩ CE(Bk) ⊂ C1,rE (Bk),
D = D(g,∇), D′ = D′(g,∇′) generalized Dirac operators. Then
e−tD
2 − e−tD′2
is for t > 0 a trace class operator and its trace norm ist uniformly bounded
on compact t–intervalls [a0, a1], a0 > 0.
Remark 6.2 The condition ∇′ ∈ comp(∇)∩CE(Bk) ⊂ C1,rE (Bk), i. e. ∇′ ∈
comp(∇) and additionally ∇′ smooth and satisfying (BK) can be weakened
to ∇′ ∈ comp(∇) ⊂ C1,rE (Bk). The main reason for this is that we can
write ∇′ = ∇′0 + (∇′ − ∇′0), ∇′0 ∈ CE(Bk), |∇′ − ∇′0|1,r,∇ < ε. Then one
can reestablish the whole Sobolev theory etc. extensively using the module
structure theorem.
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We refer to the forthcomming paper [14]. ✷
The proof of theorem 6.1 will occupy the remaining part of this section. We
always assume the assumptions of 6.1. According to 3.13,
DD = DD′, DD2 = DD′2 .
Lemma 6.3 Assume t > 0. Then
e−tD
2 − e−tD′2 =
t∫
0
e−sD
2
(D′2 −D2)e−(t−s)D′2 ds. (6.1)
Proof. (6.1) means at heat kernel level
W (t,m, p)−W ′(t,m, p) = −
t∫
0
∫
M
(W (s,m, q), (D2 −D′2)W ′(t− s, q, p))q dq ds,
(6.2)
where (, )q means the fibrewise scalar product at q and dq = dvolq(g). Hence
for (6.1) we have to prove (6.2). (6.2) is an immediate consequence of
Duhamel’s principle. Only for completeness, we present the proof of (6.2),
which is the last of the following 7 facts and implications.
1. For t > 0 is W (t,m, p) ∈ L2(M,E, dp) ∩ D2D
2. If Φ,Ψ ∈ D2D then
∫
(D2Φ,Ψ)− (Φ, D2Ψ) dvol = 0 (Greens formula).
3. ((D2 + ∂
∂τ
)Φ(τ, g)Ψ(t− τ, q))q − (Φ(τ, g), (D2 + ∂∂t)Ψ(t− τ, q))q =
= (D2(Φ(τ, q),Ψ(t− τ, q))q − (Φ(τ, q), D2Ψ(t− τ, q))q + ∂∂τ (Φ(τ, g),
Ψ(t− τ, q))q .
4.
β∫
α
∫
M
((D2+ ∂
∂τ
)Φ(τ, q),Ψ(t−τ, q))q−(Φ(τ, q), (D2+ ∂∂t)Ψ(t−τ, q))q dq dτ =
=
∫
M
[(Φ(β, q),Ψ(t− β, q)q − (Φ(α, q),Ψ(t− α, q))q] dq.
5. Φ(t, q) = W (t,m, q),Ψ(t, q) =W ′(t, q, p) yields
−
β∫
α
∫
M
(W (τ,m, q), (D2 + ∂
∂t
)W ′(t− τ, q, p) dq dτ =
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=
∫
M
[(W (β,m, q),W ′(t− β, q, p))q − (W (α,m, q),W ′(t− α, q, p))q] dq .
6. Performing α→ 0+, β → t− in 5. yields
−
t∫
0
∫
M
(W (s,m, q), (D2+ ∂
∂t
)W ′(t−s, q, p))q dq ds =W (t,m, p)−W ′(t,m, p).
7. Finally, using D2 + ∂
∂t
= D2 − D′2 +D′2 + ∂
∂t
and (D′2 + ∂
∂t
)W ′ = 0 we
obtain
W (t,m, p)−W ′(t,m, p) = −
t∫
0
∫
M
(W (s,m, q), (D2−D′2)W ′(t−s, q, p))q dq ds
which is (6.2).
If we write D2 −D′2 = D(D −D′) + (D −D′)D′ then
e−tD
2 − e−tD′2 = −
t∫
0
e−sD
2
(D2 −D′2)e−(t−s)D′2) ds
= −
t∫
0
e−sD
2
D(D −D′)e−(t−s)D′2) ds
−
t∫
0
e−sD
2
(D −D′)D′e−(t−s)D′2) ds
=
t∫
0
e−sD
2
Dηe−(t−s)D
′2) ds
+
t∫
0
e−sD
2
ηD′e−(t−s)D
′2) ds,
where η = ηop in the sense of section 3, ηop(Ψ)|x =
n∑
i=1
eiηei(Ψ) and |ηop|op,x ≤
C · |η|x, C independent of x. We split
t∫
0
=
t
2∫
0
+
t∫
t
2
,
e−tD
2 − e−tD′2 =
t
2∫
0
e−sD
2
Dηe−(t−s)D
′2
ds (I1)
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+t
2∫
0
e−sD
2
ηD′e−(t−s)D
′2
ds (I2)
+
t∫
t
2
e−sD
2
Dηe−(t−s)D
′2
ds (I3)
+
t∫
t
2
e−sD
2
ηD′e−(t−s)D
′2
ds. (I4)
We want to show that each integral (I1)− (I4) is a product of Hilbert–Schmidt
operators and to estimate their Hilbert–Schmidt norm. Consider the inte-
grand of (I4),
(e−sD
2
η)(D′e−(t−s)D
′2
). (6.3)
According to 5.2,
|e−(t−s)D′2 |L2→H1 ≤ C · (t− s)−
1
2 (6.4)
|D′e−(t−s)D′2 |L2→L2 ≤ |D′|H1→L2 · |e−(t−s)D
′2 |L2→H1
≤ C · (t− s)− 12 . (6.5)
Write
(e−sD
2
η)(D′e−(t−s)D
′2
) = (e−
s
2
D2f)(f−1e−
s
2
D2η)(D′e−(t−s)D
′2
). (6.6)
Here f shall be a scalar function which acts by multiplikation. (6.5) estimates
the right hand factor in (6.6). The main point is the right choice of f . e−
s
2
D2f
has the integral kernel
W (
s
2
, m, p)f(p) (6.7)
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and f−1e−
s
2
D2η has the kernel
f−1(m)W (
s
2
, m, p)η(p). (6.8)
We have to make a choice such that (6.7), (6.8) are square integrable over
M×m and that their L2–norm is on compact t–intervals uniformly bounded.
We decompose the L2–norm of (6.7) as∫
M
∫
M
|W (s
2
, m, p)|2|f(m)|2 dm dp = (6.9)
∫
M
∫
dist(m,p)≥c
|W (s
2
, m, p)|2|f(m)|2 dp dm = (6.10)
∫
M
∫
dist(m,p)<c
|W (s
2
, m, p)|2|f(m)|2 dp dm (6.11)
We obtain from 5.4 for s ∈] t
2
, t[
(6.11) ≤
∫
M
C1|f(m)|2volBc(m) dm ≤ C2
∫
M
|f(m)|2 dm
and from 5.5.∫
M
∫
dist(m,p)≥c
|W (s
2
, m, p)|2|f(m)|2 dp dm ≤
∫
M
C3e
−−(c−ε)2
4+δ
s
2 |f(m)|2 dm ≤
≤ C3 · e−
−(c−ε)2
4+δ
s
2
∫
M
|f(m)|2 dm, c > ε. (6.12)
Hence the estimate of
∫
M
∫
M
|W ( s
2
, m, p)|2|f(m)|2dpdm for s ∈ [ t
2
, t] is done if
∫
M
|f(m)|2 dm <∞
and then |e− s2D2f |2 ≤ C4 · |f |L2, where, according to 5.4, C4 = C4(t) contains
a factor e−at, a > 0, if inf σ(D2) > 0.
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For (6.8) we have to estimate∫
M
∫
M
|f(m)|−2|(W (s
2
, m, p), ηop(p)·)p|2 dp dm (6.13)
We recall a simple fact about Hilbert spaces. Let X be a Hilbert space,
x ∈ X, x 6= 0. Then |x| = sup
|y|=1
|〈x, y〉|,
|x|2 =
(
sup
|y|=1
|〈x, y〉|
)2
. (6.14)
This follows from |〈x, y〉| ≤ |x| · |y| and equality for y = x|x| . We apply
this to E → M , X = L2(M,E, dp), x = x(m) = W (t,m, p), ηop(p)·)p =
W (t,m, p) ◦ ηop(p) and have to estimate
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
N(Φ) = sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|〈δ(m), e−tD2ηopΦ〉|L2 (6.15)
According to 5.4, 5.5 and 5.7
W (t,m, ·) ∈ H r2 (E), |W (t,m, ·)|
H
r
2
≤ C5(t). (6.16)
Hence we have can restrict in (6.15) to
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|Φ|
H
r
2
≤ C5
N(Φ) (6.17)
In the sequel we estimate (6.17). For doing this, we recall some simple facts
concerning the wave equation
∂Φs
∂s
= iDΦs, Φ0 = Φ, Φ C
1 with compact support. (6.18)
It is well known that (6.18) has a unique solution Φs which ist given by
Φs = e
isDΦ (6.19)
and
supp Φs ⊂ U|s| (supp Φ) (6.20)
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U|s| = |s| – neighborhood. Moreover,
|Φs|L2 = |Φ|L2, |Φs|H r2 = |Φ|H r2 . (6.21)
We fix a uniformly locally finite cover U = {Uν}ν = {Bd(xν)}ν by normal
charts of radius d < rinj(M, g) and associated decomposition of unity {ϕν}ν
satisfying
|∇iϕν | ≤ C for all ν, 0 ≤ i ≤ k + 2 (6.22)
Write
N(Φ) = |〈δ(m), e−tD2ηopΦ〉|
=
1√
4πt
∣∣∣〈δ(m), +∞∫
−∞
e
−s2
4t eisD(ηopΦ) ds〉
∣∣∣
L2(dp)
=
=
1√
4πt
∣∣∣ +∞∫
−∞
e
−s2
4t (eisDηopΦ)(m) ds
∣∣∣
L2(dp)
. (6.23)
We decompose
ηop(Φ) =
∑
ν
ϕνη
opΦ. (6.24)
(6.24) is a locally finite sum, (6.18) linear. Hence
(ηop(Φ))s =
∑
ν
(ϕνη
opΦ)s. (6.25)
Denote as above
| |p,i ≡ | |W p,i,
in particular
| |2,i ≡ | |W 2,i ∼ | |Hi, i ≤ k. (6.26)
Then we obtain from (6.21), (6.22), (2.1)
|(ϕνηopΦ)s|H r2 = |ϕνηopΦ|H r2 ≤ C6|ϕνηopΦ|2, r2 ≤
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≤ C7|ηopΦ|2, r
2
,Uν ≤ C8|η|2, r2 ,Uν ≤ C9|η|1,r−1,Uν (6.27)
since r− 1− n
i
≥ r
2
− n
2
, r− 1 ≥ r
2
, 2 ≥ i for r > n+ 2 and |Φ|
H
r
2
≤ C5. This
yields together with (2.3) the estimate
|(ηopΦ)s(m)| ≤ C10 ·
∑
ν
m ∈ Us(Uν)
|(ϕνηopΦ)s|2, r
2
≤
≤ C11 ·
∑
ν
m ∈ Us(Uν)
|η|1,r−1,Uν ≤ C12 · |η|1,r−1,B2d+|s|(m) =
= C12 · vol(B2d+|s|(m)) ·
(
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m)
)
.
(6.28)
There exist constants A and B, independent of m s. t.
vol(B2d+|s|(m)) ≤ A · eB|s| .
Write
e−
s2
4t · vol(B2d+|s|(m)) ≤ C13 · e− 910 s
2
4t , C13 = A · e10B2t, (6.29)
thus obtaining
N(Φ) ≤ C14
∞∫
0
e−
9
10
s2
4t
(
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m)
)
ds,
C14 = C12 · C13 = C12 · A · e10B2t.
Now we apply Lemma 2.7 with R = 3d+ s and infer∫
M
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m) dm ≤
≤ |η|1,r−1 + C(3d+ s) · (2d+ s)|∇η|1,r−1 ≤
≤ |η|1,r−1 + C(3d+ s) · (2d+ s)|η|1,r−1. (6.30)
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C(3d+ s) depends on 3d+ s at most linearly exponentielly, i. e.
C(3d+ s) · (2d+ s) ≤ A1eB1s.
This implies
∞∫
0
e−
9
10
s2
4t
∫
M
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m) dm ds (6.31)
≤ =
∞∫
0
e−
9
10
s2
4t (|η|1,r−1 + C(3d+ s) · (2d+ s)|η|1,r−1) ds
≤
∞∫
0
e−
8
10
s2
4t ds(|η|1,r−1 + A1e10B21 t|η|1,r
=
√
t · 1
2
√
5π(|η|1,r−1 + A1e10B21 t|η|1,r) < ∞.
The function R+ ×M → R,
(s,m)→ e− 910 s
2
4t
(
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m)
)
is measurable, nonnegative, the integrals (6.30), (6.31) exist, hence according
to the principle of Tonelli, this function is 1–summable, the Fubini theorem
is applicable and
η˜ := C10 ·
∞∫
0
e−
9
10
s2
4t
(
1
volB2d+|s|(m)
· |η|1,r−1,B2d+|s|(m)
)
ds
is (for η 6≡ 0) everywhere 6= 0 and i–summable. We proved∫
|(W (t,m, p), ηop·)p|2 ≤ η˜(m)2. (6.32)
Now we set
f(m) = (η˜(m))
1
2 (6.33)
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and infer f(m) 6= 0 everywhere, f ∈ L2 and
|f−1e− s2D2 ◦ η|2L2 =
∫
M
∫
M
f(m)−2|((W (s
2
, m, p), ηop)p|2 dp dm
≤
∫
M
1
η˜(m)
η˜(m)2 dm =
∫
M
η˜(m) dm
≤ C12 · A · e10B2s
√
s · 1
2
√
5π(|η|1,r−1 + A1e10B21s|η|1,r)
≤ C15
√
se10B
2s|η|1,r, (6.34)
i. e.
|f−1e− s2D2 ◦ η|2 ≤ C
1
2
15 · s
1
4 · e5B2s · |η|
1
2
1,r. (6.35)
Here according to the term A1e
10B21s, C15 still depends on s.
We obtain
|e− s2D2 ◦ f |L2 · |f−1 ◦ e−
s
2
D2 ◦ η| ≤ C4|f |L2 · C
1
2
15 · s
1
4 · e5B2s · |η|
1
2
1,r
≤ C4 · C15
√
se10B
2s|η|1,r
= C16 ·
√
s · e10B2s|η|1,r. (6.36)
This yields e−sD
2 ◦ η is of trace class,
|e−sD2η|1 ≤ |e− s2D2 ◦ f |2 · |f−1e− s2D2η|2
≤ C16
√
se10B
2s|η|1,r, (6.37)
e−sD
2 ◦ η ◦D′ ◦ e−(t−s)D′2 is of trace class,
|e−sD2 ◦ η ◦D′ ◦ e−(t−s)D′2 |1 ≤ |e−sD2η|1 · |D′e−(t−s)D′2 |op
≤ C16
√
se10B
2s|η|1,r · C ′ · 1√
t− s, (6.38)∣∣∣∣∣∣∣
t∫
t
2
(e−sD
2 ◦ η ◦D′ ◦ e−(t−s)D′2 ds
∣∣∣∣∣∣∣
1
≤
t∫
t
2
|e−sD2η ◦D′e−(t−s)D′2|1 ds
≤ C16 · C ′ · e10B2t|η|1,r ·
t∫
t
2
(
s
t− s
) 1
2
ds,
(6.39)
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t∫
t
2
(
s
t− s
) 1
2
ds = [
√
s(t− s) + t
2
arcsin
2s− t
t
]tt
2
= − t
2
+
t
2
π
2
=
t
2
(
π
2
− 1),
∣∣∣∣∣∣∣
t∫
t
2
(e−sD
2 ◦ η ◦D′ ◦ e−(t−s)D′2 ds
∣∣∣∣∣∣∣
1
≤ C16 · C ′ · e10B2t · (π
2
− 1) · t
2
|η|1,r
= C17e
10B2t · t · |η|1,r. (6.40)
Here C17 = C17(t) and C17(t) can grow exponentially in t if the volume grows
exponentially. (6.40) expresses the fact that (I4) is of trace class and its trace
norm is uniformly bounded on any t–intervall [a0, a1], a0 > 0. The treatment
of (I1)− (I3) is quite parallel to that of (I4). Write the integrand of (I3), (I2)
or (I1) as
(De−
s
2
D2)[(e−
s
4
D2f)(f−1e−
s
4
D2η)]e−(t−s)D
′2
(6.41)
or
(e−sD
2
)[(ηe−
(t−s)
4
D′
2
f−1)(fe−
(t−s)
4
D′
2
)]D′e−
t−s
2
D′
2
(6.42)
or
(e−sD
2
D)[(ηe−
(t−s)
2
D′
2
f−1)(fe−
(t−s)
2
D′
2
)], (6.43)
respectively. Then in the considered intervals the expression [. . . ] are of trace
class which can literally be proved as for (I4). The main point in (I4) was
the estimate of f−1e−piD
2
η. In (6.42), (6.43) we have to estimate expressions
ηe−τD
′2
f−1. Here we use the fact that η = ηop is symmetric with respect to
the fibre metric h: the endomorphism ηei(·) is skew symmetric as the Clifford
multiplication ei· which yields together that ηop is symmetric. Then the L2–
estimate of (ηop ·W ′(τ,m, p), ·) is the same as that ofW ′(τ,m, p), ηop(p)·) and
we can perform the same procedure as that starting with (6.12). The only
distinction are other constants. Here essentially enters the equivalence of
the D– and D′–Sobolev spaces i. e. the symmetry of our uniform structure.
The factors outside [. . . ] produce 1√
s
on [ t
2
, t], 1√
t−s and
1√
s
on [0, t
2
] (up to
constants). Hence (I1)− (I3) are of trace class with uniformly bounded trace
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norm on any t–intervall [a0, a1], a0 > 0. This finishes the proof of theorem
6.1. ✷
For our later applications we need still the trace class property of
e−tD
2
D − e−tD′2D′. (6.44)
Consider the decomposition
e−tD
2
D − e−tD′2D′ = e− t2D2D(e− t2D2 − e− t2D′2) (6.45)
+ (e−
t
2
D2D − e− t2D′2D′)e− t2D′2 . (6.46)
According to 6.1, e−
t
2
D2 − e− t2D′2 is for t > 0 of trace class. Moreover,
e−
t
2
D2D = De−
t
2
D2 is for t > 0 bounded, its operator norm is ≤ C√
t
. Hence
their product is for t > 0 of trace class and has bounded trace norm for
t ∈ [a0, a1], a0 > 0. (6.45) is done. We can write (6.46) as
(e−
t
2
D2D − e− t2D′2D′)e− t2D′2 = [e− t2D2(D −D′) + (e− t2D2 − e− t2D′2)D′] · e− t2D′2
= [−e t2D2η]e− t2D′2 + [
t
2∫
0
e−sD
2
Dηe−(
t
2
−s)D′s ds
+
t
2∫
0
e−sD
2
ηD′e−(
t
2
−s)D′2 ds](D′e−
t
2
D′
2
). (6.47)
Now
[e−
t
2
D2η] · e− t2D′2 = [(e− t4D2f)(f−1e− t4D2η)]e− t2D′2. (6.48)
(6.48) is of trace class and its trace norm is uniformly bounded on any [a0, a1],
a0 > 0, according the proof of 6.1. If we decompose
t
2∫
0
=
t
4∫
0
+
t
2∫
t
4
then we obtain
back from the integrals in (6.47) the integrals (I1) − (I4), replacing t → t2 .
These are done. D′e−
t
2
D′
2
generates C/
√
t in the estimate of the trace norm.
Hence we proved
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Theorem 6.4 Assume (E,∇) −→ (Mn, g) with (I), (Bk), (E,∇) with (Bk),
k ≥ r > n + 2, n ≥ 2, ∇′ ∈ comp(∇) ∩ CE(Bk) ⊂ C1,rE (Bk), D = D(g,∇),
D′ = D(g,∇′) generalized Dirac operators. Then
e−tD
2 − e−tD′2
and
De−tD
2 −D′e−tD′2
are trace class operators for t > 0 and their trace norm is uniformly bounded
on compact t–intervalls [a0, a1], a0 > 0. ✷
7 Trace class property for variation of the
Clifford structure
Our intention is to admit much more general perturbations than those of
∇ = ∇h only. Nevertheless, the discussion of more general perturbations
is modelled by the case of ∇–perturbation. In this section, we admit per-
turbations of g,∇h, ·, fixing h, the topology and vector bundle structure of
E −→ M . The main result of this section shall be formulated as follows.
Theorem 7.1 Let E = (E, h,∇ = ∇h, ·) −→ (Mn, g) be a Clifford
bundle with (I), (Bk(M, g)), (Bk(E,∇)), k ≥ r + 1 > n + 3, E ′ =
(E, h,∇′ = ∇′h, ·′) −→ (Mn, g′) ∈ gen comp1,r+1L,diff,F (E) ∩ CLBN,n(I, Bk),
D = D(g, h,∇ = ∇h, ·), D′ = D(g′, h,∇′ = ∇′h, ·′) the associated generalized
Dirac operators. Then for t > 0
e−tD
2 − e−tD′2L2 (7.1)
is of trace class and the trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
Here D′2L2 is the unitary transformation of D
′2 to L2 = L2((M,E), g, h).
7.1. needs some explanations. D acts in L2 = L2((M,E), g, h), D
′ in L′2 =
L2((M,E), g
′, h). L2 and L′2 are quasi isometric Hilbert spaces. As vector
spaces they coincide, their scalar products can be quite different but must
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be mutually bounded at the diagonal after multiplication by constants. D is
self adjoint on DD in L2, D′ is self adjoint on DD′ in L′2 but not necessarily
in L2. Hence e
−tD′2 and e−tD
2 − e−tD′2 are not defined in L2. One has to
graft D2 or D′2. Write dvolq(g) ≡ dq(g) = α(q) · dq(g′) ≡ dvolq(g′). Then
0 < c1 ≤ α(q) ≤ c2, α, α−1 are (g,∇g)− and (g′,∇g′)− bounded
up to order 3, |α− 1|g,1,r+1, |α− 1|g′,1,r+1 <∞, (7.2)
since g′ ∈ comp1,r+1(g). Define U : L2 −→ L′2, UΦ = α
1
2Φ. Then U is a
unitary equivalence between L2 and L
′
2, U
∗ = U−1. D′L2 := U
∗D′U acts in
L2, is self adjoint on U
−1(DD′), since U is a unitary equivalence. The same
holds for D′2L2 = U
∗D′2U = (U∗D′U)2. It follows from the definition of the
spectral measure, the spectral integral and the spectral representations D′2 =∫
λ2 dE ′λ, e
−tD′2 =
∫
e−tλ
2
dE ′λ that D
′2
L2
= U∗D′2U = U∗
∫
λ2 dE ′λU =∫
λ2 d(U∗E ′λU) and
e−tD
′2
L2 =
∫
e−tλ
2
d(U∗E ′λU) = U
∗(
∫
e−tλ
2
dE ′λ)U = U
∗e−tD
′2
U. (7.3)
In (7.1) e−tD
′2
L2 means e−tD
′2
L2 = e−t(U
∗D′U)2 = U∗e−tD
′2
U . We obtain from
g′ ∈ comp1,r+1(g), ∇′h ∈ comp1,r+1(∇hg), ·′ ∈ comp1,r+1(·), D − α− 12D′α 12 =
D −D′ − grad′α·′
2α
and (7.2) the following lemma
Lemma 7.2 W 1,i(E, g, h,∇h) = W 1,i(E, g′, h,∇′h) as equivalent Banach
spaces, 0 ≤ i ≤ r + 1. ✷
Corollary 7.3 W 2,i(E, g, h,∇h) = W 2,i(E, g′, h,∇′h) as equivalent Hilbert
spaces, 0 ≤ j ≤ r+1
2
. ✷
Corollary 7.4 Hj(E,D) ∼= HjK(E,D′), 0 ≤ j ≤ r+12 . ✷
7.2 has a parallel version for the endomorphism bundle EndE.
Lemma 7.5 Ω1,1,i(EndE, g, h,∇h) ∼= Ω1,1,i(EndE, g′, h,∇′h) 0 ≤ i ≤ r + 1.
✷
Lemma 7.6 Ω1,2,j(EndE, g, h,∇h) ∼= Ω1,2,j(EndE, g′, h,∇′h) 0 ≤ j ≤ r+12 .
✷
e−tD
′2
L2 : L2 −→ L2 has evidently the heat kernel
W ′L2(t,m, p) = α
− 1
2 (m)W ′(t,m, p)α
1
2 (p)
W ′ ≡ WL′2 . Our next task is to obtain an explicit expression for e−tD
2 −
e−tD
′2
L2 . For this we apply again Duhamel’s principle. The steps 1. – 4. in the
proof of 6.3. remain. Then we set Φ(t, q) =W (t,m, q), Ψ(t, q) =W ′L2(t,m, q)
and obtain
−
β∫
α
∫
M
hq(W (τ,m, q), (D
2 +
∂
∂t
)W ′L2(t− τ, q, p)) dq(g) dτ =
=
∫
M
[hq(W (β,m, q),W
′
L2
(t− β, q, p)− hq(W (α,m, q),W ′L2(t− α, q, p)] dq(g).
Performing α −→ 0+, β −→ t and using dq(g) = α(q)dq(g′) yields
−
t∫
0
∫
M
hq(W (s,m, q), (D
2 +
∂
∂t
)W ′(t− s, q, p)) dq(g) ds =
= −
t∫
0
∫
M
[hq(W (s,m, q), (D
2 −D′2L2)W ′L2(t− s, q, p) dq(g) ds
= W (t,m, p)α(p)−W ′L2(t,m, p). (7.4)
(7.4) expresses the operator equation
e−tD
2
α− e−tD′2L2 = −
t∫
0
e−sD
2
(D2 −D′2L2)e−(t−s)D
′2
L2 ds.
e−tD
2
α− e−tD′2L2 = e−tD2(α− 1) + e−tD2 − e−tD′2L2 , hence
e−tD
2 − e−tD′2L2 = −e−tD2(α− 1)−
t∫
0
e−sD
2
(D2 −D′2L2)e−(t−s)D
′2
L2 ds.
(7.5)
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As we mentioned in (7.2), (α − 1) = dq(g)
dq(g′)
− 1 =
√
det g√
det g′
− 1 ∈ Ω0,1,r+1 since
g ∈ comp1,r+1(g). We write e−tD2(α − 1) = (e− t2D2f)(f−1e− t2D2(α − 1)),
determine f as in section 6 from ηα = α − 1 and obtain e−tD2(α − 1) is
of trace class with trace norm uniformly bounded on any t–interval [a0, a1],
a0 > 0. Decompose D
2 − D′2L2 = D(D − D′L2) + (D − D′L2)D′L2 . We need
explicit analytic expressions for this. D(D − D′L2) = D(D − α−
1
2D′α
1
2 ) =
D(D −D′)−D grad ′α·′
2α
, (D −D′L2)D′L2 = ((D −D′)− grad
′α·′
2α
)α−
1
2D′α
1
2 . If
we set again D − D′ = −η then we have to consider as in section 6 with
grad ′α
2α
= grad
′α·′
2α
where grad ′ ≡ grad g′
t
2∫
0
e−sD
2
D(η − grad
′α
2α
)e−(t−s)D
′2
L2 ds+
t
2∫
0
e−sD
2
(η − grad
′α
2α
)D′L2e
−(t−s)D′2L2 ds+
t∫
t
2
e−sD
2
D(η − grad
′α
2α
)e−(t−s)D
′2
L2 ds+
t∫
t
2
e−sD
2
(η − grad
′α
2α
)D′L2e
−(t−s)D′2L2 ds.
It follows immediately from g′ ∈ comp1,r+1(g) that the vector field grad ′α
α
∈
Ω0,1,r(TM). If we write ηop0 = − grad
′α·′
α
then ηop0 is a zero order operator,
|η0|r < ∞ and we literally repeat the procedure for (I1) − (I4) in section
6, inserting η0 = − grad ′α·′α for η there. Hence there remains to discuss the
integrals
t∫
0
e−sD
2
Dηe−(t−s)D
′2
L2 ds+
t∫
0
e−sD
2
ηD′L2e
−(t−s)D′2L2 ds. (7.6)
56
The first main step is to insert explicit expressions for D−D′. Let m0 ∈M ,
U = U(m0) a manifold and bundle coordinate neighborhood with coordinates
x1, . . . , xn and local bundle basis Φ1, . . . ,Φn : U −→ E|U . Setting ∇ ∂
∂xi
Φα ≡
∇iΦα = ΓβiαΦβ , ∇Φα = dxi ⊗ ΓβiαΦβ , we can write DΦα = Γβiαgik ∂∂xk · Φβ ,
D′Φα = Γ′
β
iαg
′ik ∂
∂xk
·′ Φβ , or for a local section Φ
DΦ = gik
∂
∂xk
· ∇iΦ, D′Φ = g′ik ∂
∂xk
·′ ∇′iΦ. (7.7)
This yields
− (D −D′)Φ = gik ∂
∂xk
· ∇iΦ− g′ik ∂
∂xk
·′ ∇′iΦ
= [(gik − g′ik) ∂
∂xk
· ∇i + g′ik ∂
∂xk
· (∇i −∇′i)
+g′ik
∂
∂xk
(· − ·′)∇′i]Φ, (7.8)
i. e. we can write
−(D −D′)Φ = (ηop1 + ηop2 + ηop3 )Φ, (7.9)
where locally
ηop1 Φ = (g
ik − g′ik) ∂
∂xk
· ∇iΦ, (7.10)
ηop2 Φ = g
′ik ∂
∂xk
· (∇i −∇′i)Φ, (7.11)
ηop3 Φ = g
′ik ∂
∂xk
(· − ·′)∇′iΦ. (7.12)
Here (g′ik) = (g′jl)
−1. We simply write ην instead ηopν , hence
(7.6) =
t∫
0
e−sD
2
D(η1 + η2 + η3)e
−(t−s)D′2L2 ds + (7.13)
+
t∫
0
e−sD
2
(η1 + η2 + η3)D
′
L2
e−(t−s)D
′2
L2 ds. (7.14)
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We have to estimate
t∫
0
e−sD
2
Dηνe
−(t−s)D′2L2 ds (7.15)
and
t∫
0
e−sD
2
ηνD
′
L2
e−(t−s)D
′2
L2 ds. (7.16)
Decompose
t∫
0
=
t
2∫
0
+
t∫
t
2
which yields
t
2∫
0
e−sD
2
Dηνe
−(t−s)D′2L2 ds, (Iν,1)
t
2∫
0
e−sD
2
ηνD
′
L2
e−(t−s)D
′2
L2 ds, (Iν,2)
t∫
t
2
e−sD
2
Dηνe
−(t−s)D′2L2 ds, (Iν,3)
t∫
t
2
e−sD
2
ηνD
′
L2
e−(t−s)D
′2
L2 ds. (Iν,4)
(Iν,1)− (Iν,4) look as (I1)− (I4) in section 6. But in distinction to section 6,
not all ην = η
op
ν are operators of order zero. Only η2 is a zero order operator,
generated by an EndE valued 1–form η2. η1 and η3 are first order operators.
We start with ν = 2, η2 · |η2|1,r <∞ is a consequence of E ′ ∈ comp1,r+1L,diff (E)
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and we are from an analytical point of view exactly in the situation of section
6. (I2,1)− (I2,4) can be estimated quite parallel to (I1)− (I4) in section 6 and
we are done. There remains to estimate (Iν,j), ν 6= 2, j = 1, . . . , 4. We start
with ν = 1, j = 3 and write
e−sD
2
Dη1e
−(t−s)D′2 = (De−
s
2
D2)(e−
s
4
D2 · f)(f−1e− s4D2η1)(e−(t−s)D′
2
). (7.17)
De−
s
2
D2 and e−(t−s)D
′2
are bounded in [ t
2
, t] and we perform their estimate as
in section 6. e−
s
4
D2 · f is Hilbert–Schmidt if f ∈ L2. There remains to show
that for appropriate f
f−1e−
s
4
D2η1
is Hilbert–Schmidt. Recall r + 1 > n + 3, n ≥ 2, which implies r
2
> n
2
+ 1,
r − 1 − n ≥ r
2
− n
2
, r − 1 ≥ r
2
, 2 ≥ i, i. e. 2.4, 2.5 are available. If we write
in the sequel pointwise or Sobolev norms we should always write |Ψ|g′,h,m′,
|Ψ|Hν(E,D′), |Ψ|g′,h,∇′,2, r
2
, |g−g′|g′,m, |g−g′|g′,1,r etc. or the same with respect
to g, h,∇, D, depending on the situation. But we often omit the reference to
g′, h,∇′, D,m, g, h . . . in the notation. The justification for doing this in the
Sobolev case is the symmetry of our uniform structure.
Now
(η1Φ)(m) = ((g
ik − g′ik) ∂
∂xk
· ∇iΦ)|m, (7.18)
|η1Φ|m = |η1Φ|g,h,m
≤ C1 · |g − g′|g,m ·
(
n∑
k=1
∣∣∣∣ ∂∂xk
∣∣∣∣2
g,m
) 1
2
·
(
n∑
i=1
|∇iΦ|2h,m
) 1
2
.
To estimate
n∑
k=1
∣∣ ∂
∂xk
∣∣2
g,m
more concretely we assume that x1, . . . , xn are nor-
mal coordinates with respect to g, i. e. we assume a (uniformly locally finite)
cover of M by normal charts of fixed radius ≤ rinj(M, g). Then
∣∣ ∂
∂xk
∣∣2
g,m
=
g
(
∂
∂xk
, ∂
∂xk
)
= gkk(m), and there is a constant C2 = C2(R, rinj(M, g)) s. t.(
n∑
i=1
|∇iΦ|2h,m
) 1
2
≤ C2. Using finally |∇XΦ| ≤ |X| · |∇Φ|, we obtain
|η1Φ|m ≤ C · |g − g′|g · |∇Φ|h,m. (7.19)
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(7.19) extends by the Leibniz rule to higher derivatives |∇kη1Φ|m, where the
polynomials on the right hand side are integrable by the module structure
theorem (this is just the content of this theorem). (7.18), (7.19) also hold
(with other constants) if we perform some of the replacements g −→ g′,
∇ −→ ∇′: We remark that the expressions D(g, h,∇h, ·, D(g′, h,∇h, ·) are
invariantly defined, hence
[D(g, h,∇h, ·)−D(g, h,∇h, ·)](Φ|U) = ((gik − g′ik)∂k) · ∇i(Φ|U). (7.20)
We have to estimate the kernel of
hp(W (t,m, p), η
op
1 ·) (7.21)
in L2((M,E), g, h) and to show that this represents the product of two
Hilbert–Schmidt operators in L2 = L2((M,E), g, h). We cannot immedi-
ately apply the procedure starting with (6.27), (6.28) since ηop1 is not of zero
order but we would be done if we could write (7.21) as
(ηop1,1(p)W (t,m, p), η
op
1,0·), (7.22)
ηop1,1 of first order, η
op
1,0 of zeroth order. Then we would replace in (6.23), . . . ,
W by ηop1,1(p)W (t,m, p), apply k ≥ r + 1 > n+ 3, 5.4, 5.5, 5.7 and obtain
ηop1,1W (t,m, ·) ∈ H
r
2 (E), |W (t,m, ·)|
H
r
2
≤ C(t) (7.23)
and would then literally proceed as in (6.27) – (6.40).
Let Φ ∈ C∞c (U). Then∫
(W (t,m, p), ηop1 (p)Φ(p))p dvolp(g) =∫
(((gik − g′ik)∂k) · ∇iW,Φ)p dvolp(g)−
−
∫
(W, (∇i(gik − g′ik)∂k) · Φ) dvolp(g) =
−
∫
(∇iW, (gik − g′ik)∂k · Φ)p dvolp(g)−
−
∫
(W, (∇i((gik − g′ik)∂k)) · Φ)p dvolp(g).
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This can easily be globalized by introducing a u. l. f. cover by normal charts
{Uα}α of fixed radius, an associated decomposition of unity {ϕα}α as follows:∫
(W, ηop1 (
∑
ϕαΦ)) =
∑
α
∫
(W, ηop1 (ϕαΦ))
=
∑
α
∫
(∇α,iW, ((gikα − g′ikα )∂α,k · ϕαΦ)−
−
∑
α
∫
(W, (∇α,i((gikα − g′ikα )∂k)) · ϕαΦ)
= −
∫
(
∑
α
∇α,iW,ϕα((gikα − g′ikα )∂α,k) · Φ)− (7.24)
−
∫
(W,
∑
α
ϕα(∇α,i((gikα − g′ikα )∂k)) · Φ) (7.25)
Using (7.24), (7.25), we write
N(Φ) = |〈δ(m), etD2ηop1 Φ〉|L2(M,E,dp)
= |(W (t,m, p), ηop1 Φ)p|L2(M,E,dp)
= |(ηop1,1(p)W (t,m, p), ηop1,0Φ)p +
+ (W (t,m, p, ηop1,0,0Φ))p|L2(M,E,dp). (7.26)
Now we use |∇Xχ| ≤ |X| · |∇χ|, that the cover is u.l.f. and |∇W | ≤ C1 ·
(|DW |+W ) (since we have bounded geometry) and obtain
N(Φ) ≤ C · (|(DW (t,m, p), ηop1,0Φ|L2(M,E,dp) + |W (t,m, p, ηop1,0,0Φ|L2(dp)
≡ C · (N1(Φ) +N2(Φ)). (7.27)
Hence we have to estimate
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
N1(Φ) = sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|〈δ(m), (De−tD2)ηop1,0Φ〉|L2dp (7.28)
and
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
N2(Φ) = sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|〈δ(m), (e−tD2)ηop1,0,0Φ〉|L2dp. (7.29)
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According to k > r + 1 > n + 3, 5.4, 5.5, 5.7,
D(W (t,m, ·),W (t,m, ·) ∈ H r2 (E),
|(D(W (t,m, ·)|
H
r
2
, |W (t,m, ·)|
H
r
2
≤ C1(t) (7.30)
and we can restrict in (7.28), (7.29) to
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|Φ|
H
r
2
≤ C1(t)
Ni(Φ). (7.31)
ηop1,0, η
op
1,0,0 are of order zero and we estimate them by
C · |g − g′|g,2, r
2
≤ C ′|g − g′|g,1,r−1 (7.32)
and D · |∇(g − g′)|g,2, r
2
≤ D′|∇(g − g′)|g,1,r−1
≤ D′′|g − g′|g,1,r (7.33)
respectively. As we have seen already, into the estimate (7.33) enters
|∇η|1,r−1, i. e. in our case |∇2(g − g′)|r−1 ∼ |g − g′|r+1. For this reason
we assumed E ′ ∈ comp1,r+1L,diff,F (E), not as in section 6, E ∈ comp1,r(E ′).
In the expression for N1(Φ) corresponding to (6.23) there is now a slight
deviation,
N1(Φ) =
1√
4πt
1
2t
∣∣∣∣∣∣
+∞∫
−∞
s · e− s
2
4t eisDηop1,0Φ(m) ds
∣∣∣∣∣∣ . (7.34)
We estimate in (7.34) s · e− 118 s24t by a constant, write instead of (6.29)
e−
17
18
s2
4t · vol(B2d+s(m)) ≤ C · e− 910 s
2
4t
and proceed now for N1(Φ), N2(Φ) literally as in (6.29) – (6.40). Hence
(7.17) is of trace class, its trace norm in uniformly bounded on any t–intervall
[a0, a1], a0 > 0. (I1,3) is done. (I1,4) is absolutely parallel to (I1,3), even better,
since the left hand factor D is missing. |D′L2e−(t−s)D
′2
L2 |op now produces the
factor 1√
t−s which is integrable over [
t
2
, t]. Write the integrand of (I1,1) as
(De−sD
2
)(η1e
− (t−s)
2
D
′2
L2f−1)(fe−
(t−s)
2
D
′2
L2 ). (7.35)
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We proceed with (7.35) as before. Here η1 already stands at the right place,
we must not perform partial integration. Into the estimate enters again the
first derivative of W ′. De−sD
2
generates the factor 1√
s
which is intgrable on
[0, t
2
]. We write (I1,2) as
t
2∫
0
e−sD
2
[(η1e
− (t−s)
4
D
′2
L2f−1)(fe−
(t−s)
4
D
′2
L2 )]e−
(t−s)
2
D
′2
L2D
′2
L2
ds (7.36)
and proceed as before.
Consider finally the case ν = 3, locally
ηop3 Φ = g
′ik ∂
∂xk
(· − ·′)∇′iΦ.
The first step in this procedure is quite similar as in the case ν = 1 to shift
the derivation to the left of W and to shift all zero order terms to the right.
Let X be a tangent vector field and Φ a section.
Lemma 7.7 X(· − ·′)∇′iΦ = ∇′i(X(· − ·′)Φ) + zero order terms.
Proof. X(· − ·′)∇′iΦ = [X(· − ·′)∇′iΦ −∇′i(X(· − ·′)Φ)] +∇′i(X(· − ·′)Φ).
We are done if [. . . ] on the right hand side contains no derivatives of Φ. But
an easy calculation yields
[X(· − ·′)∇′iΦ−∇′i(X(· − ·′)Φ)] =
= X · (∇′i −∇i)Φ− (∇′i −∇i)(X · Φ)
+(∇′i −∇i)X ·′ Φ+ (∇iX)(·′ − ·)Φ. (7.37)
✷
Hence for Φ,Ψ ∈ C∞c (U)∫
h(Ψ, g′ik
∂
∂xk
(· − ·′)∇′iΦ)pdp(g) =
=
∫
h(Ψ,∇′i(g′ik
∂
∂xk
(· − ·′)Φ)p dp(g) + (7.38)
+
∫
h(Ψ, g′ik
∂
∂xk
(∇′i −∇i)Φ− (∇′i −∇i)g′ik
∂
∂xk
· Φ)p +
+(∇′i −∇i)X ·′ Φ +
(
∇ig′ik ∂
∂xk
)
(·′ − ·)Φ)p dp(g). (7.39)
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(7.38) equals to ∫
h(∇′i∗Ψ, g′ik
∂
∂xk
(· − ·′)Φ)p dp(g). (7.40)
If Φ is Sobolev and Ψ =W then we obtain again by a u.l.f. cover by normal
charts {Uα}α and an associated decomposition of unity {ϕα}α∫
h(W, ηop3 Φ)p dp(g) =
=
∫
h(W,
∑
α
g′ikα
∂
∂xk
(· − ·′)∇′α,i(ϕαΦ))p dp(g) =
=
∫
h(∇′α,i∗W,
∑
α
ϕαg
′ik
α
∂
∂xkα
(· − ·′)Φ)p dp(g) + (7.41)
+
∫
h(W, ηop3,0Φ)p dp(g), (7.42)
where ηop3,0Φ is the right component in h(·, ·) under the integral (7.41), mul-
tiplied with ϕα and summed up over α.
Now we proceed literally as before. Start with
(I3,3) =
t∫
t
2
e−sD
2
Dηop3 e
−(t−s)D′2L2 ds =
=
t∫
t
2
(De−
s
2
D2)[(e−
s
4
D2f)(f−1e−
s
4
D2ηop3 )]e
−(t−s)D′2L2 ds. (7.43)
We want that for suitable f ∈ L2, f−1e s4D2ηop3 is Hilbert–Schmidt. For this
we have to estimate h(W (t,m, p), ηop3 ·)p and to show it defines an integral
operator with finite L2((M,E), dp)–norm. We estimate
N(Φ) = |〈δ(m), e−tD2ηop3 Φ〉|L2((M,E),dp) = (7.44)
= |h(W (t,m, p), ηop3 Φ)p|L2((M,E),dp). (7.45)
Using (7.41) and (7.42), we write
N(Φ) = |h(W (t,m, p), ηop3 Φ)p|L2(dp) =
= |h(ηop3,1W (t,m, p), ηop3,0Φ)p
+ h(W (t,m, p), ηop3,0,0Φ)p|L2(dp). (7.46)
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Now we use |∇′X∗χ| ≤ C1|∇′Xχ| ≤ C2|X| · |∇′χ| ≤ C3|X|(|∇χ| + |χ|), that
the cover is u.l.f. and |∇W | ≤ C4(|DW |+ |W |) and obtain
N(Φ) ≤ C(|hDW (t,m, p), ηop3,0Φ)p|L2(dp) + |h(W (t,m, p), ηop3,0,0Φ)p|L2(dp) =
= C(N1(Φ) +N2(Φ)).
Here we again essentially use the bounded geometry and refer to [3] and [21].
Hence we have to estimate
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
N1(Φ) = sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|〈δ(m), (De−tD2)ηop3,0Φ〉|L2(dp) (7.47)
and
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
N2(Φ) = sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|〈δ(m), e−tD2ηop3,0,0Φ〉|L2(dp). (7.48)
According to k > r + 1 > n + 3, 5.4, 5.5, 5.7
DW (t,m, ·),W (t,m, ·) ∈ H r2 (E)
|DW (t,m, ·)|
H
r
2
, |W (t,m, ·)|
H
r
2
≤ C1(t) (7.49)
and we can restrict on (7.48), (7.49) to
sup
Φ ∈ C∞c (E)
|Φ|L2 = 1
|Φ|
H
r
2
≤ C1(t)
(7.50)
ηop3,0, η
op
3,0,0 are of order zero and can be estimated by
C0| · − ·′ |2, r
2
≤ C1| · − ·′ |1,r−1 (7.51)
and
D0 · (|∇ − ∇′|2, r
2
+ | · − ·′ |2, r
2
≤ D1 · (|∇ − ∇′|2,r−1 + | · − ·′ |1,r−1 (7.52)
respectively.
Now we proceed literally as for (I1,3), replacing (7.34) by
N1(Φ) =
1√
4πt
1
2t
∣∣∣∣∣∣
+∞∫
−∞
se−
s2
4t eisDηop3,0Φ(m) ds
∣∣∣∣∣∣ . (7.53)
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(I3,3) is done, (I3,4), (I3,1), (I3,2) are absolutely parallel to the case ν = 1.
This finishes the proof of 7.1. ✷
We need in later sections the theorem analogous to 6.3 for the case of addi-
tional variation of g,∇h, ·.
Theorem 7.8 Suppose the hypothesises of 7.1. Then
De−tD
2 −D′L2e−tD
′2
L2
is of trace class and the trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
Proof. The proof is a simple combination of the proofs of 6.3 and 7.1. ✷
Example. The simplest standard example is E = (Λ∗T ∗M ⊗
|C, gΛ∗ ,∇gΛ∗ ) −→ (Mn, g) with Clifford multiplication
X ⊗ ω ∈ TmM ⊗ Λ∗T ∗M ⊗ |C −→ X · ω = ωX ∧ ω − iXω,
where ωX := g(, X). In this case E as a vector bundle remains fixed but the
Clifford module structure varies smoothly with g, g′ ∈ comp(g). It is well
known that in this case D = d+ d∗, D2 = (d+ d∗)2 Laplace operator ∆.
Theorem 7.9 Assume (Mn, g) with (I), (Bk), k ≥ r + 1 > n + 3, g′ ∈
M(I, Bk), g′ ∈ comp1,r+1(g) ⊂ M(I, Bk). Denote by ∆′L2(g) = U∗i∗∆(g′)iU
the transformation of ∆′ = ∆(g′) from L2(g′, g′) ≡ L2((M,Λ∗T ∗M ⊗
|C), g′, g′Λ∗) to L2(g) ≡ L2(g, g) = L2((M,Λ∗T ∗M ⊗ |C), g, gΛ∗), where i :
L2(g, g
′) = L2((M,Λ∗T ∗M ⊗ |C), g′, gΛ∗) −→ L2(g′, g′) and U : L2(g, g) −→
L2(g
′, g), U = α
1
2 , dq(g) = α(q) · dq(g′), are the canonical maps, i∗, U∗ their
adjoints. Then for t > 0
e−t∆(g) − e−t∆′L2 (g)
is of trace class and the trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
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Unfortunately the proof would not follow from 7.1 since E ′ = E ′(g′) /∈
comp1,r+1L,diff,F (E) but E
′ ∈ comp1,r+1L,diff(E), the fibre metric gΛ∗ varies simul-
taneously with g. Now there are two possibilities. 1. A complete direct
proof for this special case which will be even much easier than the proof
of 7.1 since h′,∇′, ·′ have very explicit expressions depending only on g′.
2. A still more general version of 7.1, admitting even variation of the fibre
metric, g −→ g′, h −→ h′,∇h −→ ∇h′, · −→ ·′. We decide to establish
the general version. Before the formulation of the theorem we must give
some explanations. Consider the Hilbert spaces L2(g, h) = L2((M,E), g, h),
L2(g
′, h) = L2((M,E), g′, h), L2(g′, h′) = L2((M,E), g′, h′) ≡ L′2 and the
maps
i(g′,h),(g′,h′) : L2(g
′, h) −→ L2(g′, h′), i(g′,h),(g′,h′)Φ = Φ
U(g,h),(g′,h) : L2(g, h) −→ L2(g′, h), U(g,h),(g′,h)Φ = α 12Φ
where dp(g) = α(p)dp(g′). Then we set
D′L2(g,h) = D
′
L2
:= U∗(g,h),(g′,h)i
∗
(g′,h),(g′,h′)D
′i(g′,h),(g′,h′)U(g,h),(g′,h) ≡
≡ U∗i∗D′iU. (7.54)
Here i∗ is even locally defined (since g′ is fixed) and i∗p = dual
−1
h ◦ i′ ◦ dualh′,
where dualh(Φ(p)) = hp(·,Φ(p)). In a local basis field Φ1, . . . ,ΦN , Φ(p) =
ξi(p)Φi(p),
i∗pΦ(p) = h
klh′ikξ
iΦl(p). (7.55)
It follows from (7.55) that for h′ ∈ comp1,r+1(h) i∗, i∗−1 are bounded up to
order k,
i∗ − 1, i∗−1 − 1 ∈ Ω0,1,r+1(Hom((E, h′,∇h′) −→
−→ (M, g′), (E, h,∇h) −→ (M, g′))) (7.56)
and
i∗ − 1, i∗−1 − 1 ∈ Ω0,2, r+12 (Hom((E, h′,∇h′) −→
−→ (M, g′), (E, h,∇h) −→ (M, g′))). (7.57)
D′ ≡ D′ is self adjoint on DD′ = C∞c (E)
| |D′
, where |Φ|2D′ = |Φ|2L′2 + |D
′Φ|2L′2 .
i : L2(g
′, h) −→ L2(g′, h′) ≡ L′2 and i∗ : L2(g′, h′) −→ L2(g′, h) are for
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h′ ∈ comp1,r+1(h) quasi isometries with bounded derivatives, they map
C∞c (E) 1–1 onto C
∞
c (E) and i
∗D′i is self adjoint on C∞c (E)
| |i∗D′i = Di∗D′i ⊂
L2((M,E), g
′, h) ≡ L2(g′, h). We obtain as a consequence that e−t(i∗D′i)2
is defined and selfadjoint in L2((M,E), g
′, h) = L2(g′, h), maps for t > 0
and i, j ∈ Z H i(E, i∗D′i) continuously into Hj(E, i∗D′i) and has the heat
kernel W ′g′,h(t,m, p) = 〈δ(m), e−t(i∗D′i)2δ(p)〉, W ′(t,m, p) satisfies the same
general estimates as W (t,m, p) in section 5. By exactly the same ar-
guments we obtain that e−tU
∗(i∗D′i)2U = e−t(U
∗i∗D′iU)2 = U∗e−t(i
∗D′i)2U is
defined in L2 = L2((M,E), g, h), self adjoint and has the heat kernel
W ′L2(t,m, p) = W
′
g,h(t,m, p) = α
− 1
2 (m)W ′g′,h(t,m, p)α(p)
1
2 . Here we assume
g′ ∈ comp1,r+1(g). Now we are able to formulate our main theorem.
Theorem 7.10 Let E = ((E, h,∇ = ∇h, ·) −→ (Mn, g)) be a Clifford
bundle with (I), (Bk(M, g)), (Bk(E,∇)), k ≥ r + 1 > n + 3, E ′ =
((E, h,∇′ = ∇h′, ·′) −→ (Mn, g)) ∈ gen comp1,r+1L,diff (E) ∩ CLBN,n(I, Bk),
D = D(g, h,∇ = ∇h, ·), D′ = D(g′, h,∇′ = ∇h′ , ·′) the associated gener-
alized Dirac operators, dp(g) = α(p)dp(g′), U = α
1
2 . Then for t > 0
e−tD
2 − U∗e−t(i∗D′i)2U (7.58)
is of trace class and the trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
Proof. We are done if we could prove the assertions for
e−t(UD
′U∗)2 − e−t(i∗D′i)2 = Ue−tD2U∗ − e−t(i∗D′i)2 (7.59)
since U∗(7.59)U = (7.58). To get a better explicit expression for (7.59), we
apply again Duhamel’s principle. This holds since Greens formula for UD2U∗
holds, ∫
hq(UD
2U∗Φ,Ψ)− h(Φ, UD2U∗Ψ) dq(g′) = 0.
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We obtain
−
t∫
0
∫
M
hq(α
1
2 (m)W (s,m, q)α−
1
2 (q),
(
UD2U∗ +
∂
∂t
)
W ′g′,h(t− s, q, p) dq(g′) ds =
= −
t∫
0
∫
M
hq(α
1
2 (m)W (s,m, q)α−
1
2 (q), (UD2U∗ − (i∗D′i)2)W ′g′,h(t− s, q, p) dq(g′) ds =
= α
1
2 (m)W (s,m, q)α−
1
2 (q)−W ′g′,h′(t,m, p) =
=Wg′,h(t,m, p)−W ′g′,h(t,m, p). (7.60)
(7.60) expresses the operator equation
e−t(UDU
∗)2 − e−t(i∗D′i)2 =
= −
t∫
0
e−s(U
∗DU)2((UDU∗)2 − (i∗D′i)2)e−(t−s)(i∗D′i)2 ds =
= −
t∫
0
e−s(UDU
∗)2UDU∗(UDU∗ − i∗D′i)e−(t−s)(i∗D′i)2 ds− (7.61)
−
t∫
0
e−s(UDU
∗)2(UDU∗ − i∗D′i)(i∗D′i)e−(t−s)(i∗D′i)2 ds. (7.62)
We write (7.62) as
−
t∫
0
α
1
2 e−sD
2
Dα−
1
2 (α
1
2Dα−
1
2 − i∗D′i)e−(t−s)(i∗D′i)2 ds =
−
t∫
0
α
1
2 e−sD
2
Dα−
1
2 (D − i∗D′i− grad α·
2α
)e−(t−s)(i
∗D′i)2 ds =
−
t∫
0
α
1
2 e−sD
2
Dα−
1
2 i∗((i∗−1 − 1)D + (D −D′)− i∗−1 grad α·
2α
)e−(t−s)(i
∗D′i)2 ds =
t∫
0
α
1
2 e−sD
2
D(η0 + η1 + η2 + η3 + η4)e
−(t−s)(i∗D′i)2 ds,
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η0 =
grad α·
2α
3
2
, ηi = −α− 12 i∗ηi(7), i = 1, 2, 3, η1(7) = (7.10), η2(7) = (7.11),
η3(7) = (7.12), η4 = α
− 1
2 i∗−1(i∗ − 1)D. Here η0 and η2 are of zeroth order.
η1 and η3 can be discussed as in (7.18)–(7.54). η4 can be discussed analogous
to η1, η3 in section 7, i.e. η4 will be shifted via partial integration to the left
(up to zero order terms) and α−
1
2 i∗(i∗ − 1) thereafter again to the right. In
the estimates one has to replace W by DW and nothing essentially changes
as we exhibited in (7.34). We perform in (7.62) the same decomposition and
have to estimate 20 integrals,
t
2∫
0
α
1
2 e−sD
2
Dηνe
−(t−s)(i∗D′i)2 ds, (Iν,1)
t
2∫
0
α
1
2 e−sD
2
ην(i
∗D′i)e−(t−s)(i
∗D′i)2 ds, (Iν,2)
t∫
t
2
α
1
2 e−sD
2
Dηνe
−(t−s)(i∗D′i)2 ds, (Iν,3)
t∫
t
2
α
1
2 e−sD
2
ην(i
∗D′i)e−(t−s)(i
∗D′i)2 ds, (Iν,4)
ν = 0, . . . , 4 and to show that these are products of Hilbert–Schmidt oper-
ators and have uniformly bounded trace norm on compact t–intervals. This
has been completely modelled in the proof of 7.1. ✷
Combining the proof of 7.9 and the decomposition (6.45)–(6.48), we obtain
Theorem 7.11 Assume the hypothesises of 7.10. Then for t > 0
etD
2
D − U∗e−t(i∗D′i)2(i∗D′i)U
is of trace class and its trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0. ✷
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The operators i∗D′2i and (i∗D′i)2 are different in general. We should still
compare e−ti
∗D′
2
i and e−t(i
∗D′i)2 .
Theorem 7.12 Assume the hypothesises of 7.10. Then for t > 0
e−t(i
∗D′
2
i) − e−t(i∗D′i)2
is of trace class and the trace norm is uniformly bounded on compact t–
intervalls [a0, a1], a0 > 0.
Proof. We obtain again immediately from Duhamel’s principle
e−ti
∗D′
2
i − e−t(i∗D′i)2 =
= −
t∫
0
e−s(i
∗D′
2
i)(i∗D′2i− (i∗D′i)2)e−(t−s)(i∗D′i)2 ds =
= −
t∫
0
e−s(i
∗D′
2
i)i∗D′(1− ii∗)D′ie−(t−s)(i∗D′i)2 ds =
= −
t∫
0
e−s(i
∗D′
2
i)(i∗D′i)i−1(1− ii∗)i∗−1(i∗D′i)e−(t−s)(i∗D′i)2 ds.(7.63)
In [ t
2
, t] we shift i∗D′i again to the left of the kernel W ′
e−s(i
∗D2i)
via partial
integration and estimate
(i∗D′ie−
s
2
(i∗D′2i))[(e−
s
4
(i∗D′2i))f)(f−1e−
s
4
(i∗D′2i)i−1(1− ii∗)i∗−1)]
((i∗D′i)e−(t−s)(i
∗D′i)2)
as before. In [0, t
2
] we write the integrand of (7.63) as
(e−s(i
∗D′
2
i)i∗D′i)[((i∗i)−1e−
t−s
4
(i∗D′i)2f−1)(fe−
t−s
4
(i∗D′i)2)]
(e−
t−s
2
(i∗D′i)2(i∗D′i))
and proceed as in the corresponding cases. ✷
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Theorem 7.13 Assume the hypothesises of 7.10. Then for t > 0
e−tD
2 − e−t(U∗i∗D2iU) ≡ e−tD2 − U∗e−t(i∗D2i)U
is of trace class and the trace norm is uniformly bounded on any t–intervall
[a0, a1], a0 > 0.
Proof. This immediately follows form 7.10 and 7.12. ✷
Theorem 7.9 is now a special case of the more general theorem 7.12. ✷
Finally the last class of admitted perturbations are compact topological per-
turbations which will be the content of the next section.
8 Trace class property in the class of addi-
tional compact topological perturbations
Let E = ((E, h,∇h) −→ (Mn, g)) ∈ CLBN,n(I, Bk) be a Clifford bundle,
k ≥ r + 1 > n + 3, E ′ = ((E, h′,∇h′) −→ (M ′n, g′)) ∈ comp1,r+1L,diff,rel(E) ∩
CLBN,n(I, Bk). Then there exist K ⊂ M , K ′ ⊂ M ′ and a vec-
tor bundle isomorphism (not necessarily an isometry) f = (fE , fM) ∈
D˜1,r+2(E|M\K , E ′|M ′\K ′ s. t.
g|M\K and f ∗Mg′|M\K are quasi isometric, (8.1)
h|E|M\K and f ∗Eh′|E|M\K are quasi isometric, (8.2)
|g|M\K − f ∗Mg′|M\K |g,1,r+1 <∞, (8.3)
|h|EM\K − f ∗Eh′|E |M\K |g,h,∇h,1,r+1 <∞, (8.4)
|∇h|E|M\K − f ∗E∇h
′|E|M\K |g,h,∇h,1,r+1 <∞, (8.5)
| · |M\K − f ∗E ·′ |M\K |g,h,∇h,1,r+1 <∞. (8.6)
(8.1) – (8.6) also hold if we replace f by f−1, M \K byM ′\K ′ and g, h,∇h, ·
by g′, h′,∇h′, ·′. If we consider the complete pull back f ∗E(E ′|M ′\K ′), i.e. the
pull back together with all Clifford datas, then we have onM \K two Clifford
bundles, E|M\K , f ∗E(E ′|M ′\K ′ which are as vector bundles isomorphic and we
denote f ∗E(E
′|M ′\K ′ again by E ′ on M \ K, i.e. g′new = (fM |M\K)∗g′old etc..
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(8.1) – (8.6) and the symmetry of our uniform structure U1,r+1L,diff,rel imply
W 1,i(E|M\K) ∼= W 1,i(E ′|M\K), 0 ≤ i ≤ r + 1,
W 2,j(E|M\K) ∼= W 2,j(E ′|M\K), 0 ≤ j ≤ r + 1
2
,
Hj(E|M\K , D) ∼= Hj(E ′|M\K , D′), 0 ≤ j ≤ r + 1
2
, (8.7)
Ω1,1,i(End(E|M\K)) ∼= Ω1,1,i(End(E ′|M\K)), 0 ≤ i ≤ r + 1,
Ω1,2,j(End(E|M\K)) ∼= Ω1,2,j(End(E ′|M\K)), 0 ≤ j ≤ r + 1
2
.
Here the Sobolev spaces are defined by restriction of corresponding Sobolev
sections.
We now fix our set up for compact topological pertulations. Under more
special assumptions this has already been done in [2], [5]. Set H =
L2((K,E|K), g, h)⊕L2((K ′, E ′|K ′), g′, h′)⊕L2((M \K,E), g, h) and consider
the following maps
iL2,K ′ : L2((K
′, E ′|K ′), g′, h′) −→ H,
iL2,K ′(Φ) = Φ,
i−1 : L2((M ′ \K ′, E ′|M ′\K ′), g′, h′) −→ L2((M ′ \K ′, E ′|M ′\K ′), g′, h),
i−1Φ = Φ,
U∗ : L2((M ′ \K ′, E ′|M ′\K ′), g′, h) −→ L2((M ′ \K ′, E ′|M ′\K ′), g, h),
U∗Φ = α−
1
2 ,
where dq(g) = α(q)dq(g′). We identify M \K and M ′ \K ′ as manifolds and
E ′|M ′\K ′ and E|M\K as vector bundles. Then we have natural embeddings
iL2,M : L2((M,E), g, h) −→ H,
iL2,K ′ ⊕ U∗i−1 : L2((M ′, E ′), g′, h′) −→ H,
(iL2,K ′ ⊕ U∗i−1)Φ = iL2,K ′χK ′Φ + U∗i−1χM ′\K ′Φ.
The images of these two embeddings are closed subspaces of H. Denote
by P and P ′ the projection onto these closed subspaces. D is defined on
DD ⊂ im P . We extend it onto (im P )⊥ as zero operator. The definition of
(the shifted) D′ is a little more complicated. For the sake of simplicity of
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notation we write U∗i−1 ≡ iL2,K ′⊕U∗i−1 = id⊕U∗i−1, keeping in mind that
iL2,K ′ fixes χK ,Φ and the scalar product. Moreover we set also iUχK ′Φ =
U∗i∗χK ′Φ = χK ′Φ. Let Φ ∈ DD′, χK ′Φ+U∗i−1χM ′\K ′Φ its image in H. Then
(U∗i∗D′iU)(χK ′Φ+U∗i−1χM ′\K ′,Φ) = U∗i∗D′Φ = χK ′D′Φ+U∗i∗χM ′\K ′D′Φ.
Now we set as DU∗i∗D′iU ⊂ H
DU∗i∗D′iU = {χK ′Φ+ U∗i−1χM ′\K ′Φ|Φ ∈ DD′} ⊕ (im P ′)⊥. (8.8)
It follows very easy from the selfadjointness of D′ on DD′ and (8.7) that
U∗i∗D′iU is self adjoint on DU∗i∗D′iU , if we additionally set U∗i∗D′iU = 0 on
(im P ′)⊥.
Remark 8.1 If g and h do not vary then we can spare the whole i − U–
procedure, i = U = id. Nevertheless this case still includes interesting pertu-
lations. Namely pertulations of ∇, · and compact topological pertulations.
✷
We set for the sake of simplicity D˜′ = U∗i∗D′iU . The first main result of
this section is the following
Theorem 8.2 Let E = ((E, h,∇h) −→ (Mn, g)) ∈ CLBN,n(I, Bk), k ≥
r + 1 > n+ 3, E ′ ∈ gen comp1,r+1L,diff,rel(E) ∩ CLBN,n(I, Bk). Then for t > 0
e−tD
2
P − e−tD˜′2P ′ (8.9)
and
e−tD
2
D − e−tD˜′2D˜′ (8.10)
are of trace class and their trace norms are uniformly bounded on any t–
intervall [a0, a1], a0 > 0.
For the proof we make the following construction. Let V ⊂M \K be open,
M \K \ V compact, dist(V,M \K \ (M \K)) ≥ 1 and denote by B ∈ L(H)
the multiplication operator B = χν . The proof of 8.2 consists of two steps.
First we prove 8.2 for the restriction of (8.9), (8.10) to V , i.e. for B(8.9)B,
thereafter for (1−B)(8.9)B, B(8.9)(1− B) and the same for (8.10).
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Theorem 8.3 Assume the hypothesis of 8.2. Then
B(e−tD
2
P − e−tD˜′2P ′)B, (8.11)
B(e−tD
2
D − e−tD˜′2D˜′)B, (8.12)
B(e−tD
2
P − e−tD˜′2P ′)(1−B), (8.13)
(1− B)(e−tD2P − e−tD˜′2P ′)B, (8.14)
B(e−tD
2
D − e−tD˜′2D˜′)(1− B), (8.15)
(1− B)(e−tD2D − e−tD˜′2D˜′)B, (8.16)
(1− B)(e−tD2P − e−tD˜′2P ′)(1− B), (8.17)
(1− B)(e−tD2D − e−tD˜′2D˜′)(1−B) (8.18)
are of trace class and their trace norms are uniformly bounded on any t–
intervall [a0, a1], a0 > 0.
8.2 immediately follows from 8.3. We start with the assertion for (8.11).
Introduce functions ϕ, ψ, γ ∈ C∞(M, [0, 1]) with the following properties.
1. supp ϕ ⊂M \K, (1− ϕ) ∈ C∞c (M \K), ϕ|V = 1.
2. ψ with the same properties as ϕ and additionally ψ = 1 on supp ϕ, i.e.
supp (1− ψ) ∩ supp ϕ = 0.
3. γ ∈ C∞c (M), γ = 1 on supp (1− ϕ), γ|V = 0.
Define now as in [5] an approximate heat kernel E(t,m, p) on M by
E(t,m, p) := γ(m)W (t,m, p)(1− ϕ(p)) + ψ(m)W˜ ′(t,m, p)ϕ(p).
Applying Duhamel’s principle yields
−
β∫
α
∫
M
hq(W (s,m, q),
(
∂
∂t
+D2
)
E(t− s, q, p))χν(p) dq(g) ds
=
∫
M
[hq(W (β,m, q), E(t− β, q, p))− hq(W (α,m, q),
E(t− α, q, p))]χν(p) dq(g). (8.19)
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Performing α −→ 0+, β −→ t− in (8.19), we obtain
−
β∫
α
∫
M
hq(W (s,m, q),
(
D2 +
∂
∂t
)
E(t− s, q, p))χν(p) dq(g) ds =
lim
β→t−
∫
M
[hq(W (β,m, q), E(t− β, q, p))χν(p) dq(g)−
E(t,m, p)χν(p). (8.20)
Now we use
χV (p)(1− ϕ(p)) = 0 (8.21)
and obtain
lim
β→t−
∫
M
[hq(W (β,m, q), E(t− β, q, p))χν(p) dq(g) =
= lim
β→t−
∫
M
[hq(W (β,m, q), ψ(q)W˜ ′(t− β, q, p))ϕ(p)χν(p) dq(g) =
= W (t,m, p)
since W˜ ′(τ, q, p) is the heat kernel of e−τD˜′
2
. This yields
−
t∫
0
∫
M
hq(W (s,m, q),
(
D2 +
∂
∂t
)
E(t− s, q, p))χV (p) dq(g) ds =
−
t∫
0
∫
M
hq(W (s,m, q), (D
2ψ(q)− ψ(q)D˜′2)W˜ ′(t− s, q, p))χV (p) dq(g) ds =
= [W (t,m, p)− W˜ ′(t,m, p)] · χV (p). (8.22)
(8.22) expresses the operator equation
(e−tD
2
P − e−tD˜′2P ′)B = −
t∫
0
e−sD
2
(D2ψ − ψD˜′2)e−(t−s)D˜′2B ds (8.23)
in H at kernel level.
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We rewrite (8.23) as in the foregoing cases.
(8.23) = −
t∫
0
e−sD
2
(D(D − D˜′)ψ + (D − D˜′)D˜′ψ + D˜′2ψ − ψD˜′2)e−(t−s)D˜′2 ds =
= −

t
2∫
0
e−sD
2
(D(D − D˜′)ψe−(t−s)D˜′2 ds+ (8.24)
+
t
2∫
0
e−sD
2
(D − D˜′)D˜′ψe−(t−s)D˜′2 ds+ (8.25)
+
t
2∫
0
e−sD
2
(D˜′
2
ψ − ψD˜′2) ds (8.26)
+
t∫
t
2
e−sD
2
D(D − D˜′)ψe−(t−s)D˜′2 ds+ (8.27)
+
t∫
t
2
e−sD
2
(D − D˜′)D˜′ψe−(t−s)D˜′2 ds+ (8.28)
+
t∫
t
2
e−sD
2
(D˜′
2
ψ − ψD˜′2)e−(t−s)D˜′2 ds
 . (8.29)
Write the integrand of (8.27) as
(e−
s
2
D2D)[(e−
s
4
D2f)(f−1e−
s
4
D2(D − D˜′)ψ)]e−(t−s)D˜′2,
|e− s2D2D|op ≤ C√s , |e−(t−s)D˜
′2 |op ≤ C ′ and [. . . ] is the product of two Hilbert–
Schmidt operators if f can be choosen ∈ L2 and such that f−1e− s4D2(D−D˜′)ψ
is Hilbert–Schmidt. We know from sections 6 and 7, sufficient for this is that
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(D − D˜′)ψ has Sobolev coefficients of order r + 1 (and p = 1).
(D − D˜′)ψ = (D − α− 12 i∗D′iα 12 )ψ
=
(
D − i∗ grad
′α
2α
·′ −i∗D′
)
ψ
= i∗
(
(i∗−1 − 1)D + (D −D′)− grad
′α·′
2α
)
ψ
= i∗
[
i∗−1( grad ψ ·+ψD) + grad Ψ(· − ·′)
+ ( grad ψ − grad ′ψ) ·′ +ψ(D −D′)− grad
′α·′
2α
ψ
]
.
i∗ is bounded up to order k, i∗−1 − 1 is (r + 1)–Sobolev, grad ψ, grad ′ψ
have compact support, 0 ≤ ψ ≤ 1, grad α·′
2α
is (r+ 1)–Sobolev and ψ(D−D′)
is completely discussed in (7.9) – (7.53). Hence (8.27) is completely done.
Write the integrand of (8.28) as
[(e
s
2
D2f)(f−1e
s
2
D2(D −D′))](D′e−(t−s)D˜′2).
[. . . ] is the product of two Hilbert–Schmidt operators with bounded trace
norm on t–intervalls [a0, a1], a0 > 0. An easy calculation yields
D˜′ψ = α−
1
2 i∗D′iα
1
2ψ = i∗ grad ψ ·′ +ψD˜′,
hence
|D˜′ψe−(t−s)D˜′2 |op = |(i∗ grad ′ψ ·′ +ψD˜′)e−(t−s)D˜′
2 |op ≤ C + C
′
√
t− s,
(8.28) is done.
Rewrite finally the integrands of (8.24), (8.25) as
(e−sD
2
D)[((D − D˜′)ψe− t−s2 D˜′2f−1)(fe− t−s2 D˜′2)] =
= e−sD
2
Di∗[(((i∗−1 − 1)( grad ψ ·+ψD) +
+ grad ψ(· − ·′) + ( grad ψ − grad ′ψ) ·′ +
+ψ(D −D′)− grad α
2α
·′ ψ)e− t−s2 D˜′2f−1)(fe− t−s2 D˜′2)]
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and
e−sD
2
i∗[((D − D˜′)ψe− t−s4 D˜′2f−1)(fe− t−s4 D˜′2)](D˜′e− t−s2 D˜′2) =
= e−sD
2
i∗[(((i∗−1 − 1)( grad ψ ·+ψD) + grad ψ(· − ·′) +
( grad ψ − grad ′ψ) ·′ +ψ(D −D′)− grad α
2α
·′ ψ)
e−
t−s
4
D˜′
2
f−1)(fe−
t−s
4
D˜′
2
)](D˜′e−
t−s
2
D˜′
2
),
respectively, and (8.24), (8.25) are done. The remaining integrals are (8.26)
and (8.29). We have to find an appropriate expression for D˜′
2
ψ − ψD˜′2.
D˜′
2
= (α−
1
2 i∗D′iα
1
2 )(α−
1
2 i∗D′iα
1
2 ) (8.30)
= α−
1
2 i∗D′i∗
(
grad ′α
2α
1
2
·′ +α 12D′
)
= i∗
(
D′α−
1
2 +
grad ′α
2α
3
2
·′
)
i∗
(
grad ′α
2α
1
2
·′ +α 12D′
)
= i∗D′i∗D′ + i∗D′i∗
grad ′α
2α
·′ +i∗ grad
′α
2α
·′ i∗ grad
′α
2α
·′ +
+i∗
grad ′α
2α
·′ i∗D′. (8.31)
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Hence
D˜′
2
ψ − ψD˜′2 = i∗D′i∗D′ψ − ψi∗D′i∗D′ +
+i∗D′i∗
grad ′α
2α
·′ ψ − ψi∗D′i∗ grad
′α
2α
·′ + (8.32)
+i∗
grad ′α
2α
·′ i∗ grad
′α
2α
·′ ψ − ψi∗ grad
′α
2α
·′ i∗ grad
′α
2α
·′ +
+i∗
grad ′α
2α
·′ i∗D′ψ − ψi∗ grad
′α
2α
·′ i∗D′ =
= i∗D′i∗ grad ′ψ ·′ +i∗ grad ′ψ ·′ i∗D′ + ψi∗D′i∗D′ − ψi∗D′i∗D′ +
+i∗( grad ′ψ ·′ +ψD′)i∗ grad
′α
2α
·′ −ψi∗D′i∗ grad
′α
2α
·′ + (8.33)
+i∗
grad ′α
2α
·′ i∗( grad ′ψ ·′ +ψD′)− ψi∗ grad
′α
2α
·′ i∗D′ =
= i∗D′i∗ grad ′ψ ·′ +i∗ grad ′ψ ·′ i∗D′ + (8.34)
+i∗ grad ′ψ ·′ i∗ grad
′α
2α
·′ + (8.35)
+i∗
grad ′α
2α
·′ i∗ grad ′ψ ·′ . (8.36)
The terms in (8.34) are first order operators but grad ′ψ has compact support
and we are done. The terms in (8.35), (8.36) are zero order operators and
we are also done since grad ′ψ has compact support.
Hence (e−tD
2
P−e−tD˜′2P ′)B, B(e−tD2P−e−tD˜′2P ′)B are of trace class and the
trace norm in uniformly bounded on any compact t–interval [a0, a1], a0 > 0.
The assertions for (8.11) are done.
Next we study the operator
(e
t
2
D2P − e− t2 D˜′2P ′)(1− B). (8.37)
Denote byMε the multiplication operator with exp(−εdist(m,K)2). Refering
to [2], we state that for ε small enough
Mεe
−tD2B, Mεe−tD
′2
B (8.38)
and
M−1ε e
−tD2χG, M−1ε e
−tD′2χG (8.39)
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are Hilbert–Schmidt for every compact G ⊂M or G′ ⊂M ′. Write
(e
t
2
D2P − e− t2 D˜′2P ′)(1− B) =
= [e−
t
2
D2PMε] · [M−1ε (e−
t
2
D2P − e− t2 D˜′2P ′)(1−B)] + (8.40)
+[e−
t
2
D2P − e− t2 D˜′2P ′)Mε] · [M−1ε e−
t
2
D˜′
2
P ′(1−B)]. (8.41)
According to (6.7) – (6.9) and (8.38), each of the factors [· · · ] in (8.40),
(8.41) is Hilbert–Schmidt and we obtain that (8.34) is of trace class and has
uniformly bounded trace norm in any t–interval [a0, a1], a0 > 0. The same
holds for
B(e
t
2
D2P − e− t2 D˜′2P ′)(1−B) (8.42)
(1− B)(e t2D2P − e− t2 D˜′2P ′)B (8.43)
(1− B)(e t2D2P − e− t2 D˜′2P ′)(1− B) (8.44)
by multiplication of (8.37) from the left by B etc., i.e. the assertions for
(8.13), (8.14), (8.17) are done. Write now
(e−
t
2
D2D − e− t2 D˜′2D′)B =
(e−
t
2
D2D)(e
t
2
D2P − e− t2 D˜′2P ′)B + (8.45)
(e−
t
2
D2D − e− t2 D˜′2D′)(e− t2D′2P )B. (8.46)
(8.45) is done already by (8.23) and |e− t2D2D|op ≤ C√t . Decompose (8.46) as
the sum of
e−
t
2
D2P (D − D˜′) · (e− t2 D˜′2D˜′) = [e− t2D2P (−η)] · (e− t2 D˜′2D˜′)B (8.47)
and
(e−
t
2
D2P − e− t2 D˜′2P ′)(e− t2 D˜′2D˜′)B (8.48)
[. . . ] in (8.47) is done. Rewrite e−
t
2
D2P − e− t2 D˜′2P ′ as
(e−
t
2
D2P − e− t2 D˜′2P )B + (8.49)
+(e
t
2
D2P − e− t2 D˜′2P ′)(1− B). (8.50)
(8.49), (8.50) are done already, hence (8.48) and hence (e
t
2
D2P −e− t2 D˜′2P ′)B,
(8.12), (8.15), (8.16), (8.18). This finishes the proof of 8.3. ✷
The proof of theorem 8.2 now follows from 8.3 by adding up the four terms
containing e
t
2
D2P − e− t2 D˜′2P ′ or e t2D2D − e− t2 D˜′2D˜′, respectively. ✷
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Remark 8.4 We could perform the proof of 8.2, 8.3 also along the lines
of (7.59) – (7.62), performing first a unitrary transformation, proving the
trace class porperty and performing the back transformation, as we indicate
in (7.59). This procedure is completely equivalent to the proof of 8.2, 8.3
presented above. ✷
The operators U∗i∗D′2iU and (U∗i∗D′2iU)2 are distinct in general and we
have still to compare e−t(U
∗i∗D′2iU)P ′ and e−t(U
∗i∗D′2iU)2P ′. According to our
remark above, it is sufficient to prove the trace class property of
e−t(i
∗D′
2
i)P − e−t(i∗D′i)2P ′ (8.51)
in
H′ = L2((K,E), g, h)⊕ L2((K ′, E ′), g′, h′)⊕ L2((M \K,E), g′, h).
Here we have an embedding
iL2,K ′ ⊕ i−1 : L2((M ′, E ′), g′, h′) −→ H′
(iL2,K ′ ⊕ i−1)Φ = iL2,K ′χK ′Φ + i−1χM ′\K ′Φ, (8.52)
where
i−1 : L2((M ′ \K ′, E ′|M ′\K ′), g′, h′) −→ L2((M ′ \K ′, E ′|M ′\K ′), g′h),
i−1Φ = Φ,
and
i∗D′i(χK ,Φ + i
−1χM ′\K ′Φ) := i
∗D′Φ = χK ′D
′Φ + i∗χM ′\K ′D
′Φ,
i∗D′2i similar, all with the canonical domains of definition analogous to (8.8).
P ′ is here the projection onto im (iL2,K ′ ⊕ i−1). We define i∗D′2i, (i∗D′i)2 to
be zero on im P ′⊥.
Remark 8.5 Quite similar we could embed L2((M,E), g, h) into H′, define
P , UDU∗ and the assertion 8.2 would be equivalent to the assertion for
e−t(UDU
∗)2P − e−t(i∗D′i)2P ′. (8.53)
Applying the (extended) U∗ from the right, U from the left, yields just the
expression (8.9). ✷
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Theorem 8.6 Assume the hypothesises of 8.2. Then
e−t(i
∗D′2i)P ′ − e−t(i∗D′i)2P ′ (8.54)
is of trace class and its trace norm is uniformly bounded on compact t–
intervals [a0, a1], a0 > 0.
Proof. We prove this by establishing the assertion for the four cases arising
from multiplication by B ,1− B. Start with (8.54). B. Duhamel’s principle
again yields
(e−t(i
∗D′
2
i)P ′ − e−t(i∗D′i)2P ′)B =
= −
t∫
0
e−s(i
∗D′2i)((i∗D′2i)− (i∗D′i)2)e−(t−s)(i∗D′i)2 ds. (8.55)
An easy calculation yields
(i∗D′2i)ψ − ψ(i∗D′i)2 = i∗D′2ψ − ψi∗D′i∗D′ =
= i∗D′ grad ′ψ ·′ +i∗ grad ′ψ ·′ D + ψi∗D′2 −
−(ψi∗D′2 + ψi∗D′(i∗ − 1)D′) =
= i∗D′ grad ′ψ ·′ +i∗ grad ′ψ ·′ D′ − (8.56)
−ψi∗D′(i∗ − 1)D′. (8.57)
The first order operators in (8.56) contain the compact support factor
grad ′ψ and we are done. Here i∗D′ (coming from the first term or from
grad ′ψ ·′ D′ = grad ′ψ ·′ i∗−1i∗D) will be connected with e−s(i∗D′2i) or
e−(t−s)(i
∗D′i)2 , depending on the interval [ t
2
, t] or [0, t
2
]. The (D′)’s of the
second order operator (8.57) can be distributed analogous to the proof of
7.12. The remaining main point is 0 ≤ ψ ≤ 1 and i∗ − 1 Sobolev of order
r + 1, i. e. i∗ − 1 ∈ Ω0,1,r+1(Hom((E ′|M ′\K ′, g′, h′), (E|M\K , g′, h))).
The assertion for (8.54) ·B is done. Quite analogously (and parallel to the
proofs of (8.11), (8.13), (8.14), (8.17)) one discusses the other 3 cases. ✷
We obtain as a corollary from 8.2 and 8.6
Theorem 8.7 Assume the hypothesis of 8.2. Then for t > 0
e−tD
2
P − e−t(U∗i∗D′2iU)P ′
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is of trace class in H′ and the trace norm is uniformly bounded on compact
t–intervals [a0, a1], a0 > 0. ✷
Applying 8.7 to the case E = Λ∗T ∗M ⊗ |C, D2 = ∆, we obtain
Theorem 8.8 Let (Λ∗T ∗M ⊗ |C, gΛ∗) ∈ CLB2n(I, Bk), k ≥ r + 2 > n + 3,
(Λ∗T ∗M ′ ⊗ |C, g′Λ∗) ∈ gen comp1,r+1L,diff,rel(Λ∗T ∗M ⊗ |C, gΛ∗) ∩ CLB2
n,n(I, Bk),
∆ = ∆(g), ∆′ = ∆(g′) the graded Laplace operator. Then for t > 0
e−t∆P − e−t(U∗i∗∆′iUP ′
is of trace class in H′ and the trace norm is uniformly bounded on compact
t–intervals [a0, a1], a0 > 0. ✷
Roughly or more concretely spoken, as one prefers, this means the following.
Given an open manifold (Mn, g) satisfying (I) and (Bk), k ≥ r + 2 > n + 3.
Cut out a compact submanifold K and glue the compact submanifold K ′
along ∂M = ∂K, getting thus M ′, endow M ′ with a metric g′ satisfying (I)
and (Bk) and
|g − g′|M\K,g,1,r+1 <∞.
Then for t > 0
e−t∆P − e−tU∗i∗∆′iUP ′
has the asserted properties.
9 Relative index theory
We proved in 8.4 that after fixing E ∈ CLBN,n(I, Bk), k ≥ r+1 > n+3, we
can attach to any E ′ ∈ gen comp1,r+1L,diff,rel(E) two number valued invariants,
namely
E ′ −→ tr (e−tD2P − e−t(U∗i∗D′iU)2P ′) (9.1)
and
E ′ −→ tr (e−tD2P − e−tU∗i∗D′2iUP ′). (9.2)
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This is a contribution to the classification inside a component but still un-
satisfactory insofar as it
1. could depend on t.
2. will depend on the K ⊂M , K ′ ⊂M ′ in question,
3. is not yet clear the meaning of this invariant.
We are in a much nore comfortable situation if we additionally assume that
the Clifford bundles under consideration are endowed with an involution
τ : E −→ E, s.t.
τ 2 = 1, τ ∗ = τ (9.3)
[τ,X ]+ = 0 for X ∈ TM (9.4)
[∇, τ ] = 0 (9.5)
Then L2((M,E), g, h) = L2(M,E
+)⊕ L2(M,E−)
D =
(
0 D−
D+ 0
)
and D− = (D+)∗. If Mn is compact then as usual
indD := indD+ := dim ker D+ − dim ker D− ≡ tr (τe−tD2), (9.6)
where we understand τ as
τ =
(
I 0
0 −I
)
.
For open Mn indD in general is not defined since τe−tD
2
is not of trace class.
The appropriate approach on open manifolds is relative index theory for pairs
of operators D,D′. If D,D′ are selfadjoint in the same Hilbert space and
etD
2 − e−tD′2 would be of trace class then
ind(D,D′) := tr (τ(e−tD
2 − e−tD′2)) (9.7)
makes sense, but at the first glance (9.7) should depend on t.
If we restrict to Clifford bundles E ∈ CLBN,n(I, Bk) with involution τ then
we assume that the maps entering in the definition of comp1,r+1L,diff,F (E) or
gen comp1,r+1L,diff,rel(E) are τ–compatible, i.e. after identification of E|M\K and
f ∗EE
′|M ′\K holds
[f ∗E∇h
′
, τ ] = 0, [f ∗·′, τ ]+ = 0. (9.8)
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We call E|M\K and E ′|M ′\K ′ τ–compatible. Then, according to section 8,
tr (τ(e−tD
2
P − e−t(U∗i∗D′iU)2P ′)) (9.9)
makes sense.
Theorem 9.1 Let ((E, h,∇h) −→ (Mn, g), τ) ∈ CLBN,n(I, Bk) be a graded
Clifford bundle, k ≥ r > n+ 2.
a) If ∇′h ∈ comp1,r(∇) ⊂ C1,rE (Bk), ∇′ τ–compatible, i.e. [∇′, τ ] = 0 then
tr (τ(e−tD
2 − e−tD′2))
is independent of t.
b) If E ′ ∈ gen comp1,r+1L,diff,rel(E) is τ–compatible with E, i.e. [τ,X·′]+ = 0 for
X ∈ TM and [∇′, τ ] = 0, then
tr (τ(e−tD
2
P − e−t(U∗i∗D′iU)2P ′))
is independent of t.
Proof. a) follows from our 6.1 and 5.1 in [2]. b) follows from our 9.2. ✷
Proposition 9.2 If E ′ ∈ gen comp1,r+1L,diff,rel(E) and
τ(e−tD
2
P − e−t(U∗i∗D′iU)2P ′)
τ(e−tD
2
D − e−t(U∗i∗D′iU)2(U∗i∗D′iU))
are for t > 0 of trace class and the trace norm of τ(e−tD
2
D −
e−t(U
∗i∗D′iU)2(U∗i∗D′iU)) is uniformly bounded on compact t–intervals
[a0, a1], a0 > 0, then
tr (τ(e−tD
2
p− e−t(U∗i∗D′iU)2(U∗i∗D′iU)))
is independent of t.
Proof. The assumptions of 5.1 in [2] are much more restrictive then ours
here. Nevertheless, the main idea of the proof carries over to here. We
sketch the proof. Let (ϕi)i be a sequence of smooth functions ∈ C∞c (M \K),
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satisfying sup |dϕi| −→
i→∞
0, 0 ≤ ϕi ≤ ϕi+1 and ϕi −→
i→∞
1. Denote by Mi the
multiplication operator with ϕi on L2((M \K,E|M\K), g, h). We extend Mi
by 1 to the complement of L2((M \K,E), g, h) in H . We have to show
d
dt
tr τ(e−tD
2
P − e−t(U∗i∗D′iU)2P ′) = 0.
e−tD
2
P − e−t(U∗i∗D′iU)2P ′ is of trace class, hence
tr τ(e−tD
2
P − e−t(U∗i∗D′iU)2P ′) = lim
j→∞
tr τMj(e
−tD2P − e−t(U∗i∗D′iU)2P ′)Mj.
Mj restricts to compact sets and we can differentiate under the trace and we
obtain
d
dt
tr τMj(e
−tD2P − e−t(U∗i∗D′iU)2P ′)Mj =
=
d
dt
tr τ(MjU
∗(e−t(UDU
∗)2P − e−t(i∗D′i)2P ′)UMj =
= −tr τ(U∗Mj(e−t(UDU∗)2(UDU∗)2 − e−t(i∗D′i)2(i∗D′i)2)MjU)
Consider tr τ(U∗Mj(e−t(UDU
∗)2(UDU∗)2MjU) = tr τMje−tD
2
D2Mj . Ac-
cording to [2], tr τ(Mje
−tD2D2Mj) = tr Mj grad ϕi · τDe−tD2 . Quite similar
tr τ(Mj(e
−t(i∗D′i)2(i∗D′i)2)Mj) =
= tr τϕje
− t
2
(i∗D′i)2(i∗Di)(i∗D′i)e−
t
2
(i∗D′i)2ϕj =
= tr (i∗Di)e−
t
2
(i∗D′i)2ϕjτϕje
− t
2
(i∗D′i)2(i∗D′i) =
= tr e−
t
2
(i∗D′i)2(i∗D′i)ϕ2jτe
− t
2
(i∗D′i)2(i∗D′i) =
= tr e−
t
2
(i∗D′i)2i∗(2ϕj grad
′ϕj ·′ +ϕ2jD′)iτe−
t
2
(i∗D′i)2(i∗D′i) =
= tr 2i∗Mj grad
′ϕj ·′ iτ(i∗D′i)e−t(i∗D′i)2 − tr τMje−t(i∗D′i)2(i∗D′i)2Mj ,
hence
tr τ(Mje
−t(i∗D′i)2(i∗D′i)2Mj) = tr Mji∗ grad
′ϕj ·′ iτ(i∗D′i)e−t(i∗D′i)2
and finally
d
dt
tr τMj(e
−tD2P − e−t(U∗i∗D′iU)2P ′)Mj =
= tr τMj [ grad ϕj · e−tD2D − grad ′ϕj ·′ e−t(U∗i∗D′iU)2(U∗i∗D′iU)] =
= tr τMj [( grad ϕj − grad ′ϕj) · e−tD2 + grad ′ϕj(· − ·′)e−tD2 +
+ grad ′ϕj ·′ (e−tD2 − e−t(U∗i∗D′iU)2(U∗i∗D′iU))].
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But this tends to zero uniformly for t in compact intervals since grad ϕj ,
grad ′ϕj do so. ✷
We denote Q± = D±
Q =
(
0 Q+
Q− 0
)
, H =
(
H+ 0
0 H−
)
=
(
Q−Q+ 0
0 Q+Q−
)
= Q2,
(9.10)
Q′± = U∗i∗D′±iU = (U∗i∗D′iU)±, Q′, H ′ analogous, assuming (9.3) – (9.5)
as before and ·′,∇′ τ–compatible. H,H ′ form by definition a supersymmetric
scattering system if the wave operators
W∓(H,H ′) := lim
t→∓∞
eitHe−tH
′ · Pac(H ′) exist and are complete (9.11)
and
QW∓(H,H ′) = W∓(H,H ′)H ′ on DH′ ∩ H′ac(H ′). (9.12)
Here Pac(H
′) denotes the projection on the absolutely continuous subspace
H′ac(H ′) ⊂ H of H ′.
A well known sufficient criterion for forming a supersymmetric scattering
system is given by
Proposition 9.3 Assume for the operators graded Q,Q′ (= supercharges)
e−tH − e−tH′
and
e−tHQ− e−tH′Q
are for t > 0 of trace class. Then they form a supersymmetric scattering
system. ✷
Corollary 9.4 Assume the hypothesises of 9.1. Then D,D′ or D,U∗i∗D′iU
form a supersymmetric scattering system, respectively. In particular, the
restriction of D,D′ or D,U∗i∗D′iU to their absolutely continuous spectral
subspaces are unitarily equivalent, respectively. ✷
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Until now we have seen that under the hypothesises of 9.1
ind(D, D˜′) = tr τ(e−tD
2
P − e−tD˜′2P ′), (9.13)
D˜′ = D′ or D˜′ = U∗i∗D′iU , is a well defined number, independent of t > 0
and hence yields an invariant of the pair (E,E ′), still depending on K,K ′.
Hence we should sometimes better write
ind(D, D˜′, K,K ′). (9.14)
We want to express in some good cases ind(D, D˜′, K,K ′) by other relevant
numbers. Consider the abstract setting (9.10). If inf σe(H) > 0 then indD :=
indD+ is well defined.
Lemma 9.5 If e−tHp − e−tH′P ′ is of trace class for all t > 0 and
inf σe(H), inf σe(H
′) > 0 then
lim
t→∞
tr τ(e−tHP − e−tH′P ′) = indQ+ − indQ−. (9.15)
This is just theorem 5.2 in [2]. ✷
We infer from this
Theorem 9.6 Assume the hypothesises of 9.1 and inf σe(D
2) > 0. Then
inf σe(D
′2), inf σe(U∗i∗D′iU)2 > 0 and for each t > 0
tr τ(e−tD
2 − e−tD˜′2) = indD+ − indD′+. (9.16)
Proof. In the case 9.1.a, inf σe(D
′2) > 0 follows from 3.15 and (9.16) then
follows from 9.5. Consider the case 9.1.b. We can replace the comparison of
σe(D
2) and σe((U
∗i∗D′iU)2) by that of σe(UD2U∗) and σe((i∗D′i)2). More-
over, for self adjoint A, 0 /∈ σe(A) if and only if inf σe(A2) > 0. Assume
0 /∈ σe(UDU∗) and 0 ∈ σe(i∗D′i). We must derive a contradiction. Let (Φν)ν
be a Weyl sequence for 0 ∈ σe(i∗D′i) satisfying additionally |Φν |L2 = 1,
supp Φν ⊆ M \K = M ′ \K ′ and for any compact L ⊂M \K = M ′ \K ′
|Φν |L2(M\L −→
ν→∞
0. (9.17)
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We have lim
ν→∞
i∗D′iΦν = 0. Then also lim
ν→∞
D′Φν = 0. We use in the sequel
the following simple fact. If β is an L2–function, in particular if β is even
Sobolev, then
|β · Φν |L2 −→ 0. (9.18)
Now (UDU∗)Φν = (UDU∗ − D′)Φν + D′Φν . Here D′Φν −→
ν→∞
0. Consider
(UDU∗ − D′)Φν = (α 12Dα− 12 − D′)Φν =
(− grad α
2α
·+D −D′)Φν . Assume
α 6≡ 1. Then β = ∣∣ grad α
2α
∣∣ ∈ Ω0,2, r2 (T (M \K)) satisfies the assumptions above
and
lim
ν→∞
∣∣∣∣− grad α2α · Φν
∣∣∣∣
L2
= 0. (9.19)
If α ≡ 1 this term does not appear. Write, according to ( 7.9) – (7.12),
(D −D′)Φν = ηop1 Φν + ηop2 Φν + ηop3 Φν . (9.20)∣∣∣g′ik ∂∂xk ·∣∣∣ is bounded (we use a uniformly locally finite cover by normal charts,
an associated bounded decomposition of unity etc.). β = |∇−∇′| is Sobolev
hence L2 and by (9.18)
|ηop2 Φν |L2 −→
ν→∞
0. (9.21)
Now |∇Φν |L2 ≤ C1(|Φν |L2 + |DΦν |L2) ≤ C2(|Φν |L2 + |D′Φν |L2). g − g′ is
Sobolev, hence, according to (9.18) with β = |g − g′|, ||g − g′| · Φν |L2 −→
ν→∞
0
and finally ||g − g′| ·D′Φν |L2 −→
ν→∞
0. This yields
|ηop1 Φν |L2 −→
ν→∞
0. (9.22)
We conclude in the same manner from · − ·′ Sobolev and |∇′Φν |L2 ≤
C3(|Φν |L2 + |D′Φν |L2) that
|ηop3 Φν |L2 −→
ν→∞
0. (9.23)
(9.19) – (9.23) yield (UDU∗)Φν −→ 0, 0 ∈ σe(UDU∗), inf σe(D2) = 0,
a contradiction, hence inf σe((U
∗i∗D′iU)2) > 0, inf σe((i∗D′i)2) > 0, 0 /∈
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σe(i
∗D′i), 0 /∈ σe(D′), inf σe(D′2) > 0. We infer from 9.2 and 9.5 that for
t > 0
tr τe−tD
2 − e−t(U∗i∗D′iU)2 = indD+ − ind(U∗i∗D′iU)+. (9.24)
We are done if we can show
ind(U∗i∗D′iU)+ = indD′+. (9.25)
Φ ∈ ker(U∗i∗D′iU)+ means (U∗i∗D′iU)+Φ = (U∗i∗D′iU)(χK ′Φ +
U∗i−1χM ′\K ′Φ) = χK ′D′
+Φ+U∗i∗χM ′\K ′D′
+Φ = 0. But this is equivalent to
D′+Φ = 0. Similar for D′−. (9.25) holds and hence (9.16). ✷
It would be desirable to express ind(D, D˜′, K,K ′) by geometric topological
terms. In particular, this would be nice in the case inf σe(D
2) > 0. In the
compact case, one sets indaD := indaD
+ = dimkerD+ − dimker(D+)∗ =
dimkerD+ − dimkerD− = lim
t→∞
tr τe−tD
2
. On the other hand, for t → 0+
there exists the well known asymptotic expansion for the kernel of τe−tD
2
.
Its integral at the diagonal yields the trace. If tr τe−tD
2
is independent of
t (as in the compact case), we get the index theorem where the integrand
appearing in the L2–trace consists only of the t–free term of the asymptotic
expansion. Here one would like to express things in the asymptotic expansion
of the heat kernel of e−tD
′2
instead of e−t(U
∗i∗D′iU)2 . For this reason we restrict
in the definition of the topological index to the case E ′ ∈ comp1,r+1L,diff,F (E)
or E ′ ∈ comp1,r+1L,diff,F,rel(E), i.e. we admit Sobolev perturbation of g,∇h, ·
but the fibre metric h should remain fixed. Then for D′ = D(g′, h,∇′h, ·′)
in L2((M,E), g, h) the heat kernel of e
−t(U∗D′U)2 = U∗e−tD
′2
U equals to
α(q)−
1
2W ′(t, q, p)α(p)
1
2 . At the diagonal this equals to W ′(t,m,m), i.e. the
asymptotic expansion at the diagonal of the original e−tD
′2
and the trans-
formed to L2((M,E), g, h) coincide.
Consider
tr τW (t,m,m) ∼
t→0+
t−
n
2 b−n
2
(D,m) + · · ·+ b0(D,m) + · · · (9.26)
and
tr τW ′(t,m,m) ∼
t→0+
t−
n
2 b−n
2
(D′, m) + · · ·+ b0(D′, m) + · · · . (9.27)
91
We show in the next section that
bi(D,m)− bi(D′, m) ∈ L1, −n
2
≤ i ≤ 1. (9.28)
Define for E ′ ∈ gen comp1,r+1L,diff,F (E)
indtop(D,D
′) :=
∫
M
b0(D,m)− b0(D′, m). (9.29)
According to (9.28), indtop(D,D
′) is well defined.
Theorem 9.7 Assume E ′ ∈ gen comp1,r+1L,diff,F,rel(E)
a) Then
ind(D,D′, K,K ′) =
∫
K
b0(D,m)−
∫
K ′
b0(D
′, m) + (9.30)
+
∫
M\K=M ′\K ′
b0(D,m)− b0(D′, m). (9.31)
b) If E ′ ∈ gen comp1,r+1L,diff,F (E) then
ind(D,D′) = indtop(D,D′). (9.32)
c) If E ′ ∈ gen comp1,r+1L,diff,F (E) and inf σe(D2) > 0 then
indtop(D,D
′) = indaD − indaD′. (9.33)
Proof. All this follows from 9.1, the asymptotic expansion, (9.28) and the
fact that the L2–trace of a trace class integral operator equals to the integral
over the trace of the kernel. ✷
Remarks 9.8 1. If E ′ ∈ gen comp1,r+1L,diff,rel(E), g and g′, ∇h and ∇′h, · and
·′ coincide in V = M \ L = M ′ \ L′, L ⊇ K, L′ ⊇ K ′, then in (7.4) – (7.53)
α− 1 and the η’s have compact support and we conclude form (8.38), (8.39)
and the heat kernel estimates in section 5 that∫
V
|W (t,m,m)−W ′(t,m,m)| dm ≤ C · e− dt (9.34)
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and obtain
ind(D,D′, L, L′) =
∫
L
bo(D,m)−
∫
L′
b0(D
′, m). (9.35)
This follows immediately from 9.7.a. and (9.35) and contains corollary 5.2
in [2]. It is one of the main results in [17].
2. The point here is that we admit much more general perturbations than
in preceding approaches to prove relative index theorems.
3. inf σe(D
2) > 0 is an ivariant of gen comp1,r+1L,diff,F (E). If we fix E, D as
reference point in gen comp1,r+1L,diff,F (E) then 9.7.c enables us to calculate the
analytical index for all other D’s in the component from indD and a pure
integration.
4. inf σe(D
2) > 0 is satisfied e.g. if in D2 = ∇∗∇+R the operatorR satisfies
outside a compact K the condition
R ≥ κ0 · id, κ0 > 0. (9.36)
(9.36) is an invariant of gen comp1,r+1L,diff,F (E) (with possibly different K, κ0).
✷
It is possible that indD, indD′ are defined even if 0 ∈ σe. For the corre-
sponding relative index theorem we need the scattering index.
To define the scattering index and in the next section relative ζ–functions,
we must introduce the spectral shift function of Birman/Krein/Yafaev. Let
A, A′ be bounded self adjoint operators, V = A− A′ of trace class, R′(z) =
(A′ − z)−1. Then the spectral shift function
ξ(λ) = ξ(λ,A,A′) := π−1 lim
ε→0
arg det(1 + V R′(λ+ iε)) (9.37)
exists for a.e. λ ∈ R. ξ(λ) is real valued, ∈ L1(R) and
tr (A− A′) =
∫
R
ξ(λ) dλ, |ξ|L1 ≤ |A− A′|1. (9.38)
If I(A,A′) is the smallest interval containing σ(A) ∪ σ(A′) then ξ(λ) = 0 for
λ /∈ I(A,A′).
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Let
G = {f : R −→ R | f ∈ L1 and
∫
R
|f̂(p)|(1 + |p|) dp <∞}.
Then for ϕ ∈ G, ϕ(A)− ϕ(A′) is of trace class and
tr (ϕ(A)− ϕ(A′)) =
∫
R
ϕ′(λ)ξ(λ) dλ. (9.39)
We recall proposition 2.1 from [19].
Lemma 9.9 Let H,H ′ ≥ 0, selfadjoint in H, e−tH − e−tH′ for t > 0 of trace
class. Then there exist a unique function ξ = ξ(λ) = ξ(λ,H,H ′) ∈ L1,loc(R)
such that for > 0, e−tλξ(λ) ∈ L1(R) and the following holds.
a) tr (e−tH − e−tH′) = −t
∞∫
0
e−tλξ(λ) dλ.
b) For every ϕ ∈ G, ϕ(H)− ϕ(H ′) is of trace class and
tr (ϕ(H)− ϕ(H ′)) =
∫
R
ϕ′(λ)ξ(λ) dλ.
c) ξ(λ) = 0 for λ < 0. ✷
We apply this to our case E ′ ∈ gen comp1,r+1L,diff,rel(E). According to 9.4, D
and U∗i∗D′iU form a supersymmetric scattering system, H = D2, H ′ =
(U∗i∗D′iU)2. In this case
e2piiξ(λ,H,H
′) = detS(λ),
where S = (W+)∗W− =
∫
S(λ) dE ′(λ) and H ′ac =
∫
λ dE ′(λ).
Let Pd(D), Pd(U
∗i∗D′iU) be the projector on the discrete subspace in H,
respectively and Pc = 1 − Pd the projector onto the continuous subspace.
Moreover we write
D2 =
(
H+ 0
0 H−
)
, (U∗i∗D′iU)2 =
(
H ′+ 0
0 H ′−
)
. (9.40)
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We make the following additional assumption.
e−tD
2
Pd(D), e
−t(U∗i∗D′iU)2Pd(U∗i∗D′iU) are for t > 0 of trace class. (9.41)
Then for t > 0
e−tD
2
Pc(D)− e−t(U∗i∗D′iU)2Pc(U∗i∗D′iU)
is of trace class and we can in complete analogy to (9.37) define
ξc(λ,H±, H ′±) := −π lim
ε→0+
arg det[1 + (e−tH
±
Pc(H
±)− e−tH′±Pc(H ′±))
(e−tH
′±
Pc(H
′±)− e−λt − iε)−1] (9.42)
According to (9.38),
tr (e−tH
±
Pc(H
±)− e−tH′±Pc(H ′±)) = −t
∞∫
0
ξc(λ,H±, H ′±)e−tλ dλ. (9.43)
We denote as after (9.13) D˜′ = D′ in the case ∇′ ∈ comp1,r(∇) and D˜′ =
U∗i∗D′iU in the case E ′ ∈ gen comp1,r+1L,diff,rel(E). The assumption (9.41)
in particular implies that for the restriction of D and D˜′ to their discrete
subspace the analytical index is well defined and we write inda,d(D, D˜′) =
inda,d(D)− inda,d(D˜′) for it. Set
nc(λ,D, D˜′) := −ξc(λ,H+, H ′+) + ξc(λ,H−, H ′−). (9.44)
Theorem 9.10 Assume the hypothesises of 9.1 and (9.41).
Then nc(λ,D, D˜′) = nc(D, D˜′) is constant and
ind(D, D˜′)− inda,d(D, D˜′) = nc(D, D˜′). (9.45)
Proof.
ind(D, D˜′) = tr τ(e−tD
2
P − e−tD˜′2P ′) =
= tr τe−tD
2
Pd(D)P − tr τe−tD˜′
2
Pd(D˜′)P ′ +
+tr τ(e−tD
2
Pc(D)− e−tD˜′
2
Pc(D˜′)) =
= inda,d(D, D˜′) + t
∞∫
0
e−tλnc(λ,D, D˜′) dλ.
95
According to 9.1, ind(D, D˜′) is independent of t. The same holds for
inda,d(D, D˜′). Hence t
∞∫
0
e−tλnc(λ,D, D˜′) dλ is independent of t. This is
possible only if
∞∫
0
e−tλnc(λ,D,D′) dλ = 1
t
or nc(λ,D, D˜′) is independent of
λ. ✷
Corollary 9.11 Assume the hypothesises of 9.10 and additionally
inf σe(D
2|(kerD2)⊥) > 0. Then nc(D, D˜′) = 0.
Proof. In this case inda,d(D, D˜′) = indD − indD˜′ = ind(D, D˜′), hence
nc = 0. ✷
10 Relative ζ–functions, η–functions, deter-
minants and torsion
Assume E ′ ∈ gen comp1,r+1L,diff,F (E). Then we have in L2((E,M), g, h) the
asymptotic expansion
tr W (t,m,m) ∼
t→0+
t−
n
2 b−n
2
(m) + t−
n
2
+1b−n
2
+1 + . . . (10.1)
and analogously for tr α−
1
2 (m)W ′(t,m,m)α
1
2 (m) = tr W ′(t,m,m) with
b−n
2
+1(m) = b−n
2
+l(D(g, h,∇), m), b′−n
2
+l(m) = b−n2+l(D(g
′, h,∇′), m).
Here we use that the odd coefficients vanish, i.e. terms with t−
n
2
+ 1
2 , t−
n
2
+ 3
2 etc.
do not appear. The heat kernel coefficients have for l ≥ 1 a representation
b−n
2
+l =
l∑
k=1
k∑
q=0
∑
i1+i2+···+ik=2(l−k)
∇i1Rg . . .∇iqRgtr (∇iq+1RE . . .∇ikRE)C i1,...,ik ,
(10.2)
where C i1,...,ik stands for a contraction with respect to g, i.e. it is built up by
linear combination of products of the gij, gij.
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Lemma 10.1 b−n
2
+l − b′−n
2
+l ∈ L1(M, g), 0 ≤ l ≤ n+32 .
Proof. First we fix g. Forming the difference b−n
2
+l − b′−n
2
+l, we obtain a
sum of terms of the kind
∇i1Rg . . .∇iqRg tr [∇iq+1RE . . .∇ikRE −∇′iq+1R′E . . .∇′ikR′E ]C i1,...,ik .
(10.3)
The highest derivative of Rq with respect to ∇g occurs if q = k, i1 = · · · =
iq−1 = 0. Then we have
(∇g)2l−2kRg. (10.4)
By assumption, we have bounded geometry of order ≥ r > n + 2, i. e. of
order ≥ n+ 3. Hence (∇g)iRg is bounded for i ≤ n+ 1. To obtain bounded
∇jRg–coefficients of [. . . ] in (10.3), we must assume
2l − 2 ≤ n+ 1, l ≤ n+ 3
2
. (10.5)
Similarly we see that the highest occuring derivatives of RE , R′E in [. . . ] are
of order 2l − 2. The corresponding expression is
RE∇2l−2RE − R′E∇′2l−2R′E = (RE − R′E)(∇2l−2RE)
+R′E(∇2l−2RE −∇2l−2R′E). (10.6)
We want to apply the module structure theorem. ∇−∇′ ∈ Ω1,1,r(GClE ,∇) =
Ω1,1,r(GClE ,∇′) implies RE −R′E ∈ Ω2,1,r−1. We can apply the module struc-
ture theorem (and conclude that all norm products of derivatives of order
≤ 2l − 2 are absolutely integrable) if 2l − 2 ≤ r − 1, 2l − 2 ≤ n + 1,
l ≤ n+3
2
. Hence, (10.5) ∈ L1 since RE , R′E, C i1...ik bounded. It is
now a very simple combinatorial matter to write [. . . ] in (10.3) as a sum
of terms each of them is a product of differences (∇iRE − ∇′iR′E) with
bounded functions ∇jRE , ∇′j′R′E . Remember ∇,∇′ ∈ CE(Bk). Admit
now change of g. We write ∇i1Rg · · ·∇iqRgtr (∇iq+1RE · · ·∇ikRE)C i1,...,ik as
R1(g)tr R2(h,∇)C(g), similarly R1(g′)tr R2(h,∇′)C(g′). Then we have to
consider expressions
R1(g)tr R2(h,∇)C(g)−R1(g′)tr ′R2(h,∇′)C(g′) =
= [R1(g)−R1(g′)]tr R2(h,∇)C(g) +
+R1(g′)tr R2(h,∇)[C(g)− C(g′)]
+R1(g)tr [R2(h,∇)−R2(h,∇′)]C(g′).
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But each term [. . . ] ∈ L1(g) and the others are bounded what we infer as
above. This proves 10.1. ✷
Lemma 10.2 There is an expansion
tr (e−tD
2 − e−t(U∗D′U)2) = t−n2 a−n
2
+ · · ·+ t−n2+[n+32 ]a−n
2
+[n+3
2
] +O(t
−n
2
+[n+3
2
]+1).
(10.7)
Proof. Set
a−n
2
+i =
∫ (
b−n
2
+i(m)− b′−n
2
+i(m)
)
dm (10.8)
and use
tr W (t,m,m) = t−
n
2 b−n
2
+ · · ·+ t−n2+[n+32 ]b−n
2
+[n+3
2
] +
+O(m, t−
n
2
+[n+3
2
]+1), (10.9)
tr W ′(t,m,m) = t−
n
2 b′−n
2
+ · · ·+O′(m, t−n2+[n+32 ]+1) (10.10)
tr (e−tD
2 − e−t(U∗D′U)2) =
∫ (
tr W (t,m,m)− tr W ′(t,m,m)
)
dm.
Using lemma 10.1, the only critical point is∫
M
O(m, t−
n
2
+[n+3
2
]+1)− O′(m, t−n2+[n+32 ]+1) dm = O(t−n2+[n+32 ]+1). (10.11)
(10.11) requires a very careful investigation of the concrete representatives
for O(m, t−
n
2
+[n+3
2
]). We did this step by step, following [16], p. 21/22, 66
– 69. Very roughly spoken, the m–dependence of O(m, ·) is given by the
parametwise construction, i. e. by differences of corresponding derivatives
of the Γβiα, Γ
′β
iα, which are integrable by assumption. ✷
Definition. Assume E ′ ∈ gen comp1,r+1L,diff,F (E). Set
ζ1(s,D
2, (U∗D′U)2) :=
1
Γ(s)
1∫
0
ts−1tr (e−tD
2 − e−t(U∗D′U)2) dt. (10.12)
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Using 10.7,
1∫
0
ts−1t−
n
2
+[n+3
2
] dt =
1
s+ n
2
+ [n+3
2
]
, (10.13)
1
Γ(s)
1∫
0
ts−1O(t−
n
2
+[n+3
2
]+1) dt holomorphic for Re (s) + (−n
2
) + [
n + 3
2
] + 1 > 0
(10.14)
and [n+3
2
] ≥ n
2
+ 1, we obtain a function meromorphic in Re (s) > −1,
holomorphic in s = 0 with simple poles at s = n
2
− l, l ≤ [n+3
2
].
Much more troubles causes the integral
∞∫
1
. Here we must additionally assume
µe(D) = inf σe(D
2|(kerD2)⊥) > 0. (10.15)
(10.15) implies µe(D
′2) = inf σe((U∗D′U)2|(ker(U∗D′U)2)⊥) > 0. Denote by
µ0(D
2), µ0(D
′2) = µ0((U∗D′U)2) the smallest positive eigenvalue of D2, D′
2,
respectively and set
µ(D2) = min{µe(D2), µ0(D2)},
µ(D′2) = min{µe(D′2), µ0(D′2)},
µ(D2, D′2) := min{µ(D2), µ(D′2)} > 0. (10.16)
If there is no such eigenvalue for D2 then set µ(D2) = µe(D
2), analogous for
D′2. D2, D′2, (U∗D′U)2 have in ]0, µ(D2, D′2)[ no further spectral values.
We assert that the spectral function ξ(λ) = ξ(λ,D2, (U∗D′U)2) is constant
in the interval [0, µ(D2, D′2)/2[.
Consider the function ωε(x) =
{
cεe
− ε2
ε2−x2 |x| ≤ ε
0 |x| > ε and choose cε s. t.∫
ωε(x) dx = 1. Let 0 < 3ε <
δ
2
and χ[−δ−2ε,δ+2ε] the characteristic func-
tion of [−δ − 2ε, δ + 2ε]. Then ϕδ,ε := χ[−δ−2ε,δ+2ε] ∗ ωε satifies 0 ≤ ϕδ,ε ≤ 1,
ϕδ,ε(x) = 1 on [−δ−ε, δ+ε], ϕδ,ε(x) = 0 for x /∈]−δ−3ε, δ+3ε[, ϕ′δ,ε ≤ K ·ε−1
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and lim
ε→0
lim
δ→0
ϕδ,ε = δ− distribution. Assume δ+3ε < µ2 . A regular distribution
f ∈ D′(]− µ
2
, µ
2
[) equals to zero if and only if 〈f(λ), wε(λ− a) sin(k(λ− a))〉 =
0, 〈f(λ), wε(λ− a) cos(k(λ− a))〉 = 0 for all sufficiently small ε and all a
(s.t. |a| + ε < µ
2
) and for all k. ([22], p. 95). This is equivalent to
〈f, wε(λ− a)〉 = 0 for all sufficiently small ε and a and the latter is equiva-
lent to 〈f(λ), ϕδ,ε − ϕδ′,ε〉 = 0 for all δ, δ′ and all ε (s.t. δ+3ε, δ′+3ε < µ2 ). We
get for µ = µ(D2, D′2), 0 < 3ε < δ
2
, δ+3ε < µ
2
that ϕδ,ε(D
2)−ϕδ,ε((U∗D′U)2)
is independent of δ, ε, tr (ϕδ,ε(D
2) − ϕδ,ε((U∗D′U)2)) is independent of δ, ε,
0 = tr (ϕδ,ε(D
2) − ϕδ,ε((U∗D′U)2)) − tr (ϕδ′,ε(D2) − ϕδ′,ε((U∗D′U)2)) =
µ
2∫
0
(ϕδ,ε−ϕδ′,ε)′(λ)ξ(λ) dλ, i.e. the distributional derivative of ξ equals to zero,
ξ(λ) is a constant regular distribution. We write ξ(λ)|[0,µ
2
[ = tr (ϕδ,ε(D
2) −
ϕδ,ε((U
∗D′U)2)) ≡ −h. Set quite parallel to [19] ξ˜(λ) := ξ(λ) + h which
yields ξ˜(λ) = 0 for λ < µ
2
and −t
∞∫
0
e−tλξ(λ) dλ = h −
∞∫
µ
2
e−tλξ˜(λ) dλ. The
latter integral converges for t > 0 and can for t ≥ 1 estimated by
e−t
µ
4
∞∫
µ
2
|ξ˜(λ)|e−tλ4 dλ ≤ Ce−tµ4 .
Hence we proved
Proposition 10.3 Assume E ′ ∈ comp1,r+1L,diff,F (E), inf σe(D2|(kerD2)⊥) > 0
and set h = tr (ϕδ,ε(D
2)− ϕδ,ε((U∗D′U)2)) as above. Then there exist c > 0
s.t.
tr (e−tD
2 − e−t(U∗D′U)2) = h+O(e−ct). (10.17)
✷
Define for Re s < 0
ζ2(s,D
2, D′2) :=
1
Γ(s)
∞∫
1
ts−1[tr (e−tD
2 − e−t(U∗D′U)2)− h] ds. (10.18)
Then ζ2(s,D
2, D′2) is holomorphic in Re s < 0 and admits a meromorphic
extension to |C which is holomorphic in s = 0.
100
Define finally
ζ(s,D2, D′2) :=
1
Γ(s)
∞∫
0
ts−1[tr (e−tD
2 − e−t(U∗D′U)2)− h] dt
= ζ1(s,D
2, D′2) + ζ2(s,D2, D′
2
)− 1
Γ(s)
1∫
0
ts−1h dt
= ζ1(s,D
2, D′2) + ζ2(s,D2, D′
2
)− h
Γ(s+ 1)
(10.19)
We proved
Theorem 10.4 Suppose E ′ ∈ gen comp1,r+1L,diff,F (E), inf σe(D2|(kerD2)⊥) > 0
and set h as above. Then ζ(s,D2, D′2) is after meromorphic extension well
defined in Re s > −1 and holomorphic in s = 0. ✷
We know from QFT that functional integrals of the type∫
A
e−〈Hϕ,ϕ〉 dϕ (10.20)
play a decisive role. It is very difficult to give a reasonable sense to (10.20).
An oftenly used kind to do this is to define – in analogy to the Gauß integral –
(10.20) by the regularized determinant detH = e−ζ
′(0,H), where ζ(s,H) is the
zeta function of H . This makes sense if ζ(s,H) is defined and holomorphic
at s = 0. Exactly spoken, this is for open manifolds very rarely the case and
definitely wrong for underlying manifolds satisfying (I) and (Bk). We are
now able to rescue this situation by considering relative determinants,
det(H,H ′) := e−ζ
′(0,H,H′). (10.21)
If E ′, E ′′ ∈ gen comp1,r+1L,diff,F (E) then we denote as above D˜′
2
= (U∗D′U)2,
D˜′′
2
= (V ∗D′′V )2 for the transformed operators acting in L2((M,E), g, h).
Theorem 10.5 Suppose E ′, E ′′ ∈ gen comp1,r+1L,diff,F (E) and inf σ(D2|(kerD2)⊥)
> 0.
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a) Then ζ(s,D2, D˜′
2
), ζ(s,D2, D˜′′
2
), ζ(s, D˜′
2
, D˜′′
2
) are after meromorphic
extension in Re s > −1 well defined and holomorphic in s = 0. In particular
det(D2, D′2) = e−ζ
′(0,D2,D˜′
2
), det(D2, D′′2) = e−ζ
′(0,D2,D˜′′
2
), det(D˜′
2
, D′′2) =
e−ζ
′(0,D˜′
2
,D˜′′
2
) are well defined.
b) There holds
det(D˜′
2
, D2) = det(D2, D˜′
2
)−1 (10.22)
etc. and
det(D2, D˜′′
2
) = det(D2, D˜′
2
) · det(D˜′2, D˜′′2). (10.23)
Proof. a) follows from 10.4 and the fact that E,E ′′ ∈ gen comp(E) implies
E ′′ ∈ gen comp(E ′)(= gen comp(E)).
b) immediately follows from the definitions and tr (e−tD
2 − e−tD˜′′2) =
tr (e−tD
2 − e−tD˜′2) + tr (e−tD˜′2 − e−tD˜′′2). ✷
If we now restrict to the case E = (Λ∗T ∗M ⊗ |C, gΛ) then, as we have seen
already in section 7, g′ ∈ gen comp1,r+1(g) does not imply E ′ = (Λ∗T ∗M ⊗
|C, g′Λ) ∈ gen comp1,r+1L,diff,F (E) since the fibre metric changes, gΛ −→ g′Λ. Hence
the above considerations for constructing the relative ζ–function are not im-
mediately applicable. Fortunately we can define relative ζ–functions also in
this case. We recall from [16], p. 65 – 74 the following well known fact which
we used in (10.1), (10.2) already. Let P be a self adjoint elliptic partial
differential operator of order 2 such that the leading symbol of P is posi-
tive definite, acting on sections of a vector bundle (V, h) −→ (Mn, g). Let
WP (t, p,m) be the heat kernel of e
−tP , t > 0. Then for t −→ 0+
tr WP (t,m,m) ∼ t−n2 b−n
2
(m) + t−
n
2
+1b−n
2
+1(m) + · · ·
and the bν(m) can be locally calculated as certain derivatives of the symbol of
P according to fixed rules. As established by Gilkey, for P = ∆ or P = D2 the
b’s can be expressed by curvature expressions (including derivatives). This is
(10.1), (10.2), (10.3). We apply this to e−t∆ and e−t(U
∗i∗∆′iU) but we want to
compare the asymptotic expansions of W∆(t,m,m) and W∆′(t,m,m). The
expansion of
Wi∗∆′i(t,m,m) in L2(g
′, gΛ∗) (10.24)
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and
WU∗i∗∆′iU(t,m,m) in L2(g, gΛ∗) (10.25)
coincide since
WU∗i∗∆′iU(t,m,m) = α
− 1
2 (m)Wi∗∆′i(t,m,m)α
1
2 (m). (10.26)
The point is to compare the expansions of
Wi∗∆′i(t,m,m) in L2(g
′, gΛ∗) (10.27)
and
W∆′(t,m,m) in L2(g
′, g′Λ∗), (10.28)
i.e. we have to compare the symbol of i∗∆′i = i∗∆′ and ∆′. For q = 0
they coincide. Let q = 1, m ∈ M , ω1, . . . , ωn a basis in T ∗mM , Φ ∈ Ω1(M),
∆′Φ|m = ξ1ω1+· · ·+ξnωn. Then, according to (7.55) i∗(∆′Φi)|m = gklg′ikξiωl,
i.e.
((i∗ − 1)∆′1Φ)|m = (gklg′ikξi − ξl)ωl. (10.29)
Hence for the (local) coefficients of i∗∆′i as differential operator holds
coeff of (i∗∆′1i) = (g
klg′ik) coeff of (∆
′
1). (10.30)
Quite similar for 0 < q < n, e.g.
coeff of (i∗∆′2i) = (g
k1l1gk2l2g′i1k1g
′
i2k2
) coeff of (∆′2).
Proposition 10.6 Let r > n + 2, g′ ∈ comp1,r+1(g), l ≤ n+3
2
,
b−n
2
+l(∆(g, gΛ∗), g, gΛ∗, m) and b−n
2
+l(U
∗i∗∆′(g′, g′Λ∗)iU, g, gΛ∗) the co-
efficients of the asymptotic expansion of tr gΛ∗W∆(t,m,m) and
tr gΛ∗WU∗i∗∆′iU(t,m,m) in L2(M, g), repectively. Then
b−n
2
+l(∆, g, gΛ∗, m)− b−n
2
+l(U
∗i∗∆′iU, g, gΛ∗, m) ∈ L1(M, g). (10.31)
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Proof. Write
b−n
2
+l(∆, g, gΛ∗, m)− b−n
2
+l(U
∗i∗∆′iU, g, gΛ∗, m)
= b−n
2
+l(∆, g, gΛ∗, m)− b−n
2
+l(∆
′, g′, g′Λ∗, m) + (10.32)
+b−n
2
+l(∆
′, g′, g′Λ∗ , m)− b−n2+l(i∗∆′i, g′, gΛ∗, m) + (10.33)
+b−n
2
+l(i
∗∆′i, g′, gΛ∗ , m)− b−n
2
+l(U
∗i∗∆′iU, g, gΛ∗, m) (10.34)
where b−n
2
+l(∆
′, g′, g′Λ∗ , m), b−n2+l(i
∗∆′i, g′, gΛ∗) are explained in (10.28),
(10.27), respectively. (10.34) vanishes according to (10.26). (10.32) ∈
L1(M, g) according to the expressions (10.2) and g
′ ∈ comp1,r(g). We
conclude this as in the proof of 10.1. Finally (10.33) ∈ L1 according
to i∗∆′i = (i∗ − 1)∆′ + ∆′, coeff (i∗∆′i) = coeff (i∗ − 1) + coeff (∆′),
(i∗ − 1) ∈ Ω0,r(End (Λ∗)), the rules for calculating the heat kernel expan-
sion and according to the module structure theorem. ✷
Theorem 10.7 Let (Mn, g) be open, satisfying (I), (Bk), k ≥ r + 1 > n +
3, g′ ∈ comp1,r+1(g), ∆ = ∆(g, gΛ∗), ∆′ = ∆(g′, g′Λ∗) the graded Laplace
operators, U , i as in (7.54), and assume inf σe(∆|(ker∆)⊥) > 0.
a) Then for t > 0
e−t∆ − e−tU∗i∗∆′iU
is of trace class.
b) Denote h = tr (ϕδ,ε(∆) − ϕδ,ε(U∗i∗∆′iU)) for 0 < 3ε < δ2 , δ + 3δ < µ2 ,
µ = inf{nonzero spectrum of ∆, i∗∆′i}. Then
ζq(s,∆,∆
′) :=
1
Γ(s)
∞∫
0
ts−1[tr (e−t∆q − e−t(U∗i∗∆′qiU))− h] dt
has a well defined meromorphic extension to Re (s) > −1 which is holomor-
phic in s = 0.
c) The relative analytic torsion τa(Mn, g, g′),
log τa(Mn, g, g′) :=
n∑
q=0
(−1)qq · ζ ′q(0,∆,∆′) (10.35)
is well defined.
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Proof. a) is just theorem 7.9. b) immediately follows from 10.6 and the
proof of 10.4. c) is a consequence of b). ✷
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It is very easy to provide many classes of Examples.
1) Let (H2k−1, gH2k−1) = (R
2k, dr2 + (sinh r)2dσ2
S2k−1
) be the 2k–dimensional
real hyperbolic space and (R2k, g′) such that g ∈ comp1,r+1(gH2k−1). Then
τa(H2k−1, gH2k−1, g
′) is a well defined important non local relative invariant for
the pair (H2k−1, (R
2k, g′)).
2) This can be e.g. generalized to finite connected sums (M2k, g) =(
m
#
1
H2k−1, g
m
#
1
H2k−1
)
and g′ ∈ comp1,r+1
(
m
#
1
gH2k−1
)
.
3) A further generalization is (M2k, g) = (compact topological and metrical
perturbation of
m
#
1
H2k−1, gM2k), g
′
M ∈ comp1,r+1(gM).
4) Still more general manifolds (M2k, g) which fall into the domain of 10.7
are those with warped product metric at infinity satisfying the assumptions
of 10.7 which can in this case easily be controlled.
5) Multiplication by S1 yields odd dimensional examples. ✷
Finally we turn to the relative η–invariant. On a closed manifold (Mn, g)
and for a generalized Dirac operator the η–function is defined as
ηD(s) :=
∑
λ ∈ σ(D)
λ 6= 0
sign λ
|λ|s =
1
Γ
(
s+1
2
) ∞∫
0
t
s−1
2 tr (De−tD
2
) dt. (10.36)
ηD(s) is defined for Re (s) > n, it has a meromorphic extension to |C with
isolated simple poles and the residues at all poles are locally computable.
Γ
(
s+1
2
) · ηD(s) has its poles at n+1−ν2 for ν ∈ IN. One cannot conclude
directly η is regular at s = 0 since Γ(u) is regular at u = 1
2
, i.e. Γ
(
s+1
2
)
is regular at s = 0. But one can show in fact using methods of algebraic
topology that η(s) is regular at s = 0. A purely analytical proof for this is
presently not known (cf. [16], p. 114/115).
(10.36) does not make sense on open manifolds. But we are able to define
a relative η–function and under an additional assumption the relative η–
invariant. De−tD
2
is an integral operator with heat kernel DpWD(t,m, p)
which has at the diagonal a well defined asymptotic expansion (cf. [16], p.
106
75, lemma 1.9.1 for the compact case)
tr DpW (t,m, p)|p=m ∼
t→0+
∑
l≥0
b−n+l
2
(D2, D,m)t
−n+l
2 . (10.37)
In [3] has been proved that the heat kernel expansion on closed manifolds
also holds on open manifolds with the same coefficients (it is a local matter)
independent of the trace class property. The (simple) proof there is carried
out for e−tD
2
, tr W (t,m,m), but can be word by word repeated for De−tD
2
,
DW (t,m,m). The rules for calculating the b−n+l
2
(D2, D,m) are quite si-
milar to them for b−n+l
2
(D,m) (cf. [16], Lemma 1.9.1). We sum up these
considerations in
Proposition 10.8 Let E ′ ∈ gen comp1,r+1L,diff (E), r + 1 > n + 3. Then for
t > 0
e−tD
2
D − e−t(U∗i∗D′iU)2(U∗i∗D′iU) (10.38)
is of trace class, for t→ 0+ there exists an asymptotic expansion
tr (e−tD
2
D − e−t(U∗i∗D′iU)2(U∗i∗D′iU)) =
n+3∑
l=0
∫
M
a−n+l
2
(m) dvolm(g)t
−n+l
2 + o(t)
(10.39)
Proof. The first assertion is just theorem 7.10. (10.39) can just be derived
as proposition 10.6. ✷
We recall from [19] the following
Proposition 10.9 Assume that D and D˜′ = U∗i∗D′iU satisfy (10.37),
(10.38) and that the spectra of D and D′ have a common gap [a, b],(
σ(D) ∪ σ(D˜′)
)
∩ [a, b] = ∅. Then there exists a spectral shift function
ξ(λ) = ξ
(
λ,D, D˜′
)
having the following properties.
1. ξ ∈ L1,loc(R) and ξ(λ) = 0 for λ ∈ [a, b]. (10.40)
2. For all ϕ ∈ C∞c (R), ϕ(D)− ϕ(D˜′) is a trace class operator and
tr
(
ϕ(D)− ϕ(D˜′)
)
=
∫
R
ϕ′(λ)ξ(λ) dλ. (10.41)
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3. tr
(
e−tD
2
D − e−tD˜′2D˜′
)
=
∫
R
d
dλ
(λe−tλ
2
)ξ(λ) dλ. (10.42)
✷
Proposition 10.10 Assume E ′ ∈ gen comp1,r+1L,diff(E) and inf σe(D2|(kerD2)⊥)
> 0. Then there exists c > 0 s. t.
tr (e−tD
2
D − e−t(U∗i∗D′iU)2(U∗i∗D′iU)) = O(e−ct). (10.43)
Proof. We conclude as in the proof of 10.3 that there exists µ > 0 s. t.
σ(D) ∩ σ(i∗D′i) ∩ ([−µ,− 1
ν
] ∪ [ 1
ν
, µ]) = ∅ for all ν ≥ ν0. Hence, according to
(10.40),
µ∫
−µ
d
dt
(λe−tλ
2
)ξ(λ) dλ = 0 and
|tr (e−tD2D − e−t(U∗i∗D′iU)2)|
=
∣∣∣∣∣∣
µ∫
−∞
d
dλ
(λe−tλ
2
)ξ(λ) dλ+
∞∫
µ
d
dλ
(λe−tλ
2
)ξ(λ) dλ
∣∣∣∣∣∣
≤ e−tλ
2
2
 µ∫
−∞
e−t
λ2
2 |1− 2tλ||ξ(λ)| dλ+
∞∫
µ
e−t
λ2
2 |1− 2tλ||ξ(λ)| dλ

= C · e−tµ
2
2 . ✷
Theorem 10.11 Assume E ′ ∈ gen comp1,r+1(E), k ≥ n + 1 > n + 3 and
inf σe(D
2|(kerD2)⊥) > 0. Then there is a well defined relative η–function
η(s,D,D′) :=
1
Γ
(
s+1
2
) ∞∫
0
t
s−1
2 tr (De−tD
2 − U∗i∗D′iUe−t(U∗i∗D′iU)2) dt
(10.44)
which is defined for Re s > n
2
and admits a meromorphic extension to Re s >
−5. It is holomorphic at s = 0 if the coefficient ∫ a− 1
2
(m) dvolm(g) of t
− 1
2
equals to zero. Then there is a well defined relative η–invariant of the pair
(E,E ′).
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Proof. We write again U∗i∗D′iU = D˜′. Then according to (10.38),
η(s,D,D′) =
1
Γ
(
s+1
2
) ∞∫
0
t
s−1
2
n+3∑
l=0
∫
M
a−n+l
2
dvolm(g)t
n+l
2 +O(t
4
2 ) dt

=
1
Γ
(
s+1
2
)
 1∫
0
· · · dt+
∞∫
1
· · · dt

=
1
Γ
(
s+1
2
) n+3∑
l=0
1
s
2
− n
2
+ l
2
+ 1
2
∫
M
a−n+l
2
dvolm(g) + (10.45)
+
1
Γ
(
s+1
2
) t∫
0
t
s−1
2 O(t
4
2 ) dt+ (10.46)
+
1
Γ
(
s+1
2
) ∞∫
1
t
s−1
2 tr (DetD
2 − D˜′e−tD˜′2) dt (10.47)
We infer from (10.43) that (10.47) is holomorphic in |C. (10.46) is holomorphic
in Re s > −5. (10.45) admits a meromorphic extension to |C. η(s,D,D′) is
holomorphic at s = 0 if the coefficient
∫
M
a− 1
2
(m) dvolm(g) equals to zero. ✷
This finishes our analytical approach to relative Dirichlet series for pairs of
open manifolds arising from geometry. In a forthcoming paper a combinato-
rial approach will be presented.
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