Abstract. Given any irreversible program with running time T and space complexity S, and given any e > 0, Bennett shows how to construct an equivalent reversible program with running time O(T1+) and space complexity O(S In T). Although these loose upper bounds are formally correct, they are misleading due to a hidden constant factor in the space bound. It is shown that this constant factor is approximately e21/, which diverges exponentially as e approaches 0. Bennett's analysis is simplified using recurrence equations and it is proven that the reversible program actually runs in time
Introduction. A Turing machine is reversible if and only if its state-transition
function is injective. In other words, a program is reversible if for any input and for any state in the program execution on that input, the preceding state is uniquely determined from the current state. For example, the program "On input x and y, output x + y." is not reversible because the input cannot be determined from the output, but the related program "On input x and y, output (x + y, x)." is reversible. The notion of reversible computation might someday radically alter the design of computers because there are models of reversible computation in which computations do not dissipate heat [3] .
In 1973 Bennett [2] [5] in 1972. 2 The rest of this note is divided into two sections. In 2 we give a simplified analysis of Bennett's time-space tradeoff using recurrence equations. We also plot the tradeott curve for the reversible time and space for several values of T/S. In 3 we compute the constant factor in the space bound and correct an error in Bennett's paper.
2. Time and space analysis using recurrence equations. Consider any irreversible program that runs in time T and space S. We assume that T-2S, since otherwise it would be better to use Bennett's 1973 algorithm to produce an equivalent reversible program that runs in time 19(T) and space 19(S). Bennett For another interesting application of this tradeoff, see the "cycling known-plaintext attack" against group ciphers by Kaliski, Rivest, and Sherman [7] . Downloaded 01/12/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which describes the number of stored intermediate configurations. By iteration [6] the exact solution is (6) S,=mn(k-1).
Bennett chooses rn S to ensure that each stored configuration takes at most S space. From this assumption (4) and (6) We now separately express T' and S' in terms of T, S, and k. By (7) and (9) Equations (12) and (14) 
The most interesting case is when e(k) tends to 0--that is, when the reversible time approaches the irreversible timembut in this case the term c(k) diverges.
To illustrate how the constant factor c(k) diverges when e(k) approaches 0, consider what happens when aT <= T'<= bT for some constants 1 < a _-< b. In this case, the identity e(k) (In (T'/T))/ln (T/S) from (12) implies that In a In b _<e(k) <- (19) In (T/S)---In (T/S)"
Note that to be able to find an integer k that satisfies (19), it is necessary for Although Bennett did not explicitly state the dependence of T' and S' on S, the details of his proof given in the appendix of [1] By (19), 
