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Abstract:
Perturbative QCD, when optimized by the principle of minimal sensitivity at fourth
order, yields finite results for Re+e−(Q) down to Q = 0. For two massless flavours
(nf = 2) this occurs because the couplant “freezes” at a fixed-point of the optimized
β function. However, for larger nf ’s, between 6.7 and 15.2, the infrared limit arises by
a novel mechanism in which the evolution of the optimized β function with energy
Q is crucial. The evolving β function develops a minimum that, as Q → 0, just
touches the axis at ap (the “pinch point”), while the infrared limit of the optimized
couplant is at a larger value, a⋆ (the “unfixed point”). This phenomenon results in R
approaching its infrared limit not as a power law, but as R → R⋆ − const./ | lnQ |2.
Implications for the phase structure of QCD as a function of nf are briefly considered.
1 Introduction
Countless textbooks explain how key properties of a renormalizable field theory follow from a
graph of its β function. Fig. 1, for instance, supposedly represents an asymptotically free theory
with an infrared fixed point at a = a∗.
Figure 1: Conventional sketch of “the β function” in an asymptotically free theory with an
infrared fixed point. The couplant flows to zero in the ultraviolet and to a∗ in the infrared.
The problem, though, is that there is no such thing as “the β function.” It is a myth that
there is a unique β function characterizing a given theory. In fact, away from the origin, β(a)
depends strongly on the arbitrary choice of renormalization scheme (RS); that is, it depends on
the definition adopted for the renormalized coupling constant (couplant) a ≡ αs/π. While the
first two terms of β(a) are unique, all the higher coefficients are RS dependent [1]. Whether or
not the β function has a fixed point is an entirely RS-dependent question [1, 2, 3].
Renormalization-group invariance [4] means that any physical quantity, R, is, in principle,
independent of the RS choice. However, finite-order perturbative approximants to R are RS
dependent. The idea of “optimized perturbation theory” (OPT) [5] is to find – for a given R
at a given energy Q and at a given order of perturbation theory – the “optimal” RS in which
the perturbative approximant is locally invariant; i.e., stationary under small changes of RS. At
second (next-to-leading) order this optimization is simply a precise formulation of the familiar
and powerful idea that the renormalization scale µ should not be kept fixed but should “run”
with the experimental energy scale Q. At higher orders, though, the optimization procedure
also determines optimal values for the higher-order β-function coefficients, and these evolve as
the energy Q is changed. Thus, the optimized β function itself evolves.
Hitherto this last point had seemed – even to this author – a technicality, unlikely to over-
throw the basic picture that a finite infrared limit in QCD only occurs if “the β function” has
a fixed point. Such a fixed-point limit of OPT was analyzed in Ref. [2] and was later found to
1
occur in QCD in the third-order Re+e− case [6, 7]. The recent calculation of the fourth-order
correction to Re+e− [8] has allowed us in Ref. [9] to investigate OPT at fourth order. For the
phenomenologically relevant case of two massless flavours (nf = 2) we again found fixed-point
behaviour with the couplant freezing to a modest value, with the third-order result 0.3± 0.3 [7]
now refined to 0.2± 0.1 [9]. See Fig. 2.
Figure 2: OPT results for Re+e−(non-singlet) for nf = 2. The energy Q is in units of Λ˜R, see
Eq. (2.13). The shaded region indicates the error estimate.
Continuing our investigation to higher nf values, however, produced a surprise: a finite
infrared limit in OPT can also occur by a quite different mechanism in which the evolution of
the β function plays an essential role. This “pinch mechanism” produces an extreme “spiking,”
rather than a “freezing,” of the couplant as Q→ 0; see Fig. 3. The main purpose of this paper
is to describe the pinch mechanism and to present numerical results for the infrared limit as a
function of nf .
In discussing the infrared behaviour of perturbation theory in QCD, one must of course
recognize that the results are not directly physical. There exist large nonperturbative, higher-
twist terms that perturbation theory is completely blind to. However, it is a longstanding idea
[10, 11] that perturbation theory corresponds to some kind of average over hadronic resonances.
As shown in Ref. [7], the low-energy e+e− data agrees very nicely, in this sense, with the
prediction of OPT that the couplant freezes to a modest value. Moreover, there is a wealth
2
Figure 3: As Fig. 2 but for nf = 8. The arrow indicates the infrared limit.
of phenomenological evidence for freezing.1 We therefore believe that there is some real-world
relevance to studying the infrared behaviour of perturbation theory.
It is also interesting theoretically to consider QCD with nf flavours of massless quarks for
various nf . One reason is to compare with extrapolations from nf = 16 12 (the Banks-Zaks (BZ)
or “small-b” expansion [13]), or from nf = −∞ (the “large-b” approximation [14, 15]). The
other reason is the whole issue of the phase structure of QCD, and other gauge theories, as a
function of nf [16] – [20].
We begin by briefly reviewing the key ingredients of OPT [5] in Sect. 2. (See Ref. [9] for
a fuller account.) Sections 3 and 4 respectively describe the fixed-point and pinch mechanisms
whereby fourth-order OPT produces a finite Q = 0 limit. Numerical results are presented in
Sect. 5. Sect. 6 describes the approach to the Q = 0 limit and Sect. 7 briefly discusses the
possible implications of the results.
2 Optimized perturbation theory
The β function, of some general RS, is written as
β(a) ≡ µ
da
dµ
= −ba2B(a), (2.1)
1 Recently it was pointed out that a fixed point in the nf = 3 theory provides a simple and appealing
explanation of the ∆I = 1
2
rule for Kaon decays [12].
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with
B(a) = (1 + ca+ c2a
2 + c3a
3 + . . .). (2.2)
The first two coefficients of the β function are RS invariant [1] and are given by [21, 22]
b =
(33 − 2nf )
6
, c =
153− 19nf
2(33 − 2nf )
. (2.3)
The higher β-function coefficients c2, c3, . . . are RS dependent: together with τ ,
τ ≡ b ln(µ/Λ˜), (2.4)
they parametrize the RS choice.
The Λ˜ parameter in τ arises as the constant of integration in the integrated β-function (int-β)
equation
τ = K(a), (2.5)
where
K(a) ≡
1
a
+ c ln(|c |a) −
∫ a
0
dx
x2
(
1
B(x)
− 1 + cx
)
. (2.6)
This form of K(a), completely equivalent to our previous definition [5, 9], is more convenient
when c may be negative. The Λ˜ parameter thus defined is RS dependent, but it can be converted
between different schemes exactly by the Celmaster-Gonsalves relation [23].
The physical quantity considered here is the e+e− hadronic cross-section ratio Re+e−(Q) at
a total c.m. energy Q. Neglecting quark masses, this has the form Re+e− = 3
∑
q2i (1 +R) with
R = a(1 + r1a+ r2a
2 + r3a
3 + . . .). (2.7)
(Actually, in this paper we will consider only the “non-singlet” part of R; that is, we drop the
terms proportional to (
∑
qi)
2. This makes very little difference for 0 ≤ nf ≤ 6 and allows us
to discuss higher nf ’s without needing to specify the electric charges of the fictitious, additional
quarks.)
Since it is a physical quantity, R satisfies a set of RG equations [5]
∂R
∂τ
=
(
∂
∂τ
∣∣∣∣
a
+
β(a)
b
∂
∂a
)
R = 0, “j = 1”,
(2.8)
∂R
∂cj
=
(
∂
∂cj
∣∣∣∣
a
+ βj(a)
∂
∂a
)
R = 0, j = 2, 3, . . . .
The first of these (“j = 1”) is the familiar RG equation expressing the invariance of R under
changes of renormalization scale µ. The other equations express the invariance of R under other
changes in the choice of RS. The βj(a) functions, defined as ∂a/∂cj , are given by
βj(a) ≡
aj+1
(j − 1)
Bj(a), (2.9)
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with
Bj(a) =
(j − 1)
aj−1
B(a)Ij(a), (2.10)
where
Ij(a) ≡
∫ a
0
dx
xj−2
B(x)2
. (2.11)
The Bj(a) functions have expansions that start 1 +O(a). (Note that for j → 1+ one naturally
finds B1(a) = B(a).)
The RG equations (2.8) imply that certain combinations of R and β-function coefficients are
RS invariants. Up to fourth order these are:
ρ˜1 = c, and ρ1(Q) = τ − r1,
ρ˜2 = c2 + r2 − cr1 − r
2
1, (2.12)
ρ˜3 = c3 + 2r3 − 2c2r1 − 6r2r1 + cr
2
1 + 4r
3
1 .
The numerical values of the ρ˜2, ρ˜3 invariants (see Table 1 below) can be obtained from the MS
calculations of c2, c3 [24, 25] and r1, r2, r3 [26, 27, 8], with all dependence on the arbitrary MS
choice dropping out.
Q dependence enters only through ρ1(Q), which can be conveniently expressed as
ρ1(Q) = b ln(Q/Λ˜R), (2.13)
where Λ˜R is a characteristic scale specific to the particular physical quantity R. It can be related
back to the traditionally defined ΛMS parameter by the exact relation
ln(Λ˜R/ΛMS) =
rMS1
b
− (c/b) ln(2 |c |/b). (2.14)
Note that the infrared limit corresponds to ρ1(Q)→ −∞.
The (k + 1)th-order approximation, R(k+1), in some general RS, is defined by truncating
the R and β series after the rk and ck terms, respectively. Because of these truncations, the
resulting approximant depends on RS. “Optimization” [5] corresponds to finding the stationary
point where the approximant is locally insensitive to small RS changes, i.e., finding the “optimal”
RS in which the RG equations (2.8) are satisfied by R(k+1) with no remainder. The resulting
optimization equations [5] were recently solved for the optimized r¯m coefficients [9].
[A note about notation: An overbar can be used to explicitly distinguish optimized from
generic quantities, but we shall generally omit these below, leaving it understood that all quan-
tities are the optimized ones at (k + 1)th order. The one exception is the symbol “a,” which we
employ merely as a dummy argument. Thus, we can discuss “the β(a) function” in basically the
5
traditional sense as a function of a single variable, a, with definite coefficients, cj = c¯j ; the key
difference, though, is that the c¯j coefficients will themselves evolve as the energy Q changes.]
The optimized rm coefficients are given in terms of the optimized couplant a¯ and the opti-
mized cj coefficients by [9]:
(m+ 1)rma¯
m =
1
Bk(a¯)
(Hk−m(a¯)−Hk−m+1(a¯)) , m = 0, 1, . . . , k, (2.15)
where
Hi(a) ≡
k−i∑
j=0
cja
j
(
i− j − 1
i+ j − 1
)
Bi+j(a), i = (1), 2, . . . , k, (2.16)
with c0 ≡ 1, c1 ≡ c. H1 is to be understood as the limit i→ 1 of the above formula, and H0 ≡ 1
and Hk+1 ≡ 0. At fourth order (k = 3) the H’s are explicitly given by
H1 = B − caB2 − c2a
2B3, H2 = B2, H3 = B3, (2.17)
and the optimized rm coefficients are given by
2r1a =
H2 −H3
H3
, 3r2a
2 =
H1 −H2
H3
, 4r3a
3 =
1−H1
H3
, (2.18)
with a = a¯.
The optimized rm and cj coefficients must also be constrained to yield the ρ˜n invariants of
Eq. (2.12). The iterative algorithm outlined in Ref. [9] can be used to solve numerically for the
optimized coefficients, and thereby obtain the optimized result, at any given Q value. In the
Q→ 0 limit these steps can be carried out analytically, as discussed in the next two sections.
3 Fixed-point mechanism
A finite Q→ 0 limit for R(Q) can occur by essentially the familiar fixed-point mechanism, with
the optimized B(a) function manifesting a simple zero at a = a∗ (see Fig. 4). The limiting
behaviour can be analyzed as follows [2]. For a close to a∗ one can linearize B(a) as
B(a) ≈ σ(a∗ − a), (3.1)
where σ is some positive constant (directly related to γ∗, the slope of the β function at its fixed
point; γ∗ = ba∗2σ). The integrals Ij(a) of Eq. (2.11) will then diverge in the infrared limit,
a→ a∗:
Ij(a)→
∫ a
0
dx
xj−2
σ2(a∗ − x)2
→
a∗j−2
σ2
1
(a∗ − a)
. (3.2)
Substituting in Bj(a), Eq. (2.10), one finds that the
1
(a∗−a) factor is cancelled by the (a
∗ − a)
factor in B(a), yielding
Bj(a)→
(j − 1)
σa∗
. (3.3)
6
Figure 4: The evolving optimized B(a) ≡ β(a)/(−ba2) function at fourth order for nf = 2.
The upper, solid curve is the Q = 0 limiting form with a fixed point at a∗ = 0.180844. The two
lower curves correspond to larger Q values, and are shown dashed when a > a¯.
This result corresponds to ∂a∗/∂cj → a
∗j/σ, which indeed follows directly [2] by taking ∂/∂cj
(with the other ci’s held constant) of the (k + 1)
th-order fixed-point condition
B(a∗) =
k∑
i=0
cia
∗i = 0. (3.4)
The slope parameter σ is given by
σ = −B′(a)
∣∣
a=a∗
= −
k∑
j=0
jcja
∗j−1 =
k−1∑
j=0
(k − j)cja
∗j−1, (3.5)
where the last step uses the fixed-point condition (3.4) to eliminate ck. With the limiting Bj’s
from Eq. (3.3) one can construct the Hj’s and hence the limiting values of the optimized rm
coefficients.
At fourth order (k = 3) one obtains
r∗1 = −
1
4a∗
, r∗2 = −
(1 + ca∗ + 2c∗2a
∗2)
6a∗2
, r∗3 = −
3
8
c∗3. (3.6)
By substituting in the definitions of ρ˜2, ρ˜3, Eq. (2.12), one can then find c
∗
2, c
∗
3 in terms of a
∗
and those invariants. The fixed-point condition above can then be expressed entirely in terms
of invariants as [2]
83
64
+
13
16
ca∗ +
3
4
ρ˜2a
∗2 + 2ρ˜3a
∗3 = 0. (3.7)
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The relevant a∗ is the smallest positive root of this equation. The final result for the limiting
value of R at fourth order can then be simplified to [2]
R∗ = a∗
(
249
256
+
13
64
ca∗ +
1
16
ρ˜2a
∗2
)
. (3.8)
Eq. (3.7) turns out to have no acceptable root when nf is 7, . . . , 15. (For nf = 15 there is a
positive root but it gives a negative slope σ, which is unphysical.) Nevertheless, going to ever
lower Q values with the optimization procedure, one does find that the optimized result remains
bounded as Q→ 0. How this happens is the topic of the next section.
4 Pinch mechanism
The essence of the pinch mechanism is illustrated in Fig. 5, which shows the evolution of the
optimized B(a) function in the nf = 8 case. As Q is lowered the optimized c2, c3 coefficients
change so that B(a) develops a minimum — which, in the limit Q → 0, just touches the
horizontal axis at a “pinch point,” ap. Although this point is then a double root of B(a) = 0,
it does not represent a fixed point. The infrared-limit of the optimized couplant is not ap but a
larger value, a⋆, dubbed the “unfixed point” to stress that it is not a zero of the β function.
Figure 5: The evolving optimized B(a) ≡ β(a)/(−ba2) function at fourth order for nf = 8. The
curves, from top to bottom, are for descending Q values. They are shown dashed for a > a¯. The
lowest curve is the infrared-limiting form, with the pinch point at ap = 0.3094 and the unfixed
point at a⋆ = 0.432267.
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One can understand this infrared behaviour analytically as follows. B(a) can be approxi-
mated around its minimum (at, or nearly at, the pinch point ap) by
B(a) ≈ η
(
(a− ap)
2 + δ2
)
, (4.1)
where δ → 0 as Q→ 0 and η is some positive constant. Thus the integral for the K(a) function
in Eq. (2.6) becomes dominated by a “resonant peak”:
−
∫
dx
x2
1
η ((x− ap)2 + δ2)
≈ −
1
a2pη
π
δ
+ finite. (4.2)
Therefore, in the Q→ 0 limit (where ρ1(Q) = K(a)−r1 tends to −∞), the δ parameter vanishes
∝ 1/ | lnQ |.
The integrals Ij(a) of Eq. (2.11) are also dominated by a huge peak in their integrands
around ap:
Ij(a) ≈
∫
dx
xj−2
(η ((a− ap)2 + δ2))
2 ≈
aj−2p
η2
π
2δ3
. (4.3)
One can thus obtain the δ → 0 behaviour of the Bj(a) and hence the Hj functions. (Note that
the B(a)/aj−1 factor in Eq. (2.10) will involve the limiting value of a, which is a⋆ and not ap.)
While the Bj ’s and Hj’s diverge, the 1/δ
3 factors cancel out, as does η, in Eq. (2.15), leaving
finite limiting values for the optimized rm coefficients.
At fourth order (k = 3) one finds
2r⋆1 =
(a⋆ − 2ap)
2a⋆ap
,
3r⋆2 = −
1
2a⋆ap
(1 + ca⋆ + 2c⋆2a
⋆ap) , (4.4)
4r⋆3 =
(c+ 2c⋆2ap)
2a⋆ap
.
The infrared limit of the fourth-order B(a) function is
B⋆(a) = 1 + ca+ c⋆2a
2 + c⋆3a
3. (4.5)
The pinch point ap is where this function touches the a axis (see Fig. 5) and hence satisfies the
two equations B⋆(a) = 0 and dB⋆/da = 0 at a = ap. These two equations yield
c⋆2 = −
(3 + 2cap)
a2p
,
(4.6)
c⋆3 =
(2 + cap)
a3p
.
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Substituting Eqs. (4.4) and (4.6) into the definitions of the ρ˜2 and ρ˜3 in Eq. (2.12) yields two
equations:
12a2p − 4(1 + 6cap)a
⋆ap + (99 + 84cap + 48ρ˜2a
2
p)a
⋆2 = 0, (4.7)
8a3p − 4(1 + cap)a
⋆a2p + 2(13 + 12cap)a
⋆2ap + (−33− 21cap + 16ρ˜3a
3
p)a
⋆3 = 0. (4.8)
These two equations determine ap and a
⋆ in terms of the invariants c, ρ˜2, ρ˜3. One can manipulate
these equations to find ap in terms of a
⋆ as
ap =
a⋆(62 + 14ca⋆ + (21c2 − 148ρ˜2)a
⋆2 − 6(7ρ˜2c− 33ρ˜3)a
⋆3)
2(2 − 31ca⋆ + 3(4ρ˜2 − c2)a⋆2 + 4(6ρ˜2c+ ρ˜3)a⋆3 + 12(4ρ˜22 − 7ρ˜3c)a
⋆4)
, (4.9)
with a⋆ given by a 6th-order polynomial equation:
0 = 11680 + 2224ca⋆ + 3(5997c2 − 17264ρ˜2)a
⋆2 +
+ 2(8235c3 − 33624ρ˜2c+ 36976ρ˜3)a
⋆3 +
+ 18(147c4 − 2184ρ˜2c
2 + 4640ρ˜22 + 502ρ˜3c)a
⋆4 + (4.10)
+ 324(−49ρ˜2c
3 + 152ρ˜22c+ 161ρ˜3c
2 − 528ρ˜3ρ˜2)a
⋆5 +
+ 108(−147ρ˜22c
2 + 528ρ˜32 + 343ρ˜3c
3 − 1386ρ˜3ρ˜2c+ 1089ρ˜
2
3)a
⋆6.
The final result for the infrared limit of R at fourth order can be expressed as
R⋆ =
a⋆(2a⋆ap + 12ap
2 + 3a⋆2(2 + cap))
24ap2
. (4.11)
Note that a⋆ ≥ ap is needed for this solution to be relevant. One can check that the special case
a⋆ = ap is indeed the boundary between the pinch mechanism and the fixed-point mechanism,
and corresponds to where γ∗ = 0. From such an analysis one can determine the precise nf
values where the switchover from one mechanism to the other takes place.
It is possible, in principle, for the pinch mechanism to occur at third order; see Appendix A.
5 Numerical results
The inputs to our numerical calculations are collected in Table 1, which lists the RS-invariant
quantities c, ρ˜2, ρ˜3 for integer nf from 0 to 16. These values are obtained from the Feynman-
diagram calculations of Ref. [8] and earlier authors [22], [24]–[27]. (The singlet terms, propor-
tional to (
∑
qi)
2 have been dropped.)
Table 2 gives our results for the infrared limit of R for nf = 0, . . . , 16. The quoted error
estimate on R corresponds to the last term, r3a
4, of the truncated perturbation series, evaluated
in the optimized RS [7, 9]. Also listed are values of the fixed-point, or the unfixed-point and
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pinch-point. (The critical exponent γ∗ will be discussed later.) The fixed-point mechanism
operates for nf < 6.727, then the pinch mechanism takes over until nf = 15.191, when the
fixed-point mechanism returns and operates until nf = 16 12 when a
∗ → 0.
Table 3 gives the optimized coefficients, weighted by the appropriate power of a¯, in both the
β-function and R series. This information is important for anyone wishing to check our results
and also displays the behaviour of the truncated series for both R and B(a). This behaviour
is, at best, only marginally satisfactory: Clearly, by going to the Q → 0 limit we are pushing
low-order perturbation theory well beyond its comfort zone. Nevertheless, all things considered,
we believe that the results are credible within the large uncertainties quoted in Table 2 and
illustrated in Figs. 2 and 3. In particular, we believe that the dramatic Q → 0 spike produced
by the pinch mechanism is real; the very large error estimate just cautions that the height of the
spike is very uncertain; it might be somewhat smaller, or it might well be considerably bigger.
nf c ρ˜2 ρ˜3
0 2·31818 −7·066723 −184·37823
1 2·16129 −8·397865 −147·27522
2 1·98276 −9·842342 −113·85683
3 1·77778 −11·417129 −83·83139
4 1·54 −13·144635 −56·87785
5 1·26087 −15·055062 −32·63303
6 0·928571 −17·190118 −10·67155
7 0·526316 −19·609073 9·52688
8 0·029412 −22·399086 28·63336
9 −0·6 −25·693806 47·57023
10 −1·42308 −29·709122 67·70445
11 −2·54545 −34·817937 91·25169
12 −4·16667 −41·724622 122·21944
13 −6·71429 −51·938541 168·96670
14 −11·3 −69·384046 252·90695
15 −22·0 −108·450422 452·02327
16 −75·5 −298·641242 1466·56390
Table 1: Values of the invariants for Re+e−(non-singlet) obtained from the calculations of
Ref. [8], [22], [24]–[27].
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nf a
∗ a⋆ ap R
∗ γ∗
0 0.158279 (0.1334) (2.50) 0.164 ± 0.083 3.28
1 0.168688 (0.1465) (1.20) 0.174 ± 0.083 3.20
2 0.180844 (0.1633) (0.832) 0.185 ± 0.080 3.09
3 0.195462 (0.1857) (0.651) 0.199 ± 0.073 2.94
4 0.213910 (0.2162) (0.540) 0.214 ± 0.059 2.73
5 0.239369 (0.2588) (0.462) 0.235 ± 0.028 2.40
6 0.282493 (0.3164) (0.402) 0.266 ± 0.051 1.76
7 — 0.383293 0.3525 0.35 ± 0.37 0
8 — 0.432267 0.3094 0.48 ± 0.64 0
9 — 0.429519 0.2702 0.52 ± 0.75 0
10 — 0.376034 0.2341 0.44 ± 0.61 0
11 — 0.301883 0.2001 0.32 ± 0.38 0
12 — 0.229746 0.1673 0.21 ± 0.21 0
13 — 0.166832 0.1346 0.14 ± 0.11 0
14 — 0.112784 0.1007 0.08 ± 0.05 0
15 (0.0674) 0.065248 0.0642 0.043 ± 0.015 0
16 0.020058 (0.0215) (0.0228) 0.013 ± 0.001 0.001
Table 2: Infrared-limit results for Re+e−(non-singlet) in OPT at fourth order for different
nf values. For nf = 0, . . . , 6 and nf = 16 the limit is governed by a fixed point at a
∗: For
nf = 7, . . . , 15 it arises from the pinch mechanism, with an “unfixed point” at a
⋆ and a “pinch
point” at ap. (The a
⋆ equation has solutions outside this range, giving the values in parentheses,
but these violate the a⋆ > ap requirement. Also, the fixed-point equation has a solution for
nf = 15, but one that violates the γ
∗ ≥ 0 requirement.) The last column gives values for the
critical exponents γ∗ which characterize the power-law approach of R to its fixed-point limit;
R∗ −R ∝ Qγ
∗
. In the unfixed-point case one finds instead R⋆ −R ∝ 1/ | lnQ |2.
12
nf ca c2a
2 c3a
3 r1a r2a
2 r3a
3
0 0·36692 0·032328 −1·39925 −0·25 −0·238596 0·524718
1 0·364583 −0·060272 −1·30431 −0·25 −0·20734 0·489117
2 0·35857 −0·183906 −1·17466 −0·25 −0·165126 0·440499
3 0·347489 −0·353982 −0·993507 −0·25 −0·106587 0·372565
4 0·329421 −0·599622 −0·729799 −0·25 −0·021696 0·273674
5 0·301813 −0·987899 −0·313913 −0·25 0·112331 0·117717
6 0·262315 −1·74675 0·484438 −0·25 0·371865 −0·181664
7 0·201733 −3·98554 2·80955 −0·228168 1·11073 −0·968966
8 0·012714 −5·89311 5·48146 −0·150668 1·72852 −1·47106
9 −0·257711 −6·75979 7·37992 −0·102638 2·05663 −1·74115
10 −0·535126 −6·02116 6·90794 −0·098434 1·8826 −1·61273
11 −0·768429 −4·50798 5·11621 −0·122888 1·44444 −1·27189
12 −0·957273 −3·02694 3·3723 −0·156741 0·999204 −0·921032
13 −1·12016 −1·83192 2·08731 −0·190139 0·635461 −0·631526
14 −1·27446 −0·907359 1·20999 −0·220064 0·353673 −0·405223
15 −1·43545 −0·183663 0·619584 −0·245711 0·135041 −0·228425
16 −1·51438 0·352822 0·161556 −0·25 −0·031878 −0·060584
Table 3: Terms in the optimized β-function and R series in the infrared limit (a = a∗ or a⋆, as
appropriate).
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Figure 6: Infrared limiting values of Re+e−(non-singlet) in fourth-order OPT, as a function of
nf . The large dark circles and squares are, respectively, from fixed-point and pinch mechanisms.
(The smaller points are the corresponding results in the FAC scheme.) Estimated uncertainties
are large — about 50% at low nf , rising to 150% around nf = 9, then shrinking to about 10%
at nf = 16.
Fig. 6 plots the infrared limiting R values against nf . The large “bump” around nf ≈ 9 is
where the pinch mechanism produces really dramatic spiking of R as Q → 0, as seen in Fig. 3
for nf = 8. If, instead of R
∗, we had plotted R(Q) for some low, but finite Q — say around
1
2
Λ˜R — the bump would not have appeared and the points would have been close to the smaller,
fainter points.
Those smaller points are the infrared-limiting results in the FAC (fastest apparent conver-
gence) or “effective charge” [28] scheme. That scheme is defined such that all the rm coefficients
vanish, giving R = aFAC(1 + 0 + 0 + . . .). The FAC β function’s coefficients then coincide with
the ρ˜n invariants (and so can be read off from Table 1). Since those coefficients do not evolve
with Q, the infrared limit in FAC is simply obtained by finding the fixed point of the FAC
β function. Many authors (e.g. [29]) have observed that, at low orders, FAC seems to yield
very similar results to OPT. That observation holds true here, certainly at low nf and close to
nf = 16 12 . It also holds in the range 7 . nf . 13 at energies Q &
1
2
Λ˜R, as noted above. However,
the FAC scheme does not see the extreme spiking at Q = 0. While it is still true, because the
error estimates (see Table 2) are so large in this region, that OPT and FAC infrared results
agree within the error estimate, it is fair to say that the presence or absence of the spike is a
qualitative difference in the predictions of the two schemes. (We expect other distinct differences
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between OPT and FAC to emerge at higher orders since the FAC β function is almost certainly
factorially divergent, whereas an “induced convergence” mechanism is conjectured to operate in
OPT [30].)
6 Approach to the Q = 0 limit
Proper analysis of the subleading terms governing the approach to the Q = 0 limit, in both the
fixed- and unfixed-point cases, is surprisingly subtle and intricate. We postpone details to a
future publication and report here only the main results.
The usual lore is that the approach to a fixed point is described by a power law with a critical
exponent given by the slope of the β function at the fixed point:
R∗ −R ∝ Qγ
∗
with γ∗ = β′(a∗) ≡
dβ(a)
da
∣∣∣∣
a=a∗
. (6.1)
The derivation of this result, in a fixed RS, and the proof that β′(a∗) is invariant under RS
changes [31] is subject to some caveats — which, as Chy´la [3] has rightly pointed out, are not
necessarily to be viewed as very rare exceptions.2 In OPT it is far from obvious that the above
result will hold because the optimized couplant and optimized rm and cj coefficients have ǫ ln ǫ
corrections as they approach their fixed-point limits, where ǫ ≡ B(a). Remarkably, though, the
ǫ ln ǫ terms cancel in R, leaving
R∗ −R =
a∗
k − 1
ǫ+O(ǫ2 ln ǫ) (6.2)
in (k + 1)th order. From the int-β equation, (2.5), together with the ρ1(Q) definition in
Eqs. (2.12), (2.13), one sees that
ln ǫ = γ∗ lnQ+ const., (6.3)
so that ǫ, and hence R∗ − R, is proportional to Qγ
∗
where γ∗ is the slope of the optimized
β function at its fixed point: that is, γ∗ = ba∗2σ with σ given by Eq. (3.5), evaluated in the
optimized scheme. At fourth order this corresponds to
γ∗ = ba∗(3 + 2ca∗ + c2
∗a∗2). (6.4)
The numerical γ∗ values are reported in Table 2. Note that γ∗ is around 2 or 3 for 0 ≤ nf ≤ 6, so
the resulting low-Q behaviour (Fig. 2) is appropriately described as “freezing” of the couplant.
2 Regarding some other comments in Chy´la’s paper, note that it was written before the correct result for
rMS2 [27] was published. An earlier, incorrect result had made it seem that ρ˜2 was large and positive, so that
third-order OPT apparently failed to yield a finite infrared limit, unlike the actual situation [6, 7].
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However, when γ∗ is very small, as in the nf = 16 case, one sees instead “spiking” at Q → 0,
though not quite as extreme as the logarithmic spiking produced by the pinch mechanism.
In the unfixed-point case we find, after a lengthy calculation, the simple result:
R⋆ −R =
a⋆4(3 + cap)
2ap5
δ2 +O(δ3). (6.5)
From the int-β equation and ρ1(Q) definition we obtain (as in Eq. (4.2))
δ =
π
b
1
(3 + cap)
1
| lnQ/Λ˜R|
as Q→ 0. (6.6)
Therefore
R⋆ −R =
1
b2ir
1
| lnQ/Λ˜R|2
+O
(
1
| lnQ |3
)
, (6.7)
where
bir ≡
√
2ap(3 + cap)
(ap
a⋆
)2 b
π
. (6.8)
One way to look at the result is to note that
Q
dR
dQ
∼ −2bir(R
⋆ −R)3/2 (6.9)
for R close to R⋆. Thus, the “physically defined β function” associated with R is predicted
by OPT to have neither a simple nor a double zero, but something in between. An even more
intriguing interpretation is to see the low-energy prediction as
R = R⋆ − λ2 (1 +O(λ)) (6.10)
with λ ∼ 1/(bir lnQ) viewed as the running coupling constant of some infrared effective theory
whose β function starts birλ
2(1 + . . .).
7 Discussion
We now briefly discuss the implications of our results. The abrupt change between nf = 6 and
nf = 7 seems indicative of a phase transition. For nf ≤ 6 the phase is presumably the one we
are familiar with in the real world; colour is confined and chiral symmetry is broken, with the
associated goldstone bosons (pions) being massless. Vector mesons (ρ’s, etc.) have masses of
order Λ˜ and their resonant contribution dominates e+e− → hadrons at low energies. Although
the actual Re+e− ∝ 1+R is very different from the smooth perturbative prediction (Fig. 2), the
two agree well after Poggio-Quinn-Weinberg (PQW) smearing [11] is applied to both [7].
For nf > 7 the effective low-energy theory seems to be a renormalizable theory with a mass
scale appearing only in logarithms. The extreme spiking of R as Q→ 0 (Fig. 3), if viewed as a
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resonant peak in the vector channel, hints that massless vector bosons are now present. These
might be the gluons of an unconfined phase, or they might be massless, colourless vector mesons
of a confined phase, perhaps with unbroken chiral symmetry.
Between 15 and 16 flavours our OPT results switch back from unfixed- to fixed-point be-
haviour. However, it is much less clear that this indicates a phase transition. There is hardly
any qualitative difference between the extreme (logarithmic) spiking of the unfixed-point case
and the very strong (fractional power-law) behaviour of a fixed-point with a very small γ∗. Note
that the theory with 16 flavours (or 16.4999, for that matter) is not exactly scale and conformal
invariant. While there is a huge range of Q over which the couplant is nearly constant (at a
value about 0.78 of its infrared limit [32]), it does fall to zero (very slowly) as Q → ∞ and it
does rise (very abruptly) as Q→ 0.
It is beyond the scope of this paper to attempt a detailed comparison with the literature, but
we do see some points of resemblance with other approaches [16, 17, 18] and with some firmly
established results in supersymmetric QCD [19, 17]. There is also a large literature on lattice
Monte-Carlo studies of QCD at large nf values (for recent work, see [20]).
A quick look back at third-order OPT results is in order. There the results for R∗ decreased
roughly linearly from 0.4 to 0 as nf increased from 0 to 16 12 (see Fig. 1 of Ref. [32]). Since
the uncertainties were large (∼ 100% at low nf), sizeable changes at fourth order were not
unexpected. Nevertheless, it is an interesting surprise to find qualitatively different features
— particularly the spiking phenomenon produced by the pinch mechanism, responsible for the
prominent bump around nf ≈ 9 in Fig. 6. Previously, the good agreement of the third-order
results with the leading 16 1
2
− nf (BZ) expansion led us to suggest [32] that that expansion
might remain good down to very low nf . That suggestion no longer seems tenable. We would
now expect the BZ expansion to break down around nf ∼ 9, if not sooner.
The fact that the fourth-order results show a rise of R∗ with nf at low nf is interesting. At
third order the OPT fixed-point equations would give R∗ ∼ 2.19/b in the nf → −∞ (b → ∞)
limit, but that limiting form only applies for nf . −200. At fourth order, the large-b limit
of Eqs. (3.7), (3.8) gives R∗ ∼ 0.84/b, a formula that roughly describes the OPT results up
to nf ≈ 6. (Unfortunately, the large-b resummation method is fraught with subtleties in the
infrared region and it remains unclear what it predicts for R∗ [15].)
In closing we would like to stress that the results in this paper are directly the result of
applying the method of Ref. [5] to the Feynman-diagram results for Re+e− . We have invented
nothing new, nor tweaked the method in any way. The freezing or spiking, depending on
nf , is just what happens when one solves the optimization equations [5] at ever lower Q values.
Achieving a finite infrared limit was no part of the motivation for OPT (and was never considered
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in Ref. [5]), so the fact that it happens is a genuine prediction — and a non-trivial one, as history
shows.3 The “pinch mechanism” (Fig. 5) is another remarkable consequence of OPT. It has
serious implications beyond perturbation theory, because it suggests that the phase structure of
QCD may not be understandable in the traditional language of fixed points of “the β function.”
3 see the previous footnote
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Appendix A: Pinch mechanism at third order
The pinch mechanism can actually occur even at third order, under certain restrictive conditions.
(These conditions are never satisfied in the e+e− QCD case, but for other physical quantities,
or other gauge theories, the possibility could arise.) At third order the B(a) ≡ 1 + ca + c2a
2
function can obviously be re-written in the form
B(a) = η
(
(a− ap)
2 + δ2
)
, (A.1)
with
η = c2, −2apη = c, η(a
2
p + δ
2) = 1. (A.2)
If η = c2 is positive and c is negative, B(a) has a minimum at a positive ap = −c/(2c2) that can
become a pinch point if the evolution of the optimized c2 coefficient results in δ tending to zero
as Q→ 0. The discussion around Eqs. (4.1) – (4.3) then applies, predicting the δ → 0 forms of
the Ij(a) integrals, and hence of the Bj(a) functions. At this order (k = 2) Eq. (2.16) yields
H1 = B − caB2, H2 = B2, (A.3)
so that, substituting in Eq. (2.15), one finds
2r⋆1 = −
1 + ca⋆
a⋆
, 3r⋆2 =
c
a⋆
. (A.4)
From Eq. (A.2) with δ → 0 one obtains
ap = −
2
c
, c⋆2 =
c2
4
. (A.5)
Substituting in the definition of ρ˜2 yields a quadratic equation for a
⋆:
1−
4
3
ca⋆ + 4
(
ρ˜2 −
c2
2
)
a⋆2 = 0. (A.6)
The infrared limit of R can be written, using Eq. (A.4), as
R⋆ =
1
6
a⋆(3− ca⋆). (A.7)
As noted above, the pinch mechanism requires c to be negative, so Eq. (A.6) will only have a
positive root if ρ˜2−
c2
2 is negative. Finally, the pinch mechanism requires a
⋆ > ap which requires
ρ˜2/c
2 > 13/48 (and for smaller ρ˜2’s the fixed-point mechanism takes over). In summary, the
pinch mechanism can operate at third order if and only if
c < 0 and
13
48
<
ρ˜2
c2
<
1
2
. (A.8)
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