Bootstrap prediction intervals with asymptotic conditional validity and
  unconditional guarantees by Zhang, Yunyi & Politis, Dimitris N.
Bootstrap prediction intervals with asymptotic conditional validity and
unconditional guarantees
Yunyi Zhang and Dimitris N. Politis
May 20, 2020
Abstract
Focus on linear regression model, in this paper we introduce a bootstrap algorithm for prediction which controls
the possibility of under-coverage and provide the theoretical proof on validity of this algorithm. In addition, we derive
the asymptotic distribution of the difference between probability of future observation conditioning on observed data
and conditional coverage probability generated by residual-based bootstrap algorithm. By applying this result, we show
that residual-based bootstrap algorithm asymptotically has 50% possibility of under-coverage without modification. We
perform several numerical experiments and the proposed algorithm has desired possibilities of under-coverage in those
experiments with moderate sample sizes. Results mentioned in this paper can be extended to different statistical inference
models, especially to dependent situations like ARMA models, Arch models and others.
1 Introduction and frequently used notations
1.1 Introduction
Main purposes of statistical inference come in two flavors: explaining the world and predicting future state of the world [1].
In order to explain the world based on data, statisticians create models(e.g. linear regression model) and use data to fit
the models. After doing that, they will try to analyze how the underlying errors in model affect the exactness of fitted
model and create confidence intervals of the fitted model. Concentrate on regression problem, there are literatures on
model selection [2], model fitting(like [3] and [4]) and statistical analysis [5].
Prediction, on the other hand, is a relative new topic in statistical inference. Following [1], we focus on quantifying
stochastic accuracy of predictor. For regression type problem, Stine [6] provides a bootstrap algorithm and proves its
consistency, Pan and Politis [7] apply forward and backward bootstrap for prediction of autoregressive model. They also
propose algorithm for constructing prediction intervals of Markov processes [8]. We also refer Geisser [9] for a complete
introduction on prediction problem.
The aforementioned methods are proved to be valid asymptotically, which means if we have infinity number of data,
then the future observations lie in the given prediction interval with desired probability. However, Politis(chapter 3.6, [1])
points out that prediction intervals are more useful if they can capture asymptotically negligible uncertainty involved
in model estimation. Worse still, prediction intervals satisfying the asymptotic valid condition(e.g. definition 2.3 in [7])
may be characterized by under-coverage in finite samples. As we will show in theorem 1 and example 1 and 2, without
modification, prediction interval generated by traditional residual based bootstrap algorithm 1 has 50% possibility of
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under-coverage even when sample size is not small. Instead of ignoring it, we want to create an algorithm which generates
asymptotically valid prediction intervals with desired possibility(say 5%) of under-coverage.
Focus on linear regression problem, in this paper we provide a bootstrap algorithm which satisfies this requirement.
Specifically, we use definition 1 to clarify the requirements and show how we can achieve these requirements in chapter 3.
In chapter 1.2, we introduce the frequently used notations and state necessary assumptions for the proposed algorithm
to satisfy definition 1. In chapter 2, we focus on showing that difference between conditional probability of the future
observation Prob(|yf − xTf β̂| ≤ x|X, y, xf ) and conditional probability of bootstrapped predictor Prob(|y∗f − xTf β̂∗| ≤
x|X, y, xf ) has asymptotic distribution. This result plays an important role in constructing algorithm 2. In chapter 3,
we mainly introduce algorithm 2 and show that it has unconditional guarantee. In chapter 4, we provide two numerical
examples to demonstrate finite sample behavior of the proposed algorithm. We make conclusion in chapter 5 and postpone
the detail proofs of mentioned theorems in appendix.
Definition 1 (Prediction interval with unconditional guarantee)
Suppose n× p design matrix X and data y satisfy linear model y = Xβ+  and  = (1, ..., n)T ⊂ R are independent and
identically distributed with cumulative distribution function F (x) = Prob(1 ≤ x). For a new observation xf ∈ Rp and
yf = x
T
f β + ε such that ε is independent of  and has cumulative distribution function F , we say that set Γ = Γ(X, y) is
1− α prediction interval with 1− γ unconditional guarantee if
Prob (yf ∈ Γ|X, y, xf )→p 1− α, Prob (Prob (yf ∈ Γ|X, y, xf ) ≥ 1− α)→ 1− γ (1)
Here 0 < α, γ < 1. If (1) happens, we call 1 − α confidence level and 1 − γ guarantee level. In (1), →p means converge
in probability and → means converge in R.
Remark 1
Following Politis [1] and Geisser [9], we hope that the prediction interval Γ has coverage probability 1−α conditioning on
observed data X, y. According to chapter IV, [10], the conditional probability Prob (yf ∈ Γ|X, y, xf ) is a random variable,
so we can calculate the unconditional probability of event Prob (yf ∈ Γ|X, y, xf ) ≥ 1 − α, and definition 1 says that we
hope this event to happen with specific probability(like 95%). If 1 − γ > 0.5, then definition 1 requires the prediction
interval to approach its limit from over-coverage side.
1.2 Notation and assumptions
In the following description, we will use D = D[0, 1] to represent space of cadlag functions on [0, 1] with Skorohod
topology(see chapter 3 in [11]). Suppose XT = (x1, ..., xn), for any x ∈ R, we denote
̂
′
i = yi − xTi β̂ = i − xTi (β̂ − β), λ̂ = 1
n
n∑
i=1
̂
′
i =
1
n
n∑
i=1
i − xTn (β̂ − β), ̂i = ̂
′
i − λ̂, F̂ (x) = 1
n
n∑
i=1
1̂i≤x (2)
Here xn =
1
n
∑n
i=1 xi and β̂ = (X
TX)−1XT y is the least square estimator of parameters β. From (2), we have
∫
xdF̂ =
1
n
n∑
i=1
̂i = 0, σ̂
2 =
∫
x2dF̂ =
1
n
n∑
i=1
̂2i (3)
For any x, z ∈ R, we denote H(x) = E111≤x, α̂(x) = 1√n
∑n
i=1(1̂i≤x − F (x)) and function
V(x, z) = σ2F ′(x)F ′(z)
(
xTf A
−1xf + 1− 2xTf A−1b
)
− (F ′(x)H(z) +F ′(z)H(x))(xTf A−1b− 1) +F (min(x, z))−F (x)F (z)
(4)
2
with A, b being defined in assumption 2) and xf being the new observation in definition 1. For any given integer 0 < m ∈ N,
we define a Gaussian process in D as Mm(x), x ∈ [0, 1] such that
EMm(x) = 0, EMm(x)Mm(z) = V(2mx−m, 2mz −m), ∀x, z ∈ [0, 1] (5)
andMm has continuous sample path almost surely. Existence of this process in D is proved in lemma 1. In the following,
we define conditional expectation and probability as E∗. = E(.|) and Prob∗(.) = Prob∗(.|). Similar with chapter 1 in [12],
we assume design matrix X and future observation xf is given, so E
∗. = E(.|X, y, xf ) and Prob∗(.) = Prob∗(.|X, y, xf ).
In algorithm 1 and 2, we need to generate bootstrap residuals ∗ and we denote condition expectation and probability
E∗∗. = E.|, ∗ and Prob∗∗(.) = Prob(.|, ∗). If the set we are interested in is not measurable, then we use notation
Prob(.), P rob∗(.), P rob∗∗(.) to denote the outer measure(see chapter 1.4, [13]) of this set. For a function f defined in R
and a point x ∈ R, we define f−(x) = limy→x,y<x f(y) if this limit exists. If f ∈ D, then f−(x) exists for any x ∈ (0, 1)
according to definition of D. For any x ∈ R, we define stochastic process
S(x) = √n
(
Prob∗(|yf − xTf β̂| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x)
)
(6)
with x ∈ R and y∗f , β̂∗ being generated in algorithm 1. Form its definition, we know that S(x) is right continuous and
has left limit for any x ∈ R. We also define stochastic process M̂(x) and Ŝ(x) as
M̂(x) = √n
(
F̂ (x+ xTf (β̂
∗ − β̂)− 1
n
n∑
i=1
∗i )− 1
n
n∑
i=1
1∗i≤x
)
, Ŝ(x) = M̂(x)− M̂−(−x) (7)
Here ∗ = (∗1, ..., 
∗
n) are bootstrap residuals in algorithm 1. As we will see in theorem 1 and 2, Ŝ is a good approximation
of S in bootstrap world. Similar with section 1.1.4, [14], for any cumulative distribution function f and 0 < α < 1, we
define its quantile as
cα = inf{x ∈ R|f(x) ≥ α} (8)
In the following of this paper, we use→p to denote converge in probability, → to denote converge in R and→L to denote
converge in distribution.
Now we provide main assumptions used in this paper.
Assumptions
1)We suppose design matrix X is given and y satisfies y = Xβ +  with errors  = (1, ..., n)
T being independent and
identically distributed random variables. We suppose distribution of 1 is absolutely continuous with respect to Lebesgue
measure. In addition, we suppose cumulative distribution function of 1, F is second order continuous differentiable and
S = supx∈R |F
′′
(x)| < ∞. We also require E1 = 0, E|1|4 < ∞ and denote σ2 = E21. For the given new observation
xf ∈ Rp, we suppose yf = xTf β + ε with ε being independent of  and having cumulative distribution function F .
2) We suppose XTX is invertible for ∀n ≥ p and limn→∞ XTXn = A, limn→∞ xn = limn→∞ 1n
∑n
i=1 xi = b, here A is
an invertible matrix and b ∈ Rp is a constant vector. In addition, we suppose that there exists a constant M > 0 such
that ‖xi‖2 ≤M, i = 1, 2, ..., n and ‖xf‖2 ≤M . Here ‖.‖2 is vector two norm in Euclidean space.
3) We suppose F
′
(x) > 0 for any x ∈ R and V(x, x) + V(−x,−x)− 2V(x,−x) > 0 for any 0 < x <∞
Remark 2
From assumption 3), define cα as quantile of |1| for 0 < α < 1, since F is continuous differentible and strictly increasing,
cα is continuous and strictly increasing on 0 < α < 1, Prob(|1| ≤ cα) = α and c′α = 1/(F
′
(cα) + F
′
(−cα)).
3
If assumption 3) happens, for any given 0 < m ∈ N and any 0 < x < m, we have
E(Mm(x+m
2m
)−Mm(−x+m
2m
))2 = V(x, x) + V(−x,−x)− 2V(x,−x) > 0 (9)
Which implies that Mm(x+m2m )−Mm(−x+m2m ) is not degenerated. Therefore, for any 0 < γ < 1, define dγ to be γ quantile
of standard normal random variable and define dγ(x), x > 0 to be quantile of Mm(x+m2m )−Mm(−x+m2m ) with any m > x,
we have
dγ(x) =
√
V(x, x) + V(−x,−x)− 2V(x,−x)× dγ (10)
From assumption 1) and 3), we know that dγ(x) is continuous in (γ, x) ∈ (0, 1)× (0,∞).
After applying assumption 1) and 3), we can make sure that quantile of F is continuous and random variable
Mm(x+m2m ) −Mm(−x+m2m ) is not degenerated for any x > 0. Combine this with theorem 1, for any 0 < γ < 1, asymp-
totically 1 − γ quantile of S(x) has coverage probability 1 − γ for any x > 0. This property is vital if we hope that the
prediction interval generated by algorithm 2 satisfies definition 1.
2 Asymptotical behavior of bootstrap coverage probability
In this section, we focus on showing that the stochastic process S(x) has limit distribution. Bickel and Freedman [15] and
Politis et.al. [14] have derived the asymptotic distribution of empirical process for bootstrap samples, but they did not
take the conditional probability Prob∗(|yf − xTf β̂| ≤ x) into consideration. According to theorem 1, the two conditional
probabilities correlate with each other and this correlation will make the asymptotic distribution of S be more complex
than the one derived in [15].
We first introduce some useful lemmas which are related to stochastic process Mm(x), α̂(x) and quantile c∗1−α of
random variable |y∗a − aT β̂∗| conditioning on . The first lemma introduces some useful properties of Mm(x).
Lemma 1
If assumption 1) is satisfied, then
1) for any 0 < m ∈ N, there exists a Gaussian process Mm in D such that (5) is satisfied and Mm(z) has continuous
sample path almost surely.
2) For any given ξ > 0, we have
lim
δ→0,δ>0
Prob
(
sup
y,z∈[0,1],|y−z|<δ
|Mm(y)−Mm(z)| > ξ
)
= 0 (11)
3) If sequence M˜m,n, n = 1, 2, ... satisfies M˜m,n →L Mm under Skohord topology in D, then for any ξ > 0, there
exists δ > 0 such that
lim sup
n→∞
Prob
(
sup
y,z∈[0,1],|y−z|<δ
|M˜m,n(y)− M˜m,n(z)| ≥ ξ
)
≤ ξ (12)
4) In addition if assumption 3) is satisfied, then for any given positive number 0 < c < 1/2,
lim
δ→0
(
sup
x,y∈[1/2+c,1],z,t∈R,|x−y|<δ,|z−t|<δ
|Prob (Mm(x)−Mm(1− x) ≤ z)− Prob (Mm(y)−Mm(1− y) ≤ t) |
)
= 0 (13)
And if M˜m,n →LMm under Skohord topology, we have, suppose 0 < c < 1/4,
lim
n→∞
(
sup
x∈[1/2+c,1−c],y∈R
|Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
)
= 0 (14)
4
ForMm(x)−Mm(1− x) = 0 is degenerated at x = 1/2 and M˜−m,n(x) is not defined at x = 0, we do not consider the
behavior of Mm and M˜m,n at boundary point 1/2 and 1. lemma 1 is sufficient for practical use since we do not allow
confidence level to be 0 and we can choose m larger than needed. The second lemma introduces properties of α̂(x) and
its bootstrap version α˜∗(x).
Lemma 2
Suppose that assumptions 1) happens, then the Wasserstein distance
W2(F˜ , F ) = inf{(E(X − Y )2)1/2} → 0 (15)
almost surely. Here X,Y respectively has marginal distribution with cumulative distribution function F˜ (x) = 1
n
∑n
i=1 1i≤x
and F and infimum is taken over all joint distribution on R2 with marginal F˜ and F (we refer chapter 6, [16] for further
explanation).
If assumption 1) to 3) happens, then for any ξ > 0, there exists δ > 0 such that for any −∞ < r ≤ s <∞,
lim sup
n→∞
Prob
(
sup
x,y∈[r,s],|x−y|<δ
|α̂(x)− α̂(y)| > ξ
)
< ξ (16)
and suppose ∗ = (∗1, ..., 
∗
n) are generated independently and identically distributed from F̂ , then for any ξ > 0, there
exists δ > 0 such that for any −∞ < r ≤ s <∞ and sufficiently large n,
Prob
(
Prob∗
(
sup
x,y∈[r,s],|x−y|<δ
|α˜∗(x)− α˜∗(y)| > ξ
)
> ξ
)
< ξ (17)
Here we define for any x ∈ R,
α˜∗(x) =
√
n
(
1
n
n∑
i=1
1∗i≤x − F̂ (x)
)
(18)
and ∗i , i = 1, 2, ..., n are independently and identically distributed generated by F̂ .
Empirical cumulative distribution function F̂ is not continuous, but in lemma 3 we show that the jump between
discontinuous points of conditional distribution Prob∗(|y∗f − xTf β̂∗| ≤ c∗1−α) is of order o(1/
√
n), which is negligible as
sample size n becomes large.
Lemma 3
Suppose assumptions 1) to 3), if we define c∗1−α as quantile of conditional random variable |y∗f − xTf β̂∗| | and ĉ∗1−α as
quantile generated in algorithm 1, then we have for any given r, s such that 0 < r ≤ s < 1, and ξ > 0, there exists
0 < δ < 1/2 such that
lim
n→∞
Prob
(
sup
α∈[r,s]
√
n|Prob∗(|y∗f − xTf β̂∗| ≤ c∗1−α)− Prob∗(|y∗f − xTf β̂∗| ≤ c∗1−α − δ√
n
)| ≤ ξ
)
= 1 (19)
as n→∞. In addition if we define conditional cumulative distribution function G∗(x) = Prob∗
(
|y∗f − xTf β̂∗| ≤ x
)
, then
for any given ξ > 0,
Prob
(
Prob∗
(
lim sup
B→∞
sup
α∈[r,s]
√
n|G∗(ĉ∗1−α)−G∗(c∗1−α)| ≥ ξ
)
> 0
)
→ 0 (20)
as n→∞.
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We regard G∗(x) in (20) as a function and plug in x = ĉ∗1−α instead of taking conditional expectation on ĉ
∗
1−α, so
that G∗(ĉ∗1−α) is still a random variable in bootstrap world. Ideally we hope that ĉ
∗
1−α ≈ c∗1−α as number of bootstrap
replicates B → ∞, but this may not happen since G∗ is not strictly increasing. Lemma 3 makes sure that coverage
probability of prediction interval |y∗f − xTf β̂∗| ≤ ĉ∗1−α does not deviate from 1 − α significantly as long as number of
bootstrap replicates B and sample size n is not small.
In theorem 1, we show that stochastic process S(x) converges to a Gaussian process with mean 0 and covariance V.
Theorem 1
Suppose assumptions 1) to 3), then we have for any given positive integer 0 < m <∞,
M˜m(x) =
√
nF
′
(x
′
)
(
xTf (X
TX)−1XT − 1
n
n∑
i=1
i
)
−
(
1√
n
n∑
i=1
(1i≤x′ − F (x
′
))
)
→LMm(x) (21)
under Skohord topology in D, here x
′
= 2mx−m.
In addition, for any given positive numbers 0 < r < s <∞, we have
sup
x∈[r,s]
sup
y∈R
|Prob (S(x) ≤ y)− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y
)
| → 0 (22)
as n→∞. Here N being normal random variable with mean 0 and variance 1.
As an important application of theorem 1, if we let y = 0 in (22), then for a given x, asymptotically there are 50%
possibility for S(x) to be less than 0. Since bootstrap algorithm 1 tries to approximate Prob∗
(
|y∗f − xTf β̂∗| ≤ x
)
by
resampling, even when number of bootstrap replicates B is very large, there are still 50% of possibility for under-coverage.
The purpose for us to introduce the new bootstrap algorithm 2 is to avoid under-coverage without affecting asymptotic
validity.
3 Bootstrap algorithm with unconditional guarantee
In this section, we introduce a new bootstrap algorithm which constructs prediction interval satisfying definition 1 and
provide a theoretical proof on why this algorithm works. We first introduce a standard residual-based bootstrap algorithm
for prediction. As we explain in theorem 1, this algorithm always provides prediction interval with under-coverage.
Algorithm 1 (Residual-based bootstrap algorithm for prediction)
Input: Design matrix X and dependent variable y = Xβ + , new linear combination vector xf , number of bootstrap
replicates B.
1) Calculate statistics β̂ = (XTX)−1XT y and residuals ̂ = (̂1, ..., ̂n)T defined in (2).
2) Generate independent and identically distributed random variables ∗ = (∗1, ..., 
∗
n)
T and ε∗ from ̂1, ..., ̂n by drawing
with replacement, then calculate y∗ = Xβ̂ + ∗ and y∗f = x
T
f β̂ + ε
∗.
3) Re-estimate β̂∗ = (XTX)−1XT y∗, calculate prediction root δ∗b = y
∗
f − xTf β̂∗.
4) Repeat 2) to 3) for B times, then calculate 1−α sample quantile ĉ∗1−α of |δ∗b |, b = 1, 2, ..., B(see (1.2), (1.3) in [14]),
the 1− α prediction interval is given by |yf − xTf β̂| ≤ ĉ∗1−α
To avoid the aforementioned situation, we propose algorithm 2 which helps control the possibility for under-coverage.
Instead of setting the desired coverage probability to be 1− α, in algorithm 2 we set the desired coverage probability to
be 1− α plus a small term with order O(1/√n) and use resampling method to decide how large this term should be. On
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one hand, asymptotically this small term is negligible, so the modification does not affect asymptotic validity condition.
On the other hand, based on theorem 1, this small term helps control the possibility for under-coverage.
Algorithm 2 (Residual bootstrap algorithm with unconditional guarantees)
Input: Design matrix X and dependent variable y = Xβ + , new linear combination vector xf and number of bootstrap
replicates replicates Bi, i = 1, 2, 3, confidence level 1− α and guarantee level 1− γ with 0 < α, γ < 1.
Calculate unadjusted prediction quantile
1) Calculate statistics β̂ = (XTX)−1XT y and residuals ̂ = (̂1, ..., ̂n)T defined in (2).
2) Generate independent and identically distributed random variables ∗ = (∗1, ..., 
∗
n)
T and ε∗ by drawing from ̂1, ..., ̂n
with replacement, then calculate y∗ = Xβ̂ + ∗ and y∗f = x
T
f β̂ + ε
∗. Re-estimate β̂∗ = (XTX)−1XT y∗ and calculate
prediction root δ∗b = y
∗
f − xTf β̂∗
3) Repeat 2) for b = 1, 2, ..., B1 and calculate 1− α unadjusted sample quantile ĉ∗1−α of |δ∗b |, b = 1, 2, ..., B1.
Generate quantile with unconditional guarantee
4) Generate e∗ = (e∗1, ..., e
∗
n)
T independently from ̂1, ..., ̂n with replacement. For c = 1, 2, ..., B3, generate ε
∗
c
independently from ̂1, ..., ̂n with replacement. Calculate y
† = Xβ̂ + e∗, β̂† = (XTX)−1XT y† and prediction root
τ∗c = x
T
f β̂ + ε
∗
c − xTf β̂† + 1n
∑n
i=1 e
∗
i for c = 1, 2, ..., B3. Define
p∗b =
√
n
(
1
n
n∑
i=1
1|e∗i |≤ĉ∗1−α −
1
B3
B3∑
c=1
1|τ∗c |≤ĉ∗1−α
)
(23)
5) Repeat step 4) for b = 1, 2, ..., B2, then calculate 1− γ sample quantile of p∗b , b = 1, 2, ..., B2 as d̂∗1−γ .
6) 1 − α confidence interval with 1 − γ unconditional guarantee is given by |yf − xTf β̂| ≤ ĉ∗1−α+d̂∗1−γ/√n, here
ĉ∗
1−α+d̂∗1−γ/
√
n
is 1− α+ d̂∗1−γ/
√
n sample quantile of |δ∗b |, b = 1, 2, ..., B1.
In order to show that algorithm 2 generates desired prediction interval, we define c∗1−α as 1 − α conditional quantile
of |y∗f − xTf β̂∗| |, d∗1−γ(x) as 1− γ conditional quantile of −Ŝ(x) | and separately show these two results:
1) Set |yf − xTf β̂| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n for new observation yf is the desired prediction interval which satisfies
definition 1.
2) Bootstrap approximation ĉ∗
1−α+d̂∗1−γ/
√
n
for c∗1−α+d∗1−γ(c∗1−α)/
√
n is sufficiently precise conditioning on observed data
X, y. That is, by defining G∗(x) = Prob∗(|y∗f − xTf β̂∗| ≤ x), we have for any given ξ > 0,
Prob
(
Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
√
n|G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−α)/√n)| ≥ ξ
)
> 0
)
→ 0 (24)
as n → ∞. Similar with the explanation of lemma 3, the second condition makes sure that the coverage probability of
the bootstrap quantile does not deviate from the desired coverage probability significantly when resample times become
large. These two conditions are separately proved in theorem 3 and 4.
Theorem 2
Suppose assumptions 1) to 3), then for any positive numbers 0 < r < s <∞ and ξ > 0, we have
Prob
(
sup
x∈[r,s]
sup
y∈R
|Prob∗
(
Ŝ(x) ≤ y
)
− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y
)
| > ξ
)
→ 0 (25)
as n→∞. Here N is a normal random variable with mean 0 and variance 1.
In particular, if we define d∗1−γ(x) as 1 − γ quantile of random variable −Ŝ(x) and choose y = d1−γ(x) for any
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0 < γ < 1, theorem 2 implies that with probability at least 1− ξ, for any x ∈ [r, s], and 2ξ < γ < 1− ξ,
Prob∗
(
−Ŝ(x) ≤ −dγ+2ξ(x)
)
= 1− lim
k→∞
Prob∗
(
Ŝ(x) ≤ dγ+2ξ(x)− 1/k
)
≤ 1− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N < dγ+2ξ(x)
)
+ ξ < 1− γ
⇒ d∗1−γ(x) ≥ −dγ+2ξ(x) = d1−γ−2ξ(x)
Prob∗
(
−Ŝ(x) ≤ −dγ−ξ(x)
)
= 1− lim
k→∞
Prob∗
(
Ŝ(x) ≤ dγ−ξ(x)− 1/k
)
≥ 1− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N < dγ−ξ(x)
)
− ξ ≥ 1− γ
⇒ d∗1−γ(x) ≤ −dγ−ξ(x) = d1−γ+ξ(x)
(26)
Theorem 3
Suppose conditions 1) to 3), for any given 0 < α, γ < 1, define c∗1−α to be the 1 − α conditional quantile of |y∗f − xTf β̂∗|
in algorithm 2 and for any x ∈ R, define d∗1−γ(x) as the 1− γ conditional quantile of −Ŝ(x), then we have
Prob∗
(
|yf − xTf β̂| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
→p 1− α
Prob
(
Prob∗
(
|yf − xTf β̂| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
≥ 1− α
)
→ 1− γ
(27)
as n→∞.
Theorem 4
Suppose conditions 1) to 3), for any x ∈ R, define function G∗(x) = Prob∗
(
|y∗f − xTf β̂∗| ≤ x
)
, then for any given
0 < α, γ < 1 and ξ > 0, we have
Prob
(
Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
√
n|G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−α)/√n)| ≥ ξ
)
> 0
)
→ 0 (28)
as n→∞. Here G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
) denotes plugging in ĉ∗
1−α+d̂∗1−γ/
√
n
to G∗ instead of taking conditional expectation.
4 Numerical justification
In this section, we will use three numerical examples to show finite sample performance of algorithm 2. We compare
algorithm 2 with algorithm 1 as well as the residual-based bootstrap algorithm with prediction root used in [6].
Example 1
We choose y = Xβ +  with sample size n = 300, 700, 1800 and dimension of parameters being 15, Bi = 2500, i = 1, 2, 3.
The residuals are generated by independent normal random variables with mean 0 and standard deviation 2. The result
is demonstrated as in table 1 and figure 1. We use Ori to denote results from algorithm 1, Pd to denote results from
bootstrap algorithm with predictive residuals [6] and Mod to denote results from algorithm 2. In addition, we use Quan to
denote one of the bootstrap quantile of |yf − xTf β̂| in numerical experiment(like ĉ∗1−α in algorithm 1 and ĉ∗1−α+d̂∗1−γ/√n in
algorithm 2) and Prob to denote the guarantee level of prediction intervals. Based on definition 1, for a good prediction
interval, guarantee level should be close to 1 − γ. The conditional quantiles we show in table 1 are based on one of the
numerical simulations, so they do not represent unconditional performance. However, we can use them to illustrate the
difference among prediction intervals generated by different bootstrap algorithms and why algorithm 2 has unconditional
guarantee.
From table 1, we see that quantile generated by algorithm 2 is always larger than quantile generated by residual-based
bootstrap algorithm with estimated residuals 1 and predictive residuals [6], so algorithm 2 generates a wider prediction
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interval and has unconditional guarantee for coverage probability to be larger than 1 − α. On the other hand, we can
see that those three quantiles are close to each other when sample size is large. When sample size becomes large, errors
involved in model estimation is negligible and those three quantiles coincide with 1 − α quantile of residual |1|. This
observation shows that asymptotically modification by algorithm 2 does not violate validity condition(e.g. definition 2.3
in [7]). Finally, based on theorem 1, if we do not make any modification on algorithm 1, for any given x ∈ R, process
S(x) behaves like a normal random variable with mean 0 and there should be half of the conditional coverage probabilities
to be less than 1− α. Figure 1 shows this situation.
Table 1: Performance of different bootstrap algorithms in example 1, desired guarantee level is 1− γ = 0.95 and confidence
level is 1− α = 0.90. See example 1 for the meaning of columns.
Sample size Ori-Quan Ori-Prob Pd-Quan Pd-Prob Mod-Quan Mod-Prob
300 3.233 0.306 3.414 0.494 3.496 0.922
700 3.204 0.415 3.194 0.509 3.351 0.942
1200 3.372 0.447 3.391 0.514 3.553 0.944
1800 3.249 0.461 3.291 0.513 3.407 0.947
(a) Sample size: 300, use algorithm 1 (b) Sample size: 300, use algorithm in [6] (c) Sample size: 300, use algorithm 2
(d) Sample size: 1800, use algorithm 1 (e) Sample size: 1800, use algorithm in [6] (f) Sample size: 1800, use algorithm 2
Figure 1: Histogram of simulated conditional coverage probability Prob∗
(
|yf − xTf β̂∗| ≤ ĉ∗1−α
)
with ĉ∗1−α being generated
by different bootstrap algorithms, red line represents desired coverage probability 1−α = 0.90, red, green and black dashed
lines respectively represents 85%, 90% and 95% upper sample quantile of simulated conditional coverage probabilities(that
is, proportion of conditional coverage probabilities to be larger than this point is, respectively 85%, 90% and 95%). Data
generation procedure is described in example 1.
Example 2
In this example, we suppose that y = Xβ +  with  being generated by difference of independent exponential random
variable with rate parameter λ = 1/
√
2(thus standard deviation of residuals is 2) and other conditions are the same as
conditions in example 1. The result is demonstrated in table 2 and figure 2. Similar with example 1, prediction interval
generated by algorithm 2 has unconditional guarantee and approaches quantile generated by traditional residual-based
bootstrap algorithm as sample size becomes large.
Example 3 (Over-coverage and under-coverage)
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Table 2: Performance of bootstrap algorithms in example 2, desired guarantee level is 1 − γ = 0.95 and confidence level is
1− α = 0.90. See example 1 for the meaning of columns.
Sample size Ori-Quan Ori-Prob Pd-Quan Pd-Prob Mod-Quan Mod-Prob
300 3.544 0.360 3.619 0.485 4.132 0.935
700 3.081 0.422 3.224 0.496 3.537 0.946
1200 3.294 0.457 3.481 0.505 3.556 0.941
1800 3.205 0.463 3.398 0.514 3.470 0.949
(a) Sample size: 300, use algorithm 1 (b) Sample size: 300, use algorithm in [6] (c) Sample size: 300, use algorithm 2
(d) Sample size: 1800, use algorithm 1 (e) Sample size: 1800, use algorithm in [6] (f) Sample size: 1800, use algorithm 2
Figure 2: Histogram of simulated conditional coverage probability for different bootstrap algorithms, meaning of lines
coincide with figure 1. Data generation procedure is described in example 2.
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Table 3: Performance of bootstrap algorithm 2 with difference guarantee level, data are generated with the same procedure
as example 2 and the meaning of each column is illustrated in example 3.
Sample size 5%-Quan 5%-Prob 50%-Quan 50%-Prob 95%-Quan 95%-Prob
300 2.893 0.033 3.241 0.382 3.815 0.927
700 2.931 0.045 3.308 0.431 3.609 0.942
1200 3.153 0.061 3.361 0.449 3.550 0.949
1800 3.130 0.061 3.370 0.504 3.485 0.937
According to theorem 3, if we choose guarantee level 1− γ to be large(e.g. 95%), then the prediction interval provided by
algorithm 2 is likely to have coverage probability greater than 1−α. On the other hand, if we want a tight but asymptotic
valid prediction interval, then we can choose guarantee level 1 − γ to be small(e.g. 5%). As we can see in table 3 and
figure 3, the cost for large coverage probability is wide prediction interval. Similar with example 1 and 2, when sample size
becomes large, prediction intervals with different guarantee level coincide with each other.
In table 3, meaning of Quan and Prob are the same as table 1, and the percentages denote guarantee levels 1 − γ we
choose.
(a) Sample size: 300, 1− γ = 0.05 (b) Sample size: 300, 1− γ = 0.50 (c) Sample size: 300, 1− γ = 0.95
(d) Sample size: 1800, 1− γ = 0.05 (e) Sample size: 1800, 1− γ = 0.50 (f) Sample size: 1800, 1− γ = 0.95
Figure 3: Histogram of simulated conditional coverage probability for different guarantee level 1 − γ. Data are generated
with the same procedure as example 2 and the meaning of each line is the same as figure 1.
5 Conclusion
Focus on linear regression model, in this paper we derive the asymptotic distribution of difference between probability of
future observation conditioning on observed data and conditional coverage probability generated in algorithm 1. Based
on this result, we show that residual-based bootstrap algorithm 1 asymptotically has 50% possibility of under-coverage.
In addition, we provide a bootstrap algorithm for prediction which controls possibility of under-coverage and give a
theoretical proof on why this algorithm works. Compare to residual-based bootstrap algorithms like algorithm 1 and [6],
numerical experiments show that the proposed algorithm controls possibility of under-coverage well in moderate sample
size. The results mentioned in this paper can be extended to other statistical inference models, especially to dependent
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situations like ARMA models, Arch models and others.
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A Proofs of aforementioned theorems
First we show a simple formula. Suppose random variable A,B satisfy |A − B| ≤ δ for some δ, then we have for any
x ∈ R,
1x−δ<B≤x ≤ 1A≤x − 1B≤x ≤ 1x<B≤x+δ (29)
Especially by taking expectations, we have
E|1A≤x−1B≤x| ≤ E|1A≤x−1B≤x|×1|A−B|≤δ+Prob(|A−B| > δ) ≤ Prob(|A−B| > δ)+Prob(x−δ < B ≤ x+δ) (30)
This also holds for |A−B| < δ.
The proofs of each theorems are given below.
Proof of lemma 1. First we show the existence of Mm(z). From theorem 13.6 in [11] and theorem 2.3 in [17], it suffices
to show that finite dimensional distributions of Mm(z) satisfy consistency conditions of Kolmogorov’s existence theorem
and ∃β ≥ 0, α > 1/2 and function R which is continuous non-decreasing such that for ∀0 ≤ t1 ≤ t ≤ t2,
Prob (min(|Mm(t)−Mm(t1)|, |Mm(t2)−Mm(t)| ≥ λ)) ≤ (R(t2)−R(t1))
2α
λ4β
(31)
for any δ > 0, 0 ≤ t < 1
lim
h→0,h>0
Prob(|Mm(t+ h)−Mm(t)| ≥ δ) = 0 (32)
and, by choosing r in theorem 2.3, [17] as 4, for some non-decreasing function τ(x) on [0, 1] such that
E(Mm(t)−Mm(s))4 ≤ τ(|t− s|),
∫
[0,1]
t−5/4τ1/4(t)dt <∞ (33)
For consistency conditions, notice that finite dimensional distribution ofMm is joint Gaussian, we have for any k > 0 ∈ N ,
permutation pi : {1, 2, ..., k} → {1, 2, ..., k}, ti ∈ [0, 1], i = 1, 2, ..., k and Borel sets F1, ..., Fk, Prob(∩ki=1Mm(ti) ∈ Fi) =
Prob(∩ki=1Mm(tpi(i)) ∈ Fpi(i)) and Prob(∩ki=1Mm(ti) ∈ Fi) = Prob(∩ki=1Mm(ti) ∈ Fi ∩ ∩ji=1Mm(tk+i) ∈ R) for any
j > 0 ∈ N and tk+i ∈ [0, 1], i = 1, 2, ..., j. Notice that
E|Mm(t)−Mm(t1)|2|Mm(t)−Mm(t2)|2 ≤ 1
2
(
E|Mm(t)−Mm(t1)|4 + E|Mm(t)−Mm(t2)|4
)
= EZ4
(
V ar2(Mm(t)−Mm(t1)) + V ar2(Mm(t)−Mm(t2))
) (34)
Here Z has normal N (0, 1) distribution. Since for 0 ≤ t ≤ s ≤ 1, from assumption 1) we know that |F ′(2mt − m) −
F
′
(2ms − m)| is bounded by 2mS(t − s) and |H(x)| is bounded by E|1|, so there exists a constant C such that for
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0 ≤ t ≤ s ≤ 1,
V ar(Mm(t)−Mm(s)) = σ2(xTf A−1xf + 1− 2xTf A−1b)(F
′
(2mt−m)− F ′(2ms−m))2
+F (2ms−m)− F (2mt−m)− (F (2ms−m)− F (2mt−m))2
−2(xTf A−1b− 1)(F
′
(2mt−m)− F ′(2ms−m))(H(2mt−m)−H(2ms−m)) ≤ C(s− t)
⇒ E|Mm(t)−Mm(t1)|2|Mm(t)−Mm(t2)|2 ≤ 2EZ4C2(t1 − t2)2
(35)
Thus, (31) is satisfied with α = β = 1 and R(t) =
√
2EZ4Ct. For
Prob(|Mm(t+ h)−Mm(t)| ≥ δ) ≤ V ar(Mm(t+ h)−Mm(t))
δ2
≤ Ch
δ2
(36)
(32) is proved. Finally, for (33), according to (35), For any t, s ∈ [0, 1],Mm(t)−Mm(s) is normal distributed with mean
0, thus, let Z be normal random variable with mean 0 and variance 1 and let τ(x) = EZ4C2x2,
E|Mm(t)−Mm(s)|4 = V ar2 (Mm(t)−Mm(s))×EZ4 ≤ τ(|s− t|)∫
[0,1]
t−5/4τ1/4(t)dt = (EZ4)1/4C1/2
∫
[0,1]
t−3/4dt <∞
(37)
Therefore, Mm defined in (5) exists in D.
2) From theorem 2.3. in [17], there exists a non-decreasing continuous function V such that V (0) = 0 and |Mm(y)−
Mm(z)| ≤ AV (|y − z|) for y, z ∈ [0, 1] with A has finite r = 4 moment. Thus for any ξ > 0, we have
lim
δ→0,δ>0
Prob
(
sup
y,z∈[0,1],|y−z|<δ
|Mm(y)−Mm(z)| > ξ
)
≤ lim
δ→0,δ>0
Prob
(
A sup
y,z∈[0,1],|y−z|<δ
V (|y − z|) > ξ
)
≤ lim
δ→0,δ>0
EA4
ξ4
V (δ)4 = 0
(38)
3) If M˜m,n →LMm, for any δ > 0, we define function on D as
hδ(f) = sup
x,y∈[0,1],|x−y|<δ
|f(x)− f(y)| (39)
If f is continuous on [0, 1], then it is uniformly continuous on [0, 1]. Suppose sequence fn → f in D, by section 12, [18], there
exists strictly increasing mapping λn, n = 1, 2, ... such that supx∈[0,1] |λn(x)−x| → 0 and supx∈[0,1] |fn(λn(x))−f(x)| → 0,
so
|hδ(fn)− hδ(f)| ≤ sup
x,y∈[0,1],|x−y|<δ
|fn(x)− fn(y)− f(x) + f(y)|
≤ sup
x∈[0,1]
|fn(x)− f(x)|+ sup
y∈[0,1]
|fn(y)− f(y)|
≤ 2( sup
x∈[0,1]
|fn(x)− f(λ−1n (x))|+ sup
x∈[0,1]
|f(λ−1n (x))− f(x)|)→ 0
(40)
as n → ∞. Thus, for fixed δ > 0, hδ is continuous if f is continuous. For Mm(z) is continuous almost surely, from
continuous mapping theorem(Chapter VI, 3.8 in [19]), since R and D are Polish space(theorem 12.2 in [11]), we have
hδ(M˜m,n)→L hδ(Mm). Combine with theorem 1.9 in [20] and (38), for sufficient small δ > 0,
lim sup
n→∞
Prob
(
sup
x,y∈[0,1],|x−y|<δ
|M˜m,n(x)− M˜m,n(y)| ≥ ξ
)
≤ Prob
(
sup
x,y∈[0,1],|x−y|<δ
|Mm(x)−Mm(y)| ≥ ξ
)
< ξ (41)
4) Now if assumption 4) is satisfied, without loss of generality, suppose x ≤ y and z ≤ t, from (38) we have for any
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ξ > 0,
lim
δ→0,δ>0
Prob
(
sup
x,y∈[1/2+c,1],|x−y|<δ
|Mm(x)−Mm(1− x)−Mm(y) +Mm(1− y)| > ξ
)
≤ lim
δ→0,δ>0
Prob
(
sup
x,y∈[1/2+c,1],|x−y|<δ
|Mm(x)−Mm(y)| > ξ/2
)
+ lim
δ→0,δ>0
Prob
(
sup
x,y∈[0,1/2−c],|x−y|<δ
|Mm(1− x)−Mm(1− y)| > ξ/2
)
= 0
(42)
notice that Mm(y) −Mm(1 − y) has normal distribution, if it is not degenerated, let y′ = 2my −m, from (30), for
sufficiently small δ > 0,
|Prob (Mm(x)−Mm(1− x) ≤ z)− Prob (Mm(y)−Mm(1− y) ≤ t) |
≤ |Prob (Mm(x)−Mm(1− x) ≤ z)− Prob (Mm(y)−Mm(1− y) ≤ z) |+ Prob (z <Mm(y)−Mm(1− y) ≤ t)
≤ ξ + Prob (z − ξ <Mm(y)−Mm(1− y) ≤ z + ξ) + δ√V(y′ , y′) + V(−y′ ,−y′)− 2V(y′ ,−y′)
≤ ξ + 2ξ + δ√V(y′ , y′) + V(−y′ ,−y′)− 2V(y′ ,−y′)
(43)
For 2mc ≤ y′ ≤ m and V is continuous and positive in [2mc,m], we have
sup
x,y∈[1/2+c,1],z,t∈R,|x−y|<δ,|z−t|<δ
|Prob (Mm(x)−Mm(1− x) ≤ z)− Prob (Mm(y)−Mm(1− y) ≤ t) |
≤ ξ + 2ξ + δ
minx∈[2mc,m]
√V(x, x) + V(−x,−x)− 2V(x,−x)
(44)
Combine with (42), we prove (13).
For any 1/4 > c > 0 and x ∈ [1/2 + c, 1 − c], define gx on D as gx(f) = f(x) − f−(1 − x), if f is continuous and a
sequence fn → f in D, then
|gx(fn)− gx(f)| ≤ |fn(x)− f(x)|+ |fn(1− x)− f(1− x)|−
≤ |fn(x)− f(λ−1n (x))|+ |f(λ−1n (x))− f(x)|+ lim sup
t→1−x,t<1−x
|fn(t)− f(λ−1n (t))|+ lim sup
t→1−x,t<1−x
|f(λ−1n (t))− f(t)|
(45)
which converges to 0 as n→∞. From continuous mapping theorem, we have gx(M˜m,n) = M˜m,n(x)−M˜−m,n(1− x)→L
Mm(x)−M−m(1− x). For any y ∈ R, ψ > 0, we define function
G0(x) = (1−min(1,max(x, 0))4)4, Gψ,t(x) = G0(ψ(x− t)) (46)
According to [21], there exists constant C > 0 such that
1x≤t ≤ Gψ,t(x) ≤ 1x≤t+1/ψ, sup
x,t
|G′ψ,t(x)| ≤ Cψ, sup
x,t
|G′′ψ,t(x)| ≤ Cψ2, sup
x,t
|G′′′ψ,t(x)| ≤ Cψ3 (47)
For any given ψ > 0, let set Aψ = {Gψ,t|t ∈ R}, for any δ > 0, choose γ = δ/(Cψ), then for any ∀Gψ,t ∈ Aψ, x, y ∈ R
such that |x− y| < γ, we have
|Gψ,t(x)−Gψ,t(y)| ≤ Cψ|x− y| < δ (48)
so Aψ = {Gψ,t|t ∈ R} is equi-continuous and uniformly bounded by 1 on R, therefore, from theorem 3.1. in [22], for any
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given x ∈ [1/2 + c, 1− c], we have
lim
n→∞
(
sup
y∈R
|EGψ,y(M˜m,n(x)− M˜−m,n(1− x))−EGψ,y(Mm(x)−M−m(1− x))|
)
= 0
(49)
Thus, for any ξ > 0, we choose ψ sufficiently large so that for sufficiently large n,
Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−M−m(1− x) ≤ y)
≤ EGψ,y(M˜m,n(x)− M˜−m,n(1− x))−EGψ,y−1/ψ(Mm(x)−M−m(1− x))
≤ sup
y∈R
|EGψ,y(M˜m,n(x)− M˜−m,n(1− x))−EGψ,y(Mm(x)−M−m(1− x))|
+Prob
(
y − 1
ψ
<Mm(x)−M−m(1− x) ≤ y + 1
ψ
)
Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−M−m(1− x) ≤ y)
≥ EGψ,y− 1
ψ
(M˜m,n(x)− M˜−m,n(1− x))−EGψ,y(Mm(x)−M−m(1− x))
≥ − sup
y∈R
|EGψ,y(M˜m,n(x)− M˜−m,n(1− x))−EGψ,y(Mm(x)−M−m(1− x))|
−Prob
(
y − 1
ψ
<Mm(x)−M−m(1− x) ≤ y + 1
ψ
)
(50)
For Mm is continuous almost surely, we have Prob
(Mm(x)−M−m(1− x) ≤ y) = Prob (Mm(x)−Mm(1− x) ≤ y) and
Prob
(
y − 1
ψ
<Mm(x)−M−m(1− x) ≤ y + 1
ψ
)
= Prob
(
y − 1
ψ
<Mm(x)−Mm(1− x) ≤ y + 1
ψ
)
≤ 2
ψ ×√V(x, x) + V(−x,−x)− 2V(x,−x)
(51)
For y ∈ R is arbitrary, we have for any given x ∈ [1/2 + c, 1− c]
lim
n→∞
(
sup
y∈R
|Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
)
= 0 (52)
For any given ξ > 0, since set [1/2+ c, 1− c] is compact, we may choose points 1/2+ c = t0 < t1 < ... < tM = 1− c and
ti − ti−1 < δ, here δ is sufficiently small and satisfies (44) and (41). From (52), we have for sufficiently large n, for any
x ∈ [1/2 + c, 1− c], y ∈ R, by letting T (x) = ti such that |x− ti| = min(|x− tj |, j = 1, 2, ...,M), we have |x− T (x)| < δ
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and from (30),
|Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ |Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob
(
M˜m,n(T (x))− M˜−m,n(1− T (x)) ≤ y
)
|
+|Prob
(
M˜m,n(T (x))− M˜−m,n(1− T (x)) ≤ y
)
− Prob (Mm(T (x))−Mm(1− T (x)) ≤ y) |
+|Prob (Mm(T (x))−Mm(1− T (x)) ≤ y)− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ Prob
(
sup
x,y∈[0,1],|x−y|<δ
|M˜m,n(x)− M˜m,n(y)| ≥ ξ
)
+ Prob
(
y − 2ξ < M˜m,n(T (x))− M˜−m,n(1− T (x)) ≤ y + 2ξ
)
+ max
i=1,2,...,M
sup
y∈R
|Prob
(
M˜m,n(ti)− M˜−m,n(1− ti) ≤ y
)
− Prob (Mm(ti)−Mm(1− ti) ≤ y) |
+ξ +
2ξ + δ
minx∈[2mc,m−2mc]
√V(x, x) + V(−x,−x)− 2V(x,−x)
≤ 2ξ + 3 max
i=1,2,...,M
sup
y∈R
|Prob
(
M˜m,n(ti)− M˜−m,n(1− ti) ≤ y
)
− Prob (Mm(ti)−Mm(1− ti) ≤ y) |
+
6ξ + δ
minx∈[2mc,m−2mc]
√V(x, x) + V(−x,−x)− 2V(x,−x)
(53)
For it is independent of x and y and ξ > 0 is arbitrary, we have
lim
n→∞
(
sup
x∈[1/2+c,1−c],y∈R
|Prob
(
M˜m,n(x)− M˜−m,n(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
)
= 0 (54)
and we prove 4).
Proof of lemma 2. Form Gilvenko-Cantelli theorem, since i, i = 1, 2, ... are independent and identically distributed with
cumulative distribution function F , we have supx∈R |F˜ (x) − F (x)| → 0 almost surely. For 2i , i = 1, 2, ... have mean
E21 = σ
2, from strong law of large number(see theorem 1.13 in [20]), we have
∫
x2dF˜ = 1
n
∑n
i=1 
2
i → σ2 almost surely.
Thus, by choosing x0 = 0 in definition 6.8, [16], from proposition 5.7, [10] we know that F˜ → F weakly almost surely and
from theorem 6.9, [16], since R is Polish, we have W2(F˜ , F )→ 0 almost surely.
For any x ∈ [0, 1], define function φ(x) = inf{t|x ≤ F (t)}, from page 150, [18], we have φ(x) ≤ t ⇔ x ≤ F (t) and
φ(U) has cumulative distribution F if U satisfies uniform distribution on [0, 1]. From lemma 4.1 and 4.2, [23], there is a
sequence of independent random variables Ui, i = 1, 2, ...,, a Brownian bridge B and a constant C such that
Prob
(
sup
x∈[0,1]
| 1√
n
n∑
i=1
(1Ui≤x − x)−B(x)| ≥ C log(n)/
√
n
)
≤ C log(n)/√n (55)
and for 0 < δ < 1/2, and ξ > 0,
E sup
x,y∈[0,1],|x−y|<δ
|B(x)−B(y)| ≤ C(−δ log(δ))1/2 ⇒ Prob
(
sup
x,y∈[0,1],|x−y|<δ
|B(x)−B(y)| > ξ
)
≤ C(−δ log(δ))
1/2
ξ
(56)
We let i = φ(Ui), i = 1, 2, ..., n, we have for any x ∈ R, let α˜(x) = 1√n
∑n
i=1(1i≤x − F (x)), we have
α˜(x) =
√
n(
1
n
n∑
i=1
1Ui≤F (x) − F (x))⇒ Prob
(
sup
x∈R
|α˜(x)−B(F (x))| ≥ C log(n)/√n
)
≤ C log(n)/√n (57)
From theorem 6.2.1 in [12], for distribution F has uniform continuous density (since supx∈R |F
′′ | < ∞), F ′ > 0 ⇒ F is
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strictly increasing and 0 < F (x) < 1 on x ∈ R and from assumption 2),
max
i=1,...,n
1
n
xTi (X
TX/n)−1xi ≤ 1
n
M2‖(XTX/n)−1‖2 = O(1/n)
E‖(XTX)1/2(β̂ − β)‖22 = ETX(XTX)−1XT  = pσ2 ⇒ ‖(XTX)1/2(β̂ − β)‖2 = Op(1)
Eλ̂2 ≤ 2E( 1
n
n∑
i=1
i)
2 + 2E(xTn (β̂ − β))2 = 2σ
2
n
+
2σ2xn(X
TX/n)−1xn
n
⇒ λ̂ = Op(1/
√
n)⇒ √nλ̂2 = op(1)
(58)
From assumption 3), let α̂
′
(z) =
√
n
(
1
n
∑n
i=1 1̂′i≤z
− F (z)
)
, by choosing y = F (x), we have
sup
x∈R
|α̂′(x)− α˜(x)−√nF ′(x)xTn (β̂ − β)| = op(1) (59)
Therefore, for any −∞ < r ≤ s <∞, notice that F ′ is bounded in [r − 1, s+ 1], so for any δ′ > 0, there exists δ > 0
such that supx,y∈[r−1,s+1],|x−y|<δ |F (x)− F (y)| < δ
′
, since
α̂(x) = α̂
′
(x+ λ̂) +
√
n(F (x+ λ̂)− F (x)) = α̂′(x+ λ̂) +√nF ′(x)λ̂+
√
nF
′′
(η)
2
λ̂2
sup
x∈R
|α̂(x)− α̂′(x+ λ̂)−√nF ′(x)λ̂| ≤
√
nSλ̂2
2
(60)
Correspondingly if |λ̂| < 1, then
sup
x,y∈[r,s],|x−y|<δ
|α̂(x)− α̂(y)| ≤ sup
x,y∈[r,s],|x−y|<δ
|α̂′(x+ λ̂)− α̂′(y + λ̂) +√n(F ′(x)− F ′(y))λ̂|+√nSλ̂2
≤ sup
x,y∈[r,s],|x−y|<δ
|α˜(x+ λ̂)− α˜(y + λ̂) +√n(F ′(x)− F ′(y))× (xTn (β̂ − β) + λ̂)|+
√
nSλ̂2 + 2
√
nS|xTn (β̂ − β)λ̂|+ op(1)
≤ sup
x,y∈[r−1,s+1],|x−y|<δ
|α˜(x)− α˜(y)|+ Sδ|√n(xTn (β̂ − β) + λ̂)|+
√
nSλ̂2 + 2
√
nS|xTn (β̂ − β)λ̂|+ op(1)
(61)
Notice that |xTn (β̂ − β)λ̂| ≤ λ̂2 + (xTn (β̂ − β))2 = op(1/
√
n), for any given ξ > 0, we choose sufficiently small δ
′
> 0 such
that C(−δ
′
log(δ
′
))1/2
ξ
< ξ and then choose δ > 0 such that supx,y∈[r−1,s+1],|x−y|<δ |F (x)− F (y)| < δ
′
, then for sufficiently
large n,
Prob
(
sup
x,y∈[r,s],|x−y|<δ
|α̂(x)− α̂(y)| > ξ
)
≤ Prob
(
|λ̂| > 1/2
)
+ Prob
(
sup
x,y∈[r,s],|x−y|<δ
|α̂(x)− α̂(y)| > ξ ∩ |λ̂| ≤ 1/2
)
≤ ξ + Prob
(
sup
x,y∈[r−1,s+1],|x−y|<δ
|α˜(x)− α˜(y)|+ Sδ|√n(xTn (β̂ − β) + λ̂)|+ op(1) > ξ
)
≤ 2ξ + Prob
(
sup
x,y∈[r−1,s+1],|x−y|<δ
|α˜(x)− α˜(y)| > ξ/3
)
+
18S2δ2n
ξ2
(Eλ̂2 + E(xTn (β̂ − β))2)
≤ 2ξ + δ
2
ξ2
× 18S2(nEλ̂2 + nE(xTn (β̂ − β))2) + Prob
(
sup
x∈R
|α˜(x)−B(F (x))| > ξ/9
)
+Prob
(
sup
x,y∈[0,1],|x−y|<δ′
|B(x)−B(y)| > ξ/9
)
≤ 2ξ + δ
2
ξ2
× 18S2(nEλ̂2 + nE(xTn (β̂ − β))2) + C log(n)√
n
+
C(−δ′ log(δ′))1/2
ξ
(62)
Which is less than 5ξ for sufficiently large n and sufficiently small δ. Thus we prove (16).
For the third result, suppose x ∈ [0, 1], we define quantile function φ̂(x) = inf{t|x ≤ F̂ (t)} and therefore φ̂(x) ≤ t ⇔
x ≤ F̂ (t), φ̂(U) has cumulative distribution function F̂ . From (55) we have for any x ∈ R
α˜∗(x) =
√
n
(
1
n
n∑
i=1
1Ui≤F̂ (x) − F̂ (x)
)
⇒ Prob∗
(
sup
x∈R
|α˜∗(x)−B(F̂ (x))| ≥ C log(n)/√n
)
≤ C log(n)/√n (63)
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Here C is independent from sample .
Form assumption 2) and Cauchy inequality, since maxi=1,2,...,n ‖xi−xn‖2 ≤ maxi=1,2,...,n ‖xi‖2+ 1n
∑n
i=1 ‖xi‖2 ≤ 2M ,
F̂ (x) =
1
n
n∑
i=1
1i≤x+ 1n
∑n
i=1 i+(xi−xn)T (XTX)−1XT  ≤ F˜ (x+
1
n
n∑
i=1
i + 2M‖(XTX)−1XT ‖2)
F̂ (x) ≥ F˜ (x+ 1
n
n∑
i=1
i − 2M‖(XTX)−1XT ‖2)
(64)
Since 1
n
∑n
i=1 i = Op(1/
√
n) and E‖(XTX)−1XT ‖22 = σ2tr((XTX)−1) ⇒ ‖(XTX)−1XT ‖2 = Op(1/
√
n), here tr(A)
denotes trace of the matrix A. For any ξ > 0, we choose δ
′
> 0 such that 2C(−δ
′
/2 log(δ
′
/2))1/2
ξ
< ξ/4, we choose 1 > δ > 0
sufficiently small such that supx,y∈[r−1,s+1],|x−y|<3δ |F (x)− F (y)| < δ
′
/4, if | 1
n
∑n
i=1 i|+ 2M‖(XTX)−1XT ‖2 < δ, then
then for any r ≤ x < y ≤ s,
|F̂ (x)− F̂ (y)| ≤ F˜ (y + δ)− F˜ (x− δ) ≤ 2 sup
x∈R
|F˜ (x)− F (x)|+ |F (y + δ)− F (x− δ)|
⇒ sup
x,y∈[r,s],|x−y|<δ
|F̂ (x)− F̂ (y)| ≤ 2 sup
x∈R
|F˜ (x)− F (x)|+ sup
x,y∈[r−1,s+1],|x−y|<3δ
|F (y)− F (x)|
(65)
correspondingly for sufficiently large n, combine with Gilvenko-Cantelli theorem, let 0 < δ < 1/2, for sufficiently large n,
Prob
(
Prob∗
(
sup
x,y∈[r,s],|x−y|<δ
|α˜∗(x)− α˜∗(y)| > ξ
)
> ξ
)
≤ Prob
(
Prob∗
(
sup
x,y∈[r,s],|x−y|<δ
|α˜∗(x)− α˜∗(y)| > ξ
)
> ξ ∩ | 1
n
n∑
i=1
i|+ ‖(XTX)−1XT ‖2 < δ
)
+ ξ
≤ Prob
(
Prob∗
(
sup
x∈R
|α˜∗(x)−B(F̂ (x))| > ξ/4
)
> ξ/2 ∩ | 1
n
n∑
i=1
i|+ ‖(XTX)−1XT ‖2 < δ
)
+Prob
(
Prob∗
(
sup
x,y∈[r,s],|x−y|<δ
|B(F̂ (x))−B(F̂ (y))| > ξ/2
)
> ξ/2 ∩ | 1
n
n∑
i=1
i|+ ‖(XTX)−1XT ‖2 < δ
)
+ ξ
≤ Prob
(
Prob∗
(
sup
x,y∈[0,1],|x−y|<δ′/2
|B(x)−B(y)| > ξ/2
)
> ξ/2
)
+ ξ ≤ ξ
(66)
and we prove (17).
Proof of lemma 3. First for any x ≥ 1/√n and any given 0 < δ < 1/2,
0 ≤ √n(Prob∗∗(|y∗f − xTf β̂∗| ≤ x)− Prob∗∗(|y∗f − xTf β̂∗| ≤ x− δ√
n
))
=
√
n(F̂ (x+ xTf (X
TX)−1XT ∗)− F̂ (x+ xTf (XTX)−1XT ∗ − δ√
n
))
−√n(F̂−(−x+ xTf (XTX)−1XT ∗)− F̂−(−x+ δ√
n
+ xTf (X
TX)−1XT ∗))
= α̂(x+ xTf (X
TX)−1XT ∗)− α̂(x+ xTf (XTX)−1XT ∗ − δ√
n
) + F
′
(η1)δ
−
(
α̂−(−x+ xTf (XTX)−1XT ∗)− α̂−(−x+ δ√
n
+ xTf (X
TX)−1XT ∗)
)
− F ′(η2)δ
(67)
Here η1, η2 are real numbers such that |η1−x| ≤ 1√n + |xTf (XTX)−1XT ∗| and |η2 +x| ≤ 1√n + |xTf (XTX)−1XT ∗|. This
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implies that for any 1/
√
n ≤ r <∞ and sufficiently large n,
sup
x∈[1/√n,r]
√
n|Prob∗(|y∗f − xTf β̂∗| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x− δ√
n
)|
≤ sup
x∈[1/√n,r]
E∗
√
n|Prob∗∗(|y∗f − xTf β̂∗| ≤ x)− Prob∗∗(|y∗f − xTf β̂∗| ≤ x− δ√
n
)| × 1|xT
f
(XTX)−1XT ∗|<1/2
+
√
nProb∗
(
|xTf (XTX)−1XT ∗| ≥ 1/2
)
≤ 2 sup
x∈[−r−2/3,r+2/3]
|α̂(x)− α̂(x− δ√
n
)|+ 2δ max
x∈[−r−1,r+1]
F
′
(x) +
4σ̂2√
n
xTf (X
TX/n)−1xf
(68)
Since
Eσ̂2 ≤ 2
n
n∑
i=1
E(i−
∑n
i=1 i
n
)2+
2
n
n∑
i=1
E((xi−xn)T (XTX)−1XT )2 ≤ 2σ2+ 8M
2σ2
n
tr((XTX/n)−1)⇒ σ̂2 = Op(1) (69)
For any given ξ, ξ
′
> 0, by choosing sufficiently small 0 < δ < 1/2 such that 2 maxx∈[−r−1,r+1] F
′
(x)δ < ξ, from lemma
2, there exists N > 0 such that for n ≥ N ,
lim sup
n→∞
Prob
(
sup
x∈[1/√n,r]
√
n|Prob∗(|y∗f − xTf β̂∗| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x− δ√
n
)| > 4ξ
)
≤ lim sup
n→∞
Prob
(
sup
x,y∈[−r−2/3,r+2/3],|x−y|<δ/√N
|α̂(x)− α̂(y)| > ξ
)
+Prob(2 max
x∈[−r−1,r+1]
F
′
(x)δ > ξ) + lim sup
n→∞
Prob
(
4σ̂2√
n
xTf (X
TX/n)−1xf > ξ
)
< ξ
′
(70)
For ξ
′
> 0 is arbitrary, for any given r, ξ > 0, there exists 0 < δ < 1/2 such that
lim
n→∞
Prob
(
sup
x∈[1/√n,r]
√
n|Prob∗(|y∗f − xTf β̂∗| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x− δ√
n
)| ≤ ξ
)
= 1 (71)
On the other hand, for any given 0 < r ≤ s < 1, there exists w > 0 such that 0 < r − w < s + w < 1 and we
choose c1−r+w, c1−s−w respectively being 1 − r + w and 1 − s − w quantile of |1|, from assumption 1) and 3) we have
Prob(|1| ≤ c1−r+w) = 1− r + w and Prob (|1| ≤ c1−s−w) = 1− s− w, c1−s−w > 0 and from (64),
sup
x∈[c1−s−w,c1−r+w ]
|Prob∗∗(|y∗f − xTf β̂∗| ≤ x)− Prob(|1| ≤ x)|
≤ sup
x∈[c1−s−w,c1−r+w ]
|F̂ (x+ xTf (XTX)−1XT ∗)− F (x)|+ sup
x∈[c1−s−w,c1−r+w ]
|F̂ (−x+ xTf (XTX)−1XT ∗)− F (−x)|−
≤ sup
x∈[c1−s−w,c1−r+w ]
|F˜ (x+ 1
n
n∑
i=1
i + 2M‖(XTX)−1XT ‖2 + xTf (XTX)−1XT ∗)− F (x)|
+ sup
x∈[c1−s−w,c1−r+w ]
|F˜ (x+ 1
n
n∑
i=1
i − 2M‖(XTX)−1XT ‖2 + xTf (XTX)−1XT ∗)− F (x)|
+ sup
x∈[c1−s−w,c1−r+w ]
|F˜ (−x+ 1
n
n∑
i=1
i + 2M‖(XTX)−1XT ‖2 + xTf (XTX)−1XT ∗)− F (−x)|−
+ sup
x∈[c1−s−w,c1−r+w ]
|F˜ (−x+ 1
n
n∑
i=1
i − 2M‖(XTX)−1XT ‖2 + xTf (XTX)−1XT ∗)− F (−x)|−
(72)
Since F is uniformly continuous in [−c1−r+w−1, c1−r+w+1], for any ξ > 0 there exists 1/4 > δ > 0 such that for any x, y ∈
[−c1−r+w−1, c1−r+w+1], |x−y| < 4δ, we have |F (x)−F (y)| < ξ/4. Therefore if | 1n
∑n
i=1 i|+2M‖(XTX)−1XT ‖2 < δ,
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we have
sup
x∈[c1−s−w,c1−r+w ]
|Prob∗
(
|y∗f − xTf β̂∗| ≤ x
)
− Prob (|1| ≤ x) |
≤ sup
x∈[c1−s−w,c1−r+w ]
E∗|Prob∗∗
(
|y∗f − xTf β̂∗| ≤ x
)
− Prob (|1| ≤ x) | × 1|xT
f
(XTX)−1XT ∗|<δ + Prob
∗(|xTf (XTX)−1XT ∗| ≥ δ)
≤ 4 sup
x∈R
|F˜ (x)− F (x)|+ 4 sup
x,y∈[−c1−r+w−1,c1−r+w+1],|x−y|<2δ
|F (x)− F (y)|+ σ̂
2xTf (X
TX)−1xf
δ2
(73)
Combine with Glivenko-Cantelli theorem, (69) and (64), for any ξ > 0,
lim
n→∞
Prob
(
sup
x∈[c1−s−w,c1−r+w ]
|Prob∗
(
|y∗f − xTf β̂∗| ≤ x
)
− Prob (|1| ≤ x) | ≤ ξ
)
= 1 (74)
In particular for any 0 < ξ ≤ w/2, if (74) happens for ξ/2, for sufficiently large n and any r ≤ α ≤ s, we have c1−s−w ≤
c1−α−ξ ≤ c1−α+ξ ≤ c1−r+w, Prob∗
(
|y∗f − xTf β̂∗| ≤ c1−α+ξ
)
≥ 1−α+ξ/2⇒ c∗1−α ≤ c1−α+ξ and Prob∗
(
|y∗f − xTf β̂∗| ≤ c1−α−ξ
)
≤
1− α − ξ/2 ⇒ c∗1−α ≥ c1−α−ξ, in particular, 0 < c1−s−w ≤ c∗1−s ≤ c∗1−α ≤ c∗1−r ≤ c1−r+w. By choosing r = c1−r+w and
x = c∗1−α in (71), we have
lim
n→∞
Prob
(
sup
r≤α≤s
√
n|Prob∗(|y∗f − xTf β̂∗| ≤ c∗1−α)− Prob∗(|y∗f − xTf β̂∗| ≤ c∗1−α − δ√
n
)| ≤ ξ
)
= 1 (75)
For the second part, from Glivenko-Cantelli theorem, we have supx∈R |F˜ (x)−F (x)| → 0 almost surely and by choosing
x = c∗1−α,
Prob∗
(
lim sup
B→∞
sup
0<α<1
| 1
B
B∑
b=1
1|δ∗
b
|≤c∗1−α −G
∗ (c∗1−α) | > 0
)
= 0 (76)
Thus, almost surely for sufficiently large B, we have
sup
0<α<1
| 1
B
B∑
b=1
1|δ∗
b
|≤c∗1−α −G
∗(c∗1−α)| ≤ ξ/
√
n (77)
For any given ξ > 0, choose sufficiently large n so that 0 < r−w < r− 4ξ/√n < s+ 4ξ/√n < s+w < 1, if (19) happens
on [r − w, s+ w], there exists constant δ > 0 such that we have for any r ≤ α ≤ s,
1
B
B∑
b=1
1|δ∗
b
|≤c∗
1−α−3ξ/√n
≤ ξ√
n
+G∗
(
c∗1−α−3ξ/√n −
δ√
n
)
+
ξ√
n
≤ 1− α− ξ√
n
⇒ c∗1−α−3ξ/√n ≤ ĉ∗1−α
1
B
B∑
b=1
1|δ∗
b
|≤c∗
1−α+ξ/√n
≥ G∗ (c∗1−α+ξ/√n)− ξ/√n ≥ 1− α⇒ ĉ∗1−α ≤ c∗1−α+ξ/√n
(78)
For sufficiently small ξ > 0 and sufficiently large n, if (19) happens on [r − w, s+ w], we have
lim sup
B→∞
sup
α∈[r,s]
√
n|G∗ (ĉ∗1−α)−G∗ (c∗1−α) | ≤ sup
α∈[r,s]
√
n
(
G∗
(
c∗1−α+ξ/√n
)−G∗ (c∗1−α))
+ sup
α∈[r,s]
√
n
(
G∗ (c∗1−α)−G∗
(
c∗1−α−3ξ/√n
))
≤ sup
α∈[r,s]
√
n
(
G∗
(
c∗1−α+ξ/√n −
δ√
n
)
+
ξ√
n
− (1− α)
)
+ sup
α∈[r,s]
√
n
(
G∗1−α(c
∗
1−α − δ√
n
) +
ξ√
n
− (1− α− 3ξ√
n
)
)
≤ 6ξ
⇒ Prob∗
(
lim sup
B→∞
sup
α∈[r,s]
√
n|G∗ (ĉ∗1−α)− Prob∗ (c∗1−α) | > 6ξ
)
= 0
(79)
Combine with (19), we prove the second result.
Proof of theorem 1. According to theorem 13.5 in [11], it suffices to show that (M˜m(z1), ...,M˜m(zk))→L (Mm(z1), ...,Mm(zk))
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in Rk, Mm(1)−Mm(1− δ)→L 0 in R as δ → 0, δ > 0 and
E|M˜m(t)− M˜m(s)|2β |M˜m(s)− M˜m(r)|2β ≤ (G(t)−G(r))2α (80)
with G being non-decreasing, continuous function, 1 ≥ t > s > r ≥ 0 and β ≥ 0, α > 1/2.
For the first condition, define e = (1, 1, ..., 1)T , for any given (s1, ..., sk) ∈ Rk and zi ∈ [0, 1] for i = 1, 2, ..., k, define
cT = (c1, ..., cn) = x
T
f (X
TX)−1XT − 1
n
eT ⇒ ci = xTf (XTX)−1xi − 1n for i = 1, 2, ..., n, by letting z
′
j = 2mzj −m,
k∑
j=1
sjM˜m(zj) =
n∑
i=1
(
(
k∑
j=1
√
nsjF
′
(z
′
j))cii − 1√
n
(
k∑
j=1
sj(1i≤z′j
− F (z′j)))
)
(81)
For i, i = 1, 2, ..., n are independent and
E(
k∑
j=1
√
nsjF
′
(z
′
j))cii − 1√
n
(
k∑
j=1
sj(1i≤z′j
− F (z′j)) = 0
σ2i,n = E
(
(
k∑
j=1
√
nsjF
′
(z
′
j))cii − 1√
n
(
k∑
j=1
sj(1i≤z′j
− F (z′j))
)2
= nσ2c2i
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)F
′
(z
′
l )
+
1
n
k∑
j=1
k∑
l=1
sjsl(F (min(z
′
j , z
′
l ))− F (z
′
j)F (z
′
l ))− 2ci
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)H(z
′
l )
⇒
n∑
i=1
σ2i,n = σ
2
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)F
′
(z
′
l )×
(
xTf (
XTX
n
)−1xf + 1− 2xTf (X
TX
n
)−1xn
)
+
k∑
j=1
k∑
l=1
sjsl(F (min(z
′
j , z
′
l ))− F (z
′
j)F (z
′
l ))− 2
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)H(z
′
l )× (xTf (X
TX
n
)−1xn − 1)
(82)
Let
K =
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)F
′
(z
′
l ), N =
k∑
l=1
sjsl(F (min(z
′
j , z
′
l ))− F (z
′
j)F (z
′
l )), R =
k∑
j=1
k∑
l=1
sjslF
′
(z
′
j)H(z
′
l ) (83)
From assumption 2) and (5.8.4) in [24], for A is invertible, we have
xTf (
XTX
n
)−1xf → xTf A−1xf , xTf (X
TX
n
)−1xn → xTf A−1b (84)
Therefore, for sj , j = 1, ..., k such that
σ2K × (xTf A−1xf + 1− 2xTf A−1b) +N − 2R(xTf A−1b− 1) 6= 0 (85)
we have 0 < c <
∑n
i=1 σ
2
i,n < C <∞ for sufficiently large n and some constants c, C. Define Yi = (
∑k
j=1
√
nsjF
′
(z
′
j))cii−
1√
n
(
∑k
j=1 sj(1i≤z′j
− F (z′j)), from mean value inequality and Holder’s inequality,
n∑
i=1
E|Yi|3 ≤ 4k2
n∑
i=1
(
n
√
n|ci|3E|i|3
k∑
j=1
|sjF
′
(z
′
j)|3 + 1
n
√
n
k∑
j=1
|s3j |E|1i≤z′j − F (z
′
j)|3
)
≤ 4k2E|i|3
k∑
j=1
|sjF
′
(z
′
j)|3 × n
√
n
n∑
i=1
|ci|3 + 4k
2
√
n
k∑
j=1
|sj |3
(86)
From assumption 2),
n
√
n
n∑
i=1
|ci|3 ≤ n
√
n max
i=1,2,...,n
|ci| ×
n∑
i=1
c2i ≤ 1 +M
2‖(XTX/n)−1‖2√
n
×
(
xTf (
XTX
n
)−1xf + 1− 2xTf (X
TX
n
)−1xn
)
(87)
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which is O(1/
√
n). Here ‖(XTX/n)−1‖2 denotes the matrix 2 norm of (XTX/n)−1. From Theorem 1.15, Theorem 1.11,
and (1.97) in [20], we have
k∑
j=1
sjM˜m(zj) =
∑k
j=1 sjM˜m(zj)√∑n
i=1 σ
2
i,n
×
√√√√ n∑
i=1
σ2i,n →L N(0, 1)×
√
σ2K × (xTf A−1xf + 1− 2xTf A−1b) +N − 2R(xTf A−1b− 1)
(88)
On the other hand, if sj , j = 1, 2, ..., k such that σ
2K× (xTf A−1xf + 1− 2xTf A−1b) +N − 2R(xTf A−1b− 1) = 0. then we
have for any δ > 0,
Prob(|
k∑
j=1
sjM˜m(zj)| ≥ δ) ≤
E|∑kj=1 sjM˜m(zj)|2
δ2
→ σ
2K × (xTf A−1xf + 1− 2xTf A−1b) +N − 2R(xTf A−1b− 1)
δ2
= 0
(89)
which implies that
∑k
j=1 sjM˜m(zj)→L 0. From theorem 1.9. in [20], we prove the first condition.
For the second condition, since for any ξ > 0,
Prob (|Mm(1)−Mm(1− δ)| ≥ ξ) ≤ E|Mm(1)−Mm(1− δ)|
2
ξ2
≤ σ
2(xTf A
−1xf − 2xTf A−1b+ 1)(F
′
(m)− F ′(m− 2mδ))2
ξ2
+
2|xTf A−1b− 1| × |F
′
(m)− F ′(m− 2mδ)| × |H(m)−H(m− 2mδ)|
ξ2
+
|F (m)− F (m− 2mδ)|+ |F (m)− F (m− 2mδ)|2
ξ2
(90)
which tends to 0 since F
′
, F are differentiable according to assumption 1). Thus, we have Mm(1)−Mm(1− δ)→L 0 as
δ → 0, and we prove the second condition.
For the third condition, we choose β = 1 and α = 1, for 1 ≥ t > s ≥ 0, define t′ = 2mt−m and
A(t, s) = √n
(
F
′
(t
′
)− F ′(s′)
)
×
(
xTf (X
TX)−1XT − 1
n
n∑
i=1
i
)
, B(t, s) = 1√
n
n∑
i=1
(1s′<i≤t′ − F (t
′
) + F (s
′
)) (91)
then we have for 1 ≥ t > s > r ≥ 0,
E|M˜m(t)− M˜m(s)|2|M˜m(s)− M˜m(r)|2 = E(A(t, s)− B(t, s))2(A(s, r)− B(s, r))2
≤ 4E (A(t, s)2A(s, r)2 + B(t, s)2A(s, r)2 +A(t, s)2B(s, r)2 + B(t, s)2B(s, r)2) (92)
Form assumption 1) and 2), since xTf (X
TX/n)−1xf → xTf A−1xf and xTf (XTX/n)−1xn → xTf A−1b, there exists a constant
C such that |xTf (X
TX
n
)−1xf + 1 − 2xTf (X
TX
n
)−1xn| ≤ C for any n, similar with (81), let c = (c1, ..., cn)T with ci =
xTf (X
TX)−1xi − 1/n, we have
EA(t, s)2A(s, r)2 = n2
(
F
′
(t
′
)− F ′(s′)
)2 (
F
′
(s
′
)− F ′(r′)
)2
E(cT )4
= n2
(
F
′
(t
′
)− F ′(s′)
)2 (
F
′
(s
′
)− F ′(r′)
)2
×
E41 × n∑
i=1
c4i + 3σ
4
n∑
i=1
n∑
j=1,j 6=i
c2i c
2
j

≤ 16m4S4(E41 + 3σ4)(t− s)2(s− r)2 ×
(
xTf (
XTX
n
)−1xf + 1− 2xTf (X
TX
n
)−1xn
)2
≤ C2m4S4(E41 + 3σ4)(t− r)4 ≤ C2m4S4(E41 + 3σ4)(t− r)2
(93)
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EB(t, s)2B(s, r)2 = 1
n2
n∑
i=1
E(1s′<i≤t′ − F (t
′
) + F (s
′
))2(1r′<i≤s′ − F (s
′
) + F (r
′
))2
+
1
n2
n∑
i=1
n∑
j=1,j 6=i
E(1s′<i≤t′ − F (t
′
) + F (s
′
))2 ×E(1r′<i≤s′ − F (s
′
) + F (r
′
))2
+
2
n2
n∑
i=1
n∑
j=1,j 6=i
(
E(1s′<i≤t′ − F (t
′
) + F (s
′
))(1r′<i≤s′ − F (s
′
) + F (r
′
))
)2
≤ 2
n
(F (t
′
)− F (s′))(F (s′)− F (r′)) + (F (t′)− F (s′))(F (s′)− F (r′)) + 2(F (t′)− F (s′))2(F (s′)− F (r′))2
≤ 5
4
(F (t
′
)− F (r′))2 ≤ 5m2 sup
y∈[−m,m]
|F ′(y)|2(t− r)2
(94)
EA(t, s)2B(s, r)2 =
(
F
′
(t
′
)− F ′(s′)
)2
× (
n∑
i=1
c2iE
2
i (1r′<i≤s′ − F (s
′
) + F (r
′
))2
+σ2(n− 1)
n∑
i=1
c2iE(1r′ i≤s′ − F (s
′
) + F (r
′
))2 + 2
n∑
i=1
n∑
j=1,j 6=i
cicj(Ei1r′<i≤s′ )
2)
≤ σ2
(
F
′
(t
′
)− F ′(s′)
)2
× (n
n∑
i=1
c2i + 2((
n∑
i=1
ci)
2 +
n∑
i=1
c2i ))
≤ σ2(2n
n∑
i=1
c2i + 2(
n∑
i=1
ci)
2)× 4m2S2(t− r)2
(95)
For n
∑n
i=1 c
2
i = x
T
f (
XTX
n
)−1xf + 1 − 2xTf (X
TX
n
)−1xn and
∑n
i=1 ci = x
T
f (X
TX/n)−1xn − 1, there exists a constant C
such that 2n
∑n
i=1 c
2
i ≤ C, 2|
∑n
i=1 ci|2 ≤ C for any n ∈ N , so EA(t, s)2B(s, r)2 ≤ 8σ2Cm2S2(t− r)2 . (95) also holds for
EB(t, s)2A(s, r)2. From (93) to (95), we know that
E|M˜m(t)− M˜m(s)|2|M˜m(s)− M˜m(r)|2 ≤ (Ct− Cr)2 (96)
for sufficiently large n and a constant C > 0. Thus, third condition is valid and we prove the first result.
For the second result, for x ∈ [0,m], from assumption 1), we have
√
n
(
Prob∗(|yf − xTf β̂| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x)
)
=
√
n(F (x+ xTf (X
TX)−1XT )− F (−x+ xTf (XTX)−1XT ))
−√n
(
E∗
(
F̂ (x+ xTf (X
TX)−1XT ∗)− F̂−(−x+ xTf (XTX)−1XT ∗)
))
=
(
F
′
(x)− F ′(−x)
)
×√nxTf (XTX)−1XT + F
′′
(η1)− F ′′(η2)
2
×√n(xTf (XTX)−1XT )2
−E∗
(
α̂(x+ xTf (X
TX)−1XT ∗)− α̂(x)
)
+ E∗
(
α̂−(−x+ xTf (XTX)−1XT ∗)− α̂−(−x)
)
−α̂(x) + α̂−(−x)−√nE∗
(
F (x+ xTf (X
TX)−1XT ∗)− F (x)
)
+
√
nE∗(F (−x+ xTf (XTX)−1XT ∗)− F (−x))
⇒ sup
x∈[0,m]
|√n
(
Prob∗(|yf − xTf β̂| ≤ x)− Prob∗(|y∗f − xTf β̂∗| ≤ x)
)
−
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
)
)
|
≤ √nS × (xTf (XTX)−1XT )2 + sup
x∈[0,m]
|E∗(α̂(x+ xTf (XTX)−1XT ∗)− α̂(x))|
+ sup
x∈[0,m]
|E∗(α̂−(−x+ xTf (XTX)−1XT ∗)− α̂−(−x))|+ sup
x∈[0,m]
|α̂(x)− α˜(x)− F
′
(x)√
n
n∑
i=1
i|
+ sup
x∈[0,m]
|α̂−(−x)− α˜−(−x)− F
′
(−x)√
n
n∑
i=1
i|+ SE∗(xTf (XTX)−1XT ∗)2
(97)
From lemma 2, for any ξ > 0, there exists 1/2 > δ > 0 such that for sufficiently large n,
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Prob
(
sup
x,y∈[−m−1,m+1],|x−y|<δ
|α̂(x)− α̂(y)| ≤ ξ
)
< 1− ξ (98)
and if this happens, then
sup
x∈[0,m]
|E∗(α̂(x+ xTf (XTX)−1XT ∗)− α̂(x))| ≤ sup
x∈[0,m]
E∗|α̂(x+ xTf (XTX)−1XT ∗)− α̂(x)|1|xT
f
(XTX)−1XT ∗|≤δ/2
+2
√
nProb∗
(
|xTf (XTX)−1XT ∗| > δ/2
)
≤ ξ + 8σ̂
2
δ2
√
n
xTf (X
TX/n)−1xf
sup
x∈[0,m]
|E∗(α̂−(−x+ xTf (XTX)−1XT ∗)− α̂−(−x))|
≤ sup
x∈[0,m]
E∗|α̂−(−x+ xTf (XTX)−1XT ∗)− α̂−(−x)| × 1|xT
f
(XTX)−1XT ∗|≤δ/2 +
8σ̂2
δ2
√
n
xTf (X
TX/n)−1xf
≤ ξ + 8σ̂
2
δ2
√
n
xTf (X
TX/n)−1xf
(99)
From (59) and (60), we have
sup
x∈[−m−1,m+1]
|α̂(x)− α˜(x)− F
′
(x)√
n
n∑
i=1
i| ≤
√
nSλ̂2
2
+ sup
x∈[−m−1,m+1]
|α̂′(x+ λ̂)− α˜(x)−√nF ′(x)xn(β̂ − β)|
≤
√
nSλ̂2
2
+ sup
x∈[−m−1,m+1]
|α̂′(x+ λ̂)− α˜(x+ λ̂)−√nF ′(x+ λ̂)xTn (β̂ − β)|
+ sup
x∈[−m−1,m+1]
|α˜(x+ λ̂)− α˜(x)|+√nS|λ̂xTn (β̂ − β)|
(100)
From (62), we have for any 1/2 > ξ > 0 there exists 1/2 > δ > 0 such that for sufficiently large n,
Prob
(
sup
x,y∈[−m−2,m+2],|x−y|<δ
|α˜(x)− α˜(y)| > ξ
)
< ξ
⇒ Prob
(
sup
x∈[−m−1,m+1]
|α˜(x+ λ̂)− α˜(x)| > ξ
)
≤ Prob
(
sup
x∈[−m−1,m+1]
|α˜(x+ λ̂)− α˜(x)| > ξ ∩ |λ̂| < δ
)
+ Prob(|λ̂| ≥ δ)
≤ ξ + Prob(|λ̂| ≥ δ)
(101)
Notice that λ̂ = Op(1/
√
n) and xn(β̂−β) = Op(1/√n), combine with (99) and (97), we have for any ξ > 0 and sufficiently
large n, since E∗(xTf (X
TX)−1XT ∗)2 = σ̂2xTf (X
TX)−1xf , from (69),
Prob
(
sup
x∈[0,m]
|S(x)−
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
)
)
| ≤ ξ
)
> 1− ξ (102)
Therefore, for any x ∈ [r, s] and y ∈ R, from (30), by picking integer m > s+ 1, from lemma 1, for sufficiently large n
|Prob (S(x) ≤ y)− Prob
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
) ≤ y
)
|
≤ Prob
(
|S(x)−
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
)
)
| > ξ
)
+Prob
(
y − ξ < M˜m(x+m
2m
)− M˜−m(−x+m
2m
) ≤ y + ξ
)
≤ ξ + 2 sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob
(
M˜m(x)− M˜−m(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
+ sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
Prob (y − ξ <Mm(x)−Mm(1− x) ≤ y + ξ)
≤ 2ξ + sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
Prob (y − ξ <Mm(x)−Mm(1− x) ≤ y + ξ)
(103)
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For it is independent of x, y, for any ξ
′
> 0, by choosing ξ sufficiently small, from lemma 1,
lim sup
n→∞
sup
x∈[r,s]
sup
y∈R
|Prob (S(x) ≤ y)− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ 2ξ + sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
Prob (y − ξ <Mm(x)−Mm(1− x) ≤ y + ξ)
+ lim sup
n→∞
sup
x∈[r,s]
sup
y∈R
|Prob
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) | < ξ
′
(104)
and we prove the second result for Mm(x) −Mm(1 − x) has normal distribution with mean 0 and variance V(x, x) +
V(−x,−x)− 2V(x,−x).
Proof of theorem 2. From lemma 2, for almost surely  and any given 1/4 > δ, δ
′
> 0, there exists N such that for ∀n ≥ N
we can construct joint distribution of (?1, 
†
1) in R
2 such that ?1 | has marginal distribution F˜ (defined in lemma 2), †1 |
has marginal distribution F and E∗(?1 − †1)2 < δ9. We generate n independent observations (?i , †i ), i = 1, 2, ..., n and
choose an integer m > s+ 1, define stochastic processes in [0, 1] as
M˜?m(x) =
√
n
(
F
′
(x
′
)
(
xTf (X
TX)−1XT ? − 1
n
n∑
i=1
?i
)
− 1
n
n∑
i=1
(1?i≤x
′ − F˜ (x′))
)
M˜†m(x) =
√
n
(
F
′
(x
′
)
(
xTf (X
TX)−1XT † − 1
n
n∑
i=1
†i
)
− 1
n
n∑
i=1
(1

†
i≤x
′ − F (x′))
) (105)
Here x
′
= 2mx−m. For any x ∈ [ r+m
2m
, s+m
2m
], we have
Prob∗
(
|(M˜?m(x)− M˜?−m (1− x))− (M˜†m(x)− M˜†−m (1− x)| > 3δ
′)
≤ Prob∗
(
|F ′(x′)− F ′(−x′)| × √n|xTf (XTX)−1XT (? − †)| > δ
′)
+ Prob∗
(
|F ′(x′)− F ′(−x′)| × | 1√
n
n∑
i=1
(?i − †i )| > δ
′
)
+Prob∗
(
| 1√
n
n∑
i=1
1?i≤x
′ − 1?i<−x′ − F˜ (x
′
) + F˜−(−x′)− 1†≤x′ + 1†<−x′ + F (x
′
)− F−(−x′)| > δ′
)
≤ |F
′
(x
′
)− F ′(−x′)|2 × (xTf (XTX/n)−1xf + 1)
δ′2
×E∗(?1 − †1)2
+
4E∗(1?1≤x
′ − 1

†
1≤x
′ )2 + 4E∗(1?1<−x
′ − 1

†
1<−x
′ )2 + 4(F˜ (x
′
)− F (x′))2 + 4(F˜−(−x′)− F−(−x′))2
δ′2
(106)
From (29), for any x ∈ [−m,m] and any 1/4 > δ > 0,
E∗(1?1≤x
′ − 1

†
1≤x
′ )
2 ≤ E∗(1?1≤x′ − 1†1≤x′ )
2 × 1|?1−†1|≤δ3 + Prob
∗
(
|?1 − †1| > δ3
)
≤ Prob∗
(
x
′ − δ3 < †1 ≤ x
′
+ δ3
)
+
E∗(?1 − †1)2
δ6
≤ 2δ3 × ( max
x∈[−m−1,m+1]
F
′
(x)) + δ3
(107)
In particular, from dominated convergence theorem, for any x ∈ [−m,m],
E∗(|1?1<−x′ − 1†1<−x′ )
2 = E∗( lim
n→∞
1?1≤−x
′− 1
n
− 1

†
1≤−x
′− 1
n
)2
= lim
n→∞
E∗(1?1≤−x
′− 1
n
− 1

†
1≤−x
′− 1
n
)2 ≤ 2δ3 × ( max
x∈[−m−1,m+1]
F
′
(x)) + δ3
(108)
From Gilvenko-Cantelli theorem, we have supx∈R |F˜ (x)− F (x)| → 0 almost surely, thus from (106) to (108), we have for
any δ, δ
′
> 0 and for sufficiently large n,
sup
x∈[ r+m
2m
, s+m
2m
]
Prob∗
(
|(M˜?m(x)− M˜?−m (1− x))− (M˜†m(x)− M˜†−m (1− x)| > δ
′)
< δ (109)
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Combine with (30) and lemma 1, we have for any x ∈ [ r+m
2m
, s+m
2m
], y ∈ R, ξ > 0 and sufficiently small δ > 0, for sufficiently
large n,
|Prob∗
(
M˜?m(x)− M˜?−m (1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ Prob∗
(
|M˜?m(x)− M˜?−m (1− x)− M˜†m(x) + M˜†−m (1− x)| > δ
′)
+ Prob∗
(
y − δ < M˜†m(x)− M˜†−m (1− x) ≤ y + δ
)
+|Prob∗
(
M˜†m(x)− M˜†−m (1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ δ + 3 sup
y∈R
|Prob∗
(
M˜†m(x)− M˜†−m (1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
+Prob (y − δ ≤Mm(x)−Mm(1− x) ≤ y + δ) ≤ 2δ + ξ
(110)
For it is independent of x, we have
lim
n→∞
sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob∗
(
M˜?m(x)− M˜?−m (1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) | = 0 (111)
almost surely.
We then create joint distribution on R2 by putting probability mass 1/n on point (̂i, i), i = 1, 2, ..., n, whose marginal
distributions are respectively F̂ and F˜ . We draw n independent observations (∗i , 
?
i ) from this distribution, similarly to
(106), (107) and (108), define
M˜∗m(x) =
√
n
(
F
′
(x
′
)
(
xTf (X
TX)−1XT ∗ − 1
n
n∑
i=1
∗i
)
− 1
n
n∑
i=1
(1∗i≤x
′ − F̂ (x′)
)
(112)
we have for any x ∈ [ r+m
2m
, s+m
2m
], δ
′
, δ > 0,
Prob∗
(
|(M˜∗m(x)− M˜∗−m (1− x))− (M˜?m(x)− M˜?−m (1− x))| > 3δ
′)
≤ |F
′
(x
′
)− F ′(−x′)|2 × (xTf (XTX/n)−1xf + 1)
δ′2
×E∗(∗1 − ?1)2 +
4E∗(1∗1≤x
′ − 1?1≤x′ )
2 + 4E∗(1∗1<−x
′ − 1?1<−x′ )
2
δ′2
+
4(F̂ (x
′
)− F˜ (x′))2 + 4(F̂−(−x′)− F˜−(−x′))2
δ′2
(113)
Since
E(E∗(∗1−?1)2) = E 1
n
n∑
i=1
(̂i−i)2 = σ
2
n2
n∑
i=1
xTi (X
TX/n)−1xi ≤ M
2σ2
n
‖(XTX/n)−1‖2 ⇒ E∗(∗1−?1)2 = Op(1/n) (114)
with ‖(XTX/n)−1‖2 being matrix 2-norm of (XTX/n)−1, we have for any x ∈ [−m,m], sufficiently large n, with large
probability
E∗(1∗1≤x
′ − 1?1≤x′ )
2 ≤ Prob∗
(
x
′ − δ3 < ?1 ≤ x
′
+ δ3
)
+
E∗(∗1 − ?1)2
δ6
≤ 2 sup
x∈R
|F˜ (x)− F (x)|+ 2 max
x∈[−m−1,m+1]
F
′
(x)δ3 + δ3
E∗(1∗1<−x
′ − 1?1<−x′ )
2 = lim
n→∞
E∗(1∗1≤−x
′−1/n − 1?1≤−x′−1/n)
2
≤ 2 sup
x∈R
|F˜ (x)− F (x)|+ 2 max
x∈[−m−1,m+1]
F
′
(x)δ3 + δ3
(115)
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Also from (64), we have
sup
x∈[−m−1,m+1]
|F̂ (x)− F˜ (x)| ≤ sup
x∈[−m−1,m+1]
|F˜ (x+ 1
n
n∑
i=1
i + 2M‖(XTX)−1XT ‖2)− F˜ (x)|
+ sup
x∈[−m−1,m+1]
|F˜ (x+ 1
n
n∑
i=1
i − 2M‖(XTX)−1XT ‖2)− F˜ (x)|
≤ 4 sup
x∈R
|F˜ (x)− F (x)|+ sup
x∈[−m−1,m+1]
|F (x+ 1
n
n∑
i=1
i + 2M‖(XTX)−1XT ‖2)− F (x)|
+ sup
x∈[−m−1,m+1]
|F (x+ 1
n
n∑
i=1
i − 2M‖(XTX)−1XT ‖2)− F (x)|
(116)
Notice that F
′
is continuous and | 1
n
∑n
i=1 i| + M‖(XTX)−1XT ‖2 = Op(1/
√
n), we have for any given δ > 0 and
sufficiently large n,
Prob
 sup
x∈[ r+m
2m
, s+m
2m
]
Prob∗
(
|M˜∗m(x)− M˜∗−(1− x)− M˜?m(x) + M˜?−(1− x)| > δ
)
≤ δ
 ≥ 1− δ (117)
Similar with (110), if (117) happens, according to (111), we have for sufficiently large n,
sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob∗
(
M˜∗m(x)− M˜∗−(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob∗
(
M˜∗m(x)− M˜∗−(1− x) ≤ y
)
− Prob
(
M˜?m(x)− M˜?−(1− x) ≤ y
)
|
+ sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob
(
M˜?m(x)− M˜?−(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) |
≤ 2δ + Prob∗
(
y − δ < M˜?m(x)− M˜?−(1− x) ≤ y + δ
)
≤ 4δ + Prob (y − δ <Mm(x)−Mm(1− x) ≤ y + δ)
(118)
From lemma 1, we know that for any ξ > 0, by choosing sufficiently small δ > 0, for sufficiently large n,
Prob
 sup
x∈[ r+m
2m
, s+m
2m
]
sup
y∈R
|Prob∗
(
M˜∗m(x)− M˜∗−(1− x) ≤ y
)
− Prob (Mm(x)−Mm(1− x) ≤ y) | ≤ ξ
 > 1− ξ (119)
Finally, notice that for any x ∈ [0, 1], let x′ = 2mx−m, for any δ > 0
|M̂(x′)− M˜∗m(x)| ≤ |α̂(x
′
+ xTf (β̂
∗ − β̂)− 1
n
n∑
i=1
∗i )− α̂(x
′
)|+√nS
(
(xTf (X
TX)−1XT ∗)2 + (
1
n
n∑
i=1
∗i )
2
)
(120)
From lemma 2, for any δ > 0, there exists 1/4 > δ0 > 0 such that for sufficiently large n,
Prob
(
sup
x,y∈[−m−1,m+1],|x−y|<δ0
|α̂(x)− α̂(y)| ≤ δ/2
)
> 1− δ/2 (121)
If this happens, since σ̂2 = Op(1), for sufficiently large n,
sup
x∈[ r+m
2m
, s+m
2m
]
Prob∗
(
|M̂(x′)− M̂−(−x′)− M˜∗m(x) + M˜∗−m (1− x)| > 4δ
)
≤ Prob∗
(
|xTf (β̂∗ − β̂)|+ | 1
n
n∑
i=1
∗i | ≥ δ0
)
+ Prob∗
(
sup
x,y∈[−m,m],|x−y|<δ0
|α̂(x)− α̂(y)| > δ
)
+Prob∗
(
√
nS
(
(xTf (X
TX)−1XT ∗)2 + (
1
n
n∑
i=1
∗i )
2
)
> δ
)
≤ 2σ̂
2xTf (X
TX/n)−1xf + 2σ̂2
nδ20
+ δ +
Sσ̂2(xTf (X
TX/n)−1xf + 1)√
nδ
(122)
28
with probability larger than 1− δ. Combine with (119), (30) and lemma 1, for any ξ, ξ′ > 0, by choosing sufficiently small
δ > 0 and for sufficiently large n,
sup
x∈[r,s]
sup
y∈R
|Prob∗
(
M̂(x)− M̂−(−x) ≤ y
)
− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y
)
|
≤ sup
x∈[r,s]
sup
y∈R
|Prob∗
(
M̂(x)− M̂−(−x) ≤ y
)
− Prob∗
(
M˜∗m(
x+m
2m
) + M˜∗−m (
−x+m
2m
) ≤ y
)
|
+ sup
x∈[r,s]
sup
y∈R
|Prob∗
(
M˜∗m(
x+m
2m
) + M˜∗−m (
−x+m
2m
) ≤ y
)
− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y
)
|
≤ sup
x∈[ r+m
2m
, s+m
2m
]
Prob∗
(
|M̂(x)− M̂−(−x)− M˜∗m(x+m
2m
) + M˜∗−m (
−x+m
2m
)| > δ
)
+3 sup
x∈[r,s]
sup
y∈R
|Prob∗
(
M˜∗m(
x+m
2m
) + M˜∗−m (
−x+m
2m
) ≤ y
)
− Prob
(
Mm(x+m
2m
)−Mm(−x+m
2m
) ≤ y
)
|
+ sup
x∈[r,s]
sup
y∈R
Prob
(
y − δ <Mm(x+m
2m
)−Mm(−x+m
2m
) ≤ y + δ
)
< ξ
(123)
with probability at least 1− ξ′ . Thus we prove (25).
proof of theorem 3. First from (74), for sufficiently small ξ > 0 and sufficiently large n, by choosing r, s in (74) as
α − ξ, α + ξ, then 0 < c1−t−ξ ≤ c∗1−t ≤ c1−t+ξ for any α − ξ ≤ t ≤ α + ξ with probability at least 1 − ξ. Choose
r = c1−α−2ξ, s = c1−α+2ξ, from (26), we have
d = min
x∈[r,s]
d1−γ−2ξ(x) ≤ d1−γ−2ξ(c∗1−α) ≤ d∗1−γ(c∗1−α) ≤ d1−γ+ξ(c∗1−α) ≤ max
x∈[r,s]
d1−γ+ξ(x) = d (124)
Therefore, from (74), we have, with sufficiently large n and large probability, α− ξ < α− d/√n ≤ α− d/√n < α+ ξ and
correspondingly
Prob∗
(
|y∗f − xTf β̂∗| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
≤ Prob∗
(
|y∗f − xTf β̂∗| ≤ c1−α+ξ+d/√n
)
≤ 1− α+ 2ξ + d/√n
Prob∗
(
|y∗f − xTf β̂∗| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
≥ Prob∗
(
|y∗f − xTf β̂∗| ≤ c1−α−ξ+d/√n
)
≥ 1− α− 2ξ + d/√n
(125)
For ξ > 0 is arbitrary small and d1−γ(x), c1−γ are continuous(from remark 2), we prove the first result.
For the second result, for sufficiently small ξ > 0, first by picking r = α− ξ, s = α+ ξ in lemma 3, for sufficiently large
n, with large probability
√
n
(
Prob∗
(
|yf − xTf β̂| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
− (1− α)
)
= S(c∗1−α+d∗1−γ(c∗1−α)/√n) +
√
n
(
Prob∗
(
|y∗f − xTf β̂∗| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
− (1− α+ d∗1−γ(c∗1−α)/
√
n)
)
+ d∗1−γ(c
∗
1−α)
≤ S(c∗1−α+d∗1−γ(c∗1−α)/√n) + ξ + d
∗
1−γ(c
∗
1−α)
≤ S(c1−α) + sup
x∈[c1−α−ξ,c1−α+ξ]
|S(x)− S(c1−α)|+ ξ + max
x∈[c1−α−ξ,1−α+ξ]
d1−γ+ξ(x)
√
n
(
Prob∗
(
|yf − xTf β̂| ≤ c∗1−α+d∗1−γ(c∗1−α)/√n
)
− (1− α)
)
≥ S(c∗1−α+d∗1−γ(c∗1−α)/√n) + d
∗
1−γ(c
∗
1−α)
≥ S(c1−α)− sup
x∈[c1−α−ξ,c1−α+ξ]
|S(x)− S(c1−α)|+ min
x∈[c1−α−ξ,1−α+ξ]
d1−γ−2ξ(x)
(126)
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From (102) and lemma 1, by choosing integer m > c1−α+ξ + 1, we have for any ξ > 0 and sufficiently large n,
Prob
(
sup
x∈[c1−α−ξ,c1−α+ξ]
|S(x)− S(c1−α)| > 4ξ
)
≤ Prob
(
sup
x∈[c1−α−ξ,c1−α+ξ]
|S(x)−
(
M˜m(x+m
2m
)− M˜−m(−x+m
2m
)
)
| > ξ
)
+Prob
(
sup
x∈[c1−α−ξ,c1−α+ξ]
|M˜m(x+m
2m
)− M˜m(c1−α +m
2m
)| > ξ
)
+Prob
(
sup
x∈[c1−α−ξ,c1−α+ξ]
|M˜−m(−x+m
2m
)− M˜−m(−c1−α +m
2m
)| > ξ
)
< 3ξ
(127)
From theorem 1, we have, for any given ξ
′
> 0, by choosing sufficiently large n and sufficiently small ξ > 0, for c1−γ and
d1−γ(x) are continuous function,
Prob
(
S(c1−α) + ξ + max
x∈[c1−α−ξ,1−α+ξ]
d1−γ+ξ(x) ≥ 0
)
= 1− lim
k→∞
Prob
(
S(c1−α) + ξ + max
x∈[c1−α−ξ,1−α+ξ]
d1−γ+ξ(x) ≤ −1/k
)
≤ ξ + Prob
(√
V(c1−α, c1−α) + V(−c1−α,−c1−α)− 2V(c1−α,−c1−α)×N ≥ −ξ − max
x∈[c1−α−ξ,1−α+ξ]
d1−γ+ξ(x)
)
≤ 1− γ + ξ′
Prob
(
S(c1−α)− ξ + min
x∈[c1−α−ξ,1−α+ξ]
d1−γ−2ξ(x) ≥ 0
)
≥ −ξ + Prob
(√
V(c1−α, c1−α) + V(−c1−α,−c1−α)− 2V(c1−α,−c1−α)×N ≥ ξ − min
x∈[c1−α−ξ,1−α+ξ]
d1−γ−2ξ(x)
)
≥ −ξ′ + 1− γ
(128)
For ξ
′
is arbitrary, we prove the second result.
Proof of theorem 4. To avoid ambiguity in proof, we denote ∗b = (
∗
b,1, ..., 
∗
b,n)
T , b = 1, 2, ..., B1 as 
∗ generated in b th
replicate of step 2), e∗b = (e
∗
b,1, ..., e
∗
b,n)
T , b = 1, 2, ..., B2 as e
∗ generated in b th replicate of step 4), ε∗b,c, b = 1, 2, ..., B2, c =
1, 2, ..., B3 as ε
∗
c generated in b th replicate of step 4) in algorithm 2. In addition, we denote β̂
†
b , b = 1, 2, ..., B2 and
τ∗b,c, b = 1, 2, ..., B2, c = 1, 2, ..., B3 respectively as β̂
† and τ∗c calculated in b th replicate of step 4), algorithm 2.
First from lemma 3, for sufficiently small ξ > 0 such that 0 < α− 4ξ, α+ 4ξ < 1, choose r = α− 4ξ, s = α+ 4ξ, we
have with probability at least 1− ξ, for any α′ ∈ [α− 2ξ, α+ 2ξ],
Prob∗
(
lim sup
B1→∞
sup
α∈[r,s]
√
n|G∗(ĉ∗1−α)−G∗(c∗1−α)| ≥ ξ
)
= 0⇒ c∗
1−α′+2ξ/√n ≥ ĉ∗1−α′ ≥ c∗1−α′−ξ/√n (129)
almost surely in Prob∗ for sufficiently large B1. From (74) we know that for sufficiently large n, with large probability
c1−α′+4ξ ≥ ĉ∗1−α′ ≥ c1−α′−4ξ > 0 for sufficiently large B1. For any x ∈ R and b = 1, 2, ..., B2, define random variable
S∗b (x) =
1√
n
n∑
i=1
1|e∗
b,i
|≤x −
√
nF̂ (x+ xTf (β̂
†
b − β̂)−
1
n
n∑
i=1
e∗b,i) +
√
nF̂−(−x+ xTf (β̂†b − β̂)−
1
n
n∑
i=1
e∗b,i) (130)
From algorithm 2, we know that S∗b (x), b = 1, 2, ..., B2 has the same conditional distribution as −Ŝ(x) and they are
independent of each other as well as ∗b , b = 1, 2, ..., B1 conditioning on . Therefore, from Gilvenko-Cantelli theorem, for
any B1 = 1, 2, ..., by defining H
∗(x, y) = Prob∗(−Ŝ(x) ≤ y) for any x > 0, y ∈ R, we have
Prob
(
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)| > 0|, ∗1, ..., ∗B1
)
= 0 (131)
30
From Borel-Cantelli lemma, we have
∞∑
B1=1
Prob∗
(
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)| > 0
)
=
∞∑
B1=1
E∗Prob
(
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)| > 0|, ∗1, ..., ∗B1
)
= 0
⇒ Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)| > 0
)
= 0
(132)
Here H∗(ĉ∗1−α, x) denotes plugging in ĉ
∗
1−α in function H
∗ rather than taking conditional expectation.
Notice that ε∗b,c, b = 1, 2, ..., B2, c = 1, 2, ..., B3 are independent of 
∗
b , b = 1, ..., B1 and e
∗
b , b = 1, 2, ..., B2, thus from
Gilvenko-Cantelli theorem, by defining
R∗b (x) = F̂ (x+ x
T
f (β̂
†
b − β̂)−
1
n
n∑
i=1
e∗b,i)− F̂−(−x+ xTf (β̂†b − β̂)−
1
n
n∑
i=1
e∗b,i) (133)
for x ∈ R, we have for any b = 1, 2, ..., B2,
Prob
(
lim sup
B3→∞
sup
x∈R
| 1
B3
B3∑
c=1
1|τ∗
b,c
|≤x −R∗b (x)| > 0|, e∗b
)
= 0 (134)
In particular, from Borel-Cantelli lemma, we have
∞∑
B2=1
Prob∗
(
∪B2b=1 lim sup
B3→∞
sup
x∈R
| 1
B3
B3∑
c=1
1|τ∗
b,c
|≤x −R∗b (x)| > 0
)
≤
∞∑
B2=1
B2∑
b=1
E∗Prob
(
lim sup
B3→∞
sup
x∈R
| 1
B3
B3∑
c=1
1|τ∗
b,c
|≤x −R∗b (x)| > 0|, e∗b
)
= 0
⇒ Prob∗
(
lim sup
B2→∞
∪B2b=1 lim sup
B3→∞
sup
x∈R
| 1
B3
B3∑
c=1
1|τ∗
b,c
|≤x −R∗b (x)| > 0
)
= 0
(135)
According to (29), for any given ξ > 0, if (132) happens
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
sup
x∈R
| 1
B2
B2∑
b=1
1p∗
b
≤x −H∗(ĉ∗1−α, x)| ≤ lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
sup
x∈R
1
B2
B2∑
b=1
|1p∗
b
≤x − 1S∗
b
(ĉ∗1−α)≤x|
+ lim sup
B1→∞
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)|
≤ lim sup
B2→∞
lim sup
B3→∞
1
B2
B2∑
b=1
1
supx∈R
√
n| 1
B3
∑B3
c=1 1|τ∗b,c|≤x
−R∗
b
(x)|>ξ + lim sup
B1→∞
lim sup
B2→∞
sup
x∈R
1
B2
B2∑
b=1
1x−ξ<S∗
b
(ĉ∗1−α)≤x+ξ
(136)
From (135), almost surely for any given B2, when B3 being sufficiently large, supx∈R | 1B3
∑B3
c=1 1|τ∗b,c|≤x − R∗b (x)| <
ξ/
√
n for b = 1, 2, ..., B2, so lim supB2→∞ lim supB3→∞
1
B2
∑B2
b=1 1supx∈R
√
n| 1
B3
∑B3
c=1 1|τ∗b,c|≤x
−R∗
b
(x)|>ξ = 0 almost surely
in Prob∗. Since
lim sup
B1→∞
lim sup
B2→∞
sup
x∈R
1
B2
B2∑
b=1
1x−ξ<S∗
b
(ĉ∗1−α)≤x+ξ
≤ 2 lim sup
B1→∞
lim sup
B2→∞
sup
x∈R
| 1
B2
B2∑
b=1
1S∗
b
(ĉ∗1−α)≤x −H
∗(ĉ∗1−α, x)|+ lim sup
B1→∞
sup
x∈R
(H∗(ĉ∗1−α, x+ ξ)−H∗(ĉ∗1−α, x− ξ))
(137)
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we have for any ξ, δ > 0,
Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
sup
x∈R
| 1
B2
B2∑
b=1
1p∗
b
≤x −H∗(ĉ∗1−α, x)| > ξ
)
≤ Prob∗
(
lim sup
B1→∞
sup
x∈R
(H∗(ĉ∗1−α, x+ δ)−H∗(ĉ∗1−α, x− δ)) > ξ
) (138)
From theorem 2, lemma 1 and (129), for any given ξ > 0, we choose δ > 0 to be sufficiently small, by letting r =
c1−α−4ξ, s = c1−α+4ξ in theorem 2, we have with probability at least 1− ξ,
Prob∗
(
lim sup
B1→∞
sup
x∈R
(H∗(ĉ∗1−α, x+ δ)−H∗(ĉ∗1−α, x− δ)) > 3ξ
)
≤ Prob∗
(
sup
x∈[r,s]
sup
y∈R
(
H∗(x, y)− Prob
(√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y
))
> ξ
)
+Prob∗
(
sup
x∈[r,s]
sup
y∈R
|Prob
(
y − δ <
√
V(x, x) + V(−x,−x)− 2V(x,−x)×N ≤ y + δ
)
> ξ
)
= 0
⇒ Prob
(
Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
sup
x∈R
| 1
B2
B2∑
b=1
1p∗
b
≤x −H∗(ĉ∗1−α, x)| > ξ
)
= 0
)
→ 1
(139)
as n → ∞. If this happens, for any given ξ > 0, choose x = d∗1−γ+2ξ(ĉ∗1−α) and d∗1−γ−2ξ(ĉ∗1−α) − 1/n, we have, for
sufficiently large Bi, i = 1, 2, 3, combine with (26),
min
x∈[r,s]
d1−γ−4ξ(x)− 1/n ≤ d∗1−γ−2ξ(ĉ∗1−α)− 1/n ≤ d̂∗1−γ ≤ d∗1−γ+2ξ(ĉ∗1−α) ≤ max
x∈[r,s]
d1−γ+3ξ(x) (140)
From (129), for sufficiently large n, α− ξ < α− maxx∈[r,s] d1−γ−4ξ(x)√
n
− 1
n
≤ α− maxx∈[r,s] d1−γ+3ξ(x)√
n
< α+ ξ, thus combine
with lemma 3 and (124), with probability at least 1− ξ we have
√
n
(
G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)
)
≤ √n
(
G∗(c∗
1−α+(d̂∗1−γ+2ξ)/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)
)
≤ √n(1− α+ d̂
∗
1−γ + 3ξ√
n
)−√n(1− α+ d
∗
1−γ(c
∗
1−γ)√
n
) = 3ξ + ( max
x∈[r,s]
d1−γ+3ξ(x)− min
x∈[r,s]
d1−γ−4ξ(x)))
√
n
(
G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)
)
≥ √n
(
G∗(c∗
1−α+(d̂∗1−γ−ξ)/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)
)
≥ √n(1− α+ (d̂∗1−γ − ξ)/
√
n)−√n(1− α+ (d∗1−γ(c∗1−γ) + ξ)/
√
n) ≥ −2ξ − ( max
x∈[r,s]
d1−γ+3ξ(x)− min
x∈[r,s]
d1−γ−4ξ(x) + 1/
√
n)
(141)
From remark 2, c1−α, d1−γ(x) are continuous so for any given ξ
′
> 0, as ξ being sufficiently small, for sufficiently large n,
we have
√
n|G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)| < ξ
′
, thus for any given ξ > 0,
Prob
(
Prob∗
(
lim sup
B1→∞
lim sup
B2→∞
lim sup
B3→∞
√
n|G∗(ĉ∗
1−α+d̂∗1−γ/
√
n
)−G∗(c∗1−α+d∗1−γ(c∗1−γ)/√n)| ≥ ξ
)
= 0
)
→ 1 (142)
as n→∞, and we prove (28).
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