During conversation, people integrate information from co-speech hand gestures with information in spoken language. For example, after hearing the sentence, "A piece of the log flew up and hit Carl in the face" while viewing a gesture directed at the nose, people tend to later report that the log hit Carl in the nose (information only in gesture) rather than in the face (information in speech). The cognitive and neural mechanisms that support the integration of gesture with speech are unclear. One possibility is that the hippocampus -known for its role in relational memory and information integration -is necessary for integrating gesture and speech. To test this possibility, we examined how patients with hippocampal amnesia and healthy and brain-damaged comparison participants express information from gesture in a narrative retelling task. Participants watched videos of an experimenter telling narratives that included hand gestures that contained supplementary information. Participants were asked to retell the narratives and their spoken retellings were assessed for the presence of information from gesture. For features that had been accompanied by supplementary gesture, patients with amnesia retold fewer of these features overall and fewer retellings that matched the speech from the narrative. Yet their retellings included features that contained information that had been present uniquely in gesture in amounts that were not reliably different from comparison groups. Thus, a functioning hippocampus is not necessary for gesture-speech integration over short timescales. Providing unique information in gesture may enhance communication for individuals with declarative memory impairment, possibly via non-declarative memory mechanisms.
Introduction
Speakers' gestures can communicate information to their listeners. Listeners extract and integrate information from the gestures that they view, even when the information in gesture is distinct from information in spoken language. For example, a speaker might say "A piece of the log flew up and hit Carl in the face" while gesturing to the nose. In this example, the speaker has provided unique or supplemental information in gesture, about the specific location affected. Listeners are sensitive to this sort of supplemental information in gesture. Participants who view a video of an experimenter telling a narrative that contains gestures providing such supplemental information subsequently incorporate the supplementary information from gesture into their speech (e.g., reporting, "A log hit him in the nose") (Cassell et al., 1998) . These findings reveal that speakers' gestures are not simply maintained in a motoric or gestural form. Instead, listeners integrate information from gesture into their semantic representations of the narrative, and this information influences the words that listeners subsequently use to retell the narrative. Here we ask: what memory systems do listeners use to create representations integrating information from gesture with speech? We investigate this question in three groups of participantspatients with hippocampal amnesia and healthy and brain-damaged comparison groups -to test whether and how the hippocampus contributes to speech and gesture integration.
The hippocampus may have a role in gesture integration due to its role in relational (or associative) memory binding (Davachi, 2006; Eichenbaum and Cohen, 2001; Ryan et al., 2000) . The hippocampus supports relational flexibility that allows for the encoding of co-occurrences of people, places, and things and the spatial, temporal, and interactional relations among them (see Konkel and Cohen, 2009 ).
Furthermore, the hippocampus supports the reconstruction and recombination of information, allowing information to be used in novel contexts and situations (Eichenbaum and Cohen, 2001 ). Representations created by the hippocampus appear akin to the multimodal representations created by co-occurring speech and gesture. Indeed, patients with hippocampal amnesia -and declarative memory impairment -are impaired in their ability to encode, retrieve, and imagine complex, multimodal (relational) representations (e.g., Cohen and Eichenbaum, 1993; Damasio et al., 1985; Eichenbaum and Cohen, 2001; Hassabis et al., 2007; Ryan et al., 2000) . Specifically, patients with hippocampal amnesia provide fewer episodic details than healthy comparison participants in their narratives about past and future events (Kurczek et al., 2015; Race et al., 2011) and they gesture less than healthy comparison participants when describing experiences from their remote past (Hilverman et al., 2016) . Thus, it is possible that the hippocampus is responsible for binding information in gesture together with information in speech. If so, hippocampal damage would be expected to disrupt this binding.
The hippocampus also has a clearly established role in memory integration. Memory integration is the process by which new memories are integrated with existing memories in the brain, and is thought to occur via recruitment of overlapping neural areas (Preston and Eichenbaum, 2013; . For example, if you encounter a dog being walked by a woman in the park and then later in the week encounter that same dog being walked by a man on your street, the presence of the dog would trigger the reactivation of the previous memory, and your prior memory would be integrated with the new experience (i.e., the man and women are co-owners of the dog). The ability to integrate memories into interconnected representations has a multitude of behavioral ramifications; interconnected representations are used to infer relationships, navigate through space, make decisions, and create and imagine events and experiences . The hippocampal-medial prefrontal circuit has been implicated in integration tasks in which participants learned new associations related to previously learned stimuli during fMRI imaging ; also see Morton, Sherrill, & Preston; Preston and Eichenbaum, 2013; Spalding et al., 2018) . Given this role of the hippocampus in the integration of memories, the hippocampus might also be involved in integrating information from gesture with information from spoken language.
Prior work on gesture-speech integration has found hippocampal activation in gesture-speech integration, at least when the task involves a memory delay. In one such study, healthy participants viewed videos containing meaningful gestures, unrelated gestures, or no movements while they underwent neuroimaging (Straube et al., 2008) . They later performed a recognition task. Hippocampal activation during encoding was correlated with subsequent performance on the recognition task in the condition that involved integration of meaningful gestures and speech. This suggests that the hippocampus may be involved in the encoding and/or retrieval of multimodal representations into long-term memory. However, it remains unknown if there is hippocampal involvement for integration over shorter timescales. Moreover, the imaging data do not provide evidence that hippocampal activation is necessary for integration.
Previous work suggests that gesture may be processed outside of the hippocampus and medial temporal lobe. Neuroimaging studies on gesture and speech integration suggest that gestures are processed within the perisylvian language network (for a review see Dick et al., 2014) . In addition, spatiotemporal neural oscillatory activity when integrating iconic gestures with a degraded speech signal reveals engagement of a larger network including the hand area of the motor cortex, language network, and occipital regions (Drijvers et al., 2018) . This activity predicted listener performance in degraded speech comprehension in a cued recall task. Behavioral work in patients with hippocampal amnesia reveals that producing gesture while learning new words enhances word learning, a skill at which patients with amnesia are typically severely impaired (Hilverman et al., 2018) . Similarly, patients with amnesia produce eye movements suggesting they have maintained visuo-spatial information about an event, despite having no episodic memory for the event (Laeng et al., 2007) . The fact that, in some contexts, gesture can support memory and learning without hippocampal activation and in the absence of a functioning hippocampus leaves open the possibility that memory mechanisms beyond the hippocampal declarative memory system may support speech and gesture processing and integration.
To test these alternatives, we had patients with amnesia and comparison groups complete a narrative retell task. Participants watched short videos of an experimenter telling a narrative. In the video, the experimenter produced gestures, including gestures that were supplementary to the information in speech (e.g., gesturing a punching motion with the word "hit"). Immediately afterwards, participants retold the narrative. If the hippocampus supports the integration of speech and gesture, the information from supplemental gesture should be absent from the immediate spoken retellings of patients with hippocampal amnesia. Alternatively, if areas outside of the hippocampus and medial temporal lobe support integration of speech and gesture, the information from gesture should be present in the speech retelling of all participants, including patients with hippocampal amnesia.
Methods

Participants
Participants included 4 (one female) patients with bilateral hippocampal damage and severe declarative memory impairment (HC), 4 (three female), brain-damaged comparison (BDC) patients with damage outside of the medial temporal lobe (MTL) (bilateral ventromedial prefrontal cortex (vmPFC) and no declarative memory impairment), and 19 (8 female) healthy comparison (NC) participants that were matched to both patient groups on age, handedness, sex, and years of education. All patients in the HC and BDC groups have non-progressive lesions. Matching of patients and comparison participants increases statistical power to detect differences across groups, as our sample size and number of trials was necessarily small due to the rare nature of the population of people with amnesia.
For the HC group, three patients experienced anoxic/hypoxic episodes (1846, 2363, 2563) resulting in bilateral hippocampal damage and the fourth contracted herpes simplex encephalitis (1951) leading to more extensive bilateral MTL damage affecting the hippocampus, amygdala, and surrounding cortices (Fig. 1) . Structural MRI examinations completed on 3 of the 4 patients confirmed bilateral hippocampal damage and volumetric analyses revealed significantly reduced hippocampal volumes. Participant 2563 wears a pacemaker and is unable to undergo MRI examination; damage to hippocampus was confirmed by computerized tomography. For the three anoxic patients, there is no damage to the lateral temporal lobes or anterior temporal lobes.
Tests of neuropsychological functioning revealed a severe and selective impairment in declarative memory (M = 57.9; Wechsler Memory Scale-III General Memory Index) while measures of verbal IQ, vocabulary, and semantic knowledge were within the normal range as measured by standardized tests (Appendix A). Patients also perform normally on experimental measures of non-declarative or procedural memory (Cavaco et al., 2011) .
The BDC group provides evidence as to whether any observed deficits in the performance of patients with amnesia are due specifically to hippocampal damage or arise in association with brain damage more generally. BDC participants all had bilateral damage to the ventromedial prefrontal cortex. Like the participants with hippocampal amnesia, the BDC group performed in the normal range on neuropsychological tests of intelligence and language, were free of aphasia, and had no motor impairments that prevented them from gesturing. In critical contrast to the participants with hippocampal amnesia, the BDC group had no lesions in the medial temporal lobe and performed within normal limits on standardized tests of declarative memory (Appendix A).
Non-brain damaged healthy comparison participants (NC) included 19 individuals without any neurological or psychiatric disease that were individually matched to each of the HC and BDC participants on sex, age, handedness, and education.
Stimuli
An adult native English speaker was videotaped narrating four stories about a cartoon man named Carl who experienced a variety of unfortunate events (Appendix B). Each narration was about 30 s long, consisted of six sentences, and contained two critical gestures containing supplementary information about the features being told in speech. Each narrative also had two additional gestures present at other points of the narrative that did not contain supplemental information (e.g., gesturing a big eye with the words "big googly eye"), in order to make the presence of gesture more natural. Two videos were created for each narrative with the supplemental information varying across the videos; this design controls for the possibility that participants might spontaneously generate the information from the supplemental gesture from the spoken narrative or from the picture that was provided during recall. For example, in the Frankenstein narrative, when hearing the sentence "He got a flower to give to the girl," one video showed the speaker making a flower-picking gesture with the word got, while the other showed a cutting gesture (Fig. 2) . The two non-supplementary gestures were identical in both video recordings of each narrative.
Procedure
Participants were part of a larger study involving three sessions, each four weeks apart. Data presented here were collected on the first visit as the first task of the day. Across all visits, participants completed several tasks testing their memory and language abilities (e.g., word learning, collected weeks later on two separate sessions and published in Hilverman et al. (2018) ; narrative tasks; memory games, etc.). Each participant viewed one version of each of the four stories on a laptop screen. While the video was played, a picture corresponding to that video's narrative was also present on the screen. The picture depicted a scene of the narrative being told. Immediately after each video ended, the video disappeared leaving only the picture on the screen (see Appendix B), and participants were then prompted to retell what happened in that particular narrative with the picture on the screen remaining as a cue. The immediate retelling improved the likelihood that patients with amnesia would have some memory of the narrative, allowing us to assess whether gesture was integrated with speech or not. All sessions were video recorded for later coding; an experimenter listened attentively during the study.
Coding
To examine whether supplementary information in gesture was integrated into the participants' retelling of the narrative, we focused on the spoken words that participants produced when retelling the specific portions of the stories that had been described with accompanying supplemental gesture. An independent coder who was blind to which supplemental gesture each participant had viewed assigned the spoken explanations of the elements of the narrative that had been viewed with supplemental gesture to categories. The retellings were coded as (1) identical to speech -an exact replication of the word spoken in the video (e.g., saying "He searched for a recipe," after having heard the word searched), (2) identical to gesture -a replication of what had been expressed in one of the two possible gestures (e.g., saying "He looked on the computer for a recipe," after having seen a typing gesture along with the spoken word searched), (3) related to gesture -a word semantically related to one of the two gestures (e.g., saying "He looked up a recipe," when a typing gesture had been present in one of the videos), and (4) other -the feature was mentioned but lacked the specificity to match either speech or either one of the supplemental gestures (e.g., saying "He found a recipe," when the participant had viewed a typing gesture and heard searched). Features were coded as identical to gesture or related to gesture when the coder could infer from the retellings that a supplemental gesture was observed. Features coded as related to gesture were relatively rare (see Table 1 ). Since the coder was blind to which list each participant was assigned to, after coding we confirmed that coder judgments regarding whether speech was reflecting information in gesture were accurate by checking which list each participant had viewed. There were no instances where a coder had identified information as coming from the gesture that had not actually been observed by a particular participant. See Appendix C for a compilation of the specific responses given for the features accompanied by supplementary gesture and how they were categorized.
Analysis
Because we could not assume a normal distribution given our small sample size, we used non-parametric tests. We first used standard nonparametric tests to evaluate the performance of all three groups. We also used nonparametric resampling techniques to compare the performance of the patient groups (amnesic patients, brain-damaged comparison participants) to each other. Specifically, we used permutation methods (Fisher, 1938; Oden and Wedel, 1975) ; we randomly redistributed our observed scores into two groups and calculated a difference in means for the redistribution. We then repeated this process 1000 times to generate a distribution of observed values for the difference in means under the null hypothesis of no difference between the two populations. We then compared our observed test statistic (mean 1 -mean 2) to the resampled distribution to determine how unlikely our observed statistic would be if the two distributions were the same. So, for example, if 34 samples out of 1000 exceeded our observed test statistic (either positively or negatively) we would conclude that the probability of this outcome is p = 0.034, two-tailed, which would lead us to reject the null hypothesis by conventional statistical standards, as p < 0.05.
We used permutation methods with only the two patient groups for two reasons: 1) there were balanced numbers of participants in each group (whereas there were 19 healthy participants) and 2) this allowed us to directly test gesture integration in patients with amnesia versus patients with brain damage in neural areas outside the medial temporal lobe (the vmPFC). We implemented these resampling methods using the infer package (Bray et al., 2018) in R (version 1.1.419).
Results
We first analyzed the total number of features accompanied by supplementary gesture that participants retold in speech by group. With two supplementary gestures per narrative (4 narratives), there was a total of 8 possible features that could be expressed in speech in their retellings. The comparison groups performed well, with healthy comparison participants retelling 7.45 (SD = 0.69) and brain-damaged comparison participants retelling 7.75 (SD = 0.50) features, on average (Fig. 3) . Patients with amnesia retold only 4.25 (SD = 1.50) features, on average. The encephalitic patient retold 5 features, while the three anoxic patients retold 6, 3, and 3, respectively. We evaluated this difference with a Kruskal-Wallis H test analyzing total features retold by group. As depicted in Fig. 3 , there was a significant difference in total features retold by group (χ 2 (2) = 11.015, p = 0.004). To follow up on this analysis, we conducted a permutation test comparing performance between the two patient groups (patients with amnesia, brain-damaged comparison participants). Our test statistic for the difference was 3.5 (7.75-4.25). 12 of the 1000 resampled differences in means exceeded the test statistic, indicating that patients with amnesia were significantly more likely to retell features that contained gestured information relative to spoken information than the braindamaged comparison participants (p = 0.012).
We next examined the categories assessed by our coding system to determine whether supplementary information from gesture was present in the spoken retellings. Healthy and brain-damaged comparison groups produced features containing words that were identical or related to the information present in gesture 39% and 41% of the time, respectively, while patients with amnesia produced features containing words that were identical or related to the gesture 65% of the time that they recalled the feature (Table 1 ; this information is also visible in Fig. 3 ). To evaluate this by group, we organized our data such that each participant had a total number of recalled supplementary features containing gesture and features not containing gesture. We then subset our data by type (features that contained gestured information, features that identically matched speech 1 ). We then used a Kruskal-Wallis H test on each set of data that evaluated the total correct by group. For the features retold that were identical to speech, there was a significant difference in total features retold by group (χ 2 (2) = 8.51, p = 0.014). For the features containing gestured information, there was not a significant difference by group (χ 2 (2) = 0.746, p = 0.689).
To follow up on this analysis, we again conducted two permutation tests comparing the two patient groups. For the features that identically matched speech, the test statistic was 3 (4.5-1.5). 17 of the 1000 resampled differences in means exceeded the test statistic, indicating that patients with amnesia performed significantly worse than brain-damaged comparison participants for retelling features that were identical to speech (p = 0.017). For the features that contained information from gesture, the test statistic was .5 (3.25-2.75). 331 of 1000 resampled differences in means exceeded the test statistic, indicating that there was no significant difference in the performance of the two groups for retelling features that contained gestured information (p = 0.331).
Discussion
Patients with amnesia successfully integrated supplemental information from gesture into their representation of the narrative that they viewed. Despite retelling fewer features overall and fewer features that identically matched speech than comparison groups, patients with amnesia did not significantly differ from comparison groups in the number of retold features that contained information from gesture. This suggests that, despite the role of the hippocampus in both encoding and retrieving multimodal memory representations, the hippocampus is not required for the integration of information in gesture with information in spoken language over short timescales.
Given the role of the hippocampus in relational memory and integration, this finding is surprising. However, there are differences between integrating memories of events and integrating gesture with speech. Unlike memory event integration, speech and gesture overlap in both semantic content and in time; the onset of co-speech gesture tends to slightly precede the onset of the word or concept that it accompanies (Schegloff, 1987) , and the stroke of the gesture is concurrent with related speech (McNeill, 1992) . Indeed, when gesture and spoken language are uncoupled temporally, listeners are less likely to construct a meaningful representation from them (Habets et al., 2011) ; presenting an informative gesture just 1 s later than would naturally be produced leads to less learning via gesture. The timing of the presentation of materials to be integrated also affects memory formation; events that occur closer in time (e.g., on same day) are better integrated than events that occur further apart in time (e.g., across days; Zeithamova and Preston, 2017) . Here, as in naturally occurring language, speech and gesture were tightly coupled temporally. Thus, our findings suggest that, at least when gesture and speech co-occur in time, the hippocampus may not be necessary for the immediate integration of this information in memory. It remains an open question whether and how gesture would be integrated in amnesia if the information was temporally decoupled.
Future work should also explore if co-speech integration carries over to long-term memory. For example, patients with amnesia can successfully recall word pairs immediately after exposure but cannot maintain this pairing after a delay (Squire, 2017) . Additionally, prior work on gesture-speech integration has found hippocampal activation in gesture-speech integration when the task involves a memory delay; hippocampal activation at encoding correlated with subsequent Fig. 3 . Number of features retold by group. There were 8 features accompanied by gesture in the stimuli. Amnesic patients retold fewer features overall and retold fewer features that identically matched speech. Yet, they retold a similar number of features that contained information that had been uniquely present in co-speech gesture. performance on the recognition task for the condition that involved integration of meaningful speech and gesture (Straube et al., 2008) . This suggests that hippocampal contributions at encoding may play a role in the subsequent retrieval of multimodal representations from long-term memory, while our data suggest that the hippocampus is not necessary for successful integration over short timescales, or at least as measured here. This is reminiscent of work suggesting that MTL structures may not be critical for early behavioral performance (e.g., in a classification task where patients with amnesia initially perform like healthy adults), but that the early observed MTL activation in healthy individuals may play a critical role in performance later in the task (Poldrack et al., 2001; Knowlton et al., 1994 Knowlton et al., , 1996 . A lack of early MTL engagement may explain the observed deficit in patients with amnesia as the classification task progresses (Poldrack et al., 2001 ). This interpretation predicts that amnesic patients would demonstrate deficits after a delay despite their initial success. There are, of course, numerous examples of impaired behavioral performance in patients with amnesia even at short delays and no delays at all (Hannula et al., 2006; Kurczek et al., 2013; Warren et al., 2011) . Future research should examine the timescale over which co-speech integration can endure and if co-speech gesture confers unique advantages for memory formation and representation over speech alone.
In this study, the information in gesture was temporally and semantically related to the information in spoken language. Embedding spoken language in a semantically rich context may help support processing. For example, healthy people show benefits in maintaining information over short timescales -such as short-term serial recall of words -when presented in meaningful and familiar verbal contexts (full sentences) rather than in unfamiliar verbal contexts (lists) (Baddeley et al., 2009; Bor et al., 2004; Race et al., 2015) . Similarly, patients with amnesia perform as well as comparison participants on verbal paired associate learning when the pairings are based on semantic or phonological similarities between the two words but are unable to learn unrelated word pairs (Winocur and Weiskrantz, 1976) .
Patients with amnesia also demonstrate better memory for word lists when embedded in a meaningful narrative than when presented with just the word list alone (Kovner et al., 1983) . Gesture is a naturallyoccurring temporal and semantic coupling of visual and verbal information. Patients with amnesia appear to benefit from this coupling of semantically related information via co-speech gesture.
This finding is also perhaps less surprising when considering other work examining gesture in patients with amnesia. Both producing and perceiving hand gesture affects behavior and enhances behavioral performance in amnesia. Producing observed gestures at encoding enhances recognition performance for new word-object pairings after a delay (Hilverman et al., 2018) . Furthermore, patients with Parkinson's Disease -which affects non-declarative or procedural memory -do not produce gestures that reflect their prior experiences (Klooster et al., 2015) . The current work extends these findings to integration of information in gesture with speech. Future work should examine the extent to which gesture can be exploited as a possible compensatory strategy for people with memory impairment.
If gesture is not integrated with speech via the hippocampus, then what neural areas are responsible for this integration? Studies investigating this question using imaging techniques have implicated the superior temporal sulcus (STS) and adjacent superior temporal gyrus STG in both hemispheres (Holle et al., 2010; Willems et al., 2007) . It is therefore possible that the patients with amnesia were able to integrate gesture with speech via these neural areas, especially because our procedure involved no delay.
Our findings are also related to prior work investigating how gesture affects memory encoding in healthy individuals. Healthy individuals are better able to recall sentences when they are paired with gesture (Cohen and Otterbein, 1992) , particularly if the gestures represent the meaning of the words that they are produced with (Feyereisen, 2006) . Further, healthy individuals learning language learn words better when they are learned with gesture than if they are not (Kelly et al., 2009; Macedonia et al., 2011) . This work suggests a facilitative relationship between the presence of gesture and memory encoding. Although our design did not permit us to test memory with and without gesture, gesture may have enhanced the patients' memory for the content, over either short-term or long-term delays.
Clearly, gesture can be useful in a language processing context. There are well-documented deficits in language use and processing in patients with amnesia (Duff and Brown-Schmidt, 2012; 2017) . For example, patients with amnesia are impaired in their ability to interpret pronouns; relative to healthy comparison participants, they are less likely to identify the intended referent from a pronoun when listening to a sentence (Kurczek et al., 2013) . This deficit likely stems from their inability to maintain and integrate information over even very short timescales. The presence and integration of supplementary information in gesture appears to enhance the ability to maintain this information. It is therefore possible that the introduction of information in gesture could enhance other domains of language processing in this population.
The work reported here is a first step at identifying the mechanisms in memory that support the integration of gesture with spoken language. The hippocampus and surrounding medial temporal lobe are not necessary for the integration of information in speech and gesture over short timescales. Providing unique information in gesture may enhance communication for individuals with declarative memory impairment, possibly via non-declarative memory mechanisms.
