We prove that if (X, d, m) is an essentially non-branching metric measure space with m(X) = 1, having Ricci curvature bounded from below by K and dimension bounded above by N ∈ (1, ∞), understood as a synthetic condition called Measure-Contraction property, then a sharp isoperimetric inequalityà la Lévy-Gromov holds true. Measure theoretic rigidity is also obtained.
Introduction
The isoperimetric problem is one of the most classical problems in mathematics; it addresses the following natural problem: given a space X what is the minimal amount of area needed to enclose a fixed volume v. If the space X has a simple structure or has many symmetries the problem can be completely solved and the "optimal shapes" can be explicitly described (e.g. Euclidean space and the sphere). In the general case however one cannot hope to obtain a complete solution to the problem and a comparison result is already completely satisfactory. Probably the most popular result in this direction is the Lévy-Gromov isoperimetric inequality [30, Appendix C] stating that if E is a (sufficiently regular) subset of a Riemannian manifold (M, g) of dimension N and Ricci bounded below by K > 0, then
where B is a spherical cap in the model sphere S, i.e. the N -dimensional round sphere with constant Ricci curvature equal to K, and |M |, |S|, |∂E|, |∂B| denote the appropriate N or N − 1 dimensional volume, and where B is chosen so that |E|/|M | = |B|/|S|. Lévy-Gromov isoperimetric inequality has been then extended to more general settings; for the scope of this note, the most relevant progress was the one obtained by E. Milman [37] for smooth manifolds with densities, i.e. smooth Riemannian manifold whose volume measure has been multiplied by a smooth non-negative integrable density function, having Ricci curvature bounded from below by K ∈ R and dimension bounded from above by N in a generalized sense, i.e. verifying the so called Curvature-Dimension condition CD(K, N ) introduced in the 1980's by Bakry andÉmery [6, 7] . E. Milman In some cases, given a one-dimensional density h defined on the real interval (a, b) integrating to 1, we will adopt the shorter notation I h to denote the isoperimetric profile function I ((a,b),|·|,hL 1 ) .
Isoperimetric inequality under Measure-Contraction property
The Measure Contraction Property MCP(K, N ) was introduced independently by Ohta in [40] and Sturm in [52] as a weaker variant of CD(K, N ). Roughly, the idea is to only require the CD(K, N ) condition to hold not for any couple of probability measures µ 0 , µ 1 absolutely continuous with respect to the reference measure m, but when µ 1 degenerates to a delta-measure at o ∈ supp(m). Still retaining a weaker synthetic lower bound on the Ricci curvature, an upper bound on the dimension and stability in the measured Gromov-Hausdorff sense (see also [41] for further properties), MCP(K, N ) includes a larger family of spaces than CD(K, N ). It is now well known for instance that the Heisenberg group equipped with a left-invariant measure, which is the simplest sub-Riemannian structure, does not satisfy any form of CD(K, N ) and do satisfy MCP(0, N ) for a suitable choice of N , see [35] . It is worth mentioning that MCP was first investigated in Carnot groups in [35, 48] , see also [9] .
Recently, interpolation inequalitiesà la Cordero-Erausquin-McCann-Schmuckenshläger [25] have been obtained, under suitable modifications, by Barilari and Rizzi [10] in the ideal sub-Riemannian setting and by Balogh, Kristly and Sipos [8] for the Heisenberg group. As a consequence, an increasing number of examples of spaces verifying MCP and not CD is at disposal, e.g. the Heisenberg group, generalized H-type groups, the Grushin plane and Sasakian structures (for more details, see [10] ). In all the previous examples a sharp isoperimetric inequality is not at disposal yet; due to lack of regularity of minimizers, sharp isoperimetric inequality has been proved for subclasses of competitors having extra regularity or additional symmetries; in particular, Pansu Conjecture [43] is still unsolved. For more details we refer to [39, 49, 50, 12] and references therein.
In this paper we address the isoperimetric inequalityà la Lévy-Gromov within the class of spaces verifying MCP. In particular, we identify a family of one-dimensional MCP(K, N )-densities, each for every choice of K, N , volume v and diameter D, not verifying CD(K, N ), and having optimal perimeter; we thus call the optimal perimeter I K,N,D (v) and obtain the main result of this note. Via localization paradigm for MCP-spaces (see Section 4 for details), following [34, 19] , the proof of Theorem 1.1 is reduced to the proof of the corresponding statement in the one-dimensional setting. However, contrary to the CD framework, due to lack of any form of concavity, the isoperimetric problem for a general one-dimensional MCP(K, N )-density seems to be out of reach. We instead directly exhibit, for each K, N, D and v, an optimal one-dimensional MCP(K, N )-density, denoted by h K,N,D,v that will be optimal only for that choice of K, N, D and v. In particular,
for all K, N, D and v. To explain (1.4), we underline that for each K, N, D and v,
is the optimal perimeter when minimization is constrained to all onedimensional MCP(K, N )-densities (integrating to 1) having support of exactly length D, see Theorem 3.7. Denoting the optimal value of the latter minimization problem by I K,N,D (v), the previous sentence reads as
Hence (1.4) is a direct consequence of the following fact: I K,N,D (v) is strictly decreasing as a function of D only if K ≤ 0, showing a remarkable difference with the CD-framework (see [37] ). The rigidity property of Lévy-Gromov isoperimetric inequality is a well-known fact: if a Riemannian manifold verifies the equality case in (1.1) then it is isometric to the round sphere of the correct dimension [30] ; if equality is attained in (1.2) and the metric measure space verifies the stronger RCD(K, N ) condition (see [2, 3, 27, 26, 5 ] and references therein), then it is isomorphic in the metric-measure sense to a spherical suspension (see [19] for details). At the present generality, i.e. the class of m.m.s.'s verifying MCP(K, N ), competitors are less regular and a weaker rigidity is valid.
In particular, the proof of Theorem 3.7 is sufficiently stable to imply one-dimensional rigidity (Theorem 3.11), valid for each choice of K, N, D and v. Building on this and on the monotonicity in D of I K,N,D (v), we show that whenever K ≤ 0 the optimal metric measure space has a product structurein a measure theoretic sense (see Theorem 4.2 for the precise result).
We conclude the Introduction presenting the structure of the paper. Section 2 contains some basics on the theory of m.m.s.'s verifying synthetic lower bounds on Ricci curvature. Section 3 proves the new main one-dimensional facts on MCP(K, N )-densities; Section 4 contains the main results of the paper and a general overview on localization technique.
Backgrounds
A triple (X, d, m) is called metric measure space (or m.m.s.) if (X, d) a Polish space (i.e. a complete and separable metric space) and m is a positive Radon measure over X; in this work however we will always assume m(X) = 1.
We denote by
the space of constant speed geodesics. The metric space (X, d) is a geodesic space if and only if for each x, y ∈ X there exists γ ∈ Geo(X) so that γ 0 = x, γ 1 = y. For complete geodesic spaces, local compactness is equivalent to properness (a metric space is proper if every closed ball is compact). P(X) denotes the space of all Borel probability measures over X and with P 2 (X) the space of probability measures with finite second moment. P 2 (X) can be endowed with the L 2 -Kantorovich-Wasserstein distance W 2 defined as follows: for µ 0 , µ 1 ∈ P 2 (X), set
where the infimum is taken over all π ∈ P(X ×X) with µ 0 and µ 1 as the first and the second marginal. The space (X, d) is geodesic if and only if the space (P 2 (X), W 2 ) is geodesic.
For any t ∈ [0, 1], let e t denote the evaluation map:
Any geodesic (µ t ) t∈[0,1] in (P 2 (X), W 2 ) can be lifted to a measure ν ∈ P(Geo(X)), so that (e t ) ♯ ν = µ t for all t ∈ [0, 1]. Given µ 0 , µ 1 ∈ P 2 (X), we denote by OptGeo(µ 0 , µ 1 ) the space of all ν ∈ P(Geo(X)) for which (e 0 , e 1 ) ♯ ν realizes the minimum in (2.1). Such a ν will be called dynamical optimal plan. If (X, d) is geodesic, then the set OptGeo(µ 0 , µ 1 ) is non-empty for any µ 0 , µ 1 ∈ P 2 (X). We will also consider the subspace P 2 (X, d, m) ⊂ P 2 (X) formed by all those measures absolutely continuous with respect with m.
In the paper we will only consider essentially non-branching spaces, let us recall their definition (introduced in [46] ).
A set G ⊂ Geo(X) is a set of non-branching geodesics if and only if for any γ 1 , γ 2 ∈ G, it holds:
is essentially non-branching (e.n.b. for short) if and only if for any µ 0 , µ 1 ∈ P 2 (X), with µ 0 , µ 1 absolutely continuous with respect to m, any element of OptGeo(µ 0 , µ 1 ) is concentrated on a set of non-branching geodesics.
It is clear that if (X, d) is a smooth Riemannian manifold then any subset G ⊂ Geo(X) is a set of non-branching geodesics, in particular any smooth Riemannian manifold is essentially non-branching.
It is worth stressing that the restriction to essentially non-branching m.m.s.'s is done to avoid pathological cases: as an example of possible pathological behaviour we mention the failure of the local-to-global property of CD(K, N ) within this class of spaces; in particular, a heavily-branching m.m.s. verifying CD loc (0, 4) which does not verify CD(K, N ) for any fixed K ∈ R and N ∈ [1, ∞] was constructed by Rajala in [45] , while the local-to-global property of CD(K, N ) has been recently proved to hold [18] for essentially non-branching m.m.s.'s.
Measure-Contraction Property
We briefly describe the MCP condition encapsulating generalized Ricci curvature lower bounds coupled with generalized dimension upper bounds.
In addition, given t ∈ [0, 1] and 0 < θ < D K,N , define:
and set σ
is Polish, proper and it is a geodesic space. With no loss in generality for our purposes we will assume that X = supp(m). Many additional results on the structure of W 2 -geodesics can be obtained just from the MCP condition together with the essentially non-branching assumption (see [21] ).
To conclude, referring to [40, 52] for more general results, we report the following important fact [40 
for all x 0 , x 1 ∈ I and t ∈ [0, 1]. We will call h an MCP(K, N )-density.
Inequality (2.3) implies several known properties that we recall for readers convenience. To write them in a unified way, we define for κ ∈ R the function
For the moment we confine ourselves to the case I = (a, b) with a, b ∈ R; hence (2.3) implies (actually is equivalent to)
In particular, h is locally Lipschitz in the interior of I and continuous up to the boundary. The next lemma was stated and proved in [18, Lemma A.8] under the CD condition; as the proof only uses MCP(K, N ) we report it in this more general version.
, which integrates to 1. Then:
In particular, for fixed K and N , h is uniformly bounded from above as long as b − a is uniformly bounded away from 0 (and from above if K < 0).
One-dimensional analysis
The isoperimetric problem for a one-dimensional density h verifying MCP(K, N ) for some K, N ∈ R and N > 1 will be addressed in this section. Without loss of generality we can assume h to be defined over [0, D] (recall that D ≤ π (N − 1)/K, whenever K > 0). Recall that the case K > 0 and D = π (N − 1)/K is trivial as (2.5) forces the density to coincide with the model density sin N −1 (t) (that in particular is also a CD(K, N )-density). 
Proof. The second claim is straightforward to check. For the first one, being f K,N,D a smooth function and strictly positive in (0, D), it will be enough to show that f ′ K,N,D (x) = 0 has no solution for x ∈ (0, D/2). Imposing f ′ K,N,D (x) = 0 is equivalent to
Since D − x ≥ x, the previous identity implies
giving a contradiction with monotonicity of tanh. Finally, for K = N − 1, (3.1) becomes
the second identity implies that x < D − x < π/2 or π/2 < x < D − x. The second case would imply that D > 2x > π giving a contradiction. Hence we are left with x < D − x < π/2:
giving a contradiction. The third claim follows simply observing that (2.5) gives
and the claim is proved.
Starting from the lower bound of Proposition 3.1, we define a distinguished family of MCP(K, N ) densities, depending on four parameters, that will be the model onedimensional isoperimetric density:
Notice that h
showing that it will no be restrictive to assume for some of the next proofs Proof. From the proof Proposition 3.1, point iii), and (2.5) one deduces that
The claim then follows.
To avoid cumbersome notation, the dependence of h a K,N,D on K, N, D will be omitted and we will use h a . Proof. Each h a has by definition integral 1. To check MCP(K, N ) it will be enough to verify that the inequality (2.5) is satisfied.
We start observing that the function
is decreasing in [0, D]; this will be proved showing its first derivative to be negative:
The previous inequality is straightforward for K ≤ 0; for K > 0, assuming without loss of generality K = N − 1, it reduces to sin(a) cos(D − a) + sin(D − a) cos(a) = sin(D) ≥ 0, that is always verified with the strict inequality except for the trivial case D = π (where the function (3.3) is identically equal to one). Using the result just obtained, we are able to check (2.5) distinguishing three cases. If x 0 ≤ x 1 ≤ a:
; using again the fact that (3.3) is decreasing, we get the claim. Proof. Recall that a non-negative Borel function h defined on an interval I ⊂ R is called a CD(K, N ) density if for every t ∈ [0, 1] and for all x 0 , x 1 ∈ I such that x 0 < x 1 , it holds:
In order to prove our claim we will discuss several cases. If K = 0, the inequality (3.4) simply reduces to the concavity of h 1 N−1 . We will prove now that (3.4) fails for the density h a (·) exactly for convex combinations that give out the point a. Pick x 0 < a < x 1 and let t ∈ (0, 1) be such that a = (1 − t)x 0 + tx 1 . It follows that
hence(3.4) is not satisfied. If K = 0, we argue as follows. Since a = (1 − t)x 0 + tx 1 , it should be t = a−x 0 x 1 −x 0 and 1 − t =
. Hence, we can rewrite the second member of the inequality (3.4) in this form
(3.5) using now that (3.3) is a strictly decreasing function, we get that the quantity above is strictly greater than
(3.6) If K < 0, assuming without loss of generality that K = −(N − 1), we get that (3.6) can be rewritten in the following way
by straightforward computations. Arguing in the same way in the case K > 0 ( assuming as usual that K = N − 1), we get that (3.6) can be rewritten in this form
Hence the claim follows also in this case.
One dimensional isoperimetric inequality
To properly formulate the one-dimensional minimization problem, let us consider the following set of probabilities
and consider the following "restricted" minimization: for each v ∈ (0, 1)
The term "restricted" is motivated by the choice of fixing the domain of the MCP(K, N ) densities. For the "unrestricted" one-dimensional minimization we will adopt the classical notation
where
The final claim will be to prove that each h a is a minimum of the isoperimetric problem for the volume equal to (0,a) h a (x) dx. We will therefore show that each volume v ∈ (0, 1) is reached in this manner.
Lemma 3.5. The map
Proof. It will be convenient to rewrite the function in the following way
implying differentiability. Given the strict monotonicity of the integral with respect to the variable a, it is sufficient to prove that also the other factor is an increasing function. Since
it follows that the previous derivative has the same sign of the derivative of (3.3), thus it is non positive and the claim follows.
Hence for each K, N, D it is possible to define the inverse map of v(a) from Lemma 3.5:
For ease of notation we will prefer in few places the shorter notation a v to denote a K,N,D (v).
Remark 3.6. The function v → a v enjoys a simple symmetric property: by definition we have that
where the last identity follows from (3.8). Since there exists a unique value
The first main result of this note is the following explicit formula for I K,N,D .
Theorem 3.7. For each volume v ∈ (0, 1), it holds
In particular, since
, the lower bound is attained.
For the proof of Theorem 3.7 will be useful to consider the function A K,N,D : [0, D) → [0, ∞) defined as follows:
We will use that [0, D) ∋ a → A K,N,D (a) is increasing; we postpone the proof of this fact at the end of the section. From the symmetric property of a v observed few lines above, we obtain the analogous one for A K,N,D :
Proof of Theorem 3.7. Fix K, N, D ∈ R with N > 1 and any v ∈ (0, 1). Consider h av and h a 1−v and notice that
where the second equality follows from a 1−v = D − a v and the symmetric property of f K,N,D . Hence it is enough to show that for any
the following inequality is valid N,D (v) ).
In the one-dimensional setting, taking the lowest possible Minkowski content or the lowest possible perimeter with respect to h makes no difference (see [22, Corollary 3.2] ). Hence fix any h as above and a set E of finite perimeter with respect to hL 1 . It follows that, up to a Lebesgue negligible set,
, where I ⊆ N is a set of indices, so that (see [22, Proposition 3 .1])
where P h denotes the perimeter with respect to h. First notice that if any a i , b i is in the interval having as boundary points a v and D − a v , the claim is proved
It is convenient to assume with no loss in generality that a v ≤ D − a v and consider the following subsets of indices
Hence, we get
Case 2. I = I 2 . It holds true
for the increasing monotonicity of the function A(·).
proving the claim.
We use the estimates of Case 2. for I 1 and the ones in Step 1. for I 2 , so:
Hence, the claim is proved also in this class.
Proof. If we are in the case K = 0, we get that Computing the first derivative we obtain that
so A(·) is solution of a differential equation. In order to prove that A(·) is an increasing function, we will check that its first derivative is positive, i.e.
For a = 0 we have A N −1,N,D (a) = 0 and g(a) = − tan D N −1 > 0, hence the inequality at the initial point holds true. In order to prove that it holds for every a ∈ [0, D − π/2), we will check that g verifies the following differential inequality:
Since the choice of g makes the second member identically equals to zero, it is sufficient to prove that g ′ (a) > 0 for every a ∈ [0, D − π/2). This trivially holds true since
Hence, the claim follows also in this case.
We now analyse the dependence of I K,N,D (v) on the diameter.
Lemma 3.9. Fix N, D > 0 and v ∈ (0, 1). 
where P g is the perimeter with respect to g and P h the one with respect to h. Assume h is the optimal density and A the optimal set, one gets
We then obtain straightforwardly the next fact. 
One-dimensional rigidity
Building on Corollary 3.2, we prove that the one-dimensional isoperimetric inequality obtained in Theorem 3.7 is rigid.
Proof. Assume the existence of a sequence of sets
Then one can find a sequence of sets having perimeter with respect to h converging to I K,N,D (v) still with volume v. By lower-semicontinuity we deduce the existence of a set
We then proceed as in the proof of Theorem 3.7.
In the Case 1., I = I 1 , the first chain of inequalities yields that ∪ i∈I 
giving a contradiction. The same argument implies that also equality in Case 4. cannot be achieved.
Exploiting Lemma 3.9, in the case K ≤ 0 one can obtain the following stronger rigidity To conclude we present another application of one-dimensional rigidity. Since CD(K, N ) ⊂ MCP(K, N ), we already know that
We can now prove that the inequality is always strict, made exception of a single case. where I K,N,D is explicetely given in (3.13).
Even though the proof is a standard consequence of localization, we present it below for readers' convenience. In the case K ≤ 0, one-dimensional rigidity (Theorem 3.11) implies the following measure rigidity. 
