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Abstract. We consider the question of determining the optical drift effects in general relativ-
ity, i.e. the rate of change of the apparent position, redshift, Jacobi matrix, angular distance
and luminosity distance of a distant object as registered by an observer in an arbitrary space-
time. We present a fully relativistic and covariant approach, in which the problem is reduced
to a hierarchy of ODE’s solved along the line of sight. The 4-velocities and 4-accelerations of
the observer and the emitter and the geometry of the spacetime along the line of sight con-
stitute the input data. We build on the standard relativistic geometric optics formalism and
extend it to include the time derivatives of the observables. In the process we obtain two gen-
eral, non-perturbative relations: the first one between the gravitational lensing, represented
by the Jacobi matrix, and the apparent position drift, also called the cosmic parallax, and
the second one between the apparent position drift and the redshift drift. The applications
of the results include the theoretical study of the drift effects of cosmological origin (so-called
real-time cosmology) in numerical or exact Universe models.
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1 Introduction
In the recent years we have witnessed the emergence of a new field in cosmology, often
referred to as the “real-time cosmology”, concerned with measuring small temporal changes
of positions, redshifts and luminosity distances of objects at cosmological distances. Time
variations of these quantities, also known as the optical drift effects, observed over the time
of ≈ 10 years can provide important information about the Universe on large scales and its
evolution [1]. This data would be independent from the standard cosmological observables
like the CMB power spectrum, the current value of the Hubble parameter H0 or the redshift-
luminosity relation for supernovae, and thus could significantly expand our understanding of
the Universe.
Measuring the optical drift effects of cosmological origin is a challenging task for as-
tronomers. The variations are most likely very small over the timescales of a single obser-
vational mission. The measurements therefore require instruments of enormous precision
and a carefully crafted observational strategy combining data from many objects in order
to increase the signal-to-noise ratio [1–3]. Nevertheless, some of the theoretical ideas have
already been implemented: the Gaia satellite is measuring, among other things, the positions
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of ≈ 105 distant quasars and may detect their variations over the mission time [1, 4–6]. The
European Extremely Large Telescope (E-ELT) will probe the spectra of distant quasars us-
ing an ultra-stable spectrometer CODEX, looking for variations in the Lyman-alpha forest
[1, 2, 6, 7]. Similar measurements have been put forward with the ESPRESSO spectrograph
and the VLT telescope [8] as well as the Square Kilometer Array (SKA) [9].
One of the reasons why researchers have been interested in the optical drift effects
despite enormous observational difficulties is that they potentially provide a direct, model-
independent access to the history of the expansion of the Universe. Namely, in homogeneous
FLRW models the values of the redshift drift z˙ for objects at different redshifts z are directly
related to the Hubble parameter history H(z) [1, 10, 11]. On the other hand, the position
drift effects, or the “cosmic parallax”, may probe large scale inhomogeneities of the Hubble
flow or matter distribution [1, 3, 12–14].
From the theoretical point of view the drift effects are fairly easy to understand and
calculate in a perfectly homogeneous and isotropic FLRW Universe, however in a less idealized
model, containing inhomogeneities of different types, the drift effects are affected by the
peculiar motions of the source (emitter) and of the observer, the local distortions of geodesics
due to the variations of the local gravitational potential, and, finally, by the propagation
effects through evolving inhomogeneities of various scales.
Similar problems arise when we consider the redshift-luminosity relation in realistic
models of the Universe: the light propagation through the inhomogeneous structure differs
from the propagation through a perfectly homogeneous spacetime [15–28] and realistic mod-
els of the Hubble diagrams must take into account the inhomogeneity of matter distribution
on fine scales, especially the influence of the reduced Ricci focusing in the empty regions [29–
31]. From the mathematical point of view the approximations and models discussed in most
of the above mentioned papers are based on the geometric optics and gravitational lensing
formalism in general relativity, introduced by Sachs [32] and developed later by many authors
[33, 34]. The formalism uses the geodesic deviation equation (GDE), either directly or in
its equivalent formulation as the Sachs optical equations, to extract the information about
the gravitational lensing as well as the angular and luminosity distances from an observer to
distant objects. See [35] for a longer review and references to the most important papers in
the field.
Unfortunately, there seems to be no comparable formalism designed for the optical drifts
effects in general relativity (GR). Some of the theoretical work on the position drift effects has
been based on concrete classes of Universe models [36–38], including the Lemaˆıtre-Tolman-
Bondi (LTB) or Szekeres solutions [3, 14, 39]. Other papers use rather simplified geometric
arguments to obtain the results [1, 3]. Finally some authors proposed a more general and
mathematically refined approach to the problem [4, 40–43], but in the expressions they pro-
vide the dependence of the result on the observer’s and emitter’s motion is not explicit. Most
authors assume the existence of a well-defined large-scale cosmological flow, including some-
times the possibility of non-relativistic peculiar motions. Piattella and Giani noted recently
[44] the relation between gravitational lensing (considered in thin lens approximation) and
the position drift as well as the signal arrival time drift in FLRW models with a pointlike lens,
but to our knowledge no work so far considered the general, quantitative relation between
the gravitational lensing and the drift effects.
The recent paper of Hellaby and Walters [45] offers the most general approach so far
and provides expressions for the redshift, angular distance, density of objects in the redshift
space and an expression for the position drift (called the “proper motion”) as registered by
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an arbitrary observer and in any metric. The authors use the Fermi-Walker transport of the
observer’s orthonormal basis to define fixed directions in the sky (just like in this paper) and
express their results using a specific coordinate system, i.e. the past null cone coordinates, as
well as the various transport equations for the basis along null geodesics. They do not assume
any relation of the observer and emitter to the Hubble flow, but they also do not discuss
explicitly the dependence on the observer’s 4-velocity or 4-acceleration (the dependence is
in fact present in the initial conditions for the ODE’s the authors solve). Nevertheless the
formalism presented in [45] seems to be very useful in numerical investigation of concrete
inhomogeneous models and the authors apply it to the Szekeres solution.
In the literature concerning the redshift drift the situation is similar: some papers
consider the effects in known exact solutions [46–48] or specialized classes [49]. Gasperini,
Marozzi, Nugier and Veneziano derived the redshift drift in a general spacetime for a geodesic
observer, expressed in the past null cone coordinates [50]. None of these papers discusses the
general dependence of the effect on the peculiar motions of the emitter and observer or its
relation to other drift effects. Moreover, we are not aware of any theoretical papers about
the luminosity or angular distance drift in a general situation.
In this paper we would like to fill these gaps and present an exact analysis of the most
general situation, in which two bodies, an emitter and an observer, are placed in an arbitrary
spacetime. The light propagation is treated within the geometric optics approximation and
the light rays in a neighbourhood of a known null geodesic are treated using the GDE. In
order to keep the formalism as general as possible, we assume no splitting of the spacetime
geometry or the matter flow into the “background” and “perturbations”. Likewise, we do
not refer to any large-scale Hubble flow of matter, but rather consider the dependence of the
result on the momentary motions of the emitter and the observer, both of which we consider
arbitrary. We build a hierarchy of ordinary differential equations (ODE’s) one needs to
solve along a null geodesic in order to estimate the drift effects registered by the observer
on the geodesic’s future end. The hierarchy begins with the standard null GDE, needed to
evaluate Jacobi matrix related to the lensing effects of the spacetime. It is followed by an
inhomogeneous ODE required to obtain the position drift at the observer’s sky. Next we
may use the data from the previous steps to obtain the redshift drift. Finally, we need to
solve another set of inhomogeneous ODE’s, again using the data from the previous steps, to
obtain the Jacobi matrix drift and the drifts of the luminosity and angular distances. Thus,
the problem of evaluating the optical observables and their drifts in a spacetime is reduced
to solving ODE’s. The ODE’s take the 4-velocities and the 4-accelerations of the emitter
and observer as well as the Riemann tensor and its first derivative as their input data. All
equations are formulated in a covariant, geometric way.
The advantage of this approach is threefold: firstly, equations formed as a hierarchy are
easier to implement numerically, since we may use the data from the previous steps in the
next steps. Secondly, the results we derive relate various observable quantities and their drifts
to each other. They can therefore be seen as non-perturbative identities in geometric optics,
akin to the celebrated reciprocity relations discovered by Etherington [51, 52]. Thirdly, in
the formulas we derived for the position and redshift drift we managed to separate cleanly
the dependence on the observer’s and emitter’s motion and the dependence on the spacetime
geometry.
Possible applications of the results presented in this paper include numerical relativity:
the formulas for the drift effects can be used together with the standard Sachs equations to
calculate the drift registered by any observer of any source by solving ODE’s along a null
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geodesic, extending the existing numerical studies of the optical properties of inhomogeneous
cosmological models [53, 54]. Moreover, the same formulas provide the starting point for
studying the drift effects from inhomogeneities using stochastic methods, in similar manner
to the approach used by Fleury, Larena and Uzan to the redshift-luminosity relations [55].
Finally, it is worth investigating whether the formalism may be used to prove results con-
cerning exact cosmological models, including potentially the characterization of the FLRW
metric using the optical drift effects, in analogy with the well-known theorem by Ehlers,
Geren and Sachs and its generalizations [56, 57]. The formalism is of course valid beyond the
cosmological context and may find applications in the study of time-dependent gravitational
lensing on smaller distances.
Limits of applicability. The formalism presented in this paper is fully covariant and
valid for arbitrary spacetime geometry. In particular, the equations derived here work for
both strong and weak lensing and in both weak and strong gravitational fields. In the context
of cosmology they are applicable to both linear and nonlinear inhomogeneities. The approach
is also valid for arbitrary motions of the sources and the observer. In particular it works for
relativistic or ultrarelativistic motions with respect to the local cosmological flow. The only
limitations of the formalism are due to the limits of applicability of the geometric optics
approximation, which in the astronomical and cosmological context is known to work very
well, and of the geodesic deviation equation. The latter is valid under the assumption that
the curvature scale and the size of focusing or defocussing inhomogeneities are much larger
than the width of the light beam considered. In this paper we also need to assume that the
emitter does not lie on a caustic formed by the observer’s past light cone.
Article structure. The article is organized as follows: we begin the Section 2 by revisiting
the geometric optics in GR and discussing the classical results. In our approach we emphasize
the covariance and the observer-independence of the formalism. In the meantime we introduce
the necessary mathematical machinery and the notation needed in the rest of the paper. The
main new results of the paper are stated in Section 3, in which we derive the general formulas
the position, redshift, Jacobi matrix and angular as well as luminosity distance drifts. In
Section 4 we discuss the dependence of the drift quantities on the observer’s and emitter’s
motion, relate the position drift expression to the cosmic parallax as discussed in the literature
and conclude with a summary of the results.
2 Geometric optics in GR
We begin this section by recalling the standard results concerning the geometric optics in
general relativity formulated in a geometric, coordinate-independent manner. The main
mathematical tool used in this context is the null geodesic deviation equation, which describes
the change of shape of an infinitesimally thin beam of null geodesics. The methods and results
discussed here, developed by Sachs [32], Jordan, Ehlers and Sachs [33] (reprinted in [58]),
are very well-known, but we present them here in order to make the paper self-contained
and because the new results should be understood as a natural extension of the standard
formalism. In our exposition we will emphasize the observer-independence and covariance
of the formalism and discuss how one may distinguish between the observer- and emitter-
independent effects of wave propagation through curved spacetime and the effects due to the
peculiar motions. Interested readers may also see [34, 35] for a longer review of the topic.
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Figure 1. Vectors ξµ and pµ defined by the one-parameter family of geodesics γε.
2.1 Geodesics and beams
Let M be the spacetime with a metric g of signature (−,+,+,+). Let γ0 be an affinely
parametrized geodesic given by xµ(λ). Consider also a one-parameter family of geodesics
γε such that ε = 0 corresponds to the original, fiducial geodesic. This defines a mapping
F : (ε, λ) → γε(λ) from an open subset of R2 to M . In the generic case the image of the
mapping constitutes at least locally a 2-surface in M .
The pushforward of the vector ∂λ is the tangent vector field to the family γε. On the
other hand, the pushforward ξ = F∗(∂ε) is usually called the deviation vector. It connects
the points of the same value of λ on infinitesimally close geodesics, see Fig. 1. More precisely,
in the first order of expansion in ε around γ0 we have
xµ(ε, λ) = xµ(λ)
∣∣∣
ε=0
+ ε ξµ(λ) +O(ε2) (2.1)
in any coordinate system (xµ). The vectors ∂λ and ∂ε commute, therefore so do their push-
forwards:
∇ξpµ −∇pξµ = 0. (2.2)
The l.h.s. of the equation above involves only the covariant derivatives along the 2-surface
made of the geodesics, therefore it is well defined even though the vector fields pµ and ξµ are
undefined outside the 2-surface.
2.2 Geodesic deviation equation
Equations (2.1–2.2) are satisfied for any surface made of sufficiently regular curves, not
necessary geodesics. We have assumed γε to be geodesics, i.e. to satisfy additionally
∇ppµ = 0 (2.3)
for all ε. We differentiate this equation with respect to ξµ to obtain the condition for ξµ
under which (2.3) remains true:
0 = ∇ξ (∇ppµ) = ∇p (∇ξpµ) +Rµκσρ pκ ξσ pρ + ([ξ, p])σ ∇σpµ
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(we have used the definition of the Riemann curvature tensor here). Now we note that
because of (2.2) the last term containing the Lie bracket vanishes and we are left with
∇p (∇ξpµ) +Rµκσρ pκ ξσ pρ = 0.
Making use of (2.2) again and shuffling the indices, we obtain the geodesic deviation equation
(GDE), also known as the Jacobi equation:
∇p∇pξµ −Rµαβν pα pβ ξν = 0. (2.4)
This is a second order ODE for ξµ along γ0. In order to simplify the notation, we introduce
the geodesic deviation differential operator
G[ξ]µ = ∇p∇pξµ −Rµαβν pα pβ ξν . (2.5)
Now (2.4) can be given a simpler form:
G[ξ]µ = 0. (2.6)
Equation (2.4) has been derived under the assumption that we are given a one-parameter
family of curves all of which are geodesic. However, it can also be interpreted differently.
Assume that we are given only a single geodesic γ0 and that the GDE (2.4) holds along γ0
for a given vector field ξµ. We can then consider a one-parameter family of curves γε, given
by (2.1), for small ε. In this case we can check that for all curves γε we have
∇ppµ = O(ε2),
i.e. curves γε remain geodesic up to the linear order in ε. Thus, the GDE provides the first
order condition for a variated geodesic curve to remain geodesic.
2.3 Properties of the GDE
Now we will note two important properties of the GDE. These properties hold irrespectively
of the underlying geometry, i.e. independently of the form of the components of the Riemann
tensor. First we multiple (2.4) by pµ and obtain
∇p∇p(pµ ξµ) = 0
which can be solved immediately:
pµ ξ
µ = A+B λ. (2.7)
This way we have defined two conserved quantities of the GDE: for any solution ξµ(λ)
B = (∇pξµ) pµ = const, (2.8)
A = ξµ pµ −B λ = const. (2.9)
On the other hand, it is also easy to see that any transformation of the form
ξµ(λ)→ ξ¯µ(λ) = ξµ(λ) + (C +Dλ) pµ (2.10)
with C,D = const transforms solutions into solutions. Transformations of this kind have
a simple geometric interpretation: they correspond to the affine reparametrizations of the
neighbouring geodesics around γ0, without affecting γ0 itself (see Fig. 2). Geometrically,
ξ¯µ(λ) corresponds to the same congruence of geodesics as ξµ, but with a change of parametriza-
tion around γ0 not affecting the fiducial geodesic itself. The observations of this subsection
obviously shows that while GDE, as a second order ODE for a vector of dimension 4, has
an 8-dimensional space of solutions, the true, physical dimension of the space of solution is
lower.
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Figure 2. Gauge transform (2.10) as an affine reparametrization in the infinitesimal neighbourhood
of γ0.
2.4 Null GDE
Consider GDE around a null geodesic γ0, i.e. such that
pµ pµ = 0. (2.11)
Assume that we only consider a beam of geodesics which are all null, i.e. the perturbed
geodesics also satisfy (2.11). In the language of differential geometry we are considering a
congruence of null geodesics. This means that the deviation vector must satisfy the condition
(∇ξpµ) pµ = 0,
or equivalently, if we use (2.2),
(∇pξµ) pµ = 0. (2.12)
Note that it is enough if we impose (2.12) at a single point along γ0: the GDE implies (2.8)
and the condition propagates to every point. It is also easy to see from (2.9) that in this case
A = ξµ pµ = const, i.e. the product of p
µ and ξµ is conserved. In fact, the converse is also
true: assume that the value of ξµ pµ at a point λ1 is equal to its value at any different point
λ2. Then from (2.7) we see that B = 0 and A = const, which implies (2.12). We will make
use of this fact later.
We will now focus on a special situation when the perturbed null geodesic, remaining
null, satisfies additionally the condition A = 0, or
ξµ pµ = 0, (2.13)
i.e. the deviation vector is perpendicular to pµ. We immediately note two things:
1. Condition (2.13) is insensitive to adding to ξµ anything proportional pµ. In particular,
it is gauge-invariant in the sense of transformations (2.10), i.e. it is a property of the
perturbed geodesic insensitive to its parametrization,
2. Note that again if (2.13) is assumed to hold at one point along γ0, it is satisfied every-
where thanks to (2.12).
In order to elucidate the geometric meaning of condition (2.13), we will fix an observer
uµ at a point along γ0. The observer introduces his adapted frame, i.e. an orthonormal frame(
uµ, e µA , r
µ
)
in which the timelike vector coincides with uµ and the two spatial vectors e µA ,
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A = 1, 2, are orthogonal to pµ. The third spatial vector rµ points in the direction from which
the photon comes in the observer’s frame, i.e.
pµ = Q(−uµ + rµ) (2.14)
with a positive proportionality constant Q > 0, see Fig.3. Q is proportional to the energy of
the photon as measured by the observer uµ
Eu = aQ = a pµ u
µ, (2.15)
with the positive proportionality constant a depending of the affine parametrization of γ0,
but the same for all possible observers along γ0. The vectors e
µ
A , called the Sachs basis,
span the 2-dimensional spatial subspace orthogonal to the direction of propagation of the
photons, referred to as the screen space. Note that for a given observer uµ and a given null
vector pµ the only remaining freedom of choosing the adapted frame is the freedom to rotate
the Sachs basis around rµ.
Figure 3. An observer with 4-velocity uµ along the null geodesic γ0, the backward-pointing 4-
momentum of the photon pµ, the 3 remaining Sachs frame vectors: rµ, pointing in the direction from
which the photon is coming and the screen vectors. The spatial 3-space u⊥ denotes the plane of
simultaneity of the observer.
Consider a photon travelling along a nearby geodesic γ with  1. Since the observer
is located exactly at a point on γ0, the vectors x
µ
 = (ξµ + C pµ) represent the positions of
the nearby photon γ with respect to the observer at various moments as it passes nearby,
see (2.1). Out of these vectors we single out the one that corresponds to the position at the
moment simultaneous with the passing of the γ0 photon through the observer as reported in
the observer’s frame (see Fig. 4), denoted x˜µ . It needs to satisfy
x˜µ uµ = 0.
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Figure 4. The position vector x˜µ of the other photon γ registered by the observer in the moment
he/she is passed by the fiducial photon γ0.
The only solution is
x˜µ =  ξ˜
µ,
where ξ˜µ is the projection of any ξµ to u⊥ along the direction of pµ:
ξ˜µ = ξµ +Dpµ
ξ˜µ uµ = 0.
If we assume that the original ξµ is perpendicular to pµ, then so is ξ˜µ. This in turn
is equivalent to the condition that ξ˜µ is perpendicular to the direction of propagation rµ.
Therefore, the observer sees the nearby photon located on his screen space spanned by e µA
(see Fig. 5). Note that this statement is independent of the choice of the observer uµ: we
have assumed nothing special about him, so the reasoning should hold for every observer
along γ0 and with any 4-velocity as long as (2.13) is true; every observer will agree that the
new photon lies on his screen plane at the moment γ0 passes him. We will thus say that ξ
µ
satisfying (2.13) corresponds to a photon displaced orthogonally with respect to γ0
1. The
subspace of vectors perpendicular to pµ at a given point, containing all the photons displaced
orthogonally, shall be denoted by p⊥.
Even with condition (2.13) imposed we still have the freedom of adding pµ multiplied
by an affine function of λ to solutions ξµ, as noted in equation (2.10). The reason is that pµ
is null and therefore self-orthogonal. Physically, this corresponds to a gauge transformation,
because the geodesic paths remain unaffected. We can get rid of this superfluous degree of
freedom by considering the quotient space P = p⊥/p, consisting of vectors in p⊥ divided by
the relation xµ ∼ yµ ⇐⇒ xµ = yµ + C pµ. The resulting space is two-dimensional.
1From the point of view of the wave optics ξµ is tangent to the wavefront passing through a given point,
i.e. the set of points with the same wave phase [35].
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Figure 5. Photons displaced orthogonally with respect to γ0.
Notation. The vector in P corresponding to the equivalence class of xµ ∈ p⊥ will be
denoted by a boldface letter x, and its components will be denoted by a capital Latin index
A running from 1 to 2.
In the rest of this subsection we will argue that P is also the most natural setting to
consider the null GDE and geometric optics in general relativity. Firstly, we note that the
scalar product of two vectors aµ and bµ perpendicular to pµ is insensitive to adding pµ to
any of them, i.e.
aµ bν gµν = (a
µ + E pµ) (bν + F pν) gµν .
This observation means that we can pull back the metric tensor from p⊥ to P and consider
simply the product of the equivalence classes aA, bA:
aµ bν gµν = a
A bB gAB.
The tensor gAB is positive-definite and thus P is endowed in a natural way in a positive
scalar product.
Secondly, we note that while passing from the full solution xµ of the GDE to xA involves
loss of information concerning the dependence of the position of the photon on the affine
parameter along its trajectory, this is irrelevant when we consider only the geometric optics.
This can be seen as follows.
Let uµ correspond again to an observer at a point along γ0 at λ = λu and let x˜
µ

be the position of the other photon in the moment of his or her simultaneity, i.e. x˜µ =
xµ (λu) +C p
µ additionally satisfying x˜µ uµ = 0. We know that the position of the x
µ photon
is perpendicular to the direction of propagation, so we know that in the observer’s Sachs
frame it must be a combination of his screen vectors: x˜µ = x˜A e
µ
A . The two components
x˜A, containing all information about the geometry of the light rays as recorded by uµ, can
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be evaluated as
x˜A = e
µ
A (x˜)µ
(the quantities with lower and upper index A being equal in positive signature). Note that
in order to calculate the components x˜A in the adapted frame, we only need the equivalence
class of x˜µ , i.e. x˜, and the equivalence classes of the screen vectors. It is easy to see that the
equivalence class x˜ is equal to the equivalence class of the original x
µ
 , i.e. x˜ = x. Thus x
µ

pulled back to P contains all necessary information about the photon position as registered
by any observer.
Screen vectors and orthonormal frames in P. We will now elaborate on the relation
between the screen vectors in adapted frames and orthonormal frames in P. We first note that
equivalence classes eA of the screen vectors eA of any observer u
µ constitute an orthonormal
frame in P.
Let us now imagine another observer vµ at the same point, with his adapted frame
(vµ, f µA , s
µ), who uses his own Sachs frame f µA to measure the position of other photons.
Since fA ∈ p⊥, they must be related to the Sachs basis of uµ by
f µA = R
B
A e
µ
B + CA(−uµ + rµ) = RBA e µB +
CA
Q
pµ (2.16)
with yet unspecified coefficients RAB and CA. The ortho-normality condition f
µ
A (fB)µ =
δAB implies that R
A
B R
C
D δAC = δBD. It is also easy to prove that if both frames have
the same orientation then detRAB > 0. It follows that the screen vectors must be related
by an SO(2) rotation around the rµ axis and possibly adding terms proportional to pµ. In
particular, the equivalence classes fA and eA constitute two orthonormal frames in P, related
by a rotation:
f1 = cosϕ e1 + sinϕ e2
f2 = − sinϕ e1 + cosϕ e2,
Thus, the registered components of relative positions of orthogonally displaced photons can
only differ by an SO(2) rotation. In particular, every observer can choose to align his or her
screen vectors with the screen vectors of uµ by a simple rotation, i.e.
e1 = f1 (2.17)
and the same for the other basis vector. Let us stress that this does not mean that the
whole screen vectors e µA and f
µ
A are equal: they must be perpendicular to the 4-velocities
of different observers and will in general be different. However, they may differ only by a
vector proportional to pµ, as in (2.16), so their pullbacks to P will be the same. With this
alignment, observers uµ and vµ will register exactly the same distances and angles between
the positions of orthogonally displaced photons.
The relation between the screen vectors and frames in P implies a simple relation
between the vector and tensor components. Namely, for a vector Xµ such that Xµ pµ = 0
we have
XA = XA, (2.18)
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where XA are the two e µA components in an adapted frame and X
A are the components of
the equivalence class X in the corresponding orthonormal frame eA in P. The reader may
verify that identical results hold for 1-forms and for higher valence tensors perpendicular
to pµ in each index. Thus we can see that when performing calculations on these objects
pulled back to P we may simply focus on their A = 1, 2 components as expressed in an
arbitrary adapted frame. These components happen to be identical to the components of
the boldface equivalence class in P. We will make use this fact in the rest of the paper and
simply discuss the perpendicular A = 1, 2 components of pµ-perpendicular geometric objects
without introducing explicitly their boldface counterparts. We should remember, however,
that XA’s can also be interpretated as components in an observer-invariant quotient space
P of reduced dimension.
The results of this section were first reported by Sachs [32] and Ehlers, Jordan and
Sachs [33] in the form of a theorem about the shadow cast on a screen by a small object
placed along a null congruence emanating from a single point. These results, stated in the
language of this paper, state that the quotient space P contains all the information needed
in the geometric optics of photons in p⊥. Moreover, we have shown that the space P itself
and the notion of an orthonormal basis in it are observer-independent. More precisely, we
may consider an orthonormal basis in P as an equivalence class of aligned Sachs bases used
by all possible observers at a point. P appeared also in differential geometry in the context
of so-called optical geometries and their relation to the Cauchy-Riemann spaces [59] .
Finally, we note that the whole GDE can be pulled back to P. Since γ0 is a geodesic,
we see that the covariant derivative can be pulled back to P: let ξµ be a vector field along
γ0 with ξ
µ pµ = 0 everywhere. Then
∇p(ξµ + C(λ) pµ) = ∇pξµ + C˙ pµ,
i.e. the equivalence class of ∇pξµ does not depend on the equivalence class of ξµ. Therefore,
we can consider the covariant derivative ∇p as an operator acting only in P. Similarly, we
note that the expression Rµαβν p
α pβ ξν is insensitive to gauge transformations ξµ → ξµ+E pµ,
or equivalently its value does not depend on the choice of the representative of ξA ∈ P. The
resulting vector is perpendicular to pµ and therefore can be pulled back to P. Thus, the
whole curvature tensor contracted twice with pµ can be unambiguously pulled back to P,
yielding the operator RAαβB p
α pβ. The equivalence class ξA of any solution of the GDE (2.4)
needs to satisfy the reduced GDE
∇p∇pξA −RAµνB pµ pν ξB = 0. (2.19)
This is a second order ODE for 2 functions. We have reduced this way the full, 4-dimensional
GDE with 8-parameter space of solutions to half of this dimension.
In practice, we will solve this equation by introducing an observer uµ at a point and his
adapted frame, and then propagating it in a parallel manner along γ0. This way, we obtain
the frame
(
uˆµ, eˆ µA , rˆ
µ
)
defined along the whole null curve. It can be easily checked that the
condition for rˆµ being in the direction of propagation of the photon is fulfilled everywhere.
Now the Sachs basis eˆ µA determines an orthonormal basis eˆA in P at every point along γ0.
The components ξA, RAαβB p
α pβ, etc. denote simply the perpendicular, eˆ µA components of
ξµ and Rµαβν p
α pβ respectively in the adapted frame, and at the same time the components
of the equivalence class in P. Equation (2.19) expressed in the new frame takes a particularly
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Figure 6. Thin slice of the past light cone emanating from O, formed by geodesics near γ0. One
dimension supressed.
simple form of
d2ξA
dλ2
−RAµνB pµ pν ξB(λ) = 0.
In analogy with (2.5), we introduce the reduced GDE operator acting on vector fields along
γ0 in P:
G˜[ξ]A = ∇p∇pξA −RAµνB pµ pν ξB.
2.5 Null geodesics on a single light cone, Jacobi matrix
In this subsection we will consider the situation when all geodesics emanate from one point
O, called the observation point. This situation corresponds to considering a thin slice of the
past null cone centered at O, see Fig. 6. The slice must be thin enough so that its geometry
could be described by the first order approximation offered by the GDE. Let γ0 denote now
one fixed null geodesic from the light cone, with a fixed affine parametrization λ. For every
neighbouring geodesic in the light cone we have ξµ(λO) = 0, where λO corresponds to the
point O on γ0. It follows that at O we have pµ ξµ = 0, but from the conservation of the
product pµ ξµ we know that ξ
µ must be orthogonal to pµ everywhere along γ0. Thus, nearby
photons emanating from a single point, i.e. belonging to the same light cone, are examples
of photons lying on a single wavefront.
Note that the light cone is a 3-dimensional null surface. Thus the slice in question is
also 3-dimensional. One dimension corresponds to the parametrization along the geodesics,
while the other two label the null geodesics. The space of solutions of the GDE corresponding
to the slice must therefore be 2-dimensional, corresponding to the directions perpendicular
to the light propagation.
The perpendicular part of ξµ, i.e. ξA, satisfies the reduced GDE (2.19) with the initial
condition
ξA(λO) = 0.
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The full solution requires also the first derivative ∇pξA at λO to be specified. The solution
of the reduced GDE as a function of ∇pξA(λO) is given by the Jacobi matrix :
ξA(λ) = DAB(λ)∇pξB(λO). (2.20)
In an orthonormal, parallel propagated frame it can be extracted from the reduced GDE in
the following way: it satisfies
d2
dλ2
DAB −RAναC pν pαDCB = 0 (2.21)
with the initial conditions imposed at λ = λO:
DAB (λO) = 0
d
dλ
DAB (λO) = δAB. (2.22)
The ODE’s above define DAB in any cooridnate system; in special coordinates, like the past
null cone coordinates, there may be a simpler way to obtain it [60, 61].
Intuitively speaking, the Jacobi matrix describes the shape of a thin slice of the past light
cone, how it is stretched, focused or defocused as the light propagates through the spacetime.
It translates small differences in the direction of propagation of photons at a given point O to
the displacement in perpendicular directions with respect to the fiducial null geodesic further
on. In our formalism it is a linear mapping taking values from P at the observation point and
mapping them to P at another point λ. DAB encodes the gravitational lensing effects in the
following way: it determines in what way a small image will be magnified or distorted in the
linear approximation [35]. Points at which it becomes degenerate correspond to caustics in
the light propagation [35]. In this paper we assume from now on that DAB is not degenerate
at the emission point, i.e. the emitter is not passing through a caustic.
We stress that the Jacobi matrix DAB(λ), considered as a linear mapping between the P
spaces at O and γ0(λ) (the Jacobi operator), does not depend on the choice of the observers at
O and γ(λ). This is an important point, because DAB(λ) is usually defined using a parallel-
propagated Sachs frame of an observer and one might expect that its exact value depends
on the value of his 4-velocity uµ. We see that this is not the case here, because the value
of DAB(λ) is completely determined by the observer-independent equivalence classes of the
perpendicular Sachs vectors, as we have pointed out in the previous section. The components
of the Jacobi matrix recorded by various observers at O and γ0(λ) may of course be different,
but they will only differ by SO(2) rotations. These rotations can be removed if we align the
perpendicular vectors of the observers at each point as we have described above.
The Jacobi matrix DAB(λ) as an operator does not depend on the observer we choose
at O, at point with affine parameter λ or anywhere in between, but it does depend on the
affine parametrization of the null geodesic γ0: it transforms under affine reparametrizations
according to
λ 7→ λ′ = C λ+D, C,D = const
pµ 7→ 1
C
pµ
DAB 7→ C DAB,
because the initial conditions (2.22) are imposed in terms of the affine parameter λ. Note
however that the tensor product DAB pµ is reparametrization-invariant, i.e. its value depends
only on the geometry of an infinitesimal section of a light cone.
– 14 –
Figure 7. An emitter and an observer with a null geodesic joining their worldlines. The points of
emission and observation are denoted E and O respectively. The 4-velocity and the 4-acceleration of
the emitter in E are denoted uµE and wµE respectively, and the same for the observer at O. The tangent
vector to the null geodesic is denoted pµ.
2.6 Redshift, angular distance and luminosity distance
The machinery introduced in the previous section is sufficient to derive the expressions for the
redshift, angular distance and luminosity distance of an emitter as viewed by the observer.
Consider now a geodesic γ0 between an emitter with 4-velocity u
µ
E at a point E and an observer
uµO at O, see Fig. 7. The energy of the photon measured at the emitters and observers frame
are proportional to pµ u
µ
E and pµ u
µ
O respectively, see (2.15), so the redshift is given by
z =
pµ u
µ
E
pµ u
µ
O
− 1, (2.23)
irrespective of the parametrization of γ0.
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Position on the observer’s celestial sphere. Let N−O denote the set of null, past-
oriented vectors at O. The set of directions in N−O , i.e. N−O divided by the relation kµ ∼ lµ
iff kµ = C lµ with C > 0, is often called the celestial sphere at O and denoted SO [62, 63].
We also define the sphere of directions of the observer O, denoted by DirO, as a set of spatial
vectors nµ ∈ TOM , orthogonal to the observer’s 4-velocity (nµ uµO = 0) and normalized
(nµ nµ = 1). Note that unlike N
−
O and SO, DirO depends explicitly on the observer.
The observer assigns the direction from which the associated photon emanates to every
past-directed null vector lµ via the formula
lα → nµ(lα) = l
β(δµβ + u
µ
O uO β)
lσ uσO
. (2.24)
The formula above defines the mappingW : N−O → DirO, which is constant on the equivalence
classes in N−O and thus can be defined on SO. W consists of an orthogonal projection to
the subspace u⊥O and the normalization of the resulting vector. By substituting p
µ for lµ in
(2.24) we obtain the observed position of the emitter on the observers celestial sphere, i.e.
rµ in the adapted frame of the observer.
Angular distance. The angular distance of the emitter is defined by the ratio between
the physical size of the emitter, as measured in its own frame, and the angular size of the
body as observed by the observer. The cross-sectional area A(γ0) in the direction of γ0 of
the emitter is a natural measure of the former, while the solid angle occupied by the image
registered by the observer Ω may serve as the latter. In this case we have
Dang =
√
A(γ0)
Ω
.
We introduce the observer’s and the emitter’s Sachs frames, (uµO, e
µ
A , r
µ) and (uµE , f
µ
A , s
µ)
respectively. For simplicity, we assume the parallel propagated eˆ µA and f
µ
A to be aligned as
vectors in P at E , as in (2.17).
Let (e˜1, e˜2), (f˜
1
, f˜
2
) denote the co-frames in P dual to (e1, e2) and (f1,f2) respectively.
The cross-sectional area can now be expressed as the integral over the P space at E , denoted
by PE , of the body cross-section Σ with f˜1 ∧ f˜2 as the area form:
A(γ0) =
∫
Σ
f˜
1 ∧ f˜2,
where the cross-section Σ ⊂ PE is defined as the set of all perturbed null geodesics, emanating
from O, intersecting the emitter. Σ can now be mapped to PO via the Jacobi operator
DAB(λE), yielding D−1(Σ) ⊂ PO, i.e. the set of the same null geodesics intersecting the
emitter, but now defined by the difference of their directions of propagation at the observation
point.
Now we consider the size of the image of the emitter on the celestial sphere SO, given
by the mapping W defined above. In the vicinity of the direction rµ, from which the observer
registers γ0 coming, we can introduce a quasi-Cartesian coordinate system (θ
1, θ2) given by
the transversal components of the vector nµ ∈ SO, i.e. θA = δAB e µB nµ. It is straightforward
to check that near rµ (corresponding to θA = 0) the solid angle element is simply dθ1∧dθ2 +
O
(
|θ|2
)
. We also linearize W in the vicinity of pµ:
Wµ(pσ + δpσ) = rµ +
δpσ
(
δµσ + (u
µ
O − rµ)uO σ
)
pκ uκO
+O(|δp|2).
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We restrict the formula above to null vectors, i.e. to perturbations satisfying δpσ pσ. In this
case δpµ rµ = δp
µ uO µ, so
Wµ(pσ + δpσ) = rµ +
δpσ
(
δµσ + u
µ
O uO σ − rµ rσ
)
pκ uκO
+O(|δp|2).
The linear part is thus the normalized orthogonal projection of δpµ to the 2-dimensional screen
subspace, orthogonal to both the direction of propagation and the observer’s 4-velocity. In
the θA coordinates this means that
θA (W (pµ + δpµ)) =
δpA
pκ uκO
+O(|δp|2), (2.25)
where δpA denotes the transversal components in the Sachs frame. As we noted, if δpµ ∈ P,
then δpA is also equal to the components in the corresponding eA basis in P, so we note that
the pullbacks near pµ satisfy
W ∗(dθ1) =
1
pκ uκO
e˜1 + O(|δp|)
W ∗(dθ2) =
1
pκ uκO
e˜2 + O(|δp|).
We are now ready to evaluate the solid angle Ω:
Ω =
∫
W◦D−1(Σ)
dθ1 ∧ dθ2 = 1(
pκ uκO
)2 ∫D−1(Σ) e˜1 ∧ e˜2
to linear order in the 4-momentum deviation. The last expression can be easily related to
the integral at the emission point if we recall that the Jacobi operator D is linear and given
in these frames by the Jacobi matrix DAB(λE):
Ω =
1∣∣detDAB(λE)∣∣ (pκ uκO)2
∫
Σ
f˜
1 ∧ f˜2.
We obtain immediately the standard expression for the angular distance
Dang =
(
pµ u
µ
O
) ∣∣detDAB (λE)∣∣1/2 (2.26)
independent of the emitting body’s shape Σ.
Luminosity distance. The (uncorrected) luminosity distance is defined in an analogous
manner, using the ratio of the observed luminosity L and the energy flux F of the emitter’s
radiation measured by the observer
Dlum =
√
L
4piF
,
see [35, 51, 52]. It can be calculated using a similar approach with the role of the observer
and emitter reversed and considering the energy flux of the photons, but it is a classical result
by Etherington [51, 52] that it is related to Dang and z via the distance duality relation
Dlum = Dang(1 + z)
2. (2.27)
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2.7 Dependence on the observer, emitter and spacetime
Let us now think how the optical observables z, Dang and Dlum depend on the emitter,
observer and the geometry of the spacetime.
The redshift obviously depends on both the emitter’s and the observer’s 4-velocities and
positions:
z ≡ z(uµO, uµE).
Indirectly, it also depends on the geometry of spacetime, since the parallel transport and the
null geodesic depend on it.
The angular distance given by (2.26) obviously depends on the Riemann tensor along the
null geodesic, since we need it to obtain the Jacobi matrix via equation (2.21). It also depends
on the 4-velocity of the observer, but rather surprisingly not on the emitter’s 4-velocity:
Dang ≡ Dang(Rµναβ , uµO).
The dependence on the observer is only via the product pµ u
µ
O. The product | detDAB(λE)|1/2 pµ
is parametrization-independent and independent of the observer’s 4-velocity. As we noted in
Sec. 2.5, it depends only on the geometry of the past light cone centered at O.
The geometric reason for this rather surprising independence of uµE can be traced back to
the results of Section 2.4, i.e. possibility of pulling back the GDE to the observer-independent
space P. Recall that in P the distances between photons, as measured on screen spaces of
different observers, are the same. Dang is a function of the projection of separation vectors
for solutions with a common origin at O to the screen space of the emitter. We have shown
in Section 2.4 that this projection is independent of the 4-velocity defining the screen space
(up to irrelevant rotations) at any point because the vectors in question are perpendicular
to pµ. Thus, there is no net dependence on uµE in Dang. On the other hand, the luminosity
distance defined by (2.27) depends on the curvature and both 4-velocities:
Dlum = Dlum(R
µ
ναβ , u
µ
O, u
µ
E).
3 Drift effects
We will now add a time dimension to the geometric optics formalism in GR and ask about
the position, redshift and Jacobi matrix drift measured by the observer given the 4-velocities
and 4-accelerations of the emitter and the observer.
3.1 Geometry
Consider now the situation from Fig. 8. The observer and the emitter move along their
worldlines χO and χE . The worldlines are connected by a family of null geodesics γ, i.e.
there is exactly one null geodesic from any point along χO, past-oriented and ending in a
single point along χE . We will now make gauge choices concerning the parametrization of the
curves. χO will be parametrized by the observer’s proper time τ , χE by the emitter’s proper
time σ and the family of null geodesics by the proper time τ in which a given γ intersects χO.
This way we parametrize the family by the observation time of a given photon registered by
the observer. On the other hand, we fix the affine parametrization λ of each null geodesic γτ
by demanding that intersection with the observer and emitter took place for fixed values λO
and λE of the parameter λ. An affine reparametrization can always ensure that and these
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Figure 8. The worldlines χE and χO of the emitter and the observer respectively. The null surface
spanned between them consists of null geodesics γτ connecting points on both worldlines. In each
connected pair of points, the points on χO lie in the causal future of those from χE . γ0 connects points
O and E . The 4-velocity and 4-acceleration of the emitting body at E is uµE and wµE respectively. The
4-velocity and 4-acceleration of the observer at O is uµO and wµO respectively. The null, past-oriented
vector pµ is the tangent vector to each γτ .
conditions fixes the parametrization of the null geodesics family up to the irrelevant choice
of the τ = 0 moment on the observer’s worldline. With this setup we have
γτ (λO) = χO(τ) (3.1)
γτ (λE) = χE (s(τ)) . (3.2)
s(τ) gives the relation between the proper time of the observer carried by the light signals
to the emitter and the emitter’s proper time. Consider now the null geodesic γτ for a
fixed τ = τ0, connecting the photon emission at point E ≡ χE(σ0) with the observation at
O ≡ χO(τ0), denoted as before by γ0. We ask about the deviation vector Xµ corresponding
to the null geodesic registered at an infinitesimally later moment τ0 + dτ by the observer.
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Figure 9. The observation time vector points to the null geodesic at an infinitesimally later moment
as measured by the observer. It satisfies the GDE and interpolates between uµO at O and 11+z uµE atE .
We will call Xµ the observation time vector, see Fig. 9. It turns out it can be expressed via
the 4-velocities uµO and u
µ
E .
The observation time vector satisfies the GDE
∇p∇pXµ = Rµναβ pν pαXβ (3.3)
with the following conditions:
1. at O it needs to coincide with the 4-velocity of the observer uµO, i.e.
Xµ(λO) = u
µ
O, (3.4)
2. at E it needs to be proportional to the 4-velocity of the observer uµO, i.e.
Xµ(λE) = C u
µ
E (3.5)
for a positive C > 0,
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3. it has to correspond to a family of null vectors, so from (2.12) we have
(∇pXµ) pµ = 0 (3.6)
imposed anywhere along γτ .
Conditions 1 and 2 follow directly from (3.1–3.2), which in turn follow from the parametriza-
tion condition we have imposed on the family γτ . They can be interpreted as follows: if the
meeting points of all null geodesics with the observer’s and emitter’s worldlines correspond
to the same values λO and λE of the affine parameter, then the vector Xµ, corresponding to
an infinitesimal change of the parameter τ without affecting λ, must be aligned along the
worldlines χO and χE at O and E respectively. Moreover, since the parametrization of the
family γτ is supposed to agree with the proper time along the observer’s worldline, X
µ must
in fact be exactly equal to the tangent vector to χO.
The constant C is a priori unknown, but it turns out it can be obtained from Condition
3. As we have noted in Sec. 2.4, (3.6) is equivalent to imposing the condition pµX
µ to be
equal at 2 different points. If we take them to be O and E and make use of (3.4–3.5), we
obtain pµ u
µ
O = C pµ u
µ
E or C = (1 + z)
−1 with z being the redshift. Thus the conditions
above can be reduced to
Xµ(λO) = u
µ
O (3.7)
Xµ(λE) =
1
1 + z
uµE , (3.8)
with z given by the standard redshift formula (2.23).
The coefficient C has the physical interpretation of the ratio between the emitter’s
proper time lapse between two close points χE(σ) and χE(σ + dσ), positioned along the
worldline of the emitter in the vicinity of E , and the time lapse measured by the observer
between registering the emission from each of them. Thus we have confirmed the classical
result stating that if the observer sees the photons from E redshifted by z, he or she will also
see the emitter’s proper time lapse slowed down by the factor of 1 + z, see [62, 64].
The observation time vector Xµ is the main geometric tool we will use in this paper.
It has already appeared in [62] under the name of “infinitesimal message”. Its significance
stems from the fact that the covariant derivative ∇X , applied to rµ, z or DAB, yields the
position, redshift and Jacobi matrix drifts respectively. Conditions (3.7–3.8) constitute a
boundary value problem for the 2nd order ODE (3.3), sufficient to yield a single solution in
the generic case. In practice, it should be possible to solve using numerical methods, but as
we will see in the next section it can be solved almost completely with the help of the Jacobi
matrix formalism.
3.2 Observation time vector from the Jacobi matrix
The null geodesics corresponding to Xµ are not displaced orthogonally with respect to γ0,
since pµX
µ = pµ u
µ
O 6= 0, but we may nevertheless isolate the orthogonal component of Xµ.
Define uˆµO as the parallel transport of the observer’s 4-velocity along γ0:
∇puˆµO = 0 (3.9)
uˆµO(λO) = u
µ
O. (3.10)
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(In a parallel propagated adapted frame uˆµO is already available.) Introduce now a new
variable bµ defined by
Xµ = uˆµO + b
µ.
The new variable needs to satisfy an inhomogeneous GDE in the form of
G[b]µ = Rµαβν pα pβ uˆνO, (3.11)
where the geodesic deviation operator G is defined by (2.5), and with initial data
bµ(λO) = 0 (3.12)
bµ(λE) =
1
1 + z
uµE − uˆµO. (3.13)
The advantage of this change of variables is two-fold. Firstly, the new variable is auto-
matically orthogonal to pµ, therefore if we are not interested in the p
µ component of the
observation time vector Xµ, we may simply solve (3.11) in the P space. Secondly, note that
the initial condition (3.12) calls for vanishing of bµ at O, fully consistent with the definition
of the Jacobi matrix (2.20). This opens up the possibility to use DAB(λ) to obtain an ex-
pression for bA and consequently also Xµ, but in order to do it we need to make one more
step. Making again use of linearity of the GDE, we split bµ into the solution of the homoge-
neous equation with the boundary data (3.12-3.13) and the solution of the inhomogeneous
equations with trivial initial conditions:
bµ = φµ +mµ,
where mµ solves the inhomogeneous GDE with a simple initial condition
G[m]µ = Rµαβν pα pβ uˆνO (3.14)
mµ(λO) = 0
∇pmµ(λO) = 0.
The correction term φµ needs to ensure that bµ satisfies the boundary condition (3.12–3.13).
It is straightforward to check that it has to satisfy the homogeneous GDE with boundary
conditions:
G[φ]µ = 0
φµ(λO) = 0
φµ(λE) =
1
1 + z
uµE − uˆµO −mµ. (3.15)
Note that both terms on the right hand side of (3.15), i.e. mµ(λE) and the 4-velocity difference
1
1+zu
µ
E − uˆµO, are orthogonal to pµ, even though each of the 4-velocities is not.
As it turns out, in order to calculate the position and redshift drifts we only need to
know Xµ up to terms proportional to the null vector pµ. In this case it is enough to consider
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(3.14–3.15) in the quotient space P:
G˜[m]A = RAναβ pν pα uˆβO (3.16)
mA (λO) = 0 (3.17)
∇pmA (λO) = 0 (3.18)
G˜[φ]A = 0 (3.19)
φA (λO) = 0 (3.20)
φA (λE) =
(
1
1 + z
uE − uˆO
)A
−mA. (3.21)
The first term on the rhs of (3.21) is the 4-velocity difference pulled back to P. The expression
1
1+z u
µ
E − uˆµO is automatically orthogonal to pµ. Its pullback to P can be interpreted as the
transverse component of corrected 4-velocity difference between the emitter and the observer.
Equations (3.19-3.21) can be solved explicitly with the help of the Jacobi matrix (2.20). Note
first that ∇pφA(λO) is equal to ∇pXA(λO) and that it is related to the value of φA at E via
φA(λE) = DAB(λE)∇pφB(λO), so
∇pφA (λO) = ∇pXA(λO) = D−1AB (λE)
((
1
1 + z
uE − uˆO
)B
−mB
)
. (3.22)
The value of the derivative at O allows now to express the whole solution along γ0
φA (λ) = DAB(λ)D−1BC (λE)
((
1
1 + z
uE − uˆO
)C
−mC
)
. (3.23)
Summarizing, Xµ is the sum of 3 terms:
Xµ = uˆµO +m
µ + φµ. (3.24)
They can be calculated (up to terms of type C pµ) by first transporting uµO in a parallel
manner along γ0 according to (3.9-3.10), then solving (3.16-3.18) for the vector m
A and
using (3.23) to obtain φA.
3.3 Position drift
We show now that the drift of the position of the emitter observed by the observer, evaluated
with respect to the Fermi-Walker derivative, can be expressed using the value of the derivative
∇pφA from (3.22). Recall first that the Fermi-Walker derivative of a tensor defined along
a (not necessary geodesic) timelike curve, with the normalized tangent vector uµ and 4-
acceleration wµ, is defined as
δuT
α...
β... = ∇uTα...β... + Tµ...β... Fαµ + · · ·
−Tα...µ... Fµβ − · · ·
Fµν = −uµwν + wµ uν . (3.25)
In a geodesic it coincides with the standard covariant derivative. It is straightforward to
prove its elementary properties:
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1. it preserves the metric tensor and thus the scalar product: δugµν = 0,
2. the derivative of uµ vanishes identically, i.e. δuu
µ = 0,
3. if a vector ξµ is perpendicular to uµ (ξµ uµ = 0), then so is its derivative, i.e. (δuξ)
µ uµ =
0.
The Fermi-Walker transport of the orthonormal frame associated with the observer uµ, con-
sisting of uµ itself and 3 spatial vectors eµi , is defined by the condition δue
µ
i = 0. It corresponds
to dragging the spatial vectors along the curve in a way that reacts to the change of the in-
ertial frame due to the observer’s 4-acceleration, but otherwise admits no rotation of the
spatial vectors.
Let δO denote the Fermi-Walker derivative with respect to the observer’s worldline.
Consider now δOrµ, i.e. the Fermi-Walker derivative of the vector rµ from (2.14), as defined
by the observer O and his adapted frame. Since rµ is by definition perpendicular to uµO,
then so is δOrµ. rµ is also normalized to unity, so rµ δOrµ = 0. Thus δOrµ is orthogonal to
both uµO and r
µ, and consequently also to pµ. It lies therefore in the observer’s screen space,
spanned by e µA . The definition (3.25) yields:
δOrµ = ∇Xrµ − uµO wαO rα.
The second term is irrelevant, as it is perpendicular to the observer’s screen space and will
need to cancel eventually. The first one is
∇Xrµ = − Q˙
Q2
pµ +Q−1∇pXµ +∇Xuµ.
Again, the first term is perpendicular to the screen space, so only the second and the third
ones contribute. Since Xµ = uµO at O, the third one is simply the observer’s 4-acceleration,
while the second one can be simplified using the commutation relation (2.2) and (3.22). The
final result is
δOrA =
1
pσ uσO
D−1(λE)AB
((
1
1 + z
uE − uˆO
)B
−mB
)
+ wAO. (3.26)
This formula relates the position drift to the observer’s local 4-acceleration projected to
the plane perpendicular to the line of sight (light aberration effect), the Jacobi matrix rep-
resenting the image distortion due to the lensing effects, the perpendicular component of
the 4-velocity difference between the emitter and the observer, evaluated using the parallel
transport along γ0, as well as a solution to the inhomogeneous GDE along the null geodesic.
The expression 1pσ uσO
D−1(λE)AB corresponds exactly to the lensing as seen in the observer’s
frame irrespective of the null geodesic parametrization. Note also that since δO preserves the
metric and the subspace orthogonal to uµO, it also preserves the angular distances between
fixed directions on the celestial sphere and thus the right hand side of (3.26) can be directly
related to the rate of change of angular distance between two sources on the observer’s sky.
Equation (3.26) shows that strong lensing between O and E may enhance or reduce the
position drift, depending on the shape of the image distortion and the direction of motion
of both emitter and observer. In particular, if the source is located at a caustic we may
have formally δOrA → ∞. In practice the drift will be limited by the finite resolution of
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the observer’s instruments and the finite size of the emitter, like in the case of gravitational
microlensing.
Note also that mA is likely to be small for short distances because of the initial data
(3.17–3.18), so the drift will be dominated by the first term, proportional to the perpendicular
component of the difference between the 4-velocities of the observer and emitter, evaluated
using parallel propagation along γ0. On the other hand the u
µ
E -independent term m
A may
turn out to be relevant on cosmological scales.
The mA term as defined by (3.16-3.18) is a linear function of uµO and can therefore be
written in the form of
mA = mAµ(λE)u
µ
O, (3.27)
where mAµ(λ) is a linear operator from the tangent space at O to P at γ0(λ). Just like the
Jacobi matrix, it is a property of the spacetime between points O and E , independent of the
observer’s and emitter’s motions. Unlike DAB it is also independent of the parametrization
of γ0. In geometrical terms it encodes the information about how a past light cone with an
infinitesimally displaced vertex is positioned with respect to the past light cone originating
in O. It can be obtained independently by solving and ODE along γ0 with initial conditions
at O. In a parallel propagated Sachs frame they take the form of
d2
dλ2
mAµ −RAαβB pα pβmBµ = RAαβµ pα pβ (3.28)
mAµ(λO) = 0 (3.29)
d
dλ
mAµ(λO) = 0. (3.30)
This way we have completely split the dependence of δOrA in (3.26) into the dependence on
the observer’s and emitter’s motion (via uµO, u
µ
E , z and w
µ
O) and on the spacetime geometry
(via DAB(λE), mAµ(λE) and the parallel transport).
3.4 Redshift drift
We will now relate the position drift to the redshift drift. A relation of this kind was first
pointed out in [65] in the context of parallax-free cosmological models: the authors proved
that models in which observers see no change of relative positions of the distant objects on
the sky must also posses a redshift potential function. In this section we will derive a general
formula expressing the redshift drifts in terms of the observer’s and emitter’s motion, the
Riemann tensor along the null geodesic and the position drift derived above.
We begin by noting that
ln(1 + z) = ln
(
pµ u
µ
E
)− ln (pµ uµO) . (3.31)
It is natural to evaluate the first term at E and the second at O, but if we do the parallel
transport of uµE we can also evaluate the second one at O:
ln(1 + z) = ln
(
pµ uˆ
µ
E
∣∣∣
O
)
− ln (pµ uµO) . (3.32)
Note that in our notation we do not specify explicitly where the unhatted vectors like uµO or
uµE need to be evaluated, since they are defined in O and E respectively. In a similar manner
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we do not specify where pµ should be evaluated as this should be obvious from the context.
Moreover, if we use a parallel-propagated frame along γ, we do not need to bother with the
evaluation point at all, since pµ and hatted (parallel-propagated) vectors are constant in that
case.
The reason why we want to use (3.32) rather than more natural (3.31) is that, unlike
(3.31), differentiating (3.32) leads to a formula involving quantities defined only at O, like
the position drift. We now apply ∇X to the (3.32). The second term on the right hand side
is straightforward:
∇X ln
(
pµ u
µ
O
)
=
1
pµ u
µ
O
(
∇Xpµ
∣∣∣
O
uµO + pµ∇XuµO
)
.
The second term can be expressed using the observer’s 4-acceleration, just like in the previous
section, while the first one can be re-expressed using (2.2):
∇X ln
(
pµ u
µ
O
)
=
1
pµ u
µ
O
(
∇pXµ
∣∣∣
O
uµO + pµw
µ
O
)
.
Finally, the term involving ∇pXµ can be related to the position drift using the results of the
previous section.
The derivative of the first term in (3.32) requires a bit more care. Obviously, we may
repeat the first step and obtain
∇X ln
(
pµ uˆ
µ
E
)
=
1
pµ u
µ
E
(
∇Xpµ
∣∣∣
O
uˆµE
∣∣∣
O
+ pµ∇X uˆµE
∣∣∣
O
)
.
Again, we may substitute ∇pXµ for ∇Xpµ in the first term, but the second one is not the
emitter’s 4-acceleration. It may nevertheless be related to wµE by the following reasoning: at
E we have obviously
pµ∇XuµE =
1
1 + z
pµ∇uEuµE =
1
1 + z
pµw
µ
E . (3.33)
On the other hand, we may calculate the derivative of this product along the fiducial null
geodesic:
∇p
(
pµ∇X uˆµE
)
= pµ∇p
(∇X uˆµE) = pµ∇X (∇puˆµE)+ pµRµναβ uˆνE pαXβ.
The second equality follows from the commutation of Xµ and pµ and the definition of the Rie-
mann tensor. The first term in the last expression vanishes because uˆµE is parallel-propagated,
so we are left with
∇p
(
pµ∇X uˆµE
)
= Rµναβ p
µ uˆνE p
αXβ. (3.34)
(3.33) and (3.34) constitute the initial data and an ODE respectively. It can be solved to
yield
pµ∇X uˆµE
∣∣∣
O
=
1
1 + z
pµw
µ
E +
∫ λO
λE
Rµναβ p
µ uˆνE p
αXβ dλ.
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Note that the first term can also be evaluated at O if we use the parallel-propagated wˆµE . We
may now substitute these results to (3.32), rearrange the terms and obtain
∇X ln (1 + z) = 1
pσ uσO
((
1
(1 + z)2
wˆµE − wµO
) ∣∣∣∣
O
pµ +
1
1 + z
∫ λO
λE
Rαβµν p
α uˆβE p
µXνdλ
+∇pXµ(λO)
(
1
1 + z
uˆE − uO
)
µ
∣∣∣∣∣
O
)
.
In the last term both vectors are perpendicular to pµ, so the product can be evaluated on
the P space:
∇X ln (1 + z) = 1
pσ uσO
((
1
(1 + z)2
wˆµE − wµO
) ∣∣∣∣
O
pµ +
1
1 + z
∫ λO
λE
Rαβµν p
α uˆβE p
µXνdλ
+∇pXA(λO)
(
1
1 + z
uˆE − uO
)
A
∣∣∣∣
O
)
. (3.35)
The resulting formula expresses the total redshift drift by the line-of-sight component of the
4-acceleration difference, evaluated at the observation point, an integral of a component of
the Riemann tensor along the geodesic and a term involving the product of ∇pXA(λO) and
the perpendicular component of the 4-velocity difference. Note that the Riemann tensor term
is insensitive to adding C pµ to Xµ, therefore there is no need to know the pµ component of
the observer’s time vector and it is sufficient to use formulas (3.16-3.18) and (3.23-3.24) from
Section 3.2 to evaluate it.
Using (3.22) the last term can be re-expressed as a quadratic function involving the
perpendicular component 4-velocity difference and mA:
∇pXA(λO)
(
1
1 + z
uˆE − uO
)
A
∣∣∣∣
O
=
(
1
1 + z
uˆE − uO
)
A
∣∣∣∣
O
D−1(λE)AB
·
((
1
1 + z
uE − uˆO
)B
−mB
)∣∣∣∣∣
E
. (3.36)
Note that D−1(λE)AB is a non-local operator in which the first index is contracted with a
vector from PO while the second one with a vector from PE , hence two different evaluation
points for the 4-velocity difference. (3.35) and (3.36) yield the general redshift drift in terms
of the 4-velocities, 4-accelerations, the Jacobi matrix and the Riemann tensor along the null
geodesic.
Alternatively we may express the last term via the position drift using (3.26):
∇pXA(λO)
(
1
1 + z
uˆE − uO
)
A
∣∣∣∣
O
= (pσ u
σ
O)
2
(
δ̂OrA − wˆAO
)∣∣∣
E
· (D(λE)AB (δOrB − wBO)∣∣O +mA) , (3.37)
which together with (3.35) gives a (non-perturbative) identity involving the values of the
redshift and position drifts.
3.5 Jacobi matrix drift
We begin the discussion by stating two important results.
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Theorem 3.1 Let γτ be a smooth, one-parameter family of curves (not necessary geodesic)
obtained by dragging the fiducial curve γ0 by the vector field X
µ, just like in Sec. 2. Let
ιµ(τ, λ) be a one-parameter family of solutions of the equation of parallel propagation along
curves γτ , depending on τ in a smooth way, i.e. let ι
µ satisfy the for all τ and λ
∇pιµ = 0 (3.38)
ιµ(λO) = Aµ(τ) (3.39)
with the second equation giving the initial condition for the first one. Then the derivative
∇Xιµ satisfies the inhomogeneous parallel propagation equation with initial data of the form
∇p (∇Xιµ) = −Rµναβ ιν Xα pβ (3.40)
∇Xιµ(λO) = δOAµ −Aν uO ν wµO +Aν wO ν uµO. (3.41)
The proof is fairly straightforward: we differentiate (3.38–3.39) using ∇X . In the first equa-
tion we then change the order of covariant derivatives, applying the definition of the Riemann
tensor using commutation of ∇p and ∇X and taking into account that [p,X] = 0. In the
second equation we simply apply the definition of δO to ∇Xιµ.
The second theorem is a related result concerning the GDE:
Theorem 3.2 Let γτ be a smooth, one-parameter family of geodesics obtained by dragging
the fiducial geodesic γ0 by the vector field X
µ, just like in Sec. 2. Let ξµ(τ, λ) be a one-
parameter family of solutions of the GDE along curves γτ , depending on τ in a smooth way,
i.e. let ξµ satisfy the for all τ and λ
G[ξ]µ = 0
ξµ(λO) = Aµ(τ) (3.42)
∇pξµ(λO) = Bµ(τ), (3.43)
with the last two equation giving the initial values. Then the derivative ∇Xξµ satisfies the
inhomogeneous GDE
G[∇Xξ]µ = Mµν ξν +N µν ∇pξν (3.44)
with the inhomogeneity given by
Mµν = −(∇αRµνρσ) pαXρ pσ + (∇αRµβρν)Xα pβ pρ + 2Rµβσν (∇pXβ) pσ (3.45)
N µν = −2RµνρσXρ pσ. (3.46)
Additionally, the initial data for ∇Xξµ reads
∇Xξµ(λO) = δOAµ −Aν uO ν wµO +Aν wO ν uµO (3.47)
∇p(∇Xξµ) = δOBµ −Bν uO ν wµO +Bν wO ν uµO −Rµναβ ξν Xα pβ. (3.48)
The proof is conceptually similar to the proof of the previous theorem, but significantly more
involved computationally. A sketch of the derivation is given in the Appendix A. Note that
equations (3.44–3.46) involve the Xp component of the Xµ vector field, unlike the equations
for the redshift and position drifts.
The theorems formulate ODE systems we may use to obtain the first order approxi-
mation of the solution of the parallel propagation equation or GDE at time τ = τ0 + dτ
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given the solution at τ = τ0. With these two statements in hand, we may now proceed to
the problem of the Jacobi matrix drift. Consider the observer’s adapted frame
(
uµO, e
µ
A , r
µ
)
parallel propagated along γ0 yielding
(
uˆµO, eˆ
µ
A , rˆ
µ
)
. Let (ωˆAµ) be the parallel propagated
Sachs co-frame, i.e. a pair of vectors satisfying
ωˆAµ eˆ
µ
B = δ
A
B
ωˆAµ p
µ = 0
ωˆAµ uˆ
µ
O = 0.
The components of the Jacobi matrix in this frame can be now expressed as
DAB(λ) = ωˆAµ η µB , (3.49)
where η µ1 and η
µ
2 are two solutions of the GDE with initial data
η µB (λO) = 0
∇pη µB (λO) = e µB .
We differentiate (3.49) using ∇X :
∇XDAB = (∇X ωˆAµ) η µB + ωˆAµ∇Xη µB . (3.50)
By the virtue of Theorem 3.2 the second term can be obtained by solving the inhomogeneous
GDE of the form
G[∇XηA]µ = Mµν η νA +N µν ∇pη νA
∇Xη µA (λO) = 0
∇X(∇pη µA )(λO) = δOe µA + wOA uµO. (3.51)
The Fermi-Walker derivative in the first term can be calculated if we note that e µA as the
two perpendicular vectors of the observer’s frame need to be orthogonal to both uµO and r
µ.
From this it is straightforward to prove that
δOe
µ
A = Ω
B
A e
µ
B − rµ δOrA,
where ΩAB is an antisymmetric two-by-two matrix generating the rotation of the screen vec-
tors around the direction of observation. It is pure gauge and can be set to 0 for simplification.
In this case (3.51) takes the form of
∇X(∇pη µA )(λO) = −rµ δOrA + wOA uµO.
Since ωˆAµ is parallel-propagated, the first term of (3.50) requires the use of Theorem
3.1. Stricly speaking, we need to consider the two parallel propagated vectors with raised
indices ωˆAµ, but note that parallel propagation and index raising commute. After simple
algebraic manipulations we see that ∇XωAµ needs to satisfy
∇p
(∇X ωˆAµ) = RAµαβ Xα pβ (3.52)
∇XωAµ(λO) = δOωAµ + wAO uO µ. (3.53)
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Using a similar reasoning as in the case of e µA , we show that we can substitute δOω
A
µ by
−rµ δOrA. This way we obtain ODE’s with initial data at O which we need to solve up to E
and then substitute to (3.50).
It turns out, however, that for many purposes we do not need to solve (3.52-3.53)
explicitly. Consider the components of∇X ωˆAµ in the observer’s null co-frame
(
uˆO µ, ωˆAµ, pµ
)
:
∇X ωˆAµ = ΨAB ωˆBµ + CA uˆO µ +DA pµ.
From the conditions ωˆAµ ωˆ
B µ = δAB and ωˆAµ p
µ = 0 it is easy to show that ΨAB = −ΨBA
and CA = −∇pXApσ uσO . Moreover, vectors η
µ
A are orthogonal to p
µ, so (3.50) simplifies to
∇XDAB = ωˆAµ∇Xη µB − (∇pXA) η pB + ΨAC DCB, (3.54)
where η pB is the p
µ component in the decomposition in the null frame and all quantities are
evaluated at E . Note that the last term generates a rotation of the Jacobi matrix around the
line of sight, keeping the shapes of the lensed objects fixed. Unlike the second term, involving
∇pXA, it cannot be expressed by the data we already know from solving the previous ODE’s
– one really needs to solve (3.52–3.53) in order to obtain the matrix ΨAB. We can neglect
it however as long as we are only interested in the drift of the size and the distortion of the
images, not in the change of their orientation. The only other relevant term of ∇X ωˆAµ, i.e.
CA, turns out to be expressible by ∇pXA, which we already know. Therefore there is no
need to solve (3.52–3.53).
3.6 Area and luminosity distance drift
Finally, we calculate the derivative of the area and luminosity distances given by (2.26) and
(2.27). Differentiating the log of Dang we obtain
∇X lnDang = 1
2
(
∇XDAB · D−1BA
)
+
1
pµ u
µ
O
(∇pXσ(λO)uσO + pσ wσO) . (3.55)
We now can substitute (3.54) to the first term. We notice that the rotation generating term
with ΨAB drops out, so
∇X lnDang = 1
2
((
ωˆAµ∇Xη µB − (∇pXA) η pB
)∣∣∣
E
· D−1(λE)BA
)
+
1
pµ u
µ
O
((∇pXσ(λO)) uσO + pσ wσO) (3.56)
and we can again skip solving (3.52–3.53).
Differentiating the logarithm of the Etherington’s reciprocity relation (2.27) we obtain
an expression for the luminosity distance drift
∇X lnDlum = ∇X lnDang + 2∇X ln(1 + z), (3.57)
into which we need to insert (3.35).
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4 Discussion
4.1 Dependence on the observer, emitter and spacetime
The null geodesic between O and E , if it exists at all, does not depend on the 4-velocities
of the emitter and the observer. This trivial observation has interesting consequences. It
follows that the covariant derivative ∇pXA can only depend on the time derivative of the
positions of both the emitter and the observer, i.e. their 4-velocities, and the geometry of
the spacetime between them, represented by the values of the Riemann tensor along γ0, see
(3.22):
∇pXA ≡ ∇pXA(Rµναβ , uµO, uµE).
Note that the dependence on uµE is only via its the transversal components, the line-of-sight
component does not matter. On the other hand, the closely related Fermi-Walker derivative
of the position on the sky depends also on the 4-acceleration of the observer because it
involves the aberration effects, see (3.26):
δOrA ≡ δOrA(Rµναβ , uµO, uµE , wµO).
The redshift drift obviously depends on both 4-velocities, but also on the line-of-sight 4-
accelerations of both observer and the emitter, as can be seen in equation (3.35).
∇X ln(1 + z) ≡ ∇X ln(1 + z)(Rµναβ , uµO, uµE , wµO, wµE ).
As we noted in Section 2.7, the angular distance does not depend on the 4-velocity of the
emitter. Consequently, its time derivative, expressed in (3.55-3.56), depends on the Riemann
tensor, its derivative, both 4-velocities, but only on the 4-acceleration of the observer:
∇XDang ≡ ∇XDang(∇γRµναβ , Rµναβ , uµO, uµE , wµO).
On the other hand, the luminosity distance depends on all the quantities involved, as seen
in equation (3.57)
∇XDlum ≡ ∇XDlum(∇γRµναβ , Rµναβ , uµO, uµE , wµO, wµE ).
4.2 Relation to the classical cosmological parallax results
We would like to relate the position drift formulas (3.22, 3.26) to the classical results of
McCrea [40], Kasai [43], Rosquist [42], Perlick [62] and the more recent ones by Ra¨sa¨nen [4]
or Hellaby and Walters [45].
In [4, 43] the position drift is expressed as a function of the gradient of the vector kµ
tangent to a congruence of null geodesics focused on the emitter’s worldline. The depen-
dence on the observer’s motion is thus implicitly present in the tangent vector gradient. We
therefore begin by relating the right hand side of equation (3.22) to ∇µkν . Consider (3.22)
for a fixed E and uµE , describing the emitter, but variable O and uµO. By construction, Xµ(λ)
describes in this case an infinitely thin slice of a congruence of null geodesics originating on
the emitter’s worldline. The tangent vector pµ is equal to kµ defined above. At O we thus
have
∇pXµ(λO) = ∇Xpµ(λO) = Xν ∇νkµ = uνO∇νkµ. (4.1)
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Now we rewrite the right hand side of (3.22). Recall that mµ from (3.16–3.18) is a linear
function of the observer’s 4-velocity, i.e. mA ≡ mAµ uµO, where mAµ is a linear operator from
the tangent space at O to P at E . Thus,
∇pXA(λO) = −D−1AB (λE)
(
ΠBµ +m
B
µ
)
uµO, (4.2)
where ΠBµ denotes the pullback to P of the projection operator Πµν
Πµν = δ
µ
ν −
1
pσ uσE
uµE pν (4.3)
projecting to the subspace p⊥ along uµE . Finally, noting that (4.1) and (4.2) must both hold
for any future-pointing, normalized timelike vector uµO, we obtain
∇νkA = −D−1AB (λE)
(
ΠBν +m
B
ν
)
,
with Πµν depending on the emitter’s motion. If we restrict the lower index to P, the expres-
sion above simplifies to
∇CkA = −D−1AB (λE)
(
δBC +m
B
C
)
,
losing this way any dependence on the emitter’s 4-velocity. This expression can be further
decomposed to the expansion and shear of the null congruence in the standard manner,
∇AkB = 12 θqAB + σAB. We have thus shown that (3.22) provides a general expression for
the perpendicular components of the gradient of the null tangent vector of the congruence.
In order to make a more direct connection to the classical results, we need to consider a
situation when the observer, on top of his large scale, “cosmological” motion given by UµO, has
a time-dependent peculiar motion with characteristic time and distance scales much shorter
than the characteristic scales connected with the beam of light coming from the emitter and
the curvature scale of the background metric.
Introduce a locally flat coordinate system (yµ) around O, in which yµ = 0 corresponds
to O, light signals propagate along y3 and such that
gµν(y
α) = ηµν +O
(|y|2) .
All subsequent equations will be expressed in this particular coordinate system. Note that
the first order Taylor series for kµ has the form of
kµ = kµ(O) +∇νkµ(O) yν +O
(|y|2) . (4.4)
Assume now that the observer’s motion can be described as a fast, non-relativistic pertur-
bation on top of the large-scale, secular motion described by UµO, i.e. y
µ(τ) = τ UµO + z
µ(τ),
where UµO is considered constant and z
µ is perpendicular to UµO. In this case,
uµO(τ) = U
µ
O + z˙
µ(τ)
with z˙µ U
µ
O = 0.
Decompose now the observer’s peculiar motion in the null frame (UµO, e
µ
A , p
µ), associ-
ated with observer UµO:
zµ = zA e µA + z
r
(
UµO +
1
pσ Uσp
pµ
)
.
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We consider the change of direction of the incoming photons (disregarding or subtracting the
aberration effects, as in [42, 43, 62]) in comparison with the direction registered at O. From
(4.4) we obtain
∆rA = rA(zµ)− rA(O) ≈ 1
pσ UσO
(
zC ∇CkA + (τ + zr)UµO∇µkA
)
. (4.5)
The apparent position change is a sum of two effects. The first one is solely due to the
observer’s peculiar motion and is proportional to the perpendicular displacement zA of the
observer. It is independent of the emitter’s 4-velocity, although in case of strongly asymmetric
lensing it may depend on the direction of the baseline. The second term contains the effects
of both observer’s and the emitter’s motion as well as time- and position-dependent light
bending:
UµO∇µkA =
(
1
1 + z
uE − UˆO
)A
−mAµ UµO.
Recall that the first term in (4.5) is the basis of the classical definition of the parallax
distance [4, 40, 42, 43]:
Dpar =
2pσ u
σ
O
∇AkA ,
which uses the trace of ∇AkB, i.e. the expansion, to define a baseline direction-independent
quantity. Just like Dang, Dpar depends on the observer’s 4-velocity via the product pσ u
σ
O,
but not on uµE , i.e. Dpar ≡ Dpar
(
Rµναβ , u
µ
O
)
. The main problem with this definition of
cosmological distance is the difficulty of a measurement.
Firstly, the measurement must be done along at least two different baselines in order
to determine the effect along two orthogonal directions and obtain the value of the ∇AkA.
Secondly, one should in principle conduct the measurements at the ends of each baseline
simultaneously (as noted in the UµO frame) in order to get rid of the second term in (4.5).
Indeed, for a baseline lying on the perpendicular plane through O we have zr = 0 and for
a measurement simultaneous with O we have τ = 0, so the apparent position difference
∆rA depends only on the position along the baseline zA. But this means that we need to
compare measurements at two points of spacelike separation, which is very difficult in the
cosmological setting. Obviously, missions like Gaia can only make measurements along a
timelike worldline and, as was noted in [4], the observed parallax may be different because
the second term will contribute as well.
If we assume a large time scale difference between the two effects, we may approximate
the second term as linear in τ and try to separate it out from the total signal. On the other
hand, in an FLRW model in which both emitter and observer follow the Hubble flow, this
secular term vanishes identically and the total effect is just due to the first term. The net
result in this case agrees with [43].
In [45] the authors take a complementary approach and consider the null congruence
focused at the observer’s worldline. Consequently the position drift formula they arrive at is
composed of a linear expression in uµE multiplied by (1 + z)
−1. It is straightforward to recast
(3.22) in a similar way by algebraic manipulations: we need to define the projection operator
Σµν analogous to (4.3), but with u
µ
O playing the role of u
µ
E :
Σµν = δ
µ
ν −
1
pσ uσO
uµO pν .
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Then it is easy to prove that
∇pXA = 1
1 + z
D(λE)−1AB
(
ΣBν −mB pν
)
uνE . (4.6)
Making a direct comparison would require taking into account the aberration effects and
comparing the resulting expression with the GDE-transported basis from [45]; we skip it for
brevity.
4.3 Numerical applications
The equations derived in this paper form a hierarchy. This structure is very convenient from
the point of view of numerical application, because we may use the previous results to obtain
the new ones, improving this way the computational cost. The correct order of calculations
is the following: given a solution of the Einstein equations and two points E and O connected
by a null geodesics, we first solve the parallel propagation equation for a Sachs frame, the
solve (2.21) in order to obtain the Jacobi matrix and the angular and luminosity distances.
We then solve (3.16) to obtain mA and from these data we can calculate the position drift
(3.26). With this data available we only need to evaluate one integral of the Riemann tensor
to obtain the redshift drift via (3.35). Finally, for the Jacobi matrix drift and the angular
and luminosity distance drifts we need the Xp component of Xµ. We get it by solving the p
component of (3.14). With this data we can solve equations (3.49–3.53) in order to obtain
∇XDAB and the distances drifts.
4.4 Summary
We have presented a new method to obtain the optical drift effects in an arbitrary spacetime.
The method is based on the null geodesic deviation equation and can be considered an
extension of the standard geometric optics formalism in GR to the time derivatives of the
optical observables. In particular, we have provided a new expression for the position drift
δOrA in terms of the 4-velocities of the objects involved and the Jacobi matrix, expressing
this way the relation between the gravitational lensing and the position drift. We have also
derived an expression for the redshift drift as a function of the position drift as well as the
4-accelerations of the observer and the emitter. It can be seen as a non-perturbative identity
the two drifts need to satisfy, analogous to the Etherington’s duality relation. Finally, we
have shown how one can obtain the Jacobi matrix drift and the angular and luminosity
distance drifts using the first derivative of the GDE. We have also discussed the relation of
the formulas presented in this paper to the previous results in the field.
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A Proof of Theorem 3.2
First, we prove equations (3.44–3.46). We begin by differentiating (2.4) with respect to X:
∇X
(
∇p∇pξµ −Rµαβν pα pβ ξν
)
= 0. (A.1)
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In the first term we would like to change the order of covariant differentiation in order to
obtain ∇p∇p (∇Xξµ). We can do it in three steps. We first note that
∇X (∇p∇pξµ) = Xα pβ pγ ∇α∇β∇γξµ + 2∇p(∇αξµ)∇pXα +Rµσαβ ξσ (∇pXα) pβ (A.2)
(obtained using the Leibniz rule for the covariant derivative, switching the order of derivatives
via the Ricci identity and using [X, p] = 0).
Commuting the indices of the third covariant derivative of ξµ with the help of the Ricci
identity leads to
Xα pβ pγ ∇α∇β∇γξµ = Xα pβ pγ
(∇β∇γ∇αξµ + (∇βRµσαγ) ξσ
+Rµσαγ ∇βξσ +Rµσαβ∇γξσ −Rσγαβ∇σξµ
)
. (A.3)
Finally, we prove again by direct differentiation that
Xα pβ pγ ∇β∇γ∇αξµ = ∇p∇p (∇Xξµ)− 2∇p (∇σξµ)∇pXσ −∇p∇pXσ∇σξµ. (A.4)
Putting the equations above together we note that the last term of (A.3) and the last term
of (A.4) cancel out because by assumptions Xµ drags geodesics into geodesics, so it needs
to satisfy the GDE. Similarly, the second term of (A.2) and the second term of (A.4) cancel
each other out, therefore
∇X (∇p∇pξµ) = ∇p∇p (∇Xξµ) +Rµσαβξσ∇pXα pβ (A.5)
+Xα pβ pγ
(
(∇βRµσαγ) ξσ + 2Rµσα(γ ∇β)ξσ
)
.
We have thus obtained the desired expression for the derivative of the first term in
brackets in equation (A.1). It remains now to differentiate the second term and collect all
the terms. It turns out that we obtain (3.44) with N µν given by equation (3.46), but Mµν
has the form of
Mµν = Xα pβ pγ
(
∇αRµβγν −∇βRµναγ
)
+(∇pXα) pβ Rµαβν + pα (∇pXβ)Rµαβν −∇pXα pβ Rµναβ .
This can be simplified by applying the cyclic identity for the Riemann tensor
Rµναβ +Rµαβν +Rµβνα = 0
to the last two terms, which leads to (3.45) after small manipulations.
Now we turn to the initial data equations (3.47–3.48). Differentiating (3.42) wrt Xµ
we obtain ∇Xξµ = ∇XAµ. We can now apply the definition of the observer’s Fermi–Walker
derivative (3.25) at the observation point O and obtain (3.47).
The second initial data equation requires one step more. We begin again by differ-
entiating (3.43) wrt Xµ to obtain ∇X(∇pξµ) = ∇XBµ. Using the Ricci identity and the
commutation of Xµ and pµ we obtain
∇p (∇Xξµ) = ∇XBµ +Rµναβ ξν pαXβ.
The final step involves again applying the definition of the Fermi–Walker derivative to the
∇XBµ term to obtain (3.48).
– 35 –
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