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Abstract-A number of questions and results concerning RungeKutta and general linear meth- 
ods are surveyed. These include order conditions and order bounds for Runge-Kutta methods, the 
A-stability of implicit Rung+Kutta methods based on Gaussian quadrature and transformation meth- 
ods of implementation which lead to singly-implicit methods. The sections dealing with general linear 
methods include a discussion of the order conditions and an algebraic structure for carrying out order 
analyses as well as an introduction to a special function associated with parallel methods for stiff 
problems. 
1. INTRODUCTION 
Numerical methods for initial value problems in ordinary differential equations have had a long 
and rich history dating from the time of Euler. Many questions associated with this field of 
numerical mathematics are far from settled and the vigorous activity that has characterized the 
subject will undoubtedly continue for many years. 
This survey is to some extent a personal view of some of the developments over the last thirty 
years. The details emphasized are chosen not only for their practical importance and not only 
for their theoretical importance, but simply because they suit the tastes of this author. Some of 
the items that will be discussed seem to have a hope of leading to better algorithms for practical 
differential equation solving. Others are chosen because they involve interesting mathematics- 
moreover, mathematics that provides a way of looking at some practical questions in a particular 
insightful way. 
The two main themes of this survey are Runge-Kutta methods and what are now called General 
Linear methods. In each case, the significant computational feature is the use of many stages 
to update the result found in a solution step. This is in contrast to linear multistep methods, 
such as the AdamsBashforth methods, in which the derivative is evaluated only once in each 
integration step. The difference between Runge-Kutta methods and general linear methods is 
that the former are single-value methods, in the sense that each approximate solution depends 
only on a single result computed at the end of the previous step. This is in contrast to the general 
multivalue nature of general linear methods. 
The way this paper is organized is that the two main classes of methods which are discussed 
are introduced in Sections 2 and 3, respectively. In the later sections, a number of mathematical 
questions arising naturally from the earlier sections are considered. Further details of some of 
the topics discussed here can be found in cited papers or in the author’s monograph [l]. 
Typ=et by AM-W 
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2. RUNGEKUTTA METHODS 
We are considering the numerical solution of an initial value problem of the form 
Y’(Z) = f(YW)Y Y(GO) = Yo- 
The classical Runge-Kutta method, as it is now called, computes the numerical solution after a 
single step by the system of equations 
Yl =yo, Fl = WA 
yz = Yo + $9 F2 = fP’d7 
y3 = YO + ;F2, F3 = W-3), 
Y4=~o++F3, F4 = f(Y4), 
Yl =yo+h +‘I + ;F2 + 5F3 + ;F4 
> 
. 
It is convenient to represent a Runge-Kutta method by an array, such as the following for the 
method described above. 
0 
1 
2 a 4- l 0 5 a 1 0 0 1 d Q f i 
In general, for an s-stage method, the form of this array is 
Cl all a12 . . . as 
CP a21 a22 . . . a2s 
c A 
+ 
= * 
b 
cs aal as2 . , . ass 
h b2 . . . b, 
where cl, ~2,. . . , cs denote positions in the step which the stage values approximate, aij denotes 
the coefficient of hf(Yj) in the formula for Yi, and bj denotes the coefficient of hf(Yj) in the 
formula for the final result yi computed in the step. 
Although only the first step has been described, the procedure for computing the solution at 
each step from the previous one is identical. It is known that, under appropriate differentiability 
conditions, yr differs from the exact solution at 21 by 0(h5). In the terminology of this subject, 
“the order of the method is 4.” In Section 4, we will discuss this question in more detail. Of course, 
the method described above is only one example. We will wish to have criteria for determining 
the order of any Runge-Kutta method. 
Having determined the conditions for order, it is of interest to ask how high this can be for a 
method with s stages (that is, s evaluations of the function f). It turns out that for s = 1,2,3 
and 4, an order p = s is possible. Beyond this value of s, p < s necessarily holds. A simple proof 
of this result for s = 5 is given in Section 5. 
Partly because of this limitation of order, the idea of generalizing the standard type of Runge- 
Kutta method by allowing A, the coefficient matrix, to be a full matrix arises naturally. It turns 
out in this case that methods exist which have order p = 2s for any s. These methods are, 
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in fact, generalizations of Gauss-Legendre quadrature formulas [2] and are examples of implicit 
Runge-Kutta methods. They have many interesting properties and we will prove, in Section 6, 
only one of them. This is, that all methods in this class are A-stable. 
Although this makes these methods ideal from a stability point of view, they are far from 
ideal in terms of computational cost. The cost of solving the nonlinear equations involving 
the sN unknowns consisting of the N components in each of the s stages becomes increasingly 
expensive as s increases and, for this reason, they are usually regarded as impractical. However, 
the use of transformations within the computations lowers this cost considerably, as we will see 
in Section 7. 
Although this gives a more acceptable type of method, it is natural to ask how the abscissas for 
the method should be chosen to make the cost of an s stage method as low as possible, without 
sacrificing stage-order. It is shown in Section 8 that this can be accomplished by selecting these 
abscissas proportional to the zeros of the Laguerre polynomial L,. 
Methods designed in this way have quite acceptable stability and are the basis for the code 
STRIDE [3]. Many suggestions have been made for improving the properties of this code (see 
for example [4]), but there is no definitive numerical evidence of how well they work in practice. 
3. GENERAL LINEAR METHODS 
The idea of combining the essential attributes of linear multistep and Runge-Kutta methods was 
proposed by several authors more or less simultaneously in the 1960s. General linear methods, as 
they are understood in this paper, were first proposed by Butcher [5] as a framework for studying 
this large class of methods in a systematic way. The presentation we will give is in the form used 
in [6] and differs slightly from the original formulation. 
Let s denote the number of stages and T the number of vectors of information passed from step 
to step. The vectors Y and ~(“1 are defined as 
We will write as F(Y) the vector made up from f applied to Yi, Ys, . . . , Y, individually. That is, 
fvl) 
f(Yz) 
F(Y) = . Id . f(K) 
A general linear method is characterized by a partitioned (s + r) x (s + r) matrix C as follows: 
The way this is used to move a vector of approximations forward through one integration step is 
by defining the values of Y and yen) by the equations 
y = (Cl1 8 IN)hF(Y) + (Cl2 @I Ipj)y(n-‘), 
Y(“) = (C21 c3 IN)hLF(Y) + (C2.2 @ &v)y’“-1’. 
It is an easy matter to express any of the standard methods using this formulation. 
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In Section 9, we will review the basic definitions of consistency and stability for these methods 
and note how these are related to convergence of the approximations produced by these methods. 
In this same section, we will also discuss the definition of order of accuracy for these methods. 
This is extremely complicated to use in practice and some simplification is needed. The algebraic 
tools needed for this purpose are discussed in Section 10. In the special case r = 1, that is 
Runge-Kutta methods, the algebraic structure that will be described becomes a group and the 
consequences of this to an understanding of the accuracy of Runge-Kutta methods are quite 
surprising. 
Recent efforts in the area of general linear methods have concentrated on DIMSIMs (Diagonally- 
Implicit Multistage Integration Methods). For these methods, the matrix Cii is assumed to be 
diagonally implicit and the stage order is equal to the order. This will greatly simplify the order 
conditions and also make it a more straightforward matter to implement these methods in a 
variable order manner. In Section 11, we will discuss a special function that arises naturally in 
the study of one of the DIMSIM subclasses that has a relevance to the solution of stiff problems 
in a parallel environment. 
4. ORDER CONDITIONS FOR RUNGEKUTTA METHODS 
The key to finding conditions for a Runge-Kutta method to attain some specific order of accu- 
racy is to expand both the solution to the differential equation and the computed approximation 
by Taylor series [7]. 
Assuming the function f is sufficiently smooth, we can formally differentiate the equation 
Y’(x) = f(y(z)) to find 
Y”(X) = f’(Y(X)) (Y’(X)> = f’(Y(X)) (f(Y(X))) = f’(f)> 
where f = f(y(z)), f’ = f’(y(z)), f” = f”(y(z)), . . . . Furthermore, this process can be repeated 
to find 
y”‘(2) = f”(f, f) + f’ (f’(f)) 
and 
y(4)(2) = f”‘(f,f,f) + 3f" (f,f’(f)) + f’(f”(f,f)) + f’(f’(f’(f))). 
The terms in these expressions rapidly become extremely complicated. However, there is a 
pattern that can be exploited. If operation diagrams are drawn for the various compositions of 
the value of f, the linear operation f’, the bilinear operation f”, etc., it can be seen that the 
expressions for Y’(z), y”(z), Y”‘(z), yc4)( 2 , e ) t c., can all be written in a simple way in terms of 
rooted trees. 
For the case of the (rooted) trees of orders up to 4 (that is, up to 4 vertices), we have the 
operator diagrams and the corresponding terms as shown in Figure 4.1. 
Evaluating these terms for an initial value of Y(X), the Taylor expansion, at least to order 4, is 
readily found. It turns out that the Taylor expansion for the computed solution contains these 
same terms and the name “elementary differential” has been coined for them. 
To define an elementary differential corresponding to an arbitrary tree, all that is needed is the 
association of f(“) with each vertex whose outwards degree is k. If a tree t is formed by adding 
to a collection of trees tl, t2,. . . ,tk, an additional vertex which becomes the new root and with 
further arcs joining the new root to each of the k original roots, we will denote this new tree by 
t= [t1,t2,..., tk]. If the elementary differential for t is denoted by F(t) (y(x)), then 
F(t) (Y(X)) = f(“) (Wi) (Y(X)) 7 fYt21 (Y(d) 7. . . 7 F(h) (Y(X))) * (4.1) 
Since all trees can be built up recursively from the [ ] operation once the trivial one-vertex tree 
is given (we will denote this tree by r), (4.1) gives us a recursive definition of all elementary 
differentials. 
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Figure 4.1. Terms occurring in Taylor expansion up to order 4. 
In the expressions for the higher derivatives of the computed solution, factors appear which are 
characterized by the particular Runge-Kutta method that is used. These coefficients, which again 
have a structural relationship with the corresponding rooted trees, are known as “elementary 
weights.” If a(t) denote the elementary weight corresponding to a tree t, then Q(t) = bTQ(t), 
with Q defined recursively by Q(r) = 1, 9([ti,ts,. . . ,&I) = (AXI’( * (A!P(tz)) *.e+* (A!@(&)), 
where * denotes the component-by-component product. 
It can be shown that the formal Taylor series for the exact solution is given by 
Y(Ql+ h) = Yo + c - a(t) h’wqt)(yrJ), 
tET r(t)! (4.2) 
where a(t) is the number of ways of attaching labels 1,2,. . . , r(t) to the vertices of a tree t 
such that the labels attached to the ends of each arc increase in the outwards direction. The 
corresponding formal Taylor series for the computed result is 
Ybo + h) = yo + c - p(t) hwD(t)F(t)(yo), 
tET r(t)! (4.3) 
where /3(t) is the number of ways of labeling the tree, but without the restriction that labels at 
the ends of any arc are in any particular order. 
It can be shown that 
P(t) = r(t)o(t), 
where y(t) is the product over all vertices of t of the number of vertices in the subtree formed 
using that vertex as the root. Thus, y(t) can be defined recursively by 
Y(T) = 1, 
r([h, t2, * -. 7 &I) = @l, t2, * * * 5 hcl) -Y(hMt2) *. . Y(h)* 
Comparing (4.2) and (4.3) term by term, we see that the two series agree up to terms in hP 
(implying that the Runge-Kutta method has order p) if 
w = +-. 
In Figure 4.2, we present information on the the various functions of t that we have been dis- 
cussing. In particular, Q(t) and r(t) can be read off this table so that the order conditions given 
by (4.4) can be written down. 
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Figure 4.2. Various expressions related to rooted trees. 
5. ATTAINABLE ORDER OF RUNGE-KUTTA METHODS 
The main result discussed in this section is that for s > 4, there does not exist an s stage 
explicit Runge-Kutta method with order s. Even though we will confine the details to the case 
s k 5, it is a simple matter to adapt the proof to the general case [8]. 
THEOREM 5.1. There is no explicit 5 stage Runge-Kutta method with order 5. 
The proof of this result will be given following three preliminary lemmas. 
LEMMA 5.2. Let U and V be 3 x 3 matrices such that 
where the submatrix 
‘wll w12 0 
uv = w21 
[ 1 w22 0 , 0 0 
is nonsingular. Then either the last row of U is the zero vector or the last column of V is the 
zero vector. 
PROOF. Since UV is singular, at least one of U and V is singular. If it is U, let uT be a nonzero 
vector such that uTU = 0. From this it follows that uTUV = 0. From the form assumed for UV, 
it follows that uT is a nonzero multiple of [O,O, 11. Hence, in this case the last row of U is zero. 
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Similarly, if V is singular, let TJ be a nonzero vector such that Vv = 0. It follows in a similar 
way to the first case that v is a nonzero multiple of [O,O, llT and that the last column of V is 
zero. I 
LEMMA 5.3. If a 5 stage explicit Runge-Kutta method with order 5 existed, it would have the 
property that c4 = 1. 
PROOF. Let 
C hai4 c2 
CE Ca2ece - +cij 
i 
e 
Cbiai3c3 C biai4c4 , V = c3 
I _ 
ci Ta3ece - !& , 
E P4 c4 C$ C a4ece - fez 
e 
where @& = &j b&jajk - (l/2) ci b&&(1 - c&), k = 2,3,4, so that the product can be found 
using the order conditions, to be Q ii 0 
uv= & $j 0 . 
[ 1 0 0 0 
From Lemma 5.2, it follows that the last row of U or the last column of V is zero. Hence, either 
(1/2)bsas4(1 -cd) = 0 or (l/2)4 = 0. Since 
1 
bsos4o4sos2c2 = -, 120 
the only possibility is that c4 = 1. I 
LEMMA 5.4. If a 5 stage explicit Runge-Kutta method with order 5 existed, it would have the 
property that q = 1. 
PROOF. The proof is similar to that of Lemma 5.3 except that we now use the matrices 
bz b3 b5 
U= ha km bcic5 1 ’ C biai2 - b2(1 - 4 i C biais - b3(1 - ~3) C bas - bs(l - c5) 
(1 -Cz>Cz (1 :C2)Ci (1 -c,)(Cei2ece - fd) 
V= (l-C3)C3 (l-C3)Ci (l-C3)(Cea3tCl_7jCi) . 
(1 - C5)c5 (1 - c5)ci (1 - c5)( Cea5ece - 4cZ) 1 N&e that the terms in the sums required to form the product UV, using the order conditions 
corresponding to index 4, give zero contribution because of Lemma 5.3. The product UV is again 
found to be 
and as for Lemma 5.3, it follows using Lemma 5.2 that bs(1 - c~)~c; = 0. Because c2 and b5 do 
not vanish, it follows that c5 = 1. I 
PROOF OF THEOREM 5.1. Compute the expression 
. C bi(l - ci)&jaj&c&- 
i,j,k 
This is zero because for all choices of indices, one or more of the factors vanishes. However, by 
the order conditions, the expression is found to equal l/120. I 
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6. A-STABILITY OF GAUSS METHODS 
It is known that, for the implicit Runge-Kutta methods of order 2s, the stability function 
is the diagonal Pade approximation to the exponential function N,(z)/D,(z), where both the 
numerator N, and denominator D, are of degree s and N,(z)/D,(z) - exp(r) = 0(z2”+l). We 
will assume a normalization D, (0) = 1. 
A-stability for these methods is then equivalent to the following statement. 
THEOREM 6.1. Let N, and D, be polynomials of degree n such that Dn(0) = 1 and such that 
N,(Z) - &(,r)exp(z) = 0(z2”+‘). Then for z E Cc-, INn( I IDn(z)l. 
The proof of Theorem 6.1 will be given after a number of preliminary lemmas have been 
established. 
LEMMA 6.2. For each n = 0, 1,2,. . . , there exists a polynomial P, of degree n of the form 
(6-l) 
such that 
P,(z) = 1+ ; + *. . + cxzn, 
p&e-“/2 - P,(-z)eZ/2 = (-l)n-’ (2n)l(;[ + I), .Z2n+1 + C(z2n+3), n = 0, 1,2,. . . (6.2) 
and 
P,(E) = pn-l(Z) + 
12 
4(2n _ 1j(2n _ 3) Pn-2(4, n = ~~3,. . . . (6.3) 
PROOF. The result will be proved by induction. For n = 0 and n = 1, (6.2) is easily verified. 
For n 2 2, the polynomial formed using (6.3) has coefficient of 9 as in (6.1) and satisfies 
P*(z)e=‘2 - P,(-z)eZ/2 = czPn+l + o(zZ”+3). (6.4) 
It remains to prove that C = (-1)“-1n!2/(2n)!(2n + l)!. 
Apply the operator (5 + 1/2)n ($ - 1/2)n+1 to (6.4) and set z = 0 and the value of C 
follows. I 
Because (6.2) implies Pn(z)/P,(-z) = exp(z) + O(z 2n+1), it is seen that Nn(~) and Dn(z) can 
be identified with Pn(z) and P,(--z), respectively. 
LEMMA 6.3. The rational function N,(z)/Dn(z) is given, for z # 0, by 
Nn (2) 2 
- = ’ + -1 + (2/z, 6/z, 10/z,. . . ,2(2n - 1)/z] ’ Dn(4 
where a continued fraction of the form [WI, 202,. . . , wk] is defined recursively by 
[WI = Wl, 
[Wl,W2,...7 Wk] = 
[ 
1 
Wl,WZ,...,Wk-1 + w,, , 1 k 2 2. 
PROOF. Let the sequence of vectors vk = [Xk, YklT, /c = 0, 1, . . . , be defined by 
so that 
Nn(z) =1+ 2 
D&) -1+ X,/Y, * 
BY (6.3), 
vk = 2(2k - 1) 
vk-1 + vk-2, k=2,3,.... 
z 
Furthermore, VO = [l,OIT, VI = [l/z, l] T. Hence, xk/Yk is the continued fraction 
2 6 10 2(2k - 1) 
-9 -7 - 
E I Z ““’ Z 1 
(6.5) 
I and the result follows. 
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LEMMA 6.4. If w1, ~2,. . . , wk E Cc-, then [WI, ~2,. . . , wk] E Cc-. 
PROOF. This follows by induction because wk_1 + l/wr, E Cc-. I 
PROOF OF THEOREM 6.1. Let w = [2/z, 6/z,. . . , 2(2n - 1)/z]. If t E Cc-, then by Lemma 6.4, 
w E C- . Hence, 
~~~=~l+&~=I$+l. I 
A proof which is also applicable to stability functions on the first two subdiagonals of the Pad6 
table for the exponential function is given in [9]. 
7. EFFICIENT IMPLEMENTATION OF 
IMPLICIT RUNGEKUTTA METHODS 
The implementation of implicit Runge-Kutta methods has, at its heart, the solution of the 
nonlinear equation system 
1 = 
Yo 
Yo 1: 310 I + h(A 8 IN) 
f(K) 
f(W 
f(K) 
(7. J) 
This system of sN equations in sN unknowns is usually solved by some variant of the Newton 
method and the cost increases rapidly with s. Since it is usually satisfactory to update the 
Jacobian matrix approximation only after many integration steps, we should consider the costs 
in two parts, namely (i) the cost of performing this Jacobian evaluation and carrying out a matrix 
factorization, and (ii) performing the backsubstitutions, step by step, iteration by iteration and 
stage by stage. The proposal in [lo] is to carry out a transformation as an integral part of all 
these steps. 
Consider a similarity transformation 
A = T-‘AT, (7.2) 
where A is, in some sense, a simpler matrix than A. The original proposal was for A to be the 
Jordan canonical form of A, but a later proposal [4] is for A to be merely lower triangular with 
T required to be upper triangular. For simplicity, we will consider only the case that A has real 
eigenvalues and that ii is the (bidiagonal) Jordan form. Suppose that A has, in total, r distinct 
eigenvalues. In a single Newton iteration it is necessary to solve the linear equation system 
where WI, W2,. . . , W, are the corrections to be subtracted from the stage approximations to 
accomplish a Newton update, 21 = YI -yo, 22 = YZ - yo,...,Z, = Y, - yo and Fl = f(Yl), 
F2 = f(Yz), . . . , F. = f(K). 
To make use of transformations, define 
FI 
F2 
. =(T-l@l~) 
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so that (7.3) transforms to 
(I,@ IN - hA 8 J) [;I=-;-h(A@-W[;]. (7.4) 
It is possible to carry out the matrix factorizations required for the solution of (7.4) in approx- 
imately (2/3)rN3 floating point operations compared with (2/3).s3N3 if (7.3) were to be solved 
directly. Furthermore, the back substitution costs per iteration using (7.4) are approximately 
2sN2 floating point operations compared with 2s2N2. 
The additional costs for the various transformations amount to a small multiple of s2N and 
can be regarded as negligible for large values of N. 
8. SINGLY-IMPLICIT METHODS 
Since implementation costs in Section 7 are lowest when T = 1, we will ask the question: Is it 
possible to achieve this condition without sacrificing a full stage order of s? The answer to this 
question is yes, as the following shows [ll]. 
THEOREM 8.1. Let cl, c2,. . . , cs be real abscissas in a Runge-Kutta method for which the A co- 
efficient matrix satisfies 
k-1 = &jCj k=1,2 ,..., s, i=1,2 )...) s 
j=l 
and such that o(A) = X. Then cl/X, Q/X,. . . , c, /X are the s zeros of the Laguerre polynomial L, . 
PROOF. Denote by c2, c3,. . . , the component-by-component powers of the vector c. By the stage 
order conditions, we have 
Ae = c, 
AC = fc2, 
A,$--’ = ic” 
k . 
It follows that 
Ake = fck, k=O,1,2 ,..., s, 
so that substituting into the Cayley-Hamilton formula for the matrix A, we have 
0 = (A - X1)‘e = &-I)” (L) XkAsmke = k(-l)k& (l) X’C’-~. 
k=O k=O 
Hence, each component of c satisfies the equation 
2(-l)+& (r> (;yk = 0. 
k=O 
That is, L,(z/X) = 0. 
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9. CONSISTENCY, STABILITY AND 
ORDER OF GENERAL LINEAR METHODS 
The well-known necessary and sufficient conditions for convergence of linear multistep methods, 
known as consistency and stability, generalize to general linear methods in an interesting way. 
The matrices Cir, Cm, Czi and Czz, which characterize the method, must satisfy conditions with 
these same names but which do not contain any assumption as to what the information passed 
from step to step is supposed to represent. In the case of linear multistep methods, some of 
the information vectors represent solution values at previously computed steps together with 
weighted derivative values. Of course there is no reason why precisely this type of information 
is used and alternative representations of linear multistep methods, such as Nordsieck vectors, 
are sometimes used in practice. Suppose the information passed from step number n - 1 to the 
following step is given by (n-1) 
r 1 Yl 
yb-‘) = 
yp-l) 
Id ; yp-l) 
then at the end of step number n, the quantities computed are supposed to be the same, to 
within O(h2), but moved on one step. These considerations are the motivation for the following 
definitions. 
DEFINITION 9.1. The general linear method C is preconsistent if there exists a vector u such 
that 
where e= [l,l,...llT. 
Cizu = e, cz2u = u, 
DEFINITION 9.2. The general linear method C is consistent if it is preconsistent with preconsis- 
tency vector u and if a vector v exists such that 
Czie + C2zv = 21 + v. 
For a linear multistep method, the well-known root condition is equivalent to the requirement 
that the difference equation associated with the solution of the trivial scalar differential equation 
y’ = 0 has only bounded solutions. Generalizing this definition to general linear methods, we 
have the following definition. 
DEFINITION 9.3. The general linear method C is stable if 
sup llC&II < 00. 
r&=1,2,... 
Although it is not convenient to include here a proof of the relationship between the definitions 
of consistency and stability and a convergence requirement, it is sufficient to remark that this is 
exactly analogous to what happens for the classical methods. 
Let us now discuss the concept ;f )oryr; of acc;ll;acy (121. Because we have not imposed any 
restriction on what the quantities yin , yzn , . . . , ym , computed at the end of step number n, are 
intended to approximate, we will need to allow considerable generality. Whatever these quantities 
are, they would have to have been computed directly from a given initial value for n = 0. We will 
refer to the method of computing these quantities from ye as the “starting procedure.” We can 
then interpret the accuracy of the general linear method in terms of its ability to approximate in 
a single step the result that would have been produced using the starting procedure but applied 
to y(z0 + h). 
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Let 
S(yoo,h> = 
denote the function for computing the starting values yy), y$@, . . . , y$” for a given stepsize h. 
Let y$l) ~2) 
yy) y$ ‘$J 
y!l) denote the results computed in a single step from the starting values 
. Then the method is “of order p relative to S” if, for i = 1,2,. . . , T, Ilyj’) - 
S&, h)ii 1 ‘O(hP+‘). Using this idea, we can state the following. 
DEFINITION 9.4. A general linear method is of order p if, for some starting procedure S, the 
method is of order p relative to S. 
We illustrate this in Figure 9.1, where E denotes the exact shift operation. 
Figure 9.1. Order of general linear methods. 
The practical application of this result follows from Theorem 9.5. 
THEOREM 9.5. If a general linear method is stable and is of order p relative to a starting 
procedure S, and if y(O) = S(yo), then y tn) = S(y(zo + nh)) + O(hP), where y(z) is the exact 
solution to the underlying initial value problem. 
Even though an approximation to the exact result at x0 + nh is not found directly in this way, 
it can be shown that a “finishing method” F exists which, when composed with S, gives exactly 
the identity function. The value of F(ytn)) gives y(zc + nh) + O(hP). 
Although it is not possible to include a formal proof of Theorem 9.5 in this survey, Figure 9.2 
is presented. This illustrates the growth of error from step to step and the role of the starting 
and finishing methods in the overall computation. 
E E 
Figure 9.2. Error growth in general linear methods. 
Initial Value Problems 13 
10. AN ALGEBRAIC TOOL FOR 
STUDYING ORDER QUESTIONS 
Because general linear methods may have to use various items of inexact data to approximate 
other quantities accurately, considerable care has to be taken to analyze the nature of these inac- 
curacies in detail. The approach taken here is to represent the approximations at various stages 
in a method, as well as the quantities passed from step to step, using elementary differentials. 
What we will do is to regard the various quantities as having been computed by something like 
a Runge-Kutta method, starting from some specific point on the exact solution trajectory. The 
reason the words “something like” are used is that the formula which gives the result computed 
in a step of a Runge-Kutta method contains the term yn_i. We have to allow this term to be 
replaced by, say, bsy,+i, where bs is a numerical constant. If this Runge-Kutta method has 
elementary weights Q(t), for t E T, the set of all rooted trees, then associated with this quantity 
is a mapping from 2?, the set of rooted trees together with the empty tree. In this mapping, the 
empty tree maps to be and any other tree t maps to (a(t). 
It makes sense to combine two Runge-Kutta methods, generalized in this way, by composition 
only if the one which acts first is a genuine Runge-Kutta method in the sense that the empty 
tree maps to 1. The composition of two (generalized) Runge-Kutta methods, under this proviso, 
consists of the operation of the first on an initial value for a given specific stepsize h, followed 
by the second on the result computed by the first. The composition corresponds to a large 
generalized Runge-Kutta method which can in principle be written down. However, when the 
composed method has its corresponding mapping from trees to real numbers written down, this 
can be written directly in terms of the mappings for the original methods. 
To see how to do this, consider, for example, the tree t = [+I]. If cr, p: 5! + W are the mappings 
which represent a Runge-Kutta method and a generalized Runge-Kutta method, respectively, 
then we have Figure 10. 
Figure 10. 
To use this algebraic system to determine the order of a general linear method, relative to a 
given starting procedure, write & for the mapping ? + R corresponding to yz(n-‘I. Also let Q be 
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the corresponding mapping associated with Yi. We will also write E and D for the two special 
mappings, given by 
E(0) = 1, 
E(t) = $7 
D(ra)=O, 
D(7) = 1, 
D(t) = 0, for r(t) > 1. 
Note that E corresponds to the “exact” Runge-Kutta method which moves a solution to a 
differential equation exactly through a distance h and D evaluates the (scaled by h) derivative 
at a particular approximation point. 
The conditions for order p are then 
for all trees of order up to p. 
We present a single and rather surprising example of this definition. This is in the construc- 
tion of a Runge-Kutta method of order 5 relative to a “starting” Runge-Kutta method. Let p 
correspond to the starting method and cy to the method itself. That is, the computation through 
one integration step is equivalent to a multiplication by cr. The order conditions then simplify to 
&I@-’ = E, for all t rees up to order p. To distinguish from the classical order concept, methods 
which satisfy this definition are referred to as having “effective order” p. 
The following trio of methods was derived in [13]. 
0 0 
1 1 1 1 
6 B I 5 
z 0 5i 5 2 0 5 
3 75 9 117 d 3 a a -2 64 is 0 & 
1 -g f -- : 4 g 1 + 0 -- : 2 
19 
144 0 25 2 z T ii Q 0 0;; 
0 
1 
B i 
2 2 
B O I 
s 192 61 -g 192 287
1 -27 19 
28 -i 
_E 36 
a 
& 0 iBiT A 
Each of these is a consistent Runge-Kutta method and the second has effective order 5. The first 
method, used for starting, and the third, used for finishing, not only carry out the perturbations 
corresponding to p and /3-‘, respectively, but also advance the approximation through a single 
integration step. 
Since the method with effective order 5 requires only 5 stages, it is a possible means of over- 
coming the order barrier proved in Section 5. However, this is at the expense of having to begin 
a sequence of integration steps with the starting step (which can be said to have “Butchered” the 
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initial data), with having to carry out a finishing step, and with not being able to change steps 
with quite the simplicity that is possible with methods of a given classical order. 
11. A SPECIAL FUNCTION RELATED TO PARALLEL DIMSIMs 
In a recent paper (141, a new type of general linear method was identified as having a potential 
for practical implementation. One of the subtypes of these so-called DIMSIM methods is intended 
for the parallel solution of stiff problems. For these methods, the stability is determined by the 
requirement that if Re(z) 5 0, then the zeros of the polynomial 
cp(w, ,z) = WN(l - z)N + P1zwJN-l(l - z)N-l + * * * + /3,zQN--n(1 - t)N-n 
_ cyoWN-l(I _ Z)N-l _ (y1ZWN-2(I _ #-2 - . . . - amZ”@‘-m-l(l - Z)N-m-l, 
where N = max(n, m + l), all lie in the unit disc. In this expression, the values of (~0, crl, . . . , a,, 
Pl,P2,~~~,Pnz are chosen so that 
‘p( exp(tz), z) = O(Z~+~+~), 
where t is a real parameter. This condition can be rewritten in the form 
Qo + Ql ( z J> + * 9 * + (Ym ( * exp(tz)(l - z) = exp(tt)(l-2 exp(tz)(l--t J> 
m 
( 
+ O(tm+n+l) 
1 +P1 
z 
exp(tz)(l-2 J> +.**+Aa (exp(t&))n 
so that 
R(Z) = 
cxO+a~Z+~~-+a,Zm 
1+ p,z + . . . + p,zn 
is the (m, n) Pad6 approximation to the function $ defined by the functional equation 
ew(tz)(l - z> = ti exp(tz;(l _ z) ( > . 
There does not seem to be a simple formula for all members of the Pad6 table for this function, 
but at least the top row and first column are known. In fact, they are given by the Taylor series 
$4(Z) = 1 + &)*+‘& L;+, ((lc + 1)t) Zk, 
k=l 
(11.1) 
l/l(z)-’ = 1+ (1 - t)z + &-I)“+’ $L; ((rc - 1)t) Zk, 
k=2 
(11.2) 
where Lk to the usual Laguerre polynomial of degree Ic. The proof of (11.1) and (11.2) will be 
given in a forthcoming paper [15]. 
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