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Abstract
In [1] we studied a mixed-integer set arising from two rows of a sim-
plex tableau. We showed that facets of such a set can be obtained from
lattice point free triangles and quadrilaterals associated with either three
or four variables. In this paper we generalize our findings and show that,
when upper bounds on the non-basic variables are also considered, fur-
ther classes of facets arise that cannot be obtained from triangles and
quadrilaterals. Specifically, when exactly one upper bound on a non-basic
variable is introduced, stronger inequalities that can be derived from pen-
tagons involving up to six variables also appear.
Keywords Mixed Integer Programming, Valid Inequalities, Two Rows,
Lattice-Point-Free Polyhedra
1 Introduction
The mixed-integer set considered in this paper is given by
PI := {(x, s) ∈ Z




j , and sj ≤ uj for j ∈ N},
where N := {1, 2, . . . , n}, f ∈ Q2, rj ∈ Q2 for j ∈ N and uj ∈ R+ ∪ {+∞} for
j ∈ N . We partition N into N = B ∪ U where U is the index set for variables
sj with uj = +∞. The set PLP denotes the LP relaxation of PI and the jth
unit vector in Rn is denoted ej. We call the vectors {rj}j∈N for rays, and we
assume rj 6= 0 for all j ∈ N .
Various attempts have been made to understand the polyhedral structure
of conv(PI). Gomory’s mixed integer cuts [6], mixed integer rounding cuts [10],
lift-and-project cuts and split cuts [3, 4] are all valid for conv(PI). However,
these classes of inequalities do not suffice to describe conv(PI). The reason is
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that all these inequalities can be derived from a one-row relaxation of conv(PI),
and this is not sufficient in order to characterize all valid inequalities for conv(PI)
[4].
The polyhedron conv(PI) was introduced in [1] in the special case when
uj = ∞ for all j ∈ N , and all facets of conv(PI) were characterized geomet-
rically: It was shown that all facets of conv(PI) could be derived from either
one-row relaxations or lattice point free triangles and quadrilaterals associated
with three or four non-basic variables respectively. Cornuéjols and Margot later
characterized exactly which lattice point free triangles and quadrilaterals give
rise to facets of conv(PI) [5]. Cornuéjols and Margot also related conv(PI) to
the corner polyhedron introduced by Gomory [7, 8] by associating a variable
sr with every vector r ∈ Z2, and then imposing finite support on the set of
variables that are positive in a feasible solution. The key result in both papers
[1, 5] is to provide a bijective map between the facets of conv(PI) and certain
two-dimensional lattice point free triangles and quadrilaterals.
In this paper we explore the geometric structure of conv(PI) when upper
bounds are present, i.e., when we have B 6= ∅. It turns out that upper bounds
substantially complicate the structure of conv(PI). In the special case of ex-
actly one upper bound on a non-basic variable, we provide a complete de-
scription of the lattice point free polygons associated with the facet defining
inequalities for conv(PI). Specifically, in this case, we show that a complete
description of conv(PI) is available if pentagons obtained from up to six vari-
ables are considered in addition to triangles and quadrilaterals. Furthermore,
in the obtained inequalities, the coefficient of the bounded variable is strictly
stronger. If we wanted to obtain such an inequality using a standard trian-
gle or quadrilateral, it would contain at least an integer point in its interior.
This case is however interesting, since relaxations of this type can be obtained
from two adjacent bases of the LP relaxation of a mixed integer program. Such
relaxations might therefore be interesting computationally. Specifically, con-
sider two rows of a simplex tableau with basic variables (x1, x2) ∈ Z2 and




2 ) /∈ Z
2, where xB denotes the
value of x in the basic solution associated with the simplex tableau. Choose
any edge in the polyhedron associated with the linear programming relax-
ation that connects the vertex xB with a second vertex xB’, where B and
B′ are adjacent bases. We can now write (xB’1 , x
B’




2 ) + uir
i, where







j denotes the two rows of the simplex tableau
associated with B and i ∈ N . A natural mixed integer programming relax-
ation associated with the pivot along the edge from xB to xB’ is now the set





j , s ≥ 0 and si ≤ ui}.
In the general case when several upper bounds are present, we have not
been able to characterize all lattice point free polygons that arise from facet
defining inequalities for conv(PI). An explicit and geometric construction of
these polygons is an interesting open problem for future research.
The remainder of the paper is organized as follows. In Sect. 2 we give some
basic polyhedral properties of conv(PI). In particular, we derive a general form
of a facet defining inequalities for conv(PI). Representations of integer points
2
x ∈ Z2 in terms of the non-basic variables are considered in Sect. 3. Finally we
characterize the structure of the facets of conv(PI) in Sect. 4, where we show
that pentagons suffice to derive facets for conv(PI) when only one upper bound
is present.
2 Basic polyhedral properties of conv(PI)
We now describe a number of structural properties of conv(PI). Many of these
properties are generalizations of results in [1].
Observation 1 The set conv(PI) has the following properties.
(i) If dim(cone({rj}j∈U )) = 2, then the dimension of conv(PI) is n.
(ii) The extreme rays of conv(PI) are (r
j , ej) for j ∈ U .
(iii) The vertices (x, s) of conv(PI) are such that the number of indices for
which 0 < sj < uj is at most two.
In the following, we study properties of the valid inequalities for conv(PI).
We are interested in non-trivial valid inequalities, i.e., valid inequalities that
are tight for at least a point (x̄, s̄) ∈ PI, and inequalities that are not conic
combinations of the upper and lower bounds.
Lemma 1 Every non-trivial valid inequality for PI can be written as
∑
i∈B−











′′sj ≥ β′′ be a non-trivial valid inequality for conv(PI) and
let (x̄, s̄) ∈ PI be a tight feasible point. From the fact that the vectors (rj , ej)
for j ∈ U are the extreme rays of conv(PI), we conclude that α′′j ≥ 0 for all
j ∈ U (these non-negativity constraints are explicitly part of the inequality set
that defines the polar of conv(PI)).
Define B− := {j ∈ B | α
′′





for j ∈ B−, α′j := α
′′
j for j ∈ N \ B− and β
















j sj ≥ β
′′, and







α′j s̄j ≥ 0, we can therefore not have
β′ < 0. Furthermore, if β′ = 0, then the inequality is a trivial conic combination
of the non-negativity constraints and the upper bounds which contradicts the




obtain the desired form.
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We now interpret Lemma 1 in terms of the following sets that are isomorphic






PI(B−) :={(x, s) ∈ Z
2 × Rn+ :










sj ≤ uj for j ∈ B} (1)
is isomorphic to PI . Indeed, given any (x, s) ∈ PI , the point (x, s′) with s′j = sj
for j ∈ B+∪U and s′j = uj−sj for j ∈ B− is in PI(B−), and this mapping is one-









i∈U αisi ≥ 1 with αi ≥ 0 for i ∈ B ∪ U is valid for PI if






αjsj ≥ 1, (2)
is valid for PI(B−). Since the purpose in the remainder of this paper is to study
the structure of an arbitrary non-trivial facet defining inequality for PI , we may
assume without loss of generality that this inequality is of the form (2). We call
valid inequalities for PI of the form (2) in standard form, and we are interested
in characterizing all non-trivial facet defining inequalities for conv(PI) that are
in standard form. Observe, however, that to obtain all of the valid inequalities
for conv(PI), every set B− ⊆ B must be considered. In other words, every basic
feasible solution of PLP needs to be examined.
We now associate a two-dimensional lattice point free polyhedron with a
valid inequality
∑
j∈N αjsj ≥ 1 for conv(PI) in standard form. This polyhedron
gives a two-dimensional geometric representation of the facets of conv(PI).
Lemma 2 Let
∑
j∈N αjsj ≥ 1 be a valid inequality for conv(PI) that is in
standard form. Consider the following convex polyhedron in R2
Lα = {x ∈ R




The interior of Lα does not contain any integer point.
Proof: If x̄ ∈ interior(Lα), then there exists s̄ ∈ Rn+ such that (x̄, s̄) ∈ PLP and
∑
j∈N αj s̄j < 1. Since
∑
j∈N αjsj ≥ 1 is valid for PI , we can not have that x̄ is
integer.
Example 1: Consider the set
PI = {(x, s) ∈ Z
































se + s1 +
5
3
s2 + 2s3 ≥ 1. (4)
The corresponding set Lα is shown in Fig. 1. As seen from the figure, Lα does
not contain integer points in its interior. Hence (4) is valid for conv(PI).
Note that, conversely, the coefficients αj for j = 1, . . . , 3 can be obtained
from the polygon Lα as follows: αj is the ratio between the length of r
j and
the distance between f and the intersection of {f + λrj : λ ≥ 0} with Lα.
The coefficient αe is obtained by the ratio of the length of r
e and the distance
between f and the intersection of the dotted lines on Fig. 1. We will see in the
last section how to find the coefficients from the geometry in general.














Figure 1: The set Lα for a valid inequality for conv(PI)
The interior of Lα gives a two-dimensional representation of the points x ∈
R2 affected by adding the inequality
∑
j∈N αjsj ≥ 1 to the LP relaxation PLP
of PI. In other words, for any (x, s) ∈ PLP satisfying
∑
j∈N αjsj < 1, we have
x ∈ interior(Lα). Furthermore, for a facet defining inequality
∑
j∈N αjsj ≥ 1 for
conv(PI), there exist n affinely independent points (x





j = 1. The integer points {x
i}i∈N are on the boundary of
Lα, i.e., they belong to the integer set
Xα := {x ∈ Z




We have Xα = Lα ∩ Z2, and Xα 6= ∅ whenever
∑
j∈N αjsj ≥ 1 defines a facet
of conv(PI).
In the remainder of the paper we only consider inequalities for which αj > 0
for all j ∈ U . The reason is the following result.
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Lemma 3 Any facet defining inequality
∑
j∈N αjsj ≥ 1 for conv(PI) of the
form (2) with a zero coefficient on some unbounded variable is a split cut. In
other words, if αj = 0 for some j ∈ U , then there exists (π, π0) ∈ Z2 × Z such
that Lα ⊆ {(x1, x2) : π0 ≤ π1x1 + π2x2 ≤ π0 + 1}.
Lemma 3 was proven in [1] in the case when B = ∅. This proof also applies
when bounded variables are present, so we do not repeat it here. We will only
sketch the main ideas. The key observation is that, if αk = 0 for some k ∈ U ,
then the line {f + µrk : µ ∈ R} is lattice point free and strictly contained in
Lα. Hence r
k and −rk are extreme rays of Lα, and therefore Lα is of the form
{x ∈ R2 : π10 ≤ (π
′)T x ≤ π20} for some π
′ ∈ Z2 and π10 < π
2
0 . Since Lα is lattice
point free, this implies there exists (π, π0) ∈ Z3 such that Lα is contained in
{x ∈ R2 : π0 ≤ πT x ≤ π0 + 1}, which shows that
∑
j∈N αjsj ≥ 1 must be the
split cut derived from (π, π0).
In the following we therefore assume αj > 0 for all j ∈ U . Clearly conv(Xα)
is a convex polygon with only integer vertices, and since Xα ⊆ Lα, conv(Xα)
does not have any integer point in its interior. The following lemma shows that
conv(Xα) can have at most four vertices.
Lemma 4 [2, 9] Let P ⊂ R2 be a convex polygon with integer vertices that has
no integer points in its interior.
(i) P has at most four vertices
(ii) If P has four vertices, then at least two of its four facets are parallel.
(iii) If P is not a triangle with integer points in the interior of all three facets,
then there exist parallel lines πx = π0 and πx = π0 +1, (π, π0) ∈ Z3, such
that P is contained in the corresponding split set, i.e., P ⊆ {x ∈ R2 : π0 ≤
πx ≤ π0 + 1}.
3 Representations of integer points
In order to characterize the geometry of the facet defining inequalities for
conv(PI), we exploit properties of the set of valid inequalities for conv(PI). An
inequality
∑
j∈N αjsj ≥ α0 is facet defining for conv(PI) if and only if (α, α0)
is an extreme ray of the following polyhedral cone
V (PI) = {(α, α0) ∈ R
n+1 : αj ≥ 0, j ∈ U and
∑
j∈N
αjsj ≥ α0, s ∈ S
v}, (5)
where Sv := {s ∈ Rn : ∃x ∈ Z2 s.t. (x, s) is a vertex of conv(PI)}.
The set V (PI), also known as the polar of conv(PI), describes the set of valid
inequalities for conv(PI). Recall that we are only interested in valid inequalities
in standard form, i.e., valid inequalities for conv(PI) of the form
∑
j∈N αjsj ≥ 1,
where αj ≥ 0 for j ∈ N . To understand these inequalities, we investigate




j∈N αjsj ≥ 1 be valid for conv(PI) and in standard form.
Suppose x̄ = f +
∑
j∈N sjr
j with 0 ≤ sj ≤ uj for all j ∈ N .
(a) We call s a representation of x̄.
(b) The representation s of x̄ is tight if
∑
j∈N αjsj = 1.





j∈N αjsj = 1} denotes
the set of tight representations of x̄.
(d) The representation s of x̄ induces a partitioning of N into the sets
S0 := {j ∈ N : sj = 0}, Su := {j ∈ N : sj = uj}, Sstrict := {j ∈ N : 0 <
sj < uj}.
(e) The dimension of s is the dimension of the set span{rj : j ∈ Sstrict}.
Example 1 (continued): Consider again the set (3)
PI = {(x, s) ∈ Z



























and the inequality (4) given by 730se + s1 +
5
3s2 + 2s3 ≥ 1.
The point x̄ = (0, 1) is on the boundary of Lα (see Fig. 1). We have that x̄
can be written in any of the following forms




re+0.6 r1+0.2 r2, (7)
x̄ =f+ re+0.9 r1 +0.1 r3.
The representations s1 = (0, 0.5, 0.3, 0) and s2 = (27 , 0.6, 0.2, 0) give tight
representations of x̄ with respect to inequality (4) whereas the representation
s3 = (1, 0.9, 0, 0.1) does not. The partitionings of N induced by the represen-
tations s2 and s3 are given by the sets S2u = ∅, S
2
strict = {e, 1, 2}, S
2
0 = {3},
S3u = {e}, S
3
strict = {1, 3}, and S
3
0 = {2}.
The following concept will be key in the following.
Definition 2 A subset J ⊆ N has the linear dependence property with respect








The linear dependence property means, geometrically, that the boundary of
Lα follows a straight line through the cone formed by the rays in J .
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Example 1 (continued) Consider again the set (3) and the valid inequality
(4). Observe that r2 = 207 r



















7 αe + α1 since αe =
7
30 , α1 = 1, α2 =
5
3 . Hence {e, 1, 2}
satisfies the linear dependence property wrt. α. Observe that in Fig. 1, the




j∈N αjsj ≥ 1 be a facet defining inequality for conv(PI) in
standard form. Also let s be a tight representation of x ∈ Z2. Then Sstrict
satisfies the linear dependence property wrt. α.






αisi = 1. (8)





0. There exists ǫ > 0 such that we have the following representations of x


























αk(sk − σkǫ) ≥ 1. (10)
Using (8) and (9) we obtain
∑
k∈Sstrict








The linear dependence property can be used to create additional tight repre-
sentations from a given tight representation. Specifically, given a valid inequality
∑
j∈N αjsj ≥ 1 for conv(PI) that is in standard form, if J ⊆ N has the linear
dependence property wrt. α, if {λj}j∈J satisfies
∑
j∈J λjr
j = 0 and if s ∈ Rn+
is a tight representation of some x ∈ Xα that satisfies 0 ≤ sj + λj ≤ uj for
all j ∈ J , then t ∈ Rn+ is also a tight representation of x, where tj := sj for
j ∈ N \ J and tj := sj + λj for j ∈ J . For example, in Fig. 2, the set {1, 2, 3, 4}
satisfies the linear dependence property wrt. α. Any representation of x that










Figure 2: Example of rays that satisfy the linear dependence property
Lemma 6 Let
∑
j∈N αjsj ≥ 1 be a valid inequality for conv(PI) that is in
standard form. Suppose s is a tight representation of x ∈ Z2, and let t be a
representation of x satisfying Su ⊆ Tu and Tstrict ∪ (Tu \ Su) ⊆ Sstrict. Then
(i) t is tight.
(ii) For any β ∈ Rn, if
(a)
∑
j∈N βjsj = 1 and
(b) Sstrict has the linear dependence property wrt. β,
then
∑
j∈N βjtj = 1.









































j . Since Tstrict ∪ (Tu \ Su) ⊆






αjtj . Since s is a tight representation, t is tight as well.
(ii) We need to prove that (a) and (b) imply
∑
j∈N βjtj = 1. From what was















βjtj . From (a) we now conclude
that
∑
j∈N βjtj = 1.
Example 1 (continued) Consider again the set PI from (3) and the valid
inequality (4). We have seen earlier that {e, 1, 2} satisfies the linear dependence
property wrt. α. We also have representations s1 and s2 of x̄ = (0, 1) given by
(6) and (7) that use rays from {e, 1, 2}. Since s1 is tight, it follows from Lemma
6 that s2 is also tight.
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Given an integer point x ∈ Z2 and a tight representation s ∈ Tα(x) of x,
the set Sstrict ∪ Su denotes the relevant rays in this representation of x. An
important question is whether the cone cone{rj : j ∈ Sstrict∪Su} obtained from
these rays cover R2 or not, since this shows whether two or three rays are needed
to describe cone{rj : j ∈ Sstrict ∪ Su}.
Lemma 7 Let
∑
j∈N αjsj ≥ 1 be a facet defining inequality for conv(PI) that
is in standard form. Also let s ∈ Rn be a tight representation of x ∈ Z2. Then
cone{rj : j ∈ Sstrict ∪ Su} 6= R
2.





j = 0. This implies there exists ǫ > 0 such that we
have the following representation of x












However, since αj ≥ 0 and σj > 0 for j ∈ Sstrict ∪ Su, this means αj = 0 for
j ∈ Sstrict ∪ Su, and this contradicts that s is a tight representation of x.
For any x ∈ Z2 and valid inequality
∑
i∈N αisi ≥ 1 for conv(PI) in stan-
dard form, Tα(x) is a polyhedron. If Tα(x) is not full dimensional, there exists
Sαu (x) ⊆ B and S
α
0 (x) ⊆ N s.t. sj = uj and sk = 0 for all s ∈ Tα(x), j ∈ S
α
u (x)
and k ∈ Sα0 (x). Furthermore, Tα(x) has an inner point, i.e., a point s̄ ∈ Tα(x)





i∈N αisi ≥ 1 be valid for conv(PI) and in standard form,















of coordinates on lower bound in all tight representations of x, coordinates be-
tween bounds in some tight representation of x, and coordinates on upper bound
in all tight representations of x respectively.












The coefficients α ∈ Rn in a facet defining inequality
∑
i∈N αisi ≥ 1 for




βjsj = 1 for all x ∈ Xα and s ∈ Tα(x) (12)
It is clear that the system (12) contains many redundant equalities. In





i∈N αisi ≥ 1 be valid for conv(PI) and in standard form.
Suppose {xk}3k=1 ⊂ Z
2 satisfy x3 = λx1+(1−λ)x2, where x1 6= x2 and λ ∈]0, 1[.
If there exists a tight 2D representation (see Definition 1.(e)) of either x1 or
x2, then the following equalities in variables β
∑
j∈N
βjsj = 1 for all s ∈ Tα(x
3) (13)
are implied by the following equalities in variables β
∑
j∈N
βjsj = 1 for all s ∈ Tα(x
1) ∪ Tα(x
2). (14)
Proof: Suppose {xk}3k=1 ⊂ Z
2 satisfy x3 = λx1 + (1 − λ)x2, where x1 6= x2
and λ ∈]0, 1[. Let β̄ ∈ Rn satisfy (14), and let t̄ ∈ Tα(x3) be an arbitrary tight
representation of x3. We will show that
∑
j∈N β̄j t̄j = 1.
Let s∗ and t∗ be tight representations of x1 and x2 that satisfy (11) for x1









In other words, the representation s̄ of x3 only has a coordinate which is on
lower bound (on upper bound) if all representations of x1 and x2 are on lower
bound (on upper bound) on this coordinate.
To finish the proof we show that the representations s̄ and t̄ of x3 satisfy
(i) S̄strict satisfies the linear dependence property wrt. β̄ .
(ii) S̄u ⊆ T̄u and
(iii) T̄strict ∪ (T̄u \ S̄u) ⊆ S̄strict
Lemma 6.(ii) then shows
∑
j∈N β̄j t̄j = 1 which proves the lemma.
By assumption either x1 or x2 have a tight 2D representation. Without loss
of generality suppose x1 has a tight 2D representation. Let s1 be a tight 2D
representation of x1, and let s2 be an arbitrary tight representation of x2









Define the tight representation z̄ := λ2 s
1 + 1−λ2 s
2 + 12 t̄ of x
3. Observe that, if
j ∈ S̄0, then (15) shows sj = 0 for every representation s ∈ Tα(x1) ∪ Tα(x2),
and therefore s1j = s
2





Since s1 is a 2D representation of x1, there exists linearly independent vectors




R such that rj = σjl1r
l1 + σjl2r
l2 . We can now prove (i)-(iii).
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j = 0. Since s̄ = λs∗ + (1 − λ)t∗ with
s∗ ∈ Tα(x
1) and t∗ ∈ Tα(x









j = 1. Now partition the set {j ∈ S̄strict : λ
′
j 6= 0} into the sets
S+ := {j ∈ S̄strict : λ′j > 0, s
∗
j < uj}, S
− := {j ∈ S̄strict : λ′j < 0, s
∗
j > 0},
T + := {j ∈ S̄strict : λ′j > 0, j /∈ S
+} and T− := {j ∈ S̄strict : λ′j < 0, j /∈ S
−}.





















j are tight representations of x1 and x2




















(ii) Suppose, for a contradiction, that j̄ ∈ S̄u and j̄ /∈ T̄u. Since j̄ ∈ S̄u,
(15) shows sj̄ = uj̄ for all tight representations s ∈ Tα(x
1) ∪ Tα(x2) of x1 and
x2. Hence j̄ ∈ S1u ∩ S
2
u, and therefore j̄ /∈ T̄u implies j̄ ∈ Z̄strict. We have
j̄ 6= l1 and j̄ 6= l2 since j̄ /∈ S1strict and l1, l2 ∈ S
1
strict. Furthermore, since
{l1, l2, j̄} ⊆ Z̄strict, {l1, l2, j̄} satisfies the linear dependence property wrt. α.








is a tight representation of x1. However, this contradicts that sj̄ = uj̄ for all
tight representations s of x1.
(iii) Observe that (ii) implies T̄strict ∩ S̄u = ∅ : If j̄ ∈ S̄u, then (ii) implies
j̄ ∈ T̄u, and therefore j̄ /∈ T̄strict. Hence, to show (iii), it suffices to show
T̄u ∪ T̄strict ⊆ S̄u ∪ S̄strict. Suppose for a contradiction that j̄ ∈ T̄u ∪ T̄strict and
j̄ ∈ S̄0. Since j̄ ∈ S̄0, (15) shows that sj̄ = 0 for every tight representation
s ∈ Tα(x1) ∪ Tα(x2) of x1 and x2. We therefore have s1j̄ = s
2
j̄
= 0. Since j̄ ∈
T̄u∪ T̄strict, this implies j̄ ∈ Z̄strict. Furthermore we have j̄ 6= l1 and j̄ 6= l2 since
j̄ /∈ S1strict and l1, l2 ∈ S
1
strict. Since {l1, l2, j̄} ⊆ Z̄strict, Lemma 5 shows {l1, l2, j̄}
satisfies the linear dependence property wrt. α. Hence there exists ǫ > 0 such





i+ ǫ(rj̄ − σj̄l1r
l1 − σj̄l2r
l2 ) is a tight representation of x1.
However, this contradicts that sj̄ = 0 for all tight representations s of x
1.
We now identify “important rays”.
Definition 4 Given xi ∈ Xα ∩ Z2, define









Observe that Lemma 7 implies that the cardinality of these two sets is at most
2. Using this notation, we now reformulate system (12) as follows.
Lemma 9 Let
∑
i∈N αisi ≥ 1 be valid for conv(PI) and in standard form,
let x̄ ∈ Z2, and suppose x̄ has a tight 2D representation. Also, given j ∈
Sα
strict







Finally, given j ∈ Sα
strict







k. The two linear systems in unknowns β
∑
k∈N








σjkβk for all j ∈ (S
α
strict




σjkβk for all j ∈ (S
α
strict(x̄) ∩ B) \ I(x̄) (19)
have the same solution set.
Proof: We call the solution sets of (16) and (17)-(19) for X1 and X2 respectively.
Let t̄ be the representation of x̄ that satisfies (11).
We first prove X1 ⊆ X2. Therefore suppose β ∈ X1. We prove that (18)
holds. The proof for (19) is similar. Consider l ∈ (Sαstrict(x̄) ∩ U) \ I
U (x̄).
Observe that, since IU (x̄) ⊆ Sαstrict(x̄), we have I
U (x̄)∪{l} ⊆ T̄strict and therefore
Lemma 5 shows that IU (x̄) ∪ {l} satisfies the linear dependence property wrt.









IU (x̄) ∪ {l} satisfies the linear dependence property wrt. α, there exists ǫ > 0
s.t. the representation x̄ = f +
∑
j∈N t̄jr





i) of x̄ is tight.
Since there is an equality of (16) for every tight representation of x̄, we have
∑




i) = 1. Therefore, since
∑





i = 0 which shows β ∈ X2.
We now prove that X2 ⊆ X1. Let β ∈ X2 and w̄ ∈ Tα(x̄) be arbitrary. We
must prove
∑
l∈N βlw̄l = 1. Define
Xu := T̄u ∩ W̄u, Y := (T̄u \ X
u) ∪ T̄strict Z := (W̄u \ X
u) ∪ W̄strict.
Observe that Xu and Y form a partitioning of T̄strict ∪ T̄u, and that Xu and Z




and w̄ ∈ Tα(x̄), we have Xu = T̄u and Y = T̄strict. We may write


















Both t̄ and w̄ are tight representations of x̄ wrt.
∑
i∈N αisi ≥ 1. Therefore, since
Sαstrict(x̄) consists of those coordinates that are between bounds in some tight
representation of x̄ wrt.
∑
i∈N αisi ≥ 1, we have T̄strict ∪ W̄strict ⊆ S
α
strict(x̄).
Also, for l ∈ W̄u \ Xu, we have 0 < t̄l < ul and w̄l = ul, and therefore the
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tight representation 12 t̄ +
1




2 w̄l < ul. It follows that
W̄u \ Xu ⊆ Sαstrict(x̄), and therefore Z ⊆ S
α
strict(x̄). Assume that I(x̄) = I
U (x̄)




σliβi l ∈ (Y ∪ Z) \ I
U (x̄). (22)
For i ∈ IU (x̄), define
t̄iY := t̄i +
∑
l∈Y \IU (x̄)
σli t̄l and w̄
i





















i)(= 0) to the right-hand-side of
(21), we obtain


























element of cone({ri}i∈IU (x̄)). Since the non-negative numbers involved in this
expression are unique, we have t̄iY = w̄
i
Z for i ∈ I
U (x̄) ∩ Z and t̄iY = w̄
i
Z − w̄i









































































The next step is to consider possible interactions between the sets IU (xi)




j∈N αjsj ≥ 1 be facet defining for conv(PI) and in stan-








σji βi for all j ∈ (S
α
strict
(x2) ∩ B) \ I(x2),




σji βi for all j ∈ (S
α
strict(x
1) ∩ B) \ I(x1).
If (Sα
strict
(x2) ∩ U) ⊆ (Sα
strict




σji βi for all j ∈ (S
α
strict(x
2) ∩ U) \ IU (x2),




σji βi for all j ∈ (S
α
strict(x
1) ∩ U) \ IU (x1).
Lemma 10 Let
∑
j∈N αjsj ≥ 1 be facet defining for conv(PI) and in standard
form. If j ∈ U satisfies j ∈ Sα
strict
(x1) \ IU (x1), then j /∈ IU (x2).
Proof: Assume, for a contradiction, that j ∈ U , j ∈ Sαstrict(x
1) \ IU (x1) and
j ∈ IU (x2). Let s∗ be a tight representation of x2 satisfying (11), and let
k, l ∈ IU (x1), which by definition means k, l ∈ U . Lemma 5 implies that there
exist σk, σl ≥ 0 satisfying rj = σkrk + σlrl and αj = σkrk + σlαl. Hence





i + ǫ(−rj + σkr
k + σlr
l) is a
valid and tight representation of x2. This implies k, l ∈ Sαstrict(x
2), which is a
contradiction since j ∈ IU (x2) and rj ∈ cone{rk, rl}.
We can now prove the main result of this section, namely that for a facet
∑
j∈N αjsj ≥ 1 of conv(PI) in standard form, α is the unique solution of a
system consisting of one equation expressing the tightness of each vertex of
conv(Xα), at most one linear dependence property for each unbounded ray and
possibly some linear dependence properties for bounded rays.
Theorem 1 Consider the set (5). Let Xv denote the set of vertices of conv(Xα).
If α is an extreme point of (5), then α is the unique solution to the following











σkj βk for all x ∈ Xα and j ∈ (S
α




σkj βk for all x ∈ Xα and j ∈ (S
α
strict(x) ∩ U) \ I
U (x), (27)
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where sx ∈ Tα(x) satisfies sxi > 0 for all i ∈ I
U (x) and sxj = 0 for all j ∈
U \ IU (x). Furthermore, the system (25)-(26) is also uniquely solvable.
Proof: Consider the set (5). An extreme point satisfies a subset of the inequal-
ities with equality. These we call the tightness equalities. Using Lemma 8,
we know that we only need to consider equations corresponding to vertices of
conv(Xα) - except for possibly points x
3 ∈ Xα that are true convex combina-
tions of vertices x1 and x2 of conv(Xα) that do not have 2D representations.
We will deal with the latter case later in the proof. Then using Lemma 9, we
can write the system of tightness equations equivalently as a system consisting
of one tightness equation (25) per vertex x of conv(Xα), and equations of type
(26)-(27). Observe that, s̄xi may be nonzero for i ∈ U \ I
U (x). However we










i αk) that satisfies s
x
i = 0 for i ∈ U \ I
U (x).
We now classify the unbounded rays in two sets. Let
U1 := {i ∈ U | there exists a vertex x of conv(Xα) with i ∈ I
U (x)},




In Lemma 10 we have proved that U1 ∩ U2 = ∅. Observe that if i ∈ U2, then
βi only appears once in the equations (27). Deleting these equalities from (27)
therefore leaves a system that remains uniquely solvable.
It remains to check the case when there exist x1, x2, x3 ∈ Xα and λ ∈]0, 1[
such that x3 = λx1 +(1−λ)x2 and neither x1 nor x2 admit a 2D representation.
This implies that x1 and x2 admit exactly one tight representation, say Tα(x
1) =











u, the equation derived from the tightness
of the representation s3 is a convex combination of those obtained from s1 and









u) = ∅ with |J | ≥ 1. Now consider the tight representation
t3 := λ2 s
1 + 1−λ2 s
2 + 12s
3 of x3. Let K ⊆ N denote those coordinates of s1, s2





for i 6∈ K. Observe that s1 and s2 must differ on at least two coordinates, since








i 6= 1. Furthermore,
since |J | ≥ 1, we have |K| ≥ 3. Also note that K ⊆ T 3strict, and therefore
K satisfies the linear dependence property wrt. α. We now consider τ :=
s3 − λs1 − (1 − λ)s2 which satisfies 0 =
∑
j∈K τjr
j . Observe that the equation
0 =
∑
j∈K τjβj must be a linear combination of equations of type (26)-(27). It




jβj = 1 is the linear combination of equations









4 A characterization of the facets of conv(PI)
In this section we focus on the set Lα. We assume αj > 0 for all j ∈ U . Due
to the direct correspondence between the set Lα and a facet defining inequality
16
∑
j∈N αjsj ≥ 1 for conv(PI) in standard form, this gives a characterization of
the facets of conv(PI). We first provide some general results on the structure
of Lα in Sect. 4.1. We then review the main results in [1] in the case where
B = ∅ in Sect. 4.2. Finally, in Sect. 4.3, we characterize Lα when exactly one
upper bound is present, i.e., when |B| = 1. The presence of an upper bound
might seem to be only a minor extension. However, as we will demonstrate
later, the addition of an upper bound on a variable substantially complicates
the geometry of Lα. Indeed, whereas Lα is either a triangle or a quadrilateral
when no upper bounds are present, Lα can also be a pentagon when an upper
bound on a variable is present. The following theorem was proved in [1].
Theorem 2 Suppose B = ∅. Let
∑
j∈N αjsj ≥ 1 be a facet defining inequality
for conv(PI) that satisfies αj > 0 for all j ∈ N . Then Lα is a polygon with at
most four vertices.
Theorem 2 shows that there exists a set S ⊆ N such that |S| ≤ 4 and
∑
j∈S αjsj ≥ 1 is facet defining for conv(PI(S)), where
PI(S) := {(x, s) ∈ Z
2 × R
|S|





The main theorem in this section is the following.
Theorem 3 Suppose |B| = 1. Let
∑
j∈N αjsj ≥ 1 be a facet defining inequality
in standard form for conv(PI) that satisfies αj > 0 for all j ∈ U . Then Lα is a
polygon with at most five vertices.
Throughout this section we assume that no two rays point in the same
direction.
4.1 General geometric statements about L
α
The set Lα is the projection of a polyhedron onto the 2-dimensional plane. It
is therefore a polygon. First we characterize all points that are candidates for
being vertices of the polygon.
Assumption 1 All upper bounds uj for j ∈ B are equal to one, i.e., we have
uj = 1 for all j ∈ B.
Lemma 11 Let
∑
j∈N αjsj ≥ 1 be facet defining for conv(PI) and in standard














rk, where I ⊆ B and k ∈ N \ I. (29)
Furthermore, if conei∈Ur
i = R2, then all vertices of Lα are of the form (29).
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Proof: By definition Lα is the projection of the polyhedron




onto the space of the x variables. From LP theory, every vertex of Lα is the
projection of a vertex of Lsα. Let (x̄, s̄) be a vertex of L
s
α. We first distinguish
two cases based on whether
∑n
j=1 αj s̄j ≤ 1 is at equality or not.
Case 1
∑n
j=1 αj s̄j < 1.
If there exists j ∈ B such that 0 < s̄j < uj, then there exists ǫ > 0 such that
(x̄− ǫrj , s̄− ǫej), (x̄ + ǫrj , s̄+ ǫej) ∈ Lsα, which proves that (x̄, s̄) is not a vertex
of Lsα, and therefore x̄ is not a vertex of Lα. Hence it follows that, in this case,
every vertex of Lsα must be of the form (28).
Case 2
∑n
j=1 αj s̄j = 1.
A vertex v of Lsα is determined by setting n linearly independent inequalities
from the description of Lsα to equality. A vertex of L
s
α is therefore determined
by n − 1 lower and upper bound constraints and the equality
∑
j∈N αjsj = 1.
Finally, if conei∈Ur




i3 = 0, with σik ≥ 0 for k = 1, 2, 3. We claim that this implies that
Case 1 cannot occur. Indeed, consider (x̄, s̄) ∈ Lsα with
∑n
j=1 αj s̄j < 1. Then
there exists ǫ > 0 such that (x̄ + ǫσik r
ik , s̄ + ǫσikeik) ∈ L
s
α for k = 1, 2, 3, which
shows that (x̄, s̄) is a convex combination of points in Lsα.
In the following we assume conei∈Ur
i = R2 in order to reduce the number
of cases to consider. We therefore only consider vertices of Lα of the form
(29). We next prove that, for vertices of Lα of the form (29) generated from
an unbounded ray rk with k ∈ U , we only need to considerk ∈ IU (x) for some
vertex x of conv(Xα).
Lemma 12 Let
∑
j∈N αjsj ≥ 1 be facet defining for conv(PI) and in standard
form. Assume αj > 0 for j ∈ U . Let I ⊆ B satisfy 0 ≤
∑
i∈I αi < 1, and let
{j, k, l} ⊆ N be such that k, l ∈ U and rj ∈ cone{rk, rl}. If {j, k, l} satisfies








rj is not a
vertex of Lα.
Proof: From linear dependence property there exist σk, σl ≥ 0 such that rj =
σkr
k + σlr












































which proves that it is the convex combination of two points of Lα.
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Lemma 12 shows that rays rk with k ∈ U that are in cone{ri, rj} where
i, j ∈ U , and with {i, j, k} satisfying the linear dependence property wrt. α, do
not generate vertices of Lα of the form (29). From this lemma we conclude that
it is enough to consider unbounded rays involved in maximal representations
(rays in some IU (x)) and the bounded rays to construct the vertices of Lα.
Note that this corresponds to the indices appearing in the simplified polar (25)-
(26) in Theorem 1.
4.2 The unbounded case
In the unbounded case, there is no linear dependence property (26) involving a
bounded ray, and therefore the simplified polar only consists of (25), and this
gives the same number of equations as the number of integer points with at
least one tight representation. We conclude that the simplified polar, which is
uniquely solvable, contains either three rows and three rays or four rows and four
rays. The vertices of Lα are given by f+
1
αi
ri as stated by Lemma 11. This leads
to either a triangle or a quadrilateral. We can therefore obtain the coefficients
of a facet from the polygon Lα. In the unbounded case, it is explicitly given
by the ratio of the norm of a ray i divided by the distance to which the ray i
intersects Lα. See [1] for more details on the geometry of the unbounded case.
4.3 The one edge case
In the remainder of this section, we consider the case when B = {e}, and we call
the only bounded ray re for the edge. The situation is slightly different in this
case. There is still one maximal tight representation (25) for each integer point,
and some linear dependence equations (27) (that we discard as in Theorem 1)
and (26) (that we keep).
The difference comes from the fact that the edge may occur in several distinct
linear dependencies (26). This number is however limited by two as we will prove
in the following lemmas.
Lemma 13 Let
∑
i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard




(y) ⊇ {i, e} with





Proof: We only prove Sαstrict(x) ⊆ S
α
strict(y). The proof of the other inclusion
is symmetric. Let j ∈ Sαstrict(x). Hence {i, j, e} satisfies the linear dependence




e = 0 and σiαi + σjαj + σeαe = 0. Let t
∗ ∈ Tα(y) denote a
representation of y that satisfies (11). We have {i, e} ⊆ T ∗strict. We therefore
have t∗ + ǫ(σiei+ σjej +σeee) ∈ Tα(y) for ǫ > 0 small enough, where ei, ej and
ee are unit vectors. This implies j ∈ Sαstrict(y).
The previous lemma implies that if e is involved in two linear dependence
properties, then the vectors must be different. Furthermore, if e is involved in
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two linear dependence properties, then it cannot belong to the corresponding
cones as the next lemma shows.
Lemma 14 Let
∑
i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard




(y) = {e}. Then re /∈
cone{rj : j ∈ Sα
strict
(x) \ {e}} and re /∈ cone{rj : j ∈ Sα
strict
(y) \ {e}}.
Proof: Assume for a contradiction that re ∈ cone{rj : j ∈ Sαstrict(x) \ {e}}.




αe = σkαk + σlαl. Let t
∗ ∈ Tα(y) satisfy 0 < t∗e < 1. We have t
∗ + ǫ(−ee +
σkek + σlel) ∈ Tα(y) for ǫ > 0 small enough, where ee, ek and el are unit
vectors. We conclude that k, l ∈ Sαstrict(y) which is a contradiction with the
hypothesis that Sαstrict(x) ∩ S
α
strict(y) = {e}.




i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard
form. Consider x1, x2, x3 ∈ Z2 such that S∗strict(x
i, α) ∩ S∗strict(x
j , α) ⊇ {e} for
all pairs {i, j} ⊂ {1, 2, 3}. Then there exists at least one pair {i, j} ⊂ {1, 2, 3}





Proof: From Lemma 13, we know that if Sαstrict(x
i)∩ Sαstrict(x
j) ) {e} for some
i 6= j, then Sαstrict(x
i) = Sαstrict(x
j). In this case the result therefore follows.
We may therefore assume Sαstrict(x
i)∩ Sαstrict(x
j) = {e} for all {i, j} ⊂
{1, 2, 3}. Lemma 7 and Lemma 14 imply −re, re /∈ cone{rk : k ∈ Sαstrict(x
i)}
for i = 1, 2, 3. Therefore the line span{e} separates R2 in two halfspaces such
that there exists two indices {p, q} ⊂ {1, 2, 3} with cone{rj : j ∈ Sαstrict(x
p)}
and cone{rj : j ∈ Sαstrict(x
q)} belonging to the same halfspace. We claim
Sαstrict(x
p) = Sαstrict(x
q). Since they belong to the same halfspace, we can
write cone{rj : j ∈ Sαstrict(x
p) ∪ Sαstrict(x
q) ∪ {e}} = cone{re, ri} with wlog
i ∈ Sαstrict(x
p). We claim that also i ∈ Sαstrict(x
q), which implies {i, e} ⊆
Sαstrict(x
p)∩ Sαstrict(x
q), and therefore Lemma 13 shows Sαstrict(x
p) = Sαstrict(x
q).
Let t∗ ∈ Tα(xq) and v∗ ∈ Tα(xp) be tight representations of xq and xp
respectively that satisfy (11). For any j ∈ Sαstrict(x
p) ∪ Sαstrict(x
q), there exists
σi, σe ≥ 0 such that rj = σiri + σere. Now, there exist δ, ǫ > 0 such that t∗ +
ǫ(−ej +σiei +σeee) is a valid representation of xq and v∗+δ(ej −σiei−σeee) is






















+ δ(αj−σiαi−σeαe) ≥ 1 from which we
conclude αj ≥ σiαi +σeαe. Therefore αj = σiαi +σeαe from which we conclude




i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard
form. If {e, 1, 2} and {e, 3, 4} satsify the linear dependence property wrt. α and
cone{re, r1, r2, r3, r4} 6= R2, then {e, 1, 2, 3, 4} satisifes the linear dependence
property wrt. α.
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Proof: The proof is identical to the second part of the proof of Lemma 15.




edge is present, each ray ri involved in maximal representations gives rise to
two potential vertices f + 1
αi
ri and f + re + 1−αe
αi
ri. Observe that if αe > 1,
each ray gives rise to one potential vertex. This is therefore essentially the same
situation as in the unbounded case. Therefore, in this section, we only consider
facet-defining inequalities in standard form with αi > 0 for all i ∈ U and αe ≤ 1.
We next present results that enable us to rule out some potential vertices of Lα.
Lemma 16 Let
∑
i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard
from. Suppose αi > 0 for all i ∈ U and αe < 1. If re ∈ cone{rj , rk} and {e, j, k}
satisfies the linear dependence property wrt. α, then f + re + 1−αe
αi
ri is not a
vertex of Lα for any i ∈ U .
Proof: There are two cases to analyze. We first prove the lemma for i = j (the
case i = k is similar), and then for i 6= j, k.
(i) We first prove f + re + 1−αe
αj
rj is not a vertex when i = j.
We have re = σjr
j + σkr
k with σj , σk ≥ 0 and αe = σjαj + σkαk by linear
dependence property. Therefore
f + re +
1 − αe
αj
rj = f + σjr
j + σkr
k +
1 − σjαj − σkαk
αj
rj






= (1 − σkαk)(f +
rj
αj




which proves that f +re+ 1−αe
αj
rj is not a vertex of Lα (observe that 0 ≤ σkαk ≤
1 since we assumed αe ≤ 1).
(ii) We next prove f + re + 1−αe
αi





ri = f + σjr
j + σkr
k +






) + (σkαk)(f +
rk
αk




which shows f + re + 1−αe
αi
ri is a convex combination of three points of Lα.
Lemma 17 Let
∑
i∈N αisi ≥ 1 be facet defining for conv(PI) and in standard
form. Suppose αi > 0 for all i ∈ U and αe < 1, and let j, k be such that
rk ∈ cone{rj , re}. Then
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(i) If {e, j, k} satisfies the linear dependence property wrt. α, then f + re +
1−αe
αj
rj and f + 1
αk






(ii) If {e, j, k} does not satisfy the linear dependence property wrt. α, then
either f + re + 1−αe
αj
rj or f + 1
αk
rk is not a vertex of Lα.
Proof: (i) We have rk = σjr
j +σer
e with σj , σe ≥ 0 and also αk = σjαj +σeαe.

















Observe that the coefficients in the above combination are in the interval [0, 1].
It can also be verified that
f + re +
1 − αe
αj














The coefficients in the above combination belong to [0, 1] since αe ≤ 1.
(ii) Observe that rk = σjr
j + σer
e and either
αk > σjαj + σeαe or (30)
αk < σjαj + σeαe (31)
In the case of (30), f + 1
αk
rk is not a vertex of Lα. Indeed there exists ǫ > 0
such that ( 1
αk




rk = f + (
1
αk







− ǫ) + αjǫσj + αeǫσe = 1 + ǫ(σjαj + σeαe − αk) < 1.
Therefore f + 1
αk





j∈N αjsj < 1 cannot be a vertex of Lα.
The same kind of argument works for f + re + 1−αe
αj
rj in the case of (31).
We are now able to classify the geometry of all facets occurring in a problem
with one edge. To this end, we distinguish whether or not three or four integer
points have tight representations. We then consider three subcases depending
on the number of occurences of the edge in a linear dependence property.
Three integer points
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(i) The edge is involved in no linear dependence property.
This case is impossible, because then there are three equations (involving
αe) that give a uniquely solvable system. Hence there are at most two rays
remaining. This is a contradiction since they do not span R2.
(ii) The edge is involved in one linear dependence property, e.g. {e, j, k} sat-
isfies the linear dependence property.
Two main cases occur. If re ∈ cone{rj , rk}, then by Lemma 16, all vertices
are of the form f + 1
αi
ri which makes three vertices (see Fig. 3(a) for an
example). If re 6∈ cone{rj , rk}, then f + 1
αj
rj and f + re + 1−αe
αk
rk are
vertices of Lα by Lemma 17(i). The third ray r
i involved in the reduced
polar induces a maximum of two vertices f + 1
αi
ri and f +re + 1−αe
αi
ri. We
therefore have at most four vertices in total (see Fig. 3(b) for an example).
(iii) The edge is involved in two linear dependencies.
From Lemma 13, we know that this implies that four rays are involved in
the maximal tight representations. In total, we therefore have 5 equations
and 4 rays and one edge. Let ri, rj , rk, rl be the four rays involved in
the linear dependence properties. We must have, from Lemma 14, wlog
rj ∈ cone{ri, re} and rl ∈ cone{rk, re}. From Lemma 17(i), there are four
vertices f + 1
αi
ri, f + re + 1−αe
αj
rj , f + 1
αi





(i) The edge is involved in no linear dependence property
We therefore have four equations, one edge and three rays, ri, rj , rk. There
must exist a pair, say i, j, such that rj ∈ cone{ri, re}. By Lemma 17(ii),
we have that either f +re+ 1−αe
αi
ri or f + 1
αj
rj is not a vertex. We therefore
have a maximum of five vertices (see Fig. 4(a)).
(ii) The edge is involved in one linear dependence property.
We therefore have five equations, one edge and four rays. Let {i, j, e}
satisfy the linear dependence property, and rk, rl be the two remaining




Let us assume rj ∈ cone{ri, re}. Then f + 1−αe
αi
ri and f + 1
αj
rj are not
vertices of Lα. If we consider the line λr
e, λ ∈ R, it separates the plane
into two half-planes H1, H2. Let us assume that r
i, rj ∈ H1. At least one
among rk, rl belongs to H2. The other ray, say r
l, is either in H1 or in
H2. If it is in H2, then r
k ∈ cone{rl, re} or rl ∈ cone{rk, re}. In both
cases, it creates at most three more vertices (by Lemma 17(ii)) and yields
five vertices in total (see Fig. 4(b)). If rl ∈ H1, then we have in one
case ri, rj ∈ cone{rl, re} which implies that either f + re + 1−αe
αl
rl is not a
vertex (but makes 5 vertices in total) or f + r
i
αi
is not a vertex (5 vertices in





















(c) 3 points, two lin. dep.
Figure 3: The possible cases with three integer points
(a) 4 points, no lin. dep. (b) 4 points, one lin. dep. (c) 4 points, two lin. dep.
Figure 4: The possible cases with four integer points
(iii) The edge is involved in two linear dependence properties.
We then have six equations and five rays {ri, rj , rk, rl, rm} where {i, j, e}
and {k, l, e} satisfy the linear dependence property. From Lemma 14 and
Corollary 4, we have wlog rj ∈ cone{ri, re} and rl ∈ cone{rk, re}. This
implies four vertices involving i, j, k, l from Lemma 17(i). Now rm is either
on the same side as cone{ri, rj} with respect to re or as cone{rk, rl}.
Following the same reasoning as in the previous case, we also conclude to
a maximum of five vertices (see Fig. 4(c)).
When an edge is present, the vertices of Lα are not necessarily located on
f + λri. They may also be located on f + uer
e + λri. This observation allows
us to determine the coefficients of an inequality from a polygon Lα. For every
ray i such that a vertex of Lα lies on f + λr
i, λ ≥ 0, the coefficient αi can be
obtained as before.
The coefficient αe can be obtained as usual if the edge intersects the polygon
Lα (in this case the bound is irrelevant). If the edge does not intersect Lα, there
exist two sides of the polygon that meet on the line f +λre, λ ≥ 0. This “hidden
vertex” of Lα determines the coefficient αe. It is shown by the intersection of
two dotted lines on Fig. 3 and 4.
Finally, for every ray i such that a vertex of Lα is on f + uer
e + λri, λ ≥ 0,
the coefficient αi is given by (1 − ueαe) multiplied by the ratio of the norm of
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the ray ri divided by λ where f + uer
e + λri is a vertex of Lα.
Some rays do not determine a vertex of Lα. The coefficient of such a ray
i can be obtained by one of the two previous ways. It is essentially obtained
through the maximum of the two previous methods.
4.4 Conclusion
In this paper, we have shown that the presence of finite upper bounds com-
plicates the geometric description of the facet structure of conv(PI). For the
case of one bounded variable, we managed to give a complete description of
the mixed integer hull. We found that for most inequalities that have αe < 1,
stronger inequalities can be obtained than in the unbounded case. Consider,
for example, the inequality shown in Fig. 3 (b). Let us forget for a while that
the variable se is bounded, but suppose that we can still obtain the coefficients
from the geometry of the bounded problem. In that case, the natural polygon
obtained is the large triangle supported by the solid and dotted lines. We see
that this polygon includes the integer point (1, 0) in its interior. This proves
that the inequality could not be obtained from the unbounded relaxation. The
fact that we consider the bound explicitly allows us to strengthen the coefficient
αe.
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