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ABSTRACT 
 Fiducial markers are widely used for ground and air robot localization and 
navigation. The markers provide a tertiary reference for the robot when Global 
Positioning System (GPS) and inertial navigation are unreliable. These markers require a 
camera, software, and low-cost customizable tags to implement on a system. As these 
markers and the process for using them for ground and air systems has been explored 
extensively, very little research has been done on implementing these for underwater 
applications. This thesis investigates the feasibility of actively backlighting the markers 
and using a non-lighted imaging system. Using the BlueROV2—a commercial remotely 
operated vehicle (ROV), the Robot Operating System (ROS), AprilTag fiducial markers, 
and the open-source AprilTag2 detection software, experiments were conducted in air 
and underwater with ambient lighting and without ambient lighting. For the low-light 
tests, the markers were backlit by submersible LED lights. After conducting several tests 
in clear fresh water, the markers were able to be consistently identified out to 4 meters. 
The proposed marker design was then tested in the San Diego Bay as a proof of concept 
and demonstrated that the actively lit marker was detectable in open water with low 
ambient lighting. The experiments provided conclusive evidence that this method of 
using active fiducial markers underwater is not only feasible but can be easily 
implemented and has great potential with future research. 
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Acoustic navigation has been the predominant method for underwater navigation and 
localization since sonar was invented. However, acoustic navigation generally requires 
additional means of localization when underwater vehicles are in close proximity to each 
other or performing precise, high-risk maneuvers. These additional methods could include 
using, divers, a periscope, or low-light underwater cameras with specialized lighting for 
extreme low-light conditions. In the most extreme cases, it may require operating on the 
surface. All of these options place additional constraints in the form of time and resources 
that may not be acceptable or available in certain operating environments. Perhaps the most 
significant drawback of these additional methods is that most are inherently overt, removing 
one of the key military advantages to underwater operations – stealth. The importance of 
saving time and limited resources motivates this research to explore an alternative method of 
precise, close proximity, non-acoustic, underwater navigation and localization. 
Currently, fiducial systems are used for a variety of applications within both the 
ground and aerial robotics communities. These systems are used for robot-to-robot 
localization on ground robots [1], landing quadrotors on moving vehicles [2], and tracking 
quadrotors in a swarm [3]. A few of these applications are discussed in further detail later in 
this thesis; however, parallels of these applications can be drawn to the same difficult tasks 
in the underwater realm. The task of accurately tracking small objects in close proximity is 
a very challenging task with current acoustic sensor technology. In addition, the use of 
acoustics for tracking, communicating, and navigating inundates the underwater 
environment with noise. A myriad of new opportunities for the underwater robotics 
community could be developed by utilizing optics and the same fiducial systems 
implemented in aerial and ground vehicles.  
B. PROBLEM STATEMENT 
This thesis aims to assess the feasibility of an alternative, accurate, and easily 
implemented method for optical, close-quarters navigation or localization. It is hypothesized 
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that an accurate underwater relative position and pose, or orientation, from a fiducial marker 
to the camera can be obtained by using an active fiducial marker (AFM), a monocular 
camera, and computer vision software. An AFM includes a fiducial marker, or tag, and an 
active lighting source to illuminate the marker (i.e., a backlight). The use of backlighting also 
has the potential to decrease the complexity of the underwater imagery problem by reducing 
or eliminating the backscatter component since the light is coming directly from the object 
being imaged. Using AFMs could allow accurate, real-time, localization between several 
unmanned underwater vehicles (UUV) within a swarm or precise UUV docking with another 
underwater vehicle such as a submarine. 
C. CONTRIBUTIONS 
This research is centered on the proposed hypothesis with the hope of offering the 
following three contributions to the underwater robotics community: 
1. Description of three candidate AFM designs. 
2. An open source software package for AFM localization using a 
commercial-off-the-shelf (COTS) submersible remotely operated vehicle 
(ROV). 
3. Assess the feasibility of using AFMs, specifically backlit AprilTag2 
markers, for underwater localization in conditions with low levels of 
ambient light, high light absorption, or backscatter. 
First, using the engineering design process, three designs for AFMs will be presented. 
Each design was fabricated and assessed for feasibility of utilizing as an underwater AFM. 
Secondly, an open source software package was developed to use the camera feed from the 
COTS ROV and the AprilTag2 detection software to output the relative position and pose 
data to a ROS (Robot Operating System) environment. Finally, several experiments were 
conducted using these three chosen designs. The first experiment compared the AFM open-
air performance in both ambient lighting and low-light conditions with the backlighting 
active. These same experiments were then conducted underwater to compare with the open-
air performance and assess the feasibility for underwater application. 
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II. LITERATURE REVIEW 
A. BACKGROUND 
Fiducial systems were initially developed for use in augmented reality (AR) 
environments. These systems are designed for easy recognition by computer vision (CV) 
algorithms, and seek to provide a ground-truth position in relation to the real-time 
environment. Figure 1 shows several variations of these markers, or tags, used today 
including circular tags like those proposed in [4], WhyCon tags [3], the FourierTag [5], 
RUNE-tags [6], irregularly shaped tags like reacTIVision [7], and square tags like 
ArToolkit, ArTag, AprilTag, and ArUco [8,9].These fiducial systems have now been 
adopted by the robotics community for applications in tracking, localization, navigation, 
and object detection.  
 
Figure 1. Various Current Fiducial Markers. Adapted from [3, 5–9]. 
The majority of fiducial markers being used in AR and robotics are square images 
with an encoded image, or payload, within a defined border. Figure 2 shows the different 




Figure 2. Example of an AprilTag. Adapted from [8]. 
The border outlined in Figure 2 helps the detection system quickly find the marker, 
and then the payload is decoded to validate and identify the tag. Newer fiducial systems 
use bit strings as the payload, which are stored in libraries for quick decoding. This thesis 
focuses on the AprilTag2 system because of its ease of implementation and open source 
licensing. Sections 1 through 3 provide a review of current fiducial marker uses in the 
robotics community and a brief look at the challenges of underwater imaging.  
1. Current Applications Using Fiducial Systems 
For ground robots, fiducial systems are a tool for ground-truth localization and 
object detection. Using ArUco markers, Babinec et al. [10], explore application of fiducial 
systems in robotic systems and conclude that these systems can be an effective method of 
robot localization. Research by Ross [11] explores having a mobile robot navigate to an 
ArUco marker while avoiding obstacles using an occupancy grid populated by lidar (Light 
Detection and Ranging).  
Research using fiducial systems with aerial platforms is a growing domain. The 
viability of fiducial systems in aerial platforms can be demonstrated by the proposal of 
using a dynamic fiducial marker for landing a UAV described in [12]. This proof of concept 
is focused on using different size markers to guide a UAV into a precise landing using 
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WhyCon and ArTag fiducials. A second study presents implementation of a similar concept 
using an AprilTag on a moving vehicle [2]. This employment of the AprilTag system 
successfully aided in landing a small quadcopter on a vehicle moving at 50 km/h [2]. 
Further research has been conducted to develop new fiducial systems or adapt existing 
systems to improve performance. One example is seen in [3], Lightbody et al. proposed to 
modify WhyCon markers by replacing the inner ring of the tag with a Necklace Code [13], 
which they call WhyCode. This would effectively combine the identification range and 
speed of the WhyCon system with the capability of encoding a bit string payload. This 
modification would allow for identification magnitudes faster and from further distances 
than most square marker systems.  
2. The AprilTag and AprilTag2 Systems 
In 2011, Edwin Olson from the University of Michigan published a paper in IEEE 
Proceedings that proposed a new open-source fiducial system, AprilTag. Olson stated that 
this new system “improves upon previous systems, incorporating a fast and robust line 
detection system, a stronger digital coding system, and greater robustness to occlusion, 
warping and lens distortion” [14]. He touted that the new system would be developed under 
an open source license and include detailed descriptions of the underlying algorithms. The 
AprilTag system used a “graph-based image segmentation algorithm based on local 
gradients” [14] to identify lines, and then a “quad extraction method that can handle 
significant occlusions” [14]. Olson described in detail how the system improved tag 
encoding that ensured tags could be identified through all rotations and reduced the rate of 
false positives [14]. This research provided compelling evidence of the AprilTag system’s 
superior performance compared to other fiducial systems and was a strong candidate for 
use in this thesis. 
The system is comprised of two parts, a detector and the coding system. In 
summary, the detector is tasked with finding four connected line segments. Figure 3 




Figure 3. AprilTag Detector Processing Steps. Adapted from [14]. 
These line segments enclose a region darker than the area around the segments. If 
the four segments meet these criteria they are identified as a “quad” (quadrilateral) and it 
indicates a tag is possibly present. The quad is then sampled and passed to the coding 
system which decodes the payload and validates the tag [14].  
The coding system uses a modified lexicode to validate the payload. The lexicode 
ensures robustness to rotation and promises a minimum Hamming distance that is set when 
the tag library is created [14]. The system also allows for customized tag generation. The 
user sets parameters for the new tag family, including code word length, tag size, and the 
desired minimum Hamming distance. The AprilTag system also allows the user to change 
different parameters within the detection software. For example, the user can change the 
required minimum Hamming distance computed between the supplied (decoded) payload 
code word and all possible code words within the tag family library. This could help 
identify occluded tags but also increases the probability of false-positive detections. 
John Wang and Edwin Olson published new research in 2016 on an update to the 
AprilTag system, AprilTag2 [8]. This new system is described as, “a completely redesigned 
tag detector that improves robustness and efficiency compared to the AprilTag system” [8]. 
The new system makes changes to the underlying detection algorithms which provide 
increased robustness to both rotated tags and false positives while also increasing the 
detector’s computational efficiency. Figure 4 outlines the workflow of the improved 
AprilTag2 system. The updated system introduces adaptive thresholding as a first step to 
processing the image. From this, edges are then segmented and quads are fit, similar to the 
original system. However, AprilTag2 uses improved segmentation and quad fitting 
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methods. The new system produces far fewer false quad identifications and hence improves 
the overall tag identification time [8]. 
 
Figure 4. AprilTag2 Detector Processing Steps. Source: [8]. 
The new AprilTag2 system was compared to the original AprilTag system in [8] 
and showed significant improvements in detection rate and range. In both the original paper 
by Olson [14] and the new paper [8], two consistently presented metrics showing 
performance studies are tag identification rate and position error. This research’s results 
and analysis will focus on these metrics since they are used throughout the AprilTag system 
literature and several other fiducial system performance studies.  
3. Challenges in Underwater Imagery 
Underwater imagery has been of interest to mankind for ages. Jules Jaffe gives a 
brief history of this peculiar interest in [15] and looks to the future and where the field is 
heading. In his paper, he outlines several issues of underwater imagery and lighting but 
notes that the two most referenced challenges are light absorption and scattering. He 
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explains that light attenuation in water is dependent on the amount of scatter that a photon 
may experience between source and sensor, and the absorption properties of the water [15].  
Figure 5 shows the three main imaging components for an underwater image. Jaffe 
explains these three components as, “1) a backscatter or volume scatter component of light 
that has not interacted with the target; 2) a ‘direct’ component of light reflected from the 
target that has not been scattered on its way back to a camera; and 3) a ‘blur’ component 
that consists of light that has been reflected from the target that is then scattered on its way 
back to the camera” [15].  
 
Figure 5. Three Imaging Components in Underwater Imaging. Adapted 
from [15]. 
Another clarification Jaffe makes is the difference between passive and active 
imaging. Passive imaging uses ambient light as the illumination source and active imaging 
is when the imager provides illumination [15]. This research is looking at using active 
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imaging, however, rather than the illumination coming from the imaging device or user, it 
will be from the object. The use of an AFM makes the object the illumination source and 
hence removes the backscatter component shown in Figure 5. Removing the backscatter 
component could increase range and clarity of the image. 
B. CLOSELY RELATED WORK 
Use and research of fiducial markers in open-air is extensive and there are many 
different applications and implementations. In contrast, the use of these markers 
underwater only recently became a popular topic of research. Several studies have been 
published on uses of markers in underwater implementations, and how different fiducial 
systems compare to each other in this challenging environment. The challenges of 
underwater imagery are amplified when using these fiducial systems, mainly because the 
systems were developed for use in open-air. Imagery that uses air as the medium is different 
than when the medium is water; and therefore, the systems may not perform optimally 
when used in water. 
There are a few published studies using passive lighting and underwater fiducial 
systems. One application of using a fiducial system underwater is for visual 
communication. In [16], the topic of human-machine teaming between divers and semi-
autonomous ROVs is introduced. The paper investigates the use of ArTags to communicate 
with the vehicle vice requiring a human operator to watch a video feed for hand gestures. 
An improvement on this communication method is presented in [5], which proposes 
Fourier tags, a fiducial system that uses passive circular markers that are designed to 
smoothly degrade as a function of distance and image resolution – allowing the bit string 
to be of variable length. Notably, the tags presented in this research were only tested when 
used out of water and provided no performance characteristics when used underwater. 
Another paper presents a new algorithm for the ArUco fiducial system in [17], 
coined UWARUco, which is designed to improve tag identification in poor underwater 
visibility. The proposed algorithm uses the same passive tags as ArUco and focuses on the 
CV methods that affect tag identification. The first change to the algorithm adjusted the 
adaptive thresholding settings for use with underwater imagery. The second, and possibly 
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more notable proposal, was changing the order of the different CV processing steps. The 
research showed that their proposed changes to the ArUco algorithm resulted in better 
detection rates underwater and faster tag identification times than ArUco and other fiducial 
systems [17]. 
The majority of research using fiducial systems underwater primarily involves both 
passive tags and passive imaging; however, [9] compares different passive tag systems 
using both passive and active imaging. The research tested the AprilTag, ArUco, and 
ArToolkit systems in two lighting conditions and varying turbidities. The study first looked 
at the minimum tag size identified in varying turbidity. The next tests examined the 
maximum distance and angle where each tag was identified compared to increasing 
turbidity. The study concluded that the AprilTag system was able to detect smaller markers 
than the other systems at all turbidity levels. However, it was slower at identifying the tags.  
Unlike the offered research in using fiducial systems underwater, this thesis will 
look at using an active tag and passive imaging combination. Based on the research 
presented in [9] and the advancements and performance of AprilTag2 from [8] the 
AprilTag2 system was chosen for this research. It will also be presented in Chapter III that 
the AprilTag2 system offers an easy-to-use and open-source software package for the 
proposed experiments. Although, it should be noted that the UWARUco system presented 




From the research presented in Chapter II, fiducial systems are assessed using a 
variety of metrics. These include absolute position error, absolute pose error, detectability, 
and the speed of the detection software. However, most experiments focus on testing the 
accuracy and detectability of the system over varying distances and poses. This chapter 
discusses in greater detail the metrics chosen for this research, the experiments used to 
measure those metrics, and the variety of tools used to accomplish the experiments. 
A. FEASIBILITY METRICS 
In order to understand the feasibility of using AFMs underwater, key metrics are 
analyzed. In reviews of open-air fiducial systems the key metrics presented are tag 
detection rate, absolute distance or angular error, and identification time [8,9,14]. The tag 
detection rate is based on the total number of possible detections and the number of positive 
tag identifications reported by the software. The distance and angular errors are measured 
as absolute error in reference to a known value. Identification time presented in other 
performance studies measures the time the fiducial system takes to identify a known tag 
from when the system receives an image to when the system reports a detection. 
The research presented by Cesar et al. [9] and by Čejka et al. [17] provide the best 
references for determining what metrics to use when testing performance of using fiducial 
systems underwater. The experiments presented in [9] used distance error, minimum tag 
size (in pixels), and the max detectable angle of a tag. The results from [17] used two main 
metrics, tag detection rate and the detection time of the tested systems. The software 
combination used for this thesis did not report the total number of tag detections possible, 
tag identification times, or number of images processed, and hence the calculation of a 
reliable tag detection rate and system tag identification time were not possible. 
For underwater localization the fiducial system needs to reliably detect the AFM 
and provide accurate, real-time positon and pose information. To test these two 
requirements, two metrics were selected. Primarily, the distance error measured with a 
skew angle of 0 degrees and secondarily, the number of positive detections recorded at 
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each test case within a 10 second period. Recording the total detections over a constant 
sample period, with the same software and hardware, will provide a metric that, in theory, 
represents a combination of the tag detection rate and tag identification time. Using these 
two metrics, the feasibility of using an AFM underwater will be determined by conducting 
the same set of tests both in open-air and underwater. The tests will measure distance-error 
and tag detections as the distance to the tag, the skew angle of the tag, and the lighting 
conditions of the environment are varied. Figure 6 shows the definition of a skew angle 
and how it is measured. 
 
Figure 6. Skew Angle Measurement Diagram 
A comparison of the data collected in the different test environments will provide 
a clear assessment of the AFM’s performance and therefore the feasibility of using them 
underwater. 
B. EXPERIMENT DESIGN 
The experiments to assess this feasibility are designed around the chosen primary 
and secondary metrics and will required several phases of experiments. Phase I will focus 
on finding the appropriate size marker, or tag, and the max skew angles for the next phases. 
Secondarily Phase I will provide a confirmation that the software and hardware set up will 
be sufficient for collecting the required data. Phase II and III will focus on comparing the 
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distance error and tag detections at half meter increments with a 0 degree skew angle. Three 
additional tests will be performed to evaluate the performance as the tag skew angle is 
increased to the max angles found in Phase I. Each phase will conduct a set of tests in 
different lighting conditions and environments, Table 1 shows the matrix of conditions for 
each phase. The respective appendices for each phase will include the performance for the 
angle tests and other additional plots. 
Table 1. Test Conditions for Each Experiment Phase 
  Lighting Conditions 
 Ambient Dark 
Open-Air Phase I & Phase II Phase III 
Underwater Phase II Phase III 
 
Phase IV will be a proof-of-concept test conducted in the San Diego Bay to 
demonstrate the use of an AFM in open water. 
1. Phase I: Marker Size Test 
The first phase of experiments will decide the size of tag used in Phases II, III and 
IV. The tests in Phase I are designed to accomplish three goals:  
1. Discover the minimum size tag detectable at 6 m (Test 1). 
2. Determine the max skew angle at 6 m, 4 m, and 2 m (Tests 2–4). 
3. Evaluate the performance of each size tag during each test. 
The ranges for the tests were limited to the length of the available 6 m test pool. 
The tag size used in Phases II and III must provide reliable data within that range but also 
show appreciable degradation as range to the tag approaches 6 m. The assumption was 
made that the fiducial system would perform worse underwater than in open-air due to it 
being designed for open-air applications. Based on this assumption a tag that experienced 
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degraded performance in open-air at the max length of the pool, would therefore, display 
the worse performance underwater ensuring that a decline in performance will be seen.  
2. Phase II: Open-Air  
The second phase of testing will compare the performance of the different AFM 
designs through two separate experiments. The first experiment will be done with ambient 
lighting, and the second with all lights off. Each experiment will use the same set of four 
tests to allow comparison of the different designs. Similar to Phase I, the first test will 
evaluate the performance as the range between the tag and camera is increased and the last 
three tests evaluate the performance of the designs at three different ranges (2 m, 4 m, and 
6 m) with a varying skew angle. 
3. Phase III: Underwater 
The third phase will be conducted underwater in both ambient and dark lighting 
conditions. The experiments and tests will mirror those performed in the second phase. 
Using the same experiments and test sets will allow direct comparison between the 
performance of each design both in and out of water and in both lighting conditions. 
4. Phase IV: Proof of Concept 
The final phase of experimentation will be a proof of concept test in the San Diego 
Bay. The test will use the AFM design that performs best according to the chosen metrics 
in Phases II and III and will evaluate performance of the design in shallow (ambient 
lighting) and deep (low-light) water. It will be conducted with cooperation from the Naval 
Information Warfare Center – Pacific (NIWC PAC) Unmanned Maritime Vehicles (UMV) 
lab. 
C.  TOOLS 
1. Platform 
The designed experiments require a platform that could be used both in open-air 
and underwater. The BlueROV2, seen in Figure 7, was the chosen platform to carry out the 
experiments. The stock version of the ROV includes a low-light camera, an easy-to-use 
 
15 
graphic user interface (GUI), has good online documentation, streams a live video via the 
common user datagram protocol (UDP), and is capable of staying underwater for a 
reasonable duration. 
 
Figure 7. BlueROV2 in Test Pool 
The BlueROV2 has been used in several diverse fields, from studying glacier caves, 
or moulins, underwater search and evidence collection, and educational research. A team 
of NASA engineers from JPL (Jet Propulsion Laboratory) used the BlueROV2 to map 
moulins in a glacier in Alaska. Because these caves and waterways are too small and 
dangerous for a human to enter the ROV provides a great solution to be able to map these 
caves [18]. The Greenville County Sheriff’s Department in South Carolina was recently 
donated a BlueROV2 to aid in underwater searches and evidence collection. Since the ROV 
uses a simple interface and is controlled from any USB gaming controller the controls are 
easy for new users to learn. The ROV will be used to aid the departments divers and 
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conduct the preliminary search, reducing the time the divers are in the water [19]. Lastly, 
several thesis research projects have used the BlueROV2 as a platform. One example is a 
study by Kahn, who studied reinforcement learning implementation using the BlueROV2 
for tracking ArUco markers [20]. 
The BlueROV2 is built and sold by Blue Robotics, a small robotics company from 
Torrance, CA. The ROV is marketed as the “most affordable high-performance ROV” [21]. 
The BlueROV2 comes ready to assembly and contains a pressure sensor for depth 
measurement, 6 thrusters for maneuverability, a 1080p digital camera, and a 2 to 4 hour 
battery life [21]. The stock camera on the BlueROV2 is a 2.24 MP, 1080p low-light digital 
camera. Its specifications report that it can also operate in as little as .01 lux illumination 
[21]. This camera exceeds the resolution requirements for the AprilTag2 software and the 
designed experiments. The BlueROV2 includes a Raspberry Pi for its onboard computer. 
Using an application, Gstreamer, the Raspberry Pi encodes and passes the video feed over 
the ROV’s Ethernet tether. 
2. Software 
Another key tool in performing this research were the different software programs 
and applications used to collect, transfer, and process the data. Several pieces of software 
needed to be integrated to execute the designed experiments. The video feed from the 
BlueROV2 needed to be passed to detection software which then needed to publish its 
measurements to a log or a recording. The different components are broken into three 
categories: the framework, the detection software, and the video stream software. 
a. Framework 
The first decision made in choosing software components was the framework that 
would serve as a network to tie all the other components together. The Robot Operating 
System (ROS) was chosen for this task. ROS started as several robotics software 
frameworks at Stanford University “including STanford Artificial Intelligence Robot 
(STAIR) and the Personal Robotics (PR) program” [22]. A local robotics incubator, 
Willow Garage, expanded on some of the projects being worked on at Stanford and began 
their Personal Robotics project in 2007, formally introducing ROS. Willow Garage 
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leveraged several institutions to help develop the ROS framework by sending their PR2 
robots to the institutions. As the separate institutions started developing more software for 
the PR2s it slowly created the large ecosystem ROS is today [22]. From Bosch to NASA, 
ROS has been adopted for both research and development because of its flexible and 
modular framework that can be quickly modified and updated, aiding in rapid prototyping 
[22,23]. 
The large community of ROS users provide a wealth of open-source code 
repositories and well documented implementations of different software used in the ROS 
environment. ROS uses modular software packages, called nodes, which communicate 
with each other via a network of “topics” that carry messages from node to node. This 
modularity allows users to easily piece different nodes together that communicate using 
the same topics. Another major benefit to ROS is its built-in features. One of these is the 
organic capability to easily log data sent throughout the network into files called bags. The 
bag files can then be saved and post-processed to evaluate the data that was collected. 
b. Detection Software 
Choosing the fiducial detection software is the next major software decision. As 
discussed in Chapter II, the AprilTag2 system is open-source, well documented, and 
showed great performance in open-air applications. Another major decision point to use 
the AprilTag2 system is that a ROS software for the AprilTag2 system was available from 
GitHub thanks to Danylo Malyuta [24]. The apriltags2_ros ROS node uses the AprilTag2 
detection software developed by the APRIL Robotics Lab at The University of Michigan 
[24–27]. The apriltags2_ros node requires two inputs, an image and an information file 
that contains the camera calibration matrix shown in Figure 8. 
 
Figure 8. apriltags2 Input/Output Diagram. Source: [28]. 
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Using this ROS node satisfied two of the three requirements for conducting the 
experiments. An image that was passed to the node could be processed by the detection 
software and then the tag detection messages that were outputted could be logged by ROS 
into a bag file. However, as seen in Figure 8, the apriltags2_ros node requires two inputs, 
an image and a camera_info message. This camera_info message includes the camera 
calibration matrix of the camera that captured the supplied image. Therefore, simply 
publishing the video stream from the BlueROV2 into ROS would not work since the 
camera_info message would not also be published. 
c. Video Node 
Unfortunately, there were no readily available or previously developed ROS nodes 
that passed a UDP feed into ROS and published the corresponding camera calibration 
matrix with each frame. This drove the development of a new ROS node, vidpublisher. 
This new node needed to pass the UDP video stream from the ROV into ROS while 
simultaneously publishing the camera_info message. The new ROS node was coded in 
Python 3.7 and uses rospy and OpenCV libraries to publish the stream, frame by frame, 
into ROS while also sending the camera_info message sourced from a predefined YAML 
(YAML ain’t markup language) file. Figure 9 outlines the node’s function in pseudocode. 
 
Figure 9. Vidpublisher Node Pseudocode 
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The vidpublisher node first queries the UDP stream and checks for a new frame. If 
there is a new frame available, it loads a YAML file containing the camera calibration 
matrix from a provided file path. The frame and YAML file are then timestamped with the 
current time and published to the ROS network simultaneously. The timestamp is required 
to inform the apriltags2 node that the frame and camera_info are a pair. The two nodes 
were then combined into a ROS package that can be used for future research. The code for 
the developed vidpublisher node and the link to the entire ROS package is available in 
Appendix A. 
3. Fiducial Markers 
The next decision required before experimentation is to decide which set of 
AprilTag fiducial markers would be used in the experiments. The AprilTag system includes 
several pre-built libraries of tags, called tag families, as well as the ability to create custom 
tag families. For this thesis, a pre-built tag family was chosen for simplicity. The tag family 
chosen was 16h5. The 16 represents that the tags carry a 4 bit by 4 bit payload and the “h5” 
denotes that each tag has a minimum Hamming distance of 5. The tag encoded with a 
payload representing “tag id 5” is shown in Figure 10. 
 
Figure 10. AprilTag 16h5 Number 5. Source: [29]. 
This family was chosen because it has the smallest payload and the smallest 
required Hamming distance of the pre-generated tags available. With a smaller payload 
 
20 
and required Hamming distance, the identification of the tag is hypothesized to be faster 
and require less computation, allowing more data to be collected by each recording. 
D. AFM DESIGN 
The next component needed to complete the experiments is the proposed AFM. The 
requirements of the AFM are the ability to be used in any lighting condition, in varying 
visibility conditions, and it clearly displays the fiducial marker both in and out of water. 
These requirements formed the starting point for the engineering design process. A number 
of solutions were considered, but through an iterative design process two main designs 
were produced. The first design incorporates submersible lights that backlight a tag placed 
on the front of a case. This design allows different lighting configurations to be tested and 
allows the tag to be interchangeable. The second design is a submersible light-emitting 
diode (LED) screen to display the tag. The LED screen will provide its own illumination 
and maintains displayed image in all scenarios.  
1. AFM Design 1: Display Case 
The first AFM design consisted of three separate components. The first is the 
fiducial marker, or tag that was affixed to the front of the display case. The second 
component is the lighting panel. This panel was swappable with different lighting 
configurations and attached near the rear of the display case. The final component is the 
display case itself. The case includes a front face, where the tag is attached, and two sides 
that provide rigidity and a place to attach the lighting panel. 
a. Tag Design 
Most studies of fiducial systems use printed tags on white paper or white board. 
For this thesis the tags need to be displayed both underwater and in open-air. This 
requirement immediately rules out paper tags as an option due to the underwater 
experiments.  
To ensure a reliable comparison between open-air and underwater tests, the tags 
cannot experience significant distortion of the tag border and must maintain contrast 
between the border and internal payload. The marker also needs to be affixed to the front 
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of the case. Also, because this AFM design will utilize backlighting, the tag must be 
transparent or translucent to allow the illumination to pass through. To satisfy these 
constraints, two alternatives to paper tags chosen, a transparency sheet and acrylic sheeting.  
(1) Transparency Film 
The first design of a tag was to print it on a transparency sheet using a laser printer. 
Figure 11 shows how the printer only prints the black areas of the tag, leaving the white 
space transparent. The idea is that the backlight will fill the where the white areas of the 
tag are and provide the required contrast between the border and payload of the tag.  
 
Figure 11. AprilTag Printed on Transparency Film 
A preliminary test was conducted using the transparency sheet, a cardboard box 
with a window for the tag, and a simple USB camera placed inside. By placing the camera 
in the dark box, the ambient light outside the box acted as a uniform backlight on the tag. 
Immediately several issues came to light. The USB camera was blinded by the light coming 
through the window into the dark box due to over-exposure. The tag was washed out and 
unable to be seen due to over-exposure of the camera. The camera’s exposure was manually 
adjusted until the tag was visible. However, as the exposure was changed, another issue 
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was observed. Figure 12 shows how the edges of the tag are washed out by the backlighting 
since the light was not evenly diffused around the tag.  
 
Figure 12. Preliminary Backlighting Test of Transparency Style Tag 
As the exposure setting was reduced this washout effect became less pronounced. 
Once the tag was visible, an image was saved and processed using a stand-alone version 
of the AprilTag2 software. The software could not identify the tag unless the background 
of the tag was unobstructed. The light coming through the transparency did not register as 
white space to the CV algorithms but instead it was occluded by whatever was behind the 
transparent tag. If the tag had a solid surface behind it the software detected the tag. 
(2) Vinyl on White Acrylic 
The second tag designed, Figure 13, used white acrylic with an AprilTag cut from 
black vinyl placed in the center. The white acrylic guarantees a constant contrast between 
the black tag border and the white background in both ambient and backlit scenarios. An 
added benefit to the white acrylic being translucent, vice transparent, is that it diffuses the 
light passing through it. This diffusion assists in reducing the washout effect seen with the 




Figure 13. Vinyl-Acrylic Style Tag 
Figure 14 shows the same simple test used earlier with the acrylic tag instead of the 
transparency. The acrylic greatly reduces the amount of light entering the box which allows 
a higher exposure threshold before the camera becomes over-exposed.  
 
Figure 14. Preliminary Backlighting Test of Vinyl-Acrylic Style Tag 
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The washout effect experienced during the transparency test was also greatly 
reduced since the acrylic diffused the light behind the tag. The image that was taken and 
processed by the stand-alone AprilTag2 software detected the tag immediately. These 
significant improvements of the acrylic tag versus the transparent tag informed the decision 
to proceed with the acrylic tag for the experiments. 
b.  Lighting Design 
The lights used in this AFM design needed to fulfill two major requirements: to fit 
within the size of the designed tags, and be submersible. The two tag designs were the same 
size of a common 8.5 inch by 11 inch piece of printer paper. This required the lights to be 
less than 8 inches as a max dimension so they could be mounted on a panel that would fit 
behind the tag in the display case. The most affordable lights that met both requirements 
and supplied adequate illumination were LED submersible trailer lights. Two different 
styles of these lights were chosen, an oval and circular. Both styles had 10 LEDs and used 
the same power cables and plugs. Figure 15 shows the two lighting configurations with the 
lights installed in their panels. 
 
Figure 15. Light Panels for AFM-1 (left) and AFM-2 (right) 
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Each light was mounted using a rubber grommet placed in a clear acrylic panel. 
The rubber grommets ensured the lights would not move or become dislodged from the 
panel and required no extra hardware for installation. The lights were powered using an 
external 12 volt power supply. Using an external power source eliminated the need for 
submerging a battery or power source with the AFM during the underwater tests.  
c. Case Design 
The final piece in the Display Case style AFM, is the case. The case needed to have 
a front face that the tag could be attached to, sides, and a place for the rear light panel to 
be attached. The first decision made was to make the case out of clear acrylic sheet. The 
clear acrylic provided a transparent front face so all light could pass through the tag. Several 
prototypes were made and the design was refined. The final design, shown in Figure 16, 
has a clear face for the tag to be affixed to and two 6 inch sides. Each side has 3 different 
locations for attaching the rear light panel and 3 locations for a dowel rod to be inserted 
that the AFM will hang from during the underwater tests. The various locations for the 
lighting panel and hanging offer flexibility when testing the AFM. 
 
Figure 16. AFM Case Design 
During preliminary tests of the AFM it was noted that when the lights were 
activated the sides permitted excess light to pollute the surroundings. Two strips of black 
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vinyl sticker were cut and placed over the clear sides to prevent this light pollution. It was 
also discovered that the lighting panel distributed light across the tag the best when placed 
in the rear-most position. Henceforth, two designations will be used to reference this AFM 
design. AFM-1 will designate the configuration using the single circular light panel and 
AFM-2 will designate the configuration using the two oval light panel. For use in ambient 
lighting experiments this design will be referred to simply as the AFM. 
2. AFM Design 2: LED Screen  
The second design for the AFM is to use an LED screen. The LED screen provides 
organic illumination displaying a clear digital image of the fiducial marker. A Samsung 
Galaxy Tab 4 tablet, Figure 17, will be used as the LED AFM design and, hereafter, 
referred to as the Tablet. A waterproof case with a clear window for the screen will be used 
during the underwater testing. The waterproof case does not distort the image or hinder the 
view of the screen.  
 
Figure 17. Tablet AFM Displaying AprilTag 
Preliminary tests showed that the tablet maintains a clear image of the tag in both 
open-air and underwater tests. One issue noted during preliminary tests is that there is a 
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viewing angle limitation on the screen. The screen begins to darken when viewed at a skew 
angle of approximately 45 degrees. For the experiments the tablet’s brightness will be set 
to its maximum setting and the screen will be prevented from sleeping. 
E. COMBINATION OF TOOLS  
1. Overall Combination of Tools Used in Experiments 
Integrating all of the different software and hardware components is the last task 
prior to conducting the phased experiments. All software will be run on a Lenovo ThinkPad 
T460 running Ubuntu 16.04 LTS. The Ubuntu OS supports ROS, QGroundcontrol (the 
BlueROV2 native software), and MATLAB, which will be used for post-processing the 
recorded data. Figure 18 outlines the integration of the BlueROV2 detecting an AFM using 
the laptop running all of the software components.  
 
Figure 18. Data Collection and Processing Flow 
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The camera on the BlueROV2 views the AFM and passes the video stream to the 
laptop. The ROS environment on the laptop running the vidpublisher and apriltags_2 
nodes, seen in Figure 19, processes the incoming UDP stream using the AprilTag2 
algorithms and outputs tag_detections messages to a ROS bag file.  
 
Figure 19. ROS Network Used in Experiments 
The bag file is then loaded into MATLAB and run through several scripts to parse 
and post-process the recorded data.  
This combination presents two major limitations. First the vidpublisher node does 
not report the number of images published and second, the apriltags2_ros node does not 
publish the number of images processed or if a tag is not detected in the processed image. 
These restrictions prevent the calculation of a tag detection rate or the processing time 
required by each image passed to the AprilTag2 software. Also, because the vidpublisher 
node publishes every new frame available on the UDP stream, and the AprilTag2 software 
only processes one image at a time, if the detection software is not ready for a new image 
several frames may be lost waiting for the AprilTag2 software to finish processing the 
current image.  
2. Data Collection and Processing Procedure  
A standard process of collecting data for each experiment was created to allow for 
easy comparison between experiments and tests. At every measurement location a separate 
bag file was created. The bag file recorded 10 seconds of tag detection messages on the 
ROS network. Every bag file was saved with a common naming convention that allowed 
for easy post-processing and identification. 
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Using MATLAB, the bag files were loaded and processed by several scripts and 
functions. The first script loads all bag files within a specified directory and imports them 
into a structure variable that separates each experiment and test. During the import process, 
the measured distance and pose is calculated from each detection. The tag_detections 
message reports the pose of the tag relative to the camera as an array of quaternions and 
the distance from the camera to tag along each of the Cartesian axes (x, y, and z). 
MATLAB’s quat2eul function was used to compute the Euler angles of the tag from the 
array of quaternions. To calculate the total measured distance (d), the Euclidean distance 
formula,  
 22 2d X Y Z= + + , (1) 
was used, where X, Y, and Z are the measured distances between the camera and tag along 
each respective axis.  
The data structure is then passed to four different functions. The first filters the 
messages into separate variables that include the detections of each tag number that was 
detected. The second function copies the raw data to a separate variable and removes false 
positive detections. A false positive detection was defined as a detection with a measured 
distance greater than three scaled median absolute deviations (MADs) from the median of 
the data set. The MATLAB function, rmoutliers, was used to calculate, identify and remove 
the false positive detections. The MATLAB documentation defines a scaled MAD by,  
 ( )( )( )* ,  c median abs A median A−  (2) 











where erfcinv is the inverse complimentary error function [31]. Every bag file was treated 
as a separate data set when processed by the rmoutliers function. Treating each bag 
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separately ensured that the outlier removal function only considered the data for detections 
recorded at the same time and same conditions.  
Finally, both the filtered data and the data with false positives removed were input 
into two functions that perform result calculations. These last two functions calculate the 
metrics used in the feasibility and performance comparisons. The first function calculates 
the mean distance of the recorded detections, the maximum and minimums of the detected 
distances, and the number of positive tag detections in each bag file. The second function 
calculates the distance error between the known distance and the detected distances. 
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IV. EXPERIMENTATION AND ANALYSIS 
A. PHASE I: OPEN-AIR TAG SIZE COMPARISON 
This first Phase is designed to find the minimum size marker, or tag, that was 
detectable at the max length of the available water test tank. The phase consists of four 
tests, the first evaluating tag detections and performance at 1 m increments, and the last 
three tests examine the tag detections, performance and max skew angles at 6 m, 4 m, and 
2 m respectively. 
1. Phase I Experimental Setup 
a. Location 
Phase I tests were conducted in an open room lit by fluorescent ceiling lights. The 
AFM was placed in a corner of the room allowing the ROV to be placed at a max distance 
of 6 m. Figure 20 shows the room set up for testing. 
 
Figure 20. Phase I Test Setup 
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The key components seen in Figure 20 are the AFM location, the several blue 
distance marks on the floor and the skew angle reference under the AFM. Each blue marker 
indicated half meter increments that were in line with the 0 degree line on the skew angle 
reference affixed to the floor. These markers were used to align the camera to the tag before 
each recording. The interface of the BlueROV’s dome and electronics enclosure was set 
parallel to the distance markings which ensured the camera was at the correct relative angle 
to the tag.  
b. Camera Calibration 
Prior to beginning the experiments, the BlueROV2’s camera calibration matrix 
needed to be created for use in open-air. Using the camera_calibration node in the ROS 
package image_pipeline [32], the BlueROV2, and a simple chessboard, like Figure 21, the 
calibration matrix was created and saved as a YAML file. This YAML file is used as the 
source for the camera_info message as described in Chapter III.  
 
Figure 21. Chessboard Used for Camera Calibration 
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c. Test Procedure 
Figure 22 shows the five sizes of tags chosen for the test, the encoded tag number 
is written under each tag followed by the tag size in centimeters. Each tested tag size 
reduces the size of each bit by 1 mm and is measured from edge to edge of the black border. 
The AprilTag2 software was configured to look for only these 5 tags, each with their 
respective sizes.  
 
Figure 22. Phase I Paper Tag 
Table 2 through Table 4 show the conditions, the recording points for the four tests 
conducted, and the camera settings for Phase I. To find the max skew angles, each data 
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point increased the angle by 10 degrees until there were limited or no detections. Then the 
angle was reduced in 5 degree increments until detections returned. In Test 2, detections 
were intermittent at 50 degrees and 55 degrees which required testing 45 degrees. The order 
of angles tested is shown in Table 3. 
Table 2. Test Conditions for Phase I 
Lighting Condition Ambient 
Lux reading at Camera 188 
AFM Backlighting Off 
Duration of recording (s) 10 
Table 3. Tests Performed in Phase I 

























2 20 55 70 
3 30 65 80 
















Backlight Compensation 1 
Exposure 101 
 
Table 4 shows the camera settings used for all four tests. The camera settings were 
not adjusted throughout the experiment.  
Once the ROV, laptop, and software were set up and running, the ROV was placed 
on the first recording point for Test 1. An ambient intensity (lux reading) measurement 
taken at the camera measured the amount of ambient light around the camera lens and was 
recorded. Then as described in Chapter III, a ROS bag was recorded and saved. The ROV 
was moved to the second recording point and a second bag file was recorded and saved. 
This process was repeated for every recording point in the testing matrix. 
2. Results and Analysis 
Phase I’s ultimate goal was to determine the size of tag that will be used in future 
experiments. The results from running the MATLAB scripts, explained in Chapter III, that 
were most important to determining the minimum size tag were the number of tag 
detections at each point. Figure 23 through Figure 26 show the number of detections 




Figure 23. Phase I, Test 1, Tag Detections without False Positives 
Figure 23 shows the number of tag detections versus distance for all data points 
from Test 1 with outliers removed. Notably, Tag 5 displays slight degradation between 5 
and 6 meters, while Tag 6 maintains a high number of detections. The smaller tags degrade 
prior to 5 m which points to Tag 5 as the best size for future experiment phases. Tests 2 




Figure 24. Phase I, Test 2, Tag Detections at 6 m without False Positives 
 




Figure 26. Phase I, Test 4, Tag Detections at 2 m without False Positives 
The results of the last three tests, shown in Figure 24, Figure 25, and Figure 26 
confirm the assumption the Tag 5 is the optimal size for the range and angles that will be 
tested. The results shown in Figure 24, from Test 2, illustrate that all tag detections have a 
negative trend after 45 degrees. The results of Test 3 in Figure 25 show that, at 4 m, tag 
detections after 60 degrees degrade except for the largest tag, Tag 6. In Test 4, Figure 26, 
all tags showed solid detections at 60 degrees, but at 70 degrees all tag sizes experienced 
reduced detections. In Figure 24 Tag 6, the largest tag, appears to perform worse than Tag 
5 which is unexpected but may be due to Tag 6 and Tag 4 being placed too close together 
for reliable identification. Also, in Figure 26 Tag 4 seems to outperform Tag 5 until after 
the 75 degree skew angle where it was not detected. Tags 5 and 6 are the only tags detected 
past 75 degrees. From these results the maximum skew angles were determined to be 45 
degrees at 6 m, 60 degrees at 4 m, and 75 degrees at 2 m.  
Overall, Tag 5 performed the best in the first test, up to 5 m, and each skew angle 
test except Test 4. Tag 5 also showed signs of degraded performance after 5 m and each 
max skew angle, which will hopefully show steady degradation of performance when the 
tag is used underwater. Therefore, for Phases II, III, and IV the Tag 5 size, a 7.2 cm tag, 
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will be used to test the feasibility of using fiducial markers underwater. Appendix B 
includes additional plots showing the raw data from Phase I. 
B. PHASE II: OPEN-AIR TAG TYPE COMPARISON 
The second phase of experiments used the tag size determined from Phase I, a 7.2 
cm tag, and tested the performance between a paper tag, the designed AFM (vinyl tag on 
acrylic), and a tablet. Each tag display was run through four tests to compare performance 
of the tags and set a baseline to compare the tags when tested in water. The paper tag was 
tested to have a comparison to how the AprilTag2 fiducial system is normally used. 
1. Phase II Experimental Setup 
a. Location 
Phase II was conducted in the same location as Phase I, see Figure 20. 
b. Camera Calibration 
Phase II used the same camera calibration matrix as Phase I. 
c. Test Procedure 
Phase II consisted of two experiments, each including four tests for each tag 
display. Table 5 through Table 7 show the conditions, the recording points, and the camera 
settings for the experiments in Phase II. The data points for each test were derived from 
the max distance and angles found in Phase I. The tests performed are similar to those 
performed in Phases I, however, in Phase II additional recording points are added and the 




Table 5.  Test Conditions for Phase II 
 Experiment 1 Experiment 2 
Lighting Condition Ambient Dark 
Lux Reading at Camera 188 0 
AFM Backlighting Off On 
Duration of recording (s) 10 10 
Table 6. Tests Performed in Phase II Experiments 1 and 2 
Test 1 Test 2 Test 3 Test 4 









1.5 20 20 20 
2 30 30 30 
2.5 35 35 35 
3 40 40 40 
3.5 45 45 45 
4 50 50   
4.5 55 55   
5 60 60   
5.5 65     
6 70     
  75     
Table 7. BlueROV2 Camera Settings for Phase II 
 Experiment 1 Experiment 2 
Brightness 0 0 
Contrast 32 32 
Saturation 56 56 
Hue 0 0 
White Balance Temp Auto Auto 
Gamma 100 138 
Gain 0 0 
Sharpness 3 3 
Backlight Compensation 1 0 
Exposure 156 41 
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Experiment 1 was conducted in ambient light with a paper tag, the AFM, and the 
Tablet. Experiment 2 was conducted in low-light with AFM-1, AFM-2 and the Tablet. The 
paper tag used in Experiment 1 provides a reference to previous performance studies of the 
AprilTag2 system and as a known performance baseline. 
Table 7 shows the camera settings that were set at the beginning of the testing. 
Throughout each test, the exposure level was adjusted empirically to attempt to maximize 
the true detections of the fiducial marker. It was seen that in the second experiment the 
exposure setting needed to be drastically lower than in the ambient lighting condition since 
the fiducial marker was the only light source for the camera to focus on. Also, the gamma 
correction changed between Experiment 1 and 2 automatically by the camera’s software. 
The same process was followed from Phase I for recording the conditions and data 
at each test point. 
2. Results and Analysis 
a. Experiment 1: Open-air, Ambient 
The experiment’s goal is to compare the performance of a paper tag and the use of 
the proposed AFM in ambient lighting conditions. This comparison will validate that the 
AFM designs can be used as a reliable alternative to paper tags. Because the design of 
AFM-1 and AFM-2 only differ in the lighting configuration, they are referred to simply as 





Figure 27. Phase II, Experiment 1, Test 1, Distance Error without False 
Positives 
The detections recorded for each the design are grouped at each known distance in 
Figure 27 and are cover a small range of error up until the 3.5 m test. After this test point, 
the detections begin to spread out and increase in error. The Tablet detections consistently 
grow in error until the 4 m test point. This may have been due to an error in the placement 
of the Tablet or the ROV since at the 4.5 m test point the error reduces to within 0.1 m and 




Figure 28. Phase II, Experiment 1, Test 1, Tag Detections without False 
Positives 
 
Figure 29. Phase II, Experiment 1, Test 2, Tag Detections at 2 m without 
False Positives 
All of the tests show a strong correlation between the paper tag and the AFM. The 
Tablet design, however, performed slightly worse in both distance error, Figure 27, and in 
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tag detections for all tests. The number of detections seen in Test 1 are also almost double 
that of the detections in Test 1 of Phase I. This discrepancy is assumed to be due to the 
detection software being configured to compare all possible tags to only two tags for Phase 
II versus five tags in Phase I.  
The results of this experiment confirms that the AFM design performs comparably 
to a paper tag and is a reasonable alternative for use in ambient scenarios. Also, 
preliminarily, it is noted that the AFM design appears to provide better performance than 
the Tablet. 
b. Experiment 2: Open-air, Dark 
The second experiment mirrors the tests conducted in the first experiment. The 
lights in the room were turned off and the backlighting was energized on the AFM. Figure 
30 shows the tag detection image produced by the apriltags2_ros node during Test 1 of the 
AFM-2. 
 
Figure 30. Tag Identification of AFM-2 During Phase II, Experiment 1, Test 
1 
The data collected in Experiment 2 will compare the different AFM designs and 
their performance in low-light scenarios. This test will be the first look at the performance 
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of an active fiducial marker used in a low-light scenario. The data from this experiment 
will be the first major factor in the feasibility decision of AFMs. Figure 31, Figure 32 and 
Figure 33 display the results of Test 1 and the tag detections in Test 2. 
 
Figure 31. Phase II, Experiment 2, Test 1, Distance Error without False 
Positives 
Similar to the first experiment, the same trend in Test 1 is apparent. From Figure 
31 it is clearly seen that the groupings of detections for each AFM design have almost 
constant error and are tightly grouped until the 3.5 m recording. After this point, the 




Figure 32. Phase II, Experiment 2, Test 1, Tag Detections without False 
Positives 
 




The tag detections results presented in Figure 32 and Figure 33 show that all three 
designs are detected at about the same rate until the skew angle is increased to 45 degrees. 
The sudden drop in tag detections for the Tablet is most likely due to the viewing angle 
limitation of the Tablet’s screen. The data point in Figure 32 at the 75 degree angle 
recording point is an anomaly in the data due to the video stream being intermittently frozen 
representative by several detections that are repeated multiple time in sequence, skewing 
the number of positive detections.  
c. Comparison 
Based on the performance results in Experiments 1 and 2, the performance of the 
AFM-1 and AFM-2 designs were further evaluated to compare their performance in the 
different lighting conditions. Figures 34 through 36 show the combined results of 
Experiments 1 and 2 for the AFM design. The Tablet’s comparison plots are available in 
Appendix C. 
 
Figure 34. Phase II, Experiments 1 and 2, Test 1, AFM Distance Error 
without False Positives 
Figure 34 shows the comparison of error range between the AFM used in ambient 
light and AFM-1 and AFM-2 in the low-light scenario. The plot shows the mean error and 
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total range of errors from the detections collected at each test point. As expected, as the 
distance increases the mean error and error range increases. Within 2 m, the mean error for 
each configuration is within 0.05 m and has an error range of less than 0.05 m.  
 
Figure 35. Phase II, Experiments 1 and 2, Test 1, AFM Detections without 
False Positives 
 
Figure 36. Phase II, Experiments 1 and 2, Test 2, AFM Detections at 2 m 
without False Positives 
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The most notable result shown in Figure 35 and Figure 36 is the significant increase 
in tag detections of approximately 450% from the ambient lighting condition to the low-
light condition. The increase is assumed to be due to the significantly reduced complexity 
of the image that is processed by the detection software. Presumably, when the AprilTag 
software processes an image with a majority of dark or nearly black pixels the number of 
quads detected is vastly reduced. With fewer quads to validate as tags against the known 
tag library, the software is able to process the image faster and move on to the next available 
frame resulting in more images being processed and hence more tag detections. In 
summary, Experiment 1 showed that the AFM performed just as well as the paper tag, and 
between Experiment 1 and 2 the AFM improved in performance with the backlighting 
active. Showing that the activated AFM used in a low-light scenario outperforms the paper 
tag. 
Additional plots from the data collected in Phase II are available in Appendix C. 
These plots include:  
• Plots of the tag detections for Tests 3 and 4 for both experiments. 
• Comparison of the Tablet design performance between the two 
experiments. 
C. PHASE III: UNDERWATER TAG COMPARISON 
The third phase of experiments will echo those performed in Phase II. There will 
be two experiments, each with the same four tests. The first experiment is conducted 
underwater in ambient light and the second is conducted underwater in low-light. Again, 
each of the three AFM designs were used in each test.  
1. Phase III Experimental Setup 
a. Location 
Phase III was conducted in a 4.5 m by 6 m by 1.5 m deep freshwater pool. A large 
gray tarpaulin was placed over the pool to create the low-light environment. A testing rig 
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was built to hold the AFM and the ROV. Figure 37 shows the rig deployed in the pool with 
the ROV attached and the AFM energized. 
Figure 37. Test-Rig used in Phase II, Showing Activated AFM-1 in
Low-Light Scenario 
The test rig limited the ROV to a single degree of freedom and guaranteed the 
camera to AFM angle was constant. The AFM was hung from a sheet of acrylic that had 
positions for the AFM to be hung at every tested skew angle in Tests 2 through 4. To 
measure distance between the camera and AFM a line was attached to the ROV that had 
distance markings every half meter. This line passed through a reference point on the PVC 
piping in line with the front of the AFM. When the distance marker on the line reached the 
reference point, the ROV was at the known distance. 
The test rig was suspended at approximately 0.8 m deep by four floats on each 
corner of the rig. The floats ensured the rig was level when suspended and aided in recovery 
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of the rig once the tests were complete. The two extra floats seen in Figure 37 above the 
ROV were the pick points attached to the hoist that lifted the rig in and out of the pool. 
b. Camera Calibration
The BlueROV2’s camera calibration matrix needed to be updated for use 
underwater prior to the underwater experiments. The same process from Phase I was used 
with a waterproof chessboard and the BlueROV2 free swimming in the test pool. The new 
YAML file produced by the camera_calibration node replaced the source file for the 
camera_info message. 
c. Test Procedure
Tables 8 through 10 outline the conditions, tests, and camera settings for Phase III. 
The tests conducted in Phase III are very similar to those in Phase II with exception of the 
maximum distance. Due to the size of the ROV and the design of the test rig, the maximum 
distance that could be tested underwater was restricted to 5 m. 
Table 8. Test Conditions for Phase III 
Experiment 1 Experiment 2 
Lighting Condition Ambient Dark 
Lux Reading at Camera  80 0 
AFM Backlighting Off On 
Duration of recording (s) 10 10 
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Table 9. Tests Performed in Phase III Experiments 1 and 2 

























1.5 20 20 20 
2 30 30 30 
2.5 35 35 35 
3 40 40 40 
3.5 45 45 45 
4 50 50   
4.5 55 55   
5 60 60   
  65     
  70     
  75     
Table 10. BlueROV2 Camera Settings for Phase III 
 Experiment 1 Experiment 2 
Brightness 0 0 
Contrast 32 32 
Saturation 56 56 
Hue 0 0 
White Balance Temp Auto Auto 
Gamma 100 138 
Gain 0 0 
Sharpness 3 3 
Backlight Compensation 1 0 
Exposure 101 48 
 
Table 10 shows the camera settings that were set at the beginning of each 
experiment which were based on the settings from Phase II. As done in Phase II the 
exposure level was adjusted at each test point to try to maximize the number of true 
detections of the fiducial marker. Of note, the lux reading recorded for Phase III, 
Experiment 1, in Table 8, is much lower than the lux recorded for Phase II, Experiment 1.  
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This lower lux reading for the ambient lighting condition may reduce that performance of 
tag detection underwater. The process of recording data at each test point in Phase III is 
identical to the process used in Phases I and II. 
2. Results and Analysis
a. Experiment 1: Underwater, Ambient
Phase III tests the use of the designed AFM underwater. The performance 
underwater is expected to be worse than when used in open-air. This assumption should be 
apparent in the maximum detectable range and skew angle will be less than in Phase II. It 
is also expected that the same trend seen in Phase II, a near constant mean error and tightly 
grouped detections, will be evident. At a certain distance, the mean error and spread of 
detections is anticipated to increase until the tag is undetectable. The plotted results are 
shown in Figures 38 to 40. 
Figure 38. Phase III, Experiment 1, Test 1, Distance Error without False 
Positives 
Figure 38 shows the distance error results as range increases. The expected trend is 
evident, especially in the Tablet data. After the 3 m point, the Tablet experienced a large 
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variance in measured distances. As the range increased, the variance continued to increase 
which prevented the false positive removal method to fail and report detections with 
significant error as true detections. The AFM results show a similar trend, however, after 
the 3 m point the number of detections appears to be reduced drastically making the spread 
of detections very sparse 
. 





Figure 40. Phase III, Experiment 1, Test 2, Tag Detections at 2 m without 
False Positives 
Figure 39 and Figure 40 display the number of detections recorded at each test point 
for Tests 1 and 2. As expected, the detections decrease well before the maximum range and 
skew angle. In Figure 39 the Tablet appears to increase in the number of detections at 4.5 
m and 5 m, however, if you compare this to the detections shown in Figure 40 the detections 
are spread over an extremely large range. The method of removing false positives, as 
described in Chapter III, relies on the calculation of a scaled MAD. With such a large 
variance between data points, the scaled MAD will be proportionally large and hence the 
false positives will not be removed since most data points will be within the three MAD 
window. 
This first experiment underwater illustrates that AFMs could possibly be used as 
an alternative method for localization in ambient lighting. The fact that the tags are 
detectable underwater supplies another decision point in determining the feasibility of 
using AFMs for underwater localization. 
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b. Experiment 2: Underwater, Dark 
Experiment 1 confirmed that the AFM could be detected underwater. It was seen 
in Experiment 1 that the AFMs performed better in the low-light scenario than the ambient 
lighting condition. Based on this it is expected that the AFMs will perform better 
underwater in the low-light condition as well. Figures 41–43 display the results of 
Experiment 2. 
 
Figure 41. Phase III, Experiment 2, Test 1, Distance Error without False 
Positives 
Immediately in Figure 41 the same trend is seen in the experiments from Phase II 
and Experiment 1 in Phase III is evident. It is also clear that there are more tag detections 
present for each type of AFM compared to Experiment 1. Each AFM performs as expected 
until the 2.5 m recording point. After this, the error ranges begin to increase and the 




Figure 42. Phase III, Experiment 2, Test 1, Tag Detections without False 
Positives 
 




The tag detection results in Figure 42 and Figure 43 show the expected results. The 
tag detections began to decrease after 3.5 m in Test 1 and a skew angle of 45 degrees in 
Test 2. It is also apparent in Figure 42 that the Tablet’s viewing angle is again limiting tag 
detections past 45 degrees. 
c. Comparison 
As with Phase II, in Phase III, the AFM outperformed the tablet and the data from 
both experiments for the AFM is compared in Figure 44 through Figure 46. Based on the 
results from Phase II, it is expected that the AFM will show significantly better 
performance when used underwater than when used in open-air.  
 
Figure 44. Phase III, Experiments 1 and 2, Test 1, Distance Error without 
False Positives 
The apparent trend of the mean errors seen in Figure 44 again matches the same 
trend previously seen in Phase II. Both AFM-1 and AFM-2 have almost symmetrical data 
at the 1 m and 1.5 m tests, and then almost identical data out to the 3 m test. Not displayed 
are two false positive detections at both the 4.5 m and 5 m test points. In both cases, the 
detections had errors greater than a meter, well outside of an acceptable error for a true 
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positive detection. These false positives were not removed due to the limited number of 
data points available for outlier removal method. 
 
Figure 45. Phase III, Experiments 1 and 2, Test 1, AFM Detections without 
False Positives 
 
Figure 46. Phase III, Experiments 1 and 2, Test 2, AFM Detections at 2 m 
without False Positives 
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The tag detections comparison between ambient and low-light experiments in 
Figure 45 and Figure 46 represent the expected results. The low-light experiment had 
significantly more tag detections than the ambient experiment. The detections are 
consistent out to the 3.5 m point and then begin to degrade rapidly. Additional plots from 
the data collected in Phase III are available in Appendix D. The Appendix includes the 
following plots:  
• Plots of the tag detections for Tests 3 and 4 for both experiments. 
• Comparison of the Tablet design performance between the two 
experiments. 
D. PHASE II AND PHASE III COMPARISON: FEASIBILITY 
COMPARISON 
In both Phase II and III, the AFM design outperformed the tablet design. The final 
comparison will compare performance of the AFM in open-air and underwater. Figure 47 
and Figure 48 display all recorded data for Test 1 in both experiments of Phases II and III.  
 
Figure 47. Phase II and III, Experiments 1 and 2, Test 1, AFM Distance Error 
without False Positives 
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Figure 47 shows that the mean errors for all data sets are near constant or follow a 
linear trend. This could result from a measurement error when the experiments were set up 
or when the ROV was moved to the next test distance. They could also be a result of a 
slight error from poor camera calibration.  
 
Figure 48. Phase II and III, Experiments 1 and 2, Test 1, AFM Tag 
Detections without False Positives 
As seen from the presented results, the AFM design performs as well in water as it 
does out of water until approximately 3.5 m. After 3.5 m, underwater tag detections begin 
to drop, shown in Figure 48, and the range of distance error increases, seen in Figure 47.  
It should also be noted that in Phase II, Experiment 1, the AFM performed very 
similarly to the paper tag in ambient lighting, but when the AFM was used underwater in 
ambient lighting it performed slightly worse. This points to the degraded performance 
being caused by the change in environment from air to water. The data provide strong 
evidence that the use of the AFM design is feasible for underwater localization. The 
comparison plots for the Tablet design are included in Appendix E. 
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E. PHASE IV: NIWC PROOF OF CONCEPT 
Based on the results from Phases II and III, the AFM-2 design was chosen to be 
used in Phase IV. This phase of testing was conducted in conjunction with the UMV lab at 
NIWC PAC. Three tests were conducted in the San Diego Bay as a proof-of-concept. The 
UMV lab provided a second BlueROV2 that the AFM was attached to and a SeaTrac USBL 
positioning system that could track both ROVs location. 
The first test was designed to validate that the AFM could be detected in open salt 
water vice the controlled environment freshwater pool used in previous phases. The second 
test’s goal was to compare the localization data between the UMV lab’s USBL and the 
recorded AprilTag tag detections with the AFM energized and de-energized. The final test 
was conducted deeper to reduce the amount of ambient light in the water. 
1. Test 1 
The first test conducted was to confirm that the test set up and software were 
working correctly. Both ROV’s were placed in the water approximately 1 meter apart 
facing each other as seen in Figure 49.  
 
Figure 49. Experimental Set-up in San Diego Bay 
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The ROS package, with the same settings, calibration and configuration from Phase 
III, was started and it was verified that the AFM could be detected by the NPS ROV. 
Figure 50 is a screenshot of an image output by the apriltags2_ros node as it detects the 
AFM. 
 
Figure 50. Tag Detection Image Showing Positive Tag Identification 
The AFM is outlined by blue, green, and red lines with the tag identification number 
displayed as a blue number within the identified border. This indicates that the software 
accurately identified and published a tag_detections message. 
2. Test 2 
The second test used both the ROS package to record tag detections and the UVM 
Labs SeaTrac USBL system. The USBLs were attached to the top of each ROV and a 
central transceiver was placed in between the vehicles. The vehicles were placed at 
approximately 1.5 meters deep and four scenarios were created shown in Table 11.  
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Table 11. Scenarios for Phase IV Test 2 
 Est. Distance (m) AFM Lighting 
Scenario 1 1 Off 
Scenario 2 1 On 
Scenario 3 0.5 Off 
Scenario 4 0.5 On 
 
A recording was taken at each scenario, bag files were saved of the AprilTag 
detections and the SeaTrac data was logged. The SeaTrac data is output as easting and 
northing coordinates for both ROVs relative to the USBL transceiver placed in-between 













The collected data was then filtered to include only data recorded between 17 Sep 
1424 and 1440 PDT (1568755471 to 1568756447 Unix Epoch time) and less than a 
measured distance of 2 m. All measurements were conducted within 2 m and any 
measurements outside of that are considered false positives and were removed from the 
data set. The AprilTag detections for the 1 m test encountered an error where the video 
feed froze and resulted in several constant measurements. Due to this, only a single 
AprilTag detection is considered a true positive detection, the rest were removed from the 




Figure 51. Non-Active AFM-2 versus Active AFM-2 at 1 m Separation 
Table 12 shows the results of the test at each lighting and position combination. 
Distances are measured between the two ROVs and the tag detections were collected over 
a 60 second recording. The AFM was identified at each position and was significantly more 
accurate to the estimated distance. 
Table 12. Phase IV Test Results 









Scenario 1 1 0.976 1 1.639 1568755569 1568755627 
Scenario 2 1 0.976 1 1.403 1568755471 1568755546 
Scenario 3 0.5 0.681 2 1.235 1568756000 1568756100 
Scenario 4 0.5 0.753 9 1.063 1568756200 1568756300 
 
The most significant finding from the data is that at the half meter distance the tag 
was identified more frequently with the backlighting on. Figures 52 through 54 are plots 




Figure 52. USBL and AprilTag2 Comparison (Mean Distances) 
 
 




Figure 54. Selected Data for USBL and AprilTag2 Comparison at 0.5 m 
3. Test 3 
The final test was to send the ROVs deeper, to approximately 6.8 meters, to reduce 
the ambient light in the water. Figure 55 shows an image from the NPS ROV’s camera. 
However, the detection software did positively identify the AFM. A feature of the 
apriltags2_ros node is a parameter to view the intermediate image processing steps. This 
setting was enabled and Figure 55, a recorded image from the test, was sent to the node. 
Figure 56 shows one of the intermediate image processing steps. It is seen that the computer 
vision algorithm finds the tag but, due to the band of darkness between the two oval 
backlights, the algorithm incorrectly thresholds the image and results in improper 
decoding. There are several locations in the tag’s payload where the algorithm assigned the 
wrong value for the bit, shown by white and black dots. This indicates that the adaptive 




Figure 55. Image from NPS ROV Camera During Test 3 
 
 
Figure 56. Image from apriltags2_ros Node Debugging Output 
Post-processing Figure 55 and then passing it to the node, resulted in a positive 
identification. Figure 57 shows the positive identification of the tag after Figure 55 had its 




Figure 57. Positive tag detection with image post processed 
The ability to positively identify the tag after applying simple contrast and 
brightness changes indicates that with the proper automation of camera settings or 
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V. CONCLUSIONS AND FUTURE WORK 
A. CONCLUSIONS 
Three plausible AFM designs were presented in this thesis. The experiments 
illustrated that a tag fabricated from translucent acrylic with a vinyl fiducial marker 
geometry was the most effective of the designs tested. However, using an LED tablet 
showed great promise and could provide additional capabilities to an AFM but experienced 
a restricted viewing angle that prevented reliable detection after an approximately 45 
degree skew angle. Another possible, but not tested, limit with using the tablet is the 
amount of its emitted light versus the 10 diode lights used in the vinyl-acrylic AFM 
designs. The vinyl-acrylic AFM provided positive results both when used in-air and 
underwater and was able to be reliably detected out to a 70 degree skew angle at 2 m. This 
design ensured reliable contrast for the CV algorithm to detect the AFM, and a simple but 
effective method of diffusing the backlighting to surround the entire tag. 
A simple software package was also developed to pull a UDP image stream into 
ROS and pass it to the apriltags2_ros node that outputs the pose and distance to the AFM. 
The entire package worked for the experiments as designed. However, as seen when using 
the software in Phase IV, major pixel changes from frame to frame caused a compression 
and transportation issue that would freeze the image and result in a constant pose output. 
When the video stream experienced minimal changes between frames, the stream showed 
little to no errors and lag. 
This thesis sought to assess the feasibility of using AFMs for underwater 
localization and navigation. Seen in Experiment 1 during Phase II, the performance of the 
AFM nearly matched the performance of a paper tag when used as a passive tag with 
ambient lighting in both distance error and tag detections. This match in performance 
demonstrates that the AFM is viable for use in ambient lighting scenarios where fiducial 
markers are used now. However, once the AFM was placed in the low-light environment, 
its performance saw an almost 450% increase in tag detections from the ambient lighting 
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test. This shows that, in an environment where a paper tag would never be detected, the 
AFM designs are not only detectable but perform better than they do in ambient lighting.  
The results from the underwater testing demonstrate that the environment and 
imaging medium play a significant role in the detections fiducial markers. However, Phase 
III also demonstrated that out to approximately 3 m the AFM was within a 0.05 m distance 
error range with tag detections greater than the paper tag used in Phase II. Comparing the 
ambient and low-light scenarios underwater showed the same increase in performance as 
seen in Phase II. 
From these results, it is clear that AFMs are a feasible alternative to passive tags 
and, with some improvements, could be a new feature used for localization of UUVs and 
ROVs. Furthermore, seen from Phase IV experiments, the testing with NIWC PAC 
demonstrated that AFMs can be used outside of a controlled testing environment. Overall, 
this research only provided a rudimentary insight of using AFMs with an ROV; further 
work is required to refine the methods used here and ultimately integrate this capability to 
current or future systems.  
B. FUTURE WORK 
The first follow-on improvement to this research is to further develop the software 
package used. The package pieced together simple Python coding using OpenCV to pass 
the UDP stream to ROS. The video was rudimentarily sent to ROS frame by frame using 
simple loops and if statements which contained no buffering and simple video 
compression. Since the code is elementary, it regularly experienced pixilation, various 
compression artifacts throughout the image, and intermittent stream freezing. With 
improvements to this code the real-time application of using AFMs for tracking and 
continuous localization can be realized. Also, working with the AprilTag team, the amount 
of computing power needed by the node could be reduced so that the software could easily 
be embedded on an ROV or UUV onboard computer. In addition, the software should be 
updated to include a buffering on the output pose of the tag detection. Using a short buffer, 
the software could record several samples, calculate a mean, and then start removing 
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outliers or false positives at each new tag detection. As new tag detections are recorded, 
the mean will be continuously updated. 
A second area of future work could be in a software package that can autonomously 
adjust the camera settings to the environment, especially if it is searching for an AFM. 
Mainly since the AFM will be a bright light in a dark environment, the software will need 
to optimize the exposure, contrast, white balance, and brightness of the camera and then 
auto focus to the AFM. If this process is automated, the camera would have the ability to 
recognize an AFM, automatically optimize the camera settings, and then identify and 
decode the fiducial marker. This would allow the ROV or UUV to adapt to dynamic 
scenarios vice requiring the camera setting be preprogrammed prior to the mission. 
The final recommendation for this research is to continue refining the AFM design. 
As seen in the Phase IV results, the lighting used in salt water was not adequate. A light 
source that outputs more light to the tag would theoretically increase the distance of 
detection. Different light-diffusion techniques may yield a better tag identification rate. 
Also, the tag itself can be improved and customized. As presented in Chapter II, there are 
several popular types of fiducial markers and systems and some that are being designed for 
specific use underwater. A different, or modified, fiducial system, like those proposed in 
[3] and [17], may offer reduced computational overhead, faster performance, and improved 
detection performance in the diverse underwater environment. Finally, the color of the light 
could play a significant role in detection distances. Using a blue or green light would 
improve the distance the light can travel; however, the current CV algorithm used may 
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APPENDIX A. LINKS TO DATA AND CODE REPOSITORIES 
All bag files recorded during the experiments have been uploaded to BOX and available to 
all NPS students, faculty, and staff. The .mat files created after loading and post-processing 
the bag files are also available. To access the folder visit: 
 https://nps.box.com/s/maun56lxghuct0hw1jq3sqzrcmacm7dz 
The ROS package containing the vidpublisher node is available on GitHub at: 
 https://github.com/mcclainrt/udpvid.git 
A separate repository is also available on GitHub that includes instructions on setting up 
and running the software for each experiment and the MATLAB scripts and functions used 
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APPENDIX B. ADDITIONAL PLOTS FOR PHASE I 
 
Phase I, Test 1, Tag Detections with False Positives 
 




Phase I, Test 3, Tag Detections at 4 m with False Positives 
 
Phase I, Test 4, Tag Detections at 2 m with False Positives 
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APPENDIX C. ADDITIONAL PLOTS FOR PHASE II 
 
Phase II, Experiment 1, Test 3, Tag Detections at 4 m without False Positives 
 




Phase II, Experiment 2, Test 3, Tag Detections at 4 m without False Positives 
 




Phase II, Experiments 1 and 2, Test 1, Tablet Distance Error without False Positives 
 









APPENDIX D. ADDITIONAL PLOTS FOR PHASE III 
 
Phase III, Experiment 1, Test 3, Tag Detections at 4 m without False Positives 
 




Phase III, Experiment 2, Test 3, Tag Detections at 4 m without False Positives 
No detections were recorded for Phase III, Experiment 2, Test 4. 
 




Phase III, Experiments 1 and 2, Test 1, Tablet Tag Detections a without False Positives 
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APPENDIX E. ADDITIONAL PLOTS FOR COMPARISON OF 
PHASES II AND III 
 
Phase II and III, Experiments 1 and 2, Test 1, Tablet Distance Error without False 
Positives 
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