Coupled flood and sediment transport modelling in large-scale domains has for long been hindered by the high computational cost. Adaptive mesh refinement is one of the viable ways to solving this problem without degrading the accuracy. This goal can be accomplished through mesh adaptation, e.g., mesh coarsening and refining based on the dynamic regime of the flow and sediment transport along with bed evolution. However, previous studies in this regard have been limited to cases either without involving sediment transport or featuring flow-sediment-bed decoupling and the assumption of sediment transport capacity, which are not generally justified. Here, a coupled hydrodynamic and non-capacity sediment transport model is developed on adaptive non-uniform rectangular mesh. The proposed model is validated against experimental tests and numerical results based on the fixed meshes. It is demonstrated that the proposed model can properly capture shock waves, resolve the wetting/drying transition and reproduce morphological evolution. Compared with models based on the fixed meshes, the proposed model features great advantage in computational efficiency and holds promise for wide applications.
Introduction
To underpin effective flood risk management, it is necessary to numerically model flood flows that involve active sediment transport and morphological evolution [1, 2] . Despite the rapid development of computer technology and numerical algorithms in the last several decades, the high computational cost continues to hinder the wide applications of full two-dimensional (2D) shallow water hydrodynamic modelling in large-scale domains [3, 4] .
Generally, a high-resolution mesh is required in order to ensure the accuracy and reliability of the modelling. For example, buildings are in general densely distributed in an urban area and thus a high-resolution mesh is normally required in urban inundation modelling [5] [6] [7] . Local flow regime is important for fish habitat in ecological studies, and in this connection Crowder and Diplas [8] employed a locally fine mesh to resolve large boulders in natural rivers. However, a high-resolution mesh means a large number of computational nodes and thus a huge increase in computational cost [9] . In general, for large-scale hydrodynamic modelling, the need for a high-resolution mesh exists only in a small portion of the entire domain, while over the majority of the domain a locally coarse mesh suffices. This implies that part of the computational nodes can be removed without degrading the overall accuracy. Therefore, mesh optimization, i.e., applying a high-resolution mesh only in those areas of major interest, may significantly improve the computational efficiency while at the same time maintain the reliability of the solution. On the other hand, the flow usually evolves dynamically in space and time. Therefore, the area in which a locally high-resolution mesh should be adopted is unknown, which necessitates the use of adaptive mesh refinement (AMR). The most widely used structured AMR was developed by Berger and Oliger [9] . Based on the AMR algorithm, they developed a model of 2D hyperbolic partial differential equations. Following Berger and Oliger [9] , George [10] employed block-structured AMR to develop a 2D shallow water hydrodynamic model for tsunami modelling. The ratio of the mesh sizes between distinct levels was arbitrary, which differs from that of the traditional quadtree mesh [10, 11] that restricted the ratio between levels to 2.0. Chen et al. [12] developed a non-inertia model based on a multi-layered mesh for urban inundation modelling. However, it is a lumped model, which neglects the dynamics of the flood to a certain extent. Liang [4] developed a structured non-uniform AMR for 2D shallow water hydrodynamic modelling over fixed bed. Compared with the block-structured AMR and traditional quadtree mesh [9] [10] [11] 13] , this mesh features advantages in neighbour search, cell information storage and adaptation procedure. It is recognized that environmental flows may induce active sediment transport and morphological evolution, which in turn modify the flows. One of the most telling cases is dam-break flow over an erodible sediment bed [14] [15] [16] . To date, however, most studies using AMR have been limited to cases either without involving sediment transport at all [4, [9] [10] [11] 13, 17] or featuring the assumption of sediment transport capacity, which is not normally justified. Benkhaldoun et al. [18] have developed a model based on an unstructured AMR for modelling of flood flows over mobile beds. Compared with the structured AMR, the generation of the unstructured AMR is more complex and the discretization of the governing equations becomes much more cumbersome. Further, the model is decoupled, neglecting the feedback impacts of sediment transport and morphological evolution on the flow to a certain extent. Equally critically, it features the assumption of sediment transport capacity, i.e., sediment transport rate is assumed to be determined exclusively by local flow regime. However, this assumption is not generally justified, especially in highly unsteady flows such as dam-break flows over mobile beds [15] . Zhang and Wu [19] developed a hydrodynamic and sediment transport model based on a multiple-level quadtree mesh with local refinement for the dam-break floods over mobile bed. However, the mesh was fixed during the modelling and the location with local mesh refinement was predefined. The authors were not aware of any coupled hydrodynamic and non-capacity sediment transport model featuring adaptive mesh refinement.
In the present paper, a coupled hydrodynamic and non-capacity sediment transport model on an adaptive non-uniform rectangular mesh is proposed. It is an extension of the model by Huang et al. [20] on a fixed uniform mesh to the adaptive non-uniform rectangular mesh similar to Liang [4] . A new adaptive indicator is introduced to reflect the impact of sediment concentration on the AMR. The Godunov-type finite volume method with Harten-Lax-van Leer contact (HLLC) approximate Riemann solver and monotonic upstream-centered scheme for conservation laws (MUSCL) linear reconstruction are deployed to discretize the governing equations. Several laboratory experimental cases are modelled to validate the proposed model, including dam break floods over both the fixed and mobile beds. The proposed model is finally applied to model a megaflood due to glacier dam break in a large-scale domain. The accuracy and computational efficiency of the present model are demonstrated.
Mathematical model

Governing equations
The governing equations are essentially the 2D shallow water hydrodynamic equations comprising the complete mass and momentum conservation equations for the watersediment mixture flow and the mass conservation equations for sediment and bed material, respectively. The wellbalanced conservative form of the governing equations is written as [20] , t x y
( 1 )
 is the Laplace operator;  is the turbulent eddy viscosity, which is calculated by
, where  is a coefficient,  is the von Karman coefficient, and * u is friction velocity.
Model closure
To close the governing equations, a set of empirical relationships is introduced to determine the bed shear stress and the sediment exchange fluxes. In general, environmental flows are unsteady and non-uniform, featuring boundary resistance substantially different from those of steady and uniform flows. This fact is more pronounced where sediment transport is involved and the bed is rendered mobile and exhibits bedforms (e.g., dunes). Unfortunately, there has been no generally applicable relationship for boundary resistance in such flows, which has been proved to result in improved results. This is why computational studies of environmental flows over fixed and mobile beds have to date exclusively used resistance relationships initially developed for steady and uniform flows, which involves the Manning roughness n . The present model follows the same practice in this aspect, the bed shear stresses are given by
Two distinct mechanisms are involved in the sediment exchange between the flow and bed, i.e., sediment entrainment due to turbulence and particle-particle interactions, and sediment deposition mainly due to gravitational action. The entrainment and deposition fluxes are estimated by
where  is the settling velocity of a single sediment particle in tranquil clear water, which is calculated using the formula of Zhang and Xie [21] . Bed load sediment transport capacity e c is determined by local flow regime. The empirical parameter  represents the difference between the near-bed concentration and the depth-averaged concentration of sediment; its value is determined by the method in Cao et al. [15] . The bed load sediment transport capacity 
where b q is unit-width bed load transport rate at transport capacity status; s is the specific gravity of sediment; d is the sediment medium diameter;  is the Shields parameter and c  is threshold Shields parameter for initiation of sediment movement, determined following Cao et al. [22] . A plethora of empirical formulations has been proposed for b q . Yet existing formulations for bed load transport rate are derived under steady and uniform flows, and therefore the entrainment flux based on these formulations may not be directly applicable to rapid flows (e.g., dam break floods). A slightly modified version of the MPM [23] formula is introduced, with a modification coefficient  to be calibrated using measured data, since the Shields parameter in dam break floods could go beyond the range in which the MPM formula was initially derived. In essence, it is a functional form of bed load transport rate introduced based on the MPM formula.
Non-uniform rectangular mesh and adaptation
The non-uniform rectangular mesh is implemented by using the AMR technique. It is implemented in three steps following Liang [4] . Firstly, the computational domain is decomposed using a coarse uniform rectangular mesh, referred to as the background mesh. Secondly, subdivision level is allocated to each cell on the background mesh according to specified criteria. Finally, the mesh is regularized to ensure that an arbitrary cell is at most two times bigger or smaller than any of its neighbors (i.e., the 2:1 rule).
After regularization of the mesh, the neighbours of each cell can be found by simple algebraic relationships following Liang [4] , which is easier to implement than the traditional quadtree mesh [11, 13] . Moreover, the present non-uniform mesh allows the modelling to be implemented in a single mesh unit without any need to divide the computation into different individual mesh components as required by a block-structured mesh. Also it does not necessitate troublesome dynamical links of different numerical solutions as for a nested mesh and quadtree mesh [4] . Generally, the initial mesh can be created by seeds and a looped boundary [4, 10] . Alternatively, all the initial mesh of computational cases is allocated to the highest level for simplicity.
During the modelling, the mesh adaptation procedure can be implemented by refining and coarsening the mesh with a specified adaptation indicator. One issue common to all the AMR techniques is the selection of the adaptation indicator and its value. To date, there is no universally applicable approach to address this problem. Berger and Oliger [9] determined the adaptation indicator based on the difference of variables between two successive time instants. George [10] applied the flow criteria (such as water surface gradient and velocity) as adaptation indicator. In both Berger and Oliger [9] and George [10] , if the adaptation indicator exceeds the pre-specified threshold, such as 2 2 u v  >0.1 m/s in George [10] , the cell would be flagged out for refinement. An alternative method for determining the adaptation indicator involves the relative value of the flow variables. Wang and Liang [17] used the nondimensionalized water surface gradient as an adaptation indicator. The threshold values for refinement and coarsening are obtained by sorting the array of the variables. In this regard, it is noted that the extra data storage or computation may be highly costly as the array is huge. Benkhaldoun et al. [18, 24] employed the normalized pollution concentration or bed load transport rate as an adaptation indicator. In this method, if the normalized value exceeds the threshold, the cell is marked for refinement or coarsening. In the present work, the gradients of water surface and sediment concentration as well as the bed slope are employed to determine the adaptation indicator. The relative values are adopted as thresholds. The function for the adaptation indicator is defined as
where G is a functional symbol;  represents either the wa- It is revealed (not shown here) that the two thresholds change the results marginally for the fixed beds, while discernibly for mobile beds. Generally, the two thresholds are larger for the fixed beds than those over mobile beds. In applications, the ranges of the Additionally, the cells at the wet/dry interface are always subdivided to the highest levels but not confined by eq. (7). After its refinement and coarsening, the mesh must be regularized to satisfy the 2:1 rule. In any newly created cell, its flow and sediment transport variables are obtained by means of linear interpolation based on values at its neighbours following Liang [4].
Numerical scheme
An explicit finite volume Godunov-type scheme is adopted to solve the pre-balanced governing equations on the structured non-uniform rectangular mesh. Although the numerical scheme is designed for uniform fixed meshes, it is also applicable to the non-uniform mesh with moderate modifications. The HLLC approximated Riemann solver is used to solve the local Riemann problem and the interface fluxes and the MUSCL linear reconstruction is adopted to achieve the second-order accuracy in space.
The following time-marching formulae are used to update the flow and sediment variables to a new time step
where the superscript k represents the time level and the superscript p indicates the state after calculating variables from eq. (8) F as an example, the interface fluxes may be calculated through solving the local Riemann problem defined at the eastern edge of cell ic , ( ,
, 
where w U is the vector of the flow and sediment variables at the western neighbour. Riemann states at other cell interfaces are calculated similarly. It should be noted that the slope-limited reconstruction is only applicable to those wet cells away from the wet-dry interface. In a dry or a wet cell next to a dry cell (
, the face values are set to be equal to those at the centers to give a stable representation of the wet-dry fronts. The local Riemann problem defined by the above left and right Riemann states is solved by the HLLC approximate Riemann solver. The details about the HLLC Riemann solver can be referred to ref. [26] .
Due to the different sizes of the neighbours, special care must be taken to maintain the conservative property as evaluating interface fluxes [4] . Figure 1 
where 0.5( )
Similar discretization is applied to the y -direction. This treatment can balance the source term and the flux gradient, which preserves the well balanced property of the model at static water condition (Liang and Marche [27] ). For the friction source term f S , the splitting implicit method is used with limited friction force, which can avoid nonphysical velocity as the depth is very small [27] . In eq. (8), the friction source term
solved by a splitting method and it is equivalent to solving the following ordinary differential equations
Take the momentum equation of eq. (14) in the x-direction as an example
where x q hu  . The above equation is then discretized by a full implicit method 1 , 
where
   . Neglecting the high-order terms and substituting it into eq. (16), the following formula is attained for updating x q to the p time step
is the friction source term including the implicit coefficient. In order to ensure stability, a limiting value of the implicit friction force must be identified according to the physics of the shallow flows [27] . The maximum effect of the friction force is to constrain the flow, i.e., 0
 . Then according to eq. (18), the limiting value of the implicit friction force can be easily derived and is given by
If x F computed is beyond the limit, its value is replaced by the critical value /
 in the actual computation. Similarly, the implicit coefficient in the y direction can be calculated. In eq. (15), the term / c x   is discretized using a central difference scheme, as are the diffusion terms in eq. (2d). Notably, there is no clipping treatment to modify flow and sediment variables or fluxes in order to maintain numerical stability. This procedure essentially ensures absolute mass conservation [27] .
Bed evolution is computed explicitly from eq. (3),
The numerical scheme is explicit. Its stability is controlled by the Courant-Friedrichs-Lewy (CFL) condition, the time step is given by
where Cr is the Courant number. It is specified as Cr = 0.4 for all the test cases below. In fact, the same limit for the Cr (Cr  0.5) has been imposed before [28] using the MUSCL reconstruction method. In general, the CFL stability condition is valid for non-homogeneous hyperbolic systems with small source terms. Instability of a numerical model built on the non-homogeneous hyperbolic equations can be triggered by large source terms, even for a full implicit numerical model [29] . A common approach to coping with this problem is to use a small time step, corresponding to a small Cr . Also in this regard, if the resistance term for a compound open-channel flow is overestimated by a naïve empirical relationship, it may cause non-physical oscillations, which certainly will spoil the results [30] .
Computational tests
To quantify the difference of two solutions, the average discrepancy
where   is the solution of the reference case and  is the solution of a separate case for comparison. In the following subsections, the quantity ic χ chosen for comparison is case specific.
The modelling runs are performed on single core of the Dell Precision T7500 workstation (3.07 GHz CPU with 12 GB RAM) using non-parallelized codes of models based on both fixed and adaptive meshes, except where otherwise specified.
Dam break flow over fixed bed
Bellos et al. [31] carried out a series of dam break flow experiments. The flume was made a gradually converging-diverging plan shape to generate 2D effects. The flume was 21.2 m long and a longitudinal slope of 0.6% was specified. The dam was located at x =0 m, and instant and full break was accomplished by rapidly lifting the dam ( Figure  2 ). The Manning roughness was calibrated to be 0.012 s/m 1/3 [31] . The free outflow boundary condition is applied in the modelling. Fixed meshes (FM) with three different cell sizes and AMR with two different levels (Table 1) are adopted in the modelling. For the adaptive mesh, 1  =0.5 and 2  =0.2 are adopted. The coefficient  is presumed to be equal to 0.2. Figure 3 shows the computed and measured water depths at four probe locations (Figure 2) . The computed water depth agrees well with the measured one at P1, P2 and P3, whilst it is slightly higher than the measured one at P4, which likely results from the uncertain estimation of turbulent diffusion. The relative CPU time for different meshes is shown in Table 1 . The unit CPU time is 15.2 s obtained from FM3. With a finer mesh the relative CPU time is longer for fixed mesh as more computational nodes are involved. The relative CPU time of FM1 is roughly nine times more than that of AMR. Table 2 shows the average discrepancies of different meshes at the four gauges. In this test,  = h and the observed depth is defined as reference case. It is seen that the average discrepancy of AMR is very close to that of FM1 (Table 2 ). This outcome means the solution based on AMR achieves the similar resolution to that based on the finest mesh (FM1). The average discrepancy of AMR is smaller than that of FM2, whereas the relative CPU time is less than that of FM2. Moreover, the average discrepancies of fixed mesh increase as the cell size becomes larger, i.e., from FM1 to FM3.
Flow due to landslide dam failure
Cao et al. [32] . A weir 0.332 m high is located at x =78.0 m, where the outflow is supercritical. A set of 12 automatic water-level probes was used to measure the stage hydrographs at 12 cross-sections along the flume. To demonstrate the performance of the present model, the case without initial breach with uniform sands was revisited, i.e., F-Case 11 in Cao et al. [32] . In this case, the initial upstream and downstream slopes of the dam were 1/2 and 1/3, respectively. The medium diameter of the non-cohesive dam material was 0.8 mm and the specific gravity of the sediment was 1.65, invariable in space. The inlet discharge was 0.042 m 3 /s, and the initial static water depths immediately upstream and downstream of the dam were 0.054 m and 0.048 m respectively. In this test, the modification coefficient  for entrainment is set to be 4.0 following Huang et al. [20] , while 1  and 2  are specified to be 0.4 and 0.01 respectively. The coefficient  vanishes in this case. cm) meshes are in agreement with the measured ones, especially at the descending phase. To quantitatively evaluate the discrepancy,  = and the measured data are defined as reference case. The average discrepancies of the stage hydrographs at the four cross sections (i.e., CS1, CS5, CS8 and CS12) based on the fixed mesh are 1.67%, 1.77%, 0.79% and 0.88%, while those of the adaptive mesh are 1.34%, 1.25%, 0.63% and 0.73%. In this case, the CPU time of the fixed mesh is about 20 h while that of the adaptive mesh is less than 2 h, leading to a reduction by more than 90%. Figure 5 shows the computed and measured water surface profiles along with the computed bed profile at t =400 and 600 s. It is shown that the computed water surface profile agrees well with the measured one. Figure 6 shows the computational meshes at t =400 and 600 s. The mesh is finer around the dam and the weir than other parts of the domain and it evolves with time. The mesh at t =400 s is dictated by the gradients of water stage and bed elevation, so the finer mesh is shown around the dam and the weir. However, at t =600 s, the mesh around the dam is dictated by the gradient of the bed elevation ( Figure 5 ). This procedure is adopted because the normalized stage gradient is smaller than the threshold value for refinement, whilst the normalized gradient of the bed evolution (or slope) is larger than the threshold value for refinement, and equally importantly, the bed deformation is among the primary processes which we aim to resolve, for which a locally finer mesh is necessary. It suggests that it is justified to incorporate the movable bed elevation in the adaptation indicators.
Dam break flow over mobile bed
A 2D mobile-bed dam-break experiment was performed at UCL-Belgium to investigate the hydrodynamics and morphological evolution [16] . The flume was 3.6 m wide and about 36 m long (Figure 7 ). The partial dam break was represented by rapidly lifting the 1 m wide gate between the blocks. An 85 mm thick sand layer was paved extending from 1 m upstream of the gate to 9 m downstream of the gate. The fully saturated sediment had a medium diameter 1.61 mm, specific gravity of 2.63, and bed porosity of 0.42. The experiment involved both initially wet and dry bed scenarios downstream of the gate. Here, only the initially dry case was selected, which was thought to be most difficult case to model [33] . Ultrasonic probes were used to measure the water level at eight gauge points ( Figure 7 ). The Manning roughness n was set as 0.0165 and 0.01 s/m 1/3 for the bed covered with and without sand, respectively. The open boundary condition was adopted for the outflow condition. The modification coefficient  for entrainment was set to 1.0, while 1  and 2  were specified to 0.2 and 0.01 for the adaptive mesh. The coefficient  is presumed to be equal to 0.2. Differential meshes were applied, as summarized in Table 3 . The results shown in Figures 8 to 12 pertain to mesh AMR2. Figure 8 shows the computed and measured stage hydrographs at the eight gauges. The computed stage hydrographs at gauges 1 and 4 are about 3.0 cm lower than the measured ones on average (Figure 8(a) ), which is similar to that due to Wu et al. [33] . One of the possible reasons for the discrepancy is that these two gauges are located at the suddenly expanded corner where the flow is highly three-dimensional and may not be fully represented by shallow water hydrodynamic models. The computed stage hydrographs at other gauges are in reasonable agreement with the measured hydrographs (Figure 8(b)-(d) ). To quantitatively evaluate the discrepancy,  = and the measured data are defined as a reference case. The average discrepancies of the computed stage hydrographs are 24.19% at G1(4), 7.66% at G2(3), 9.30% at G5(8) and 7.92% at G6(7) respectively. Figure 9 shows the bed elevation profiles at y=0.2, 0.7 and 1.45 m. The computed bed elevation profiles agree with the measured values fairly well. The bed deform depth is defined as z z initial and z final are the bed elevation at initial and final instants. To quantify the discrepancy between the computed and measured bed elevation profiles, =z and that of the measured elevations is defined as reference case. The average discrepancies of the bed elevation at y= 0.2, 0.7 and 1.45 m are 25.48%, 23.95% and 15.70% respectively. It should be noted that deviations of the computed water lev-els and bed profiles from the measured ones are in a similar magnitude to the discrepancies of water levels and bed profiles among different experiment runs (see Figures 4 and 5 and the related text in ref. [16] ). Figure 10 shows the computed and measured bed topographies at t =20 s. In the local area near the expanded corner, bed evolution is difficult to accurately model even in a qualitative sense (Figure 10 in ref. [16] ), which likely results from the locally strongly three-dimensional flow structure that is essentially not represented by the shallow water hydrodynamic model. Yet, the main morphological evolutions computed and measured are rather similar. Intense bed scouring occurs around the expanded corner from both the computed and measured topographies (note that the initial bed elevation is approximately 0.085 m), though the measured bed topography is not as symmetric as the computed one. In this respect, the present model demonstrates promising capacity in reproducing morphological evolution. Figure 11 shows the computed water surfaces and the meshes at t =5 and 20 s. As shown in Figure 11 (a) and (c), the gradient of water surface around the expanded corner is very large, which means vertical velocity is nontrivial. Accordingly, the mesh around the expanded corner is locally finer than elsewhere (Figures 11(b), (d) ). At P3, refinement is necessary due to  based on bed elevation, which is clear from Figure 12 (c). Therefore, it is important to introduce concentration as a variable to dictate the mesh adaptation. Figure 13 shows the computed stage hydrographs on different meshes (Table 3) and those measured at the eight gauges ( Figure 7 ). Due to the symmetric locations of the gauges, the computed stage hydrographs at only one of the symmetric gauges are shown. Appreciable discrepancy can be spotted among the computed stage hydrographs based on different meshes, which suggests that the mesh can modify the stage hydrographs to a certain extent. Yet, all the computed stage hydrographs from different meshes deviate from the measured ones to a similar extent. Unfortunately, it remains hard to unravel what factors lead to the deviation, given the current knowledge on the interactions of dam break floods with an erodible bed. The need for further fundamental research into the phenomenon is warranted. Nevertheless, the largely enhanced computational efficiency is evident based on AMR when compared to the fixed meshes (Table 3 ). 
Megaflood due to glacier dam-break over mobile bed
The glacier dam-break flood in the Altai Mountains was one of the largest floods on the Earth [34] . The background of this megaflood was presented before [34] [35] [36] . This megaflood was modelled by Carling et al. [36] using integrated 1D and 2D hydraulic models over a presumed fixed bed. Yet, a megagflood is certainly highly energetic, capable of triggering very active sediment transport and intense geomorphic change [35] , which in turn modifies the flood flow significantly. Even a single flood event can result in rapid formation of a modern bedrock canyon [37] . Therefore, the modelling of sediment transport and bed evolution induced by the flood is important. The Manning roughness n is set to 0.05 s/m 1/3 following Carling et al. [36] and the medium sediment diameter is 120 mm. The maximum depth of the bed, which can be eroded, is confined to 50 m according to the field survey. The modification coefficient  for entrainment is set to 1.0 and the coefficient  is specified to 0.2. The "minimum model" proposed by Walder and Costa [38] is adopted to specify the discharge hydrograph (with peak discharge being about 9.4510 6 m 3 /s) at the upstream boundary (ice dam site, x=220 km in Figure 14) . Transmissive boundary conditions (i.e., gradients of velocity and depth are set to zero) are applied at the downstream boundary if the cross-sectional Froude number is greater than unity [39, 40] ; otherwise, a local uniform flow condition is imposed. The models based on the both fixed and adaptive meshes are adopted. For the modelling based on the adaptive mesh, two levels (i.e., level 0 and 1) are used, and the DEM resolution is 50 m  50 m, with 1  and 2  specified to be 0.2 and 0.01. The minimum cell size of the adaptive mesh is 50 m  50 m, which equals to the cell size of fixed mesh. The megaflood flowed in a large-scale domain, which involves about 3.75 million and more than 1.5 million computational cells for the fixed and adaptive meshes, respectively. In order to enhance the computational efficiency, the codes on both the fixed and adaptive meshes are parallelized using Open specifications for Multi-Processing (OpenMP) method.
To quantitatively evaluate the discrepancies between the results on different meshes, the water depth corresponding to the maximum stage is chosen as  in eq. (22) and that of the fixed mesh is defined as the reference case. The average discrepancy based on the adaptive mesh is 7.031%. It is shown in Figure 14 that the final bed topographies based on the fixed and adaptive meshes are in fairly good agreement with each other. Quantitatively,   = z  and that of the fixed mesh is defined as the reference case. The average discrepancy of the bed deformation depth based on the adaptive mesh is 0.2%. Models based on both the fixed and adaptive meshes are performed on 12 cores CPU of the workstation. It costs more than 30 d (720 h) for a run from the model based on the fixed mesh, while only about 5 d (120 h) are required for the model on the adaptive mesh. The results demonstrate that the model based on the adaptive mesh can save the computational time significantly while achieving similar accuracy to the fixed mesh. Figure 15 shows the comparison of the maximum water stage profiles from both the fixed and adaptive meshes. Unfortunately, the observed data of the maximum stage for the historic megaflood are unavailable due to obvious reasons. Therefore the elevations of the deposits and bars, emanating from post-flood geological surveys, are included for comparison. The main routing of the flood started from the ice dam site (distance downstream of ice dam is 0 km in Figure 15 ) along the Chuja River, extended to the Katun River and eventually flowed downstream to the lower Katun River. It is shown that the computed maximum stage profile based on the adaptive mesh is in line with that based on the fixed mesh and both agree with the field data reasonably well. It should be noted that the maximum stage is lower than the run-up deposits around 80-85 km in Figure 15 . This may be attributed to the uncertainty that is inevitable because no data are available for specifying the downstream boundary condition.
It is also interesting to compare the results of the present work to those of Carling et al. [36] . The maximum stage profile in between 10 and 20 km downstream the ice dam, computed by the present model (Figure 15 ), is close to that of Carling et al. [36] . In between 30 and 85 km, the computed maximum stage from Carling et al. [36] is significantly lower than the observed bars and run-up deposits, which is physically unrealistic. In contrast, the maximum stage profile in the same range resolved by the present model ( Figure 15 ) is qualitatively consistent with the observed data. Several factors are responsible for the differences between the results from Carling et al. [36] and the present work. First of all, in Carling et al. [36] only the flood water flow is modelled without taking into account the active sediment transport and substantial morphological changes. However, the strongly interactive processes of the flood flow, sediment transport and morphological evolution are modelled in a coupled manner in the present model. Also, the numerical algorithms in the two models are different, which also contributes to the differences between the two models. Additionally, the boundary conditions (especially the downstream boundary condition) may be different in the two models as no direct information is available. Figure 16 shows the flow velocity fields around the confluence of the Chuja River and Katun River at two instants, computed by the present model. It is shown that at t =1.2 h (Figure 16(a) ), the flood propagated into both the lower and upper reaches of Katun River and the velocities in the Chuja River and the lower Katun River were considerably higher than those in the upper Katun River. At t =24 h, the velocities in the upper Katun River were about two orders of magnitude lower than those in the lower Katun River and Chuja River. Thus Figure 15 (c) is presented to better show the velocity field in the upper Katun River, which is essentially zoomed in from Figure 16 (b). The main routing of the flood remained to be the Chuja River and the lower Katun River (Figure 16(b) ) and the impounded water in the upper Katun River flowed back downstream to the lower Katun River at t =24 h. The velocity fields at the two instants clearly demonstrate that the bifurcated flows and backwater effects are resolved by the present model.
Conclusion
A coupled 2D shallow water hydrodynamic and noncapacity sediment transport model has been developed based on the adaptive structured non-uniform mesh. Stage gradient and sediment concentration gradient, which are important in cases involving rapid bed evolution and intense sediment transport, are incorporated in the adaptation indexes. A series of computational tests show that the proposed model has advantage in saving CPU time 80% to 93% as contrasted against its counterparts based on the fixed meshes, while similar accuracy is maintained. It should find wide applications in modelling large-scale shallow water flows featuring sediment transport and morpho- logical changes. To minimize model uncertainty, enhanced understanding of sediment transport mechanics is essential, which necessitates fundamental studies on the interactions between turbulent flows and grains [41, 42] .
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