We consider the minimization of the number of non-zero coefficients (the ℓ0 "norm") of the representation of a data set in terms of a dictionary under a fidelity constraint. (Both the dictionary and the norm defining the constraint are arbitrary.) This (nonconvex) optimization problem naturally leads to the sparsest representations, compared with other functionals instead of the ℓ0 "norm".
Introduction

The problem under consideration
Our goal is to represent observed data d ∈ R N in a economical way using a dictionary (ψ i ) i∈I on R N , where I is a finite set of indexes and span ψ i : i ∈ I = R N .
We study the sparsest representation where the (unknown) coefficients (λ i ) i∈I are estimated by solving the constraint optimization problem (P d ) given below:
minimize (λi)i∈I ℓ 0 (λ i ) i∈I , under the constraint :
with ℓ 0 ((λ i ) i∈I ) def = # i ∈ I : λ i = 0 , where # stands for cardinality, . is an arbitrary norm and τ > 0 is a fixed parameter. Let us emphasize that for any d ∈ R N , the constraint in (P d ) is nonempty thanks to (1) and that the minimum is reached since ℓ 0 takes its values in the finite set {0, 1, . . . , #I}.
Given the data d, the norm . , the parameter τ and the dictionary, the solution of (P d ) is the sparsest possible, since the objective function ℓ 0 in (2) minimizes the number of all non-zero coefficients in the set (λ i ) i∈I without penalizing them.
The function ℓ 0 is sometimes abusively called the ℓ 0 -norm. It can equivalently be written as i∈I ϕ(λ i ) where ϕ(t) = 0 if t = 0 1 if t = 0
The function ϕ is discontinuous at zero and C ∞ beyond the origin, and has a long history. It was used in the context of Markov random fields by Geman and Geman 1984, cf. [8] and Besag 1986 [1] as a prior in MAP energies to restore labeled images (i.e. each λ i belonging to a finite set of values):
where the last term in (4) counts the number of all pairs of dissimilar neighbors i and j, and β > 0 is a parameter. This label-designed form is known as the Potts prior model, or as the multi-level logistic model [2, 11] . Guided by the Minimum description length principle of Rissanen, Y. Leclerc proposed in 1989 in [10] the same prior to restore piecewise constant, real-valued images. The hard-thresholding method to restore noisy wavelet coefficients, proposed by Donoho and Johnstone in 1992, see [6] , amounts to minimize for each coefficient λ i a function of the form λ i − g i 2 2 + βϕ(λ i ) where the noisy coefficients read g i = ψ * i , d , ∀i ∈ I where (ψ i ) i∈I is a wavelet basis. Very recently, the energy (4) was successfully used to reconstruct 3D tomographic images by using stochastic continuation by Robini and Magnin [19] .
Let us notice that even though the problem (P d ) in (2) and the minimization of E in (4) are closely related, there is no rigorous equivalence in general.
The context of digital image compression is of a particular interest, since it is typically the problem we are modeling in the paper. In compression, one considers different classes of images. Those digital images live in R N and are obtained by sampling an analogue image. Their distribution in R N is one of the main unknown in image processing and, in practice, we only know some realizations of this distribution (i.e. some images). Given this (unknown) distribution, the goal of image compression is to build a coder (that encodes elements of R N ) which assigns a small code to images. Typically, we want for every image d ∈ R N P (length(code(d)) = K) to be as large as possible for K small, and small for K large. We also want the decoder to satisfy
The link with the problem (P d ), in (2) , is that the current image compression standards (JPEG, JPEG2000) encode quantized versions of the coordinates of the image in a given basis. Moreover, most of the gain is made by choosing a basis such that the number of non-zero coordinates (after the quantization process) is small ( [9, 20] ). That is, we want to solve (P d ) for each λ i belonging to a finite set of values and for a basis (ψ i ) i∈I . This link between image compression and (P d ) might seem restrictive when we only consider a basis. It makes much more sense when we consider a redundant system of vectors (ψ i ) i∈I .
The use of redundant dictionaries has known a strong development in the past years, see [4, 17, 18, 3] for the most famous examples. In the context of dictionaries, we know that the length of the code for encoding (λ i ) i∈I is in general proportional to ℓ 0 ((λ i ) i∈I ). The problem (P d ) therefore reads : minimize the codelength of the image while constraining a given level of accuracy of the coder. This is exactly the goal in image compression.
Finding an exact solution to (P d ) in large dimension (which is necessary in order to apply (P d ) to image compression) still remains a challenge. In fact, the methods described in [4, 18, 3] can be seen as heuristics
The links between the performances of those heuristics and the performances of (P d ) is not completely clear. It is also a goal of the paper to provide a mean for comparing those algorithms.
Our contribution
In this paper, we estimate the ability of the model (P d ) to provide a sparse representation of data which follows a given distribution law. The distribution law is uniform in the θ-level set of a norm f d :
In order to do this we
• Give a precise (and non redundant) geometrical description of the sets
and
where val(P d ) denotes ℓ 0 ((λ i ) i∈I ) for a solution (λ i ) i∈I of (P d ) and for K = 0, . . . , N , τ > 0. This is done in Theorem 1 and equation (69). 
Remark 1 It is easy to see that
• Once these sets are precisely described, we are able to bound (both from above and from below), their measure (more precisely the measure of their intersection with L f d (θ)). The difference between the upper and the lower bound is negligible when compared to τ θ N −K , when τ θ is mall enough. Moreover, these bounds show that the measures of
The constants C K are defined in (44). They are made of the sum of constants C V over all possible vector subspaces V of dimension K, spanned by elements of the dictionary (ψ i ) i∈I . The constants C V are built in Proposition 1 and Corollary 1. They have the form
where P V ⊥ is the orthogonal projection onto the orthogonal complement of V , . is the norm defining the data fidelity term in (P d ) and L k . denotes the Lebesgue measure of a set living in R k .
• Once this is achieved, we easily obtain lower and upper bounds for Section 6) . They have the same characteristics as the bounds described above (modulo the disappearance of θ N ). In order to obtain sparse representations of the data, we should therefore tune the model (the norm . and the dictionary (ψ i ) i∈I ) in order to obtain larger constants C K .
This result clearly shows that the model (P d ) benefits from several ingredient (which might not be present in other models promoting sparsity):
-the sum defining C K is for all the possible vector subspaces of dimension K spanned by elements of the dictionary (ψ i ) i∈I .
• Finally we estimate E (val(P d )) and show that its asymptotic (when τ θ goes to 0) is governed by the constant C N −1 (see Theorem 5) . Increasing this constant therefore seems to be particularly important when building a model (P d ) (i.e. choosing . and (ψ i ) i∈I ).
These results are illustrated in the context of particular choice for . and for f d in Section 7.
Relation to other evaluations of performance
Evaluating the performance of an optimization problem like (P d ) for the purpose of realizing nonlinear approximation is a very active firld of research. For a good survey of the problem we refer to [5] .
In that field of research a variant of (P d ), named "best K-term approximation", is under study. It consists in looking for the best possible approximation of a datum d ∈ R N using an expansion in (ψ i ) i∈I with K non-zero coordinates. The performance of the model is estimated using the quantity
where Σ K denotes the union of all the vector spaces of dimension K spanned by elements of (ψ i ) i∈I , for K = 0, . . . , N . Expressed with our notations, the typical object under consideration is
for C > 0 and α > 0 and D τ (K) defined by (5) . That is the data d obeying
The typical results obtained there take the form
for C 2 ≥ C 1 > 0 and the level set
for a norm . η characterizing the regularity of d (again, the theory is in infinite dimensional vector spaces).
This permits to estimate the number of coordinates which are needed to represent a datum d, if we know its regularity. Typically, the link between α and η says how good is the basis (or more generally a dictionary) at representing the data class.
The clear advantage of these results over ours is that they apply even if one only has a vague knowledge of the data distribution. For instance, any data distribution whose support is included in K η does enjoy the decay C2 K α . The inclusions in (6) need indeed to be true for the worse elements of K η (even if they are rare). The counterpart of this advantage is that the constants C 1 and C 2 might be pessimistic.
Finally, as far as we know, the analysis proposed in Nonlinear approximation does not permit (today) to clearly assess the differences between (P d ) and its heuristics (in particular Basis Pursuit Denoising [3] and Orthogonal Matching Pursuit [18] ). This is a clear advantage of the method for assessing model performances proposed in this paper. Indeed, similar analysis have already been conducted in [16, 13, 15] in the context of the compression scheme described in [14] , Basis Pursuit Denoising and total variation regularization. (However, concerning the papers on Basis Pursuit Denoising and the total variation regularization, the results are stated for another asymptotic and the analysis partly needs to be rewritten in the proper context.)
Notations
For any function f : R N → R, and any θ ∈ R, the θ-level set of f is denoted by
For any vector subspace V of R N , we denote P V the orthogonal projection onto V and by V ⊥ the orthogonal complement of V in R N . To specify the dimension of V , we write dim(V ). The Euclidean norm of an u ∈ R N is systematically denoted by u 2 . The notation u is devoted to a general norm on R N . For any integer K > 0, the Lebesgue measure on R K is systematically denoted by L K . , whereas I K stands for the K × K identity matrix. We write P (.) for probability and E (.) for expectation.
As usually, we write o(t) for a function satisfying lim t→0
2 Measuring bounded cylinder-like subsets of R N
Preliminary results
Below we give several statements that will be used many times in the rest of the work.
Lemma 1 For any vector subspace V ⊂ R N and any norm . on R N , define the application
Then the following holds:
(ii) The application h in (8) is a norm on V ⊥ .
(iii) For any norm f d on R N , let δ 1 > 0, δ 2 > 0 and ∆ be some constants satisfying
The constants δ 1 , δ 2 and ∆ > 0 are independent of V and we have
Remark 2 The constants in (10) come from the fact that all norms on a finite-dimensional space are equivalent. In practice we will choose the smallest constants satisfying these inequalities.
Proof. The case V = {0} is trivial (we obtain h = . ) and we further assume that dim(V ) ≥ 1.
) is convex since . is a norm and P V ⊥ is linear. Moreover, the origin 0 belongs to its interior. Indeed, there is ε > 0 such that if w ∈ R N satisfies w 2 < ε, then w < 1.
(1). Using that . 2 is rotationally invariant and that P V ⊥ is a contraction, we deduce that 0
, as defined and commented in [12, p.131] . Since
Using that the Minkowski functional is positively homogeneous-i.e.
lead to (9) .
Assertion (ii).
For h to be a norm, we have to show that the latter property holds for any λ ∈ R (i.e.
that h is symmetric with respect to the origin). It is true since, for any λ ∈ R
where we use the facts that P V ⊥ is linear and that . is a norm. It is well known that the Minkowski functional is non negative, finite, and satisfies
Consequently, h defines a norm on V ⊥ .
Assertion (iii). Let us first remark that
where δ 1 and δ 2 are defined in the proposition. Using that . 2 is rotationally invariant, we have
We will prove (12) and (13) jointly. To this end let us consider a norm g on R N and δ > 0 such that
Using that each norm can be expressed as a Minkowski functional, for any u ∈ V ⊥ we can write down the following:
where the inequality in (15) comes from (14) .
If we identify g with f d and δ with ∆, we obtain (12) . Similarly, identifying g with . 2 and δ with δ 2 yields (13). This concludes the proof.
The next proposition addresses sets of R N bounded with the aid of f d .
Proposition 1 For any vector subspace
Then the following hold:
where
Remark 3 Using Lemma 1, the condition in (17) holds for any
, where ∆ is given in (11) . Let us emphasize that δ V may depend on V (which explains the letter "V" in index). The proposition clearly holds if we take δ V = ∆-the constant of Lemma 1, assertion (iii) , which is independent of the choice of V .
Observe that C is a positive, finite constant that depends only on V , . and f d .
Remark 4 An important consequence of this proposition is that asymptotically
As a consequence V τ is a Borel set and is Lebesgue measurable.
Since the restriction of f d to V ⊥ is a norm on V ⊥ , there exists δ V such that (see Remark 2)
where h is given in (9) in Lemma 1. By (12) in Lemma 1, such a δ V exists in [0, ∆]. To simplify the notations, in the rest of the proof we will write δ for δ V .
For any u ∈ V ⊥ and v ∈ V , using (20) we have
In particular, for h(u) ≤ τ , we get
As required in assertion (ii), we have
this implies that
Using that f d (u + v) ≤ θ (see the set we wish to measure in (18)), then the left-hand side of (21) shows
Consider the pair of applications
Moreover, we have
Then L N B i can be computed using (see [7] for details)
] is the Jacobian of ϕ i , for i = 0 or i = 1. In particular,
It follows that
Clearly C is positive and finite. Using the inclusion
The proof is complete.
Sets built from a dictionary
With every J ⊂ I, we associate the vector subspace T J defined below:
along with the convention span(∅) = {0}. Given an arbitrary τ > 0, we introduce the subset of R
where we recall that T 
. . The symbol ∂ is used to denote the boundaries of the sets.
is of the form W + P W ⊥ Lg(τ ), whereg is a norm and for
The intersection of two cylinder-like subsets is small
This section is devoted to prove quite an intuitive result on the estimate of the intersection of two sets T τ J . It uses all notations introduced in §2.2 and is illustrated on Figure 2 .
and θ > 0. Then the set given below
is closed and measurable. Moreover, there is a constant
where the constant Q J1,J2 reads
Notice that Q J1,J2 depends only on (ψ j ) j∈J1 and (ψ j ) j∈J2 , and the norms . and f d . A tighter bound can be found in the proof of the proposition (see equation (37)). The bound is expressed in terms of a normg constructed there.
we have the following asymptotical result:
Proof. The subset in (26) is closed and measurable, as being a finite intersection of closed measurable sets.
Let
be the norms exhibited in Lemma 1-see equation (8)-such that for any τ ≥ 0,
Reminding that by definition
De Morgan's law shows that
Below we express the latter sum as a direct sum of subspaces:
Notice that we have
as well as
¿From (28), any u ∈ W ⊥ has a unique decomposition as
Using these notations, we introduce the following function:
In the next lines we show that g is a norm on W ⊥ :
• h 1 and h 2 being norms, g(λu) = |λ|g(u), for all λ ∈ R;
• if g(u) = 0 then u 1 + u 2 = u 1 + u 3 = 0; noticing that u 1 ⊥u 2 and that u 1 ⊥u 3 yields u = 0;
• for u ∈ W ⊥ and v ∈ W ⊥ (both decomposed according to (31)),
Furthermore, g can be extended to a normg on R N such that ∀u ∈ W ⊥ , we haveg(u) = g(u) and
Let us then define
We are going to show that
In order to do so, we consider an arbitrary
It admits a unique decomposition of the form
where w ∈ W , and u 1 , u 2 and u 3 are decomposed according to (31). The latter, combined with (29) and (30) shows that
The inclusions given above, combined with (35), show that
By the definition of g in (31)-(32), the inequalities given above imply that g(u) ≤ τ . Combining this with the definition of W τ in (34) entails that v ∈ W τ . Consequently,
It follows that
Applying now the right-hand side of (18) in Proposition 1 with W τ in place of V τ and taking δ J1,J2 such that
leads to
where it is easy to see that
In order to obtain (27), we are going to show that
u ∈ W ⊥ is decomposed according to (31), we obtain
.
, for Q J1,J2 as given in the proposition. At last, we need to build a uniform bound on δ J1,J2 giving rise to (36). Using Lemma 1 (ii), if u ∈ W ⊥ is decomposed according to (31), we obtain
Using (13), u 1 2 satisfies the following two inequalities
Adding these inequalities, we obtain
Using (38), we finally conclude that, for
Sets of data yielding K-sparse solutions or sparser
For any given K ∈ {0, . . . , N } and τ > 0, we introduce the subset I τ (K) as it follows:
All data belonging to I τ (K) generate a solution of (P d )-see (2)-which involves at most K non-zero components.
Let us define
and remind that T J = span ((ψ j ) j∈J ) according to (22).
The next proposition states a strong and slightly surprising result.
Proposition 3
For any K ∈ {0, . . . , N }, any norm . and any τ > 0, we have
Some sets I τ (K), as defined in (39) and explained in the last proposition, are illustrated on Figure 1 .
Proof. The case K = 0 is trivial (G 0 = {∅}) and we assume in the following that K ≥ 1.
Let d ∈ I τ (K). This means there is (λ
and J = {i ∈ I : λ i = 0} with #J ≤ K.
Consequently dim(T
• ∃ J ⊂ I such that v ∈ T J and the latter satisfies dim(T J ) ≤ K;
• there are real numbers (λ i ) i∈J involving at most dim(T J ) non-zero components (hence ℓ 0 ((
• w ∈ L . (τ ) means that w ≤ τ .
It follows that
Given J ⊂ I, remind that T J = span ((ψ j ) j∈J )-see (22). Since (ψ i ) i∈I is a general family of vectors, there may be numerous subsets J n , n = 1, 2, . . ., such that T Jn = T Jm and J n = J m . A non-redundant listing of all possible subspaces T J when J runs over all subsets of I can be obtained with the help of the notations below.
For any K = 0, . . . , N , define J (K) by the following three properties:
Notice that in particular, J (0) = {∅} and #J (N ) = 1. One can observe that G K , as defined in (40), satisfies
Using these notations, we can give a more convenient formulation of Proposition 3.
Theorem 1 For any K ∈ {0, . . . , N }, any norm . and any τ > 0, we have
where we remind that for any J ⊂ I and τ > 0, T
τ J is defined by (23), and J (K) is defined by (41). As a consequence, I
τ (K) is closed and measurable.
Proof. The case J = ∅ (and K = 0) is trivial because of the convention span(∅) = {0} and J (0) = {∅}.
Let us first prove that I τ (K) = J∈GK T τ J . Using Proposition 3,
The last equality above is a trivial observation. Using Lemma 2, this summarizes us
Using (42), we deduce that
and therefore,
Moreover, for any k < K and J ∈ J (k), we can find J 1 ∈ J (K) such that T J ⊂ T J1 . Using Lemma 2, we
This completes the proof of the first statement.
By Proposition 1, I τ (K) is a finite union of closed measurable sets, hence it is closed and measurable as well.
For any K = 0, . . . , N , define the constantsδ K and C K as it follows:
where δ J ∈ [0, ∆] and C J are the constants exhibited in Corollary 1, assertion (ii). Clearly,
In particular,
With J (K), let us associate the family of subsets :
where K = 1, 2, . . . , N and k = 0, 1, . . . , K − 1.
Notice that H(K, k) may be empty for some k. Consider (J 1 , J 2 ) ∈ J (K) 2 such that
Conversely,
Notice that H(N, k) = ∅, for all k = 0, . . . , N −1 and that for any K = 1, . . . , N −1, we have 0
For K ∈ {1, . . . , N − 1} and k ∈ {k K , . . . , K − 1} let us definê 
Last, define
Using (45) and (51),
All these constants, introduced between (43) and (52), depend only on the family (ψ i ) i∈I , the norms . and f d , K and k. Their upper bounds using ∆ only depend on . and f d . They are involved in the theorem below which provides a critical result in this work. 
where (48), (50), (43) 
Remark 6 We posit the assumptions of Theorem 2. Then asymptotically
Proof. Using Theorem 1, it is straightforward that
and that
When K = 0 or K = N , we have #J (K) = 1. Then, (54) is a straightforward consequence of (57) and Proposition 1 (the latter can be applied thanks to the assumption θ > τ ∆ K and (52)).
The rest of the proof is to find relevant bounds for the right-hand side of (57) under the assumption that 0 < K < N .
Upper bound. By the definition of a measure, and then using Corollary 1, it is found that
where the constantsδ K and C K are defined in (43) and (44), respectively.
Lower bound. First we represent the right-hand side of (56) as a union of disjoint subsets. Since J (K) is finite, let us enumerate its elements as
To simplify the expressions that follow, for any J we denote
Then
Consider the following decomposition:
Since the last row is a union of disjoint sets, we have
Noticing that
Using successively (59), assertion (ii) of Corollary 1, (43), (44) and
where the constantsδ K and C K are given in (43) and (44), respectively.
Using the original notation (59), each term, for i = 2, ..., M , in the last sum in (60) satisfies
Let us remind that dim(T Ji ) = K for every i = 1, . . . , M and that by the definition of J (K)-see (41)-we have T Jj = T Ji if i = j. Proposition 2 can hence be applied to each term of the last sum:
Then (62) leads to
By rearranging the last sum in (60) and taking into account (48), we obtain
whereδ ′ K,k and Q K,k are given in (49) and (50), respectively. Combining (57) along with the original notations (59) and then (60), (61) and (63) yields
where ε 0 (.) is as in the proposition. This finishes the proof.
Remark 7
In the proof of this theorem we could notice (see (60), (62) and (58)) that
These are the main approximations of 
The constants ∆ K ,δ K andδ ′ K,k depend on (ψ i ) i∈I and K. Using the uniform bound ∆ exhibited in Lemma 1 (ii) in place ofδ K andδ ′ K,k leads to a more general but less precise result. 
Moreover, for K = 1, . . . , N − 1 and k = k K , . . . , K − 1, we have
α(n) is the volume of unit ball for the euclidean norm in R n (see equation (78) for details), δ 2 is defined in Lemma 1 (see equation (10) ) and δ 3 is such that
Proof. Equation (65) is obtained by inserting in (54) in Theorem 2 the uniform bounds onδ K ,δ ′ K,k and ∆ K given in (45), (51) and (53), respectively.
The upper bound for Q K,k is obtained as follows. Using (50) and (27), we obtain
Moreover,
and we obviously have
The above corollary shows that the "quality" of the asymptotic as τ θ → 0 depends on . , f d and on the dictionary through the terms Q K,k . The latter terms are bounded from above using (66) and (67) and they are clearly overestimated. Even though the bound we provide are very pessimistic, they depend only on . , f d and #I and can be computed.
Remark 8 Let us emphasize that "uniform" bounds in the spirit of Corollary 2 can be derived from Proposition 4, and Theorems 3, 4 and 5. We leave this task to interested readers that need to compute
easily the relevant bounds.
Sets of data yielding K-sparse solutions
For any K ∈ {0, . . . , N } and τ > 0, we denote
¿From the definition of I τ (K) in (39), it is straightforward that
where we extend the definition of I τ (K) with
Being the difference of two measurable closed sets, D τ (K) is clearly measurable. Noticing also that
we get
Combining these observations with Theorem 2 yields an important statement which is given below.
Theorem 3 Let K ∈ {0, . . . , N }, the norms . and f d , and (ψ i ) i∈I , be any. Let
where C k for k ∈ {K − 1, K} are defined by (44), along with the extension C −1 = 0, whereas ε 0 is as in Theorem 2 with the extension ε 0 (−1, τ, θ) ≡ 0.
Proof. By (71), we have
where the relevant upper and lower bounds were derived in Theorem 2. Since
, the bounds corresponding to this term are introduced in the error functions ε ′ 0 (K, τ, θ) and ε 1 (K, τ, θ). 
Remark 9 Let us emphasize that Remark 6 is valid if we write
D τ (K) in place of I τ (K). This gives the asymptotic of the L N D τ (K) ∩ L f d (θ)
Statistical meaning of the results
In this section we give a statistical interpretation of our main results, namely Theorem 2 and Theorem 3. 
θ) is given in Theorem 2, equation (55).
Moreover we have the following asymptotical result:
Proof. Consider the set I τ (K) defined by (39). We have
The inequality result follow from Theorem 2, equation (54) and
The asymptotical result is a direct consequence of Remark 6.
Remark 11 Notice that, as already noticed in
and the asymptotic in Proposition
In fact a better estimate is easy to obtain in this particular case. We know indeed that for all d ∈ R N , any solution of P d involves an independent system of elements of (ψ i ) i∈I . (A sparser decomposition would otherwise exist.) Therefore we know that for all d ∈ R N , val(P d ) ≤ N . This yields
Theorem 4 Let f d and . be any two norms and (ψ i ) i∈I be a dictionary in R N . For any K ∈ {0, . . . , N },
for ε ′ 0 and ε 1 as defined in Theorem 3 and forδ K and C K defined in (43) and (44), respectively. In particular, we have
Proof. Consider the set D τ (K) defined in (68). We have
Remark 12 ¿From (75) and (46), we see that
For any other K ∈ {0, . . . , N − 1}, P (val(P d ) = K) goes to 0, as τ θ → 0. Moreover, we know how rapidly they go to 0. In particular, we know that P (val(P d ) = K − 1) becomes negligible when compared to
Notice that even though d is a random variable on a subset of R N , the value of our function val(P d ) is an integer larger than zero. We can also compute the expectation of val(P d ):
where we used (70) and (74).
This yields the following Theorem.
Theorem 5 Let f d and . be any two norms and (ψ i ) i∈I be a dictionary in R N . Let τ > 0 and θ be
where ε 0 (K, τ, θ) is given in Theorem 2, equation (55). Moreover we have the following asymptotical result:
7 Illustration: Euclidean norms for . and f d
Consider the situation when both . and f d are the Euclidean norm on R N :
Noticing that the Euclidean norm is rotation invariant, for any vector subspace V ⊆ R N we have
The equivalent norm h and the constant ∆ derived in Lemma 1 are simply
The constant δ V in assertion (ii) of Proposition 1, defined by (20) , reads δ V = 1. Then the inequality condition on θ and τ is simplified to θ ≥ τ .
The constant C in (19) in the same proposition depends on K (the dimension of the subspace V ) and reads (see [7, p.60] for details)
where for any integer n > 0 we have
Here Γ is the usual Gamma function. Using that Γ(n + 1) = nΓ(n), it comes
¿From the preceding, the constants δ J and C J in Corollary 1 read
where the expression of C(K) is given in (79).
The norm g arising in (32) in Proposition 2 reads
where u = u 1 + u 2 + u 3 is decomposed according to (31). Then f d (u) = u 2 = u 1 2 + u 2 2 + u 3 2 ≤ δ J1,J2 g(u), ∀u ∈ W ⊥ if δ J1,J2 = 2
The constants δ J1,J2 and Q J1,J2 in Proposition 2 read δ J 1 ,J 2 = 2 (82)
where C(k) is defined according to (79).
For any k = 1, . . . , N , the constantsδ k and C k in (43)-(44) read
Clearly, #J (K) depends on the dictionary (ψ i ) i∈I .
The constantsδ ′ K,k and Q K,k , introduced in (49) and (50), respectively, arê
Here again, #H(K, k) depends on the choice of dictionary and in any case, #H(K, k) = 0 for k < k 0 (where k 0 is defined in (48)). The constant in (52) is ∆ K = 2 and the inequality (53) is satisfied.
The main inequality in Theorem 2 now reads
where C(K) is defined by (79) and the error term ε 0 (K, τ, θ) is ε 0 (K, τ, θ) = 1 2
In order to provide the statistical interpretation in section 6, we notice that L N L f d (1) = α(N ) for α(.) as given in (78), and hence
Γ(N/2 + 1) .
Conclusion and perspectives
In this paper, we derive lower and upper bounds for different quantities concerning the model (P d ).
Typically, the difference between the upper and the lower bound has an order of magnitude ( This approximation is of the order ( This would permit to improve Proposition 1 and the theorems that use its conclusions.
• A term of the form −θ N ε 0 (K, τ, θ) could be added to the upper bound in (54). This term is not present because of the approximation made in (58). Such a term "−θ N ε 0 (K, τ, θ)" could be obtained by computing the size of the intersection of more than two cylinder-like sets in Proposition 2 (doing so we would also avoid the approximation in (62)) and by improving this proposition by bounding
. This is probably a straightforward adaptation of the current proof of Proposition 2.
This improvement is possible but not necessary in this paper since (again) this approximation yields an error whose order of magnitude is ( N −K+1 . We can anyway not get a better order of magnitude unless the approximation mentioned in the previous item is not improved (i.e. more regularity is assumed for f d ).
Besides those aspects, several future developments can be envisaged:
• An important improvement would be to assume a more specialized form for the data distribution.
One first step would be a distribution of the shape ∝ e −f d (w) which is continuous. In our opinion, one possible goal is to deal with a data distribution defined by a kernel. This is indeed one of the standard technique used in machine learning theory to approximate data distributions.
• Another way of improvement is to adapt those results to the context of infinite dimensional spaces.
This adaptation might not be trivial since (for instance) there is no Lebesgue measure in those spaces.
• We are also preparing a paper where a similar analysis is performed for the Basis Pursuit Denoising • Performing a similar analysis for the Orthogonal Matching Pursuit would, of course, be a interesting and complementary result.
• In a forthcoming work, we develop the theory in the context of orthogonal bases instead of general dictionaries (frames). This simplification of the hypotheses simplifies a lot the formulas of the current paper and illustrate it.
