Abstract: CFD simulations of the multiphase flow in technical equipment are feasible within the framework of interpenetrating continua, the so-called two-fluid modelling. Predictions with multiphase CFD are only possible if a fixed set of closures for the interfacial exchange terms is available that has been validated for a wide range of flow conditions and can therefore reliably be used also for unknown flow problems. To this end, a baseline model, which is applicable for adiabatic bubbly flow, has been specified recently and has been implemented in OpenFOAM. In this work, we compare simulation results obtained using the baseline model with three different sets of experimental data for dispersed gas-liquid pipe flow. Air and water under similar flow conditions have been used in the different experiments, so that the main difference between the experiments is the variation of the pipe diameter from 25 mm to 200 mm. Gas fraction and liquid velocity are reasonably well reproduced, in particular in the bulk of the flow. Discrepancies can be seen in the turbulent kinetic energy, the gas velocity and in the wall peaks of the gas fraction. These can partly be explained by the simplified modelling, but to some extent must be attributed to uncertainty in the experimental data. The need for improved near-wall modelling, turbulence modelling and modelling of the bubble size distribution is highlighted.
Introduction
Many technical processes in industries, such as chemical or electricity, but also numerous natural phenomena involve multiphase flow. A wide range of relevant length scales and complex physics make it a formidable task to achieve a better understanding of such flows. Multiphase computational fluid dynamics can be a valuable tool for analysis and prediction, as one can get a detailed insight into the local flow field. In this way, CFD potentially could contribute greatly to the optimization of existing and the development of new processes, respectively process equipment.
For technical equipment, CFD simulations are possible within the Eulerian two-fluid framework of interpenetrating continua. In this framework, the details of the flow on the small length scale of the disperse phase are eliminated due to an averaging procedure. This relaxes the requirements on the grid resolution and, hence, facilitates computations on large domains. On the other hand, the interfacial transfer of momentum, mass and heat occurring on the small scales needs to be modelled by suitable closure relations.
Even when heat and mass transfer are excluded, a large number of works exist on the application of two-fluid models to a specific flow problem using different closure relations of varying degrees of of Hosokawa and Tomiyama [34] , Liu [36] and Shawkat et al. [33] , respectively. At the same time, other parameters, like gas and liquid superficial velocities, bubble diameters and material properties, are comparable in all works. For the sake of a coherent presentation of the model validation for the complete database, some repetition of previously-obtained results seems justified.
The paper is organized as follows. In Section 2, we summarize the test cases and data used for the simulations. We briefly describe the model, boundary conditions and simulation settings in Section 3. Subsequently, we compare the simulation results obtained with our baseline model against the experimental data in Section 4. Based on the findings in Section 4, we critically review currently available drag force closures and available experimental data for the slip velocity in bubbly pipe flow in Section 5. Finally, we draw conclusions concerning the performance of the baseline model and identify further research directions to improve the baseline model and broaden its range of applicability.
Summary of the Experimental Data

Tests of Liu [36]
The system studied by Liu [36] is the vertical up-flow of water and air in a round pipe with inner diameter D = 57.2 mm. They performed experiments specifically designed to show the effects of bubble size by using a special gas injector that allows adjusting the bubble size independent of liquid and gas mass fluxes. All three parameters, average bubble size <d B >, liquid mass flux J L and gas mass flux J G , were varied in the investigation. Radial profiles of gas fraction α G , bubble-size d B , axial liquid velocity u L and axial liquid turbulence intensity u L ' were measured at an axial position L/D = 60, so that fully-developed flow conditions are realized. The average bubble diameter was computed in that work from measurements of the chord length using a dual needle resistivity probe based on the assumption of a spherical shape of the bubble. A change in the gas fraction profile from wall to core peak with increasing bubble size was observed, as well as turbulence suppression in the pipe center for combinations of high liquid and low gas mass flux, which correspond to the smallest bubble sizes. Lacking a precise specification, pressure and temperature presumably are at ambient conditions. An overview of the major characteristics of the test cases selected for the present work is given in Table 1 , where the letter "L" denotes the tests of Liu [36] . Table 1 . Overview of the major characteristics of the selected test cases, where the letter "H" denotes the experimental data provided by Hosokawa and Tomiyama [34] , "L" the cases of Liu [36] , and "S" refers to the data of Shawkat et al. [33] . Nominal values are as reported in the quoted references, and adjusted values are obtained as described in Section 3.5.
Name
Pipe Diameter J L (nom) Wall-bounded turbulence is anisotropic, which means that components of the fluctuating velocity in axial, radial and azimuthal directions u', v' and w' are different. Data on axial and radial components are given, e.g., in Michiyoshi and Serizawa [37] , Wang et al. [38] or Shawkat et al. [33] . These works show that the axial component is always greater than or equal to the radial component. The ratio u'/v' is largest near the pipe walls and for single-phase flow. Data on the azimuthal component for typical turbulent two-phase flow conditions could not be found in the literature. Concerning turbulent kinetic energy k, an estimate of the ratio √ k/u' may be obtained from the quoted works by assuming that azimuthal and radial components are equal as √ k/u' ≈ 0.8 . . . 1.2. The lower bound is a bit larger than the value √ (1/2) ≈ 0.71 corresponding to the unidirectional limiting case, while the upper bound is almost the same as √ (3/2) ≈ 1.22 obtained for isotropic turbulence. Taking u' as an estimate for √ k thus provides an estimate that is accurate to within~20%.
Tests of Shawkat et al. [33]
Shawkat et al. [33] conducted a study with varying liquid and gas mass fluxes in the vertical up-flow of water and air in a round pipe with inner diameter D = 200 mm. Radial profiles of the void-fraction, bubble-size, liquid, as well as gas velocities and axial, as well as radial liquid turbulence intensity and Reynolds-stress were measured at an axial position L/D = 42. Similar to [36] , the average bubble diameter was computed in that work from measurements of the chord length based on the assumption of a spherical shape of the bubble, however using an optical dual needle probe. A change in the gas fraction profile from wall to core peak with increasing bubble size was observed, as well as turbulence suppression at the pipe wall for combinations of high liquid and low gas mass flux, which correspond to the smallest bubble sizes. The relevant parameters for the selected cases are denoted by the letter "S" in Table 1 . By assuming that radial and azimuthal components of the velocity fluctuations are equal, an estimate of the turbulent kinetic energy is obtained. The average values for gas fraction and bubble diameter given in [33] are obtained from radial averaging of the profiles.
Tests of Hosokawa and Tomiyama [34]
Hosokawa and Tomiyama [34] is another study with some variation of liquid and gas mass fluxes in the vertical up-flow of water and air in a round pipe. Here, the pipe diameter D = 25.0 mm is rather small. Radial profiles of the void-fraction, liquid and gas velocity and liquid turbulent kinetic energy were measured at an axial position L/D = 68. In addition, the distribution of bubble sizes has been recorded. In that work, the equivalent spherical diameter was computed from a reconstruction of stereoscopic images. The minimum and maximum diameter that was measured was 2 mm, respectively 5 mm, for cases H11, H21 and H22 and 2 mm, respectively 8 mm, for case H23. However, for case H23, the fraction of bubbles larger than 5 mm is rather small. The data contain both wall and core peaking gas fraction profiles. Turbulence suppression is observed for the cases with high liquid velocity where in this case, no clear relation with bubble size can be discerned. The characteristic data of these measurements are shown in Table 1 , denoted by the letter "H".
Description of the Models
Concerning the conservation equations of the two-fluid model, a broad agreement has been reached, and the general form of the equations is discussed in several text books (e.g., [39] [40] [41] ). However, there is no consensus on the closure relations, which are needed to complete the model equations to allow for the computation of actual flow problems.
In this work, we use the baseline model as described in detail in Rzehak and Kriebitzsch [32] and applied by the authors' group to different flow problems, as shown in [28] [29] [30] [31] 42] . Therefore, we will only outline the most important aspects, and the interested reader is referred in particular to [32] for details.
Two-Fluid Model Equations
The conservation of mass for adiabatic flows is expressed as:
and for momentum:
The equations above imply the so-called volume conservation, given by the constrained α L + α G = 1 .
The stress tensor T includes the viscous, as well as the Reynolds stresses. The volumetric interfacial force density F inter G is modelled as a sum of different contributions:
which are discussed in Section 3.2.
Bubble Forces
Based on our experience in the simulation of bubbly air-water pipe flow, we model the momentum exchange between both phases as a sum of the drag, lift, wall and turbulent dispersion forces.
The resistance the bubbles experience due to the relative motion with the liquid phase is described by the drag force. The standard approach:
is used to model this force density, with the drag coefficient C D being computed from the correlation given by Ishii and Zuber [43] . A bubble moving in an unbounded shear flow experiences a force perpendicular to its direction of motion. This lift force is given by the force density:
with the lift coefficient C L . A correlation proposed by Tomiyama et al. [44] is used to estimate the lift coefficient C L as a function of the Eötvös number. When a bubble moves parallel to a wall, it experiences an additional force, the so-called wall lift force or simply wall force. This force is an effect of the modification of the flow field due to the presence of the wall as compared to a bubble rising in an infinite liquid, as a consequence of which the pressure distribution on the surface of the bubble is changed. As seen from the experiments of Hosokawa et al. [45] , this force becomes active while the bubble is still some distance away from the wall. Its general form, written as a volumetric force density, is given as:
Based on a comparison given in [46] , we use for the wall force coefficient C W the correlation given by Hosokawa et al. [45] . Due to the small Morton number of the air-water system, log(Mo) = −10.6, we only use the Eötvös-dependent part given in [45] .
Finally, the turbulent dispersion force accounts for the effect of the turbulent fluctuations of the liquid velocity on the bubbles. We employ the model proposed by Burns et al. [47] :
with the turbulent dispersion Schmidt number σ TD and the turbulent dispersion force coefficient C TD . A value of σ TD = 0.9 is used, and the turbulent dispersion force coefficient is set to C TD = 2.0. We have not considered the virtual mass force, because we are simulating steady, fully-developed pipe flow. The importance of the virtual mass force in other types of flows has been discussed in the literature, e.g., [13, 31, 48] .
One has to note that the approach of modelling the momentum exchange as a sum of different contributions is a simplification, which is strictly valid only for low bubble Reynolds numbers when the equations are linear. To the authors' knowledge, no other approaches have been suggested in the published literature so far, and the available modelling work shows that this approach gives reliable results provided a thorough validation of the model.
Turbulence Modelling
Due to the small spatial scales of the dispersed gas and its low density, it suffices to model the turbulence of the continuous liquid phase. Like in the previous studies [27, 35] , we use an additional source term in the equations of the liquid phase turbulence model to account for the bubble-induced turbulence. Here, we adopt the Shear Stress Transport (SST) model of Menter [49] , which is a two-equation Reynolds-averaged Navier-Stokes (RANS) model that combines the strengths of the k-ε and k-ω models. The equations for k and ε are augmented by source terms S k L and S ε L modeling the bubble-induced turbulence. From a detailed comparison of different models for bubble-induced turbulence (Rzehak and Krepper [35] ), the following expressions have emerged as the best choice:
and:
Geometry and Boundary Conditions
In our chosen approach of a Reynolds-averaged description, the flow is statistically axisymmetric. Hence, we use a quasi-2D cylindrical geometry in the simulations, as depicted in Figure 1 . This means that we model only a narrow cylindrical sector, which has symmetry boundary conditions on its side faces. As shown in previous work (e.g., [27] ), this simplification is valid for the type of flow considered in this work. A specific boundary condition called "wedge" is available in OpenFOAM to use this kind of simplification in CFD simulations [50] . We have not considered the virtual mass force, because we are simulating steady, fully-developed pipe flow. The importance of the virtual mass force in other types of flows has been discussed in the literature, e.g., [13, 31, 48] .
Turbulence Modelling
Due to the small spatial scales of the dispersed gas and its low density, it suffices to model the turbulence of the continuous liquid phase. Like in the previous studies [27, 35] , we use an additional source term in the equations of the liquid phase turbulence model to account for the bubble-induced turbulence. Here, we adopt the Shear Stress Transport (SST) model of Menter [49] , which is a twoequation Reynolds-averaged Navier-Stokes (RANS) model that combines the strengths of the k-ε and k-ω models. The equations for k and ε are augmented by source terms and modeling the bubble-induced turbulence. From a detailed comparison of different models for bubble-induced turbulence (Rzehak and Krepper [35] ), the following expressions have emerged as the best choice:
Geometry and Boundary Conditions
In our chosen approach of a Reynolds-averaged description, the flow is statistically axisymmetric. Hence, we use a quasi-2D cylindrical geometry in the simulations, as depicted in Figure 1 . This means that we model only a narrow cylindrical sector, which has symmetry boundary conditions on its side faces. As shown in previous work (e.g., [27] ), this simplification is valid for the type of flow considered in this work. A specific boundary condition called "wedge" is available in OpenFOAM to use this kind of simplification in CFD simulations [50] . At the bottom, the inlet condition for the liquid velocity is set to a typical single-phase turbulent flow profile in a pipe. The gas fraction is set to a uniform profile, and gas velocity is set to a shifted liquid velocity profile, such that the desired superficial gas velocity is obtained. At the bottom, the inlet condition for the liquid velocity is set to a typical single-phase turbulent flow profile in a pipe. The gas fraction is set to a uniform profile, and gas velocity is set to a shifted liquid velocity profile, such that the desired superficial gas velocity is obtained.
The turbulent kinetic energy k at the inlet is set based on the inlet velocity and a specified value for the turbulence intensity I t :
The turbulent frequency ω at the inlet is computed from the turbulent kinetic energy k in and the turbulent length scale:
A value of 5% has been chosen for the turbulence intensity, and the turbulent length scale is prescribed as 10% of the pipe diameter. Modification of these values had no visible effect on the results. As long as fully-developed flow is attained at the measurement location, the precise inlet conditions do not matter, which has been checked by looking at the axially-resolved gas fraction fields.
To ensure that the outlet conditions do not influence the results at the measurement location, a flow abatement zone has been added atop the measurement plane with a length that is about 10% of the main flow section. We used a pressure boundary condition at the outlet. A no-slip boundary condition is specified for the liquid phase on the walls and a free-slip condition for the gas phase, assuming that the bubbles do not directly contact the walls.
To avoid the need to resolve the viscous sub-layer, we use a single-phase wall function for the turbulent kinetic energy k and for the turbulent frequency ω. This is based on the view that the liquid phase contacts the complete wall area and, hence, exerts the full shear stress on the walls. In the near-wall cell, ω is set from the analytical solution, and a zero-gradient condition normal to the wall is used for k.
Other Model Aspects
For the cases considered in this work, the bubble size is smaller than 5 mm. For such cases, a monodisperse approximation is appropriate and, therefore, also used in our simulations. We have used the average bubble diameters, which were measured in the experiments and which are given in Table 1 , as the equivalent spherical diameter of the bubbles in our simulations.
In the simulations, both gas and liquid are assumed incompressible with the material properties being constant, which is different from the experiments where the bubble expand a bit while rising in the pipe due to the pressure drop. As discussed in [27] , this deviation can be corrected by computing the gas flow rate from the measured values at the measurement location:
If only the liquid velocity u L has been measured, one can compute the gas velocity u G from the liquid velocity assuming fully-developed stationary flow. The values of the adjusted gas fluxes J G (adj) are also given in Table 1 .
The materials used in the experiments were air and water. In the simulations, the properties of these materials at 25 • C and atmospheric pressure are used, which are shown in Table 2 . Decreasing or increasing the temperature by five degrees has only a small effect on the value of the material properties. As mentioned before, the results of the simulations of the experiments of Liu [36] have already been presented in our previous paper, and a detailed discussion, as well as single-phase studies concerning the sensitivity to the grid can be found in that paper [32] . Here, we only shortly recapitulate the two-phase flow results for completeness and comparison with the simulation results with different pipe diameters that follow in the next two sections.
In Figure 2 , the profiles of the gas fraction are presented, showing, generally speaking, a reasonable agreement between simulation results and experimental data. Larger differences are seen only close to the wall, where a too high gas fraction is obtained from the simulations compared to the experimental data. In the core of the pipe, the computed void matches the experimental data well. Only in case L21C is a core peak seen in the experimental data. As no information on the bubble size distribution is available and only the average diameter has been given by Liu [36] , it is not possible to clarify whether this peak is due to large bubbles, which will accumulate in the pipe center. 
Simulation Results
Pipe with D ≈ 5 cm: Liu [36]
As mentioned before, the results of the simulations of the experiments of Liu [36] have already been presented in our previous paper, and a detailed discussion, as well as single-phase studies concerning the sensitivity to the grid can be found in that paper [32] . Here, we only shortly recapitulate the two-phase flow results for completeness and comparison with the simulation results with different pipe diameters that follow in the next two sections.
In Figure 2 , the profiles of the gas fraction are presented, showing, generally speaking, a reasonable agreement between simulation results and experimental data. Larger differences are seen only close to the wall, where a too high gas fraction is obtained from the simulations compared to the experimental data. In the core of the pipe, the computed void matches the experimental data well. Only in case L21C is a core peak seen in the experimental data. As no information on the bubble size distribution is available and only the average diameter has been given by Liu [36] , it is not possible to clarify whether this peak is due to large bubbles, which will accumulate in the pipe center. The profiles of the liquid velocity obtained from the simulations are contrasted with the measurement data of Liu [36] in Figure 3 . Overall, a quite good match of both profiles can be seen. For cases L21B and L22A, very similar flat profiles are seen in both experimental data and the simulation result. In cases L11A and L21C, the profiles obtained from the experimental data are less flat across the radius, whereas the simulation results show a flat profile with a steep gradient close to the wall.
The profiles of the liquid velocity obtained from the simulations are contrasted with the measurement data of Liu [36] in Figure 3 . Overall, a quite good match of both profiles can be seen. For cases L21B and L22A, very similar flat profiles are seen in both experimental data and the simulation result. In cases L11A and L21C, the profiles obtained from the experimental data are less flat across the radius, whereas the simulation results show a flat profile with a steep gradient close to the wall. The square root of the turbulent kinetic energy computed from the simulations is compared with the measured axial liquid velocity fluctuations in Figure 4 . As described in Section 2.1, assuming either isotropic or unidirectional turbulence, an estimate for the upper and lower bounds of the turbulent kinetic energy can be obtained from these fluctuations. These bounds are displayed as error bars in Figure 4 .
With the exception of case L21C, too high values for the turbulent kinetic energy are computed in the simulations in the core of the pipe (r < 0.8 R), and the differences are rather large. Slightly smaller differences between the simulation and experiment can observed in the outer part of the pipe. The square root of the turbulent kinetic energy computed from the simulations is compared with the measured axial liquid velocity fluctuations in Figure 4 . As described in Section 2.1, assuming either isotropic or unidirectional turbulence, an estimate for the upper and lower bounds of the turbulent kinetic energy can be obtained from these fluctuations. These bounds are displayed as error bars in Figure 4 .
With the exception of case L21C, too high values for the turbulent kinetic energy are computed in the simulations in the core of the pipe (r < 0.8 R), and the differences are rather large. Slightly smaller differences between the simulation and experiment can observed in the outer part of the pipe. As only the liquid velocity was measured in Liu [36] , only the profiles obtained from the simulations can be shown for the relative velocity. As can be seen in Figure 5 , the relative velocity is constant along the diameter of the pipe, except for very close to the wall, where it oscillates. As already discussed in the previous section, these fluctuations are an indicator of the shortcomings of the current modelling approach when the grid size near the walls is smaller than the bubble size. As only the liquid velocity was measured in Liu [36] , only the profiles obtained from the simulations can be shown for the relative velocity. As can be seen in Figure 5 , the relative velocity is constant along the diameter of the pipe, except for very close to the wall, where it oscillates. As already discussed in the previous section, these fluctuations are an indicator of the shortcomings of the current modelling approach when the grid size near the walls is smaller than the bubble size. As only the liquid velocity was measured in Liu [36] , only the profiles obtained from the simulations can be shown for the relative velocity. As can be seen in Figure 5 , the relative velocity is constant along the diameter of the pipe, except for very close to the wall, where it oscillates. As already discussed in the previous section, these fluctuations are an indicator of the shortcomings of the current modelling approach when the grid size near the walls is smaller than the bubble size. 
Pipe with D = 20 cm: Shawkat et al. [33]
Single-Phase Flow
To begin with, results for single-phase flows are compared to the experimental data of Shawkat et al. [33] to study the sensitivity with respect to the grid. Uniform and non-uniform grids where used to compute the flow field, which are given in Table 3 . The values of y + of the midpoints of the near-wall cells in the measurement position range between 1.5 and 50 for case S20 (JL = 0.45 m/s) and between two and 70 for case S30 (JL = 0.68 m/s). As shown in Figure 6 , the liquid velocity profiles obtained from the simulation on different grids virtually collapse on each other with almost no difference visible. Furthermore, the simulated profiles match the experimentally-measured profiles quite well.
The profiles of the turbulent kinetic energy show some dependency on the grid. However, this dependency is rather irregular with respect to the size of the near-wall cell and is likely to be attributed to the wall function that is used. As pointed out by Kalitzin et al. [51] and Knopp [52] , a wall function has to be consistent with the turbulence model in order to be able to achieve grid independency. Consistency in this context means that a fine grid solution of the turbulence model of a zero-pressure gradient boundary layer flow without the use of a wall function should coincide with the analytical value computed from the wall-function model. 
To begin with, results for single-phase flows are compared to the experimental data of Shawkat et al. [33] to study the sensitivity with respect to the grid. Uniform and non-uniform grids where used to compute the flow field, which are given in Table 3 . The values of y + of the midpoints of the near-wall cells in the measurement position range between 1.5 and 50 for case S20 (J L = 0.45 m/s) and between two and 70 for case S30 (J L = 0.68 m/s). As shown in Figure 6 , the liquid velocity profiles obtained from the simulation on different grids virtually collapse on each other with almost no difference visible. Furthermore, the simulated profiles match the experimentally-measured profiles quite well.
The profiles of the turbulent kinetic energy show some dependency on the grid. However, this dependency is rather irregular with respect to the size of the near-wall cell and is likely to be attributed to the wall function that is used. As pointed out by Kalitzin et al. [51] and Knopp [52] , a wall function has to be consistent with the turbulence model in order to be able to achieve grid independency. Consistency in this context means that a fine grid solution of the turbulence model of a zero-pressure gradient boundary layer flow without the use of a wall function should coincide with the analytical value computed from the wall-function model. This feature is not inherent in most of the commonly-used wall functions, which are available in CFD software packages. Compared to the liquid velocity, larger differences can be observed between the experimentally-obtained profiles for the turbulent kinetic energy and the ones obtained from the simulations. In particular, in the center of the pipe, the turbulent kinetic energy is over-estimated by about 20% to 30%.
Two-Phase Flow
Simulation results obtained for the four selected cases of Shawkat et al. [33] are shown in Figure 7 - Figure 10 and compared against the corresponding experimental data. At the lower gas fluxes (cases S21 and S31), wall-peaked profiles are obtained in the experiments. For these cases, the gas fraction in the core of the pipe is well reproduced by the simulations, as can be seen in Figure 7 ; however, somewhat larger deviations are found for the location and the height of the wall peak. No wall peak is visible in the experimental data for cases S23 and S33 given in Figure 7 ; rather, the gas fraction increases slowly, but monotonously towards the center of the pipe. In contrast, a pronounced wall peak is still apparent in the profiles obtained from the simulations. Furthermore, the gas fraction in the pipe center is slightly higher in the simulation results compared to the experimental data. This feature is not inherent in most of the commonly-used wall functions, which are available in CFD software packages. Compared to the liquid velocity, larger differences can be observed between the experimentally-obtained profiles for the turbulent kinetic energy and the ones obtained from the simulations. In particular, in the center of the pipe, the turbulent kinetic energy is over-estimated by about 20% to 30%.
Simulation results obtained for the four selected cases of Shawkat et al. [33] are shown in Figures 7-10 and compared against the corresponding experimental data. At the lower gas fluxes (cases S21 and S31), wall-peaked profiles are obtained in the experiments. For these cases, the gas fraction in the core of the pipe is well reproduced by the simulations, as can be seen in Figure 7 ; however, somewhat larger deviations are found for the location and the height of the wall peak. No wall peak is visible in the experimental data for cases S23 and S33 given in Figure 7 ; rather, the gas fraction increases slowly, but monotonously towards the center of the pipe. In contrast, a pronounced wall peak is still apparent in the profiles obtained from the simulations. Furthermore, the gas fraction in the pipe center is slightly higher in the simulation results compared to the experimental data. Liquid velocity profiles are shown in Figure 8 . Similar as for the gas fraction profiles, also the profiles of the axial liquid velocity obtained from experiment and simulation match reasonably well for the lower superficial gas velocities. For the higher gas fluxes that were used in cases S23 and S33, larger discrepancies can be observed. Whereas one still finds a flat profile in the pipe core with a steep decrease near the wall in the simulation results, a differently-shaped profile is obtained experimentally showing a decrease of the velocity from the center towards the wall over almost the whole pipe radius. An explanation for the observed differences might be that the average bubble diameter in cases S23 and S33 is larger than in cases S21 and S31. For the former cases, it is about 5 mm, hence in the region where the lift force coefficient strongly decreases and even becomes negative for bubble sizes larger than about 6 mm, according to the correlation of Tomiyama et al. [44] . Unfortunately, also here, no bubble size distribution has been measured; only a radial profile of the average bubble diameter is given. The average diameter increases towards the center of the pipe; hence, it is likely that a size distribution exists, and consequently, the larger bubbles accumulate in the core of the pipe. This in turn leads to a higher liquid velocity in the core of the pipe and, therefore, to a decrease of the velocity towards the wall over the whole pipe radius.
In Figure 9 , the profiles of the square root of the turbulent kinetic energy are depicted. Again, quite good agreement of the simulations results with the experimental data is visible for the low gas flux cases S21 and S31. For case S21, some discrepancies show up in the core of the pipe, and for case S31, a too large wall peak in the turbulent kinetic energy is computed with the model. Liquid velocity profiles are shown in Figure 8 . Similar as for the gas fraction profiles, also the profiles of the axial liquid velocity obtained from experiment and simulation match reasonably well for the lower superficial gas velocities. For the higher gas fluxes that were used in cases S23 and S33, larger discrepancies can be observed. Whereas one still finds a flat profile in the pipe core with a steep decrease near the wall in the simulation results, a differently-shaped profile is obtained experimentally showing a decrease of the velocity from the center towards the wall over almost the whole pipe radius. An explanation for the observed differences might be that the average bubble diameter in cases S23 and S33 is larger than in cases S21 and S31. For the former cases, it is about 5 mm, hence in the region where the lift force coefficient strongly decreases and even becomes negative for bubble sizes larger than about 6 mm, according to the correlation of Tomiyama et al. [44] . Unfortunately, also here, no bubble size distribution has been measured; only a radial profile of the average bubble diameter is given. The average diameter increases towards the center of the pipe; hence, it is likely that a size distribution exists, and consequently, the larger bubbles accumulate in the core of the pipe. This in turn leads to a higher liquid velocity in the core of the pipe and, therefore, to a decrease of the velocity towards the wall over the whole pipe radius.
In Figure 9 , the profiles of the square root of the turbulent kinetic energy are depicted. Again, quite good agreement of the simulations results with the experimental data is visible for the low gas flux cases S21 and S31. For case S21, some discrepancies show up in the core of the pipe, and for case S31, a too large wall peak in the turbulent kinetic energy is computed with the model. For cases S23 and S33, somewhat larger differences between the experimental data and the results from the simulations are found: a too low turbulent kinetic energy is computed over the whole radius compared to the experiments. Considering that a two-parameter turbulence model is used, the overall agreement is also quite fair for these two cases and comparable to the agreement in the single-phase case shown in Figure 6 . Furthermore, the bubble velocity was measured by Shawkat et al. [33] ; therefore, the radial profiles of the relative velocity are presented in Figure 10 . In both the simulation results and experimental data, an almost constant relative velocity over the radius can be seen, although some fluctuations are visible in the experimentally-obtained data. For cases S23 and S33, somewhat larger differences between the experimental data and the results from the simulations are found: a too low turbulent kinetic energy is computed over the whole radius compared to the experiments. Considering that a two-parameter turbulence model is used, the overall agreement is also quite fair for these two cases and comparable to the agreement in the single-phase case shown in Figure 6 . Furthermore, the bubble velocity was measured by Shawkat et al. [33] ; therefore, the radial profiles of the relative velocity are presented in Figure 10 . In both the simulation results and experimental data, an almost constant relative velocity over the radius can be seen, although some fluctuations are visible in the experimentally-obtained data. Strikingly, the relative velocity is higher in the experiments than in the simulations by about a factor of two, which is quite unexpected, in particular in view of the good agreement found for the data of Hosokawa and Tomiyama [34] , as will be shown in next section.
Looking for an explanation, one has to note that the relative velocity obtained from the simulations is determined by the model for the drag force that was used. A critical assessment of the drag force model used and the assumptions implied by this model, as well as a short literature overview on the measurements of the relative velocity in bubbly pipe flow will therefore be given in Section 5. [34] 
Pipe with D = 2.5 cm: Hosokawa and Tomiyama
Single-Phase Flow
To begin with, the results for single-phase flows are compared to the experimental data of Hosokawa and Tomiyama [34] to study the sensitivity with respect to the grid. Uniform and non-uniform grids where used to compute the flow field, which are given in Table 4 . Strikingly, the relative velocity is higher in the experiments than in the simulations by about a factor of two, which is quite unexpected, in particular in view of the good agreement found for the data of Hosokawa and Tomiyama [34] , as will be shown in next section.
Looking for an explanation, one has to note that the relative velocity obtained from the simulations is determined by the model for the drag force that was used. A critical assessment of the drag force model used and the assumptions implied by this model, as well as a short literature overview on the measurements of the relative velocity in bubbly pipe flow will therefore be given in Section 5.
Pipe with D = 2.5 cm: Hosokawa and Tomiyama [34]
Single-Phase Flow
To begin with, the results for single-phase flows are compared to the experimental data of Hosokawa and Tomiyama [34] to study the sensitivity with respect to the grid. Uniform and non-uniform grids where used to compute the flow field, which are given in Table 4 . The liquid velocity profiles obtained from the simulation on different grids virtually collapse on each other with almost no difference visible. Unfortunately, no measurement data on the average liquid velocity for the single-phase flows are given in Hosokawa and Tomiyama [34] , and only the turbulent kinetic energy measurements are provided, which are compared to the simulation results in Figure 11 . The liquid velocity profiles obtained from the simulation on different grids virtually collapse on each other with almost no difference visible. Unfortunately, no measurement data on the average liquid velocity for the single-phase flows are given in Hosokawa and Tomiyama [34] , and only the turbulent kinetic energy measurements are provided, which are compared to the simulation results in Figure 11 . The profiles of the turbulent kinetic energy show some dependency on the grid; however, this dependency is to be expected as explained in Section 5. Overall, the agreement of the simulation results and the experimental data for the turbulent kinetic energy is quite satisfactory.
Two-Phase Flow
Experimental data for gas fraction, liquid velocity, turbulent kinetic energy and relative velocity are compared with the simulation results in Figure 12-Figure 15 . The profiles of the turbulent kinetic energy show some dependency on the grid; however, this dependency is to be expected as explained in Section 5. Overall, the agreement of the simulation results and the experimental data for the turbulent kinetic energy is quite satisfactory.
Experimental data for gas fraction, liquid velocity, turbulent kinetic energy and relative velocity are compared with the simulation results in Figures 12-15 . For the lower gas superficial velocity and smaller diameter of the bubbles (case H11), a slight increase of the gas fraction towards the wall can be observed in the experiments. The simulation results show a profile that has a too high peak near the wall and a too low gas fraction in the core of the pipe. For case H12, which has a larger gas flux and larger bubbles, an almost constant gas fraction in the core of the pipe is observed that continuously decreases near the wall, or in other words, a flat profile can be seen, whereas the simulations show a wall-peak in the void-fraction profile. This can, at least partly, be explained by the bubble size distributions given in Hosokawa and Tomiyama [34] . A fraction of the bubbles has a diameter that is larger than 5 mm; hence, these bubbles are already in the region where the lift coefficient steeply drops and turns negative when bubbles are larger than about 6 mm according to the correlation of Tomiyama et al. [44] . In other words, these bubbles will not be pushed towards the wall due to the lift force. Due to the monodisperse approximation, these bubbles are not well represented in the simulations.
Radial profiles of the liquid velocity obtained from our simulations are plotted in Figure 13 together with the experimentally-obtained profiles of Hosokawa and Tomiyama [34] , and one finds reasonable agreement for all cases. Somewhat flatter profiles are obtained from the simulations, in particular for the higher liquid velocity flux of JL = 1.0 m/s, which results in a steeper decrease near the wall and a lower velocity in the center of the pipe. For the lower gas superficial velocity and smaller diameter of the bubbles (case H11), a slight increase of the gas fraction towards the wall can be observed in the experiments. The simulation results show a profile that has a too high peak near the wall and a too low gas fraction in the core of the pipe. For case H12, which has a larger gas flux and larger bubbles, an almost constant gas fraction in the core of the pipe is observed that continuously decreases near the wall, or in other words, a flat profile can be seen, whereas the simulations show a wall-peak in the void-fraction profile. This can, at least partly, be explained by the bubble size distributions given in Hosokawa and Tomiyama [34] . A fraction of the bubbles has a diameter that is larger than 5 mm; hence, these bubbles are already in the region where the lift coefficient steeply drops and turns negative when bubbles are larger than about 6 mm according to the correlation of Tomiyama et al. [44] . In other words, these bubbles will not be pushed towards the wall due to the lift force. Due to the monodisperse approximation, these bubbles are not well represented in the simulations.
Radial profiles of the liquid velocity obtained from our simulations are plotted in Figure 13 together with the experimentally-obtained profiles of Hosokawa and Tomiyama [34] , and one finds reasonable agreement for all cases. Somewhat flatter profiles are obtained from the simulations, in particular for the higher liquid velocity flux of J L = 1.0 m/s, which results in a steeper decrease near the wall and a lower velocity in the center of the pipe. The experimentally-obtained profiles of the turbulent kinetic energy shown in Figure 14 match the simulation results quite well, with the exception of case H12. Whereas larger differences occur only near the wall for cases H11, H21 and H22, the turbulent kinetic energy obtained from the simulation is too high by about 50% compared to the experiments for case H12. The experimentally-obtained profiles of the turbulent kinetic energy shown in Figure 14 match the simulation results quite well, with the exception of case H12. Whereas larger differences occur only near the wall for cases H11, H21 and H22, the turbulent kinetic energy obtained from the simulation is too high by about 50% compared to the experiments for case H12. The experimentally-obtained profiles of the turbulent kinetic energy shown in Figure 14 match the simulation results quite well, with the exception of case H12. Whereas larger differences occur only near the wall for cases H11, H21 and H22, the turbulent kinetic energy obtained from the simulation is too high by about 50% compared to the experiments for case H12. The relative velocity is depicted in Figure 15 . In the center region, a constant relative velocity is found in the experimental data and the simulation data; however, the simulation results for the relative velocity are slightly higher than the experimentally-obtained values. This deviation is considered insignificant given the accuracy of the drag force correlation by Ishii and Zuber [43] . For a more detailed discussion, see Section 5. The relative velocity decreases with decreasing wall distance in the experimental data for r/R larger than about 0.6-0.8. According to Hosokawa and Tomiyama [34] , this can be attributed to the higher aspect ratio of the bubbles near the wall, which leads to an increased drag, hence to a reduced relative velocity. This effect is not included in the current drag model and, therefore, is not captured in the simulations, where the relative velocity is constant up to the wall. In the first three cells, the relative velocity shows some oscillations, which is due to the limitations of the model, when the near-wall cells are smaller than the bubbles, and shows the need for improved near-wall modelling. The relative velocity is depicted in Figure 15 . In the center region, a constant relative velocity is found in the experimental data and the simulation data; however, the simulation results for the relative velocity are slightly higher than the experimentally-obtained values. This deviation is considered insignificant given the accuracy of the drag force correlation by Ishii and Zuber [43] . For a more detailed discussion, see Section 5. The relative velocity decreases with decreasing wall distance in the experimental data for r/R larger than about 0.6-0.8. According to Hosokawa and Tomiyama [34] , this can be attributed to the higher aspect ratio of the bubbles near the wall, which leads to an increased drag, hence to a reduced relative velocity. This effect is not included in the current drag model and, therefore, is not captured in the simulations, where the relative velocity is constant up to the wall. In the first three cells, the relative velocity shows some oscillations, which is due to the limitations of the model, when the near-wall cells are smaller than the bubbles, and shows the need for improved near-wall modelling. The relative velocity is depicted in Figure 15 . In the center region, a constant relative velocity is found in the experimental data and the simulation data; however, the simulation results for the relative velocity are slightly higher than the experimentally-obtained values. This deviation is considered insignificant given the accuracy of the drag force correlation by Ishii and Zuber [43] . For a more detailed discussion, see Section 5. The relative velocity decreases with decreasing wall distance in the experimental data for r/R larger than about 0.6-0.8. According to Hosokawa and Tomiyama [34] , this can be attributed to the higher aspect ratio of the bubbles near the wall, which leads to an increased drag, hence to a reduced relative velocity. This effect is not included in the current drag model and, therefore, is not captured in the simulations, where the relative velocity is constant up to the wall. In the first three cells, the relative velocity shows some oscillations, which is due to the limitations of the model, when the near-wall cells are smaller than the bubbles, and shows the need for improved near-wall modelling. 
Models and Data for Drag Force and Rise Velocity
The unexpected deviations between calculated and measured relative bubble velocities in the experiments of Shawkat et al. [33] , shown in Figure 10 , call for an investigation of possible causes. To this end, we first summarize in the following the effects neglected in the present modelling of the drag force and estimate the consequences on the predictions. Since it turns out that in all cases, a reduction of rise velocity would be expected rather than the observed increase, we then review other sources of data on relative bubble velocities and the used measurement methods in order to estimate possible errors in the data.
Critical Assessment of the Drag Force Modelling
Here, the correlation proposed by Ishii and Zuber [43] for bubbles rising in an infinite, quiescent liquid is used. One can think of several factors, which might have an influence on the actual drag force:
1. the "degree of contamination" of the water in air-water flows. 2. the influence of pipe walls and shear rate. 3. the influence of background turbulence. 4. the influence of higher gas fractions (swarm effects).
It is long known that for air bubbles in water, the terminal velocity, and hence, also the drag force, depends on the degree of contamination of the water [53] , but the actual degree of contamination is often difficult to quantify. The drag force correlation of Ishii and Zuber [44] is valid for "contaminated" water, which gives a higher drag and, hence, a lower rise velocity than correlations that are valid for "pure" water, such as the ones proposed by Tomiyama et al. [54] or Dijkhuizen et al. [55] . The drag coefficient computed for air-bubbles rising in water is shown on the right in Figure 16 as a function of the terminal Reynolds number. The corresponding computed terminal rise velocity is shown on the left of Figure 16 . In addition, experimentally-determined rise velocities for air bubbles in ultra-purified water (Duineveld [56] and Veldhuis [57] ), for air bubbles in filtered or distilled and in tap water (Haberman and Morton [58] ) and for air bubbles in sea water (Houghton et al. [59] ) are shown in that figure, as well as the bounds for pure and contaminated water proposed by Clift et al. [53] in Figure 7 .3 of their famous book.
The rise velocity computed using the drag coefficient proposed by Ishii and Zuber [43] indeed nicely follows the experimental data for tap water given by Haberman and Morton [58] , which is also well reproduced using the correlation given by Tomiyama et al. [54] for contaminated water. 
Models and Data for Drag Force and Rise Velocity
Critical Assessment of the Drag Force Modelling
The rise velocity computed using the drag coefficient proposed by Ishii and Zuber [43] indeed nicely follows the experimental data for tap water given by Haberman and Morton [58] , which is also well reproduced using the correlation given by Tomiyama et al. [54] for contaminated water. Interestingly, the rise velocity of air bubbles in contaminated water that was given by Clift et al. [53] is lower than the experimental data of Haberman and Morton [58] and also than the values computed using the correlations of Ishii and Zuber [43] or by Tomiyama et al. [54] for bubble diameters in the range of 1 mm to about 10 mm. Only some of the experimental data by Houghton et al. [59] obtained for air bubbles in sea water are somewhat closer to the values by Clift et al. [53] .
Interestingly, the rise velocity of air bubbles in contaminated water that was given by Clift et al. [53] is lower than the experimental data of Haberman and Morton [58] and also than the values computed using the correlations of Ishii and Zuber [43] or by Tomiyama et al. [54] for bubble diameters in the range of 1 mm to about 10 mm. Only some of the experimental data by Houghton et al. [59] obtained for air bubbles in sea water are somewhat closer to the values by Clift et al. [53] . Differences between the measurement data of the rise velocity obtained with tap water and those obtained with purified water are only visible for bubbles with a diameter smaller than about 4 mm. The rise velocity of purified water increases with decreasing diameter and reaches a maximum of about 0.36 m/s for a bubble diameter of about 1.5 to 2.0 mm. Subsequently, the rise velocity decreases again with decreasing diameter. A different "state of purification" of the water is evidently important for the rise velocity of bubbles smaller than about 1 mm. Here, differences in the measured rise velocity can be observed for the ultra-purified water used by Duineveld [56] and the measured data for filtered water of Haberman and Morton [58] .
To summarize, one sees that for a bubble diameter of about 4.5 mm, which was measured in the experiments of Shakwat [4] , the differences in the rise velocity obtained with the different correlations for the drag coefficient are rather small, 0.231 m/s for Ishii-Zuber, 0.233 m/s for Tomiyama and 0.256 m/s for Dijkhuizen, and do not explain the observed differences between simulation and experiments in Figure 10 . Indeed, in additional simulations using the correlations by Tomiyama et al. [54] and Dijkhuizen et al. [55] , only minor differences could be observed in the results.
The effect of pipe walls and shear rate would be to increase the drag force and, hence, reduce the slip velocity of the phases as discussed by Hososkawa and Tomiyama [34] . Furthermore, high shear rates occur only in a region near the wall; hence, this effect would be localized in a region near the wall. This is consistent with the differences observed in our simulation results with the experimental data of Hosokawa and Tomiyama [34] , but offers no explanation for the differences observed here.
No clear picture concerning the effect of background turbulence in the liquid phase has emerged yet. The literature that is available, however, suggests that the drag coefficient should rather increase, which means the rise velocity will decrease (see, for example, Okawa et al. [60] , Ghatage et al. [61] ).
Quite a bit of research has been done on how swarm effects at a higher gas fraction influence the drag force, respectively rise velocity (e.g., Simonnet et al. [62] and Roghair et al. [63] ). However, from the data available, one finds that for the diameter and gas fraction obtained in the experiments of Shawkat et al. [33] , swarm effects tend to increase the drag only slightly and, therefore, still can be neglected. Differences between the measurement data of the rise velocity obtained with tap water and those obtained with purified water are only visible for bubbles with a diameter smaller than about 4 mm. The rise velocity of purified water increases with decreasing diameter and reaches a maximum of about 0.36 m/s for a bubble diameter of about 1.5 to 2.0 mm. Subsequently, the rise velocity decreases again with decreasing diameter. A different "state of purification" of the water is evidently important for the rise velocity of bubbles smaller than about 1 mm. Here, differences in the measured rise velocity can be observed for the ultra-purified water used by Duineveld [56] and the measured data for filtered water of Haberman and Morton [58] .
Quite a bit of research has been done on how swarm effects at a higher gas fraction influence the drag force, respectively rise velocity (e.g., Simonnet et al. [62] and Roghair et al. [63] ). However, from the data available, one finds that for the diameter and gas fraction obtained in the experiments of Shawkat et al. [33] , swarm effects tend to increase the drag only slightly and, therefore, still can be neglected.
Review of Further Measurements of Bubble Rise Velocity
Unfortunately, the literature on experiments with turbulent bubbly pipe flows, in which the velocities of both phases have been measured, is limited. The following overview serves to get an idea about possible measurement inaccuracies as the cause of the deviations.
In their pioneering works, Serizawa et al. [64] [65] [66] [67] describe measurements of air-water bubbly flow in a pipe of 60 mm in diameter using a dual needle resistivity probe and hot film anemometry. The liquid superficial velocity was varied between 0.44 m/s and 1.03 m/s, and the gas superficial velocity was varied between 0 m/s and 0.4 m/s. The measured mean bubble diameter was 3.5 to 4 mm in all of the experiments, and the relative velocity varied between 0.15 and 0.38 m/s.
Liu and Bankoff [68, 69] report experiments on turbulent air-water flows in a pipe with a diameter of 38 mm. The measurements were also performed with dual needle resistivity probes and hot film anemometers. Samstag [70] has measured bubbly air-water flows in a 70 mm diameter pipe using a dual sensor resistivity probe and an x-wire hot film probe. Colin et al. [73] measured air-water two-phase flow in a pipe of a 40-mm diameter. They determined the gas and liquid phase properties using a dual fiber optical probe and a hot wire anemometer at liquid superficial velocities in the range of 0.23 m/s to 1 m/s and gas superficial velocities between 0.023 m/s and 0.046 m/s. The average bubble diameter was found to be 3.3 to 3.5 mm, and the relative velocity was about 0.25 to 0.27 m/s in the center of the pipe and decreased towards the wall.
From the foregoing overview, it becomes clear that also other experimental data that are available in literature exhibit significant variations in the relative velocity of the bubbles under similar conditions. Concerning different measurement techniques that have been used in the investigations, a certain trend emerges. The early works of Seriwaza et al. [64] [65] [66] , Liu and Bankoff [68, 69] and Samstag [70] , which are based on dual needle resistivity probes, show a particularly wide spread in the relative velocity depending on the flow conditions. The later works, such as Mudde and Saito [71] , Fujiwara et al. [72] and Colin et al. [73] , which employ optical probes or photographic techniques, rather support our expectations that the slip velocity should be close to the terminal velocity of a single bubble rising in an infinite quiescent medium.
Discussion and Conclusions
In the present work, a baseline model that has been defined for monodisperse adiabatic bubbly flow has been applied to simulate co-current upward flow in pipes of different diameters. Three different experimental datasets available from the literature have been chosen, which have comparable liquid and gas phase properties, but differ in the diameter of the pipe. Overall, the differences observed between the experimental data and the simulation results are comparable for the different diameter pipes, and the experimental data are satisfactorily reproduced by the simulations.
For all three datasets, the simulations show a wall-peaked profile of the gas fraction for all combinations of gas and liquid superficial velocities, whereas core-peaked profiles are observed in some of the experiments, e.g., case H12 of Hosokawa and Tomiyama [34] and S23 and S33 of Shawkat et al. [33] . However, also for those experimental data that show a wall peak, differences in the location of the wall peak can be observed, and the height of the peak is overestimated in the simulation results. The shape of the radial profile of the gas fraction is mainly determined by the non-drag forces, that means lift, wall and turbulent dispersion force. Compared to the large number of works concerning the modelling of the drag force, as presented in Section 5, considerably fewer studies are concerned with the non-drag forces. Hence, a much larger uncertainty concerning their modelling prevails and is discussed controversially, as presented, e.g., in [74] . Especially the lift coefficient is often tuned for the specific experimental data that one tries to simulate (e.g., [75, 76] ). In line with our baseline strategy, we have used a fixed set of closures, and no case to case tuning is done. The too high peaks in the gas fraction can be explained by the too large lift resulting from the steep velocity gradients next to the wall. Therefore, the modelling of near-wall effects is a promising candidate to obtain a better match between the profiles obtained from experiment and simulation.
The liquid velocity profiles that were measured are well represented by the simulation data for all experiments with the notable exception of cases S23 and S33 of Shawkat et al. [33] . In those two cases, an almost constant velocity is computed in the core of the pipe (r/R < 0.9) with a strong decrease close to the wall, whereas the experiments show a continuous decrease over almost the whole radius.
The differences in turbulent kinetic energy estimated from the experimental data and computed in the simulations are surprisingly small considering the many open questions still related to turbulence in multiphase flows. No clear trend is visible in the differences between experiments and simulation: a close match, over-prediction and under-prediction by the simulations are seen. Clearly, more work is necessary on the understanding and modelling of bubble-induced turbulence, and also, more complex turbulence models, such as Reynolds stress models, should be tried. Of course, in order to validate more complex turbulence models, reliable measurement data of the Reynolds stresses in two-phase flows are necessary.
Some surprising observations were made for those experiments in which both gas and liquid phase velocity were measured. The slip velocity between the phases provided by Hosokawa and Tomiyama [34] matches well with the expectation that the Ishii-Zuber closure for the drag provides a reasonable estimate for the drag coefficient for the cases considered in this work. Compared to those experiments, a too high slip velocity near the walls is obtained from the simulations, which can be explained by the effects of confining pipe walls. However, compared to the data given by Shawkat et al. [33] , the slip velocity in our simulation results is consistently lower, almost by a factor of two. Neither the effects of walls, mean shear flow, background turbulence or hindered rise due to the presence of other bubbles offer an explanation of this discrepancy. A review of further literature that provided measurements of both liquid and gas phase velocities in bubbly two-phase flows showed that the data of some more recent works [71] [72] [73] using optical probes or photographic techniques are consistent with the Ishii-Zuber closure, whereas earlier measurement data [64] [65] [66] [68] [69] [70] employing dual needle resistivity probes show a wide spread in the relative velocity of both phases.
Unfortunately, despite the extensive considerations in Section 5, no definitive explanation of the observed differences can be given, and one can only speculate. While it seems unlikely that the drag correlation by itself is the cause of the discrepancies, it could be that also some larger bubbles were present in the experiments of Shawkat et al. [33] , which would lead to a cooperative rise and, hence, a higher relative velocity of the phases. In this case, modelling those experiments as monodisperse bubbly flow would not suffice. However, model validation would then require measurements on the bubble size distribution, which are not available for these tests. Alternatively, the data on the bubble velocities might be susceptible to some systematic measurement error, which is hard to pin down. Nevertheless, the following conclusions can be drawn:
•
The baseline model reproduces the experimental data reasonably well independent of the pipe diameter.
Further improvements of the baseline model are desirable, in particular for the near-wall modelling and the closure for bubble-induced turbulence.
Moreover, a few desiderata concerning data for model validation should be emphasized, which are essential for further progress in the field of Euler-Euler modelling of bubbly flows and are often not satisfied by the presently-available results. These might be considered "general wisdom", but the discussion of Section 5, made in an attempt to explain the differences in the relative velocity observed in some of the present results, highlights their importance:
• Knowledge of the full bubble size distribution is essential to explain the observed behavior in bubbly flows. Hence, data including measurements of bubble size distributions are necessary.
In addition, such data would also allow a validation of models for bubble coalescence and breakup, as described, e.g., in [77] .
• Generally, validation of CFD models for bubbly flow requires more reliable measurement techniques. In particular, reliable measurements of the bubble and liquid velocity are surprisingly scarce at present.
It is highly desirable that experimental databases for CFD validation provide a comprehensive set of measurements, including both gas and liquid phase properties. At least bubble diameter, liquid and gas velocity profiles and profiles for the liquid turbulent kinetic energy should be given. Otherwise, important features may be missed by the validation.
Considering the sensitivity of the air-water system to even the smallest contaminations, which are hard to avoid and even harder to quantify, measurement data of other less sensitive systems of gas and liquid should be acquired. 
