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1. INTRODUCTION 
A variety of approximation procedures are based upon self-adjoint prin- 
ciples in the solution of linear boundary-value problems [ 11. If these methods 
are applied to the transport operator, the original equation has to be trans- 
formed to an equivalent self-adjoint form. Such a transformation was first 
performed by Vladimirov in [2]. More recent numerical work along these 
lines has been reported in connection with the conventional variational 
principles [3] and the finite-element method [4, 51. 
The one-group transformations in [2]-[6] were concerned with an operator 
consisting of an antisymmetric gradient term. In this paper we wish to consider 
the general energy-dependent case with a nonsymmetric integral kernel that 
additionally contributes to the non-self-adjoint nature of the problem. In the 
subsequent sections sufficient conditions are derived that ensure the existence 
of the self-adjoint transport operator analogous to one constructed in [6] 
for the one-speed case. This operator is positive definite which facilitates 
the use of standard variational-approximation techniques ([l], [4], [6]). 
While no numerical work is presented we attempt to demonstrate the 
utility of the formalism by discretizing the limiting conditions. From given 
multigroup data it can be readily verified whether these conditions are 
satisfied. In view of [4] t i is interesting to note that the source-iteration 
scheme imposes less stringent limitations on the physical parameters than the 
rigorous conditions obtained here. 
2. FORMULATION OF THE PROBLEM 
Consider the linear transport equation: 
(T+ R- S)z,h =XFt,b, 
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where the operators T, R, F, and S are defined over a convex system V and a 
velocity range w as follows: 
CT+> (r, 4 = v * VW, VI, 
(R#) (r, v> = 44 $(r, 9, 
(S#) (r, v) = 1 v’u(v’, v) $(r, v’) dv’, 
w 
(2) 
(3) 
(4) 
(84 (r, v) = & x(4 jm w’uh’) #(r, v’) dv’, (5) 
r E V, v E w, w=IvI. 
The fission contribution hF# will later be replaced by an arbitrary source. At 
this stage it is formally retained in order to recognize the fact that so far the 
simple one-speed applications have all been criticality eigenvalue problems. 
The solutions $(r, v) of (1) are assumed to be L,(V x w) functions such 
that Tt,b E H, cf. [7]. Let S be the surface of the body V and let n be the normal 
of S. For simplicity, we impose the nonreentrant boundary condition 
$(r, v) = 0, r E S, n*v<o. (6) 
The inner product in this Hilbert space H is defined in the ordinary manner: 
CA+> = jvju d4-, v) $(r, v)dr dv. (7) 
The total cross section is physically split into two parts u, and u,: 
0 = “a + us , (8) 
corresponding to absorption and scattering, respectively. Furthermore the 
non-negative definite kernel u(v, v’) obeys the relation 
us(w) = j u(v, v’) dv’. 
w (9) 
U, and x denote the fission cross section and spectrum, respectively. 
The operators T, R, S, and F are densely defined. The adjoint equation of 
(1) has the form 
where 
(- T + R - St) t,l~+ = XF+ll,+, (10) 
(St+) (r, v) = jw 4v, v’) #(r, v’> dv’, (11) 
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and 
(F+$) (r, v) = & uq(v) im x(v’) $(r, v’) dv’. (12) 
If compatible boundary conditions are imposed upon (b+ this form of the 
adjoint operator is consistent with the definition 
cl4 04) = (0+94 $1. (13) 
Proceeding analogously to [6] we take the sum and difference of Eqs. (1) 
and (10) in order to obtain the following coupled equations: 
where 
0, = R - i (S + St), (15) 
0, = T - 4 (S - St), (16) 
Ts = 4 (1cI + 4+>, (17) 
9J, = + (4 - ++>9 W 
F, = 4 (F + F+), (19) 
F, =;(F-F+). (20) 
In a general case, (14) has to be solved by an iterative procedure. Let 
A(+r), &+-l), and ‘p p-l) be known. Denoting 
Qp-1, = ~bl)(F,&-l) + Fa+-l)) 
(21) 
and 
QE-1’ = $n-l)(F,&-1’ + Q,II”-I’), 
cpy’ can be obtained from 
(22) 
A&) = Qp-l) - O,O,lQr”-l), (23) 
where operator A has the form 
A = 0, - O,O,‘O, , (24) 
with either i = a, j = s, or i = s, j = a. 
We will show that the inverse operator 0,’ exists. Hence A also exists as a 
self-adjoint operator. Second, 0, is shown to be positive definite. From this 
40914312-16 
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it is deduced that A is also positive definite [6] and (23) does not have more 
than one solution vi”’ [I]. The methods developed for self-adjoint positive 
definite operators, e.g., [1], can then be applied to (23). The analysis is 
confined to a single iteration step. Hence the indices can be omitted and 
Q = Qp-” or Qp-l) is treated as a known source. 
Defining 01(v) by 
a(v) = wa,(v) + + (m&) - J-, du(v’, v) dvj , 
we shall assume that 
inf LX(V) > 0, v E co. 
(25) 
(26) 
Th e practical implications of this condition will be briefly discussed in 
Section 4. Finally, the operator S is assumed to be bounded. This also is 
physically meaningful ([8], [9]). 
Omitting the spatial dependence of the physical crosssection parameters in 
(3)-(5) the system was tacitly assumed to be homogeneous. The subsequent 
analysis will hold for a heterogeneous system where the conditions stated 
above are satisfied at each point T E V. 
3. ANALYSIS 
In this section the subtle difference between the definitions of positive and 
positive definite operators is made as occuring in [l]. 
LEMMA 1. 0, is a positive definite operator, i.e., 
where y is positive constant. 
Proof. Consider an inner product (,), defined for all r E V: 
(Osf, fL = 1‘ OsfW f(v) dv9 f E wJ)~ (28) w 
In view of definitions (3), (4), (1 I), and (15), we have 
(Osf, f)r = j- 44fWfW dv 
w 
-+II 
(29) 
(n’u(v’, v) + m(v, v’)) f(v’) f(v) dv’ dv. 
*<‘J w 
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Observing relations (8), (9), and (25), (29) is cast to the form 
tosf,f)r = j 4~) IfWI" dv 
; $ j j (v’u(v’, v) + vo(v, v’)) 1 f(v) - f(v’)j* dv’ dv. 
(30) 
ww 
Since zlo(v, v’) is non-negative and a(v) was assumed to be positive, one 
obtains the inequality 
(31) 
where 
y’ = inf a(v), VEUJ. (32) 
By earlier assumption (26) y’ is positive. Equality holds only if 01 and f are 
constant or f is identically zero. Integrating (31) over the volume Y yields the 
desired result (27) when f is replaced by v E L,( V x w). 
We might mention that if S were taken self-adjoint the proof could have 
been obtained from [S], and (25) would then reduce to LY = VU, . 
LEMMA 2. The inverse O;l exists as a self-adjoint positive operator: 
Ph, v> 30. (33) 
Since 0, is self-adjoint and positive definite, the proof follows from the 
arguments of [8] (proof of Theorem 1) and from (26). As a consequence of 
Lemma 2, A also exists, cf. (24). 
Based upon the preceeding lemmas, the positive definiteness of the 
operator A can be studied generalizing the corresponding treatment in [6]. 
While the operator S - St is here introduced in (16), it is antisymmetric and 
therefore 0, is antisymmetric up to the surface integral arising from a 
partial integration of the spatial gradient term. In other words, one has 
(“d, T> = - (6 0,~) -I- jsjw v . n#(r, v) cp(r,) dS dv. (34) 
The surface integral in (34) pertains also to the original and adjoint Boltzmann 
equations, viz., the adjoint boundary conditions imposed upon 9 = v+ 
are determined by (6) and by requiring the integral to vanish. The solution 
of (23) is required to satisfy certain boundary conditions equivalent to (6) 
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and the adjoint conditions. We restrict the domain of A more stringently 
demanding 
p(r, v) = 0 (35) 
and 
(0~) (r7 v> = L?(r, vh 
9” E 4% r E S, and v E w. 
(36) 
Consider now the inner product 
(4, ‘p) = (0,~ d - (OaOblOav, d 
= (O,V, ‘p) + (0,Qz~, 0,~) - JsL v . no;lo,@ ds dv- 
(37) 
Here (34) was employed. In accordance with (27), the first term on the 
right-hand side is bounded from zero. Since O,p, E H, the second term is 
non-negative pursuant to (33), and the last term vanishes due to the boundary 
condition (35). Hence 
(Av, 9) 3 Y(F, F), (38) 
and combining the results of this Section we have the following theorem: 
THEOREM. The operator A exists and it is self-adjoint and positive dejkite if 
D(A) is restricted by (35). 
4. CONDITIONS IN A DISCRETIZED U-SPACE 
In practical calculations (1) is discretized in the w space employing the 
multigroup approximation [lo]. Realistic physical data are usually processed 
for this method. Therefore we wish to formulate the limiting assumption (26) 
in the G-group formalism. 
In accordance with the general procedure [lo], the variable v E (0, co) is 
split into G intervals wi = (v,._i , vi). Integrating (25) over wi , we associate a 
number 0~~ with each interval wi: 
s Vt CYi = a(v) dv V6-1 
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Here uai and osi are the absorption and scattering group cross sections, 
respectively, oji are the group-to-group cross sections, and v = vS2 [IO]. 
Equation (26) has the discretized form 
c$ > 0, Vi < G. (40) 
The corresponding boundary conditions still have the form (35) and (36), 
now holding separately for each component of the vectors v(r, Sz) and 
Q(r, 9. 
5. CONCLUDING REMARKS 
We reiterate the fact that the physical equilibrium of the system would 
considerably simplify the analysis. Including a certain weight function in the 
inner-product integral would yield a self-adjoint integral operator S ([8], [9]), 
and (39) would reduce to (Y~ = crai . We also remark that (40) is a weakex 
condition than what was obtained in a preliminary study commencing 
directly from the discretized form [l 11. 
In another multigroup approach [4] the non-self-adjoint part of S is 
simply included in the iteration source Q. As a consequence, the construction 
of the self-adjoint operator is alleviated but the operator is less representative 
of the physical parameters of the system. 
Questions pertaining to the practical feasibility of the iteration scheme 
proposed in (23) have not been examined in detail. In the simplest applica- 
tions, e.g., [3] and [5], one proceeds in the framework of one-speed formalism 
that corresponds to G = 1 in Section 4. Consider the one-speed form of (1) 
[IO]. Then replace (10) by a variant obtained from (1) by changing v to 
-v. F, will be identically zero and the term Fp, will vanish in (14). In other 
words, Qrn-l) vanishes in (22) and Qi’+” will depend on @-l) only. Hence 
iteration is avoidable in this case. In more realistic physical applications, 
however, the iterative scheme has to be adopted which then will make 
convergence studies indispensable. 
Finally, it should be emphasized that the conditions (35) and (36) upon 
D(A) are sufficient rather than necessary. 
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