We present a general derivation of a Markovian quantum kinetic equation for a scalar field with weak couplings to a slowly evolving background from first principles of nonequilibrium quantum field theory. The method requires almost no assumptions about the couplings and the nature of the background, except that the coupling constants shall be small enough for perturbation theory to be applicable, and that there is a clear separation between microphysical time scales and the rate at which bulk properties change. This means that it can potentially be applied to a wide range of physical systems, including scalar condensates in the early universe and effective order parameters in condensed matter physics. The resulting Markovian equation of motion is expressed in terms of an effective potential and friction coefficients. We focus on spatially homogeneous and isotropic systems, but the approach could also be applied to spatial gradients.
Introduction
Scalar and pseudoscalar fields play an important role in many areas of science. Prominent examples include the Landau theory of phase transitions [1] , the Ising model [2, 3] , the Landau-Ginzburg theory of superconductivity [4] or the Brout-Englert-Higgs mechanism [5] [6] [7] . With a Wilsonian approach to renormalisation [8] , they can be used to effectively describe many macroscopic properties of quantum systems that are controlled by order parameters [9] , such as superconductivity and magnetic properties. Scalar fields also play an important role in theories beyond the Standard Model (SM) of particle physics and in cosmology. For instance, they may explain the strong CP-problem [10] , are candidates for Dark Matter [11] [12] [13] [14] or Dark Energy [15] [16] [17] [18] and can drive cosmic inflation [19] [20] [21] [22] . The low-energy effective description of string theory and other theories involving extra dimensions generally include numerous scalar fields, called moduli, that parameterize the properties of the compactified internal dimensions (see e.g. [23, 24] for a review).
It has been known for a long time that coupling to a time dependent background leads to the production of particles [25] . If the time evolution is non-adiabatic, the non-perturbative particle production is unavoidable and usually described by the Bogoljubov-Valatin transformation [26, 27] . However, there are many situations in which the bulk properties of the system evolve slowly with respect to other relevant microscopic time scales, such as the frequencies of elementary excitations in the system under consideration. On general grounds one would expect that the evolution of the bulk properties can effectively be described by Markovian equations that include effective friction terms and effective potentials. Considerable effort has been made in different areas of science to derive such effective quantum kinetic equation, cf. Refs. [28, 29] for reviews. In the context of relativistic quantum field theory, which is our main focus here, the functional approach that we take here has been outlined in ref. [30] .
In the following we present a general method for the derivation of an effective Markovian quantum kinetic equation for the expectation expectation value ϕ = φ of a real scalar field φ in a slowly evolving background. For simplicity we restrict ourselves to homogeneous and isotropic systems and only consider the evolution in time, spatial gradients can be treated in an analogous manner. This shall serve as the simplest example for a macroscopic observable or "bulk quantity". Quantum fluctuations of ϕ around the expectation value ϕ are described by a field η which we define as φ = ϕ + η. Our main assumption is that ϕ changes sufficiently slowly that the expansion
can be justified inside loop integrals. The physical interpretation of this assumption is that ϕ(t) does not change much in the course of a single interaction. Mathematically it relies on the observation that ϕ(t) in collision integrals is always convoluted with other functions that can be expressed as products of correlators, and that those functions are suppressed for separations of the time arguments that are much larger than the typical microscopic time scales τ int in the system. They therefore act as "window functions" in time that suppress contributions to memory integrals for large separations τ int of the arguments, leading to equations that are effectively local in time. In the following we outline a general method to derive an effective quantum kinetic equation of the form 1
Here V ϕ is an effective potential for ϕ, and the Γ (n) ϕ represent friction coefficients. Similar physical assumptions have previously been used to derive equations of motion for ϕ [33, [37] [38] [39] [40] and the fluctuations η [41] in the context of relativistic field theory. These and most other related works employ the so-called Closed Time-Path technique [42] [43] [44] [45] , which amounts to defining correlation functions on a specific contour in the complex time plane. Moreover, the computations were performed in specific models. The method presented here does not require to specify a particular time contour, and our derivation is independent of the underlying model, i.e., the interactions of φ. The only assumption is that there is a clear separation between the time scales on which the bulk properties of the system change and the microscopic variables. In spite of the model independence it allows to connect to a diagrammatic interpretation of the contributions to the coefficients Γ (n) ϕ . This article is organised as follows. In Sec. 2 we review basic ingredients of the two particle irreducible (2PI) effective action formalism, roughly following Ref. [46] . In Sec. 3 we present our main result, a master formula for the derivation of a Markovian equation of motion for ϕ. In Sec. 4 we provide a diagrammatic interpretation of the leading friction coefficient. In Sec. 5 we explicitly compute this term in a specific model. In Sec. 6 we conclude.
2PI formalism for an interacting scalar
We consider a model with an unspecified number of real scalar fields Φ a . We make no assumptions on their interactions except that the coupling constants shall be small enough that perturbation theory can be applied. For simplicity we assume that only one of the Φ a has a non-vanishing expectation value. We identify that field with φ from Sec. 1 and label the expectation value by ϕ. Lifting this assumption is straightforward, but complicates the equations considerably. The generating functional reads
Here Φ without index collectively refers to the set {Φ a }, and J a and R ab are sources. S[Φ] is the classical action, for simplicity we assume that it has been brought in a form with canonical kinetic terms,
Based on the fluctuation-dissipation theorem one may expect noise terms on the right hand side of (2). The reason why they do not appear is that the expectation ϕ = φ = Tr( φ), where is the von Neumann density operator, includes an average over statistical fluctuations. A noise term indeed appears in the equation of motion for non-averaged quantities, cf. [28, 29] . For the specific example of the field φ it yields a Langevin type equation that has e.g. been discussed in refs. [31] [32] [33] [34] [35] [36] .
terms between the fields. x = C d 3 x is a 4-dimensional spacetime integral, and C an arbitrary time-path, chosen to suit the problem of interest. We obtain the 2PI effective action from W [J, R] = −i ln Z[J, R] by performing a double Legendre transform of W [J, R] w.r.t. the sources 2
From the 2PI effective action we can obtain the equations of motion for ϕ as well as all correlation functions ∆ ab (x, 
Note here that only Γ loop is a functional of ∆. S[ϕ] is sometimes referred to as the classical action, though it really is the classical action functional with all fields Φ a replaced by their quantum and statistical expectation values Φ a . The one-loop term corresponds to the correction that leads to the Coleman-Weinberg potential [47] and can be evaluated as
where G −1 0,ab [ϕ] are the inverse tree-level operators of the shifted action
The subscript Φ indicates that all fields are to be evaluated at their expectation values. Note here that the operators G −1 0,ab [ϕ] are to be interpreted and dealt with as explicit ϕ−dependent contributions to the 2PI effective action. Partial functional derivatives with respect to ϕ act on G −1 0,ab [ϕ]. The ∆ ab (x, y), which represent the full (resummed) connected two-point functions, are formally regarded as independent dynamical variables with respect to the one-point functions in the 2PI formalism, as they stem from the J-and R-Legendre transforms independently.
The equation of motion for ϕ can now be obtained by functional differentiation,
Similarly, the equations of motion for the two-point functions are obtained from
From Eq. (5), the equation of motion (9) becomes
with the self-energies
By convoluting Eq. (10) with ∆ bc (z, y) (i.e. integrating over z and summing over b) and
Here δ C (x−y) is the four-dimensional delta function with time arguments on the contour C.
In the 2PI formalism one-and two point functions are a priori independent quantities. For instance, for a system with only one scalar field, Γ[ϕ, ∆] is a functional of two independent functions ϕ and ∆, which obey the equations (8) and (12) . Practically these equations are solved perturbatively by expressing Γ loop and Π in terms of Feynman diagrams, i.e., integrals over products made of ∆ and ϕ. The equations of motion (8) and (12) then form a set of coupled integro-differential equations for the two functions ∆ and ϕ. The solution for (12) at any given order in perturbation theory can formally be expressed as a functional of ϕ. This solution ∆[ϕ] is the fully resummed propagator in the presence of a background field ϕ. When plugging ∆[ϕ] back into (8), we obtain a generating functional Γ[ϕ, ∆[ϕ]] for ϕ at the desired order in perturbation theory. 3 The implicit dependence of the solution ∆[ϕ] on ϕ has no effect on the functional derivative in (8),
=0 by virtue of Eq.(9)
and the resulting equation of motion remains the same. The same conclusion can be drawn if we had solved for ϕ first.
Markovian equation for a slowly evolving scalar
We now proceed to derive a Markovian equation of motion for ϕ from Γ[ϕ, ∆[ϕ]]. This does not require explicit knowledge of the solution ∆[ϕ], we only need to use the fact that the resummed propagator can formally be expressed as a functional of ϕ, and that ϕ changes slow enough that the gradient expansion (1) can be applied inside loop integrals. We start with a functional Taylor expansion of Γ[ϕ, ∆[ϕ]] around a point ϕ =φ + δφ in functional space,
Here the partial functional derivatives only apply to the explicit dependence of Γ loop , not to the implicit dependence through ∆[ϕ]. Diagrammatically the series (14) corresponds to expanding the ϕ-dependent vertices and propagators in loop integrals around their values at some reference pointφ. This can be used as a perturbative approximation if a truncation at finite order can be justified. This is always the case if one is only interested in small deviations δφ fromφ. Such a small field expansion is widely used in the literature. The disadvantage is that the validity of this approximation is, by definition, only justified for a limited range of field excursions. There are, however, many situations in which one wants to track the evolution of the field over macroscopic times, such as cosmic inflation.
Here we take an alternative approach that utilises the fact that the functions with which ϕ is convoluted in the memory integrals are suppressed for separations of the time arguments that are larger than some characteristic time τ int . For this purpose we identifyφ with the constant function that takes the value of the self-consistent solution of the equation of motion evaluated at the reference time t,φ = ϕ(t). Here t ≡ x 0 set by the local time argument of the equation of motion. The precise value of τ int and the functional form of the suppression is model dependent, a discussion can e.g. be found in ref. [36] . Usually τ int is closely related to the microscopic time scales in the system, such as the frequencies of the relevant field modes that ϕ interacts with. For τ intφ /ϕ 1 one can apply the approximation (1) inside the integrals, which effectively makes the equation local in time. This does not imply any restriction on the field excursion because the expansion can be applied locally at each moment t = x 0 . We can therefore approximate δφ(x i ) =φ(t)(x 0 i −t) and obtain for the equation of motion (8)
and
Here it is important to note that the factor δ n δϕ(x 1 )···δϕ(xn) is to be understood as a total functional derivative which acts both on ϕ directly and also on ∆[ϕ].
A few comments are in place. First, it is worthwhile noting that, while the expansion used here formally allows to include terms of all orders inφ, it neglects higher derivatives of ϕ. The second derivativeφ will introduce a correction to the kinetic term, which in principle can be included in a straightforward way [48] . We do not consider these terms here because they correspond to a perturbative correction to a term that already exists in the classical action. This is in contrast to the friction term, which only appears once loop corrections are included. Higher derivatives can lead to spurious behaviour in the truncated local equations. However, if the theory at a fundamental level is well behaved, these problems can be kept under control if the derivative expansion is done carefully [49] . Second, it turns out to be crucial that we formulated the equations in the 2PI framework. At the level of exact equations, all n particle irreducible (nPI) effective actions must give the same results for physical observables. However, at any finite order in the loop expansion, the different nPI effective actions correspond to different resummation and truncation schemes, and they can give different results. As we will show explicitly in Eq. (59), the inclusion of self-energies inside the loops is crucial. This feature would not be captured in the 1PI formalism unless a resummation of the propagators is done by hand [40] .
Interpretation of the leading friction term
In the previous section we have derived a master equation (15) from which one can obtain a Markovian equation of motion (2) . Equations (16) and (17) provide a recipe to compute the coefficients. The only assumption required is that the approximation (1) can be used, i.e., that τ intφ /ϕ 1. This assumption is crucial in two ways. First, it makes each term in the expansion (14) local in time. Second, the smallness ofφ serves as justification to consider only a finite number of terms (17) . In the following we study the properties of the coefficients to gain insight into their microphysical interpretation without resorting to a specific model. For this purpose it is instructive to explicitly consider the truncation of (2) that only includes the leading term Γ ϕ ≡ Γ
In the present context this truncation can be justified because ϕ evolves slowly, such that higher powers ofφ can be considered subdominant. An effective equation of the form (18) can also be obtained from (14) without the approximation (1) by a small field expansion. In that case the friction coefficient Γ ϕ can be interpreted in terms of the creation of particles [50] . If φ resides in an environment that is in thermal equilibrium and the deviation form its ground state is small, then one can expect to recover known results from linear response theory, which are obtained under the assumption that feedback from the effect that ϕ has on the properties of the constituents of the thermal bath can be neglected. We consider the simple case that the ground state is at ϕ = 0, in which case the linear response assumption implies that propagators ∆ are in good approximation independent of ϕ. This can e.g. be justified if the temperature T is much larger than ϕ, or if the bath contains sufficiently many degrees of freedom that ϕ-independent diagrams dominate due to combinatorical factors. In this case V and Γ ϕ can be related to the real and imaginary parts of retarded self-energies in thermal field theory, evaluated at the frequency of the oscillations cf. e.g. Refs. [34, 35, 40] for explicit derivations. In this case one can apply the optical theorem at finite temperature, which relates the imaginary part of selfenergies to cuts through Feynman diagrams [51] . This provides a physically very intuitive interpretation of the friction in terms of microphysical processes, as the different cuts can be interpreted in terms of decays and scatterings amongst quasiparticles that transfer energy between the different constituents of a system [52] . A consequence of the finite temperature cutting rules [53] [54] [55] [56] [57] is that local diagrams cannot contribute to dissipation in thermal field theory. One could expect that this also holds in a slowly changing background beyond the linear response limit, so that dissipation solely comes from the non-local term
]. This is, however, not true. We compute Γ ϕ from the lowest order term in our expression (17) , which was derived by using (1), but without limiting the field excursion, and therefore is valid beyond the linear response limit. For the following discussion we split
with
This splitting makes explicit that the friction coefficient receives two contributions. The first term, Π [1] ϕ comes from the explicit ϕ-dependence of Γ loop , which in the perturbative expansion is due to the ϕ-dependent vertices that appear in the action when splitting φ = ϕ + η. The second term, Π [2] ϕ , comes from the ϕ-dependence of the resummed propagators ∆[ϕ] in the loop expansion. This second term is absent in the linear response limit because it quantifies the backreaction that the evolution of ϕ has on the constituents of the plasma.
Any contribution to Π
ϕ (x 1 , x) that contains a δ(x 0 1 −t) cannot contribute to Γ ϕ because of the convolution with (x 0 1 − t) in Eq. (19) . Therefore, one may think that the "local" pieces in Π ϕ (x 1 , x) that originate from the one-loop piece Γ 1 in the decomposition (5) cannot contribute to Γ ϕ . This would be consistent with the aforementioned fact that local diagrams do not contribute to damping rates in thermal field theory. However, in a time dependent background the situation is more subtle. In what follows we shall argue that this statement holds for the term Π [1] ϕ that is also present in the linear response limit, but not for the additional term Π [2] ϕ that arises due to backreaction. The Γ 1 contribution to Π [1] ϕ (x 1 , x 2 ) is given by
where partial derivatives only act on G −1 0,ab [ϕ] as explained below Eq. (7) . Using the definition of G −1 0,ab (z, z ), we find
By putting the last two equations together, we see that the Γ 1 contribution to Π [1] ϕ (x 1 , x) ends up being proportional to δ C (x 0 1 − t) which once convoluted with the (x 0 1 − t) of Γ [1] ϕ , vanishes. Thus, we can replace Γ loop by Γ 2 in Π [1] ϕ and conclude that only non-local 2PI diagrams, which contain at least two separate vertices depending on the background field, can give a non-vanishing contribution to the damping rate Γ [1] ϕ . However, the one-loop term Γ 1 does contribute to Γ ϕ through Π [2] ϕ (x 1 , x). We first note that Π [2] ϕ (x 1 , x) in (21) is an integral of a product of two factors. We then work out how these two factors are dealt with in practice, focusing on the Γ 1 contribution. Using Eqs. (6) and (7), we find for the first factor in (21)
With the help of Eq. (10), the second factor can be written as
The latter is made of two terms, functional derivatives of G −1 0 [ϕ] and of Π[ϕ]. Taking the product of them with Eq. (24) above, we see that both can lead to nonvanishing contributions to the damping rate, which originate from "local" one-loop diagrams. This suggests that, in a time dependent background, there is no simple interpretation of Γ ϕ in terms of microphysical processes that can easily be read off the Feynman diagrams by cutting them. However, one could argue that, because of the resummation effects, which we implemented in the last equation through the insertion of the 2PI Schwinger-Dyson equation of motion, local diagrams are effectively nonlocal and, in particular, include integrations over time. The dissipation may therefore be related to the fact that the frequencies in the background change with time.
The diagrams coming form Γ 1 and Γ 2 therefore behave very differently. Γ 2 contains diagrams that would also lead to dissipation in the limit where the system is very close to thermal equilibrium and can be described by linear response theory. Cuts through those can be interpreted in terms of microphysical processes, which corresponds to the finite temperature generalisation of the optical theorem. The contributions from Γ 1 , on the other hand, only appear as a result of "backreaction" that the time dependence of ϕ has on the propagators, i.e., the properties of quasiparticles in the background. We leave a more detailed study of the microphysical interpretation for future work.
A simple example
For illustrative purposes, we study the following Z 2 −symmetric theory 4
where φ is the field of nonvanishing expectation value ϕ = φ with φ = ϕ + η. We choose C to be the Closed Time-Path of the Schwinger-Keldysh formalism shown in Fig. 1 . We want to determine the contributions Π [1] ϕ and Π [2] ϕ to the friction coefficient Γ ϕ (19) from Eqns. (20) and (21) in the model (26) . In order to obtain analytical results we make a number of simplifying assumptions. We assume that χ = 0, and that all degrees of freedom in the system except ϕ reside in thermal equilibrium with temperature T at all times. This equilibrium is established by the interactions in L χint on time scales τ eq with τ int τ eq ϕ/φ , which could e.g. be realised through a hierarchy between h and the coupling constants in L χint . We further assume that T remains constant, which amounts to neglecting the effect that the dissipation of energy from ϕ into particles has on the temperature. Physically this can e.g. be realised if L χint couples χ to a large thermal bath. Hence, all time dependence in the system comes from the coupling to ϕ(t) alone. We emphasise that this does not restrict the validity of the analysis to the linear response regime because we make no assumption on the elongation of ϕ at initial time, and we do take into account the feedback effect that the change in ϕ(t) has on effective masses and vertices in the plasma.
We first start by evaluating Π [1] ϕ from (20) . As shown after Eq. (23), Γ ϕ does not receive a contribution from Γ 1 through Π [1] ϕ because of the convolution with (x 0 1 − t) in Eq. (19) . We therefore focus on Γ 2 [ϕ, ∆] which at three loop level reads
Diagrammatically, it contains three diagrams, which we depict in Fig. 2 . Looking at Fig. 2 , it is clear that only the setting-sun diagram with two couplings to the external background ϕ can contribute because the partial functional derivative in (20) only acts on the explicit factors ϕ at the vertices, not on the implicit ϕ-dependence of the propagators. Calculating it explicitly, we obtain
× ×
which still has to be convoluted with (x 0 1 −t) to obtain the final contribution to Γ ϕ . The loop integrals are to be evaluated with full propagators, but with ϕ =φ, i.e., in a (locally) static background. This diagram has been studied before in Ref. [40] with the approximation (1), and the resulting contribution to Γ ϕ reads
where M 2 a = m 2 a + δ aχ h 2φ 2 + h 24 T 2 . This term can be interpreted as dissipation from scatterings with χ-quanta in the thermal bath by making connection to thermal field theory [58, 59] . As expected, the friction coefficient grows with T 2 due to the larger number of scattering partners at high temperature.
We now move on to compute the contribution to Γ ϕ from Π [2] ϕ , which includes contributions from both, Γ 1 and Γ 2 . Starting from (21), we first evaluate the functional derivative of the propagator ∆ with respect to ϕ. It can be evaluated using ∂∆ = −∆∂(∆ −1 )∆ in matrix notation and Eq. (10) as
where in the last step we kept only the leading tree-level contribution, which dominates the one of the self-energy because ϕ appears with additional powers of h and loop factors in the self-energy ( ∂ G −1 0 ∂ϕ(x 1 ) > |∂Π/∂ϕ(x 1 )|). Using this result, we calculate at leading order in the coupling constant h
Here we have used the explicit expression
where M tree χ (x) = m 2 χ + h 2 ϕ(x) 2 and only iG −1 0,χχ [ϕ](x, y) depends on ϕ. δ C is the fourdimensional delta function on the closed time-contour. Now we separately study the contributions from Γ 1 and Γ 2 to Π [2] ϕ , and we shall argue that the one of Γ 2 is suppressed compared to that of Γ 1 . Indeed, we compute
× 2∆ χχ (y, z)∆ ηη (y, z)δ aχ δ ab + ∆ 2 χχ (y, z)δ aη δ ab ) , from where it is obvious that the piece from Γ 1 is dominant from both, the loop and coupling constant expansions viewpoints. Therefore, we approximate
Since we are dealing with a homogeneous and isotropic system, all quantities can only depend on the difference between the spatial coordinates, and we can perform a Fourier transform in this difference,
To evaluate this expression it is convenient to decompose the propagator on the contour C as
where the spectral function ∆ − and statistical propagator ∆ + are defined as
On the contour in Fig. 1 , we see that even powers of sign C (t − x 0 1 ) will give vanishing contributions to Γ [2] ϕ . We further notice that the contour propagators with time arguments on different branches of the contour can be identified with the Wightman functions ∆ ≷ in (41) . This property also allows to define self-energies Π ≷ in the same way. Using
x 0 t i dy 0 , we can then re-express
where we have defined z as the time difference between x 0 1 and t. Explicit expressions for ∆ + and ∆ − in an adiabatically changing background have e.g. been obtained in Ref. [41] . However, since we evaluate the integrand in (36) at ϕ =φ, only the static limit is needed, 5 which has e.g. been computed in Ref. [35] . In the static limit ∆ + and ∆ − are only functions of the relative time coordinate z, which we express by a slight abuse of notation,
Here we have also sent t i → −∞, which is justified if |t − t i | τ int . In the (locally) static limit we can Fourier transform with respect to z,
In the last steps we have used that the propagators in a static background fulfill the Kubo-Martin-Schwinger relation
where f B is the Bose-Einstein distribution which satisfies 1 + f B (ω) = −f B (−ω). To evaluate the integral we need the explicit expression for the spectral function in a static background [35] ,
The retarded self-energy is defined as
). For notational simplicity in the following calculation it is convenient to introduce
Note that G(p 0 ) = G(−p 0 ). In absence of luons [60] and other collective excitations the spectral function (46) has four poles that we denote by ±Ω χ and ±Ω * χ . From those we can read off the quasiparticle mass shells Ω χ = ReΩ χ and widths Γ χ = −2ImΩ χ such that Ω χ = Ω χ − i 2 Γ χ . Here we have suppressed the dependence ofΩ χ on the spatial momentum p for notational simplicity. Now we compute the following p 0 -integrals to leading order in the small parameter ω, using Cauchy's residue theorem, dp 0 2π
This yields lim ω→0 ∂ ∂ω dp 0 2π
In the last two steps we used the Breit-Wigner approximation ImΠ R (Ω χ ) −Ω χ Γ χ and replacedΩ * = Ω. Using the above result in Eq.(44) we obtain
where we have replacedφ by the value ϕ(t) that fixes it locally. A further evaluation of the integral would require knowledge of the functional dependence of Ω χ and Γ χ on p, which strongly depends on the details of the interactions L χint . We can, however, already understand many properties of the contributions Γ [1] ϕ and Γ [2] ϕ from Eqns. (29) and (59) . As already discussed after Eq. (21), Γ [1] ϕ originates from non-local diagrams that would also be present in the equilibrium limit in a static background. By using finite temperature cutting rules, these diagrams can be interpreted in terms of elementary processes, in particular scatterings with quasiparticles in the plasma. The rate at which these scatterings occur grows with temperature because the density of scattering partners increases with T , and also because the effect of induced transitions leads to an enhancement of the rate when the final states are highly occupied. The rate further grows with h 2 because the scattering cross section is proportional to h. The result (29) exhibits all these features, as one would expect from the general discussion after Eq. (21), and is fully consistent with what one may expect from linear response theory.
The term Γ [2] ϕ , on the other hand, is a non-linear effect which has its origin in the time dependence of the quasiparticle properties in the plasma that is induced by their coupling to ϕ. This is a genuine nonequilibrium feature. The overall factor h 2 ϕ 2 in the rate (59) implies that Γ [2] ϕ dominates over Γ [1] ϕ for elongations ϕ > T . The physical reason for this is that the replacement φ → ϕ + η in the Lagrangian (26) induces a vertex with an effective coupling constant hϕ that grows with ϕ. A less intuitive property of the result (59) is that Γ [2] ϕ decreases with T . Apart from the explicit factor 1/T , one can expect additional powers of T in the denominator from Ω χ and Γ χ because both, the quasiparticle energies and their thermal width, typically grow with T . Ω χ and Γ χ generally also grow with the coupling constants contained in L χint . We can therefore expect that Γ [2] ϕ grows with h 2 ϕ 2 , but is inversely proportional to some power of T and the couplings that keep the bath in equilibrium. Formally the expression (59) diverges in the limit Γ χ → 0, but we should keep in mind that we implicitly assumed Γ χ ω when using the Breit-Wigner approximation, so that this limit should not be taken. Physically this simply amounts to the assumption that τ eq ∼ 1/Γ χ is much shorter than the time scale on which ϕ changes. The appearance of Γ χ as a regulator illustrates the necessity to use the 2PI effective action, as compared to the more standard 1PI approach, in which loop diagrams are computed with bare propagators that have no width. While the interpretation of (59) in terms of elementary processes is less straightforward than in the case of (29), the parametric dependence is qualitatively consistent with what has previously been found in Refs. [37, 40, 61] .
Conclusion
We have presented a general method to derive a Markovian quantum kinetic equation of the form (15) for the expectation value ϕ = φ of a scalar field φ in a slowly evolving background from first principles of quantum field theory. The only assumption that we used is that the field evolves slower than the typical microphysical time scale τ int in the system. One can systematically compute corrections at any desired order inφ as long as the separation of scales τ intφ /ϕ 1 holds. Amongst the contributions to the dissipation terms, those arising from diagrams in the effective action with more than two loops remain finite in the near-equilibrium limit of linear response theory, where they can be interpreted in terms of microphysical processes by cutting the Feynman diagrams from which they are computed. In addition, there are contributions to the dissipation rates from local diagrams in the equation of motion for ϕ that do not lead to dissipative behaviour in the linear response limit. This effect is related to the time dependence of the frequencies that appear in the resummed propagators with which the loop is evaluated.
Our method does not require any restrictions about the interactions of the field and can be generalised to fermions and gauge fields. In fact, it may also be further generalised to treat the time evolution of other bulk quantities than ϕ. Finally, it also does not require a specification of the contour in the complex time plane that is used. We expect that this method can be used to describe a wide range of quantum systems in different areas of the physical sciences.
