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Theorem 1 (共変量ベクトルが sub-Gaussianの場合). {xi}ni=1 は定数C
に対してL4 − L2等価性をもつsub-Gaussian分布からの独立なサンプル
とし，{ξi}ni=1 は絶対モーメントが存在する分布からの独立なサンプル
とする．また，n = O(d log d)とする．このとき，提案手法により推定さ
れた β̂は次を満たす:









Theorem 2 (共変量ベクトルがheavy-tailの場合). {xi}ni=1 は定数Cに
対してL4 − L2等価性を満たす分布からの独立なサンプルとし，{ξi}ni=1
は絶対モーメントが存在する分布からの独立なサンプルとする．また，
n = O(d log d)とする．このとき，提案手法により推定された β̂は次を満
たす:












































Diakonikolas et al. (2018) Baksi and Prasad (2020) Cherapanamjeri et al.(2020) 本研究
共変量ベクトル Gaussian Gaussian sub-Gaussian with L4 − L2 equivalence sub-Gaussian with L4 − L2 equivalence
ランダムノイズの条件 Gaussian Gaussian sub-Gaussian with L4 − L2 equivalence absolute moment
計算複雑度 poly(n, d) poly(n, d) nd polylog(n, d) d3 + d2n








Baksi and Prasad (2020) Cherapanamjeri et al.(2020) Pensia et al.(2020) 本研究
共変量ベクトル L4 − L2 equivalence L4 − L2 equivalence L4 − L2 equivalence L4 − L2 equivalence
ランダムノイズの条件 L4 − L2 equivalence L4 − L2 equivalence existence of variance absolute moment
計算複雑度 poly(n, d) nd polylog(n, d) poly(n, d) d3 + d2n
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