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We use the dynamical mean-field approximation to study singularities in the self-energy and a
two-particle irreducible vertex induced by the metal-insulator transition of the disordered Falicov-
Kimball model. We set general conditions for the existence of a critical metal-insulator transition
caused by a divergence of the imaginary part of the self-energy. We calculate explicitly the critical
behavior of the self-energy for the symmetric and asymmetric disorder distributions. We demon-
strate that the metal-insulator transition is preceded by a pole in a two-particle irreducible vertex.
We show that unlike the singularity in the self-energy the divergence in the irreducible vertex does
not lead to non-analyticities in measurable physical quantities. We reveal universal features of the
critical metal-insulator transition that are transferable also to the Mott-Hubbard transition in the
models of the local Fermi liquid.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
I. INTRODUCTION
The electron correlations and the configurational
disorder, although different in the origin and in
the way they manifest themselves, have in com-
mon that they hinder free propagation of electrons
in metals. When sufficiently strong they both
may lead to a metal-insulator transition. There
are two types of the metal-insulator transition at
zero temperature. The first one is the so-called
Mott-Hubbard transition at which the density of
electrons on the Fermi energy vanishes. The sec-
ond one is the Anderson localization transition at
which the electron diffusion vanishes but the den-
sity of states at the Fermi energy remains nonzero.
The latter transition is, however, driven entirely
by the configurational disorder and will not be ad-
dressed in this paper.
The early ideas that electron correlations in
chemically homogeneous materials may lead to a
metal-insulator transition came from Mott.1 First
quantitative scenarios of a correlation-induced
metal-insulator transition were proposed by Hub-
bard and Gutzwiller. The former picture is based
on a self-consistent theory of conduction elec-
trons effectively scattered on other thermally equi-
librated localized electrons with the opposite spin.
Multiple scatterings on the localized electrons then
lead to repulsion of the electron states from the
Fermi energy and eventually to a metal-insulator
transition.2 The latter approach uses a variational
method in which electron correlations reduce the
width of the otherwise undeformed energy band.
A metal-insulator transition is then signaled by
vanishing of the bandwidth.3 The two scenarios
for the correlation-driven metal-insulator transi-
tion are non-critical, all characteristic parame-
ters are continuous and bounded at the transition.
There is no divergence in the spectral or response
functions. They hence describe a transition from a
metal to a band insulator but not to a Mott insu-
lator where the self-energy has a pole at the Fermi
energy.
Neither of these two pictures reflects reality,
since they both completely neglect dynamical fluc-
tuations that interfere these static scenarios by the
Kondo effect present in the local Fermi liquid.4 A
reliable theory of the correlation-induced metal-
insulator transition without any symmetry break-
ing in Fermi liquids must hence cope with this dy-
namical effect. A resolution to the problem of the
correlation-induced metal-insulator transition was
offered for the Hubbard model a few decades ago
by the dynamical mean-field theory (DMFT).5,6
This approximation becomes exact in infinite spa-
tial dimensions and contains the Kondo asymp-
totics of the single-impurity Anderson model. But
in addition to the Kondo physics it contains a
self-consistency between the impurity (local Fermi
liquid) and the surrounding metallic environment
that can suppress the Kondo peak and enforce an
insulating state. There is, however, only numeri-
cal evidence for the existence of a metal-insulator
transition within the dynamical mean-field the-
ory and a comprehensive analytic solution is still
missing.7,8
Unlike the Hubbard model, that cannot be
solved analytically, a simpler Falicov-Kimball
model (FKM) allows for an analytic solution in
infinite dimensions. Its infinite-dimensional solu-
tion resembles that of the Hubbard approximation
for the metal-insulator transition, called Hubbard
III.9,10 The Falicov-Kimball model is not a Fermi
liquid and it is free of the Kondo effect. It was
explicitly shown that it displays a metal-insulator
transition on a Bethe lattice.11 The transition at
half filling is critical with a divergence of the self-
energy.12 Even in this model, however, a detailed
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2critical asymptotics of the self-energy and the spec-
tral functions at this metal-insulator transition is
missing.
A metal-insulator transition, similar in proper-
ties to the Mott-Hubbard transition, is known also
in disordered systems where it is called a split-band
transition. It is described reliably by the coherent-
potential, mean-field, approximation.13 A similar-
ity between the Mott-Hubbard and the metal-
insulator transition in a binary alloy was unveiled
in Ref. 14. The split-band transition is generally
not critical, it means there are no divergences at
the transition point. It occurs when the chemical
potential reaches one of the edges of the renormal-
ized band at which the imaginary part of the self-
energy vanishes. The exception to it is the split-
band transition for the symmetric distributions of
the random potential. In this case the transition is
marked by a divergence of the self-energy. This is
the feature that is shared with the Mott-Hubbard
transition. It is hence apparent that a unified and
universal description of the Mott-Hubbard and the
metal-insulator transition in random systems with
the diverging self-energy should exist.
The Mott-Hubbard transition can be fully de-
scribed with one-electron functions, the self-energy
and the local Green function. Generally, continu-
ous phase transitions are marked by singularities
in response functions, that is, two-particle quan-
tities. It is argued that the local spin suscepti-
bility diverges at the Mott-Hubbard transition.5
There is no two-particle function that would di-
verge at the metal-insulator transition in the dis-
ordered Falicov-Kimball model. There is, however,
a singularity in a two-particle irreducible vertex
prior the metal-insulator transition is reached.15,16
This singularity is not, however, connected with a
symmetry breaking, a long-range order, or a non-
analytic behavior of measurable quantities. It is an
indicator of proximity of a metal-insulator transi-
tion as discussed recently in the Hubbard as well
as the Falicov-Kimball models.17 The exact quanti-
tative relation between the singularity in the two-
particle irreducible vertex and the singularity of
the self-energy at the metal-insulator transition
has not yet been demonstrated.
The aim of this paper is to find the explicit
low-frequency asymptotics of spectral functions
at the metal-insulator transition characterized by
the diverging imaginary part of the self-energy
and to clarify its relation to a singularity in the
two-particle irreducible vertex in the disordered
Falicov-Kimball model. This model combines the
effects of electron correlations and disorder and
allows for a solution in the mean-field limit, ex-
act solution on an infinite-dimensional lattice. We
set the conditions for the existence of this type
of the metal-insulator transition for general input
parameters, such as the density of states of the
conduction electrons, band filling, and the type of
the disorder distribution. We further demonstrate
that the singularity in the two-particle irreducible
vertex always precedes the divergence in the self-
energy. Although we study a model that is not a
Fermi liquid, our analysis unveils universal features
of the metal-insulator transition with the diverging
self-energy that are transferable also on the Mott-
Hubbard transition, if it exists, in models of the
strongly correlated local Fermi liquid.
II. MODEL AND A MEAN-FIELD
SOLUTION
The Falicov-Kimball model describes noninter-
acting electrons being scattered on a static, but
spatially inhomogeneous atomic potential of ions
forming a regular crystalline lattice. We con-
sider the basic version of the spinless single-orbital
Falicov-Kimball model and take into account only
one type of the extended (conduction) and one
type of the localized electrons. We further assume
homogeneity in the distribution of the localized
electrons and hence the noninteracting part of the
Hamiltonian describing such a situation reads
Ĥ0 =
∑
k
(k)c†(k)c(k) + Ef
∑
i
f†i fi . (1a)
We are interested in the dynamical properties of
the delocalized electrons induced by the fluctua-
tions of the atomic potential the conduction elec-
trons feel. To this purpose we introduce an inter-
acting term
ĤI =
∑
i
[
Vi + Uf
†
i fi
]
c†i ci (1b)
where ci = N
−1∑
k c(k) exp{−ik · Ri}. We de-
noted Vi the atomic level of the ion situated in the
elementary cell centered around the lattice vector
Ri, and U is the interaction strength between the
conduction and the localized electrons. We gener-
ally assume that the atomic potential Vi is a ran-
dom variable with a static, site-independent proba-
bility distribution with its values determined exter-
nally. If U = 0 the full Hamiltonian Ĥ = Ĥ0 + ĤI
is that of the Anderson model with disordered elec-
trons and if Vi = 0, the full Hamiltonian describes
the homogeneous Falicov-Kimball model. Actu-
ally, both the contributions to the Hamiltonian
from Eq. (1b) introduce a randomness into the
distribution of the atomic energy levels the con-
duction electrons feel. Potential Vi represents a
static (quenched) randomness and interaction U a
dynamical (annealed) one. Both contributions can
be treated on the same footing.
An exact solution to FKM is known in the limit
of infinite spatial dimensions. The equilibrium
3thermodynamics of the disordered FKM in d =∞
was analyzed in Ref. 18. The functional of the
averaged grand potential was found to be repre-
sented via a set of complex variational parameters
Gn and Σn, where index n corresponds to the nth
fermionic Matsubara frequency,
βΩ = −〈ln [1 + exp {β(µ− Ef − EV )}]〉av
−
∞∑
n=−∞
{∫ ∞
−∞
dEρ0(E) ln [iωn + µ− E − Σn]
+ 〈ln [1 +Gn(Σn − V )]〉av
}
. (2)
Symbol 〈X(V )〉av =
∫
dV P (V )X(V ) stands for
averaging over the distribution of the random po-
tential Vi with a site-independent probability dis-
tribution P (V ). The density of states of the con-
duction electrons of the pure and non-interacting
model was denoted ρ0. The shift of the f -electron
atomic level EV is determined via the same com-
plex numbers Gn and Σn
EV = − 1
β
∞∑
n=−∞
ln
[
1− UGn
1 +Gn(Σn − V )
]
(3)
and depends on the actual value of the random
atomic potential V .
The equilibrium thermodynamics is obtained as
a stationarity point of the averaged grand potential
Ω from Eq. (2) with respect to small variations of
complex numbers Σn and Gn. Vanishing of varia-
tions of the former and the latter parameters leads
to a pair of equations for each Matsubara frequency
ωn
Gn =
∫ ∞
−∞
dρ0()
iωn + µ− − Σn , (4)
1 =
〈
1− f(Ef + EV )
1 +Gn(Σn − V )
+
f(Ef + EV )
1 +Gn(Σn − V − U)
〉
av
, (5)
where we denoted the Fermi function f(x) =
1/[1 + exp{β(x − µ)}]. The first equation states
that Gn in equilibrium is the local element of the
one-electron thermal Green function with a self-
energy Σn. The second equation determines the
value of the equilibrium self-energy. These equa-
tions of the thermal equilibrium must be completed
with an equation determining the chemical poten-
tial µ from the total electron density n. This equa-
tion then is
n = nf + nc (6a)
with partial particle densities
nf = 〈f(Ef + EV )〉av , (6b)
nc =
1
β
∞∑
n=−∞
Gne
iωn0
+
. (6c)
Equations (3)-(6) fully determine the equilibrium
thermodynamics for a given temperature T = 1/β
and a total particle density n.
Only one-particle equilibrium functions can be
directly calculated from the grand potential Ω.
The thermodynamic potential contains the full in-
formation to describe the behavior near the equi-
librium metal-insulator transition. To derive phase
transitions with a symmetry breaking one needs
to evaluate higher-order correlation functions for
which we have to slightly perturb equilibrium
and look at the corresponding non-local response
functions.19 This essentially goes beyond the stan-
dard mean field theory (limit to infinite lattice di-
mensions) where only integrals with the density of
states are enough to know.20 It is important that
we do not need higher-order and non-local Green
functions in the study of the metal-insulator tran-
sition.
III. CRITICAL METAL-INSULATOR
TRANSITION
We analyze the behavior of the retarded local
one-electron Green function of the conduction elec-
trons from the defining equation
GR(ω) =
∫ ∞
−∞
dρ0()
ω + i0+ + µ− − ΣR(ω) . (7)
Self-energy ΣR(ω) in this representation, contain-
ing the effects of the Coulomb repulsion and of
the random atomic potential, is determined in the
disordered Falicov-Kimball model from the Soven
equation
1 =
〈
1− nf
1 +GR(ω)[ΣR(ω)− V ]
+
nf
1 +GR(ω)[ΣR(ω)− V − U ]
〉
av
, (8)
The configurationally-dependent density of the lo-
cal electrons is calculated from Eq. (6b) where
EV = −
∫ ∞
−∞
dω
pi
f(ω)
×= ln
[
1− UG
R(ω)
1 +GR(ω) (ΣR(ω)− V )
]
. (9)
The density of the conduction electrons, or band
filling then is
nc = −
∫ ∞
−∞
dω
pi
f(ω)=GR (ω) . (10)
4We solve Eq. (8) asymptotically in the criti-
cal region of the metal-insulator transition with
the diverging self-energy. If we denote ΣR(ω) =
R(ω)− iS(ω), then S(ω) ≥ 0. The critical point is
signaled by a divergence S(ω) → ∞ for ω → ω0,
where ω0 is the frequency at which the self-energy
diverges. If ω0 = 0 then the critical point occurs at
the Fermi energy. For the asymmetric disorder dis-
tribution or away from half filling the self-energy
may diverge away from the Fermi energy, ω0 6= 0.
It is convenient to introduce small parameters
in the critical region of the metal-insulator transi-
tion. We denote r = R/(R2 +S2), s = S/(R2 +S2)
and suppress frequency dependence in these func-
tions. We rewrite the retarded propagator in these
variables
GR(ω) =
∫ ∞
−∞
dρ0()
ω + µ− −R+ iS
= −(r + is)
∫ ∞
−∞
dρ0()
1− (r + is)(ω + µ− ) . (11)
To make the expected small parameters dimension-
less we introduce a new energy unit
√〈
2
〉
and
turn all the energy-dependent variables dimension-
less. We further denote 〈n〉 = ∫ dρ0()n and
 =  − 〈〉. We analogously introduce a new fre-
quency variable ω = ω + µ− 〈〉.
Instead of the Green function we will use the
following two functions in the Soven equation
γ0 =
∫ ∞
−∞
dρ0()
1− (r + is)(ω − ) , (12)
γ =
∫ ∞
−∞
dρ0()
1− (r + is)(ω − ) . (13)
With these functions we obtain
1 +GR(ω)(ΣR(ω)− V )
= −(r + is) [(ω − V )γ0 − γ]
= −(r + is) [(ω − V )X + isY ] (14)
where we introduced real functions X,Y . They
will be expanded in small parameters r and s. To
do so we rewrite the Soven equation in this repre-
sentation
r + is = −
〈
1
(ω − V )X + isY
〉
V,T
, (15)
with the real and the imaginary components
r = −
〈
(ω − V )X
(ω − V )2X2 + s2Y 2
〉
V,T
, (16)
s = s
〈
Y
(ω − V )2X2 + s2Y 2
〉
V,T
. (17)
We denoted the thermal and configurational av-
eraging by a single symbol 〈·〉V,T . It acts on any
function of the random potential V as follows
〈F (V )〉V,T = (1−nf ) 〈F (V )〉av+nf 〈F (V + U)〉av .
The temperature dependence enters only via the
density of the local f -electrons nf , Eq. (6b). Such
an extended averaging, merging thermal and con-
figurational fluctuations, is possible to introduce,
since the density of the local f -electrons nf is a
conserving quantity.
We expand the two real functions X,Y in small
parameters r, s. We will need to expand them up
to third order in r and s
X
.
= 1− r
[
1
V − ω − ω
]
− (r2 − s2) [ 2ω
V − ω − ω
2 − 1
]
− r (r2 − 3s2) [〈4〉+ 3ω2
V − ω − ω
(
ω2 + 3
)]
(18)
and
Y
V − ω
.
=
1
V − ω − ω
+ 2r
[
2ω
V − ω − ω
2 − 1
]
+
(
3r2 − s2) [〈4〉+ 3ω2
V − ω − ω(ω
2 + 3)
]
. (19)
The leading asymptotic order results in equa-
tions
0 =
〈
1
V − ω0
〉
V,T
, (20)
s = s
〈
1
(V − ω0)2
〉
V,T
. (21)
The first equation defines the frequency (energy)
ω0 = ω0−µ+ 〈〉 at which the self-energy diverges
and the second one determines the critical value
of the disorder (interaction) strength. Note that
we did not need to use finiteness of the bandwidth
of the conduction electrons to produce a diverging
self-energy and vanishing of the spectral function.
We show later on that only for finite bandwidths of
the conduction electrons the diverging self-energy
leads to opening of a gap in the energy spectrum.
In this respect the Mott-Hubbard and the criti-
cal metal-insulator transition represent the same
universal phenomenon independent of the detailed
structure of the dispersion relation and of the den-
sity of states of the conduction electrons.
In the next step we determine the leading fre-
quency dependence of small parameters r(ω) and
s(ω)2. We obtain in the leading asymptotic order
ω → ω0 a set of coupled equations
5r(ω)3
[
V4(ω) +
(〈
4
〉− 2)V2(ω)]+ r(ω)2V3(ω)
+ r(ω)
[
V2(ω)− 1− 3s(ω)2
(
V4(ω) +
(〈
4
〉− 2)V2(ω))]+ V1(ω) = 0 (22)
and
s(ω)
{
V2(ω)− 1 + 2r(ω)V3(ω) + 3r(ω)2
[
V4(ω) +
(〈
4
〉− 2)V2(ω)]
−s(ω)2 [V4(ω) + (〈4〉− 2)V2(ω)]} = 0 (23)
where we abbreviated Vn(z) = 〈(V − z)−n〉V,T .
The two equations can be decoupled in that we resolve function s(ω)2. They have two solutions. If
V2(ω0) < 1, the strong-scattering limit (insulating state), then s(ω) = 0 and
r(ω)3
[
V4(ω) +
(〈
4
〉− 2)V2(ω)]+ r(ω)2V3(ω)− r(ω) [1− V2(ω)] + V1(ω) = 0 . (24)
In the weak-scattering limit (metallic state), V2(ω0) ≥ 1, we obtain
8r(ω)3
[
V4(ω) +
(〈
4
〉− 2)V2(ω)]+ 5r(ω)2V3(ω) + 2r(ω) [V2(ω)− 1]− V1(ω) = 0 (25)
and
s(ω)2 =
V2(ω)− 1 + 2r(ω)V3(ω)
V4(ω) +
(〈
4
〉− 2)V2(ω) + 3r(ω)2 .
(26)
The solution in the strong-scattering limit ex-
tends to a finite gap only if the bandwidth of the
conduction electrons is finite. When the conduc-
tion band has infinite tails we have to correct the
expansion in z = r + is and to add a contribu-
tion from the pole in the one-electron propagator.
We then have the following representation for the
denominator of the right-hand side of Eq. (15)
(ω − V )γ0 − γ = ipiρ0(ω + µ− 1/r)
z2
(1− zV )
+
∞∑
n=0
zn 〈(ω − − V )(ω − )n〉 . (27)
We can see from this formula that the gap, s(ω) =
0, opens in the strong-scattering regime only for
ρ0(ω+ µ− 1/r) = 0, that is, if the band of the en-
ergy states of the conduction electrons is bounded
and ω+µ−1/r lies outside its edges. Otherwise the
self-energy remains nonzero due to long band tails
of the density of states of the conduction electrons.
In the insulating phase, where s(ω) = 0 identically,
the self-energy diverges for a frequency ω0 obeying
Eq. (20). The line of the singular real-part of the
self energy in the energy gap starts at a band edge
at which also the condition from Eq. (21) holds.
The metallic phase offers a richer critical behav-
ior. If V2(ω0) > 1 we obtain asymptotic solutions
r(ω) =
V1(ω)
2 (V2(ω0)− 1) , (28)
s(ω)2 =
(V2(ω0)− 1)2 + V3(ω)V1(ω)
(V2(ω)− 1)
[
V4(ω) +
(〈
4
〉− 2)V2(ω)]
+
3V1(ω)
2
4 (V2(ω)− 1)2
. (29)
The self-energy does not diverge, it only reaches
its maximum at ω0 with the value
s(ω0)
2 =
V2(ω0)− 1
V4(ω0) +
(〈
4
〉− 2)V2(ω0) . (30)
The self-energy diverges at a critical value of the
scattering potential determined from the equation
V2(ω0) = 1. Notice that the critical point can be
reached only if V4(ω0) +
〈
4
〉 − 2 > 0, so that the
solution s(ω)2 ↘ 0 exists.
The frequency asymptotics of the self-energy at
the critical point depends on whether the probabil-
ity distribution of the scattering potential is sym-
metric or asymmetric. For the symmetric distribu-
tion, V2n+1(ω0) = 0, the two functions of interest
asymptotically behave as
r(ω)3 =
∆ω
8
[
V4(ω0) +
〈
4
〉− 2] , (31)
s(ω)6 =
27∆ω2
8
[
V4(ω0) +
〈
4
〉− 2]2 , (32)
where we denoted ∆ω = ω − ω0. Notice that the
leading asymptotics of function s(ω) is fully deter-
mined by the asymptotics of function r(ω). Hence
6the real and imaginary parts of the self-energy di-
verge with the same power, ∆ω−1/3.
In the case of an asymmetric distribution of the
scattering potential, V2n+1(ω0) 6= 0 for n ≥ 1, we
find that at the critical point the self-energy ΣR(ω)
has metallic character for one sign of ω−ω0 (or of
∆ω) and insulating character for the opposite sign.
For ∆ωV3(ω0) > 0, we obtain the metallic solution
r(ω)2 =
∆ω
5V3(ω0)
, (33)
s(ω)2 =
2√
5
√
∆ωV3(ω0)
V4(ω0) +
〈
4
〉− 2 . (34)
If ∆ωV3(ω0) < 0 then we are in the insulating state
with s(ω) = 0 and
r(ω)2 = − ∆ω
V3(ω0)
, (35)
since Eq. (24) applies. It means that the criti-
cal metal-insulator transition with a diverging self-
energy does not coincide with the split-band tran-
sition at which the solution is metallic from both
sides, that is for ∆ω > 0 as well as for ∆ω <
0. The critical metal-insulator transition for the
asymmetric distributions of the scattering poten-
tial hence coincides with a band edge. The crit-
ical behavior is asymmetric at this critical band
edge. The imaginary part of the self-energy di-
verges as ∆ω−1/4 when approaching the critical
point from the metallic side while the real part re-
mains bounded. On the insulating side the imag-
inary part of the self-energy is zero and its real
part diverges as ∆ω−1/2 at the band edge. Both
the real and the imaginary parts of the self-energy
experience an infinite jump when crossing the crit-
ical band edge.
As an example we calculate the critical metal-
insulator transition for the homogeneous Falicov-
Kimball model with a symmetric density of states,
that is V = 0 and 〈〉 = 0. From Eq. (20) and the
definition of frequency ω = ω + µ we obtain
ω0 = (1− nf )U − µ . (36)
We use this solution in Eq. (21) and find the value
for the critical interaction (in the energy units with√〈
2
〉
= 1)
U2c =
1
nf (1− nf ) . (37)
Equations (36) and (37) determine a critical point
at which the imaginary part of the self-energy di-
verges when approaching it from the metallic state.
It is easy to evaluate the explicit critical asymp-
totics. The symmetric case is characterized by
nf = 1/2 and ω0 = U/2. Then the self-energy
diverges as
<Σ(ω) .= 2
7
(〈
4
〉− 1)1/3
(∆ω)
1/3
, (38)
=ΣR(ω) .= −2
√
6
7
∣∣〈4〉− 1∣∣1/3
|∆ω|1/3
, (39)
where ∆ω = ω − U/2, since µ = 0 in this case.
The critical behavior of the imaginary part of
the self-energy on the metallic side (∆ω > 0) in
the asymmetric situation then is for nf < 1/2
=ΣR(ω) .= −
(
5
4∆ω
)1/4
×
∣∣1 + nf (1− nf ) (〈4〉− 5)∣∣1/2
(1− 2nf )1/4 [nf (1− nf )]3/8
.
(40)
The real part of the self-energy from the metallic
side acquires a finite value at the critical point
|<Σ(ω0)| .=
1 + nf (1− nf )
(〈
4
〉− 5)
(1− 2nf )1/2 [nf (1− nf )]1/2
. (41)
While it diverges in the insulating phase as
|<Σ(ω)| .= 1|∆ω|1/2
[nf (1− nf )]1/2
(1− 2nf ) . (42)
This singularity in the real part of the self-energy
extends into the insulating state along the line de-
termined from Eq. (20), that is, for ω0 = (1 −
nf )U − µ. The divergence of the self-energy at
ω0 in the insulating phase is, however, linear for
ω → (1− nf )U − µ
<Σ(ω) .= U
2nf (1− nf )− 1
ω + µ− (1− nf )U . (43)
From analyticity of the self-energy the pole in its
real part induces a δ-function singularity in its
imaginary part at the critical point.
IV. SINGULARITY IN A TWO-PARTICLE
IRREDUCIBLE VERTEX
We investigate what impact the singularity in
the one-particle self-energy has on the behavior of
two-particle functions. Since we stay within the
mean-field approximation where all the generic (ir-
reducible) functions are local we analyze the be-
havior of the local two-particle irreducible vertex.
7A. Two-particle approach
We can derive an explicit representation of the
general two-particle irreducible vertex via a gener-
alized Ward identity.16 It reads
λ(z1, z2) =
δΣJ(z1, z2)
δGJ(z1, z2)
∣∣∣∣
J=0
=
1− a−1(z1, z2)
G(z1)G(z2)
(44)
where ΣJ(z1, z2) and GJ(z1, z2) are the self-energy
and the local Green function drifted out of equi-
librium by a weak external time-dependent source
J(t). Since the conduction electrons are subjected
only to elastic, energy conserving scatterings, the
two-particle vertex in equilibrium is described only
by two independent frequencies. For the Falicov-
Kimball model there are, however, two different ir-
reducible vertices. That is, there are two ways how
to assign two energy indices to four legs of the two-
particle vertex.21 One way corresponds to the fluc-
tuations due to the Coulomb interaction, thermal
averaging, and the other to the disorder-induced
fluctuations, configurational averaging. The two
different two-particle vertices do not intermingle.
We choose the latter two-particle vertex, since we
do not need fluctuations in the density of the local
f -electrons. We obtain for this disorder-induced
vertex
a(z1, z2)
=
〈
2∏
α=1
1
[1 +G(zα) (Σ(zα)− V )]
〉
V,T
. (45)
A pole or a singularity in irreducible vertex
λ(z1, z2) can exist only at the real axis when the
two frequencies coincide. An equation determining
the pole is
a(ω±i0+, ω±i0+) =
〈
1
[(ω − V )X ± isY ]2
〉
V,T
= 0 .
(46)
When split into real and imaginary components
we obtain two conditions in the notation of the
preceding section
〈
ω − V
[(ω − V )2X2 − s2Y 2]2 + 4s2(ω − V )2X2Y 2
〉
V,T
= 0 (47a)
and〈
(ω − V )2X2
[(ω − V )2X2 − s2Y 2]2 + 4s2(ω − V )2X2Y 2
〉
V,T
=
〈
s2Y 2
[(ω − V )2X2−]2 + 4s2(ω − V )2X2Y 2
〉
V,T
.
(47b)
As in the case of the metal-insulator transition,
equation (47a) determines energy ωλ at which the
pole in the irreducible vertex occurs and Eq. (47b)
determines the critical strength Vλ of the random
potential.
To demonstrate the existence of the pole in
the irreducible vertex we present a solution to
Eqs. (47) in a homogeneous system without a static
disorder. Equation (46) in this case reads
aλ =
1− nf
(1 +GλΣλ)2
+
nf
[1 +Gλ(Σλ − U)]2
= 0 . (48)
We introduced an abbreviation Fλ = F (ωλ) where
ωλ is the frequency at which irreducible vertex
λ(ωλ ± i0+, ωλ ± i0+) has a pole. Equation (48)
can be rewritten to
Gλ
[
U2(nf − 1)Gλ − 2U(nf − 1)(GλΣλ + 1)
−Σλ(GλΣλ + 2)] = 1 . (49)
This quadratic equation has two complex solutions
for Gλ
Gλ =
U(1− nf )− Σλ ± iU
√
nf (1− nf )
[Σλ − U(1− nf )]2 + U2nf (1− nf )
. (50)
The Soven equation for the homogeneous Falicov-
Kimball model, Eq. (5), can be rewritten to
Gλ =
nfU − Σλ
Σλ (Σλ − U) . (51)
Equaling the right-hand sides of Eqs. (50) and (51)
we obtain an equation for the self-energy
Σλ = U
[
nf ± i
√
nf (1− nf )
]
. (52)
The two roots stand for the advanced (positive
imaginary part) and the retarded (negative imag-
inary part) self-energy. Inserting this self-energy
in Eq. (51) and using the Dyson equation (4) we
end up with a relation between interaction Uλ and
frequency ωλ at the divergence of the irreducible
vertex λ(ωλ±i0+, ωλ±i0+). If we set ωλ = i0+ we
then obtain an equation for an interaction Uλ for
which the pole in the irreducible vertex λ reaches
the Fermi energy. We show in the following sub-
section that the pole in vertex λ can occur only at
the Fermi energy.
8B. One-particle approach
The pole in the two-particle irreducible vertex
has at first glance no direct connection to the
metal-insulator transition and the divergence in
the one-particle self-energy. Derivation of the ir-
reducible vertex via the functional derivative in
Eq. (44) does not offer a quantitative relation to
the self-energy. The generalized Ward identity can,
however, be resolved in special cases when the two
frequency variables equal in the weak sense. We
obtain for real frequencies two explicit algebraic re-
lations between the self-energy and the irreducible
vertex for real frequencies approached either from
the opposite or the same complex half-planes.21
The two-particle irreducible vertices then in the
retarded-advanced and retarded-retarded channels
read
λRA(ω, ω) =
=ΣR(ω)
=GR(ω) =
1
〈|GR(ω)|2〉 , (53)
λRR(ω, ω) =
Z(ω)
〈GR(ω)2〉 , (54)
where we denoted Z(ω) = ∂ωΣ
R(ω)/(∂ωΣ
R(ω)−1)
and abbreviated ∂ω = ∂/∂ω. We further intro-
duced a notation
〈GR(ω)2〉 =
∫ ∞
−∞
dρ0()
(ω + µ− ΣR(ω)− )2
= −
∫ ∞
−∞
dρ′0()
ω + µ− ΣR(ω)−  , (55a)
〈∣∣GR(ω)∣∣2〉 = ∫ ∞
−∞
dρ0()
|ω + µ− ΣR(ω)− |2 , (55b)
where ρ′0() = dρ0()/d. At the Fermi energy, ω =
0 and the symmetric density of states, ρ0(−) =
ρ0(), we have <ΣR(0) = µ and if sign(ρ′0()) =
−sign() then 〈GR(0)2〉 < 0 .
It is evident that a pole in vertex λRA can
emerge only if =GR(ω) = 0. This happens just
at the metal-insulator transition. It is different for
vertex λRR. Since the denominator on the right-
hand side of Eq. (54) is nonzero, a divergence in
the irreducible vertex can be caused by a diver-
gence in the scaling factor Z(ω). It diverges if
∂ωΣ
R(ω) = 1. The derivative of the self-energy
off the Fermi energy (ω 6= 0) is complex and it
can never equal unity. The only chance to gener-
ate a divergent factor Z(ω) is at the Fermi energy.
This happens just at an interaction Uλ. We know
that for the Fermi gas Z(0) = 0 and at the metal-
insulator transition ∂ωΣ
R(ω)|ω=0 = ∞. It is then
clear that before the metal-insulator transition is
reached, the irreducible vertex must go through a
pole. That is, Uλ < Uc.
The renormalization parameter Z(ω) changes
sign at the point of divergence of vertex λRR. The
same happens with the local Green function. Since
λRRF = ∂ωΣF /∂ωGF , using Eq. (54) we obtain
∂ωGF = [∂ωΣF − 1]〈G2F 〉, where XF stands for
the value of function X(ω) at the Fermi energy.
Then
∂ω<GF =
{
> 0 if U < Uλ ,
< 0 if Uλ < U < Uc.
(56)
The singularity in the local irreducible vertex
λRR does not induce a non-analytic behavior in
physical, measurable quantities and is not con-
nected with any symmetry-breaking transition.
The full two-particle vertex in the mean-field limit,
treated here, is
ΓRR(ω, ω;q) =
∂ωΣ
R(ω)
∂ωΣR(ω) (〈GR(ω)2〉 − χRR(ω, ω;q))− 〈GR(ω)2〉
(57)
where we denoted a two-particle bubble
χRR(ω, ω;q) =
1
N
∑
k
GR(k, ω)GR(k+ q, ω) .
(58)
At the Fermi energy vertex ΓRR(0, 0;q) has no sin-
gularity and the divergence of vertex λRR does not
cause any violation of analytic properties of the full
two-particle vertex and hence of the response func-
tion. This conclusion is in particular important for
the calculation of vertex corrections to the mean-
field physical quantities.21,22
C. Various densities of states
We demonstrated that before the system reaches
a critical metal-insulator transition it must go
through a singularity in the two-particle irre-
ducible vertex λRR. But a singularity in vertex
λRR need not indicate that the system experiences
a metal-insulator transition. In the preceding sec-
tions we demonstrated the existence of both sin-
gularities for a binary alloy, which is equivalent to
the homogeneous Falicov-Kimball model with fixed
densities of the local f -electrons. We now deter-
mine the two divergencies for different densities of
states of the homogeneous Falicov-Kimball model.
We use dimensionless energy variables, this time
multiples of the hopping amplitude t between the
nearest neighbors for the densities of states with
infinite tails or multiples of the half-bandwidth w,
when finite.
• Lorentzian DOS.
ρ0(ε) =
1
pi
1
ε2 + 1
, (59)
G(z) =
1
z + iσ
, (60)
9where σ = sgn(Im z). For the Falicov-
Kimball model at half-filling we obtain GF =
−4/(U2 + 4). Notice that for this density of
states
〈
2
〉
=∞ and hence no divergence for
the self-energy can emerge, although vertex
λRR diverges at Uλ = 2.
• Semi-elliptic DOS (infinite-dimensional
Bethe lattice).
ρ0(ε) =
2
pi
√
1− ε2 , (61)
G(z) = 2z
[
1−
√
1− 1
z2
]
. (62)
For the Falicov-Kimball model at half-filling
we obtain GF = −2
√
1− U2. The energy
moments of this density of states can be cal-
culated analytically
〈
2n
〉
=
2
pi
∫ 1
−1
d 2n
√
1− 2 = (2n)!
4nn!(n+ 1)!
.
(63)
The relevant moments explicitly are
〈
2
〉
=
1/4 and
〈
4
〉
= 1/8.
• Gaussian DOS (infinite-dimensional hyper-
cubic lattice).
ρ0(ε) = pi
−1/2e−ε
2
, (64)
G(z) = −i√piw(z) , (65)
where
w(z) =
i
pi
∫ ∞
−∞
dt
e−t
2
z − t (66)
is the Fadeeva error function. The energy
moments of the Gaussian density of states
are〈
2n
〉
=
1√
pi
∫ ∞
−∞
d 2n exp{−2} = (2n)!
4nn!
. (67)
The two relevant moments explicitly are〈
2
〉
= 1/4 and
〈
4
〉
= 3/4.
There is no analytic expression for GF , but
we obtain an explicit equation for Uλ
2
√
pix exp(x2) erfc(x) = 1 , (68)
where x = Uλ/2 with a solution Uλ ≈ 0.8655.
• Simple cubic/hyper-cubic (finite-
dimensional) DOS.
We assume the following normalization of
the dispersion relation on the d-dimensional
DOS w/t Uλ/t Uc/t
Lorentz ∞ 2 ∞
semi-elliptic 1 1/
√
2 ≈ 0.7071 1
square
√
2 0.8838
√
2
simple cubic
√
3 0.9170
√
2
4d hypercubic 2 0.8937
√
2
5d hypercubic
√
5 0.8908
√
2
Gauss ∞ 0.8655 √2
Table I: Different densities of states (DOS) with half-
bandwidth w and interactions Uλ and Uc for the half-
filled homogeneous Falicov-Kimball model with the
hopping amplitude between the nearest neighbors t.
The value for Uλ for the semi-elliptic DOS coincides
with that obtained in Refs. 15–17.
hyper-cubic lattice so that to allow for a
meaningful limit to infinite lattice dimen-
sions
(k) =
t√
d
d∑
i=1
cos(ki)
with the energy band on interval (−√d,√d).
The one-electron propagator is
G(z) = −i
√
d
∫ ∞
0
ds ei
√
dzsJd0 (s), (69)
where J0(t) is the Bessel function of first
kind. For d = 1, 2 and 3 it can be reduced
to a more useful form using complete elliptic
integrals of first kind K(k).
The lowest energy moments for d = 2 are〈
2
〉
= 1/2 and
〈
4
〉
= 9/16. For d = 3 they
are
〈
2
〉
= 1/2 and
〈
4
〉
= 5/8.
For each of these densities of states we cal-
culated interactions Uλ and Uc of the homoge-
neous Falicov-Kimball model at half filling with
nf = 1/2. The results are summarized in Table I.
Notice that the critical interaction Uc does not de-
pend on the lattice dimension d ≥ 2 and that the
distance between Uλ and Uc systematically slightly
increases with the chosen scaling of the hopping
amplitude on the hyper-cubic lattices.
V. NUMERICAL RESULTS
The exact solution of the Falicov-Kimball model
in infinite dimensions allows us to compare the
exact results with the predictions of the critical
asymptotic expansion. Figs. 1 and 2 show the ex-
act solution on an infinite-dimensional Bethe lat-
tice (semi-elliptic DOS) for the imaginary and real
parts of the self-energy near the metal-insulator
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transition at half filling. We can see development
of a divergence in both parts of the self-energy.
The real part of the self-energy starts to develop
local extrema when approaching the critical point
that reach the Fermi energy at the critical point.
The singularity at the Fermi energy survives also
in the insulating state.
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 0
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Im
 Σ
ω
U = 0.8
1.0
1.5
Figure 1: (Color online) Imaginary part of the self-
energy for FKM at half filling and interactions below
(U = 0.8), at (U = 1) and above (U = 1.5) the metal-
insulator transition. Development of a divergence at
the Fermi energy is apparent.
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Figure 2: (Color online) Real part of the self-energy for
FKM at half filling for the same setting as in Fig. 1.
Our analysis of the critical behavior with a di-
verging self-energy is universal and depends on
the symmetric underlying density of states only
via the second and fourth moments. It means
that with the increasing strength of the scatter-
ing potential the self-energy develops a divergence
for the symmetric distributions of the atomic po-
tential independently of the underlying density of
states. We demonstrated it explicitly in Fig. 3.
We used the gaussian DOS corresponding to the
infinite-dimensional hyper-cubic lattice. We can
see that the asymptotic solution at the critical
point Uc =
√
2, Eq. (39), is very accurate.
-4
-3
-2
-1
 0
-0.2 -0.1  0  0.1  0.2
Im
 Σ
ω
CPA
asymptotics
Figure 3: (Color online) Comparison of the asymptotic
and the exact (CPA) imaginary part of the self-energy
solutions near the critical point of FKM with a gaus-
sian density of states.
The split-band transition off the symmetric case
(away from half filling of FKM) is generally non-
critical. It means that also the metal-insulator
transition is non-critical, except for a combina-
tion of the concentration of the scatterers and
the strength of the scattering potential satisfying
Eqs. (36) and (37) where the metal-insulator tran-
sition is critical with a diverging self-energy. We
plotted the critical behavior of the imaginary part
of the self-energy in Fig. 4 and of its real part in
Fig. 5 for nf = 0.3. We can see asymmetry in
the behavior of the self-energy and that the crit-
ical transition is only at the internal edge of the
satellite band. It can also be seen how a pole in
the real part of the self-energy peels off from the
band edge in the insulating phase. The frequency
asymptotics of this singularity is determined by
Eq. (36).
We analyzed the critical metal-insulator tran-
sition in the disordered Falicov-Kimball model.
It is not a Fermi liquid and the imaginary part
of the self-energy is non-zero at the Fermi en-
ergy. A physically more interesting case is the
local Fermi liquid represented by the dynamical
mean-field solution of the Hubbard model. The
self-energy vanishes at the Fermi energy for the
Fermi liquid. Nevertheless, the imaginary part of
the self-energy develops two peaks near the Fermi
energy on the Kondo scale that should merge at
the metal-insulator transition, destroying thereby
the Fermi liquid and turning the metal a Mott
insulator. A comparison of the imaginary part
of the self-energy of the two models is plotted in
Fig. 6. The solution of the Hubbard model used
here, a non-self-consistent random-phase approx-
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Figure 4: (Color online) Imaginary part of the self-
energy for an asymmetric distribution of the scattering
potential of FKM with a fixed nf = 0.3. The inset
shows the corresponding spectral function.
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Figure 5: (Color online) Real part of the self-energy for
an asymmetric distribution of the scattering potential
of FKM with a fixed nf = 0.3.
imation (RPA) near the Hartree metal-insulator
transition, does not contain the Kondo asymp-
totics and leads to a (critical) metal-insulator tran-
sition with a diverging self-energy. This transition
is, however, unphysical. But more sophisticated
numerical solutions such as the numerical renor-
malization group or the quantum Monte Carlo sim-
ulations support the existence of a metal insulator
transition in the Hubbard model.7,8 It is, however,
important, that the behavior of the self-energy of
the Hubbard model beyond the peaks in the imag-
inary part of the self-energy resembles that found
in this paper near the Mott transition. The dif-
ference in the low-frequency behavior of the self-
energy for the Fermi and non-Fermi liquid can be
better seen in Fig. 7 where the real part of the self-
energy is plotted. The most important difference is
the inverse gradient at the Fermi energy. The two
extrema farther from the Fermi energy present the
limits for the Fermi liquid properties and should
diverge and reach the Fermi energy at the critical
point. Unfortunately there is no analytic or semi-
analytic solution that would show how the Fremi-
liquid solution approaches the Mott transition.
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CPA, U = 0.95
Figure 6: (Color online) Imaginary part of the self-
energy for FKM and the Hubbard model in a mean-
field solution (RPA) at U = 0.95Uc. Two maxima in
=Σ should reach the Fermi energy and close the rift at
the metal-insulator transition.
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Figure 7: (Color online) Real part of the self-energy
near the metal-insulator transition of FKM compared
with a mean-field solution of the Hubbard model
(RPA) where the derivative at the Fermi energy have
opposite sign. The inset shows the corresponding spec-
tral function.
We plotted the two-particle irreducible vertex
λRR in Fig. 8. We can see how its derivative in-
creases with approaching interaction Uλ at which
it diverges. As discussed, this divergence is not
connected with any symmetry breaking or transi-
tion to a new phase. It only leads to the change of
the sign of the real part of the one-electron local
propagator, cf. the inset of Fig. 8.
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Figure 8: (Color online) Local irreducible vertex λRR
for the Falicov-Kimball model with the semi-elliptic
DOS at half-filling (solid red line) and slightly below
half-filling (dashed blue line). The inset shows the cor-
responding real part of the one-electron propagator at
half filling.
We argued that the critical metal-insulator tran-
sition is preceded by the divergence in vertex λRR.
We plotted in Fig. 9 a phase diagram of a half-
filled Falicov-Kimball model with a box distribu-
tion of the random atomic potential indicating the
lines of the two disorder strengths ∆λ and ∆c at
which vertex λRR and self-energy ΣR diverge, re-
spectively. We used the following normalization of
the box distribution
P(V ) = 1
∆
Θ
[(
∆
2
)2
− V 2
]
=
{
1
∆ for |V | ≤ ∆2
0 elsewhere
,
(70)
where Θ is the Heaviside step function and ∆ is the
width of the distribution, representing the disorder
strength. It can be considered as the distribution
of atomic energies of an infinite-component alloy.
VI. DISCUSSION AND CONCLUSIONS
We investigated the metal-insulator transition in
disordered and interacting systems. We resorted to
the interacting systems with only elastic scatter-
ings of conduction electrons so that one can reach
an explicit mean-field solution, the limit to infi-
nite spatial dimensions. The metal-insulator tran-
sition can be driven by either electron correlations
or by a configurational disorder or by their com-
bined action. In the former case it is the Mott-
Hubbard transition and in the latter one it is the
split-band transition. The two transitions share a
number of common features. The former transi-
tion is marked by the diverging self-energy at the
Fermi energy. The latter one can either be non-
critical or critical. The self-energy at the non-
 0
 0.5
 1
 1.5
 2
 0  0.5  1  1.5  2
∆
U
metal
insulator
Figure 9: (Color online) Phase diagram in the U −∆
plane for the disordered Falicov-Kimball model with
the box disorder. Solid red line: split-band (Mott)
transition ∆c =
√
U2 − 1. Dashed blue line: position
of the pole in λRR vertex.
critical transition is continuous at the transition
point. Such a transition occurs when the Fermi
energy reaches an edge of the renormalized energy
band. This is a transition from a metal to a band
insulator. The metal-insulator transition in disor-
dered systems may also be induced by a divergence
in the self-energy. We manifested in this paper that
the critical disorder-driven metal-insulator transi-
tion shares its universal critical behavior with the
interaction-driven Mott transition.
We assumed the metallic phase and a diver-
gence of the imaginary part of the self-energy and
introduced an asymptotic perturbation expansion
in the critical region of the metal-insulator tran-
sition for the disordered Falicov-Kimball model
within the dynamical mean-field approximation.
We derived the leading low-energy asymptotics for
the real and imaginary parts of the self-energy
for arbitrary densities of states and arbitrary dis-
tributions of the random potential. We showed
that for the symmetric distributions of random-
ness, P (V ) = P (−V ), both imaginary and real
parts of the self-energy display the same singular-
ity of order ∆ω−1/3 at the critical point ω0 with
∆ω = ω − ω0. For the asymmetric distributions
the imaginary part of the self-energy diverges at
the critical point as ∆ω−1/4 while the real part of
the self-energy remains bounded from the metal-
lic side. It has a square-root singularity from the
insulating side of the transition where the imagi-
nary part of the self-energy is zero. The diverging
self-energy for the asymmetric distributions of the
scattering potential does not occur at the split-
band limit but later at the internal band edge of
the satellite band separated from the central one
by an energy gap.
The expansion used to derive the critical be-
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havior at the metal-insulator transition is justified
only for bounded energy bands of the conduction
electrons. For energy bands with infinite tails the
critical point with the diverging self-energy, van-
ishing of the spectral function, exists but there is
no insulating phase. The gap states are filled by
the electrons from the long tails of the unperturbed
density of states. The strong-scattering limit then
corresponds to a semi-metal. To describe properly
the strong-scattering regime in systems with infi-
nite band tails one needs to supplement the expan-
sion in small parameters by a contribution from the
pole of the one-electron Green function, Eq. (27).
The addition of the contributions from the long
tails of the bare density of states does not, how-
ever, affect the critical behavior derived here.
The presented analysis of the metal-insulator
transition directly applies only to non-Fermi-liquid
systems. In the homogeneous Hubbard model
treated within DMFT the imaginary part of the
self-energy vanishes at the Fermi energy and the
derivative of its real part has negative sign at the
Fermi energy, that is ∂ωΣF < 0. Thus, it is more
complicated to prove the existence of the Mott
transition in the Hubbard model. A reliable an-
alytic solution displaying the metal-insulator tran-
sition in the Hubbard model does not exist, but nu-
merical studies indicate that the imaginary part of
the self-energy reaches high maxima at the Kondo
scale around the Fermi energy beyond which the
behavior of the self-energy is very much analo-
gous to that studied here. The metal-insulator
transition cannot be reached if the Fermi-liquid
low-energy asymptotics dominates such as is the
case of the single-impurity Anderson model. If the
impact of the low-frequency Fermi-liquid asymp-
totics can be suppressed by the additional self-
consistency of the dynamical mean-field theory, the
critical behavior of the self-energy at the Mott-
Hubbard transition will be the same as we derived
here. That is, should the Kondo scale shrink to
zero, the two peaks of the imaginary part of the
self-energy would reach the Fermi energy and the
self-energy would display the same singular behav-
ior as we found in the Falicov-Kimball model. In
this respect our findings about the critical behav-
ior of the metal-insulator transition are universal.
What still remains to prove is whether and how
fast the Kondo scale may vanish at a finite inter-
action strength.
Apart from the singularity connected with the
metal-insulator transition we addressed the ex-
istence of a pole in a local two-particle irre-
ducible vertex and its relation to the critical metal-
insulator transition. We found that a pole in the
local irreducible vertex λRR exists at the Fermi
energy in all models showing the metal-insulator
transition. Divergence in vertex λRR precedes
the metal-insulator transition, but this singular-
ity need not indicate the existence of the metal-
insulator transition. A divergence in vertex λRR
occurs when ∂ωΣF = 1 while ∂ωΣF = ∞ at the
metal-insulator transition. We demonstrated that
the singularity in vertex λRR is not connected with
any symmetry breaking and does not cause non-
analytic behavior in the measurable response func-
tions. We concluded that to avoid unphysical sin-
gularities in the expansion beyond the local dy-
namical mean-field approximation, it is necessary
to formulate the expansion in such a way that in-
stead of the local irreducible vertex λ one uses
the fully local vertex γ(z1, z2) = λ(z1, z2)/(1 −
λ(z1, z2)G(z1)G(z2)) of the dynamical mean-field
theory where all the one-electron propagators are
replaced by their local elements. Such an ex-
pansion is free of any unphysical singularity and
no cancellation rules should be controlled.22 This
conclusion is important for the expansions be-
yond the dynamical mean-field theory that include
non-local dynamical fluctuations via two-particle
vertices such as the parquet equations,16 asymp-
totic solution in high spatial dimensions,19,23
the dual-fermion construction,24, the dynamical-
vertex approximation,25 one-particle irreducible
functional approach,26 or multi-scale extensions of
quantum clusters method.27
Acknowledgment
We thank J. Kolorencˇ for fruitful and inspiring
discussions.
∗ Electronic address: janis@fzu.cz
† Electronic address: pokornyv@fzu.cz
1 N. F. Mott, Proc. Phys. Soc. London A 62, 416
(1949)
2 J. Hubbard, Proc. R. Soc. London A 276, 238
(1963), ibid. A 281, 401 (1964).
3 M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
4 A. C. Hewson, The Kondo Problem to Heavy
Fermions (Cambridge University Press, Cambridge
1993).
5 A. Georges, G. Kotliar, W. Krauth, and M. Rozen-
berg, Rev. Mod. Phys. 68, 13 (1996).
6 M. Imada, A. Fujimori and Y. Tokura, Rev. Mod.
Phys. 70, 1039 (1998).
7 X. Y. Zhang, M. J. Rosenberg, and G. Kotliar,
Phys. Rev. Lett. 70, 1666 (1993).
8 R. Bulla, Phys. Rev. Lett. 83, 136 (1999).
9 V. Janiˇs, Z. Physik B 83, 227 (1991).
14
10 V. Janiˇs and D. Vollhardt, Z. Physik B 91, 317
(1993).
11 P. G. J. van Dongen and C. Leinung, Ann. Phys.
(Leipzig) 509, 45 (1997).
12 J. K. Freericks and V. Zlatic´, Rev. Mod. Phys. 75,
1333 (2003).
13 R. J. Elliot, J. A. Krumhansl, and P. L. Leath, Rev.
Mod. Phys. 46, 465 (1974).
14 B. Velicky´, S. Kirkpatrick, and H. Ehrenreich, Phys.
Rev. 175, 747 (1968).
15 V. Janiˇs and D. Vollhardt, Phys. Rev. B 63, 125112
(2001).
16 V. Janiˇs, Phys. Rev. B 64, 115115 (2001).
17 T. Scha¨fer, G. Rohringer, O. Gunnarsson, S. Ciuchi,
G. Sangiovanni, and A. Toschi, Phys. Rev. Lett.
110, 246405 (2013).
18 V. Janiˇs and D. Vollhardt, Phys. Rev. B 46, 15712
(1992).
19 V. Janiˇs and J. Kolorencˇ, Phys. Rev. B 71, 245106
(2005).
20 V. Janiˇs, Phys. Rev. Lett. 83, 2781 (1999).
21 V. Janiˇs and V. Pokorny´, Phys. Rev. B 81, 165103
(2010).
22 V. Pokorny´ and V. Janiˇs, J. Phys.: Condens. Matter
25, 175502 (2013).
23 V. Janiˇs and J. Kolorencˇ, Phys. Rev. B 71, 033103
(2005).
24 A. N. Rubtsov, M. I. Katsnelson, and A. I. Lichten-
stein, Phys. Rev. B 77, 033101 (2007).
25 A. Toschi, A. A. Katanin, and K. Held, Phys. Rev.
B 75, 045118 (2007).
26 G. Rohringer, A. Toschi, H. Hafermann, K. Held,
V. I. Anisimov, and A. A. Katanin, Phys. Rev. B
88, 115112 (2013).
27 C. Slezak, M. Jarrell, Th. Maier, and T. Deisz, J.
Phys.: Condens. Matter 21, 435604 (2009).
