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Resumo
Neste trabalho iremos generalizar o conceito de fibrados principais para o contexto na˜o-
comutativo, onde o papel do grupo estrutural sera´ dado por um grupo quaˆntico. Para isso,
utilizaremos o conceito de extenso˜es de Hopf-Galois. Revisaremos alguns resultados da teoria
cla´ssica de fibrados principais e mostraremos resultados ana´logos no caso na˜o-comuativo.
Tambe´m generalizaremos os conceitos de fibrado vetorial associado e fibrado de referenciais.
Palavras-chave: Grupos quaˆnticos, geometria na˜o-comutativa, fibrados principais quaˆn-
ticos, extenso˜es de Hopf-Galois.
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Abstract
In the present work, we will generalize the notion of principal fiber bundles to the noncom-
mutative setting, where the role of the structure group will be played by a quantum group.
To achieve this, we will use the notion of Hopf-Galois extension. We will review some results
of the classical theory of principal fiber bundles and we will prove similar results in the
noncommutative case. We also generalize the notions of associated vector bundle and frame
bundle.
Keywords: Quantum groups, noncommutative geometry, quantum principal bundles,
Hopf-Galois extensions.
vi
Conteu´do
Introduc¸a˜o 1
1 Noc¸o˜es da teoria a´lgebras de Hopf 5
1.1 Definic¸o˜es ba´sicas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 A´lgebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Co-a´lgebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.3 Bi-a´lgebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.4 A´lgebras de Hopf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.5 Par dual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.1.6 Mo´dulos sobre bi-a´lgebras e a´lgebras de Hopf . . . . . . . . . . . . . . 23
1.1.7 Co-mo´dulos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.1.8 ∗-A´lgebras de Hopf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2 A construc¸a˜o FRT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.2.1 Estruturas quasitriangular e co-quasitriangular . . . . . . . . . . . . . 30
1.2.2 A construc¸a˜o FRT da bi-a´lgebra A(R) . . . . . . . . . . . . . . . . . . 36
1.2.3 Espac¸os quaˆnticos para a bi-a´lgebra A(R) . . . . . . . . . . . . . . . . 43
2 Ca´lculo diferencial na˜o-comutativo 47
2.1 Ca´lculo diferencial covariante sobre espac¸os quaˆnticos . . . . . . . . . . . . . 47
2.1.1 Ca´lculo diferencial sobre a´lgebras . . . . . . . . . . . . . . . . . . . . . 47
2.1.2 Ca´lculo sobre espac¸os quaˆnticos . . . . . . . . . . . . . . . . . . . . . . 52
2.1.3 Construc¸a˜o de alguns ca´lculos covariantes sobre espac¸os quaˆnticos . . 54
2.2 Bimo´dulos covariantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.2.1 Bimo´dulos covariantes a` esquerda . . . . . . . . . . . . . . . . . . . . . 59
2.2.2 Bimo´dulos covariante a` direita . . . . . . . . . . . . . . . . . . . . . . 64
2.2.3 Bimo´dulos bicovariantes . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.3 Ca´lculo diferencial sobre a´lgebras de Hopf . . . . . . . . . . . . . . . . . . . . 67
3 Fibrados principais quaˆnticos 74
3.1 Fibrados principais (caso cla´ssico) . . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.1 Fibrados principais cont´ınuos . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.2 Fibrados principais diferencia´veis e conexo˜es . . . . . . . . . . . . . . 79
vii
3.2 Extenso˜es de Hopf-Galois . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3 Fibrados principais quaˆnticos e conexo˜es . . . . . . . . . . . . . . . . . . . . . 88
3.3.1 Espac¸os homogeˆneos quaˆnticos . . . . . . . . . . . . . . . . . . . . . . 95
4 Fibrados associados e resoluc¸a˜o de referenciais 99
4.1 Fibrados vetoriais quaˆnticos associados . . . . . . . . . . . . . . . . . . . . . . 99
4.1.1 Formas tensoriais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.1.2 Conexo˜es fortes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2 Resoluc¸a˜o de referenciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.1 Caso cla´ssico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.2 Caso na˜o-comutativo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Considerac¸o˜es finais 128
A Produto Tensorial 130
A.1 Definic¸a˜o e construc¸a˜o do produto tensorial . . . . . . . . . . . . . . . . . . . 130
A.2 Resultados com o produto tensorial . . . . . . . . . . . . . . . . . . . . . . . . 134
B Notac¸a˜o de Sweedler 139
B.1 Co-produto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
B.2 Co-ac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
C Alguns lemas de a´lgebra 143
C.1 O lema do diamante em teoria de ane´is . . . . . . . . . . . . . . . . . . . . . 143
C.2 O lema da cobra e o lema dos cinco . . . . . . . . . . . . . . . . . . . . . . . . 146
D Variedades diferencia´veis 149
D.1 Definic¸o˜es ba´sicas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
viii
Introduc¸a˜o
O objetivo desta dissertac¸a˜o e´ estudar generalizac¸o˜es dos conceitos de fibrados principais,
fibrados vetoriais associados e fibrados de referenciais para o contexto da geometria na˜o-
comutativa. Aqui, o papel do grupo estrutural sera´ desempenhado por grupos quaˆnticos.
Para motivarmos esse estudo, fac¸amos uma revisa˜o histo´rica das teorias de geometria na˜o-
comutativa e de grupos quaˆnticos. Nessa revisa˜o, falaremos de diversos conceitos que na˜o
sera˜o introduzidos ao longo da dissertac¸a˜o. Para mais informac¸a˜o, ver as refereˆncias men-
cionadas ao longo da discussa˜o.
Um grande resultado que pode ser considerado um pilar para teoria de geometria na˜o-
comutativa e´ o teorema de Gelfand-Naimark publicado em 1943 [20]. Em linguagem atual,
o teorema mostra que existe uma correspondeˆncia biun´ıvoca entre espac¸os topolo´gicos local-
mente compactos Hausdorff e C∗-a´lgebras comutativas [19]. A parte trivial deste teorema
e´: dado um espac¸o topolo´gico (localmente compacto Hausdorff) X considerar a a´lgebra
de func¸o˜es a valores complexos que se anulam no infinito C0(X) com a norma dada pelo
supremo. A parte na˜o-trivial e´ dada uma C∗-a´lgebra comutativa A, encontrar um espac¸o
topolo´gico X de forma que A ∼= C0(X).
Uma pergunta natural que surge e´ se podemos estudar propriedades topolo´gicas de X a
partir da a´lgebra C0(X) e reciprocamente estudar propriedades de uma C∗-a´lgebra comuta-
tiva A a partir do espac¸o topolo´gico correspondente. Um resultado ba´sico neste sentido e´ que
o espac¸o topolo´gico X e´ compacto se e somente se a a´lgebra C0(X) tem unidade. Nesse caso
temos que C0(X) = C(X) (espac¸o de todas func¸o˜es cont´ınuas a valores complexos) e de fato
temos uma equivaleˆncia dada por um funtor contravariante entre a categoria dos espac¸os
topolo´gicos compactos Hausdorff e a categoria das C∗-a´lgebras comutativas com unidade.
Dada uma func¸a˜o cont´ınua entre dois espac¸os topolo´gicos compactos ϕ : X → Y iremos con-
siderar o homomorfismo de C∗-a´lgebras ψ : C(Y )→ C(X) dado por ψ(f) = f ◦ϕ e verifica-se
que todo homomorfismo entre C∗-a´lgebras comutativas com unidade e´ desta forma. No caso
em que o espac¸o topolo´gico na˜o e´ compacto, temos que restringir os morfirmos nas cat-
egorias correspondentes e em particular podemos ter que o conjunto dos morfismos entre
dois objetos seja vazio [19]. Diversas outras propriedades podem ser enxergadas em am-
bos os contextos, por exemplo, a separabilidade da a´lgebra esta´ relacionado com o fato do
espac¸o topolo´gico ser metriza´vel; e o processo de compactificac¸a˜o a um ponto de um espac¸o
topolo´gico e´ equivalente ao processo de unitizac¸a˜o da a´lgebra correspondente [19].
Outro pilar para a teoria de geometria na˜o-comutativa e´ o teorema de Serre-Swan esta-
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belecido no final da de´cada de 50 e in´ıcio da de´cada de 60 [37] [39]. A primeira parte deste
teorema mostra que se E e´ um fibrado vetorial complexo sobre um espac¸o topolo´gico com-
pacto Hausdorff X enta˜o o espac¸o das sec¸o˜es Γ(E) e´ um mo´dulo finitamente gerado projetivo
sobre C(X). A segunda parte e´ a rec´ıproca que afirma que todo mo´dulo finitamente gerado
projetivo sobre C(X) e´ o espac¸o das sec¸o˜es de algum fibrado vetorial complexo sobre X.
Tambe´m temos que o fibrado vetorial E e´ unicamente determinado por Γ(E), ou seja, neste
caso podemos trocar um objeto geome´trico por um objeto que e´ puramente alge´brico.
Note que ate´ agora todas as a´lgebras consideradas foram comutativas, no entanto, va´rios
dos conceitos alge´bricos relacionados com conceitos topolo´gicos podem, a menos de algumas
modificac¸o˜es, ser estudados para a´lgebras na˜o-comutativas. Este e´ o ponto de partida para
geometria na˜o-comutativa. No final da de´cada de 70 e ı´nicio 80, Alain Connes usou bril-
hantemente essas ide´ias para resolver problemas em que as te´cnicas ate´ o momento eram
insuficientes. Em [12], Connes faz uma exposic¸a˜o dos principais resultados (muitos sem
demonstrac¸a˜o, apenas com refereˆncias) acerca de geometria na˜o-comutativa. Para um texto
mais detalhado, ver por exemplo [19].
Em paralelo, durante as de´cadas de 70 e 80, surgem diversos artigos que ira˜o culminar no
trabalho de Drinfeld [14], onde se comec¸a a empregar o termo grupo quaˆntico. O problema
em questa˜o era achar soluc¸o˜es da equac¸a˜o de Yang-Baxter [1] [43], proveniente de problemas
em f´ısica nas a´reas de sistemas integra´veis e mecaˆnica estat´ıstica quaˆntica. Em [14], Drinfeld
finalmente estabelece a relac¸a˜o entre as soluc¸o˜es da equac¸a˜o de Yang-Baxter e a teoria de
deformac¸o˜es de a´lgebras iniciada em [21] por Gerstenhaber.
Alguns anos mais tarde, Faddeev, Reshetikhin e Takhtajan, em [18], ampliam o trabalho
de Drinfeld e constroem deformac¸o˜es de certos grupos de Lie e correspondentes a´lgebras de
Lie. E´ importante ressaltar aqui que as a´lgebras encontradas em [14] e [18] sa˜o exemplos de
a´lgebra de Hopf (ver por exemplo [27]).
No final da de´cada de 80, em paralelo aos trabalhos de Drinfeld, Faddeev, Reshetikhin e
Takhtajan; Woronowicz em [41], estabelece importantes resultados acerca de pseudogrupos
matriciais compactos. Em particular, no esp´ırito da geometria na˜o-comutativa, temos a
existeˆncia do estado de Haar que e´ equivalente a` medida de Haar no caso de grupos matriciais
compactos. O que liga a teoria de Woronowicz com a teoria de grupos quaˆnticos e´ que, no
fundo, pseudogrupos matriciais compactos sa˜o exemplos de C∗-a´lgebras de Hopf, isto e´, uma
C∗-a´lgebra com unidade que conte´m uma a´lgebra de Hopf como sub-a´lgebra densa. De fato,
os resultados mostrados em [41] puderam ser generalizados para esse contexto mais geral.
Vamos discutir um pouco a relac¸a˜o entre grupos quaˆnticos, a´lgebras de Hopf e geometria
na˜o-comutativa. Suponha que G e´ um grupo finito enta˜o temos o seguinte isomorfismo
C(G × G) ∼= C(G) ⊗ C(G) (produto tensorial alge´brico) e o produto do grupo, visto como
homomorfismo de a´lgebras ∆ : C(G) → C(G) ⊗ C(G), satisfaz as condic¸o˜es para ser um
co-produto. Tambe´m temos que a inversa do grupo nos da´ uma aplicac¸a˜o S : C(G)→ C(G),
que vai fazer o papel de ant´ıpoda, de forma que C(G) vai ter uma estrutura de a´lgebra de
Hopf. No caso que G e´ um grupo topolo´gico compacto Hausdorff com um nu´mero infinito
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de pontos, na˜o mais e´ va´lido que C(G × G) ∼= C(G) ⊗ C(G) e no caso em que na˜o temos
nem a compacidade a situac¸a˜o piora uma vez que C0(G) na˜o possui nem unidade.
Queremos pensar grupos quaˆnticos como sendo na verdade a a´lgebra de func¸o˜es cont´ınuas
a valores complexos de um ”espac¸o na˜o-comutativo com estrutura de grupo”. Nesse ponto,
temos que fazer uma escolha. Ou adaptamos a definic¸a˜o de a´lgebra de Hopf para funcionar
no contexto mais geral, ou trabalhamos com a´lgebras de Hopf sem modificar, trabalhando
com uma sub-a´lgebra densa da a´lgebra de func¸o˜es do ”espac¸o na˜o-comutativo”, como por
exemplo a a´lgebra de func¸o˜es coordenadas de um grupo matricial. Optaremos por seguir o
segundo enfoque.
Tambe´m sera´ de interesse, generalizar o conceito de ac¸a˜o de um grupo topolo´gico em
um espac¸o topolo´gico. Aqui teremos o mesmo problema mencionado no para´grafo anterior
ao dualizarmos a ac¸a˜o a : G × X → X para um morfismo da a´lgebra de func¸o˜es. Como
no caso anterior na˜o e´ va´lido em geral que C(G × X) ∼= C(G) ⊗ C(X), mas podemos
restringir as a´lgebras de modo que o morfismo proveniente da ac¸a˜o tenha a imagem contida
em C(G)⊗ C(X). No caso geral, isso nos levara´ ao conceito de co-mo´dulo.
Voltemos ao problema inicial proposto. Fibrados principais quaˆnticos surgiram em mea-
dos da de´cada de 90 em diversos trabalhos independentes [5], [6], [16], [17] e [35] como a
generalizac¸a˜o na˜o-comutativa de fibrados principais. Todos tem como premissa ba´sica uti-
lizar grupos quaˆnticos no papel do grupo estrutural, no entanto o enfoque e as te´cnicas
variam de artigo para artigo. Um dos grande problemas e´ que fenoˆmenos locais em geral sa˜o
dif´ıceis de serem estudados no contexto na˜o-comutativo. Em [16], o espac¸o de base ainda e´
considerado como uma variedade cla´ssica, na˜o estando assim completamente no esp´ırito da
geometria na˜o-comutativa. Em [35], sa˜o utilizadas te´cnicas de geometria alge´brica para es-
tudar fibrados principais quaˆnticos, em particular e´ utilizado o conceito de feixes que precisa
de espac¸o topolo´gico como base. Em [5] e [17] a trivialidade local e´ de certa forma abandon-
ada e sa˜o dadas condic¸o˜es extras num sentido mais global. A definic¸a˜o apresentada nesta
dissertac¸a˜o seguira´ esse contexto e faremos uma imposic¸a˜o mais forte para se assemelhar a
definic¸a˜o cla´ssica de fibrado principal dada em [25]. Tambe´m nesse contexto, podemos uti-
lizar a teoria desenvolvida em [42] para estudar fibrados principais quaˆnticos diferencia´veis.
Finalmente, [6] trabalha no contexto localmente trivial onde um certo conjunto de ideais da
a´lgebra que faz papel do espac¸o base e´ pensado como uma cobertura da ”variedade base
na˜o-comutativa”.
No presente trabalho, estudaremos a teoria de fibrados principais quaˆnticos e outros
conceitos relacionados seguindo a linha desenvolvida a partir de [5]. O texto tem como
pre´-requisito conhecimentos em a´lgebra, a´lgebra linear e topologia. A parte de geometria
diferencial e´ revisada ao longo do texto, no entanto, os detalhes e algumas demonstrac¸o˜es
sa˜o deixadas para as refereˆncias e portanto familiaridade com assunto tambe´m e´ desejada.
A dissertac¸a˜o segue a seguinte estrutura. No primeiro cap´ıtulo, iniciamos com as definic¸o˜es
ba´sicas da teoria de a´lgebras de Hopf na primeira sec¸a˜o, e faremos a construc¸a˜o FRT na se-
gunda sec¸a˜o que nos servira´ como fonte de exemplos.
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No segundo cap´ıtulo, desenvolvemos a teoria de ca´lculos diferenciais na˜o-comutativos e
em particular, ca´lculos sobre a´lgebras de Hopf.
O terceiro cap´ıtulo inicia-se com uma revisa˜o da teoria cla´ssica de fibrados principais
na primeira sec¸a˜o. Na segunda sec¸a˜o, estudaremos o conceito de extenso˜es de Hopf-Galois
e veremos na sec¸a˜o seguinte que elas sa˜o uma generalizac¸a˜o natural para fibrados princi-
pais quaˆnticos. Tambe´m na terceira sec¸a˜o, estudaremos fibrados principais quaˆnticos difer-
encia´veis e conexo˜es.
O quarto cap´ıtulo inicia-se com uma discussa˜o de fibrados vetorias quaˆnticos associados,
derivada covariante e conexo˜es fortes. Na segunda sec¸a˜o, vemos como generalizar o conceito
de fibrado de referenciais para resoluc¸a˜o de referenciais. Nesse contexto podemos enxergar
o fibrado tangente de uma variedade como um fibrado vetorial associado. Redefiniremos,
tambe´m, alguns conceitos de geometria diferencial cla´ssica de forma que podemos generalizar
de maneira natural para o caso na˜o-comutativo. Terminamos o quarto cap´ıtulo discutindo
exatamente a resoluc¸a˜o de referenciais no caso na˜o-comutativo.
Teremos tambe´m quatro apeˆndices. O apeˆndice A revisara´ a construc¸a˜o do produto ten-
sorial e te´cnicas para se trabalhar com ele. O apeˆndice B apresenta a formalizac¸a˜o da notac¸a˜o
de Sweedler introduzida no cap´ıtulo 1. O apeˆndice C sera´ destinado para demonstrac¸a˜o de
alguns lemas de a´lgebra. Em particular, o lema do diamante e´ uma grande ferramenta para
estudar grupos quaˆnticos. Finalmente, no apeˆndice D, revisaremos alguns conceitos de var-
iedades diferencia´veis, no intuito de estabelecer notac¸o˜es para o terceiro e quarto cap´ıtulos,
assim como para deixar o texto mais auto-suficiente.
Muitas das te´cnicas utilizadas nas demonstrac¸o˜es sa˜o similares umas com as outras. Se
este for o caso, os detalhes sera˜o apresentados somente nas primeiras demonstrac¸o˜es, ficando
eles subentendidos nas demais.
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Cap´ıtulo 1
Noc¸o˜es da teoria a´lgebras de Hopf
Neste primeiro cap´ıtulo, estudaremos alguns elementos da teoria de a´lgebras de Hopf. A
primeira sec¸a˜o esta´ destinada em apresentar a terminologia necessa´ria para o entendimento
do restante do trabalho assim como alguns resultados ba´sicos e exemplos. Na segunda sec¸a˜o,
comec¸aremos definindo outros elementos da teoria de a´lgebra de Hopf necessa´rios para o
restante da sec¸a˜o. Em seguida faremos a construc¸a˜o FRT [18], a qual nos permitira´ achar
diversos exemplos para os conceitos a serem estudados. No final da segunda sec¸a˜o, tambe´m
faremos um processo geral para achar espac¸os quaˆnticos sobre as bi-a´lgebras encontradas na
construc¸a˜o FRT.
1.1 Definic¸o˜es ba´sicas
Nessa sec¸a˜o, definiremos os conceitos ba´sicos utilizados ao longo das outras partes da dis-
sertac¸a˜o. Para mais detalhes e outras aplicac¸a˜o ver por exemplo [26], [27] e [30].
1.1.1 A´lgebras
Fixe K corpo de caracter´ıstica zero. Comec¸aremos essa subsec¸a˜o definindo a´lgebra de
maneira usual e em seguida mostraremos uma equivaleˆncia que nos permitira´ definir a´lgebra
de outra forma. Tal forma nos sera´ mais conveniente na hora de definirmos co-a´lgebras,
bi-a´lgebras e a´lgebras de Hopf. Por convenc¸a˜o consideraremos a´lgebras sempre como asso-
ciativas e com unidade. Ao longo do texto a aplicac¸a˜o τ representara´ o isomorfismo 4 da
proposic¸a˜o A.2.2, a saber, τ : V ⊗W → W ⊗ V dado por τ(v ⊗ w) = w ⊗ v. Caso τ tenha
sub-´ındices, estes denotara˜o quais parcelas esta˜o sendo trocadas num produto tensorial de
va´rios espac¸os vetoriais, por exemplo τ23 : V1⊗ V2⊗ V3⊗ V4 → V1⊗ V3⊗ V2⊗ V4 e´ dada nos
geradores por τ23(v1 ⊗ v2 ⊗ v3 ⊗ v4) = v1 ⊗ v3 ⊗ v2 ⊗ v4.
Definic¸a˜o 1.1.1 Seja K um corpo, dizemos que uma anel com unidade (A,+, .) e´ uma
a´lgebra sobre K se A for um espac¸o vetorial sobre K tal que a multiplicac¸a˜o e´ uma aplicac¸a˜o
bi-linear sobre K.
5
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A partir de agora vamos falar apenas a´lgebra sem fazer menc¸a˜o ao corpo, ficando este
subentendido. Note que na˜o exigimos que a multiplicac¸a˜o do anel seja comutativa. Na
verdade, na maior parte dos exemplos no qual estaremos interessados as a´lgebras sera˜o na˜o
comutativas.
Vale lembrar que se a ∈ A e´ um elemento que possui um inverso a` direita d e um inverso
a` esquerda e enta˜o a e´ invers´ıvel e a−1 = d = e, de fato d = 1d = (ea)d = e(ad) = e1 = e.
Proposic¸a˜o 1.1.2 Seja K um corpo, sa˜o equivalentes:
1. A e´ uma a´lgebra;
2. A e´ um espac¸o vetorial e existem aplicac¸o˜es lineares µ : A ⊗ A → A e η : K → A tais
que os seguintes diagramas sa˜o comutativos
A⊗A⊗A
µ⊗id
xxppp
ppp
ppp
p
id⊗µ
&&NN
NNN
NNN
NNN
A⊗A
µ
##F
FF
FF
FF
FF
A⊗A
µ
##F
FF
FF
FF
FF
A⊗A
µ
&&NN
NNN
NNN
NNN
N A⊗A
µ
xxppp
ppp
ppp
ppp
K⊗A
η⊗id
OO
oo ∼ // A A⊗K
id⊗η
OO
oo ∼ // A
A
(1.1)
Demonstrac¸a˜o. (1 ⇒ 2): O fato da multiplicac¸a˜o ser bi-linear implica que podemos
estendeˆ-la para µ no produto tensorial. A associatividade da multiplicac¸a˜o nos da´ o primeiro
digrama comutativo. A aplicac¸a˜o η e´ definida por η(λ) = λ1A para λ ∈ K, onde 1A e´ a
unidade da a´lgebra. Os dois u´ltimos digramas seguem de imediato da definic¸a˜o de unidade.
(2 ⇒ 1): Basta definir a multiplicac¸a˜o por a.b = µ(a ⊗ b) e a unidade por 1A = η(1).
Segue das propriedade do produto tensorial que a multiplicac¸a˜o e´ bi-linear, ale´m disso os
diagramas nos da˜o as propriedades de associatividade e unidade.
Em vista desta proposic¸a˜o, confudiremos propositalmente a nomenclatura do produto
tanto como sendo a aplicac¸a˜o usual como sendo a aplicac¸a˜o µ. Tambe´m chamaremos a
aplicac¸a˜o η de unidade. Ale´m disso definiremos morfismos entre a´lgebras e ideais a partir
dessas aplicac¸o˜es.
Definic¸a˜o 1.1.3 Sejam A e B a´lgebras e f : A→ B uma aplicac¸a˜o linear, diremos que f e´
um morfismo de a´lgebras se f ◦ µA = µB ◦ (f ⊗ f) e f ◦ ηA = ηB.
Definic¸a˜o 1.1.4 Seja A uma a´lgebra e I um subespac¸o de A, diremos que I e´ um ideal
(bilateral) de A se µ(I ⊗A+A⊗ I) = I.
Segue do lema A.2.8 do apeˆndice A que se pi e´ a projec¸a˜o de A no quociente A/I enta˜o
I ⊗A+A⊗ I e´ exatamente ker(pi⊗pi) e portanto temos uma multiplicac¸a˜o bem definida no
quociente. Podemos tambe´m definir ideal a` esquerda e a` direita exigindo que µ(A⊗ I) = I
e µ(I ⊗A) = I respectivamente.
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Definic¸a˜o 1.1.5 Sejam A e B a´lgebras, definimos a a´lgebra produto tensorial entre A e
B como sendo o espac¸o vetorial A ⊗ B com produto definido nos geradores (como espac¸o
vetorial) por (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2, ou seja, µA⊗B = (µA ⊗ µB) ◦ τ23 e unidade
1A ⊗ 1B.
Para ver que o produto esta´ de fato bem definido, basta notar que a aplicac¸a˜o do produto
cartesiano A×B ×A×B em A⊗B dada por (a1, b1, a2, b2)→ a1a2 ⊗ b1b2 e´ quadrilinear e
portanto pela proposic¸a˜o A.2.6 pode ser estentida para o produto tensorial.
Definic¸a˜o 1.1.6 Seja A uma a´lgebra, definimos a a´lgebra oposta denotada por Aop como a
a´lgebra que tem o produto µop(a⊗ b) = µ(b⊗ a) = ba e a mesma unidade de A.
Com a notac¸a˜o da definic¸a˜o temos que uma a´lgebra e´ comutativa se e somente se µ = µop.
Assim como no apeˆndice A constru´ımos um espac¸o vetorial a partir de um conjunto dado,
podemos fazer a mesma coisa com a´lgebras. Tais a´lgebras denominadas a´lgebras livres teˆm a
propriedade universal que toda a´lgebra e´ um quociente de uma a´lgebra livre por um de seus
ideais. Tal ferramenta sera´ frequ¨entemente utilizada na construc¸a˜o das a´lgebras nas quais
estaremos interessados.
Seja X um conjunto qualquer e denote In = {1, . . . , n}. Uma palavra de tamanho n em
X e´ uma func¸a˜o f : In → X. Tambe´m estamos levando em considerac¸a˜o que n pode ser zero
em In, neste caso a palavra sera´ exatamente a func¸a˜o vazio. Denote K{X} o espac¸o vetorial
gerado por todas as palavras e defina um produto em K{X} da seguinte forma.
Primeiro definamos a concatenac¸a˜o de duas palavras f de tamanho n e g de tamanho
m como sendo fg : Im+n → X dada por fg(i) = f(i) para 1 ≤ i ≤ n e fg(j + n) = g(j)
para 1 ≤ j ≤ m. Para cada palavra f podemos definir uma transformac¸a˜o linear µf :
K{X} → K{X} que na base formada pelas palavras e´ dada exatamente pela concatenac¸a˜o,
ou seja, µf (g) = fg se g e´ uma palavra. Em seguida definimos uma aplicac¸a˜o µ : K{X} →
Lin(K{X},K{X}) que nas palavras e´ dada por µ(f) = µf . Por fim definimos a multiplicac¸a˜o
como sendo µ : K{X} × K{X} → K{X} por µ(x, y) = µ(x)(y) para x, y ∈ K{X} que e´ bi-
linear por construc¸a˜o. E´ claro que a concatenac¸a˜o de palavras e´ associativa donde segue que
a multiplicac¸a˜o tambe´m o e´, ale´m disso temos que a palavra vazia corresponde a unidade.
Em geral, denotaremos as palavras de um conjunto X por x1x2 . . . xn e concatenac¸a˜o por
(x1 . . . xn)(y1 . . . ym) = x1 . . . xny1 . . . ym. Fica claro desta forma que temos uma injec¸a˜o
canoˆnica de X em K{X}.
Proposic¸a˜o 1.1.7 Sejam A uma a´lgebra, X um conjunto e f : X → A uma func¸a˜o qualquer.
Enta˜o existe um u´nico morfismo de a´lgebras f : K{X} → A tal que f(x) = f(x) ∀x ∈ X.
Demonstrac¸a˜o. E´ suficiente definir f nas palavras e estender linearmente para K{X}.
Dada uma palavra x1x2 . . . xn de X, defina f(x1x2 . . . xn) = f(x1)f(x2) . . . f(xn) e defina
f(∅) = 1. E´ claro que f e´ um morfismo de a´lgebras.
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Para ver que toda a´lgebra A e´ o quociente de uma a´lgebra livre, considere um conjunto X
de geradores de A e i a extensa˜o da inclusa˜o conforme a proposic¸a˜o anterior, enta˜o I = ker i
e´ um ideal bilateral de K{X} e pelo primeiro teorema do homomorfismo A ' K{X}/I.
Exemplo 1.1.8 Seja X = {x1, x2, . . . , xn} um conjunto finito e considere I o ideal de K{X}
gerado por elementos da forma xixj−xjxi, enta˜o K{X}/I e´ exatamente a a´lgebra polinomial
de n varia´veis K[x1, . . . , xn].
Lembrando que um semi-grupo e´ um conjunto com uma operac¸a˜o associativa, temos a
seguinte defninc¸a˜o.
Definic¸a˜o 1.1.9 Seja G um semi-grupo, dizemos que A e´ uma a´lgebra G-graduada se
1. A =
⊕
g∈GAg onde Ag sa˜o sub-espac¸os de A;
2. AgAh ⊆ Agh ∀g, h ∈ G.
Os elementos de A que pertencem a um sub-espac¸o Ag sa˜o denominados monoˆmios ou
elementos homogeˆneos.
No caso em que G e´ o conjunto dos nu´meros naturais enta˜o dizemos apenas que A e´ uma
a´lgebra graduada e dizemos que os elementos homogeˆneos de An teˆm grau n. Por construc¸a˜o,
toda a´lgebra livre e´ uma a´lgebra graduada, onde as sub-a´lgebras An sa˜o definidas como sendo
aquelas linearmente geradas pelas palavras de tamanho n.
Lema 1.1.10 Seja A uma a´lgebra graduada e I um ideal bilateral de A gerado por elementos
homogeˆneos enta˜o I =
⊕
n∈N I ∩ An e a a´lgebra quociente A/I e´ graduada com (A/I)n ∼=
An/(I ∩An) para n ∈ N.
Demonstrac¸a˜o. Primeiro, vejamos que I =
∑
n∈N I∩An.E´ claro que a inclusa˜o ⊇ e´ va´lida,
vejamos a outra. Como o ideal I e´ gerado por elementos homogeˆneos xi de grau ni temos
para x ∈ I que x = ∑i aixibi soma finita com ai, bi ∈ A. Como A e´ graduada, podemos
escrever ai =
∑
j aij e bi =
∑
k bik, ambas somas finitas com aij ∈ Aj e bik ∈ Ak. Segue que
x =
∑
i,j,k aijxibik sendo que aijxibik ∈ I ∩ Aj+ni+k, donde temos a inclusa˜o ⊆. Esta soma
e´ direta pois a soma dos An e´ direta.
Para cada n ∈ N, defina uma aplicac¸a˜o pin : A→ An/(I ∩An) por pin (
∑
i ai) = an+(I ∩
An), onde ai ∈ Ai, e note que pin(I) = 0. Como A =
⊕
n∈N An, temos uma aplicac¸a˜o bem
definida pi : A →⊕n∈N An/(I ∩ An) dada por pi =⊕n∈N pin e tal que pi(I) = 0. Note que
de fato kerpi = I e que pi e´ sobrejetora, donde A/I ∼=⊕n∈N An/(I ∩An).
Terminemos esta subsec¸a˜o com exemplos de a´lgebras, algumas das quais generalizaremos
mais adiante.
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Exemplo 1.1.11 (A´lgebra tensorial) Se V e´ um espac¸o vetorial enta˜o a a´lgebra tensorial
definida por T (V ) =
⊕
n∈N V
⊗n, onde V ⊗0 = K e V ⊗n = V ⊗n−1 ⊗ V para n ≥ 1, e produto
definido pelo produto tensorial e´ uma a´lgebra graduada. No fundo a a´lgebra tensorial de V
e´ isomorfa a uma a´lgebra livre gerada por uma base de V .
Exemplo 1.1.12 (A´lgebra de func¸o˜es coordenadas) Para A uma a´lgebra qualquer, con-
stru´ımos a a´lgebra das matrizes n×n porMn(A) = {a = (aij)i∈In,j∈In , aij ∈ A} com produto
(ab)ij =
n∑
k=1
aikb
k
j .
Em particular se A = K temos que Mn(K) =M(n) e´ um espac¸o vetorial de dimensa˜o
n2 com base as matrizes Eij que tem 1 na coordenada ij e zero em todas as outras. O
dual a´lgebrico (Mn(K))′ tem como base dual as func¸o˜es cordenadas tij(a) = aij. Note
que (Mn(K))′ ⊆ F(Mn(K),K) sendo este u´ltimo a a´lgebra de func¸o˜es de Mn(K) sobre K.
Podemos enta˜o definir a a´lgebra de func¸o˜es coordenadas K
〈
tij
〉
como a suba´lgebra da a´lgebra
de func¸o˜es gerada pelas func¸o˜es tij. Como supomos que a caracter´ıstica do corpo K e´ zero,
a a´lgebra K
〈
tij
〉
nada mais e´ que a a´lgebra polinomial de n2 varia´veis K[tij ].
Definic¸a˜o 1.1.13 Um par (g, [, ]) onde g e´ um espac¸o vetorial e [, ] : g× g→ g e´ uma
aplicac¸a˜o bi-linear chamada comutador ou colchete de Lie e´ dito uma a´lgebra de Lie se [, ]
satisfaz:
1. [x, x] = 0 ∀x ∈ g (anti-simetria);
2. [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 ∀x, y, z ∈ g (identidade de Jacobi).
Se g e h sa˜o a´lgebras de Lie, enta˜o uma aplicac¸a˜o linear f : g→ h e´ dita ser um homo-
morfismo de a´lgebras de Lie se vale [f(x), f(y)] = f([x, y]) ∀x, y ∈ g.
Se A e´ uma a´lgebra enta˜o o comutador dado por [x, y] = xy − yx da´ uma estrutura de
a´lgebra de Lie para o espac¸o vetorial A. Se A e´ comutativa, enta˜o o comutador e´ nulo.
Exemplo 1.1.14 (A´lgebra envolvente universal) Para estudar uma a´lgebra de Lie g no
contexto de a´lgebras, iremos construir uma a´lgebra na qual g esta´ imersa e cujo comutador
de g e´ dado pelo comutador da a´lgebra. A construc¸a˜o de tal a´lgebra e´ imediata. Tome na
a´lgebra tensorial (livre) T (g) o ideal I(g) gerado por expresso˜es do tipo x⊗ y− y⊗ x− [x, y]
para x, y ∈ g. A a´lgebra quociente U(g) =T (g)/I(g), denominada a´lgebra envolvente de g e´
a a´lgebra desejada.
Para ver que existe uma injec¸a˜o de g em U(g) basta notar que a intersecc¸a˜o do nu´cleo
da projec¸a˜o de T (g) em U(g), que coincide com I(g), com a a´lgebra de Lie g = g⊗1 e´ apenas
o zero. De fato, seja {ei}i∈Λ uma base de g onde Λ e´ um conjunto de ind´ıces totalmente
ordenados. Note que um elemento c ∈ I(g) pode ser escrito como uma soma finita da forma
c =
∑
i<j∈Λ aij ⊗ (ej ⊗ ei− ei⊗ ej − [ej , ei])⊗ bij onde aij , bij ∈ T (g). Pela proposic¸a˜o A.2.3,
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temos que
∑
i<j∈Λ aij⊗ (ej⊗ei−ei⊗ej)⊗ bij = 0 se e so´ se aij = 0 ou bij = 0 para todo par
(i, j), mas neste caso temos que c = 0. Portanto, supondo c na˜o nulo, temos que c sempre
possui um somando de grau maior ou igual a dois e portanto na˜o pertence a g.
A a´lgebra envolvente tem a propriedade universal de que se ϕ : g→A e´ uma aplicac¸a˜o
linear numa a´lgebra A tal que ϕ([x, y]) = ϕ(x)ϕ(y)− ϕ(y)ϕ(x) enta˜o existe um u´nico mor-
fismo de a´lgebras ϕ : U(g)→A tal que ϕ|g = ϕ. De fato, pela proposic¸a˜o 1.1.7 existe um
morfismo de a´lgebras ϕ˜ : T (g)→A tal que ϕ˜(x) = ϕ(x) para x ∈ g. A propriedade exigida
de ϕ garante que ϕ˜(I(g)) = 0 e portanto podemos passar ϕ˜ para ϕ no quociente.
1.1.2 Co-a´lgebras
Definic¸a˜o 1.1.15 Uma co-a´lgebra (C,∆, ²) e´ um espac¸o vetorial C munido de duas aplicac¸o˜es
lineares ∆ : C → C ⊗ C e ² : C → K tais que os seguintes diagramas sa˜o comutativos:
C ⊗ C ⊗ C C ⊗ C
²⊗id
²²
C ⊗ C
id⊗²
²²
C ⊗ C
∆⊗id
88ppppppppppp
C ⊗ C
id⊗∆
ffNNNNNNNNNNN
K⊗ C oo ∼ // C
∆
ccFFFFFFFFF
C ⊗K oo ∼ // C
∆
ccFFFFFFFFF
C
∆
ggNNNNNNNNNNNN ∆
77pppppppppppp
(1.2)
A aplicac¸a˜o ∆ e´ chamada de co-produto e a aplicac¸a˜o ² de co-unidade. O primeiro
diagrama comutativo e´ a propriedade da co-associatividade e os outros dois da˜o os axiomas
de co-unidade. Diremos que uma co-a´lgebra e´ co-comutativa se vale ∆op := τ ◦∆ = ∆ onde
τ e´ o isomorfismo de troca.
Note que o diagrama (1.2) simplesmente troca a direc¸a˜o das flechas do diagrama (1.1).
Para o corpo K temos uma estrutura padra˜o de co-a´lgebra fazendo ∆(1) = 1⊗ 1 e ²(1) = 1.
Notac¸a˜o 1.1.16 Ao longo deste trabalho utilizaremos uma versa˜o modificada da notac¸a˜o de
Sweedler para o co-produto, a saber ∆(c) = c(1)⊗ c(2). A notac¸a˜o de Sweedler e´ amplamente
utilizada em textos involvendo a´lgebras de Hopf e va´rias das demonstrac¸o˜es sa˜o mais claras
utilizando esta notac¸a˜o. Esse tipo de demonstrac¸a˜o pode gerar controve´rsias, no sentido que
se pode pensar que estamos utilizando particularidades da notac¸a˜o que na˜o correspondem a
nenhum fato formal. Por esse fato, o apeˆndice B deste trabalho sera´ destinado para uma
discussa˜o detalhada da notac¸a˜o e da interface entre notac¸a˜o e propriedades formais.
Usando a notac¸a˜o de Sweedler, a co-associatividade do coproduto e´ escrita enta˜o como
c(1)(1)⊗ c(1)(2)⊗ c(2) = c(1)⊗ c(2)(1)⊗ c(2)(2) e por esse motivo escreveremos (∆⊗ id)◦∆(c) =
(id ⊗ ∆) ◦ ∆(c) = c(1) ⊗ c(2) ⊗ c(3) e as propriedade de co-unidade como ²(c(1))c(2) = c =
c(1)²(c(2)).
Assim como em a´lgebras, temos algumas definic¸o˜es ba´sicas relacionadas a co-a´lgebras.
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Definic¸a˜o 1.1.17 Sejam C, C1 e C2 co-a´lgebras, uma aplicac¸a˜o linear f : C1 → C2 e´ um
morfismo de co-a´lgebras se ∆2 ◦ f = (f ⊗ f) ◦∆1 e ²2 ◦ f = ²1. A co-a´lgebra oposta de C
denotada Ccop e´ a co-a´lgebra cujo co-produto e´ dado por ∆op e com a mesma co-unidade de
C. A co-a´lgebra produto tensorial entre C1 e C2 tem como co-produto ∆ = τ23 ◦ (∆1 ⊗∆2),
ou seja temos nos geradores ∆(a⊗ b) = a(1) ⊗ b(1) ⊗ a(2) ⊗ b(2) e co-unidade ² = ²1 ⊗ ²2.
Definic¸a˜o 1.1.18 Um subespac¸o vetorial I de uma co-a´lgebra C e´ dito ser um co-ideal se
∆(I) ⊆ I ⊗ C + C ⊗ I e ²(I) = 0.
Note que se I e´ um co-ideal de C, podemos definir uma estrutura de co-a´lgebra em C/I
definindo ∆([x]) = (pi ⊗ pi) ◦∆(x) e ²([x]) = ²(x), onde x ∈ C e o colchete denota a classe
de x. As condic¸o˜es de co-ideal sa˜o exatamantes aquelas necessa´rias para que as operac¸o˜es
estejam bem definidas.
A seguir apresentamos treˆs resultados relacionando a´lgebras e co-a´lgebras. Dois deles,
relacionando o espac¸o com seu dual, sera˜o generalizados e estudados com mais detalhes na
sec¸a˜o 1.1.5. O outro sera´ utilizado como ferramenta para facilitar algumas demonstrac¸o˜es
sobre a´lgebras de Hopf.
Proposic¸a˜o 1.1.19 Seja C uma co-a´lgebra e A uma a´lgebra, enta˜o podemos dar uma es-
trutura de a´lgebra em Lin(C,A) definindo o produto de convoluc¸a˜o para f, g ∈ Lin(C,A) por
f ∗ g = µ(f ⊗ g)∆, ou seja f ∗ g(c) = f(c(1))g(c(2)) e unidade dada por η ◦ ².
Demonstrac¸a˜o. Que f ∗g ∈ Lin(C,A) e´ claro, pois f ∗g e´ composic¸a˜o de aplicac¸o˜es lineares.
A associatividade vem de
(f ∗ g) ∗ h(c) = (f ∗ g)(c(1))h(c(2)) = f(c(1))g(c(2))h(c(3)) =
= f(c(1))(g ∗ h)(c(2)) = f ∗ (g ∗ h)(c) ∀c ∈ C.
Vejamos que η ◦ ² e´ a unidade da convoluc¸a˜o
f ∗ (η ◦ ²)(c) = f(c(1))η(²(c(2))) = f(c(1)²(c(2)))η(1) = f(c) ∀c ∈ C
(η ◦ ²) ∗ f(c) = η(²(c(1)))f(c(2)) = η(1)f(²(c(1))c(2)) = f(c) ∀c ∈ C
ou seja, f ∗ (η ◦ ²) = f = (η ◦ ²) ∗ f .
A bi-linearidade do produto de convoluc¸a˜o vem da linearidade das aplicac¸o˜es em questa˜o
e das propriedades do produto tensorial.
Temos em particular, se A = K.
Corola´rio 1.1.20 Seja C uma co-a´lgebra, enta˜o podemos dar uma estrutura de a´lgebra no
dual C ′, definindo o produto de f, g ∈ C ′ por fg(c) = f(c(1))g(c(2)) e unidade o funcional
linear ².
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Proposic¸a˜o 1.1.21 Seja A uma a´lgebra de dimensa˜o finita, enta˜o, em vista da proposic¸a˜o
A.2.7, podemos definir um coproduto em A′ por ∆(f)(a⊗ b) = f(ab) e ²(f) = f(1).
Demonstrac¸a˜o. A aplicac¸a˜o ∆˜(f) : A × A → K dada por ∆˜(f)(a, b) = f(ab) e´ bilinear
e portanto pode ser estendida para o produto tensorial para ∆(f). Vejamos que a co-
associatividade de ∆ vem da associatividade da a´lgebra e a propriedade de co-unidade vem
da unidade da a´lgebra.
Para a co-associatividade
(∆⊗ id)∆(f)(a⊗ b⊗ c) = (∆⊗ id) (f(1) ⊗ f(2))(a⊗ b⊗ c) = f(1)(ab)⊗ f(2)(c) =
= ∆(f)(ab⊗ c) = f((ab)c) = f(a(bc)) = ∆(f)(a⊗ bc) = f(1)(a)⊗ f(2)(bc) =
= (id⊗∆) (f(1) ⊗ f(2))(a⊗ b⊗ c) = (id⊗∆)∆(f)(a⊗ b⊗ c)
e para a co-unidade
(²⊗ id)∆(f)(a) = (²(f(1))f(2))(a) = ²(f(1))f(2)(a) = f(1)(1)⊗ f(2)(a) =
= ∆(f)(1⊗ a) = f(1.a) = f(a)
sendo ana´logo o outro lado.
Exemplo 1.1.22 Seja X um conjunto e KX o espac¸o vetorial gerado por X, enta˜o definindo
o co-produto e a co-unidade em KX por ∆(x) = x⊗x e ²(x) = 1 respectivamente para x ∈ X,
temos claramente que KX e´ uma co-a´lgebra.
Exemplo 1.1.23 Em (Mn(K))′ cuja base e´ formada pelas func¸o˜es coordenadas tij definimos
o co-produto e a co-unidade na base por ∆(tij) =
∑n
k=1 t
i
k⊗tkj e ²(tij) = δij, que nada mais
e´ do que a estrutura de co-a´lgebra dada pela proposic¸a˜o 1.1.21. De fato, ²(tij) = tij(Id) = δij
e ∆(tij)(a⊗ b) = tij(ab) =
∑n
k=1 a
i
kb
k
j =
∑n
k=1(t
i
k ⊗ tkj)(a⊗ b).
1.1.3 Bi-a´lgebras
Suponha agora que um espac¸o vetorial H possua estruturas de a´lgebra (H,µ, η) e de co-
a´lgebra (H,∆, ²). A pergunta que surge e´ se existe uma relac¸a˜o entre essas duas e resposta
e´ que nem sempre ha´ alguma relac¸a˜o evidente, no entanto, dando a H ⊗ H as estruturas
de produto tensorial de a´lgebras e de produto tensorial de co-a´lgebras temos o seguinte
resultado.
Proposic¸a˜o 1.1.24 Nas condic¸o˜es acima, sa˜o equivalentes:
1. µ e η sa˜o morfismos de co-a´lgebras;
2. ∆ e ² sa˜o morfismos de a´lgebras.
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Demonstrac¸a˜o. Dizer que µ e´ morfismo de co-a´lgebras e´ equivalente a` comutatividade dos
diagramas
H ⊗H µ //
∆⊗∆
²²
H
∆ // H ⊗H H ⊗H µ //
²H⊗H
²²
H
²
{{www
ww
ww
ww
w
H ⊗H ⊗H ⊗H τ2,3 // H ⊗H ⊗H ⊗H
µ⊗µ
OO
K
(1.3)
e η e´ morfismo de co-a´lgebras e´ equivalente a` comutatividade dos diagramas
K
η //
∆K
²²
H
∆
²²
KOO
id
²²
η // H
²
~~ ~
~~
~~
~~
K⊗K η⊗η // H ⊗H K
(1.4)
observando que ²K = ηK = id. Agora, note que dizer que ∆ e´ morfismo de a´lgebras e´
equivalente a dizer que os primeiros diagramas de (1.3) e (1.4) sa˜o comutativos; o mesmo
valendo para ² com os segundos diagramas. A equivaleˆncia segue de imediato.
Definic¸a˜o 1.1.25 Dizemos que (H,µ, η,∆, ²) e´ uma bi-a´lgebra se (H,µ, η) e´ uma a´lgebra,
(H,∆, ²) e´ uma co-a´lgebra e sa˜o satisfeitas as condic¸o˜es equivalentes da proposic¸a˜o 1.1.24.
Podemos tambe´m combinar algumas das definic¸o˜es relacionadas a a´lgebras e co-a´lgebras.
Temos enta˜o, a bi-a´lgebra produto tensorial, a bi-a´lgebra oposta Hop com µ′ = µop, a bi-
a´lgebra co-oposta Hcop com ∆′ = ∆op e a bi-a´lgebra oposta, co-oposta Hop/cop que e´ a
combinac¸a˜o das duas anteriores.
Uma transformac¸a˜o linear entre bi-a´lgebras f : H1 → H2 e´ dito morfismo de bi-a´lgebras
se f for morfismo de a´lgebra e co-a´lgebra. E finalmente, dizemos que I e´ um ideal de uma
bi-a´lgebra H se for ideal no sentido de a´lgebras e co-ideal.
Proposic¸a˜o 1.1.26 Sejam X um conjunto qualquer e K{X} a a´lgebra livre gerada por X.
Suponha que existam func¸o˜es ∆˜ : X → K{X} ⊗K{X} e ²˜ : X → K tais que suas extenso˜es
∆ e ² em K{X} conforme a proposic¸a˜o 1.1.7 satisfazem as propriedades de co-a´lgebra em
X, ou seja, (∆⊗ id)∆(x) = (id⊗∆)∆(x), (²⊗ id)∆(x) = x = (id⊗ ²)∆(x) ∀x ∈ X. Enta˜o
∆ e ² da˜o uma estrutura de bi-a´lgebra para K{X}.
Demonstrac¸a˜o. Ja´ temos que ∆ e ² sa˜o morfismos de a´lgebras. Tudo que nos resta mostrar
e´ que (K{X},∆, ²) e´ uma co-a´lgebra, mas como ∆ e ² sa˜o transformac¸o˜es lineares, e´ suficiente
mostrar as propriedades desejadas nos monoˆmios. Como id, ² e ∆ sa˜o morfismos de a´lgebras,
tambe´m o sa˜o ∆⊗ id, id⊗∆, ²⊗ id e id⊗ ². Assim
(∆⊗ id)∆(x1 . . . xn) = (∆⊗ id)∆(x1) . . . (∆⊗ id)∆(xn) =
= (id⊗∆)∆(x1) . . . (id⊗∆)∆(xn) = (id⊗∆)∆(x1 . . . xn)
e ana´logo para as propriedades de co-unidade.
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A partir dessa proposic¸a˜o, se pensarmos numa a´lgebra A como o quociente da a´lgebra
livre de um conjunto de geradores de A por um ideal I, podemos construir um co-produto
e uma co-unidade definindo-os nos geradores e verificando que I e´ um co-ideal da a´lgebra
livre. Se I for um ideal gerado por uma quantidade finita de relac¸o˜es, enta˜o e´ fa´cil ver que
para verificar que I e´ um co-ideal, basta analisar o que acontece quando aplicarmos ∆ e ²
nas relac¸o˜es. No caso do co-produto, para simplificar a notac¸a˜o, escreveremos apenas ∆ no
lugar de (pi ⊗ pi) ◦ ∆, onde pi e´ a projec¸a˜o no quociente, de forma que podemos utilizar as
relac¸o˜es da a´lgebra quando estivermos trabalhando no produto tensorial.
Exemplo 1.1.27 Seja A = C(SL(2)) a a´lgebra das func¸o˜es coordenadas das matrizes com-
plexas 2 × 2 com determinante 1. Note que podemos enxergar a a´lgebra A como sendo
A = C[t11, t12, t21, t22]/
〈
t11t
2
2 − t12t21 − 1
〉
onde tij e´ func¸a˜o que da´ a coordenada ij de
uma matriz de SL(2). Iremos definir o co-produto por
∆(t11) = t11 ⊗ t11 + t12 ⊗ t21 ∆(t12) = t11 ⊗ t12 + t12 ⊗ t22
∆(t21) = t21 ⊗ t11 + t22 ⊗ t21 ∆(t22) = t21 ⊗ t12 + t22 ⊗ t22
e a co-unidade por
²(t11) = ²(t22) = 1 ²(t12) = ²(t21) = 0.
Vamos verificar que eles satisfazem as relac¸o˜es que definem a a´lgebra
∆(t11t22 − t12t21) = ∆(t11)∆(t22)−∆(t12)∆(t21) =
(t11 ⊗ t11 + t12 ⊗ t21)(t21 ⊗ t12 + t22 ⊗ t22)− (t11 ⊗ t12 + t12 ⊗ t22)(t21 ⊗ t11 + t22 ⊗ t21) =
= t11t21 ⊗ t11t12 + t11t22 ⊗ t11t22 + t12t21 ⊗ t21t12 + t12t22 ⊗ t21t22−
−t11t21 ⊗ t12t11 − t11t22 ⊗ t12t21 − t12t21 ⊗ t22t11 − t12t22 ⊗ t22t21 =
= t11t22 ⊗ (t11t22 − t12t21)− t12t21 ⊗ (t22t11 − t21t12) =
= (t11t22 − t12t21)⊗ 1 = 1⊗ 1 = ∆(1)
e
²(t11t22 − t12t21) = ²(t11)²(t22)− ²(t12)²(t21) = 1 = ²(1).
Temos que mostrar tambe´m que ∆ e ² satisfazem a comutatividade do produto, mas essas
propriedades sera˜o demontradas num caso mais geral no pro´ximo exemplo. Agora, vamos
verificar que ∆ e ² satisfazem os axiomas de co-a´lgebra. Fac¸amos apenas para t11 pois os
outros sa˜o ana´logos.
(∆⊗ id)∆(t11) = (∆⊗ id)(t11 ⊗ t11 + t12 ⊗ t21) =
= (t11 ⊗ t11 + t12 ⊗ t21)⊗ t11 + (t11 ⊗ t12 + t12 ⊗ t22)⊗ t21 =
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= t11 ⊗ (t11 ⊗ t11 + t12 ⊗ t21) + t12 ⊗ (t21 ⊗ t11 + t22 ⊗ t21) =
= (id⊗∆)(t11 ⊗ t11 + t12 ⊗ t21) = (id⊗∆)∆(t11)
e
(²⊗ id)∆(t11) = (²⊗ id)(t11 ⊗ t11 + t12 ⊗ t21) = ²(t11)t11 + ²(t12)t21 = t11
(id⊗ ²)∆(t11) = (id⊗ ²)(t11 ⊗ t11 + t12 ⊗ t21) = t11²(t11) + t12²(t21) = t11.
Mostramos assim que C(SL(2)) e´ uma bi-a´lgebra.
E´ poss´ıvel perceber por este exemplo que a quantidade de contas para mostrar que um de-
terminado quociente de uma a´lgebra livre sa˜o em geral razoavelmente longas pore´m simples.
Por esta raza˜o, em va´rios casos, na˜o apresentaremos todos os detalhes da demonstrac¸a˜o.
Exemplo 1.1.28 Seja A = K[tij ] a a´lgebra de func¸o˜es coordenas das matrizes de escalares
n× n como no exemplo 1.1.12.. Podemos definir uma estrutura de bi-a´lgebra em A por
∆(tij) =
n∑
k=1
tik ⊗ tkj e ²(tij) = δij
que ja´ sabemos que satisfazem os axiomas de co-a´lgebra conforme o exemplo 1.1.23. Resta-
nos apenas mostrar que eles respeitam a comutatividade
∆(tijtkl) = ∆(tij)∆(tkl) =
 n∑
p=1
tip ⊗ tpj
 n∑
q=1
tkq ⊗ tql
 = n∑
p=1
n∑
q=1
(tiptkq ⊗ tpjtql) =
=
n∑
p=1
n∑
q=1
(tkqtip ⊗ tqltpj) =
 n∑
q=1
tkq ⊗ tql
 n∑
p=1
tip ⊗ tpj
 = ∆(tkl)∆(tij) = ∆(tkltij)
e
²(tijtkl) = δijδkl = δklδij = ²(tkltij).
1.1.4 A´lgebras de Hopf
Na proposic¸a˜o 1.1.19 demos uma estrutura de a´lgebra para Lin(C,A) para C uma co-a´lgebra
e A uma a´lgebra. Podemos fazer o mesmo para Lin(H,H) com H bi-a´lgebra e nos perguntar
se idH e´ um elemento invers´ıvel dessa a´lgebra. Vejamos que esse nem sempre e´ o caso, e
portanto isso nos induzira´ a definic¸a˜o de uma outra estrutura.
Exemplo 1.1.29 Considere o semi-grupo (N\{0}, ·) e tome H o quociente da a´lgebra livre
K{N\{0}} pelas relac¸o˜es do semi-grupo, a saber nm = n ·m para n,m ∈ N\{0}, onde nm
denota a concatenac¸a˜o das letras n e m na a´lgebra livre. Defina um co-produto e uma co-
unidade por ∆(n) = n ⊗ n e ²(n) = 1 respectivamente para n ∈ N\{0}. Se idH fosse um
elemento invers´ıvel por convoluc¸a˜o, ter´ıamos que existiria uma aplicac¸a˜o S : H → H tal que
para n ∈ N\{0}, S(n)n = (S ⊗ id)∆(n) = ²(n)1 = 1. Note que K{N\{0}} e´ uma a´lgebra
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graduada, K{N\{0}} = ⊕∞m=1Km, sendo que a unidade e´ um monoˆmio de grau 1. Como
S(n)n ∈⊕∞m=nKm, temos que S(n)n = 1 e´ uma contradic¸a˜o.
Definic¸a˜o 1.1.30 Dizemos que (H,µ, η,∆, ², S) e´ uma a´lgebra de Hopf se (H,µ, η,∆, ²)
e´ uma bi-a´lgebra e S e´ o inverso de convoluc¸a˜o de id na a´lgebra Lin(H,H), ou seja,
S(h(1))h(2) = ²(h)1H = h(1)S(h(2)) ∀h ∈ H, ou ainda, em termos de um digrama comu-
tativo
H ⊗H
S⊗id
²²
H
∆oo ∆ //
η◦²
²²
H ⊗H
id⊗S
²²
H ⊗H µ // H H ⊗Hµoo
(1.5)
A aplicac¸a˜o S e´ chamada de ant´ıpoda e e´ a u´nica que satisfaz tal propriedade por ser um
inverso.
Novamente, podemos definir o produto tensorial de duas a´lgebras de HopfH1,H2 definindo
a ant´ıpoda em H1⊗H2 por S1⊗S2. Diremos que f e´ um morfismo de a´lgebras de Hopf entre
H1 e H2 se for um morfismo de bi-a´lgebras e f ◦ S1 = S2 ◦ f e que um subespac¸o vetorial I
de uma a´lgebra de Hopf H e´ um ideal de Hopf, se for um ideal no sentido de bi-a´lgebras e
S(I) ⊆ I. E´ fa´cil ver que o quociente de uma a´lgebra de Hopf por um ideal de Hopf continua
sendo uma a´lgebra de Hopf. Temos algumas proposic¸o˜es ba´sicas a respeito de a´lgebras de
Hopf.
Proposic¸a˜o 1.1.31 Sejam H1 e H2 a´lgebras de Hopf e f : H1 → H2 um morfimo de bi-
a´lgebras, enta˜o f tambe´m e´ um morfismo de a´lgebras de Hopf.
Demonstrac¸a˜o. Em Lin(H1,H2) temos para h ∈ H1 arbitra´rio que
((f ◦ S1) ∗ f)(h) = (f ◦ S1)(h(1))f(h(2)) = f(S1(h(1))h(2)) = f(η1 ◦ ²1(h)) = η2 ◦ ²1(h)
e
(f ∗ (S2 ◦f))(h) = f(h(1))(S2 ◦f)(h(2)) = (f(h))(1)S2((f(h))(2)) = (η2 ◦ ²2)(f(h)) = η2 ◦ ²1(h)
ou seja (f ◦ S1) e´ o inverso a` esquerda de f em Lin(H1,H2) e (S2 ◦ f) o inverso a` direita e
portanto coincidem.
Proposic¸a˜o 1.1.32 Seja H uma a´lgebra de Hopf, enta˜o S e´ um anti-morfismo de a´lgebras e
anti-morfismo de co-a´lgebras, ou seja, S⊗µ = µop◦(S⊗S), S◦η = η, ∆◦S = (S⊗S)◦∆op, ou
ainda, S(gh) = S(h)S(g), S(1) = 1, ²(S(h)) = ²(h) e (S(h))(1)⊗(S(h))(2) = S(h(2))⊗S(h(1))
∀h, g ∈ H.
Demonstrac¸a˜o. Aplicando o axioma da ant´ıpoda para identidade temos S(1) = S(1)1 =
²(1)1 = 1. Vamos fazer uma prova de S(gh) = S(h)S(g) primeiro de forma direta para
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treinarmos a utilizac¸a˜o da notac¸a˜o de Sweedler e as proposic¸o˜es que provamos no apeˆndice
e depois utilizando o produto de convoluc¸a˜o. De forma direta temos
S(hg) = S(h(1)g)²(h(2)) = S(h(1)g)h(2)S(h(3)) = S(h(1)g(1))h(2)²(g(2))S(h(3)) =
= S(h(1)g(1))h(2)g(2)S(g(3))S(h(3)) = S((h(1)g(1))(1))(h(1)g(1))(2)S(g(2))S(h(2)) =
= ²(h(1)g(1))S(g(2))S(h(2)) = ²(h(1))²(g(1))S(g(2))S(h(2)) =
= S(²(g(1))g(2))S(²(h(1))h(2)) = S(g)S(h)
e por convoluc¸a˜o em Lin(H ⊗H,H) considere T = µ, enta˜o
((S ⊗ µ) ∗ T )(h⊗ g) = (S ⊗ µ)(h(1) ⊗ g(1))µ(h(2) ⊗ g(2)) = S(h(1)g(1))h(2)g(2) =
= S((hg)(1))(hg)(2) = ²(hg)1 = ²(h)²(g)1 = η ◦ ²H⊗H(h⊗ g)
e
(T ∗ (µop ◦ (S ⊗ S)))(h⊗ g) = µ(h(1) ⊗ g(1))(µop ◦ (S ⊗ S))(h(2) ⊗ g(2)) =
= h(1)g(1)S(g(2))S(h(2)) = ²(g)h(1)S(h(2)) = ²(h)²(g)1 = η ◦ ²H⊗H(h⊗ g)
donde S ⊗ µ = µop ◦ (S ⊗ S).
Para o co-produto, basta fazer o mesmo em Lin(H,H ⊗H) para T = ∆. E finalmente
²(S(h)) = ²(S(²(h(1))h(2))) = ²(h(1))²(S(h(2))) = ²(h(1)S(h(2))) =
= ²(²(h)1) = ²(h)²(1) = ²(h)
terminando a demonstrac¸a˜o.
Proposic¸a˜o 1.1.33 Se H e´ uma a´lgebra de Hopf comutativa ou co-comutativa, enta˜o S2 =
id.
Demonstrac¸a˜o. Temos que
S(S(h)) = S(S(²(h(1))h(2))) = ²(h(1))S(S(h(2))) =
= h(1)S(h(2))S(S(h(3))) = h(1)S(S(h(3))h(2)) =F.
Se H e´ comutativa enta˜o
F = h(1)S(h(2)S(h(3))) = h(1)S(²(h(2))1) = h(1)²(h(2)) = h,
e se H e´ co-comutativa enta˜o
F = h(1)S(S(h(2))h(3)) = h(1)S(²(h(2))1) = h(1)²(h(2)) = h,
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donde S2 = id para H comutativa ou co-comutativa.
Proposic¸a˜o 1.1.34 Seja H uma a´lgebra de Hopf, enta˜o sa˜o equivalentes
1. S e´ invers´ıvel como transformac¸a˜o linear;
2. Hop e´ uma a´lgebra de Hopf;
3. Hcop e´ uma a´lgebra de Hopf.
Neste caso S−1 = Sop = Scop.
Demonstrac¸a˜o. (1⇔ 2) : Se S e´ invers´ıvel enta˜o S−1 tambe´m e´ anti-morfismo de a´lgebras
e µop(S−1(h(1))⊗ h(2)) = h(2)S−1(h(1)). Aplicando S temos
S(h(2)S
−1(h(1))) = h(1)S(h(2)) = ²(h)1 = ²(h)S(1) = S(²(h)1)
e como S e´ injetora temos h(2)S−1(h(1)) = ²(h)1. Analogamente, mostramos S−1(h(2))h(1) =
²(h)1.
Se Hop e´ a´lgebra de Hopf enta˜o
Sop(S(h)) = Sop(S(h(2)))²(h(1))1 = S
op(S(h(3)))S
op(h(2))h(1) =
= Sop(h(2)S(h(3)))h(1) = S
op(²(h(2))1)h(1) = h(1)²(h(2)) = h
sendo ana´logo para mostrar que S ◦ Sop = id.
(1 ⇔ 3) : Se S e´ invers´ıvel, enta˜o µ(id ⊗ S−1)∆op(h) = h(2)S−1(h(2)) = ²(h)1 como no
caso anterior. Novamente o outro caso e´ ana´logo donde S−1 e´ uma ant´ıpoda para Hcop.
Reciprocamente, se Hcop e´ uma a´lgebra de Hopf, basta proceder como no caso anterior
para mostrar que Scop = S−1.
Para o caso de Hop/cop na˜o precisamos da hipo´tese que S e´ invers´ıvel e da mesma maneira
podemos mostrar que Hop/cop e´ uma a´lgebra de Hopf com ant´ıpoda Sop/cop = S. No caso
em que S e´ invers´ıvel temos que S e´ um isomorfismo de a´lgebras de Hopf ente H e Hop/cop.
Proposic¸a˜o 1.1.35 Seja X um conjunto qualquer e suponha que K{X} possua uma estru-
tura de bi-a´lgebra. Se existe uma aplicac¸a˜o S˜ : X → K{X}op tal que sua extensa˜o S para
K{X} satisfac¸a os axiomas de ant´ıpoda em X, ou seja µ(S⊗id)∆(x) = µ(id⊗S)∆(x) = ²(x)1
∀x ∈ X enta˜o S e´ uma ant´ıpoda em K{X}.
Demonstrac¸a˜o. Pela linaridade das func¸o˜es em questa˜o, e´ suficiente mostrar nas palavras
µ(S ⊗ id)∆(x1 . . . xn) = µ(S ⊗ id)((x1)(1) . . . (xn)(1) ⊗ (x1)(2) . . . (xn)(2)) =
= S((x1)(1) . . . (xn)(1))(x1)(2) . . . (xn)(2) = S((x1)(n)) . . . S((x1)(1))(x1)(2) . . . (xn)(2) =
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= ²(x1)S((x1)(n)) . . . S((x2)(1))(x2)(2) . . . (xn)(2) = ²(x1) . . . ²(xn)1 = ²(x1 . . . xn)1
sendo ana´logo para o outro lado.
Novamente, se uma A e´ uma bi-a´lgebra que e´ o quociente K{X}/I como bi-a´lgebra, enta˜o
para construir uma ant´ıpoda para A, basta construir uma em K{X} como na proposic¸a˜o e
verificar que S(I) ⊆ I. No caso em que I e´ um ideal gerado por relac¸o˜es, tambe´m e´ suficiente
analisar o que acontece com S apenas nas relac¸o˜es.
Exemplo 1.1.36 (A´lgebra Hopf Dual) Seja H uma a´lgebra de Hopf. Em geral na˜o
podemos estender a proposic¸a˜o 1.1.21 quando H tem dimensa˜o infinita, pelo fato de nem
sempre a aplicac¸a˜o ∆f , definida na proposic¸a˜o como um elemento de (H ⊗ H)′, esta´ em
H ′⊗H ′. No entanto, podemos restringir H ′ para uma sub-a´lgebra menor de forma que esta
vire uma a´lgebra de Hopf. Definimos enta˜o
H◦ =
{
f ∈ H ′ : ∃fi, gi ∈ H ′ i = 1, . . . , n tais que f(ab) =
n∑
i=1
fi(a)gi(b) ∀a, b ∈ H
}
.
e vamos mostrar que podemos dar uma estrutrura de a´lgebra de Hopf para H◦. A multi-
plicac¸a˜o vai ser o produto de convoluc¸a˜o com identidade dada por ², o co-produto e´ definido
por ∆(f) =
∑n
i=1 fi⊗gi onde os fi e gi sa˜o como na definic¸a˜o do conjunto H◦, a co-unidade
e´ ²H◦(f) = f(1) e ant´ıpoda vai ser dada por S(f)(a) = f(S(a)). Temos que mostrar que o
co-produto esta´ de fato bem definido e que todas as operac¸o˜es sa˜o fechadas em H◦.
Para mostrar que o co-produto independe da escolha dos fi e gi, suponha que podemos
escrever
f(ab) =
n∑
i=1
fi(a)gi(b) =
m∑
j=1
f ′j(a)g
′
j(b)
enta˜o existem {f ′′k , g′′k}pk=1 com {g′′k}pk=1 LI tais que
∑n
i=1 fi⊗gi−
∑m
j=1 f
′
j⊗g′j =
∑p
k=1 f
′′
k⊗g′′k .
Como {g′′k}pk=1 e´ LI, existem bl ∈ H, l = 1, . . . , p tais que g′′k(bl) = δkl. Assim ∀k ∈ {1, . . . , p}
temos f ′′k (a) =
∑p
l=1 f
′′
l (a)g
′′
l (bk) =
∑n
i=1 fi(a)gi(bk) −
∑m
j=1 f
′
j(a)g
′
j(bk) = 0 para a ∈ H
arbitra´rio. Segue que
∑n
i=1 fi ⊗ gi =
∑m
j=1 f
′
j ⊗ g′j .
Mostremos enta˜o que as operac¸o˜es esta˜o fechadas em H◦. E´ claro que ² ∈ H◦ pois
²(ab) = ²(a)²(b). Dadas f, g ∈ H◦, considere as func¸o˜es em H ′, {fi, gi}ni=1 e {f ′j , g′j}mj=1
dadas na definic¸a˜o de H◦. Enta˜o
(f ∗ g)(ab) = f(a(1)b(1))g(a(2)b(2)) =
(
n∑
i=1
fi(a(1))gi(b(1))
) m∑
j=1
f ′j(a(2))g
′
j(b(2))
 =
=
n∑
i=1
m∑
j=1
(fi ∗ f ′j)(a)(gi ∗ g′j)(b)
donde f ∗ g ∈ H◦. Para a ant´ıpoda, dada f ∈ H◦ e {fi, gi}ni=1 as func¸o˜es correspondentes,
enta˜o S(f)(ab) =
∑n
i=1(gi ◦ S)(a)(fi ◦ S)(b). Finalmente se escrevendo ∆(f) =
∑n
i=1 fi ⊗ gi
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com {gi}ni=1 LI enta˜o existem bl ∈ H, l = 1, . . . , n tais que gi(bl) = δil e para cada i temos
fi(ab) =
∑n
j=1 fj(ab)gj(bi) = f(abbi) =
∑n
j=1 fj(a)(g ◦ Rbi)(b) onde Rbi e´ a multiplicac¸a˜o
por bi a` direita, donde ∆(f) ∈ H◦ ⊗H ′. Analogamente, mostramos que ∆(f) ∈ H ′ ⊗H◦, e
portanto ∆(f) ∈ H◦ ⊗H◦.
Resta-nos ainda provar que, de fato, temos uma a´lgebra de Hopf. Os axiomas de a´lgebra
vem do fato de H◦ ser uma sub-a´lgebra de H ′; os axiomas de co-a´lgebra sa˜o mostrados
analogamente a` proposic¸a˜o 1.1.21; o fato do co-produto ser um morfismo de a´lgebras sai
como consequ¨eˆncia imediata da demontrac¸a˜o que o produto de convoluc¸a˜o e´ fechado em H◦
e e´ claro que ²H◦ e´ morfismo de a´lgebras. E por fim, mostremos um dos lados do axioma da
ant´ıpoda sendo o outro ana´logo, dada f ∈ H◦ e {fi, gi}ni=1 as func¸o˜es correspondentes
∗(S ⊗ id)∆(f)(a) =
n∑
i=1
S(fi)(a(1))gi(a(2)) =
n∑
i=1
fi(S(a(1)))gi(a(2)) = f(S(a(1))a(2)) =
= f(²(a)1) = ²H◦(f)²(a)
ou seja ∗(S ⊗ id)∆(f) = ²H◦(f)² = ²H◦(f)1H◦.
Exemplo 1.1.37 Considere a bi-a´lgebra A = C(SL(2)) do exemplo 1.1.27 e defina uma
ant´ıpoda em A por
S(t11) = t22 S(t12) = −t12 S(t21) = −t21 S(t22) = t11
que nada mais e´ que as coordenadas da matriz inversa. A propriedade da ant´ıpoda nada
mais vai ser que dizer que uma matriz vezes sua inversa e´ a identidade. Calculando, por
exemplo o axioma da ant´ıpoda em t11 temos
µ(S ⊗ id)∆(t11) = S(t11)t11 + S(t12)t21 = t11t22 − t12t21 = 1 = ²(t11)
µ(id⊗ S)∆(t11) = t11S(t11) + t12S(t21) = t11t22 − t12t21 = 1 = ²(t11).
Exemplo 1.1.38 Sejam g uma a´lgebra de Lie e U(g) sua a´lgebra envolvente. Vamos con-
struir uma estrutura de a´lgebra de Hopf em U(g). Ja´ sabemos que U(g) e´ o quociente da
a´lgebra tensorial T (g) que nada mais e´ que a a´lgebra livre gerada por g. Enta˜o podemos
definir ∆, ² e S em g e verificar que I(g) e´ um ideal de Hopf. Para x ∈ g, defina
²(x) = 0 ∆(x) = 1⊗ x+ x⊗ 1 S(x) = −x
enta˜o
(∆⊗ id)∆(x) = (∆⊗ id)(1⊗ x+ x⊗ 1) = 1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1 =
= (id⊗∆)(1⊗ x+ x⊗ 1) = (id⊗∆)∆(x);
(²⊗ id)∆(x) = ²(1)x+ ²(x)1 = x = 1²(x) + x²(1) = (id⊗ ²)∆(x);
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µ(S ⊗ id)∆(x) = S(1)x+ S(x)1 = 0 = ²(x)1 = 1S(x) + xS(1) = µ(id⊗ S)∆(x)
dando uma estrutura de a´lgebra de Hopf, em princ´ıpio, para T (g). Vejamos o que acontece
com as relac¸o˜es que definem I(g), para x, y ∈ g temos
²(xy − yx) = 0 = ²([x, y]);
S(xy − yx) = S(y)S(x)− S(x)S(y) = yx− xy = −[x, y] = S([x, y]);
∆(xy − yx) = (1⊗ x+ x⊗ 1)(1⊗ y + y ⊗ 1)− (1⊗ y + y ⊗ 1)(1⊗ x+ x⊗ 1) =
= 1⊗ xy + y ⊗ x+ x⊗ y + xy ⊗ 1− 1⊗ yx− x⊗ y − y ⊗ x− yx⊗ 1 =
= 1⊗ (xy − yx) + (xy − yx)⊗ 1 = 1⊗ [x, y] + [x, y]⊗ 1 = ∆([x, y])
o que mostra que I(g) e´ um ideal de Hopf e que U(g) e´ uma a´lgebra de Hopf.
Exemplo 1.1.39 Considere a a´lgebra A = C[x, y]/I onde I e´ o ideal gerado pelas relac¸o˜es
xy = 1 e yx = 1. Em outras palavras temos que y = x−1 em A. Vamos definir uma estrutura
de a´lgebra de Hopf em A por
∆(x) = x⊗ x, ∆(x−1) = x−1 ⊗ x−1, ²(x) = ²(x−1) = 1, S(x±1) = x∓1.
Fazendo as verificac¸o˜es como no caso anterior na˜o e´ dif´ıcil ver que as expresso˜es acima de
fato esta˜o bem definidas em A. Note que essa a´lgebra e´ uma sub-a´lgebra densa na a´lgebra de
func¸o˜es de U(1) fazendo a identificac¸a˜o de x com a func¸a˜o f(z) = z. Diremos, enta˜o que A
e´ a a´lgebra de func¸o˜es coordenadas de U(1) e iremos denota´-la por C[x, x−1].
1.1.5 Par dual
A definic¸a˜o seguinte e´ uma generalizac¸a˜o da dualidade entre a´lgebras e co-a´lgebras vistas no
corola´rio 1.1.20, na proposic¸a˜o 1.1.21 e no exemplo 1.1.36.
Definic¸a˜o 1.1.40 Sejam H,A bi-a´lgebras, dizemos que uma aplicac¸a˜o bi-linear 〈, 〉 : H ×
A→ K e´ um par dual entre H e A se vale
〈h, 1〉 = ²(h) 〈1, a〉 = ²(a)
〈h⊗ g,∆a〉 = 〈hg, a〉 〈∆h, a⊗ b〉 = 〈h, ab〉
para h, g ∈H e a, b ∈ A onde estendemos a definic¸a˜o de 〈, 〉 para H ⊗H → G⊗G definindo
nos geradores por 〈h⊗ g, a⊗ b〉 = 〈h, a〉 〈g, b〉. Dizemos que esse par e´ na˜o degenerado se
〈h, a〉 = 0 ∀a ∈ A implica h = 0 e 〈h, a〉 = 0 ∀h ∈ H implica a = 0.
Vale observar que a extensa˜o de 〈, 〉 para o produto tensorial na˜o e´ ta˜o imediata pore´m
e´ feita de forma natural assim como os outros exemplos de aplicac¸o˜es no produto tensorial.
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Temos claramente que uma a´lgebra de Hopf H e sua a´lgebra Hopf dual H◦ possuem um
par dual dado pela avaliac¸a˜o, 〈f, a〉 = f(a).
Proposic¸a˜o 1.1.41 Se H e A sa˜o a´lgebras de Hopf e 〈, 〉 e´ um par dual entre elas enta˜o
〈S(h), a〉 = 〈h, S(a)〉 ∀h ∈ H ∀a ∈ A.
Demonstrac¸a˜o. Na a´lgebra Homlin(H ⊗A,K) considere as aplicac¸o˜es f, g, k : H ⊗A→ K
dadas por f(h⊗ a) = 〈S(h), a〉, g(h⊗ a) = 〈h, a〉 e k(h⊗ a) = 〈h, S(a)〉. Enta˜o
(f ∗ g)(h⊗ a) = f(h(1) ⊗ a(1))g(h(2) ⊗ a(2)) =
〈
S(h(1)), a(1)
〉 〈
h(2), a(2)
〉
=
=
〈
S(h(1))⊗ h(2),∆(a)
〉
=
〈
S(h(1))h(2), a
〉
= ²(h) 〈1, a〉 = ²(h)²(a) = ηK ◦ ²H⊗A(h⊗ a).
Analogamente (g ∗ k)(h⊗ a) = ηK ◦ ²H⊗A(h⊗ a), ou seja, f = k que e´ o desejado.
Proposic¸a˜o 1.1.42 Se H e A sa˜o bi-a´lgebras e 〈, 〉 e´ um par dual entre elas enta˜o I = {h ∈
H : 〈h, a〉 = 0 ∀a ∈ A} e J = {a ∈ A : 〈h, a〉 = 0 ∀h ∈ H} sa˜o ideais de bi-a´lgebra de H e
A respectivamente. Se ale´m disso H e A forem a´lgebras de Hopf enta˜o I e J tambe´m sa˜o
ideais no sentido de a´lgebras de Hopf.
Demonstrac¸a˜o. E´ suficiente fazer para um lado, sendo o outro ana´logo. Pela bi-linearidade
de 〈, 〉, fica claro que I e´ um sub-espac¸o de H. Dados g ∈ I, h ∈ H e a ∈ A
〈gh, a〉 = 〈g ⊗ h,∆(a)〉 = 〈g, a(1)〉 〈h, a(2)〉 = 0
〈hg, a〉 = 〈h⊗ g,∆(a)〉 = 〈h, a(1)〉 〈g, a(2)〉 = 0
ou seja µ(I ⊗H +H ⊗ I) = I;
²(g) = 〈g, 1〉 = 0
ou seja ²(I) = 0. Para ver que ∆(I) ⊆ I ⊗H +H ⊗ I, note que se considerarmos a aplicac¸a˜o
T : H → A′ dada por T (h)(a) = 〈h, a〉 enta˜o I = kerT e pelo lema A.2.8 I ⊗H +H ⊗ I =
ker(T ⊗ T ). Uma vez que a inclusa˜o A′ ⊗ A′ ⊆ (A ⊗ A)′ independe da dimensa˜o, podemos
pensar T ⊗ T : H ⊗H → (A⊗A)′. Enta˜o para g ∈ I, temos
(T ⊗ T )(∆(g))(a⊗ b) = 〈∆(g), a⊗ b〉 = 〈g, ab〉 = 0
para a, b ∈ A arbitra´rios e portanto ∆(g) ∈ ker(T ⊗ T ) = I ⊗H +H ⊗ I.
Se H e A sa˜o a´lgebras de Hopf e g ∈ I, enta˜o
〈S(g), a〉 = 〈g, S(a)〉 = 0 ∀a ∈ A
ou seja S(I) ⊆ I.
Segue desta proposic¸a˜o que se um par dual e´ degenerado, podemos deixa´-lo na˜o degen-
erado tomando o quociente pelos ideais definidos acima.
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1.1.6 Mo´dulos sobre bi-a´lgebras e a´lgebras de Hopf
Queremos estudar o que a estrutura de a´lgebra de Hopf nos permite fazer com o conceito de
mo´dulo. Em particular, se o espac¸o no qual a a´lgebra de Hopf atua tambe´m possui uma certa
estrutura, estaremos interessados em mo´dulos cujas operac¸o˜es preservem essa estrutura.
Nesta sec¸a˜o H denotara´ uma bi-a´lgebra e V um espac¸o vetorial.
Definic¸a˜o 1.1.43 Dizemos que um par (V, ϕ), onde ϕ : H ⊗ V → V e´ uma transformac¸a˜o
linear, e´ um H-mo´dulo a` esquerda se sa˜o satisfeitas
1. g ¤ (h¤ v) = gh¤ v
2. 1¤ v = v
para g, h ∈ H e v ∈ V e onde g ¤ v = ϕ(g ⊗ v). Dizemos que ϕ e´ uma ac¸a˜o de H
sobre V . Se (V, ϕV ) e (W,ϕW ) sa˜o H-mo´dulos enta˜o dizemos que uma transformac¸a˜o linear
T : V → W e´ um H-homomorfismo, ou morfismo de H-mo´dulos , se T (h¤ v) = h¤ T (v).
Definimos uma estrutura de H-mo´dulo no produto tensorial V ⊗ W por h ¤ (v ⊗ w) =
(h(1) ¤ v)⊗ (h(2) ¤ w).
Quando na˜o houver confusa˜o, iremos omitir a lateralidade do mo´dulo assim como ja´
fizemos na definic¸a˜o. Note que o corpo K e´ um H-mo´dulo definindo h¤ λ = ²(h)λ.
Definic¸a˜o 1.1.44 Se V e´ uma a´lgebra, dizemos que (V, ϕ) e´ um H-mo´dulo a´lgebra a` es-
querda se (V, ϕ) for um H-mo´dulo de forma que a multiplicac¸a˜o e a unidade em V sa˜o
morfismos de H-mo´dulos, ou seja, h¤ (v1v2) = (h(1) ¤ v1)(h(2) ¤ v2) e h¤ 1 = ²(h)1.
Exemplo 1.1.45 (Ac¸a˜o adjunta a` esquerda) Suponha que H seja a´lgebra de Hopf e de-
fina adL : H ⊗H → H por h¤ g = h(1)gS(h(2)), enta˜o temos:
h¤ (g ¤ f) = h¤ (g(1)fS(g(2))) = h(1)g(1)fS(g(2))S(h(2)) = (hg)(1)fS((hg)(2)) = hg ¤ f,
1¤ g = 1gS(1) = g, h¤ 1 = h(1)1S(h(2)) = ²(h)1,
h¤(gf) = h(1)gfS(h(2)) = h(1)g²(h(2))fS(h(3)) = h(1)gS(h(2))h(3)fS(h(4)) =
(
h(1) ¤ g
)
(h(2)¤g).
Assim H torna-se um H-mo´dulo a´lgebra.
Exemplo 1.1.46 (Ac¸a˜o co-regular a` esquerda) Defina R∗ : H ⊗H◦ → H◦ por h¤φ =
φ(1)
〈
φ(2), h
〉
enta˜o pode-se mostrar que H◦ e´ um H-mo´dulo a´lgebra.
Definic¸a˜o 1.1.47 Se V e´ uma co-a´lgebra, dizemos que (V, ϕ) e´ um H-mo´dulo co-a´lgebra a`
esquerda se (V, ϕ) for um H-mo´dulo tal que o co-produto e a co-unidade sa˜o morfismos de
H-mo´dulos, ou seja, (h¤v)(1)⊗ (h¤v)(2) = (h(1)¤v(1))⊗ (h(2)¤v(2)) e ²(h¤v) = ²(h)²(v).
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Exemplo 1.1.48 (Ac¸a˜o regular a` esquerda) Defina L : H ⊗ H → H como sendo a
multiplicac¸a˜o vista como sendo pela esquerda, ie, h¤ g = hg, enta˜o
h¤ (g ¤ f) = h¤ (gf) = h(gf) = (hg)f = hg ¤ f, 1¤ g = g,
(h(1) ¤ v(1))⊗ (h(2) ¤ v(2)) = (h(1)v(1))⊗ (h(2)v(2)) =
= (hv)(1) ⊗ (hv)(1) = (h¤ v)(1) ⊗ (h¤ v)(2),
²(h¤ v) = ²(hv) = ²(h)²(v).
Logo H e´ um H-mo´dulo co-a´lgebra com a multiplicac¸a˜o pela esquerda.
Exemplo 1.1.49 (Ac¸a˜o co-adjunta a` esquerda) Suponha H a´lgebra de Hopf e seja ad∗ :
H⊗H◦ → H◦ dada por h¤φ = φ(2)
〈
S(φ(1))φ(3), h
〉
enta˜o prova-se que H◦ e´ um H-mo´dulo
co-a´lgebra.
Embora tenhamos apenas trabalhado commo´dulos a` esquerda, as definic¸o˜es para mo´dulos
a` direita sa˜o ana´logas. Temos os exemplos de ac¸o˜es regulares, co-regulares, adjuntas e co-
adjuntas no caso a` direita similares ao caso a` esquerda com algumas modificac¸o˜es necessa´rias
que sa˜o imediatas dentro do contexto.
1.1.7 Co-mo´dulos
Nesta sec¸a˜o, dualizaremos o conceito de mo´dulo para co-mo´dulo invertendo as flechas nos dia-
gramas comutativos assim como fizemos para co-a´lgebras. A definic¸a˜o de co-mo´dulo e´ o ponto
de partida do estudo de geometria na˜o-comutativa do ponto de vista de grupos quaˆnticos.
Ao inve´s de termos um grupo agindo em um espac¸o, teremos uma a´lgebra de Hopf, que fara´
o papel do grupo, co-agindo em uma a´lgebra, que representa o espac¸o. O fato de quere-
mos trabalhar com essa dualizac¸a˜o por trocas de flechas, vem do fato que a equivaleˆncia de
categorias entre uma sub-categoria dos espac¸o topolo´gicos e uma sub-categoria das a´lgebras
dada pelo teorema de Gelfand-Naimark vem de um funtor contravariante.
Manteremos a notac¸a˜o da sec¸a˜o anterior em que H representa uma bi-a´lgebra e V um
espac¸o vetorial.
Definic¸a˜o 1.1.50 Dizemos que o par (V,∆R) onde ∆R : V → V ⊗H e´ um H-co-mo´dulo a`
direita se sa˜o satisfeitas
1. (id⊗∆)∆R = (∆R ⊗ id)∆,
2. (id⊗ ²)∆R = id.
Chamamos a aplicac¸a˜o ∆R de co-ac¸a˜o a` direita e denotaremos por ∆R(v) = v(0) ⊗ v(1).
Se (W,∆′R) e´ outro co-mo´dulo, dizemos que uma tranformac¸a˜o linear T : V → W e´ um
morfismo de co-mo´dulos se ∆′RT = (T ⊗ id)∆R. Definimos uma estrutura de H-co-mo´dulo
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no produto tensorial por ∆R : V ⊗W → V ⊗W⊗H dada por ∆R(v⊗w) = v(0)⊗w(0)⊗v(1)w(1),
ie, ∆R = (id⊗ id⊗ µ)τ23(∆R ⊗∆′R).
Para uma formalizac¸a˜o da notac¸a˜o de Sweedler para a co-ac¸a˜o ver a sec¸a˜o 2 do apeˆndice
B. Temos uma estrutura natural de co-mo´dulo no corpo K definindo ∆R : K → K ⊗H por
∆R(λ) = λ⊗ 1.
Definic¸a˜o 1.1.51 Se V e´ uma a´lgebra dizemos que um H-co-mo´dulo (V,∆R) e´ um H-co-
mo´dulo a´lgebra a` direita se o produto e a unidade sa˜o morfismos de H-co-mo´dulos, ou seja,
(v1v2)(0) ⊗ (v1v2)(1) = v(0)1 v(0)2 ⊗ v(1)1 v(1)2 e (1V )(0) ⊗ (1V )(1) = 1V ⊗ 1H . Neste caso tambe´m
dizemos que (V,∆R) e´ um espac¸o quaˆntico a` direita.
A nomenclatura de espac¸o quaˆntico vem de pensarmos em V como sendo a a´lgebra de
func¸o˜es cont´ınuas (diferencia´veis) de um espac¸o topolo´gico compacto X (de uma variedade
compacta) no esp´ırito do teorema de Gelfand-Naimark, e co-ac¸a˜o H como sendo dual a uma
ac¸a˜o de um grupo em X.
Exemplo 1.1.52 (Co-ac¸a˜o regular a` esquerda) O co-produto ∆ : H ⊗ H → H faz de
H um H-co-mo´dulo a´lgebra a` direita. As propriedades de co-mo´dulo sa˜o as propriedades do
co-produto. E o fato de ser co-mo´dulo a´lgebra vem do fato do co-produto ser morfismo de
a´lgebras.
No pro´ximo exemplo, constru´ıremos uma co-ac¸a˜o no quociente de uma a´lgebra livre.
Ter´ıamos que mostrar que se as propriedades de co-ac¸a˜o sa˜o satisfeitas nos geradores no caso
em que V e´ uma a´lgebra, enta˜o elas valem em todo V . A demonstrac¸a˜o e´ feita da mesma
forma que o caso do co-produto e ant´ıpoda ja´ apresentados e na˜o sera´ feito aqui.
Exemplo 1.1.53 Sejam H = C(SL(2)) e V = C[x1, x2]. Defina ∆R : V → V ⊗ H por
∆R(xi) =
∑2
j=1 xj⊗ tj i, enta˜o como H e´ uma a´lgebra comutativa temos que ∆R esta´ de fato
bem definida. Neste caso, temos que V e´ um H-espac¸o quaˆntico a` direita. De fato,
(id⊗∆)∆R(xi) = (id⊗∆)
 2∑
j=1
xj ⊗ tj i
 = 2∑
k=1
2∑
j=1
xj ⊗ tjk ⊗ tki =
= (∆R ⊗ id)
(
2∑
k=1
xk ⊗ tki
)
= (∆R ⊗ id)∆R(xi),
(id⊗ ²)∆R(xi) = (id⊗ ²)
 2∑
j=1
xj ⊗ tj i
 = 2∑
j=1
xjδji = xi,
e o fato da multiplicac¸a˜o e unidade serem morfismos de H-co-mo´dulos vem da construc¸a˜o.
Note que podemos pensar que V e´ a´lgebra de coordenadadas de C2, e pensando num vetor
como uma matriz linha e numa tranformac¸a˜o linear como produto de matrizes a` direita,
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temos que esta co-ac¸a˜o nada mais e´ que a dualizac¸a˜o da ac¸a˜o de SL(2) em C2. Na pro´xima
sec¸a˜o iremos generalizar este exemplo para um caso mais geral, o qual sera´ de fundamental
importaˆncia no decorrer do trabalho.
Definic¸a˜o 1.1.54 Seja (V,∆R) um H-co-mo´dulo a` direita, dizemos que um elemento v e´
invariante a` direita se ∆R(v) = v ⊗ 1. Denotaremos os elementos invariantes de V pela
co-ac¸a˜o por V H .
Note que se (V,∆R) um H-co-mo´dulo a´lgebra, enta˜o V H e´ uma sub-a´lgebra de V , de
fato se ∆R(v) = v ⊗ 1 e ∆R(w) = w ⊗ 1, enta˜o ∆R(vw) = v(0)w(0) ⊗ v(1)w(1) = vw ⊗ 1.
Lema 1.1.55 Sejam (V,∆R) um H-co-mo´dulo e W um espac¸o vetorial se x =
∑
vi ⊗wi ∈
V ⊗W e´ tal que (∆R ⊗ id)(x) =
∑
vi ⊗ 1⊗ wi enta˜o podemos reescrever x =
∑
v′j ⊗ w′j de
forma que v′j ∈ V H para todo j.
Demonstrac¸a˜o. Seja {fj}j uma base do espac¸o gerado pelos wi. Escrevendo wi =
∑
j λijfj ,
enta˜o x =
∑
v′j⊗fj onde v′j =
∑
i λijvi. Note que (∆R⊗id)(x) =
∑
v′j⊗1⊗fj , mas tambe´m
(∆R⊗ id)(x) =
∑
∆R(v′j)⊗fj . Como {fj}j e´ LI, temos que ∆R(v′j) = v′j⊗1 para todo j.
Podemos generalizar facilmente este resultado no caso de trabalharmos comW1⊗V ⊗W2 e
estivermos aplicando id⊗∆R⊗id. Tambe´m, se (V,∆R) umH-co-mo´dulo a´lgebra e denotando
B = V H , temos que V ⊗ H e´ B-bimo´dulo fazendo b1(v ⊗ h)b2 = (b1vb2) ⊗ h e neste caso
∆R e´ um morfismo de B-bimo´dulos vendo B como anel. Enta˜o o resultado se estende para
W1⊗BV ⊗BW2 ondeW1 e´ um B-mo´dulo a` direita eW2 e´ um B-mo´dulo a` esquerda. Podemos
utilizar a mesma demonstrac¸a˜o do lema neste caso pois a proposic¸a˜o A.2.3 que se refere a`
base do produto tensorial e suas consequ¨eˆncias continuam valendo neste caso, trocando ⊗
por ⊗B.
Definic¸a˜o 1.1.56 Seja (V,∆R) um H-co-mo´dulo a` direita tal que V seja uma co-a´lgebra.
Dizemos que (V,∆R) e´ um H-co-mo´dulo co-a´lgebra se o co-produto e a co-unidade de V
forem morfismos de co-mo´dulos, ou seja,
(
v(0)
)
(1)
⊗ (v(0))
(2)
⊗ v(1) = (v(1))(0) ⊗ (v(2))(1) ⊗(
v(1)
)(1) (
v(2)
)(2) e ²V (v(0))v(1) = ²(v)1H .
Exemplo 1.1.57 (Co-ac¸a˜o adjunta a` direita) Suponha H a´lgebra de Hopf e defina AdR :
H → H ⊗H por AdR(h) = h(2) ⊗ S(h(1))h(3) enta˜o H com esta co-ac¸a˜o e´ um H-co-mo´dulo
co-a´lgebra. De fato
(AdR ⊗ id)AdR(h) = AdR(h(2))⊗ S(h(1))h(3) = h(3) ⊗ S(h(2))h(4) ⊗ S(h(1))h(5) =
= h(2) ⊗ S(h(1))(1)h(3) ⊗ S(h(1))(2)h(4) = h(2) ⊗∆(S(h(1))h(3)) = (id⊗∆)AdR,
(id⊗ ²)AdR(h) = h(2)²(S(h(1)h(3)) = ²(h(1))h(2)²(h(3)) = h,
(∆⊗ id)AdR(h) = h(2) ⊗ h(3) ⊗ S(h(1))h(4) = h(2) ⊗ h(4) ⊗ S(h(1))²(h(3))h(5) =
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= h(2) ⊗ h(5) ⊗ S(h(1))h(3)S(h(4))h(6) = (id⊗ id⊗ µ)τ23(AdR ⊗AdR)∆(h),
(²⊗ id)AdR(h) = ²(h(2))S(h(1))h(3) = S(h(1))h(2) = ²(h)1.
Tal co-ac¸a˜o nos sera´ importante nos pro´ximos cap´ıtulos, pore´m na˜o estaremos interessados
de fato que esta co-ac¸a˜o e´ compat´ıvel com a estrutura de co-a´lgebra de H.
Assim como para ac¸o˜es, embora tenhamos trabalhado com co-mo´dulos a` direita, podemos
trabalhar tambe´m com co-mo´dulos a` esquerda fazendo as modificac¸o˜es necessa´rias. Em
particular a notac¸a˜o para uma co-ac¸a˜o a` esquerda sera´ de ∆L(v) = v(−1) ⊗ v(0) e a co-ac¸a˜o
adjunta a` esquerda e´ dada por AdL(h) = h(1)S(h(3))⊗ h(2).
Proposic¸a˜o 1.1.58 Suponha que H e´ a´lgebra de Hopf e que V seja um H-co-mo´dulo a`
esquerda com co-ac¸a˜o dada por ∆L : V → H ⊗V , enta˜o a aplicac¸a˜o linear ∆R : V → V ⊗H
dada por ∆R = (id⊗ S)τ∆L e´ uma co-ac¸a˜o a` direita em V . Reciprocamente, se a ant´ıpoda
S e´ invers´ıvel, dado (V,∆R) um H-co-mo´dulo a` direita, a aplicac¸a˜o linear (S−1 ⊗ id)τ∆R e´
uma co-ac¸a˜o a` esquerda.
Demonstrac¸a˜o. Em termos da notac¸a˜o de Sweedler, temos ∆L(v) = v(−1)⊗v(0) e ∆R(v) =
v(0) ⊗ S(v(−1)).Segue que
(id⊗ ²)∆R(v) = v(0)²(S(v(−1)) = ²(v(−1))v(0) = v;
(id⊗∆)∆R(v) = v(0) ⊗ S(v(−1))(1) ⊗ S(v(−1))(2) = v(0) ⊗ S(v(−1))⊗ S(v(−2)) =
= (∆R ⊗ id)(v(0) ⊗ S(v(−1))) = (∆R ⊗ id)∆R(v)
como quer´ıamos. Ana´logo para a rec´ıproca.
Proposic¸a˜o 1.1.59 Sejam H a´lgebra de Hopf, (V,∆R) um H-co-mo´dulo a` direita de di-
mensa˜o finita e {ei}ni=1 base de V . Considere os elementos {uij}ni,j=1 de H tais que ∆R(ei) =∑
j ej ⊗ uj i. Se {xi}ni=1 e´ a base dual a {ei} para V ∗ e H tem ant´ıpoda invers´ıvel, enta˜o
∆∗R : V
∗ → V ∗ ⊗ H dada por ∆∗R(xi) =
∑
j x
j ⊗ S−1(uij) e´ uma co-ac¸a˜o a` direita. Neste
caso a aplicac¸a˜o de avaliac¸a˜o av : V ⊗ V ∗ → K dada por av(v ⊗ f) = f(v) e´ um morfismo
de H-co-mo´dulos a` direita.
Demonstrac¸a˜o. Note que do fato que ∆R e´ uma co-ac¸a˜o, os elementos uij satisfazem
∆(uij) =
∑
k u
i
k ⊗ ukj e ²(uij) = δij . Agora, usando que S−1 e´ ant´ıpoda para Hop temos
que
(id⊗ ²)∆∗R(xi) =
∑
j
xj ⊗ ² (S−1(uij)) = xi
e tambe´m
(∆∗R ⊗ id)∆∗R(xi) =
∑
j,k
xk ⊗ S−1(ujk)⊗ S−1(uij) =
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= (id⊗∆)
(∑
k
xk ⊗ S−1(uik)
)
= (id⊗∆)∆∗R(xi)
como deseja´vamos.
Pela linearidade das aplicac¸o˜es em questa˜o, e´ suficiente mostrar para um monoˆmio da
forma ei ⊗ xj ∈ V ⊗ V ∗
(av ⊗ id)∆R(ei ⊗ xj) = (av ⊗ id)
∑
k,l
ek ⊗ xl ⊗ ukiS−1(uj l)
 =
=
∑
k,l
xl(ek)⊗ ukiS−1(uj l) =
∑
k
1⊗ ukiS−1(ujk) = 1⊗ ²(uj i) =
1⊗ δij = 1⊗ xj(ei) = ∆R(av(ei ⊗ xj))
como desejado.
1.1.8 ∗-A´lgebras de Hopf
Fixe K = C neste subsec¸a˜o. Recorde que uma involuc¸a˜o num espac¸o vetorial complexo V e´
uma aplicac¸a˜o ∗ : V → V que e´ conjugado linear, ie (λv1+ v2)∗ = λv∗1 + v∗2, onde denotamos
∗(v) = v∗ e tal que ∗2 = ∗. Note que se tivermos involuc¸o˜es em V e W , enta˜o temos uma
involuc¸a˜o em V ⊗W dada por (v ⊗w)∗ = v∗ ⊗w∗. Ale´m disso uma aplicac¸a˜o T : V →W e´
dita um ∗-homomorfismo se T (v∗) = T (v)∗ ∀v ∈ V .
Definic¸a˜o 1.1.60 Uma a´lgebra A com involuc¸a˜o e´ uma ∗-a´lgebra se (ab)∗ = b∗a∗ ∀a, b ∈ A.
Uma co-a´lgebra C com involuc¸a˜o e´ uma ∗-co-a´lgebra se o co-produto e a co-unidade forem
∗-homomorfismos. Uma bi-a´lgebra H com involuc¸a˜o e´ uma ∗-bi-a´lgebra se for uma ∗-a´lgebra
e uma ∗-co-a´lgebra. Finalmente, uma a´lgebra de Hopf H com involuc¸a˜o e´ uma ∗-a´lgebra de
Hopf se for uma ∗-bi-a´lgebra. Dadas duas involuco˜es ∗1e ∗2 em uma a´lgebra de Hopf H,
dizemos que ∗1e ∗2 sa˜o equivalente se existe um automorfismo de a´lgebras de Hopf T tal que
T (h∗1) = T (h)∗2.
No decorrer do texto, sempre que estivermos falando de involuc¸a˜o, fica subentendido que
o corpo em questa˜o e´ o dos nu´meros complexos. Note que em uma ∗-a´lgebra temos 1∗ = 1.
Vejamos que a ant´ıpoda tem uma certa relac¸a˜o de compatibilidade com a involuc¸a˜o no caso
de ∗-a´lgebras de Hopf.
Proposic¸a˜o 1.1.61 Seja H uma ∗-a´lgebra de Hopf, enta˜o S ◦ ∗ ◦ S ◦ ∗ = id. Neste caso
S−1 = ∗ ◦ S ◦ ∗.
Demonstrac¸a˜o. Pela proposic¸a˜o 1.1.34 e´ suficiente mostrar que ∗ ◦S ◦ ∗ = Sop. Temos que
para h ∈ H
h(2) (∗ ◦ S ◦ ∗) (h(1)) = (S(h∗(1))h∗(2))∗ = (²(h∗)1)∗ = ²(h)
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(∗ ◦ S ◦ ∗)(h(2))h(1) =
(
h∗(1)S(h
∗
(2)
)
)∗ = (²(h∗)1)∗ = ²(h)
como desejado.
Proposic¸a˜o 1.1.62 Seja H uma ∗-a´lgebra de Hopf, enta˜o H◦ tambe´m e´ uma ∗-a´lgebra de
Hopf com f∗(h) = f(S(h)∗).
Demonstrac¸a˜o. E´ claro que f∗ e´ um funcional linear. Se ∆(f) =
∑n
i=1 fi ⊗ gi enta˜o
f∗(hg) = f(S(hg)∗) = f(S(h)∗S(g)∗) =
n∑
i=1
fi(S(h)∗)gi(S(g)∗) =
n∑
i=1
f∗i (h)g
∗
i (g)
donde f∗ ∈ H◦ e ∆(f∗) = ∆(f)∗. Tambe´m ²(f∗) = f∗(1) = f(S(1)∗) = f(1) = ²(f) e
(f∗)∗(h) = f∗(S(h)∗) = f(S(S(h)∗)∗) = f(h).
E´ claro que ∗ e´ conjugado linear. Finalmente
(f∗g)∗(h) = (f ∗ g)(S(h)∗) = f((S(h)∗)(1))g((S(h)∗)(2)) = f(S(h(2))∗)g(S(h(1))∗) = (g∗∗f∗)(h)
terminando a demonstrac¸a˜o.
Dadas duas ∗-a´lgebras de Hopf A e H, e um par dual 〈, 〉 : H × A → C entre elas,
em vista da u´ltima proposic¸a˜o, diremos que este par e´ um par de ∗-a´lgebras de Hopf se
〈h∗, a〉 = 〈h, S(a)∗〉 e 〈h, a∗〉 = 〈S(h)∗, a〉. De fato, precisamos impor apenas uma das
igualdades. Digamos que tenhamos apenas a primeira, enta˜o
〈h, a∗〉 = 〈(h∗)∗, a∗〉 = 〈h∗, S(a∗)∗〉 = 〈h∗, S−1(a)〉 = 〈S−1(h∗), a〉 = 〈S(h)∗, a〉.
Dado V um espac¸o vetorial complexo, defina V como sendo o espac¸o vetorial que coincide
com V como conjuntos e com multiplicac¸a˜o por escalares dada por λ · v = λv. Como
a involuc¸a˜o em uma a´lgebra A e´ um anti-homomorfismo de a´lgebras entre A e Aop, para
construir uma involuc¸a˜o numa a´lgebra livre, basta definir a involuc¸a˜o nos geradores. E para
um quociente de uma a´lgebra livre, temos que verificar ainda que o ideal pelo qual a a´lgebra
livre e´ quocientado e´ invariante pela involuc¸a˜o.
Exemplo 1.1.63 (Formas reais de a´lgebras de Lie complexas) Dado V um espac¸o ve-
torial complexo, o seu realificado V R e´ o espac¸o vetorial real obtido ao restringirmos o produto
por escalares em V para R. Seja g uma a´lgebra de Lie complexa dizemos que uma sub-a´lgebra
de Lie real g0 de gR e´ uma forma real de g se g0 e´ o conjunto dos pontos fixos de alguma
involuc¸a˜o ∗0 satisfazendo [X,Y ]∗0 = [X∗0 , Y ∗0 ] ∀X,Y ∈ g, ou equivalentemente, podemos
escrever g = g0 ⊕ ig0. Dada uma forma real em g, podemos definir uma nova involuc¸a˜o ∗
em g por (x+ iy)∗ = −x+ iy para x, y ∈ g0. Neste caso vale [X∗, Y ∗] = [Y,X]∗ ∀X,Y ∈ g
donde podemos definir uma involuc¸a˜o em U(g) utilizando a propriedade universal da a´lgebra
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envolvente com a aplicac¸a˜o ∗ : g→U(g)op. E´ fa´cil ver que neste caso U(g) torna-se uma
∗-a´lgebra de Hopf.
Exemplo 1.1.64 Em C(SL(2)) podemos definir uma involuc¸a˜o por t∗ij = tij. Neste caso
denotamos esta a´lgebra por C(SL(2,R)). Podemos definir uma outra involuc¸a˜o em C(SL(2))
por
(
tij
)∗ = S(tj i), ou seja, (t11)∗ = t22, (t12)∗ = −t12, (t21)∗ = −t21 e (t22)∗ = t11. Com
esta involuc¸a˜o temos que
∆(tij)∗ =
2∑
k=1
S(tki)⊗ S(tjk) = ∆(S(tj i)) = ∆(
(
tij
)∗)
e ²(
(
tij
)∗) = ²(S(tj i)) = ²(tj i) = δij = ²(tij). Neste caso denotamos a ∗-a´lgebra de Hopf por
C(SU(2)).
Definic¸a˜o 1.1.65 Sejam H uma ∗-a´lgebra de Hopf e (V,∆R) um espac¸o quaˆntico a` direita
sobre H. Dizemos que (V,∆R, ∗) e´ um ∗-espac¸o quaˆntico a` direita sobre H, se ∗ e´ um
involuc¸a˜o sobre V tal que ∆R e´ um ∗-homomorfismo.
Exemplo 1.1.66 Seja V = C[x1, x2] a a´lgebra polinomial em duas varia´veis. Ja´ vimos que
V e´ um C(SL(2))-espac¸o quaˆntico a` direita com ∆R(xi) =
∑2
j=1 xj ⊗ tj i. Definindo uma
involuc¸a˜o em V por x∗1 = x1 e x∗2 = x2, temos que V e´ um ∗-espac¸o quaˆntico a` direita sobre
C(SL(2,R)).
1.2 A construc¸a˜o FRT
Nesta sec¸a˜o, iremos mostrar a construc¸a˜o feita por Faddeev, Reshetikhin e Takhtajan [18]
para achar deformac¸o˜es de grupos de Lie. Mas antes, precisamos do conceito de estrutura
quasitriangular e co-quasitriangular. Seguiremos a exposic¸a˜o de [27].
1.2.1 Estruturas quasitriangular e co-quasitriangular
Estamos interessados em estudar a´lgebras de Hopf que na˜o sa˜o necessariamente co-comutativas
mas de forma que τ ◦∆ e´ dado por uma conjugac¸a˜o de um elemento invers´ıvel.
Definic¸a˜o 1.2.1 Uma bi-a´lgebra H e´ dita ser quasitriangular se existe um elemento in-
vers´ıvel R ∈ H ⊗H tal que:
1. τ ◦∆(h) = R∆(h)R−1 ∀h ∈ H;
2. (∆⊗ id)(R) = R13R23;
3. (id⊗∆)(R) = R13R12;
onde se R =
∑
i ai⊗bi enta˜o R13 =
∑
i ai⊗1⊗bi, R12 =
∑
i ai⊗bi⊗1 e R23 =
∑
i 1⊗ai⊗bi.
Tal elemento R chama-se matriz R universal, matriz R ou matriz universal.
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Proposic¸a˜o 1.2.2 Seja H uma a´lgebra de Hopf quasitriangular com matriz universal R.
Enta˜o sa˜o va´lidas as seguintes relac¸o˜es
1. (²⊗ id)R = (id⊗ ²)R = 1;
2. (S ⊗ id)R = R−1;
3. (id⊗ S)R−1 = R;
4. (S ⊗ S)R = R;
5. R12R13R23 = R23R13R12 (Equac¸a˜o de Yang-Baxter).
Demonstrac¸a˜o. 1. Aplicando (²⊗ id⊗ id) em ambos os lados da igualdade 2 da definic¸a˜o
1.2.1 temos de um lado
(²⊗ id⊗ id)(∆⊗ id)R = (id⊗ id)R = R
e por outro lado, escrevendo R =
∑
i ai ⊗ bi
(²⊗ id⊗ id)(R13R23) =
∑
i,j
²(ai)aj ⊗ bibj = (²⊗ id)(R).R
e como R e´ invers´ıvel, multiplicando por R−1 pela direita temos (²⊗ id)R = 1. Ana´logo para
a outra igualdade.
2. Basta aplicar (µ⊗ id)(S ⊗ id⊗ id) na igualdade 2 da definic¸a˜o 1.2.1 e proceder como
no caso anterior.
3. Temos que
1⊗ 1⊗ 1 = (id⊗∆)(1⊗ 1) = (id⊗∆)(R.R−1) =
= (id⊗∆)(R)(id⊗∆)(R−1) = R13R12(id⊗∆)(R−1)
donde (id⊗∆)(R−1) = (R12)−1(R13)−1. Analogamente temos (∆⊗id)(R−1) = (R23)−1(R13)−1.
Observando que (R−1)ij = (Rij)−1 para 1 ≤ i < j ≤ 3, chegamos que R−1 e´ uma matriz
universal para a bi-a´lgebra Hcop. Portanto, escrevendo R−1 =
∑
l cl⊗dl e utilizando 1 temos
1 = (id⊗²)R−1 = (id⊗µ)(id⊗id⊗S)(id⊗∆)R−1 = (id⊗µ)(id⊗id⊗S)((R−1)12(R−1)13) =
= (id⊗ µ)
∑
k,l
ckcl ⊗ dk ⊗ S(dl)
 = R−1.(id⊗ S)(R−1)
donde segue que (id⊗ S)R−1 = R.
4. Aplicando 2 e 3 temos (S ⊗ S)R = (id⊗ S)(S ⊗ id)R = (id⊗ S)R−1 = R.
5. Utilizando as propriedade da matriz R temos:
R12R13R23 = R12(∆⊗ id)R = (τ ◦∆⊗ id)(R).R12 = (τ ⊗ id)(∆⊗ id)(R).R12 =
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= (τ ⊗ id)(R13R23).R12 = R23R13R12
onde na segunda igualdade utilizamos a propriedade 1 de 1.2.1 em R12 = R⊗ 1.
Lembre-se que se uma a´lgebra de Hopf e´ co-comutativa enta˜o S2 = id conforme a
proposic¸a˜o 1.1.33. No caso de uma a´lgebra de Hopf quasitriangular este fato so´ e´ verdade se
1⊗1 for uma matriz universal, no entanto, podemos que mostrar que S2 e´ um automorfismo
interno de H. Em particular teremos que a ant´ıpoda sera´ invers´ıvel e portanto, quando
supusermos em algumas partes do pro´ximo cap´ıtulo que a ant´ıpoda e´ invers´ıvel, estaremos
trabalhando com uma classe muito grande de exemplos interessantes.
Proposic¸a˜o 1.2.3 Seja H uma a´lgebra de Hopf quasitriangular com matriz universal R.
Enta˜o u := µ(S ⊗ id)τ(R) tem inversa dada por u−1 = µ(id ⊗ S2)τ(R). Temos ainda que
uS(u) = S(u)u e´ um elemento central e sa˜o va´lidas as igualdades
S2(h) = uhu−1 e S−1(h) = u−1hu
para h ∈ H.
Demonstrac¸a˜o. Denote R por R =
∑
i ai ⊗ bi, enta˜o u =
∑
i S(bi)ai. Primeiro, vejamos
que S2(h)u = uh. Utilizando a primeira propriedade da matriz universal obtemos R12(∆⊗
id)∆(h) = (τ ◦∆⊗ id)∆(h)R12 o que pode ser reescrito como:∑
i
aih(1) ⊗ bih(2) ⊗ h(3) =
∑
i
h(2)ai ⊗ h(1)bi ⊗ h(3).
Aplicando id ⊗ S ⊗ S2 em ambos os lados da igualdade e multiplicando na ordem inversa
obtemos de um lado∑
i
S2(h(3))S(bih(2))aih(1) =
∑
i
S(h(2)S(h(3)))S(bi)aih(1) =
=
∑
i
S(²(h(2))1)S(bi)aih(1) = uh
e por outro lado∑
i
S2(h(3))S(h(1)bi)h(2)ai =
∑
i
S2(h(2))S(bi)²(h(1))ai = S
2(h)u
donde S2(h)u = uh ∀h ∈ H. Seja v = µ(id⊗ S2)τ(R) =∑i biS2(ai) e vejamos que de fato
v = u−1. Escreva R−1 =
∑
cj ⊗ dj . Utilizando as relac¸o˜es (S⊗S)R = R e (S⊗ id)R = R−1
da proposic¸a˜o anterior temos
vu =
∑
i
biS
2(ai)u =
∑
i
biuai =
∑
i,k
biS(bk)akai =
∑
i,k
S(bi)S(bk)akS(ai) =
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=
∑
j,k
S(dj)S(bk)akcj =
∑
j,k
S(bkdj)akcj = 1
onde usamos que
∆(1) = 1⊗ 1 = RR−1 =
∑
j,k
akcj ⊗ bkdj .
Similarmente
uv =
∑
i
ubiS
2(ai) =
∑
i
S2(bi)uS2(ai) =
∑
i
S(bi)uS(ai) =
∑
i
biuai = 1.
Segue que S2(h) = uhu−1.
Agora, note que para h ∈ H, temos
h = u−1uhu−1u = S2(u−1)S2(h)S2(u) = S2(u−1hu)
donde H = S(H). Portanto para mostrarmos que S(u)u e´ central, e´ suficiente mostrar
que ele comuta com elementos da forma S(h). Aplicando S na igualdade S2(h)u = uh
temos S(u)S3(h) = S(h)S(u) donde S(u)uS(h)u−1 = S(h)S(u) e portanto S(u)uS(h) =
S(h)S(u)u. Utilizando o fato de S(u)u ser central com u, obtemos uS(u)u = S(u)uu o que
implica que S(u)u = uS(u).
Finalmente, defina T : H → H por T (h) = u−1S(h)u e vejamos que T = S−1, de fato
ST (h) = S(u−1S(h)u) = S(u)S2(h)S(u−1) = S(u)uhu−1S(u−1) = hu−1S(u−1)S(u)u = h
TS(h) = u−1S2(h)u = u−1uhu−1u = h
concluindo a proposic¸a˜o.
Vamos agora dualizar a noc¸a˜o de estrutura quasitriangular. Mas antes precisamos de um
lema para justificar a notac¸a˜o.
Lema 1.2.4 Seja H uma a´lgebra de Hopf e veja H ′ como uma a´lgebra de acordo com o
corola´rio 1.1.20. Enta˜o H ′ age em Lin(H,H) a` direita e a` esquerda por T ∗ f = (T ⊗ f) ◦∆
e f ∗ T = (f ⊗ T ) ◦∆ respectivamente.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ ana´loga a` da proposic¸a˜o 1.1.19, lembrando que a unidade
da a´lgebra H ′ e´ exatamente a co-unidade.
Definic¸a˜o 1.2.5 Dizemos que uma bi-a´lgebra H e´ co-quasitriangular (ou quasitriangular
dual) se existe uma aplicac¸a˜o linear r : H ⊗H → K invers´ıvel por convoluc¸a˜o, com inversa
denotada por r¯ tal que para a, b, c ∈ H:
1. µ ◦ τ = r ∗ µ ∗ r¯, ie, ba = r(a(1) ⊗ b(1))a(2)b(2)r¯(a(3) ⊗ b(3));
2. r(µ⊗ id) = r13 ∗ r23, ie, r(ab⊗ c) = r(a⊗ c(1))r(b⊗ c(2));
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3. r(id⊗ µ) = r13 ∗ r12, ie, r(a⊗ bc) = r(a(1) ⊗ c)r(a(2) ⊗ b);
onde r12(a⊗b⊗c) = r(a⊗b)²(c), r13(a⊗b⊗c) = r(a⊗c)²(b) e r23(a⊗b⊗c) = r(b⊗c)²(a).
A aplicac¸a˜o r e´ chamada de forma r universal, forma r ou forma universal.
Na˜o e´ dif´ıcil verificar que se H e K sa˜o duas bi-a´lgebras com um par dual e se K e´
quasitriangular com matriz universal R enta˜o H e´ co-quasitriangular com forma universal
dada por r(a⊗ b) = 〈a⊗ b,R〉.
Proposic¸a˜o 1.2.6 Seja H uma a´lgebra de Hopf co-quasitriangular com forma universal r,
enta˜o para a, b ∈ H sa˜o va´lidas:
1. r(1⊗ a) = r(a⊗ 1) = ²(a);
2. r(S(a)⊗ b) = r¯(a⊗ b);
3. r(S(a)⊗ S(b)) = r(a⊗ b);
4. r¯(a⊗ S(b)) = r(a⊗ b);
5. r12 ∗ r13 ∗ r23 = r23 ∗ r13 ∗ r12.
Demonstrac¸a˜o. 1. Utilizando a inversa de convoluc¸a˜o de r e o item 2 da definic¸a˜o de
co-quasitriangular temos
r(1⊗a) = ²(a(1))r(1⊗a(2)) = r¯(1⊗a(1))r(1⊗a(2))r(1⊗a(3)) = r¯(1⊗a(1))r(1.1⊗a(2)) = ²(a)
e ana´logo para o outro lado.
2. Temos que
r(S(a(1))⊗ b(1))r(a(2) ⊗ b(2)) = r(S(a(1))a(2) ⊗ b) = ²(a)r(1⊗ b) = (²⊗ ²)(a⊗ b)
ou seja r(S(a)⊗ b) e´ o inverso de convoluc¸a˜o de r. Pela unicidade da inversa temos r(S(a)⊗
b) = r¯(a⊗ b).
3. Temos que
r(S(a(1))⊗ S(b(1)))r¯(a(2) ⊗ b(2)) = r(S(a(1))⊗ S(b(1)))r(S(a(2))⊗ b(2)) =
= r(S(a)⊗ S(b(1))b(2)) = r(S(a)⊗ 1)²(b) = (²⊗ ²)(a⊗ b)
e novamente pela unicidade da inversa temos r(S(a)⊗ S(b)) = r(a⊗ b).
4. Segue imediato de 2 e 3.
5. Podemos reescrever o item 1 da definic¸a˜o de co-quasitriangular por µ ◦ τ ∗ r = r ∗ µ,
ou aplicando num elemento a ⊗ b, temos b(1)a(1)r(a(2) ⊗ b(2)) = r(a(1) ⊗ b(1))a(2)b(2). Segue
que
r12 ∗ r13 ∗ r23(a⊗ b⊗ c) = r12(a(1) ⊗ b(1) ⊗ c(1))r13(a(2) ⊗ b(2) ⊗ c(2))r23(a(3) ⊗ b(3) ⊗ c(3)) =
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= r(a(1) ⊗ b(1))r(a(2) ⊗ c(1))r(b(2) ⊗ c(2)) = r(a(1) ⊗ b(1))r(a(2)b(2) ⊗ c) =
= r(r(a(1) ⊗ b(1))a(2)b(2) ⊗ c) = r(b(1)a(1)r(a(2) ⊗ b(2))⊗ c) =
= r(b(1)a(1) ⊗ c)r(a(2) ⊗ b(2)) = r(b(1) ⊗ c(1))r(a(1) ⊗ c(2))r(a(2) ⊗ b(2)) =
= r23 ∗ r13 ∗ r12(a⊗ b⊗ c)
como desejado.
Assim como no caso de a´lgebra de Hopf quasitriangular, a ant´ıpoda de uma a´lgebra de
Hopf co-quasitriangular tambe´m se comporta bem e em particular e´ invers´ıvel.
Proposic¸a˜o 1.2.7 Seja H uma a´lgebra de Hopf co-quasitriangular com forma universal r.
Defina funcionais lineares f e f¯ em H por f(a) = r(a(1) ⊗ S(a(2))) e f¯ = r¯(S(a(1)) ⊗ a(2))
para a ∈ H, enta˜o f ∗ f¯ = f¯ ∗ f = ² em H ′. Ale´m disso a ant´ıpoda de H e´ invers´ıvel e
satisfaz S2(a) = (f¯ ∗ id ∗ f)(a) e S−1(a) = (f ∗ S ∗ f¯)(a).
Demonstrac¸a˜o. Utilizando o item 1 da definic¸a˜o 1.2.5 temos
f(a)1 = r(a(1) ⊗ S(a(2)))1 = r(a(1) ⊗ S(a(4)))a(2)S(a(3)) =
= S(a(4))a(1)r(a(2) ⊗ S(a(3))) = S(a(3))a(1)f(a(2)).
Segue que
f(a(1))S
2(a(2)) = S
2(a(4))S(a(3))a(1)f(a(2)) = S(a(3)S(a(4)))a(1)f(a(2)) = a(1)f(a(2)). (1.6)
Desta igualdade e das relac¸o˜es da proposic¸a˜o anterior, temos
(f¯ ∗f)(a) = r¯(S(a(1))⊗a(2))f(a(3)) = r¯(S(a(1))⊗a(2)f(a(3))) = r¯(S(a(1))⊗f(a(2))S2(a(3))) =
= r(S(a(1))⊗ S(a(3)))f(a(2)) = r(a(1) ⊗ a(3))f(a(2)) = r(a(1) ⊗ a(4))r(a(2) ⊗ S(a(3))) =
= r(a(1) ⊗ S(a(2))a(3)) = r(a⊗ 1) = ²(a)
e analogamente
(
f ∗ f¯) (a) = ²(a). De f¯ ∗ f = ² e (1.6) temos
f¯(a(1))a(2)f(a(3)) = f¯(a(1))f(a(2))S
2(a(3)) = S
2(a)
ou seja, S2 = f¯ ∗ id ∗ f . Esta u´ltima igualdade pode ser reescrita como S2 ∗ f¯ = f¯ ∗ id, ie,
S2(a(1))f¯(a(2)) = f¯(a(1))a(2). (1.7)
Defina agora T = f ∗ S ∗ f¯ . De (1.6) e f ∗ f¯ = ² temos
T (a(2))a(1) = f(a(2))S(a(3))f¯(a(4))a(1) = S(a(3))f¯(a(4))f(a(1))S
2(a(2)) =
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= S(S(a(2))a(3))f(a(1))f¯(a(4)) = f(a(1))f¯(a(2))1 = ²(a)1.
Analogamente usando (1.7) e f¯ ∗ f = ² mostramos que a(2)T (a(1)) = ²(a)1, ou seja, T e´
ant´ıpoda de Hop. Segue da proposic¸a˜o 1.1.34 que T = S−1.
1.2.2 A construc¸a˜o FRT da bi-a´lgebra A(R)
Nesta sub-sec¸a˜o, consideraremos K = C por simplicidade, ja´ que estamos interessados em
deformac¸o˜es da a´lgebra de func¸o˜es complexas de grupos de Lie. Utilizaremos tambe´m a
notac¸a˜o de Einstein que soma ı´ndices repetidos, um em cima e outro embaixo, por exemplo
viei :=
∑
i v
iei.
Teorema 1.2.8 Sejam V um espac¸o vetorial de dimensa˜o finita e R : V ⊗ V → V ⊗ V um
isomorfismo. Enta˜o existe uma bi-a´lgebra A(R) e uma aplicac¸a˜o ∆R : V → V ⊗ A(R) tal
que V seja A(R) co-mo´dulo a` direita e R seja morfismo de co-mo´dulos a` direita em V ⊗ V .
Ale´m disto, A(R) tem a propriedade universal que se existir A˜ bi-a´lgebra e δR : V → V ⊗ A˜
tal que V seja A˜-co-mo´dulo a` direita e R seja morfismo de A˜-co-mo´dulos, enta˜o existe u´nico
morfismo de bi-a´lgebras T : A(R)→ A˜ tal que δR = (id⊗ T )∆R.
Demonstrac¸a˜o. Seja {ei}ni=1 base de V e sejam {Rklij}ni,j,k,l=1 os coeficientes da matriz
de R na base {ei ⊗ ej}ni,j=1, ie, eles sa˜o tais que R(ei ⊗ ej) = Rklij (el ⊗ ek). Considere a
a´lgebra livre gerada por {tij}ni,j=1 denotada por C{tij} e use a proposic¸a˜o 1.1.26 para criar
uma estrutura de bi-a´lgebra por ∆(tij) = tik ⊗ tkj e ²(tij) = δij . Ale´m disso, conforme
mencionada na subsec¸a˜o 1.1.7, podemos definir uma co-ac¸a˜o ∆˜R : V → V ⊗ C{tij} por
∆˜R(ei) = ek ⊗ tki. Queremos impor tambe´m que R seja morfismo de co-mo´dulos em V ⊗ V .
Assim, constru´ıremos uma nova bi-a´lgebra que permita que seja satisfeita esta condic¸a˜o.
Temos por um lado
∆˜R(R(ei ⊗ ej)) = ∆˜R(Rklijel ⊗ ek) = ep ⊗ eq ⊗ tpltqkRklij (1.8)
e pelo outro lado
(R⊗ id)∆˜R(ei ⊗ ej) = R(ek ⊗ el)⊗ tkitlj = ep ⊗ eq ⊗Rqpkl tkitlj . (1.9)
Subtaindo (1.8) de (1.9) temos
((R⊗ id)∆˜R − ∆˜R ◦R)(ei ⊗ ej) = ep ⊗ eq ⊗Rqpkl tkitlj − tpltqkRklij (1.10)
o que nos induz a definir o ideal bi-lateral de C{tij}
I =
〈
Rijklt
k
mt
l
n − tj ltikRklmn
〉
tomando o cuidado para na˜o confundir o ı´ndice n com a dimensa˜o de V . Enta˜o A(R) =
C{tij}/I e´ uma a´lgebra. Temos que mostrar tambe´m que I e´ um ideal de co-a´lgebra. Para
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o co-produto temos
∆
(
Rijklt
k
mt
l
n − tj ltikRklmn
)
= Rijklt
k
pt
l
q ⊗ tpmtqn − tjptiq ⊗ tpltqkRklmn =
= Rijklt
k
pt
l
q ⊗ tpmtqn − tj ltikRklpq ⊗ tpmtqn + tj ltik ⊗Rklpqtpmtqn − tj ltik ⊗ tlqtkpRpqmn =
=
(
Rijklt
k
pt
l
q − tj ltikRklpq
)
⊗tpmtqn+tj ltik⊗
(
Rklpqt
p
mt
q
n − tlqtkpRpqmn
)
∈ I⊗C{tij}+C{tij}⊗I
donde ∆(I) ⊆ I ⊗ C{tij}+ C{tij} ⊗ I; e para a co-unidade
²
(
Rijklt
k
mt
l
n − tj ltikRklmn
)
= Rijklδkmδln − δjlδikRklmn = Rijmn −Rijmn = 0
donde ²(I) = 0 e de fato I e´ um ideal de co-a´lgebra. Segue que A(R) e´ uma bi-a´lgebra. Na˜o
e´ dif´ıcil verificar que se definirmos ∆R : V → V ⊗A(R) por (id⊗pi)∆˜R, onde pi e´ a projec¸a˜o
canoˆnica de C{tij} em A(R), temos que V e´ um A(R)-co-mo´dulo a` direita. Ale´m disso, por
construc¸a˜o temos ∆R ◦R = (R⊗ id) ◦∆R.
Suponha, agora, dado uma bi-a´lgebra A˜ e δR : V → V ⊗ A˜ uma co-ac¸a˜o a` direita tal
que δR ◦ R = (R ⊗ id) ◦ δR. Seja {uki}ni,k=1 ⊆ A˜ o conjunto dos elementos definidos por
δR(ei) = ek ⊗ uki. Note que para que δR seja co-ac¸a˜o temos que esses elementos satisfac¸am
∆(uij) = uik ⊗ ukj e ²(uij) = δij . Defina T˜ : C{tij} → A˜ por T˜ (tij) = uij morfismo
de a´lgebras pela propriedade universal de C{tij} e mostremos que tambe´m e´ morfismo de
co-a´lgebras
∆(T˜ (tij)) = ∆(uij) = uik ⊗ ukj = (T˜ ⊗ T˜ )(tik ⊗ tkj) = (T˜ ⊗ T˜ )∆(tij)
²(T˜ (tij)) = ²(uij) = δij = ²(tij).
Por uma igualdade similar a (1.10) usando a hipo´tese δR ◦ R = (R ⊗ id) ◦ δR chegamos a
Rijklu
k
mu
l
n = uj luikRklmn donde
T˜ (Rijklt
k
mt
l
n − tj ltikRklmn) = Rijklukmuln − uj luikRklmn = 0
ie, T˜ (I) = 0 e portanto podemos bem definir T : A(R)→ A˜ por T (tij) = uij , que e´ morfismo
de bi-a´lgebras satisfazendo δR = (id ⊗ T )∆R. A unicidade esta´ garantida pelo fato que se
δR = (id⊗ T ′)∆R enta˜o T ′(tij) = uij .
Teorema 1.2.9 Nas condic¸o˜es do teorema anterior, suponha que R satisfac¸a a equac¸a˜o de
Yang-Baxter (R⊗ id)(id⊗R)(R⊗ id) = (id⊗R)(R⊗ id)(id⊗R). Enta˜o A(R) tem estrutura
co-quasitriangular definida por R.
Demonstrac¸a˜o. Primeiro definamos r˜ : C{tij}⊗C{tij} → C por r˜(1⊗tij) = r˜(tij⊗1) = δij ,
r˜(tij ⊗ tkl) = Rikjl e estendido para o produto pelas condic¸o˜es 2 e 3 de 1.2.5. Utilizando a
equac¸a˜o de Yang-Baxter para R, vamos achar uma relac¸a˜o entre os elementos da matriz
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{Rijkl}ni,j,k,l=1. Temos por um lado
(R⊗ id)(id⊗R)(R⊗ id)(ea ⊗ eb ⊗ ec) = (R⊗ id)(id⊗R)(Rpqabeq ⊗ ep ⊗ ec) =
= (R⊗ id)(RpqabRrspceq ⊗ es ⊗ er) = RpqabRrsaqRxyrp (ey ⊗ ex ⊗ er)
e por outro lado
(id⊗R)(R⊗ id)(id⊗R)(ea ⊗ eb ⊗ ec) = (id⊗R)(R⊗ id)(Rpqbc ea ⊗ eq ⊗ ep) =
= (id⊗R)(RpqbcRrsaqes ⊗ er ⊗ ep) = RpqbcRrsaqRxyrp (es ⊗ ey ⊗ ex) = RpqbcRsyaqRrxsp(ey ⊗ ex ⊗ er)
ou seja temos
RpqabR
rs
aqR
xy
rp = R
pq
bcR
sy
aqR
rx
sp (1.11)
para quaisquer a, b, c, s, x, y. Pelo lema A.2.8, para mostrarmos que r˜ desce para A(R),
temos que mostrar que r˜(I ⊗ C{tij}) = r˜(C{tij} ⊗ I) = 0. Primeiro observe que r˜(I ⊗ 1) =
r˜(1 ⊗ I) = 0 e utilizando as condic¸o˜es 2 e 3 de 1.2.5, vemos que resta-nos apenas mostrar
que r˜(Iijmn ⊗ tpq) = r˜(tpq ⊗ Iijmn) = 0 onde denotamos Iijmn = Rijkltkmtln − tj ltikRklmn. Temos
que
r˜(Rijklt
k
mt
l
n − tj ltikRklmn ⊗ tpq) = Rijklr˜(tkmtln ⊗ tpq)− r˜(tj ltik ⊗ tpq)Rklmn =
= RijklR
kp
mrR
lr
nq −RjplrRirkqRklmn = 0
onde a u´ltima igualdade sai de (1.11) reinterpretando os ı´ndices; e
r˜(tpq ⊗Rijkltkmtln − tj ltikRklmn) = Rijklr˜(tpq ⊗ tkmtln)− r˜(tpq ⊗ tj ltik)Rklmn =
= RijklR
pl
rnR
rk
qm −RpirkRrjqlRklmn = 0
onde novamente a u´ltima igualdade segue de (1.11).
Portanto temos uma aplicac¸a˜o r : A(R) ⊗ A(R) → C que satisfaz 2 e 3 de 1.2.5 por
construc¸a˜o. Temos que mostrar que r e´ invers´ıvel por convoluc¸a˜o e que satisfas a condic¸a˜o 1.
Por hipo´tese R e´ invers´ıvel e e´ fa´cil ver que R−1 satisfaz a equac¸a˜o de Yang-Baxter e portanto,
procedendo como acima, temos bem definida r¯ por r¯(tij ⊗ tkl) = (R−1)ikjl , r¯(1 ⊗ tij) =
r¯(tij ⊗ 1) = δij e estendido para o produto por 2 e 3 de 1.2.5. Temos que mostrar que r¯ de
fato e´ inversa de convoluc¸a˜o de r. Mostremos que
(r ∗ r¯)(a⊗ b) = r(a(1) ⊗ b(1))r¯(a(2) ⊗ b(2)) = ²(a)²(b) (1.12)
por induc¸a˜o nos graus dos monoˆmios a e b (aqui estamos abusando as noc¸o˜es de grau e
monoˆmio para A(R)). Se o grau de a ou b e´ zero e´ imediato, por exemplo r(a(1)⊗ 1)r¯(a(2)⊗
1) = ²(a(1))²(a(2)) = ²(a(1)²(a(2))) = ²(a). Se os graus de a e b sa˜o ambos 1 enta˜o supondo
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a = tij e b = tkl temos
(r ∗ r¯)(tij ⊗ tkl) = r(tip ⊗ tkq)r¯(tpj ⊗ tql) = Rikpq(R−1)pqjl = δijδkl = ²(tij)²(tkl).
Agora suponha que (1.12) seja va´lido para pares (a, b) onde os graus de a e b sa˜o menores
que um determinado n mostremos que vale para (a, bc) onde o grau de c tambe´m e´ menor
que n. Note que pela definic¸a˜o do co-produto podemos escolher os ”elementos”a(1) e a(2) do
co-produto com graus menores que n, de forma que temos
(r ∗ r¯)(a⊗ bc) = r(a(1) ⊗ b(1)c(1))r¯(a(2) ⊗ b(2)c(2)) =
= r(a(1) ⊗ c(1))r(a(2) ⊗ b(1))r¯(a(3) ⊗ b(2))r¯(a(4) ⊗ c(2)) =
= r(a(1) ⊗ c(1))²(a(2))²(b)r¯(a(3) ⊗ c(2)) = ²(b)r(a(1) ⊗ c(1))r¯(a(2) ⊗ c(2)) = ²(a)²(bc)
e para o par (ab, c)
(r ∗ r¯)(ab⊗ c) = r(a(1)b(1) ⊗ c(1))r¯(a(2)b(2) ⊗ c(2)) =
= r(a(1) ⊗ c(1))r(b(1) ⊗ c(2))r¯(b(2) ⊗ c(3))r¯(a(2) ⊗ c(4)) =
= r(a(1) ⊗ c(1))²(b)²(c(2))r¯(a(2) ⊗ c(3)) = ²(ab)²(c).
Analogamente mostramos que r¯ ∗ r = ²⊗ ² donde r¯ e´ o inverso de convoluc¸a˜o de r.
Resta-nos mostrar a condic¸a˜o 1 de 1.2.5, ou reescrevendo de maneira mais apropriada
r(a(1) ⊗ b(1))a(2)b(2) = b(1)a(1)r(a(2) ⊗ b(2)). (1.13)
Iremos fazer de maneira ana´loga a mostrar a inversa por convoluc¸a˜o. Para a ou b de grau
zero, (1.13) segue imediato do axioma da co-unidade. Fac¸amos agora para a = tij e b = tkl
r((tij)(1) ⊗ (tkl)(1))(tij)(2)(tkl)(2) = r(tip ⊗ tkq)tpjtql = Rikpqtpjtql = tkptiqRpqjl =
= tkptiqr(tpj ⊗ tql) = (tkl)(1)(tij)(1)r((tij)(2) ⊗ (tkl)(1)).
Finalmente suponha que (1.13) seja va´lido para pares (a, b) onde os graus de a e b sa˜o
menores que um determinado n mostremos que vale para (a, bc) onde o grau de c tambe´m e´
menor que n
r(a(1) ⊗ b(1)c(1))a(2)b(2)c(2) = r(a(1) ⊗ c(1))r(a(2) ⊗ b(1))a(3)b(2)c(2) =
= b(1)r(a(1) ⊗ c(1))a(2)c(2)r(a(3) ⊗ b(2)) = b(1)c(1)a(1)r(a(2) ⊗ c(2))r(a(3) ⊗ b(2)) =
= b(1)c(1)a(1)r(a(2) ⊗ b(2)c(2))
e ana´logo para o par (ab, c), donde segue o teorema.
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Corola´rio 1.2.10 Nas condic¸o˜es do teorema anterior, a aplicac¸a˜o ρ+ : A(R) → Mn(C)
dada por ρ+(tij)pq = r(tij ⊗ tpq) e´ uma representac¸a˜o de A(R) em Mn(C) denominada
representac¸a˜o fundamental de A(R).
Demonstrac¸a˜o. Calculemos
ρ+(tij)prρ+(tkl)rq = r(tij ⊗ tpr)r(tkl ⊗ trq) = r(tijtkl ⊗ tpq) = ρ+(tijtkl)pq
donde segue o resultado.
Exemplo 1.2.11 1. Considere os elementos Rijkl = δ
i
kδ
j
l enta˜o
R(ei ⊗ ej) = Rklijel ⊗ ek = δki δljel ⊗ ek = ej ⊗ ei
ou seja R = τ . As relac¸o˜es de A(R) dadas por Rijklt
k
mt
l
n = tj ltikRklmn sa˜o exatamente
timt
j
n = tjntim ou seja A(R) = C[tij ].
2. Sejam Rijkl = δ
i
lδ
j
k enta˜o
R(ei ⊗ ej) = Rklijel ⊗ ek = δkj δliel ⊗ ek = ei ⊗ ej
ou seja R = id e as relac¸o˜es implicam timtjn = timtjn donde A(R) = C{tij} e´ a
a´lgebra livre gerada pelos tij.
A motivac¸a˜o para a escolha das matrizes R dos pro´ximos exemplos vem do estudo das
a´lgebras de Drinfeld-Jimbo e suas representac¸o˜es, o qual na˜o faremos aqui uma vez que
foge muito do escopo deste trabalho. O determinante quaˆntico, que aparecera´ nos pro´ximos
exemplos e que nos dara´ a impressa˜o de serem definidos ad-hoc, sera´ discutido na pro´xima
sub-sec¸a˜o na˜o com todos os detalhes.
Para simplificarmos um pouco as contas a seguir defina Rˆ = τ ◦ R, ou em coeficientes,
Rˆijkl = R
ji
kl.Defina tambe´m t = (t
i
j), t1 = t ⊗ In e t2 = In ⊗ t onde In e´ matriz identidade
de dimensa˜o n. Note que podemos reescrever as relac¸o˜es da bi-a´lgebra A(R) matricialmente
por
Rt1t2 = t2t1R ou Rˆt1t2 = t1t2Rˆ (1.14)
Exemplo 1.2.12 (A´lgebra de coordenadas de Mq(N)) Fixe q 6= 0, N = dimV e seja
Rˆijkl = R
ji
kl = q
δijδjkδil+(q−q−1)δjlδikH(j−i) onde H e´ fuc¸a˜o de Heaviside dada por H(i) = 1
se i > 0 e H(i) = 0 se i ≤ 0. A bi-a´lgebra A(R) dada por esta matriz R e´ chamada de a´lgebra
de coordenadas do espac¸o matricial quaˆnticoMq(N), denotada por O(Mq(N)). Por exemplo,
para N = 2 temos
Rˆ =

q 0 0 0
0 q − q−1 1 0
0 1 0 0
0 0 0 q

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t1t2 =

t11 t
1
2 0 0
t21 t
2
2 0 0
0 0 t11 t12
0 0 t21 t22


t11 0 t12 0
0 t11 0 t12
t21 0 t22 0
0 t21 0 t22
 =

t11t
1
1 t
1
2t
1
1 t
1
1t
1
2 t
1
2t
1
2
t21t
1
1 t
2
2t
1
1 t
2
1t
1
2 t
2
2t
1
2
t11t
2
1 t
1
2t
2
1 t
1
1t
2
2 t
1
2t
2
2
t21t
2
1 t
2
2t
2
1 t
2
1t
2
2 t
2
2t
2
2

ou seja as relac¸o˜es sa˜o dadas por
q 0 0 0
0 q − q−1 1 0
0 1 0 0
0 0 0 q


t11t
1
1 t
1
2t
1
1 t
1
1t
1
2 t
1
2t
1
2
t21t
1
1 t
2
2t
1
1 t
2
1t
1
2 t
2
2t
1
2
t11t
2
1 t
1
2t
2
1 t
1
1t
2
2 t
1
2t
2
2
t21t
2
1 t
2
2t
2
1 t
2
1t
2
2 t
2
2t
2
2
 =
=

t11t
1
1 t
1
2t
1
1 t
1
1t
1
2 t
1
2t
1
2
t21t
1
1 t
2
2t
1
1 t
2
1t
1
2 t
2
2t
1
2
t11t
2
1 t
1
2t
2
1 t
1
1t
2
2 t
1
2t
2
2
t21t
2
1 t
2
2t
2
1 t
2
1t
2
2 t
2
2t
2
2


q 0 0 0
0 q − q−1 1 0
0 1 0 0
0 0 0 q

ou ainda denotando λq = q − q−1,
qt11t
1
1 qt
1
2t
1
1 qt
1
1t
1
2 qt
1
2t
1
2
λqt
2
1t
1
1 + t11t21 λqt22t11 + t12t21 λqt21t12 + t11t22 λqt22t12 + t12t22
t21t
1
1 t
2
2t
1
1 t
2
1t
1
2 t
2
2t
1
2
qt21t
2
1 qt
2
2t
2
1 qt
2
1t
2
2 qt
2
2t
2
2
 =
=

qt11t
1
1 λqt
1
2t
1
1 + t11t12 t12t11 qt12t12
qt21t
1
1 λqt
2
2t
1
1 + t21t12 t22t11 qt22t12
qt11t
2
1 λqt
1
2t
2
1 + t11t22 t12t21 qt12t22
qt21t
2
1 λqt
2
2t
2
1 + t21t22 t22t21 qt22t22

que se reduz a`s seguintes seis relac¸o˜es
t12t
1
1 = qt11t12, t21t11 = qt11t21, t12t21 = t21t12
t22t
1
2 = qt12t22, t22t21 = qt21t22, t22t11 − t11t22 = (q − q−1)t12t21.
Exemplo 1.2.13 (A´lgebra de coordenadas de SLq(2)) Da u´ltima relac¸a˜o do u´ltimo ex-
emplo temos t22t11 − qt12t21 = t11t22 − q−1t12t21. Denotaremos este elemento por Dq que e´
chamado de determinante quaˆntico para a bi-a´lgebra O(Mq(2)). Na˜o e´ dif´ıcil verificar que
∆(Dq) = Dq ⊗ Dq e ²(Dq) = 1, donde segue que I = 〈Dq − 1〉 e´ um ideal de bi-a´lgebra, de
fato para a, b ∈ O(Mq(2))
∆(a(Dq−1)b) = ∆(a)(Dq⊗Dq−1⊗1)∆(b) = ∆(a)(Dq⊗Dq−Dq⊗1+Dq⊗1−1⊗1)∆(b) =
= ∆(a)(Dq ⊗ (Dq − 1))∆(b) + ∆(a)((Dq − 1)⊗ 1)∆(b) ∈ I ⊗O(Mq(2)) +O(Mq(2))⊗ I.
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Denote o quociente por O(SLq(2)) = O(Mq(2))/I e note que podemos definir uma ant´ıpoda
no quociente por
S(t11) = t22, S(t12) = −q−1t12, S(t21) = −qt21, S(t22) = t11
por exemplo
µ(S ⊗ id)∆(t11) = S(t11)t11 + S(t12)t21 = t22t11 − q−1t12t11 = Dq = 1 = ²(t11),
ou seja O(SLq(2)) e´ uma a´lgebra de Hopf, a qual sera´ chamada de a´lgebra de coordenadas
do grupo quaˆntico SLq(2). Em alguns exemplos tambe´m iremos escrever a, b, c, d no lugar
de t11, t12, t21, t22 respectivamente.
Exemplo 1.2.14 (A´lgebra de coordenadas e Oq(N)) Fixe q 6= 0 e N = dimV . Defin-
imos i′ = N + 1 − i, os nu´meros ρi por ρi = N2 − i se i < i′ e ρi′ = −ρi se i ≥ i′, a
matriz C = (Cij) por C
i
j = δij′q
−ρi notando que ele e´ idempotente, a matriz K = (Kijkl) por
Kijkl = C
i
jC
k
l e finalmente R por
Rijkl = Rˆ
ji
kl = q
δij−δij′ δikδjl + (q − q−1)H(i− k)(δjkδil − Kjikl).
Do estudo de representac¸o˜es da a´lgebra de Drinfeld-Jimbo [27] vemos que R satisfaz a
seguinte relac¸a˜o
R = C1(Rt1)−1C−11 = C2(R
−1)t2C−12 (1.15)
onde C1 = C⊗ IN , C2 = IN ⊗C e t1, t2 representam as transpostas com respeito ao primeiro
e segundo fator tensorial respectivamente por exemplo (A ⊗ B)t1 = At ⊗ B. Aplicando t1
na relac¸a˜o Rt1t2 = t2t1R dada em (1.14) temos (tt)1Rt1t2 = t2Rt1(tt)1. Mas da primeira
igualdade de (1.15) temos Rt1 = C−11 R
−1C1 donde (tt)1C−11 R
−1C1t2 = t2C−11 R
−1C1(tt)1.
Multiplicando esta u´ltima igualdade por t1C1 pela esquerda e por C−11 t1 pela direita temos
(tCttC−1)1R−1t2t1 = t1t2R−1(CttC−1t)1
mas de (1.14) temos que R−1t2t1 = t1t2R−1. Comparando as duas u´ltimas igualdades no
sugere impor tCttC−1 = IN = CttC−1t. Por essa raza˜o heur´ıstica iremos definir o ideal
I =
〈
tCttC−1 − IN , CttC−1t− IN
〉
.
Denotaremos a a´lgebra quociente por O(Oq(N)) = A(R)/I e pode-se mostrar [ver Klymik]
que I e´ um ideal de bi-a´lgebra e O(Oq(N)) tem uma ant´ıpoda dada por S(tij) = qρj−ρitj′ i′.
Denominaremos O(Oq(N)) de a´lgebra de coordenadas do grupo quaˆntico Oq(N).
Exemplo 1.2.15 (A´lgebra de coordenadas de SOq(3)) Para N = 3 no exemplo ante-
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rior temos
C =
 0 0 q
−1/2
0 1 0
q1/2 0 0

R =

q 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 q−1 0 0 0 0 0 0
0 q − q−1 0 1 0 0 0 0 0
0 0 q−3/2 − q1/2 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 (q − q−1)(1− q−1) 0 q−3/2 − q1/2 0 q−1 0 0
0 0 0 0 0 q − q−1 0 1 0
0 0 0 0 0 0 0 0 q

.
Definimos o determinante quaˆntico por Dq = t11t22t33+(q+ q2)t12t23t31− (1+ q)t11t23t32−
q2t13t
2
2t
3
1. Novamente verifica-se que ∆(Dq) = Dq ⊗ Dq e ²(Dq) = 1 e neste caso se
definirmos J = 〈Dq − 1〉 pode-se mostrar que J e´ um ideal de Hopf de O(Oq(3)). Segue
que o quociente denotado por O(SOq(3)) = O(Oq(3))/J e´ uma a´lgebra de Hopf chamada de
a´lgebra de coordenadas do grupo quaˆntico SOq(3).
Seja p = −q1/2 e defina um morfismo de a´lgebras de Hopf pi : O(Oq(3)) → O(SLp(2))
por
(
pi
(
tij
))3
i,j=1
=

(
u11
)2 (1 + p2)1/2u12u11 (u12)2
(1 + p2)1/2u21u11 1 + (p+ p−1)u12u21 (1 + p2)1/2u22u12(
u21
)2 (1 + p2)1/2u22u21 (u22)2

onde denotamos os geradores de O(SLp(2)) por uij. Da relac¸a˜o do determinante quaˆntico
em O(SLp(2)), temos que a imagem de pi e´ exatamente a sub-a´lgebra de O(SLp(2)) gerada
pelos elementos de grau dois. Tambe´m pode-se verficar que J = kerpi, ou seja, podemos
identificar O(SOq(3)) com a sub-a´lgebra de O(SLp(2)) que acabamos de mencionar. Para
detalhes ver [27] e [38].
1.2.3 Espac¸os quaˆnticos para a bi-a´lgebra A(R)
Fixe os elementos necessa´rios para a construc¸a˜o FRT, ie, um espac¸o vetorial de dimensa˜o
finita V e R : V ⊗ V → V ⊗ V . Como na demonstrac¸a˜o do teorema 1.2.8, fixe {ei}ni=1 uma
base de V e defina os coeficientes da matriz R por R(ei ⊗ ej) = Rklij (el ⊗ ek). Como na
sub-sec¸a˜o anterior, defina Rˆ = τ ◦R, ou em termos de coeficientes Rˆijkl = Rjikl. Seja V ′ o dual
de V e considere
{
xi
}n
i=1
a base dual de {ei}ni=1, ie, xi(vjej) = vi, onde continuamos a usar
a notac¸a˜o de Einstein. Lembre que temos uma co-ac¸a˜o a` direita ∆R : V → V ⊗ A(R) dada
por ∆R(ei) = ej ⊗ tj i. Da mesma forma, podemos definir uma co-ac¸a˜o a` esquerda no dual
∆L : V ′ → A(R)⊗ V ′ por ∆L(xi) = tij ⊗ xj .
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A partir dos dados acima e de um conjunto finito de polinoˆmios em uma varia´vel
F = {f1, . . . , fr}, iremos construir espac¸os quaˆnticos (ie co-mo´dulo a´lgebras) a` esquerda
e a` direita. Para o caso a` direita considere o ideal
IR(F,R) =
〈
fa(Rˆ)
ij
kleiej | i, j, k, l = 1, . . . , n; a = 1, . . . , r
〉
da a´lgebra tensorial T (V ) que conforme mencionamos no exemplo 1.1.11 pode ser identificada
com C {ei}. Para o caso a` esquerda defina o ideal
IL(F,R) =
〈
fa(Rˆ)
ij
klx
kxl | i, j, k, l = 1, . . . , n; a = 1, . . . , r
〉
de T (V ′) = C
{
xi
}
. Definimos as a´lgebras XL(F,R) = T (V ′)/IL(F,R) e XR(F,R) =
T (V )/IR(F,R).
Proposic¸a˜o 1.2.16 Seja A uma bi-a´lgebra quociente arbitra´ria de A(R) enta˜o as a´lgebras
XL(F,R) e XR(F,R) podem ser feitas A-co-mo´dulo a` esquerda e a` direita respectivamente.
Demonstrac¸a˜o. Fac¸amos para XL(F,R) sendo o outro caso ana´logo. Continue denotando
por tij os geradores de A e defina um morfismo de a´lgebras δ˜L : C
{
xi
} → A ⊗ C{xi} por
δ˜L(xi) = tij ⊗ xj que e´ uma co-ac¸a˜o uma vez que ∆L definida no in´ıcio desta sub-sec¸a˜o
tambe´m o e´. Basta-nos mostrar que δ˜L(IL(F,R)) ⊆ A⊗IL(F,R). Note que de (1.14) temos
que g(Rˆ)ijklt
k
mt
l
n = tiktj lg(Rˆ)klmn para g polinoˆmio de uma varia´vel arbitra´rio, por exemplo
(R˜2)ijklt
k
mt
l
n = Rˆ
ij
abRˆ
ab
kl t
k
mt
l
n = Rˆ
ij
abt
a
kt
b
lRˆ
kl
mn = t
i
at
j
bRˆ
ab
kl Rˆ
kl
mn = t
i
at
j
b(R˜2)abmn.
Desta u´ltima afirmac¸a˜o temos para fa ∈ F
δ˜L
(
fa
(
Rˆ
)ij
kl
xkxl
)
= fa
(
Rˆ
)ij
kl
tkmt
l
n ⊗ xmxn = tiktj l ⊗ fa
(
Rˆ
)kl
mn
xmxn
como deseja´vamos.
Proposic¸a˜o 1.2.17 Se Rˆ e´ sime´trica, ie, Rˆijkl = Rˆ
kl
ij , enta˜o XL(F,R) ∼= XR(F,R) como
a´lgebras.
Demonstrac¸a˜o. Temos um u´nico morfismo de a´lgebras ϕ˜ : C
{
xi
}→ C {ei} tal que ϕ˜(xi) =
ei. Note que
ϕ˜
(
fa
(
Rˆ
)ij
kl
xkxl
)
= fa
(
Rˆ
)ij
kl
ekel = fa
(
Rˆ
)kl
ij
ekel
ou seja, ϕ˜ (IL(F,R)) ⊆ IR(F,R), donde esta´ bem-definido o morfismo de a´lgebras ϕ :
XL(F,R) → XR(F,R) por ϕ(xi) = ei. De maneira ana´loga constru´ımos ψ : XR(F,R) →
XL(F,R) por ψ(ei) = xi e e´ claro que ψ = ϕ−1.
No caso de Rˆ ser sime´trica, denotaremos a a´lgebra da proposic¸a˜o simplesmente por
X (F,R) e esta sera´ tanto espac¸o quaˆntico a` direita como a` esquerda.
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Exemplo 1.2.18 1. Sejam Rijkl = δikδjl e f (z) = 1− z, enta˜o Rˆijkl = δilδjk e f
(
Rˆ
)ij
kl
=
δikδjl − δilδjk. Segue que as relac¸o˜es de X (F,R) sa˜o dadas por
f
(
Rˆ
)ij
kl
xkxl = (δikδjl − δilδjk)xkxl = xixj − xjxi
ou seja X (F,R) = C [xi].
2. Sejam Rijkl = δilδjk e f (z) = 1− z, enta˜o Rˆijkl = δikδjl e f
(
Rˆ
)ij
kl
= δikδjl − δikδjl = 0,
ou seja, na˜o temos nenhuma relac¸a˜o em X (F,R) e portanto X (F,R) = C{xi}.
Exemplo 1.2.19 Considere a matriz Rˆijkl = R
ji
kl = q
δijδjkδil + (q − q−1)δjlδikH(j − i) dada
no exemplo 1.2.12, que e´ claramente sime´trica. Defina fc(z) = z − q e fe(z) = z + q−1, as
a´lgebras O(CNq ) := X (fc, R) e Λ(CNq ) := X (fe, R) sa˜o chamadas respectivamantes de a´lgebra
de coordenadas e a´lgebra exterior do espac¸o vetorial quaˆntico CNq . E´ fa´cil ver que quando
q = 1, as a´lgebras O(CN1 ) e Λ(CN1 ) sa˜o a a´lgebra de coordenadas e a a´lgebra exterior usuais
de CN .
Fac¸amos com detalhes o caso N = 2. Vamos aplicar os polinoˆmios fc e fe na matriz Rˆ
achada no exemplo 1.2.12:
fc(R˜) =

0 0 0 0
0 −q−1 1 0
0 1 −q 0
0 0 0 0

fe(Rˆ) =

q + q−1 0 0 0
0 q 1 0
0 1 q−1 0
0 0 0 q + q−1
 .
Para evitar confusa˜o, vamos denotar os geradores de O(C2q) por x1 e x2, e os geradores de
Λ(C2q) por y1 e y2. No caso da a´lgebra de coordenadas, temos que a unica relac¸a˜o que sobra
e´:
x1x2 = qx2x1
e essa a´lgebra e´ conhecida como a´lgebra de coordenadas do plano quaˆntico. Para a a´lgebra
exterior no caso q2 6= −1, temos que as relac¸o˜es sa˜o
(y1)2 = (y2)2 = 0 e y1y2 = −q−1y2y1
ou apenas a segunda relac¸a˜o no caso q2 = −1.
Exemplo 1.2.20 Considere a matriz Rijkl = Rˆ
ji
kl = q
δij−δij′ δikδjl+(q− q−1)H(i−k)(δjkδil−
Kjikl) do exemplo 1.2.14 e note que Rˆ e´ sime´trica. Defina os polinoˆmios fc(z) = z
2 − (q +
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q1−N )z+ q2−N e fe(z) = z+ q−1. As a´lgebras O(ONq ) := X (fc, R) e Λ(ONq ) := X (fe, R) sa˜o
chamadas respectivamente de a´lgebra de coordenadas e a´lgebra exterior do espac¸o euclidiano
quaˆntico ONq .
Observac¸a˜o 1.2.21 Pode-se mostrar [27] que sobre certas condic¸o˜es sobre q, a a´lgebra
Λ(CNq ) tem no ma´ximos elementos de grau N e que os elementos que possuem exatamente
grau N formam um espac¸o vetorial de dimensa˜o 1 denotado por Λ(CNq )N . Mostra-se tambe´m
que existe um u´nico elemento Dq ∈ O(Mq(N)) chamado de determinante quaˆntico de forma
que ∀ζ ∈ Λ(CNq )N vale ∆L(ζ) = Dq ⊗ ζ e ∆R(ζ) = ζ ⊗Dq. Tal elemento pode ser constru´ıdo
de forma combinato´ria usando permutac¸o˜es e produtos de tij e ele e´ utilizado na definic¸a˜o
das a´lgebras de Hopf O(GLq(N)) e O(SLq(N)). O mesmo e´ va´lido para Λ(ONq ), sendo que
o determinante quaˆntico na˜o e´ necessariamente igual e este e´ usado para definir a a´lgebra
O(SOq(N)).
Cap´ıtulo 2
Ca´lculo diferencial na˜o-comutativo
Neste cap´ıtulo iremos generalizar o espac¸o das formas para um contexto mais alge´brico, isto
e´, sem precisar falar em variedades. Seguiremos a exposic¸a˜o de [27] sendo que as segunda e
terceira sec¸o˜es foram desenvolvidas primeiramente em [42]. Na primeira sec¸a˜o, daremos as
definic¸o˜es ba´sicas acerca de ca´lculos diferenciais sobre a´lgebras e espac¸os quaˆnticos, assim
como daremos exemplos a partir da construc¸a˜o FRT feita no cap´ıtulo anterior. Na segunda
sec¸a˜o estudaremos bimo´dulos covariantes sobre a´lgebras de Hopf para ajudar o estudo de
ca´lculos sobre a´lgebras de Hopf. Um dos resultados principais dessa sec¸a˜o e´ o teorema a
respeito da estutura dos bimo´dulos covariantes. Por fim, na terceira sec¸a˜o, estudaremos
os ca´lculos sobre a´lgebras de Hopf utilizando os resultados da sec¸a˜o anterior. Entre outras
coisas, veremos que tais ca´lculos esta˜o em correspondeˆncia biun´ıvoca com ideiais a direita
de ker ².
2.1 Ca´lculo diferencial covariante sobre espac¸os quaˆnticos
2.1.1 Ca´lculo diferencial sobre a´lgebras
Fixe K um corpo de caracter´ıstica zero.
Definic¸a˜o 2.1.1 Seja A uma a´lgebra. Dizemos que o par (Γ, d) e´ um ca´lculo diferencial de
primeira ordem (c.d.p.o.) sobre A se Γ e´ um A-bimo´dulo e d : A→ Γ e´ uma transformac¸a˜o
linear satisfazendo:
1. d(xy) = x · dy + dx · y ∀x, y ∈ A (Regra de Leibniz),
2. Γ = span{x · dy · z | x, y, z ∈ A}.
Diremos que dois c.d.p.o. Γ1 e Γ2 sa˜o isomorfos se existe uma aplicac¸a˜o linear bijetora
ψ : Γ1 → Γ2 tal que ψ(x · d1y · z) = x · d2y · z ∀x, y, z ∈ A. Os elementos de Γ sa˜o chamados
de 1-formas e a aplicac¸a˜o d e´ chamada de diferenciac¸a˜o.
Notac¸a˜o 2.1.2 Em alguns casos, iremos omitir o ponto para denotar a multiplicac¸a˜o do
bimo´dulo. Neste caso dxy sempre denotara´ dx · y e na˜o d(xy).
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Note que podemos reescrever a segunda condic¸a˜o da definic¸a˜o acima por Γ = A ·dA ·A :=
span{x ·dy · z | x, y, z ∈ A}. Ale´m disso por 1 temos x ·dy · z = x · d(yz)−xy ·dz donde Γ =
A ·dA := span{x ·dy | x, y ∈ A}. Analogamente temos Γ = dA ·A := span{dx ·y | x, y ∈ A}.
Observe tambe´m que d1 = d(1.1) = 1 · d1 + d1 · 1 = d1 + d1, donde d1 = 0.
Exemplo 2.1.3 Seja M uma variedade compacta de dimensa˜o finita e A = C∞(M). Enta˜o
o espac¸o das 1-formas Ω1(M) com a aplicac¸a˜o d : A→ Ω1(M) dada pela derivac¸a˜o exterior
e´ um c.d.p.o.. Neste caso temos que x · dy = dy · x.
Note que a igualdade x · dy = dy · x em geral na˜o e´ va´lida mesmo quando a a´lgebra A e´
comutativa.
Exemplo 2.1.4 Seja A = K[x] a a´lgebra polinomial de uma varia´vel e seja Γ o A-mo´dulo
livre a` direita gerado por um u´nico elemento, o qual denotaremos por dx. Fixe um polinoˆmio
p ∈ K[x] enta˜o existe uma u´nica estrutura de bimo´dulo em Γ tal que a ac¸a˜o a` esquerda e´
dada por x · dx = dx · p estendido linearmente para A e depois para Γ. Denotemos por Γp
este bimo´dulo e defina d : A→ Γ por
d
(
k∑
n=1
anx
n
)
=
k∑
n=1
 ∑
i+j=n−1
anx
i · dx · xj

temos que d(x) = dx donde segue a segunda condic¸a˜o da definic¸a˜o de c.d.p.o.. Utilizando
essa expressa˜o e fazendo os ca´lculo verifica-se que a regra de Leibniz tambe´m e´ va´lidada,
donde (Γp,d) e´ um c.d.p.o..
Definic¸a˜o 2.1.5 Um c.d.p.o. sobre uma ∗-a´lgebra A e´ um ∗-ca´lculo de primeira ordem se
existe uma involuc¸a˜o em Γ satisfazendo (x · dy · z)∗ = z∗ · d(y∗) · x∗ ∀x, y, z ∈ A.
Proposic¸a˜o 2.1.6 Um c.d.p.o. Γ sobre uma ∗-a´lgebra A e´ um ∗-ca´lculo de primeira ordem
se e somente se
∑
xidyi = 0 implica
∑
d(y∗i )x
∗
i = 0.
Demonstrac¸a˜o. A implicac¸a˜o direta e´ imediata. Para a rec´ıproca, uma vez que Γ = A·dA, e´
suficiente definir a involuc¸a˜o em elementos da forma x·dy, o que e´ feito por (x·dy)∗ = d(y∗)x∗.
A hipo´tese da rec´ıproca e´ exatamante a`quela que precisamos para estender a involuc¸a˜o
linearmente imaginando o contra-domı´nio como Γ.
No pro´ximo exemplo iremos construir a primeira versa˜o do ca´lculo diferencial de primeira
ordem universal, do qual todo c.d.p.o. e´ um quociente. Logo em seguida veremos uma outra
forma de ver este ca´lculo quando estivermos falando de ca´lculos de ordem qualquer. Enfim,
quando trabalharmos com a´lgebra de Hopf, veremos uma terceira forma de vermos este
ca´lculo, a qual no sera´ mais apropriada para demonstrarmos os resultados. Esta u´ltima
forma, no entanto, sera´ espec´ıfica para a´lgebras de Hopf.
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Exemplo 2.1.7 Seja A uma a´lgebra e considere Ω1A := kerµ = {q ∈ A ⊗ A | µ(q) = 0},
enta˜o e´ claro que Ω1A e´ subespac¸o vetorial de A⊗A. Dando a estrutra de bimo´dulo em A⊗A
ao pensarmos A como A-bimo´dulo com a multiplicac¸a˜o µ, temos que Ω1A e´ um sub-bimo´dulo
de A⊗A. Defina uma aplicac¸a˜o linear dU : A→ Ω1A por dUa = 1⊗ a− a⊗ 1. Afirmamos
que (Ω1A,dU ) e´ um c.d.p.o. sobre A, de fato ∀a, b ∈ A
dU (ab) = 1⊗ ab− ab⊗ 1 = 1⊗ ab− a⊗ b+ a⊗ b− ab⊗ 1 = dUa · b+ a · dUb
e se a⊗ b ∈ Ω1A temos ab = 0, donde a⊗ b = a⊗ b− ab⊗ 1 = a·dUb.
Proposic¸a˜o 2.1.8 Sejam N um sub-bimo´dulo de Ω1A, Γ = Ω1A/N , pi : Ω1A → Γ a
projec¸a˜o canoˆnica e d = pi◦dU . Enta˜o (Γ, d) e´ um c.d.p.o. sobre A. Reciprocamente,
qualquer c.d.p.o. sobre A pode ser obtido deste forma.
Demonstrac¸a˜o. A primeira parte da demonstrac¸a˜o e´ trivial. Para a rec´ıproca, tome (Γ, d)
um c.d.p.o. sobre A e defina pi : Ω1A → Γ por pi (∑ni=1 ai ⊗ bi) =∑ni=1 ai · dbi. Temos que
pi e´ um morfismo de A-bimo´dulos, de fato
pi
(
c
n∑
i=1
ai ⊗ bi
)
= pi
(
n∑
i=1
cai ⊗ bi
)
=
n∑
i=1
cai · dbi = c ·
n∑
i=1
ai · dbi = c · pi
(
n∑
i=1
ai ⊗ bi
)
,
pi
((
n∑
i=1
ai ⊗ bi
)
c
)
= pi
(
n∑
i=1
ai ⊗ bic
)
=
n∑
i=1
ai · d(bic) =
=
(
n∑
i=1
aibi
)
· dc+
n∑
i=1
ai · dbi · c =
(
n∑
i=1
ai · dbi
)
· c = pi
(
n∑
i=1
ai ⊗ bi
)
· c.
Ale´m disso, pi e´ sobrejetiva pois dado
∑n
i=1 ai ·dbi ∈ Γ temos que
∑n
i=1 ai⊗bi−
∑n
i=1 aibi⊗1 ∈
Ω1A e pi (
∑n
i=1 ai ⊗ bi −
∑n
i=1 aibi ⊗ 1) =
∑n
i=1 ai · dbi−
∑n
i=1 aibi · d1 =
∑n
i=1 ai · dbi. Se
N = kerpi enta˜o pelo primeiro teorema do homomorfismo temos Γ ∼= Ω1A/N e ∀a ∈ A vale
pi(dUa) = pi(1⊗ a− a⊗ 1) = 1 · da− a · d1 = da.
Definic¸a˜o 2.1.9 Dizemos que (Γ∧, d) e´ um ca´lculo diferencial (c.d.) sobre A se Γ∧ =⊕
n∈N Γ
∧n e´ uma a´lgebra graduada com multiplicac¸a˜o denotada por ∧ e d : Γ∧ → Γ∧ e´ uma
aplicac¸a˜o de grau 1 (ie, d(Γ∧n) ⊆ Γ∧(n+1)) tais que:
1. d2 = 0,
2. d(ρ ∧ η) = dρ ∧ η + (−1)nρ ∧ dη ∀ρ ∈ Γ∧n ∀η ∈ Γ∧ (Regra de Leibniz graduada),
3. Γ∧0 = A e Γ∧n = span{x0 ∧ dx1 ∧ . . . ∧ dxn | x0, . . . , xn ∈ A} para n ≥ 1.
Se tirarmos a condic¸a˜o 3 temos a definic¸a˜o de a´lgebra graduada diferencial.
Na condic¸a˜o 3 acima, ao dizermos que Γ∧0 = A, subentende-se que o produto ∧ em Γ∧0
e´ o produto da a´lgebra. Note que por induc¸a˜o podemos mostrar que a condic¸a˜o 3 pode ser
substitu´ıda por
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3’ Γ∧0 = A e Γ∧n = A ∧ dΓ∧(n−1) para n ≥ 1.
Definic¸a˜o 2.1.10 Um ideal diferencial de um c.d. Γ∧sobre A e´ um ideal bilateral I de Γ∧
tal que
1. I∩Γ∧0 = {0},
2. dI ⊆ I,
3. I e´ gerado por elementos homogeˆneos.
Seja I um ideal diferencial de um c.d. Γ∧ e seja Γ˜∧ := Γ∧/I enta˜o Γ˜∧ continua sendo
uma a´lgebra graduada pelo lema 1.1.10. A condic¸a˜o 2 de 2.1.10 nos garante que podemos
restringir d para uma aplicac¸a˜o linear d˜ em Γ˜∧ por d˜(pi(ρ)) = pi(dρ) ∀ρ ∈ Γ∧, onde pi
e´ a projec¸a˜o no quociente. A condic¸a˜o 1 de 2.1.10 implica que Γ˜∧0 = A. E´ claro que
d˜2 = 0 e que d˜ satisfaz a regra de Leibniz graduada. Finalmente do lema 1.1.10, temos que
Γ˜∧n ∼= Γ∧n/(I ∩ Γ∧n) donde segue que (Γ˜∧, d˜) e´ um c.d., chamado de quociente de Γ∧ pelo
ideal diferencial I.
Proposic¸a˜o 2.1.11 Seja (Γ∧,d) um c.d. sobre A, enta˜o sa˜o va´lidas as seguintes relac¸o˜es
para xi ∈ A:
1. d(x0 ∧ dx1 ∧ . . . ∧ dxn) = dx0 ∧ dx1 ∧ . . . ∧ dxn
2. (x0 ∧ dx1 ∧ . . . ∧ dxn) ∧ (xn+1 ∧ dxn+2 ∧ . . . ∧ dxn+k) =
= (−1)nx0x1 ∧dx2 ∧ . . .∧dxn+k+
∑n
i=1(−1)n−ix0 ∧dx1 ∧ . . .∧d(xixi+1)∧ . . .∧dxn+k
Demonstrac¸a˜o. 1. E´ fa´cil ver por induc¸a˜o que as condic¸o˜es 1 e 2 de 2.1.9 implicam que
d(dx1 ∧ . . . ∧ dxn) = 0, donde pela regra de Leibniz graduada temos
d(x0 ∧ dx1 ∧ . . . ∧ dxn) = dx0 ∧ dx1 ∧ . . . ∧ dxn + x0 ∧ d(dx1 ∧ . . . ∧ dxn) =
= dx0 ∧ dx1 ∧ . . . ∧ dxn.
2. Basta notar que ao utilizarmos a regra de Leibniz em d(xixi+1) no somato´rio do lado
direito da igualdade, teremos uma soma telesco´pica e o u´nico termo que sobra e´ exatamente
o lado esquerdo da igualdade.
Definic¸a˜o 2.1.12 Um c.d. (Γ∧,d) sobre uma ∗-a´lgebra A munido de uma involuc¸a˜o e´ um
∗-ca´lculo se a involuc¸a˜o de A coincide com a involuc¸a˜o de Γ∧ em Γ∧0 e satisfaz:
1. (ρn ∧ ρk)∗ = (−1)nkρ∗k ∧ ρ∗n ∀ρn ∈ Γ∧n ∀ρk ∈ Γ∧k,
2. d(ρ∗) = (dρ)∗ ∀ρ ∈ Γ∧.
Observe que pelas condic¸o˜es 1 e 2 acima temos que a involuc¸a˜o em Γ∧ esta´ unicamente
determinada pela involuc¸a˜o em Γ∧0 = A.
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Definic¸a˜o 2.1.13 Dizemos que (Γ∧, d) um c.d. sobre A e´ um c.d. universal se todo outro
c.d. (Γ˜∧, d˜) e´ um quociente de Γ∧ por algum ideal diferencial I de Γ∧.
Nosso objetivo agora e´ construir um c.d. universal que chamaremos de Ω̂A e que clara-
mante e´ u´nico a menos de isomorfismo. A ide´ia e´ criar uma a´lgebra gerada por elementos
x ∈ A e s´ımbolos dx para x ∈ A sujeitos a` regra de Leibniz dx · y = d(xy) − x · dy e em
particular d1 = 0.
Seja A˜ := A/C.1 e denote por x os elementos de A˜, isto e´, x = x + C.1 para x ∈ A.
Defina Ω̂A =
⊕n
n∈N Ω̂
nA onde Ω̂0A = A e Ω̂nA = A⊗A˜⊗n para n ≥ 1. Na˜o e´ dif´ıcil mostrar,
pore´m e´ trabalhoso, que as fo´rmulas 1 e 2 da proposic¸a˜o 2.1.11 definem uma diferenciac¸a˜o e
um produto respectivamente ao pensarmos x0 ⊗ x1 ⊗ · · · ⊗ xn como x0 ∧ dx1 ∧ . . . ∧ dxn, de
forma que (Ω̂A,d) e´ um c.d. sobre A. Note que 2 de 2.1.11 nos da´ a regra de Leibniz para
x, y ∈ A. Segue tambe´m que Ω̂A e´ um ∗-ca´lculo se A e´ uma ∗-a´lgebra.
Proposic¸a˜o 2.1.14 Todo c.d. (Γ∧, d˜) sobre A e´ isomorfo a um quociente de Ω̂A por um
ideal diferencia´vel.
Demonstrac¸a˜o. Defina uma transformac¸a˜o linear ψ : Ω̂A → Γ∧ por ψ(x) = x para x ∈ A
e ψ(x0 ∧ dx1 ∧ . . . ∧ dxn) = x0 ∧ d˜x1 ∧ . . . ∧ d˜xn para n ≥ 1 e x0, x1, . . . , xn ∈ A. Que ψ e´
linear e esta´ bem definida vem do fato que ψ˜ : A× A˜×n → Γ∧ dada por ψ˜(x0, x1, . . . , xn) =
x0∧ d˜x1∧ . . .∧ d˜xn e´ multilinear. Afirmamos que kerψ e´ um ideal diferencial de Ω̂A. De fato,
como Ω̂A e Γ∧ satisfazem 2 de 2.1.11 temos que para ρ e ζ monoˆmios ψ(ρ∧ ζ) = ψ(ρ)∧ψ(ζ)
e portanto vale para todos os elementos de Ω̂A, donde segue que kerψ e´ ideal bilateral de
Ω̂A. E´ o´bvio que kerψ ∩ Ω̂0A = {0}. De 1 de 2.1.11 temos que para ρ monoˆmio vale
ψ(dρ) = d˜ψ(ρ) e pela linearidade de d, d˜ e ψ, esta igualdade vale em todo Ω̂A, donde
d(kerψ) ⊆ kerψ. Segue do fato das a´lgebras Ω̂A e Γ∧ serem graduadas e da condic¸a˜o 3 de
2.1.9 que kerψ e´ gerado por elementos homogeˆneos, donde conclu´ımos que kerψ e´ um ideal
diferencial de Ω̂A.
Pela condic¸a˜o 3 de 2.1.9, ψ e´ sobrejetora e portanto temos Ω̂A/ kerψ ∼= Γ∧ como a´lgebras,
mas da definic¸a˜o de ψ e da definic¸a˜o de diferenciac¸a˜o no quociente, temos que de fato Γ∧ e´
um quociente de Ω̂A como ca´lculos.
Conforme ja´ comentado a diferenciac¸a˜o d em Ω̂A satisfaz d(xy) = x ∧ dy + dx ∧ y para
x, y ∈ A, donde podemos ver Ω̂1A como um c.d.p.o. e segue de uma demonstrac¸a˜o ana´loga
a esta proposic¸a˜o que todo c.d.p.o. Γ sobre a a´lgebra A e´ isomorfa a um quociente de Ω̂1A.
Em particular temos que (Ω̂1A,d) e´ isomorfo a (Ω1A,dU ). Tambe´m podemos construir o c.d.
universal a partir de Ω1A definindo ΩnA = Ω1A⊗A · · ·⊗AΩ1A (n vezes) e ΩA =
⊕∞
n=1Ω
nA
com multiplicac¸a˜o dada por ⊗A e derivac¸a˜o definida num elemento
∑
i ai ⊗ bi ∈ Ω1A por∑
i(1⊗ai−ai⊗1)⊗A (1⊗bi−bi⊗1) e estendida pela regra de Leibniz para ΩA (ver [15], [29]
e suas refereˆncias). O isomorfismo de Ω̂A com ΩA sera´ caracterizado fazendo corresponder
a0 ⊗A dUa1 ⊗A · · · ⊗A dUan com a0 ⊗ a1 ⊗ · · · ⊗ an.
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2.1.2 Ca´lculo sobre espac¸os quaˆnticos
Sejam H uma a´lgebra de Hopf e A um H-espac¸o quaˆntico a` esquerda com co-ac¸a˜o denotada
por ϕ : A → H ⊗ A. Neste caso estaremos interessados em ca´lculos com um pouco mais
de estrutura e de forma que sejam compat´ıveis com a co-ac¸a˜o de H em A. Faremos um
abuso de linguagem e diremos simplesmente espac¸o quaˆntico no lugar de H-espac¸o quaˆntico
a` esquerda. Quando estivermos trabalhando com ambas as lateralidades, usaremos a definc¸a˜o
completa.
Definic¸a˜o 2.1.15 Considere um c.d.p.o. (Γ, d) sobre um espac¸o quaˆntico A e suponha que
(Γ,∆L) seja um H-co-mo´dulo. Dizemos que o ca´lculo Γ e´ covariante a` esquerda com respeito
a H se:
1. ∆L(xρy) = ϕ(x)∆L(ρ)ϕ(y) ∀x, y ∈ A ∀ρ ∈ Γ,
2. ∆L(dx) = (id⊗ d)ϕ(x) ∀x ∈ A.
Observe que no item 1 estamos vendo H ⊗ Γ como H ⊗A-mo´dulo de maneira evidente.
De certa forma, essas condic¸o˜es dizem que a co-ac¸a˜o ∆L : Γ→ H⊗Γ de H em Γ e´ compat´ıvel
com a co-ac¸a˜o ϕ de H em A e com a diferenciac¸a˜o. Lembrando que Γ = A · dA, vemos que
as condic¸o˜es 1 e 2 acima implicam que ∆L esta´ unicamente determinado a partir de ϕ e d.
Proposic¸a˜o 2.1.16 Seja (Γ, d) um c.d.p.o. sobre um espac¸o quaˆntico A. Sa˜o equivalentes:
1. Existe uma co-ac¸a˜o ∆L : Γ→ H ⊗ Γ tal que Γ e´ um c.d.p.o. covariante a` esquerda,
2. Existe uma transformac¸a˜o linear ∆L : Γ→ H⊗Γ tal que ∆L(xdy) = ϕ(x)(id⊗d)ϕ(y)
∀x, y ∈ A,
3.
∑
xidyi = 0 em Γ implica que
∑
ϕ(xi)(id⊗ d)ϕ(yi) = 0 em H ⊗ Γ.
Demonstrac¸a˜o. (1⇒ 2) Imediato da definic¸a˜o de covariaˆncia a` esquerda.
(2⇒ 3) O´bvio.
(3⇒ 1) O item 3 e´ a condic¸a˜o necessa´ria e suficiente para que possamos bem definir uma
aplicac¸a˜o linear ∆L : Γ→ H⊗Γ por ∆L(xdy) = ϕ(x)(id⊗d)ϕ(y) para x, y ∈ A. Precisamos
mostrar que ∆L e´ uma co-ac¸a˜o e satisfaz os itens 1 e 2 da definic¸a˜o 2.1.15. Que satisfaz 2
e´ imediato. Para ver que ∆L e´ co-ac¸a˜o e´ suficiente mostrar nos geradores. Sejam x, y ∈ A,
enta˜o
(∆⊗ id)∆L(xdy) = (∆⊗ id)(ϕ(x).(id⊗ d)ϕ(y)) =
= (∆⊗ id)(ϕ(x)).(∆⊗ id)(id⊗ d)ϕ(y)) = (id⊗ ϕ)(ϕ(x)).(id⊗ id⊗ d)(id⊗ ϕ)(ϕ(y)) =
= (id⊗∆L)(ϕ(x).(id⊗ d)ϕ(y))(id⊗∆L)∆L(xdy),
sendo que na terceira igualdade usamos que (∆⊗ id)(id⊗d) = (id⊗ id⊗d)(∆⊗ id), tambe´m
(²⊗ id)∆L(xdy) = (²⊗ id)ϕ(x).(²⊗ id)(id⊗ d)ϕ(y) = xd(²⊗ id)ϕ(y) = xdy.
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Para mostrarmos 1 utilizaremos a regra de Leibniz e o fato de ϕ ser morfismo de a´lgebras.
Tome ρ =
∑
xidyi ∈ Γ arbitra´rio
∆L(xρy) = ∆L
(
x
(∑
xidyi
)
y
)
= ∆L
(∑
xxidyi · y
)
=
= ∆L
(∑
xxid(yiy)
)
−∆L
(∑
xxiyidy
)
=
=
∑
ϕ(x)ϕ(xi)(id⊗ d)(ϕ(yi)ϕ(y))−
∑
ϕ(x)ϕ(xi)ϕ(yi)(id⊗ d)ϕ(y) =
=
∑
ϕ(x)ϕ(xi)(id⊗ d)ϕ(yi)ϕ(y) +
∑
ϕ(x)ϕ(xi)ϕ(yi)(id⊗ d)ϕ(y)−
−
∑
ϕ(x)ϕ(xi)ϕ(yi)(id⊗ d)ϕ(y) =
= ϕ(x)
(∑
ϕ(xi)(id⊗ d)ϕ(yi)
)
ϕ(y) = ϕ(x)∆L(ρ)ϕ(y)
como desejado.
Podemos falar tambe´m em covariaˆncia a` esquerda para ca´lculos de ordem superior.
Definic¸a˜o 2.1.17 Seja Γ∧ um c.d. sobre um espac¸o quaˆntico A. Dizemos que Γ∧ e´ covari-
ante a` esquerda com respeito a H se existe uma aplicac¸a˜o Φ : Γ∧ → H ⊗ Γ∧ tal que (Γ∧,Φ)
e´ um H-co-mo´dulo a´lgebra e satisfazendo:
1. Φ(x) = ϕ(x) ∀x ∈ A;
2. Φ(dρ) = (id⊗ d)Φ(ρ) ∀ρ ∈ Γ∧.
Ana´logo ao caso de c.d.p.o. temos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.1.18 Seja Γ∧ um c.d. sobre um espac¸o quaˆntico A. Sa˜o equivalentes:
1. Γ∧ e´ covariante a` esquerda;
2. Existe um transformac¸a˜o linear Φ : Γ∧ → H⊗Γ∧ tal que a restric¸a˜o de Φ a A e´ igual a
ϕ e ∀x0, . . . , xn ∈ A temos Φ(x0dx1∧ . . .∧dxn) = ϕ(x0)(id⊗d)ϕ(x1) . . . (id⊗d)ϕ(xn).
3.
∑
i x
i
0dx
i
1∧ . . .∧dxin = 0 em Γ∧ implica que
∑
i ϕ(x
i
0)(id⊗d)ϕ(xi1) . . . (id⊗d)ϕ(xin) = 0
em H ⊗ Γ∧.
Demonstrac¸a˜o. Ana´logo a` proposic¸a˜o 2.1.16 usando o fato de ∆ e ² serem morfismos de
a´lgebras e as fo´rmulas 1. e 2. de 2.1.11 para podermos sempre reduzir ao caso de monoˆmios.
Segue imediato desta proposic¸a˜o que se Γ∧ e´ uma c.d. covariante a` esquerda enta˜o Γ∧1
e´ um c.d.p.o. covariante a` esquerda.
Corola´rio 2.1.19 O c.d. universal ΩA e o c.d.p.o. universal Ω1A sa˜o covariantes a` es-
querda.
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Demonstrac¸a˜o. E´ suficiente mostrar 3. da proposic¸a˜o anterior. Uma vez que ∀x ∈ X =
X/C.1 temos (id⊗d)ϕ(x) = (id⊗d)ϕ(x). Se 0 =∑i xi0dxi1∧ . . .∧din =∑i xi0⊗xi1⊗· · ·⊗xin
enta˜o∑
i
ϕ(xi0)(id⊗ d)ϕ(xi1) . . . (id⊗ d)ϕ(xin) =
∑
i
ϕ(xi0)(id⊗ d)ϕ(xi1) . . . (id⊗ d)ϕ(xin) =
= µn ◦ (id⊗ (id⊗ d)⊗n) ◦ ϕ⊗(n+1)
(∑
i
xi0 ⊗ xi1 ⊗ · · · ⊗ xin
)
= 0
onde µn e´ fazer a multiplicac¸a˜o de todos os termos.
Observac¸a˜o 2.1.20 Note que a condic¸a˜o 3 da proposic¸a˜o 2.1.16 e´ equivalente a dizer que o
A-sub-bimo´dulo N do ca´lculo universal Ω1A tal que Γ ∼= Ω1A/N satisfaz ∆L(N) ⊆ H ⊗N .
De fato basta usar a covariaˆncia a` esquerda de Ω1A e o lema A.2.8 em id⊗pi com pi : Ω1A→
Γ a projec¸a˜o.
Assim como podemos falar de covariaˆncia a` esquerda, podemos falar de covariaˆncia a`
direita.
Definic¸a˜o 2.1.21 Considere um c.d.p.o. (Γ, d) sobre um espac¸o quaˆntico A e suponha que
(Γ,∆R) seja um H-co-mo´dulo a` direita. Dizemos que o ca´lculo Γ e´ covariante a` direita com
respeito a H se:
1. ∆R(xρy) = ϕ(x)∆R(ρ)ϕ(y) ∀x, y ∈ A ∀ρ ∈ Γ,
2. ∆R(dx) = (d⊗ id)ϕ(x) ∀x ∈ A.
Os resultados mostrados para ca´lculos covariantes a` esquerda, valem para covariantes a`
direita fazendo as devidas modificac¸o˜es.
2.1.3 Construc¸a˜o de alguns ca´lculos covariantes sobre espac¸os quaˆnticos
Vamos fazer uma construc¸a˜o geral de ca´lculos sobre espac¸os quaˆnticos para depois espe-
cializarmos para o caso de espac¸os quaˆnticos sobre a bi-a´lgebra A(R) constru´ıdos no cap´ıtulo
1. Fixemos H uma a´lgebra de Hopf e suponha que A e´ um H-espac¸o quaˆntico a` direita com
co-ac¸a˜o denotada por ϕ : A→ A⊗H de tal forma que existe um conjunto finito de geradores
linearmente independentes {xi}i∈I .
Denotaremos por A0 := span {xi : i ∈ I} o subespac¸o vetorial de A com base {xi}, B :=
K{xi} a a´lgebra livre gerada pelos xi, pi : B → A a projec¸a˜o canoˆnica e I = kerpi. Defina
tambe´m o conjunto dA0 := span{d˜xi : i ∈ I} o espac¸o vetorial gerado livremente pelos
s´ımbolos d˜xi junto com uma aplicac¸a˜o linear d˜ : A0 → dA0 dada por d˜(xi) = d˜xi.
Seja {xkij}i,j,k um conjunto de elementos de A e escolha elementos ykij ∈ B tal que
pi(ykij) = x
k
ij . Seja M o B-mo´dulo a` esquerda B ⊗ dA0 com produto por B evidente e por
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simplicidade escreveremos um elemento y⊗dxi de B⊗dA0 por ydxi. Daremos uma estrutura
de B-bimo´dulo em M definindo um produto a` direita por yd˜xi · xj = yykij d˜xk (onde estamos
utilizando a notac¸a˜o de Einstein como na sec¸a˜o 1.2) e utilizando a propriedade universal da
a´lgebra livre para definir um morfismo de a´lgebras de B na a´lgebra Lin(M,M), cujo produto
e´ dado por composic¸a˜o.
Defina Γ˜ := B ⊗ dA0 ⊗ B que e´ um B-bimo´dulo com as multiplicac¸o˜es naturais e como
no caso anterior denotaremos um elemento y ⊗ dxi ⊗ z por ydxiz. Note que podemos ver
M como um subespac¸o vetorial de Γ˜ identificando M com M ⊗ 1, no entanto M na˜o e´ um
B-sub-bimo´dulo de Γ˜. Defina a aplicac¸a˜o linear d˜ : B → Γ˜ por d˜(1) = 0, d˜(xi) = dxi e
d˜(xi1 · · ·xin) =
n∑
j=1
xi1 · · ·xij−1 d˜xijxij+1 · · ·xin
para i, i1, . . . , in ∈ I.
Finalmente, defina a aplicac¸a˜o linear T : A0 ⊗A0 → A⊗A0 por T (xi ⊗ xj) = xkij ⊗ xk e
o conjunto N0 := I.dA0 ⊆M , que tambe´m podemos ver como subconjunto de Γ˜.
Proposic¸a˜o 2.1.22 No contexto acima, suponha que ϕ(A0) ⊆ A0⊗H, ou seja, A0 e´ H-co-
mo´dulo com co-ac¸a˜o ϕ0 = ϕ|A0; que T seja um morfismo de H-co-mo´dulos; e que exista um
conjunto I0 de geradores do ideal bilateral I de forma que para z0 ∈ I0 e i ∈ I arbitra´rios
temos
d˜xi · z0 ∈ N0 e d˜z0 ∈ N0. (2.1)
Enta˜o existe um u´nico c.d.p.o. covariante a` direita Γ sobre A tal que {dxi}i∈I e´ uma base
de A-mo´dulo livre a` esquerda Γ e a estrutura de A-bimo´dulo de Γ e´ dada pelas relac¸o˜es:
dxi · xj = xkijdxk, i, j ∈ I. (2.2)
Demonstrac¸a˜o. Note que a definic¸a˜o de d˜ : B → Γ˜ e´ feita de tal forma que d˜ satisfaz a
regra de Leibniz, ou seja, temos que (Γ˜, d˜) e´ um c.d.p.o. sobre B. Vamos definir co-ac¸o˜es
em B e Γ˜ de forma que (Γ˜, d˜) seja um c.d.p.o. covariante a` direita. Defina ψ0 : B → B ⊗H
estendendo a aplicac¸a˜o ϕ0 do enunciando utilizando a propriedade universal das a´lgebras
livres. Pelo fato de o co-produto e a co-unidade serem morfismos de a´lgebras, temos que
ψ0 continua sendo uma co-ac¸a˜o. Agora, defina a aplicac¸a˜o linear ψ1 : dA0 → dA0 ⊗H por
ψ1(d˜xi) = (d˜⊗ id)ϕ0(xi) e vejamos que ψ1 e´ tambe´m uma co-ac¸a˜o. Temos
(id⊗ ²)ψ1(d˜xi) = (id⊗ ²)(d˜⊗ id)ϕ0(xi) = d˜(id⊗ ²)ϕ0(xi) = d˜xi;
(id⊗∆)ψ1(d˜xi) = (id⊗∆)(d˜⊗ id)ϕ0(xi) = (d˜⊗ id⊗ id)(id⊗∆)ϕ0(xi) =
= (d˜⊗ id⊗ id)(ϕ0 ⊗ id)ϕ0(xi) = (ψ1 ⊗ id)(d˜⊗ id)ϕ0(xi) = (ψ1 ⊗ id)ψ1(d˜xi).
Como Γ˜ e´ o produto tensorial de co-mo´dulos, Γ˜ tambe´m o e´ com co-ac¸a˜o denotada por
ψ e note que o podemos escrever o co-produto definido da forma ψ(ydxiz) = ψ0(y)(d˜ ⊗
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id)ψ0(xi)ψ0(z) donde segue claro que (Γ˜, d˜) e´ um c.d.p.o. covariante a` direita sobre B.
Levando em considerac¸a˜o os elementos ykij ∈ B achados acima, defina aplicac¸o˜es lineares
ρkj para j, k ∈ I da seguinte forma
ρkj (xi1 · · ·xin) = ym1ji1 ym2m1i2 · · · y
mn−1
mn−2in−1y
k
mn−1in
e ρkj (1) = δjk1. Note que desta forma ρ
j
i (yz) = ρ
k
i (y)ρ
j
k(z). Defina N1 = span{zd˜xiy −
zρki (y)d˜xk : y, z ∈ B, i ∈ I} ⊆ Γ˜ e vejamos que N1 e´ um B-sub-bimo´dulo de Γ˜. E´ claro
que BN1 ⊆ N1. Mostremos que N1B ⊆ N1, multiplicando um gerador de N1 por w ∈ B a`
direita temos
zd˜xiyw − zρki (y)d˜xkw = zd˜xiyw − zρki (yw)d˜xk + zρki (yw)d˜xk − zρki (y)d˜xkw =
= zd˜xiyw − zρki (yw)d˜xk −
(
zρki (y)d˜xkw − zρki (y)ρjk(w)d˜xj
)
∈ N1
Segue que podemos bem definir o B-bimo´dulo quociente Γ1 := Γ˜/N1 e uma aplicac¸a˜o linear
d : B → Γ1 compondo d˜ com a projec¸a˜o pi1 : Γ˜→ Γ1 de forma que (Γ1, d) e´ um c.d.p.o.. Note
que Γ1 assim constru´ıdo pode ser identificado com o B-bimo´dulo M da discussa˜o acima.
Observe que pensando N0 como subconjundo de Γ˜, temos que N0 ∩N1 = {0} pois para
um elemento de N1 esta´ em N0 devemos ter y = 1, mas nesse caso zd˜xi − zρki (1)d˜xk =
zd˜xi − zd˜xi = 0. Claramente N0 e´ um B-sub-bimo´dulo de M , de forma que podemos
pensar em pi1(N0) = N0 como B-sub-bimo´dulo de Γ1. Temos por construc¸a˜o que IΓ1 ⊆ N0
e da primeira condic¸a˜o de (2.1) temos Γ1I ⊆ N0, ou seja, Γ := Γ1/N0 e´ um bimo´dulo
sobre a a´lgebra quociente A = B/I. Compondo a segunda condic¸a˜o de (2.1) com pi1,
temos que d(I0) ⊆ N0. Para um elemento y1z0y2 ∈ I com y1, y2 ∈ B e z0 ∈ I0 temos
d(y1z0y2) = dy1 · (z0y2) + y1dz0 · y2 + y1z0dy2 ∈ N0 sendo que o primeiro e o segundo termo
da soma esta˜o em N0 por (2.1) e pelo fato de N0 ser B-sub-bimo´dulo. Segue que d(I) ⊆ N0,
donde podemos bem definir uma aplicac¸a˜o linear d : A→ Γ de forma que (Γ, d) e´ um c.d.p.o.
sobre A.
Queremos mostrar que (Γ,d) e´ covariante a` direita. Note que a definic¸a˜o da co-ac¸a˜o ψ0
em B implica que ψ0(I) ⊆ I ⊗H, pois pela construc¸a˜o de ψ0 temos que a co-ac¸a˜o ϕ e´ dada
por ϕ(pi(y)) = (pi⊗id)ψ0(y). Como N0∩N1 = {0} temos Γ = Γ˜/(N0+N1), ou seja, podemos
construir uma co-ac¸a˜o em Γ a partir de ψ, mostrando que ψ(N0 + N1) ⊆ (N0 + N1) ⊗ H.
Reescrevamos a hipo´tese que T e´ morfismo de co-mo´dulos de uma forma mais conveniente.
Pela hipo´tese ϕ(A0) ⊆ A0 ⊗H podemos escolher elementos {uji}i,j∈I ⊆ H tais que ϕ0(xi) =
xj ⊗ uji , enta˜o para xkij ⊗ xk = T (xi ⊗ xj) temos
x
k(0)
ij ⊗ x(0)k ⊗ xk(1)ij x(1)k = (T ⊗ id)(x(0)i ⊗ x(0)j ⊗ x(1)i x(1)j ) =
= (T ⊗ id)(xl ⊗ xm ⊗ uliumj ) = xklm ⊗ xk ⊗ uliumj
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ou usando que pi(ykij) = x
k
ij e ϕ(pi(y)) = (pi ⊗ id)ψ0(y), temos
pi(yk(0)ij )⊗ x(0)k ⊗ yk(1)ij x(1)k = pi(yklm)⊗ xk ⊗ uliumj .
Usando o lema A.2.8 em pi⊗ id⊗ id : B⊗A0⊗H → A⊗A0⊗H temos que ker(pi⊗ id⊗ id) =
I ⊗A0 ⊗H, donde temos que
y
k(0)
ij ⊗ x(0)k ⊗ yk(1)ij x(1)k = yklm ⊗ xk ⊗ uliumj + ρ
com ρ ∈ I ⊗A0 ⊗H. Assim definindo ρ˜ = (id⊗ d˜⊗ id)(ρ) ∈ N0 ⊗H, temos
ψ(d˜xixj − ykij d˜xk) = d˜xlxm ⊗ uliumj − yk(0)ij d˜x(0)k ⊗ yk(1)ij x(1)k =
= d˜xlxm ⊗ uliumj − yklmd˜xk ⊗ uliumj − ρ˜ ∈ (N0 +N1)⊗H.
Usando que N1 e´ gerado por elementos da forma d˜xixj − ykij d˜xk, i, j ∈ I como B-bimo´dulo,
que N0 e´ B-bimo´dulo e a definic¸a˜o de ψ segue que ψ(N1) ⊆ (N0 +N1)⊗H. Como ψ0(I) ⊆
I⊗H e ψ(dA0) ⊆ dA0⊗H, temos que ψ(N0) ⊆ N0⊗H, donde ψ(N0+N1) ⊆ (N0+N1)⊗H
como desejado. Segue que a co-ac¸a˜o ψ de Γ˜ induz uma co-ac¸a˜o em Γ e como (Γ˜, d˜) e´ um
c.d.p.o. covariante a` direita, (Γ,d) com a co-ac¸a˜o induzida tambe´m o sera´.
Por construc¸a˜o temos que Γ e´ um A-mo´dulo livre a` esquerda gerado por {dxi}i∈I cuja
estrutura de A-mo´dulo a` direita e´ dada pelas relac¸o˜es (2.2). Ale´m disso, essa propriedade
define Γ unicamente, concluindo o resultado.
Suponha agora que os elementos xkij dependam linearmente de xi, ou seja, existe uma ma-
triz (Dklij )i,j,k,l∈I tal que x
k
ij = D
kl
ijxl. Enta˜o supondo ϕ0(xi) = xj⊗uji como na demonstrac¸a˜o
da proposic¸a˜o, podemos re-escrever a condic¸a˜o de que T e´ um morfismo de A-co-mo´dulos de
uma outra forma. Por um lado temos
∆R(T (xi ⊗ xj)) = ∆R(xkij ⊗ xk) = ∆R(Dklijxl ⊗ xk) = xn ⊗ xm ⊗ unl umk Dklij
e por outro
(T ⊗ id)∆R(xi ⊗ xj) = (T ⊗ id)(xk ⊗ xl ⊗ uki ulj) = xmkl ⊗ xm ⊗ uki ulj = xn ⊗ xm ⊗Dmnkl uki ulj
ou seja, devemos ter Dmnkl u
k
i u
l
i = u
n
l u
m
k D
kl
ij .
Note que, no caso de espac¸os quaˆnticos sobre a bi-a´lgebra A(R) constru´ıdos na sec¸a˜o 1.2
sa˜o de forma que ϕ(ei) = ej ⊗ tj i e a relac¸a˜o acima e´ satisfeita se D e´ um mu´ltiplo da matriz
R.
Exemplo 2.1.23 Fac¸amos com detalhes o caso da a´lgebra de coordenadas do plano quaˆntico
A = O(C2q) com H = O(SLq(2)). Mantendo a notac¸a˜o da construc¸a˜o geral, note que, como
xkij depende linearmente de xi, podemos escolher y
k
ij = x
k
ij ∈ B. Supondo D = λR, esses
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elementos sa˜o da forma
x111 = λqx1, x
2
11 = 0, x
1
12 = λx2, x
2
12 = λ(q − q−1)x1
x121 = 0, x
1
21 = λx1, x
1
22 = 0, x
2
22 = λqx2
donde a estrutura do B-bimo´dulo M e´ dada por
d˜x1 · x1 = λqx1d˜x1, d˜x1 · x2 = λx2d˜x1 + λ(q − q−1)x1d˜x2,
d˜x2 · x1 = λx1d˜x2, d˜x2 · x2 = λqx2d˜x2.
Vamos achar um λ adequado de forma que a segunda condic¸a˜o de (2.1) valha trivialmente
no caso em que I0 = {z0 = x1x2 − qx2x1}. Temos que
d˜(x1x2 − qx2x1) = x1d˜x2 + d˜x1 · x2 − qx2d˜x1 − qd˜x2 · x1 =
= x1d˜x2 + λx2d˜x1 + λ(q − q−1)x1d˜x2 − qx2d˜x1 − qλx1d˜x2 =
= (λx2 − qx2)d˜x1 + (x1 − λq−1x1)d˜x2.
Portanto se fixarmos λ = q, temos d˜z0 = 0 ∈ N0. Resta-nos verificar a primeira condic¸a˜o
de (2.1)
d˜x1 · (x1x2 − qx2x1) = q2x1d˜x1 · x2 − q2x2d˜x1 · x1 − (q3 − q)x1d˜x2 · x1 =
= q3x1x2d˜x1 + (q4 − q2)x1x1d˜x2 − q4x2x1d˜x1 − (q4 − q2)x1x1d˜x2 = q3z0d˜x1 ∈ N0.
Segue que temos um ca´lculo O(SLq(2))-covariante sobre O(C2q) dada pelas relac¸o˜es
dx1x1 = q2x1dx1, dx1x2 = qx2dx1 + (q2 − 1)x1dx2,
dx2x1 = qx1dx2, dx2x2 = q2x2dx2.
2.2 Bimo´dulos covariantes
Nesta sec¸a˜o estudaremos bimo´dulos sobre uma a´lgebra de Hopf que sa˜o covariantes como
definiremos a seguir. Utilizaremos as ferramentas desta sec¸a˜o para caracterizarmos todos os
ca´lculos covariantes sobre uma a´lgebra de Hopf.
Fixe A uma a´lgebra de Hopf com ant´ıpoda invers´ıvel.
Note que se V e´ um A-bimo´dulo enta˜o as seguintes func¸o˜es adL : A ⊗ V → V e adR :
V ⊗ A → V dadas por adL(a ⊗ v) = a(1)vS(a(2)) e adR(v ⊗ a) = S(a(1))va(2) esta˜o bem
definidas. Ale´m disso, verifica-se facilmente que adL e adR sa˜o ac¸o˜es a` esquerda e a` direita
respectivamente.
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2.2.1 Bimo´dulos covariantes a` esquerda
Definic¸a˜o 2.2.1 Dizemos que (Γ, ϕL) e´ um bimo´dulo covariante a` esquerda sobre A, onde
Γ e´ um A-bimo´dulo e ϕL : Γ → A ⊗ Γ e´ uma co-ac¸a˜o a` esquerda, se ∀a, b ∈ A ∀ρ ∈ Γ
vale ϕL(aρb) = ∆(a)ϕL(ρ)∆(b). Um elemento ρ ∈ Γ e´ dito ser invariante a` esquerda se
ϕL(ρ) = 1⊗ ρ. Denotaremos por invΓ o espac¸o vetorial de todos os elementos invariantes a`
esquerda.
Lema 2.2.2 Seja Γ um bimo´dulo covariante a` esquerda sobre A. Enta˜o existe uma u´nica
projec¸a˜o linear PL : Γ → invΓ tal que PL(aρ) = ²(a)PL(ρ) ∀a ∈ A ∀ρ ∈ Γ. Tal projec¸a˜o e´
dada por PL(ρ) = S(ρ(−1))ρ(0) lembrando que estamos denotando ϕL(ρ) = ρ(−1)⊗ρ(0). Ale´m
disso ∀ρ ∈ Γ ∀a ∈ A vale:
ρ = ρ(−1)PL(ρ(0)), (2.3)
PL(ρa) = adR(PL(ρ)⊗ a) = S(a(1))PL(ρ)a(2). (2.4)
Demonstrac¸a˜o. Primeiro vamos mostrar que PL(ρ) = S(ρ(−1))ρ(0) ∈ invΓ
ϕL(PL(ρ)) = ϕL(S(ρ
(−1))ρ(0)) = ∆(S(ρ(−1)))ϕL(ρ
(0)) =
= (S(ρ(−2))⊗ S(ρ(−3)))(ρ(−1) ⊗ ρ(0)) = S(ρ(−2))ρ(−1) ⊗ S(ρ(−3))ρ(0) =
= ²(ρ(−1))1⊗ S(ρ(−2))ρ(0) = 1⊗ S(ρ(−1))ρ(0) = 1⊗ PL(ρ)
onde usamos o fato da ant´ıpoda ser anti-morfismo de co-a´lgebras da primeira para segunda
linha, e as propriedades de ant´ıpoda na segunda linha e co-unidade na terceira. Agora
mostremos que PL de fato satisfaz as propriedades desejadas. Para a ∈ A e ρ ∈ Γ temos:
PL(aρ) = S((aρ)(−1))(aρ)(0) = S(a(1)ρ(−1))a(2)ρ(0) = S(ρ(−1))S(a(1))a(2)ρ(0) =
= S(ρ(−1))²(a)ρ(0) = ²(a)PL(ρ);
para 2.3
ρ(−1)PL(ρ(0)) = ρ(−2)S(ρ(−1))ρ(0) = ²(ρ(−1))ρ(0) = ρ
e finalmente para 2.4
PL(ρa) = S((ρa)(−1))(ρa)(0) = S(a(1))S(ρ(−1))ρ(0)a(2) = adR(PL(ρ)⊗ a).
Que PL e´ projec¸a˜o vem do fato de que se ϕL(ρ) = 1 ⊗ ρ enta˜o PL(ρ) = S(1)ρ = ρ.
Resta-nos apenas mostrar a unicidade. Suponha que P : Γ→ invΓ seja outra projec¸a˜o linear
tal que P (aρ) = ²(a)P (ρ), enta˜o
P (ρ) = P (ρ(−1)PL(ρ(0))) = ²(ρ(−1))P (PL(ρ(0))) = ²(ρ(−1))PL(ρ(0)) = PL(ρ)
como desejado.
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Proposic¸a˜o 2.2.3 Dado um A-mo´dulo a` direita Γ0, podemos dar uma estrutura de bimo´dulo
covariante a` esquerda em ΓL := A ⊗ Γ0 de forma que Γ0 ∼= inv(ΓL). Reciprocamente dado
um bimo´dulo covariante a` esquerda Γ, podemos dar uma estrutura de A-mo´dulo a` direita em
invΓ de forma que Γ e´ isomorfo ao ΓL constru´ıdo na primeira parte.
Demonstrac¸a˜o. Defina em ΓL = A⊗ Γ0 as ac¸o˜es a` direita e esquerda por:
a(b⊗ w)c = abc(1) ⊗ w ¢ c(2) (2.5)
lembrando que w ¢ a denota a ac¸a˜o a` direita de A em Γ0, e co-ac¸a˜o a` esquerda por:
∆L(b⊗ w) = b(1) ⊗ b(2) ⊗ w (2.6)
e mostremos que assim ΓL torna-se um bimo´dulo covariante a` esquerda. Fac¸amos apenas
para as propriedades menos triviais. Temos
(b⊗ w)(cd) = b(cd)(1) ⊗ w ¢ (cd)(2) = bc(1)d(1) ⊗ w ¢ (c(2)d(2)) =
= bc(1)d(1) ⊗ (w ¢ c(2))¢ d(2) = (bc(1) ⊗ w ¢ c(2))d = ((b⊗ w)c)d
para a ac¸a˜o a direita e
(id⊗∆L)∆L(b⊗ w) = (id⊗∆L) (∆b⊗ w) = ((id⊗∆)∆b)⊗ w =
= ((∆⊗ id)∆b)⊗ w = (∆⊗ id⊗ id)(∆b⊗ w) = (∆⊗ id⊗ id)∆L(b⊗ w)
para a co-ac¸a˜o a` esquerda. Agora, note que
PL(b⊗ w) = S(b(1))(b(2) ⊗ w) = S(b(1))b(2) ⊗ w = 1⊗ ²(b)w
ou seja, temos inv(ΓL) ⊆ 1 ⊗ Γ0, e ale´m disso temos tambe´m PL(1 ⊗ w) = 1 ⊗ w donde
inv(ΓL) = 1⊗ Γ0 ∼= Γ0, demonstrando a primeira parte. Note tambe´m que, neste caso
PL((1⊗ w)b) = PL(b(1) ⊗ w ¢ b(2)) = 1⊗ w ¢ ²(b(1))b(2) = 1⊗ w ¢ b
o que nos induz a definir, para a rec´ıproca, a estrutura de A-mo´dulo a` direita em invΓ por
w ¢ a := PL(wa) para w ∈ invΓ e a ∈ A e por (2.4) temos que w ¢ a = adR(w ⊗ a) que de
fato e´ uma ac¸a˜o a` direita conforme mencionado no in´ıcio da sec¸a˜o.
Resta-nos mostrar que o ΓL obtido para invΓ e´ isomorfo, como bimo´dulo covariante a`
esquerda, ao Γ inicial. Considere a aplicac¸a˜o linear T : Γ→ ΓL dada por T = (id⊗PL)◦ϕL.
De (2.3) temos que Γ = A · invΓ, de forma que so´ e´ necessa´rio verificar as propriedades para
elementos da forma aw com a ∈ A e w ∈ invΓ. Dados a, b, c ∈ A e w ∈ invΓ temos
T (a(bw)c) = (id⊗ PL)ϕL(a(bw)c) = (id⊗ PL)∆(a)∆(b)ϕL(w)∆(c) =
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= (id⊗ PL)(a(1)b(1)c(1) ⊗ a(2)b(2)wc(2)) = a(1)b(1)c(1) ⊗ ²(a(2)b(2))PL(wc(2)) =
= abc(1) ⊗ w ¢ c(2) = a(b⊗ w)c
donde T e´ um homomorfismo de A-bimo´dulos. E´ claro que T e´ sobrejetora e se T (
∑
i biwi) =∑
i bi ⊗ wi = 0, aplicando a ac¸a˜o a` esquerda de A em Γ, temos
∑
i biwi = 0, ou seja T
tambe´m e´ injetora e portanto bijetora. Resta-nos apenas mostrar que T e´ um morfismo de
A-co-mo´dulos a` esquerda, mas
∆L ◦ T = (∆⊗ id)(id⊗ PL)ϕL = (id⊗ id⊗ PL)(∆⊗ id)ϕL =
= (id⊗ id⊗ PL)(id⊗ ϕL)ϕL = (id⊗ T )ϕL
como desejado.
Por causa dessa proposic¸a˜o e do fato de que Γ = A· invΓ, faremos a identifiac¸a˜o a⊗w = aw
via a tranformac¸a˜o linear T da demonstrac¸a˜o. Usaremos, agora, nossa hipo´tese da ant´ıpoda
ser invers´ıvel para demonstrar uma proposic¸a˜o similar a` anterior com invΓ ⊗ A no lugar de
A⊗ (invΓ).
Proposic¸a˜o 2.2.4 Dado um A-mo´dulo a` direita Γ0, podemos dar uma estrutura de bimo´dulo
covariante a` esquerda em ΓR := Γ0 ⊗ A de forma que Γ0 ∼= inv(ΓR). Reciprocamente dado
um bimo´dulo covariante a` esquerda Γ, podemos dar uma estrutura de A-mo´dulo a` direita em
invΓ de forma que Γ e´ isomorfo ao ΓR constru´ıdo na primeira parte.
Demonstrac¸a˜o. Primeiro vejamos que no caso de um bimo´dulo covariante a` esquerda Γ,
temos para a ∈ A e w ∈ invΓ
aw = (w ¢ S−1(a(2)))a(1), (2.7)
de fato
(w ¢ S−1(a(2)))a(1) = a(1)((w ¢ S−1(a(3)))¢ a(2)) = a(1)(w ¢ (S−1(a(3))a(2)) =
= a(1)(w ¢ (²(a(2))1)) = a(w ¢ 1) = aw.
Em particular, temos que (2.7) implica que Γ = invΓ ·A. Agora, dado um A-mo´dulo a` direita
Γ0, (2.7) nos induz a definir a estrutura de A-bimo´dulo em ΓR := Γ0 ⊗A por
a(w ⊗ b)c = (w ¢ S−1(a(2)))⊗ a(1)bc (2.8)
que, como na proposic¸a˜o anterior, verifica-se que sera´ um bimo´dulo covariante a` esquerda
com co-ac¸a˜o dada por
∆L(w ⊗ b) = b(1) ⊗ w ⊗ b(2). (2.9)
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Neste caso temos
PL(w ⊗ b) = S(b(1))(w ⊗ b(2)) = (w ¢ S−1(S(b(1))(2)))⊗ S(b(1))(1)b(2) =
= (w ¢ S−1(S(b(1))))⊗ S(b(2))b(3) = (w ¢ b(1))⊗ ²(b(2))1 = (w ¢ b)⊗ 1
donde segue que inv(ΓR) = Γ0 ⊗ 1.
Reciprocamente, dado Γ e´ um bimo´dulo covariante a` esquerda, defina a ac¸a˜o a` direita
em invΓ como no caso anterior por w¢ a = PL(wa) e considere ΓR = invΓ⊗A com estrutura
dada por (2.8) e (2.9). Defina uma transformac¸a˜o linear T : Γ→ ΓR por T (ρ) = (PL(ρ(0))¢
S−1(ρ(−1)))⊗ ρ(−2) e vejamos que a inversa e´ T−1 : ΓR → Γ definida por T−1(w ⊗ a) = wa.
De fato, por um lado
T (T−1(w ⊗ b)) = T (wb) = (PL(wb(3))¢ S−1(b(2)))⊗ b(1) =
=
(
(w ¢ b(3))¢ S
−1(b(2))
)⊗ b(1) = (w ¢ ²(b(2))1)⊗ b(1) = w ⊗ b
e pelo outro lado
T−1(T (ρ)) = T−1((PL(ρ(0))¢ S−1(ρ(−1)))⊗ ρ(−2)) = (PL(ρ(0))¢ S−1(ρ(−1)))ρ(−2) =
= ρ(−3)((PL(ρ(0))¢ S−1(ρ(−2)))¢ ρ(−1)) = ρ(−2)(PL(ρ(0))¢ ²(ρ(−1))1) = ρ(−1)PL(ρ(0)) = ρ.
Ale´m disso
aT (ρ)b = a((PL(ρ(0))¢ S−1(ρ(−1)))⊗ ρ(−2))b =
= ((PL(ρ(0))¢ S−1(ρ(−1)))¢ S−1(a(2)))⊗ a(1)ρ(−2)b =
= ((PL(ρ(0))¢ S−1(ρ(−1)b(2)S(b(3))))¢ S−1(a(2)))⊗ a(1)ρ(−2)b(1) =
= ((PL(ρ(0))¢ b(3))¢ S
−1(a(2)ρ(−1)b(2)))⊗ a(1)ρ(−2)b(1) =
= (PL(PL(ρ(0))b(3))¢ S
−1(a(2)ρ(−1)b(2)))⊗ a(1)ρ(−2)b(1) =
= ((²(a(3))PL(ρ
(0)b(3)))¢ S
−1(a(2)ρ(−1)b(2)))⊗ a(1)ρ(−2)b(1) =
= (PL(a(3)ρ
(0)b(3)))¢ S
−1(a(2)ρ(−1)b(2)))⊗ a(1)ρ(−2)b(1) =
= PL((aρb)(0))¢ S−1((aρb)(−1))⊗ (aρb)(−2) = T (aρb)
ou seja T e´ homomorfismo de A-bimo´dulos. Resta-nos apenas mostrar que T e´ morfismo de
A-co-mo´dulos
(id⊗ T )ϕL(ρ) = (id⊗ T )(ρ(−1) ⊗ ρ(0)) = ρ(−3) ⊗ PL(ρ(0))¢ S−1(ρ(−1))⊗ ρ(−2) =
= ∆L(PL(ρ(0))¢ S−1(ρ(−1))⊗ ρ(−2)) = ∆L(T (ρ))
ou seja Γ e ΓR sa˜o isomorfos como bimo´dulos covariantes a` esquerda.
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Terminaremos essa sec¸a˜o reescrevendo alguns resultados em termos de coordenadas. Mas
antes, precisamos de alguns fatos e uma definic¸a˜o. Seja A′ o dual alge´brico de A visto como
a´lgebra pelo corola´rio 1.1.20, enta˜o podemos definir uma ac¸a˜o esquerda de A′ em A por
f · a = a(1)f(a(2)) que e´ similar a` ac¸a˜o co-regular do exemplo 1.1.46, e da mesma forma
definimos uma ac¸a˜o a` direita por a · f = f(a(1))a(2).
Definic¸a˜o 2.2.5 Dado I um conjunto de ı´ndices, dizemos que matrizes (vij)i,j∈I e (f
i
j)i,j∈I
de elementos vij ∈ A e funcionais lineares f ij ∈ A′ sa˜o pontualmente finitas se ∀i ∈ I e
∀a ∈ A, apenas um nu´mero finito de termos vij e f ij(a) sa˜o na˜o nulos.
Tal definic¸a˜o nos garante que a soma nos ı´ndices de baixo das matrizes sa˜o finitas.
Proposic¸a˜o 2.2.6 Sejam Γ um bimo´dulo covariante a` esquerda e {wi}i∈I uma base para o
espac¸o vetorial invΓ. Enta˜o {wi}i∈I e´ um base livre para o A-mo´dulo a` esquerda Γ e existe
uma matriz pontualmente finita (f ij)i,j∈I de funcionais f
i
j ∈ A′ tais que ∀a, b ∈ A ∀i, j ∈ I
temos
f ij(ab) =
∑
k
f ik(a)f
k
j (b), f
i
j(1) = δij ,
wia =
∑
k
(f ik · a)wk.
O conjunto {wi}i∈I e´ tambe´m uma base livre para o A-mo´dulo a` direita Γ e vale
awi =
∑
k
wk
((
f ik ◦ S−1
) · a) .
Demonstrac¸a˜o. A primeira parte vem do fato que Γ ∼= A ⊗ invΓ. Como wi ¢ a ∈ invΓ,
enta˜o existem nu´meros complexos f ij(a) para i, j ∈ I tais que f ij(a) sa˜o na˜o nulos apenas
para uma quantidade finita de ı´ndices j, e wi¢ a =
∑
j f
i
j(a)wj . E´ claro que (f
i
j)i,j∈I e´ uma
matriz pontualmente finita de funcionais f ij ∈ A′. As relac¸o˜es do enunciado seguem de
∑
j
f ij(ab)wj = wi ¢ (ab) = (wi ¢ a)¢ b =
(∑
k
f ik(a)wk
)
¢ b =
∑
k,j
f ik(a)f
k
j (b)wj
e como {wi}i∈I e´ base temos f ij(ab) =
∑
k f
i
k(a)f
k
j (b);
wi = wi ¢ 1 = f ij(1)wj
donde f ij(1) = δij ;
wia = a(1)
(
wi ¢ a(2)
)
=
∑
j
a(1)(f
i
j(a(2)))wj =
∑
j
(f ij · a)wj
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e finalmente
awi = (wi ¢ S−1(a(2)))a(1) =
∑
j
f ij(S
−1(a(2))wja(1) =
∑
j
wj((f ij ◦ S−1) · a).
Para a u´ltima parte, o isomorfismo Γ ∼= invΓ⊗A implica que {wi}i∈I e´ uma base livre para
o A-mo´dulo a` direita Γ.
Note que pela expressa˜o dada para f ij(ab) temos de fato que os funcionais f
i
j do teorema
esta˜o de fato em A◦.
2.2.2 Bimo´dulos covariante a` direita
Podemos reescrever toda a subsec¸a˜o anterior trocando esquerda por direita e fazendo as
devidas modifiac¸o˜es.
Definic¸a˜o 2.2.7 Um par (Γ, ϕR) e´ um bimo´dulo covariante a` direita sobre A se Γ e´ um A-
bimo´dulo e ϕR : Γ→ Γ⊗A e´ uma co-ac¸a˜o a` direita satisfazendo ϕR(aρb) = ∆(a)ϕR(ρ)∆(b)
∀a, b ∈ A e ∀ρ ∈ Γ. Um elemento ρ de Γ e´ dito ser invariante a` direita se ϕR(ρ) = ρ ⊗ 1.
Denotaremos por Γinv o espac¸o vetorial de todos os elementos invariantes a` direita.
A projec¸a˜o canoˆnica PR : Γ→ Γinv e´ definida por PR(ρ) = ρ(0)S
(
ρ(1)
)
e satisfaz PR(ρa) =
²(a)PR(ρ) e PR(aρ) = a(1)PR(ρ)S(a(2)) = adL(a⊗PR(ρ)) ∀a ∈ A e ∀ρ ∈ Γ. A estrutura de A-
mo´dulo a` esquerda em Γinv e´ dada pela ac¸a˜o adunta a` esquerda a¤η = PR(aη) = adL(a⊗η),
a qual determina completamente a estrutura de bimo´dulo covariante a` direita uma vez que
Γ = Γinv ·A e a(ηb) = (a(1) ¤ η)a(2)b ∀a, b ∈ A ∀η ∈ Γinv.
2.2.3 Bimo´dulos bicovariantes
Definic¸a˜o 2.2.8 Uma tripla (Γ, ϕL, ϕR) e´ dito se um bimo´dulo bicovariante (ou bimo´dulo
de Hopf) sobre A se (Γ, ϕL) e´ um bimo´dulo covariante a` esquerda, (Γ, ϕR) e´ um bimo´dulo
covariante a` direita e vale (id⊗ ϕR) ◦ ϕL = (ϕL ⊗ id) ◦ ϕR.
Essa u´ltima condic¸a˜o na definic¸a˜o justifica o uso da notac¸a˜o de Sweedler ρ(−1)⊗ρ(0)⊗ρ(1)
para (id⊗ ϕR) ◦ ϕL(ρ) = (ϕL ⊗ id) ◦ ϕR(ρ) com ρ ∈ Γ.
Prosseguiremos como na penu´ltima sec¸a˜o para caracterizaremos a estrutura de um bimo´dulo
bicovariante atrave´s de espac¸o dos elementos invariantes a` esquerda. Para isso precisamos
da seguinte definic¸a˜o.
Definic¸a˜o 2.2.9 Seja Γ0 um espac¸o vetorial que e´ um A-mo´dulo a` direita com ac¸a˜o de-
notada por ¢ e um A-co-mo´dulo a` direita com co-ac¸a˜o δR : Γ0 → Γ0 ⊗ A. Dizemos que
(Γ0,¢, δR) satisfaz a condic¸a˜o de Yetter-Drinfeld se vale a seguinte condic¸a˜o de compatibil-
idade
(w(0) ¢ a(1))⊗ w(1)a(2) = (w ¢ a(2))(0) ⊗ a(1)(w ¢ a(2))(1) (2.10)
para todos w ∈ Γ0 e a ∈ A.
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Proposic¸a˜o 2.2.10 Dado um A-mo´dulo a` direita Γ0 que tambe´m e´ um A-co-mo´dulo a` di-
reita e satisfaz a condic¸a˜o de Yetter-Drinfeld, enta˜o podemos dar uma estrutura de bimo´dulo
bicovariante em ΓB = A⊗Γ0 de forma que Γ0 ∼= inv(ΓB). Reciprocamente, dado um bimo´dulo
bicovariante Γ, existem estruturas de A-mo´dulo a` direita e A-co-mo´dulo a` direita em invΓ
satisfazendo a condic¸a˜o de Yetter-Drinfeld e vale que Γ e´ isomorfo ao bimo´dulo bicovariante
ΓB constru´ıdo na primeira parte.
Demonstrac¸a˜o. Dado Γ0 como no enunciado, constru´ıremos um bimo´dulo bicovariante a`
esquerda ΓB = A⊗Γ0 como na proposic¸a˜o 2.2.3 e portanto ja´ temos Γ0 ∼= inv(ΓB). Usaremos
a coac¸a˜o a` direita de Γ0 para definir uma co-ac¸a˜o a` direita em Γ de tal forma que Γ seja um
bimo´dulo bicovariante. Defina ϕR : Γ→ Γ⊗A por
ϕR(a⊗ w) = a(1) ⊗ w(0) ⊗ a(2)w(1) (2.11)
que e´ co-ac¸a˜o a` direita pela co-associatividade do co-produto e das propriedades da co-ac¸a˜o
δR. E´ fa´cil ver que ϕR(aρ) = ∆(a)ϕR(ρ) para ρ ∈ Γ e a ∈ A e lembrando que a co-ac¸a˜o a`
esquerda ϕL de ΓB era simplesmente aplicar o co-produto na primeira entrada, tambe´m fica
fa´cil ver que (id⊗ϕR) ◦ϕL = (ϕL⊗ id) ◦ϕR. Temos que mostrar que ϕR(ρa) = ϕR(ρ)∆(a),
mas note que
ϕR((b⊗ w)a) = ϕR(ba(1) ⊗ w ¢ a(2)) = b(1)a(1) ⊗ (w ¢ a(3))(0) ⊗ b(2)a(2)(w ¢ a(3))(1) (2.12)
ϕR(b⊗a)∆a = (b(1)⊗w(0)⊗b(2)w(1))(a(1)⊗a(2)) = b(1)a(1)⊗w(0)¢a(2)⊗b(2)w(1)a(3) (2.13)
e a igualdade entre (2.12) e (2.13) vem da condic¸a˜o de Yetter-Drinfeld.
Reciprocamente, se Γ e´ um bimo´dulo bicovariante, enta˜o invΓ e´ um A-mo´dulo a` direita
com ac¸a˜o dada por w¢ a = PL(wa). Ale´m disso, da identidade de bimo´dulos bicovariantes,
temos para w ∈ invΓ
(ϕL ⊗ id)ϕR(w) = (id⊗ ϕR)ϕL(w) = 1⊗ ϕR(w)
donde ϕR( invΓ) ⊆ invΓ ⊗ A, ou seja, podemos restringir a co-ac¸a˜o de Γ para δR : invΓ →
invΓ⊗A. Do fato que Γ e´ bimo´dulo covariante a` direita temos que (2.12) e (2.13) coincidem
e aplicando ² ⊗ id em ambos os lados direitos temos que a condic¸a˜o de Yetter-Drinfeld e´
satisfeita. O isomorfismo de bimo´dulos bicovariantes Γ ∼= ΓB e´ imediato.
Antes de irmos para o teorema fundamental desta sec¸a˜o, vamos definir uma bijec¸a˜o de
um bimo´dulo bicovariante Γ com ele mesmo de tal forma que sua restric¸a˜o a invΓ nos dara´
um isomorfismo de espac¸os vetoriais entre invΓ e Γinv. Defina Φ : Γ→ Γ por
Φ(ρ) = S(ρ(−1))ρ(0)S(ρ(1)) (2.14)
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e mostremos que sua inversa e´ dada por Ψ(ρ) = S−1(ρ(1))ρ(0)S−1(ρ(−1)). Primeiro, calcule-
mos
ϕL(Φ(ρ)) = ϕL(S(ρ
(−1))ρ(0))∆(S(ρ(1))) = (1⊗ S(ρ(−1))ρ(0))(S(ρ(2))⊗ S(ρ(1)) =
= S(ρ(2))⊗ S(ρ(−1))ρ(0)S(ρ(1))
onde usamos que S(ρ(−1))ρ(0) = PL(ρ(0)) ∈ invΓ. Temos ainda
(id⊗ ϕR)ϕL(Φ(ρ)) = S(ρ(2))⊗ (∆(S(ρ(−1)))(ρ(0)S(ρ(1))⊗ 1) =
= S(ρ(2))⊗ S(ρ(−1))ρ(0)S(ρ(1))⊗ S(ρ(−2))
e aplicando Ψ temos
Ψ(Φ(ρ)) = S−1(S(ρ(−2)))S(ρ(−1))ρ(0)S(ρ(1))S−1(S(ρ(2))) =
= ²(ρ(−1))ρ(0)²(ρ(1)) = ρ.
Analogamente temos Φ(Ψ(ρ)) = ρ, ou seja, Φ e´ bijetiva com inversa dada por Ψ. Note
que para w ∈ invΓ e η ∈ Γinv, temos que Φ(w) = w(0)S(w(1)) = PR(w) ∈ Γinv e Ψ(η) =
η(0)S−1(η(−1)) ∈ invΓ onde a u´ltima relac¸a˜o de pertineˆncia e´ mostrada de maneira ana´loga
a` mostrar que PL(ρ) ∈ invΓ. Conclu´ımos assim que Φ : invΓ→ Γinv e Ψ : Γinv → invΓ esta˜o
bem definidas e que Φ e´ um isomorfismo entre os espac¸os vetoriais invΓ e Γinv.
Teorema 2.2.11 (Teorema fundamental para bimo´dulos bicovariantes) Sejam Γ um
bimo´dulo bicovariante sobre A e {wi}i∈I uma base para o espac¸o vetorial invΓ. Enta˜o existem
matrizes pontualmente finitas1 v = (vij)i,j∈I e f = (f
i
j)i,j∈I com v
i
j ∈ A e f ij ∈ A′ tais que
∀a, b ∈ A ∀i, j ∈ I vale:
1. wia =
∑
k(f
i
k · a)wk;
2. ϕR(wi) =
∑
k wk ⊗ vki ;
3. f = (f ij)i,j∈I satisfaz f
i
j(ab) =
∑
k f
i
k(a)f
k
j (b) e f
i
j(1) = δij;
4. v = (vij)i,j∈I satisfaz ∆(v
i
j) =
∑
k v
i
k ⊗ vkj e ²(vij) = δij;
5.
∑
k v
k
i (a · fkj ) =
∑
k(f
i
k · a)vjk.
Ale´m disso
{
ηi =
∑
j wjS(v
j
i )
}
i∈I
e´ uma base para o espac¸o vetorial Γinv e ambos con-
juntos {wi}i∈I e {ηi}i∈I sa˜o bases para o A-mo´dulo livre a` esquerda Γ e o A-mo´dulo livre a`
direita Γ respectivamente. Reciprocamente se {wi}i∈I e´ a base de um espac¸o vetorial Γ0 e
se v = (vij)i,j∈I e f = (f
i
j)i,j∈I sa˜o matrizes pontualmente finitas
2 satisfazento 3 − 5 enta˜o
1Neste caso, temos que, para j ∈ I fixo, apenas um nu´mero finito de elementos vij e´ na˜o nulo.
2Vale a mesma observac¸a˜o anterior para v.
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existe um u´nico bimo´dulo bicovariante Γ, denotado por (v, f), tal que Γ0 ∼= Γinv e 1− 2 sa˜o
va´lidas.
Demonstrac¸a˜o. De acordo com a proposic¸a˜o 2.2.6 temos uma correspondeˆncia 1-1 entre
ac¸o˜es a` direita em invΓ e matrizes pontualmente finitas (f ij) satisfazendo 3. Temos neste
caso que 1 segue de (2.5). Como {wi}i∈I e´ base e ϕR( invΓ) ⊆ invΓ ⊗ A existe uma matriz
pontualmente finita v = (vij)i,j∈I , de acordo com a observac¸a˜o, e tal que ϕR(wi) =
∑
k wk⊗vki ,
donde e´ fa´cil ver que existe uma correspondeˆncia 1-1 entre co-ac¸o˜es a` direita em invΓ e
matrizes satisfazendo 4. De (2.14) temos que {ηi = Φ(wi)}i∈I e´ uma base para Γinv, e o fato
de serem bases livres para os mo´dulos respectivos vem dos isomorfismos Γ ∼= A⊗ invΓ e Γ ∼=
Γinv⊗A. Para terminar a demonstrac¸a˜o, basta-nos mostrar que 5 do enunciado e´ equivalente
a` condic¸a˜o de Yetter-Drinfeld, mas note que para i ∈ I e a ∈ A, temos
w
(0)
i ¢ a(1) ⊗ w(1)i a(2) =
∑
k
wk ¢ a(1) ⊗ vki a(2) =
∑
k,j
fkj (a(1))wj ⊗ vki a(2) =
∑
j
wj ⊗
(∑
k
vki (a · fkj )
)
e tambe´m
(wi ¢ a(2))
(0) ⊗ a(1)(wi ¢ a(2))(1) =
∑
k
(f ik(a(2))wk)
(0) ⊗ a(1)(f ik(a(2))wk)(1) =
∑
k
w
(0)
k ⊗ a(1)f ik(a(2))w(1)k =
∑
j
wj ⊗
(∑
k
(f ik · a)vjk
)
donde a equivaleˆncia fica evidente.
2.3 Ca´lculo diferencial sobre a´lgebras de Hopf
Nesta sec¸a˜o, iremos utilizar os resultados da sec¸a˜o anterior para estudar ca´lculos sobre
a´lgebras de Hopf. Fixe, enta˜o, A a´lgebra de Hopf com ant´ıpoda invers´ıvel. Vamos pen-
sar em A como A-espac¸o quaˆntico a` direita e a` esquerda com co-ac¸a˜o dada pelo co-produto
em ambos os casos. Fixemos a notac¸a˜o a¯ = a− ²(a)1, ∀a ∈ A.
Muitas vezes, estaremos interessados em ca´lculos que sa˜o A-co-mo´dulo a` direita e a`
esquerda ao mesmo tempo. Neste caso, temos a seguinte definic¸a˜o.
Definic¸a˜o 2.3.1 Seja Γ um c.d.p.o. sobre A, dizemos que (Γ,∆L,∆R) e´ bicovariante se
(Γ,∆L) for covariante a` esquerda e (Γ,∆R) for covariante a` direita.
Proposic¸a˜o 2.3.2 Seja Γ um c.d.p.o. bicovariante sobre A, enta˜o (id⊗∆R) ◦∆L = (∆L⊗
id) ◦∆R.
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Demonstrac¸a˜o. Tome um monoˆmio adb ∈ Γ com a, b ∈ A, enta˜o
(id⊗∆R) ◦∆L(adb) = (id⊗∆R)(∆a.(id⊗ d)∆b) = (id⊗∆R)(a(1)b(1) ⊗ a(2)db(2)) =
= a(1)b(1)⊗∆a(2).(d⊗id)∆b(2) = a(1)b(1)⊗a(2)db(3)⊗a(3)b(3) = ∆a(1).(id⊗d)∆b(1)⊗a(2)b(2) =
= (∆L ⊗ id)(a(1)db(1) ⊗ a(2)b(2)) = (∆L ⊗ id)(∆a.(d⊗ id)∆b) = (∆L ⊗ id) ◦∆R(adb)
donde segue o resultado.
Fixe agora, Γ c.d.p.o. covariante a` esquerda sobre A. Enta˜o a condic¸a˜o 1 de 2.1.15
implica que Γ e´ um A-bimo´dulo bicovariante. Vamos reescrever alguns dos resultados da
sec¸a˜o anterior numa linguagem mais conveniente.
Defina uma aplicac¸a˜o linear ωΓ : A → invΓ por ωΓ(a) = PL(da). Quando na˜o houver
confusa˜o, omitiremos o ı´ndice Γ e escreveremos apenas ω. Do fato que Γ = AdA e do
lema 2.2.2 temos que ω(A) = invΓ, pois dado ρ ∈ invΓ enta˜o ρ =
∑
i aidbi e ρ = PL(ρ) =
PL (
∑
i aidbi) =
∑
i ²(ai)ω(bi) ∈ ω(A). Note que como d1 = 0, tambe´m temos que ρ =
ω
(∑
i ²(ai)b¯i
)
, donde tambe´m invΓ = ω(ker ²). Conforme foi mostrado na subsec¸a˜o 2.2.1,
temos que Γ = ω(A)A = Aω(A) e qualquer base do espac¸o vetorial ω(A) e´ uma base do
A-mo´dulo livre a` esquerda (ou a` direita) Γ. Uma vez que ∆L(da) = a(1) ⊗ da(2), segue das
propriedades de PL que
ω(a) = S(a(1))da(2); (2.15)
da = a(1)ω(a(2)). (2.16)
Segue de propriedades obtidas na subsec¸a˜o 2.2.1 que
ω(a)¢ b = PL(S(a(1))da(2).b) = ²(S(a(1)))PL(da(2).b) = PL(da.b) =
= PL(d(ab))− PL(adb) = ω(ab)− ²(a)ω(b) = ω(a¯b)
e por (2.4) e (2.5) temos
adR(b⊗ ω(a)) = ω(a)¢ b = ω(a¯b) (2.17)
bω(a)c = bc(1)ω(a¯c(2)). (2.18)
Vamos fazer uma outra descric¸a˜o do c.d.p.o. universal no caso de a´lgebras de Hopf.
Considere Ω˜1A = A ⊗ ker ² e note que ker ² = {a¯ : a ∈ A}. Denotaremos o elemento a ⊗
b¯ ∈ Ω˜1A por aω(b) := a ⊗ b¯ e em particular ω(b) := 1 ⊗ b¯. Veremos mais adiante que
com essa escolha de notac¸a˜o teremos ω
Ω˜1A
(a) = ω(a), justificando a notac¸a˜o. Levando
em considerac¸a˜o (2.16) e (2.18), podemos dar uma estrutura de A-bimo´dulos em Ω˜1A por
c(bω(a)) = cbω(a) e (bω(a))c = bc(1)ω(a¯c(2)), ale´m de definir uma aplicac¸a˜o linear d : A →
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Ω˜1A por da = a(1)ω(a(2)). Veja que
adb+ da.b = a(b(1)ω(b(2))) + (a(1)ω(a(2)))b = ab(1)ω(b(2)) + a(1)b(1)ω(a(2)b(2)) =
ab(1)ω(b(2)) + a(1)b(1)ω(a(2)b(2))− a(1)²(a(2))b(1)ω(b(2)) = a(1)b(1)ω(a(2)b(2)) = d(ab)
ou seja, d satisfaz a regra de Leibniz. Ale´m disso temos
ω(a) = ²(a(1))ω(a(2)) = S(a(1))a(2)ω(a(3)) = S(a(1))da(2) (2.19)
donde Ω˜1A = AdA e portanto (Ω˜1A,d) e´ um c.d.p.o. sobre a a´lgebra de Hopf A.
Proposic¸a˜o 2.3.3 O c.d.p.o. (Ω˜1A,d) constru´ıdo acima e´ o c.d.p.o. universal.
Demonstrac¸a˜o. Seja (Γ, d˜) um outro c.d.p.o. sobre A. Defina a aplicac¸a˜o linear ψ : Ω˜1A→
Γ por ψ(adb) = ad˜b. Vejamos que ψ esta´ de fato bem definida. Tome uma combinac¸a˜o linear
nula
∑
i aidbi em Ω˜
1A. Pela definic¸a˜o de d em Ω˜1A temos
0 =
∑
i
aidbi =
∑
i
aibi(1)ω(bi(2)) =
∑
i
aibi(1) ⊗ bi(2) −
∑
i
aibi ⊗ 1.
Aplicando (µ⊗ id)(id⊗ S ⊗ id)(id⊗∆) em ambos os lados temos
0 =
∑
i
aibi(1)S(bi(2))⊗ bi(3) −
∑
i
aibi ⊗ 1 =
∑
i
ai ⊗ bi −
∑
i
aibi ⊗ 1
donde ∑
i
aid˜bi =
∑
i
aibid1 = 0
como desejado. Verifica-se fa´cil que Γ e´ isomorfo ao c.d.p.o. quociente Ω˜1A/N onde N =
kerψ e´ A-sub-bimo´dulo.
Corola´rio 2.3.4 O c.d.p.o. (Ω˜1A,d) e´ isomorfo a c.d.p.o. (Ω1A,dU ).
Demonstrac¸a˜o. O resultado e´ trivial uma vez que ambos sa˜o ca´lculos universais. Temos
que
Ω˜1A = A⊗ ker ² −→ Ω1A = kerµ∑
i ai ⊗ bi 7−→
∑
i aiS(bi(1))⊗ bi(2)
e
Ω1A = kerµ −→ Ω˜1A = A⊗ ker ²∑
i ai ⊗ bi 7−→
∑
i aibi(1) ⊗ bi(2)
estabelecem o isomorfismo em questa˜o.
Do corola´rio 2.1.19 temos que Ω˜1A e´ covariante a` esquerda e das fo´rmulas (2.15) e (2.19)
temos que ω(a) = PL(da) = ωΩ˜1A(a) justificando nossa notac¸a˜o. A aplicac¸a˜o ω assim
definida e´ chamada de forma de Maurer-Cartan.
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Para um c.d.p.o. covariante a` esquerda Γ sobre A, definimos
RΓ = {a ∈ ker ² : ωΓ(a) = 0} .
O pro´ximo teorema mostrara´ que Γ 7→ RΓ e´ uma correspondeˆncia biun´ıvoca entre c.d.p.o.’s
covariantes a` esquerda sobre A e ideais a` direita de ker ².
Teorema 2.3.5 Seja R um ideal a` direita de ker ². Enta˜o N = Aω
Ω˜1A
(R) e´ um A-sub-
bimo´dulo de Ω˜1A e o quociente Γ = Ω˜1A/N e´ um c.d.p.o. tal que RΓ = R. Reciprocamente,
se Γ e´ um c.d.p.o. covariante a` esquerda, enta˜o RΓ e´ um ideal a` direita de ker ² e Γ e´
isomorfo ao c.d.p.o. Ω˜1A/
(
Aω
Ω˜1A
(RΓ)
)
.
Demonstrac¸a˜o. Iremos omitir o ı´ndice em ω
Ω˜1A
. Primeiro note que se R e´ ideal a` direita de
ker ² enta˜o R tambe´m e´ ideal a` direita de A, de fato ∀a ∈ A sabemos que Ra¯ ⊆ R, portanto
dado r ∈ R temos que ∃s ∈ R tal que ra¯ = s donde ra = s+r²(a) ∈ R. Enta˜o para qualquer
b ∈ R ⊆ ker ² temos ω(b)c = c(1)ω(bc(2)) ∈ Aω(R), donde N = Aω(R) e´ um A-sub-bimo´dulo
de Ω˜1A e Γ = Ω˜1A/N e´ um c.d.p.o. sobre A. Se ∆L denota a co-ac¸a˜o em Ω˜1A, temos que
∆L(aω(b)) = ∆(a)(1 ⊗ ω(b)) donde ∆L(N) ⊆ A ⊗ N . Podemos assim definir uma co-ac¸a˜o
em Γ que claramente vai fazer de Γ um c.d.p.o. covariante a` esquerda. Resta-nos mostrar
que R = RΓ, mas
ωΓ(a) = S(a(1))d˜a(2) = S(a(1))pi◦da(2) = S(a(1))pi(a(2)ω(a(3))) = S(a(1))a(2)pi(ω(a(3))) = pi(ω(a)).
Logo, se a ∈ R e´ claro que ωΓ(a) = 0, e reciprocamente se ωΓ(a) = 0 enta˜o ω(a) ∈ Aω(R).
Como a ∈ ker ² temos ω(a) = 1⊗ a ∈ A⊗R donde a ∈ R, como quer´ıamos.
Reciprocamente dado Γ e´ um c.d.p.o. covariante a` esquerda, enta˜o vale (2.17). Assim,
se a ∈ RΓ e b ∈ ker ² temos ωΓ(a) = 0 e ωΓ(ab) = adR(b⊗ωΓ(a)) = 0. Logo RΓ e´ um ideal a`
direita de ker ². Resta-nos mostrar que Γ ∼= Ω˜1A/ (Aω(RΓ)). Seja ψ : Ω˜1A → Γ e´ dada por
ψ(adb) = ad˜b, se a ∈ A e b ∈ ker ² enta˜o
ψ(aω(b)) = ψ(aS(b(1))db(2)) = aS(b(1))d˜b(2) = aωΓ(b).
Tomando b ∈ RΓ na expressa˜o acima temos ψ(aω(b)) = 0, ou seja, Aω(RΓ) ⊆ kerψ.
Segue que temos uma aplicac¸a˜o ψ˜ : Ω˜1A/ (Aω(RΓ)) → Γ bem definida. Conforme men-
cionamos acima podemos escolher elementos bi ∈ A de forma que {ωΓ(bi)}i e´ uma base
de A-mo´dulo livre a` esquerda Γ. Podemos enta˜o, definir uma morfismo de A-mo´dulos
ϕ : Γ → Ω˜1A/ (Aω(RΓ)) por ϕ (
∑
i aiωΓ(bi)) = pi (
∑
i aiω(bi)) e e´ claro que ϕ = ψ˜
−1
,
donde segue o resultado.
Proposic¸a˜o 2.3.6 Seja A uma ∗-a´lgebra de Hopf e Γ um c.d.p.o. covariante a` esquerda,
enta˜o Γ e´ um ∗-ca´lculo se e somente se S(RΓ)∗ ⊆ RΓ.
Demonstrac¸a˜o. (⇒) Tome a ∈ RΓ. Das propriedades de ∗-a´lgebra de Hopf temos
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∆(S(a)∗) = S(a(2))∗ ⊗ S(a(1))∗. Enta˜o ²(S(a)∗) = ²(a) = 0 e
ωΓ(S(a)∗) = S(S(a(2))∗)d(S(a(1))∗) = a∗(2)(d(S(a(1)))
∗ = (d(S(a(1)))a(2))∗ =
(d(S(a(1))a(2) − S(a(1))da(2))∗ = (d(²(a)1)− ωΓ(a))∗ = 0.
(⇐) Novamente omitimos o ı´ndice em ω
Ω˜1A
. Conforme a sec¸a˜o 2.1.1, temos que Ω˜1A e´
um ∗-ca´lculo de modo que se a ∈ RΓ enta˜o ω(a)∗ = −ω(S(a)∗) ∈ ω(RΓ), ou seja, ω(RΓ)∗ ⊆
ω(RΓ). Uma vez que RΓ e´ um ideal a` direita de A, por (2.18) temos que ω(RΓ)A ⊆ Aω(RΓ),
donde vale que (Aω(RΓ))∗ ⊆ ω(RΓ)∗A∗ ⊆ ω(RΓ)A ⊆ Aω(RΓ). Portanto podemos passar
a involuc¸a˜o do ca´lculo universal para o quociente que e´ isomorfo a Γ e este torna-se um
∗-ca´lculo.
Conforme verificamos no ı´nicio desta sub-sec¸a˜o, temos que ω : ker ²→ invΓ e´ sobrejetora.
Ale´m disso R = kerω, donde invΓ ∼= ker ²/R, e o ca´lculo que acabamos de achar, de acordo
com a proposic¸a˜o 2.2.3 nada mais e´ que Γ = A⊗ ker ²/R. Ale´m disso, pela proposic¸a˜o 2.2.6,
nos diz que uma base do espac¸o vetorial invΓ e´ uma base do mo´dulo livre Γ tanto a` esquerda
quanto a` direita. Por essa raza˜o definimos.
Definic¸a˜o 2.3.7 Seja Γ um c.d.p.o. sobre uma a´lgebra de Hopf A, a dimensa˜o do ca´lculo
Γ e´ a dimensa˜o de invΓ como espac¸o vetorial.
Exemplo 2.3.8 (O ca´lculo tridimensional de O(SLq(2)) [41]) Seja A = O(SLq(2)) e
seja R o ideal a` direita de ker ² gerado pelos seis elementos
a+ q−2d− (1 + q−2)1, b2, c2, bc, (a− 1)b, (a− 1)c.
Usando que ² e´ morfismo de a´lgebras e que ²(a) = ²(d) = 1 e ²(b) = ²(c) = 0 e´ fa´cil ver
que esse elementos esta˜o de fato em ker ². Vamos verificar que ker ²/R e´ tridimensional
e portanto pela definic¸a˜o acima teremos que o ca´lculo em questa˜o sera´ tridimensional. Do
corola´rio C.1.3 temos que B = {δ0,lmakblcmdn : k, l,m, n ∈ N} \{0} e´ uma base para o espac¸o
vetorial O(SLq(2)). Os elementos de ker ² sera˜o enta˜o combinac¸a˜o linear de elementos da
forma akbldn com l > 0, akcmdn com m > 0 e
∑
k,n λkna
kdn com
∑
k,n λkn = 0. Vejamos o
que acontece com esses elementos quando passados para o quociente ker ²/R.
Vamos continuar denotando os elementos em ker ²/R por a, b, c, d. Primeiro vamos anal-
isar os elementos da forma akbldn com l > 0. Se l > 1 como b2 = 0 temos que akbldn = 0.
Suponhamos enta˜o l = 1. Neste caso usando a relac¸a˜o ab = b repetidas vezes ca´ımos em um
elemento da forma bdn. Lembrando da relac¸a˜o bd = q−1db em O(SLq(2)) temos que
bdn = q−1dbdn−1 = q−1(q2 + 1− q2a)bdn−1 =
= (q + q−1)bdn−1 − qabdn−1 = q−1bdn−1
onde na segunda igualdade usamos a primeira relac¸a˜o que define R e na u´ltima igualdade
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usamos que ab = b. Repetindo o processo temos que bdn = q−nb. Ou seja reduzimos todos
os elementos da forma akbldn com l > 0 para 0 ou b. O mesmo acontece com akcmdn
com m > 0. Resta-nos verificar o que acontece com as combinac¸o˜es de akdn. Usando que
ad = 1 + q−1bc em O(SLq(2)) e que bc = 0 no quociente, reduzimos para combinac¸o˜es de
poteˆncias de a e d. Usando ainda a primeira relac¸a˜o d = q2 + 1 − q2a, reduzimos para
polinoˆmios em a. Agora para k ≥ 2, temos que
ak = (1 + q−2)ak−1 − q−2ak−1d = (1 + q−2)ak−1 − q−2ak−2(1 + q−1bc) =
= (1 + q−2)ak−1 − q−2ak−2
donde podemos reduzir todo polinoˆmio em a para um polinoˆmio de primeiro grau λa + µ.
Como ² e´ morfismo de a´lgebras e R e´ ideal temos que ² passa para o quociente de ker ², ou
seja, devemos ter que ²(λa+ µ) = 0, ou ainda µ = −λ. Conclu´ımos assim que uma base de
ker ²/R e´ dada por {b, c, a− 1}.
E´ claro que os resultados para ca´lculos covariantes a` esquerda valem para ca´lculos
covariantes a` direita. Algumas modificac¸o˜es necessa´rias sa˜o definir uma aplicac¸a˜o linear
η = ηΓ : A→ Γinv e temos as seguintes formas ana´logas
η(a) = da(1)S(a(2)) e da = η(a(1))a(2).
Se definirmos LΓ = {a ∈ ker ² : ηΓ(a) = 0} enta˜o Γ 7→ LΓ e´ uma correspondeˆncia biun´ıvoca
entre ca´lculos covariantes a` direita e ideais a` esquerda de ker ².
Lembre-se que num ca´lculo covariante sobre um espac¸o quaˆntico qualquer (a` direita ou
a` esquerda) a co-ac¸a˜o do bimo´dulo esta´ unicamente determinada pela co-ac¸a˜o na a´lgebra
e pela diferenciac¸a˜o. No caso em que A e´ uma a´lgebra de Hopf, uma pergunta natural e´
em que condic¸o˜es um ca´lculo covariante a` esquerda e´ bicovariante. Lembre-se da co-ac¸a˜o
adjunta a` direita AdR(a) = a(2) ⊗ S(a(1))a(3) definida no exemplo 1.1.57 e note que se Γ e´
um c.d.p.o. bicovariante enta˜o
∆R(ω(a)) = ∆R(S(a(1))da(2)) = S(a(2))da(3) ⊗ S(a(1))a(4) = (ω ⊗ id)(AdR(a)). (2.20)
Proposic¸a˜o 2.3.9 Sejam Γ um c.d.p.o. sobre A e R seu ideal a` direita de ker ² associado.
O c.d.p.o. Γ e´ bicovariante se e somente se R e´ invariante pela co-ac¸a˜o adjunta a` direita,
ie, AdR(R) ⊆ R⊗A.
Demonstrac¸a˜o. (⇒) Se Γ e´ bicovariante, enta˜o vale (2.20) e comoR = {a ∈ ker ² : ωΓ(a) = 0}
temos que AdR(R) ⊆ R⊗A.
(⇐) Pelo corola´rio 2.1.19 temos que Ω˜1A e´ covariante a` esquerda e de maneira ana´loga
temos que Ω˜1A e´ covariante a` direita donde Ω˜1A e´ bicovariante. Segue de (2.20) aplicado a
Ω˜1A e AdR-invariaˆncia de R que ∆R(Aω(R)) ⊆ Aω(R) ⊗ A onde ∆R e´ a co-ac¸a˜o em Ω˜1A.
Podemos assim passar a co-ac¸a˜o ∆R para o quociente Ω˜1A/N onde N = Aω(R) de modo
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que Ω˜1A/N se torna um ca´lculo covariante a` direita. Como Γ e´ isomorfo a` Ω˜1A/N segue o
resultado.
Exemplo 2.3.10 (Os ca´lculos quadridimensionais de O(SLq(2)) [41]) Considere a a´lgebra
A = O(SLq(2)) e sejam R+ e R− os ideais a` direita de ker ² gerados pelos elementos
b2, c2, b(a− d), c(a− d), a2 + q2d2 − (1 + q2)(ad+ q−1bc),
x±b, x±c, x±(a− d), x±(a+ q−2d− (1 + q−2)1)
onde x± := q2a + d ∓ (q−1 + q3)1. Fazendo uma ana´lise similar ao caso tridimensional,
mostramos que ker ²/R tem dimensa˜o 4. Vejamos que esses ideais sa˜o AdR-invariantes.
Para isso e´ suficiente analisar o que acontece nos geradores. De fato se y e´ um gerador e
z ∈ ker ² temos supondo que y e´ AdR-invariante
AdR(yz) = (yz)(2) ⊗ S((yz)(1))(yz)(3) = y(2)z(2) ⊗ S(z(1))S(y(1))y(3)z(3) =
= yz(2) ⊗ S(z(1))z(3) ∈ R⊗A.
A u´ltima relac¸a˜o de pertineˆncia vale pois
(²⊗ id)(z(2) ⊗ S(z(1))z(3)) = ²(z(2))S(z(1))z(3) = ²(z)1 = 0
e usando o lema A.2.8 temos que z(2)⊗S(z(1))z(3) ∈ ker ²⊗A. Os ca´lculos para mostrar que
os geradores sa˜o AdR-invariantes sa˜o elementares, no entanto trabalhosos. Segue os ca´lculos
quadridimensionais sa˜o bicovariantes.
Ja´ sabemos que c.d.p.o. covariantes a` esquerda (respectivamente a` direita) sa˜o bimo´dulos
covariantes a` esquerda (respectivamente a` direita). E da proposic¸a˜o 2.3.2 temos que um
c.d.p.o. bicovariante e´ um bimo´dulo bicovariante. Podemos, assim, utilizar os resultados
sobre bimo´dulos e concluir que todo c.d.p.o. covariante sobre uma a´lgebra de Hopf e´ livre.
Cap´ıtulo 3
Fibrados principais quaˆnticos
Neste cap´ıtulo definiremos o objeto principal de estudo dessa dissertac¸a˜o, a saber, fibrados
principais quaˆnticos. Iniciaremos revisando a teoria cla´ssica, conforme [25] para o caso
topolo´gico e [28], [34] para o caso diferencia´vel. Tal revisa˜o vem para motivar as definic¸o˜es a
serem dadas no caso na˜o-comutativo. A segunda sec¸a˜o estudara´ o conceito de extenso˜es de
Hopf-Galois, alguns lemas para trabalhar com elas e um teorema que tera´ uma interpretac¸a˜o
interessante no pro´ximo cap´ıtulo quando estivermos falando de fibrados vetoriais quaˆnticos
associados. A terceira sec¸a˜o tratara´ de fibrados principais quaˆnticos propriamente ditos e
conexo˜es neles. Faremos uma discussa˜o acerca de nossa escolha para a definic¸a˜o e trataremos
alguns exemplos como o caso de espac¸os homogeˆneos quaˆnticos.
3.1 Fibrados principais (caso cla´ssico)
3.1.1 Fibrados principais cont´ınuos
Nessa sec¸a˜o revisaremos alguns conceitos da teoria cla´ssica de fibrados principais para mo-
tivar nossa generalizac¸a˜o para o caso na˜o-comutativo. Por essa raza˜o, sempre que falarmos
de espac¸os topolo´gicos, entenda-se espac¸o topolo´gico compacto Hausdorff para satisfazermos
a`s hipo´teses da teoria de Gelfand-Naimark no caso de a´lgebras com unidade. Para mais
detalhes e algumas demonstrac¸o˜es que omitiremos, ver [25] e [28].
Definic¸a˜o 3.1.1 Uma tripla (P,M, pi) onde P e M sa˜o espac¸os topolo´gicos e pi : P →M e´
uma aplicac¸a˜o cont´ınua e´ dita ser um fibrado se pi e´ aberta e sobrejetora. Neste caso, P e´
chamado de espac¸o total, M de espac¸o base, pi de projec¸a˜o e para cada m ∈ M , pi−1(m) e´
chamado de fibra.
Definic¸a˜o 3.1.2 Uma sec¸a˜o em um fibrado (P,M, pi) e´ uma aplicac¸a˜o cont´ınua σ :M → P
tal que pi ◦ σ = idM . O espac¸o das sec¸o˜es cont´ınuas sera´ denotado por Γ(P ).
Definic¸a˜o 3.1.3 Sejam P um espac¸o topolo´gico, G um grupo topolo´gico e · : P × G → P
uma aplicac¸a˜o cont´ınua onde denotaremos ·(p, g) simplesmente por pg. Diremos que (P, ·) e´
um G-espac¸o a` direita se sa˜o satisfeitas:
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1. (pg)h = p(gh) para quaisquer p ∈ P , g, h ∈ G;
2. pe = p para qualquer p ∈ P onde e e´ a unidade do grupo G.
Para cada g ∈ G, denotaremos Rg : P → P por Rg(p) = pg.
E´ claro que temos uma definic¸a˜o ana´loga para G-espac¸os a` esquerda.
Proposic¸a˜o 3.1.4 Para um G-espac¸o P a aplicac¸a˜o p 7→ pg e´ um homeomorfismo de P em
P e piG : P → P/G e´ uma aplicac¸a˜o aberta. No caso em que P/G e´ Hausdorff, temos que
(P, P/G, piG) e´ um fibrado.
Demonstrac¸a˜o. Temos que p 7→ pg e´ claramente cont´ınua com inversa dada por p 7→ pg−1
que tambe´m e´ cont´ınua. Seja U aberto de P enta˜o pi−1pi(U) =
⋃
g∈G Ug que e´ aberto por
ser uma unia˜o de abertos. Segue que pi(U) e´ aberto pela definic¸a˜o da topologia em P/G.
Definic¸a˜o 3.1.5 Diremos que (P,M, pi) e´ um G-fibrado se P possui uma estrutura de G-
espac¸o e existe um homeomorfismo f :M → P/G de forma que piG = f ◦pi. Dois G-fibrados
(P,M, pi) e (P ′,M, pi′) sobre a mesma base sa˜o isomorfos se existe um homeomorfismo ψ :
P → P ′ tal que ψ(pg) = ψ(p)g e pi′(ψ(p)) = pi(p).
Note que uma fibra pi−1(m) de um G-fibrado e´ a o´rbita de cada ponto p ∈ pi−1(m) e
portanto G age transitivamente em pi−1(m). Suponha agora que a ac¸a˜o de G seja livre em
P , isto e´, se pg = p para algum p ∈ P enta˜o g = e. Defina P̂ = {(p, pg) ∈ P × P : g ∈ G},
enta˜o pelo fato da ac¸a˜o ser transitiva nas fibras e fiel existe uma aplicac¸a˜o bem definida
T : P̂ → G dada por T(p, pg) = g ou equivalentemente pT(p, p′) = p′. Tal func¸a˜o e´ chamada
de aplicac¸a˜o de translac¸a˜o e note que ela possui as seguintes propriedades:
(i) T(p, p) = e;
(ii) T(p, p′)T(p′, p′′) = T(p, p′′);
(iii) T(p′, p) = T(p, p′)−1 para p, p′, p′′ ∈ P .
Definic¸a˜o 3.1.6 Um G-fibrado (P,M, pi) e´ dito ser principal se G age livremente em P e a
aplicac¸a˜o de translac¸a˜o e´ cont´ınua. Neste caso, chamamos G de grupo estrutural.
Proposic¸a˜o 3.1.7 Seja (P,M, pi) um G-fibrado principal enta˜o cada fibra e´ homeomorfa a
G.
Demonstrac¸a˜o. Considere uma fibra pi−1(m), fixe um elemento p ∈ pi−1(m) e defina uma
aplicac¸a˜o u : G → pi−1(m) por u(g) = pg, que e´ cont´ınua. A inversa de u e´ dada por
p′ 7→ T(p, p′) que tambe´m e´ cont´ınua e portanto u e´ um homeomorfismo.
Exemplo 3.1.8 Seja P = M × G e defina (m, g)h = (m, gh), enta˜o (P,M, pi1) e´ um G-
fibrado principal.
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Definic¸a˜o 3.1.9 Diremos que um G-fibrado principal (P,M, pi) e´ trivial se ele for isomorfo
ao fibrado (M ×G,M, pi1).
Definic¸a˜o 3.1.10 Um G-fibrado principal e´ dito ser localmente trivial se ∀m ∈ M existe
uma vizinhac¸a aberta U de M e um homeomorfismo ϕ : pi−1(U)→ U ×G tal que pi1(ϕ(p)) =
pi(p) e se ϕ(pg) = ϕ(p)g para p ∈ pi−1(U) e g ∈ G. O par (U,ϕ) e´ chamado de trivialidade
local. Um atlas e´ uma colec¸a˜o de trivialidades locais tal que os abertos cobrem M .
Poder´ıamos definir um fibrado principal sem exigir a continuidade da aplicac¸a˜o de translac¸a˜o,
mas exigindo a existeˆncia de um atlas. Neste caso e´ fa´cil verificar, usando as trivialidades
locais, que a aplicac¸a˜o de translac¸a˜o e´ de fato cont´ınua.
Definic¸a˜o 3.1.11 Uma sec¸a˜o local em um G-fibrado principal (P,M, pi) e´ uma aplicac¸a˜o
σ : U → P tal que pi ◦ σ = idU onde U e´ um aberto de M .
Note que para um fibrado localmente trivial, sempre existem sec¸o˜es locais. De fato temos
o seguinte resultado.
Proposic¸a˜o 3.1.12 Um G-fibrado principal (P,M, pi) e´ trivial se e so´ se admite uma sec¸a˜o
global.
Demonstrac¸a˜o. A implicac¸a˜o direta e´ imediata. Para a rec´ıproca, seja σ : M → P uma
sec¸a˜o global e defina Φ : M × G → P por Φ(m, g) = σ(m)g. A inversa de Φ e´ dada por
Φ−1(p) = (pi(p),T((σ ◦ pi)(p), p)) que tambe´m e´ cont´ınua. Segue que Φ e´ o isomorfismo
desejado.
Fixe uma atlas {(Ui, ϕi)}i∈I para um G-fibrado principal localmente trivial (P,M, pi).
Dado um par (i, j) ∈ I × I definimos a aplicac¸a˜o ψji : Ui ∩ Uj → G por ψji(m) =
pi2(ϕj(p))pi2(ϕi(p))−1 para p ∈ pi−1(m) e onde pi2 e´ a projec¸a˜o na segunda coordenada.
Para ver que ψji na˜o depende de p, escolha outro p′ ∈ pi−1(m) enta˜o existe g ∈ G tal que
p′ = pg e pi2(ϕj(p′))pi2(ϕi(p′))−1 = pi2(ϕj(p))gg−1pi2(ϕi(p))−1 = pi2(ϕj(p))pi2(ϕi(p))−1. Es-
colhendo sec¸o˜es locais apropriadas, podemos verificar que ψji e´ uma composic¸a˜o de func¸o˜es
cont´ınuas e portanto cont´ınua. Ale´m disso temos que o conjunto de func¸o˜es {ψji}i,j∈I satisfaz
as seguinte propriedades:
(t1) ψki = ψkj ◦ ψji em Ui ∩ Uj ∩ Uk;
(t2) ψii ≡ e onde e e´ o elemento neutro de G;
(t3) ψij(m) = ψji(m)−1 para m ∈M .
Definic¸a˜o 3.1.13 Um sistema de func¸o˜es de transic¸a˜o em um espac¸o topolo´gico M relativo
a uma cobertura aberta {Ui}i∈I e´ um conjunto de aplicac¸o˜es cont´ınuas {ψji : Ui ∩ Uj → G}
tal que a propriedade (t1) acima e´ satisfeita.
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Note que ψiiψii = ψii implica a propriedade (t2) e ψijψji = ψii = e implica a propriedade
(t3). A construc¸a˜o acima nos diz que temos um sistema de func¸o˜es de transic¸a˜o definido a
partir de um atlas.
Definic¸a˜o 3.1.14 Dois sistemas de func¸o˜es de transic¸a˜o {ψji}i,j∈I e {ψ′ji}i,j∈I relativos a
uma mesma cobertura aberta {Ui}i∈I , sa˜o ditos serem equivalentes se para cada i ∈ I existe
uma aplicac¸a˜o cont´ınua ri : Ui → G tal que ψ′ji(m) = rj(m)ψji(m)ri(m)−1 para m ∈ Ui∩Uj.
Teorema 3.1.15 Dados dois G-fibrados principais locamente triviais (P,M, pi), (P ′,M, pi′)
com mesma base M e dados atlas {(Ui, ϕi)}i∈I e {(Ui, ϕ′i)} para P e P ′ respectivamente,
temos que P e´ isomorfo a P ′ se e so´ se os sistemas de func¸o˜es de transic¸a˜o achados a partir
dos dois atlas sa˜o equivalentes.
Demonstrac¸a˜o. Ver [25].
Suponha dados (P,M, pi) um G-fibrado principal e F um G-espac¸o a` esquerda. Defina
uma relac¸a˜o de equivaleˆncia em P × F por (p, y) ∼ (p′, y′) ⇔ ∃g ∈ G tal que p′ = pg e
y′ = g−1y. Defina E = P ×G F := P × F/ ∼ e denote as classes por [p, y]. E´ claro que a
func¸a˜o piE : E →M dada por piE([p, y]) = pi(p) esta´ bem definida.
Proposic¸a˜o 3.1.16 No contexto acima (E,M, piE) e´ um fibrado com fibra homeomorfa a
F . Tal fibrado e´ denominado de fibrado associado a P .
Demonstrac¸a˜o. E´ claro que piE e´ sobrejetora e e´ cont´ınua pelas propriedades da topologia
quociente. Vejamos que piE e´ uma aplicac¸a˜o aberta. Dado A aberto em E, denotando por
pi : P × F → E a projec¸a˜o, temos que pi−1(A) e´ aberto em P × F e pi(pi−1(A)) = piE(A).
Pela definic¸a˜o da topologia produto temos que pi−1(A) =
⋃
i∈I Vi ×Wi com Vi aberto em P
e Wi aberto em F . Enta˜o piE(A) = pi
(⋃
i∈I Vi
)
que e´ um conjunto aberto em M por pi ser
uma aplicac¸a˜o aberta.
Dado m ∈ M , vamos mostrar que pi−1E (m) e´ homeomorfo a F . Fixe p0 ∈ pi−1(m) e
defina f : F → pi−1E (m) por f(y) = [p0, y] que esta´ de fato bem definida pois piE([p0, y]) =
pi(p0) = m, e e´ claramente cont´ınua. Vejamos que f tem inversa cont´ınua. Para isto note
que pi−1E (m) = pi(pi
−1(m) × F ) e defina uma aplicac¸a˜o cont´ınua g′ : pi−1(m) × F → F por
g′(p, y) = T(p0, p)y. Temos que g′(pg, g−1y) = T(p0, pg)g−1y = T(p0, p)gg−1y = T(p0, p)y
donde g′ induz uma aplicac¸a˜o cont´ınua g : pi−1E (m) → F . Utilizando as propriedades da
aplicac¸a˜o de translac¸a˜o, vemos que g e´ a inversa de f .
No caso em que (P,M, pi) e´ um fibrado principal localmente trivial, temos que (E,M, piE)
e´ localmente trivial no sentido que para cada m ∈M existe uma vizinhac¸a aberta U de m e
um homeomorfismo ζ : pi−1E (U)→ U×F . De fato, tome uma trivialidade local ϕ : pi−1(U)→
U×G de P . Observe que pi−1E (U) = pi(pi−1(U)×F ) e G×GF e´ homeomorfo a F por [g, y] 7→ y
e y 7→ [y, e]. Usando ainda que ϕ preserva a ac¸a˜o a` direita de G temos os homeomorfismos
pi−1E (U) ∼= pi−1(U)×G F ∼= U ×G×G F ∼= U × F. (3.1)
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Definic¸a˜o 3.1.17 Sejam P um G-espac¸o a` direita e F um G-espac¸o a` esquerda. Uma
func¸a˜o cont´ınua φ : P → F e´ dita ser G-equivariante se φ(pg) = g−1φ(p). Denotaremos o
espac¸o das func¸o˜es equivariantes por CG(P, F ).
Teorema 3.1.18 Sejam (P,M, pi) um G-fibrado principal, F um G-espac¸o a` esquerda e
E = P ×G F o fibrado associado. Enta˜o as sec¸o˜es de E esta˜o em correspondeˆncia biun´ıvoca
com func¸o˜es equivariantes φ : P → F atrave´s de sφ(m) = [p, φ(p)] para p ∈ pi−1(m).
Demonstrac¸a˜o. Para ver que sφesta´ bem definida tome outro p′ = pg ∈ pi−1(m) enta˜o
[p′, φ(p′)] = [pg, g−1φ(p)] = [p, φ(p)]. Temos que sφ ◦pi e´ cont´ınua pois sφ(pi(p)) = pi(p, φ(p)),
onde pi e´ como na proposic¸a˜o anterior, o que implica a continuidade de sφ. Pelo fato de G
agir livremente em P , para um elemento x ∈ E e para cada p ∈ pi−1(piE(x)) existe u´nico
y ∈ F tal que [p, y] = x. Dada uma sec¸a˜o s, defina φs pela igualdade s(pi(p)) = [p, φs(p)].
Neste caso temos que s(pi(pg)) = s(pi(p)) = [p, φs(p)] = [pg, g−1φs(p)]. Pela unicidade de y
como acima temos que φs(pg) = g−1φs(p).
E´ claro que as aplicac¸o˜es φ 7→ sφ e s 7→ φs sera˜o mutuamente inversas uma vez
que mostrarmos que φse´ cont´ınua. Sejam p0 ∈ P , y0 = φs(p0) e m0 = pi(p0), ou seja,
s(m0) = [p0, y0]. Tome W vizinhac¸a aberta de y0. Pela continuidade da ac¸a˜o de G em
F , existem vizinhac¸as abertas W ′ de y0e N de e ∈ G de forma que NW ′ ⊆ W . Pela
continuidade da aplicac¸a˜o de translac¸a˜o podemos tomar V vizinhanc¸a aberta de p0 tal
que T
(
(V × V ) ∩ P̂
)
⊆ N . Como s e´ cont´ınua existe U vizinhanc¸a aberta de m0tal que
s(U) ⊆ pi(V × W ′). Defina V ′ = pi−1(U ∩ V ), que conte´m p0, e note que pi(V ′) = U
e s(U) ⊆ pi(V ′ × W ′) uma vez que piE ◦ s = idM . Vamos provar que φs(V ′) ⊆ W ′.
Dado p ∈ V ′ temos pi(p) = m ∈ U e s(m) = [p′, y′] com p′ = p′ ∈ V ′ e y′ ∈ W ′. Mas
[p′, y′] = [pT(p, p′), y′] = [p,T(p, p′)y′] donde φs(p) = T(p, p′)y′ ∈ NW ′ ⊆W .
Definic¸a˜o 3.1.19 Um G-espac¸o a` esquerda (V, ·) tal que V e´ um espac¸o vetorial (sobre C
ou R) e ·(g, ) e´ uma transformac¸a˜o linear ∀g ∈ G sera´ denominado G-espac¸o vetorial a`
esquerda.
Em outras palavras temos uma representac¸a˜o cont´ınua de G em V atrave´s da aplicac¸a˜o
% : G→ Aut(V ) dada por %(g) = Lg, onde Lg(v) = ·(g, v).
Definic¸a˜o 3.1.20 Um fibrado vetorial e´ um fibrado (E,M, pi) munido de estruturas vetoriais
para cada fibra pi−1(m) de forma que para cada m ∈M existe uma vizinhac¸a aberta U de m e
um homeomorfismo ϕ : pi−1(U)→M×Vm, onde Vm e´ um espac¸o vetorial, de forma que para
cada m′ ∈ U , a restric¸a˜o de ϕ da´ um isomorfismo de espac¸os vetoriais entre Em′ := pi−1(m′)
e {m′} × Vm.
Na definic¸a˜o acima na˜o exigimos que os espac¸os vetoriais Vm tenha a mesma dimensa˜o,
mas e´ fato que a dimensa˜o de Vm e´ constante em cada componente conexa de M .
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Observac¸a˜o 3.1.21 Se (P,M, pi) for um G-fibrado principal localmente trivial e V for um
G-espac¸o vetorial a` esquerda, temos que o fibrado associado E = P ×G V e´ um fibrado
vetorial. De fato, note que pi−1E (m) = {[p, v] : v ∈ V } para qualquer p ∈ pi−1(m) fixo donde
podemos dar uma estrutura de espac¸o vetorial em Em := pi−1E (m) por λ[p, v1] + [p, v2] =
[p, λv1 + v2]. Utilizando os isomorfismos de (3.1) e essa estrutura de espac¸o vetorial para
Em segue claro que estamos na hipo´teses da definic¸a˜o de fibrado vetorial. Neste caso dizemos
que E e´ um fibrado vetorial associado. Definindo uma multiplicac¸a˜o de C(M) em CG(P, V )
por (αφ)(p) = α(pi(p))φ(p), que e´ equivariante pois G age linearmente em V , temos que
CG(P, V ) e´ um C(M)-mo´dulo e o teorema 3.1.18 nos da´ um isomorfismo de C(M)-mo´dulos
Γ(E) ∼= CG(P, V ).
3.1.2 Fibrados principais diferencia´veis e conexo˜es
Se os espac¸os topolo´gicos da subsec¸a˜o anterior forem variedades diferencia´veis (que estamos
supondo serem suaves) e as aplicac¸o˜es forem diferencia´veis, colocaremos um adjetivo difer-
encia´vel nas definic¸o˜es da subsec¸a˜o anterior. Para na˜o confudirmos atlas definido acima e
atlas de uma variedade, diremos atlas de fibrado no primeiro caso. Ale´m disso, no caso
diferencia´vel, estaremos sempre supondo que os fibrados sa˜o localmente triviais, o que nos
sera´ u´til para demonstrar a diferenciabilidade de algumas aplicac¸o˜es.
Vamos comec¸ar definindo uma estrutura diferencia´vel num fibrado associado E = P×GF
para (P,M, pi) fibrado localmente trivial. Podemos considerar um conjunto de trivialidades
locais {(Ui, ϕi)}i∈I em P de forma que para cada i ∈ I exista αi : Ui → Rm com a condic¸a˜o
que {(Ui, αi)}i∈I e´ um atlas diferencia´vel de P . Denotando por ζi : pi−1E (Ui) → Ui × F o
homeomorfismo achado em (3.1) e sendo {(Vj , βj)}j∈J atlas de F , na˜o e´ dif´ıcil verificar que
para Wij = ζ−1i (Ui × Vj) e γij = (αi × βj) ◦ ζi temos que {(Wij , γij)}i∈I,j∈J e´ atlas de E.
Fica claro que as func¸o˜es ζi e a projec¸a˜o piE sa˜o diferencia´veis.
Proposic¸a˜o 3.1.22 A correspondeˆncia dada no teorema 3.1.18 pode ser restringida para
func¸o˜es diferencia´veis.
Demonstrac¸a˜o. Suponha s diferencia´vel. Observe que para uma trivialidade local (Ui, ϕi)
de P , acompanhando os homeomorfismos em (3.1) vemos que se ϕi(p) = (pi(p), gi(p)) para p ∈
pi−1(U) temos ζi([p, y]) = (pi(p), gi(p))y) para [p, y] ∈ pi−1E (U). Segue que em pi−1(U) temos
a igualdade φs(p) = gi(p)−1pi2(ζi(s(pi(p)))), o lado direito sendo composic¸a˜o de aplicac¸o˜es
diferencia´veis. Como diferenciabilidade e´ um fato local, segue que φs e´ diferencia´vel.
Reciprocamente, suponha φ diferencia´vel. Para cada m ∈ M , escolha uma sec¸a˜o lo-
cal diferencia´vel σ : U → P tal que m ∈ U . Enta˜o em U a sec¸a˜o sφ e´ definida por
sφ(m) = [σ(m), φ(σ(m))] que e´ composic¸a˜o de aplicac¸o˜es diferencia´veis e portanto impli-
cando a diferenciabilidade de sφ.
Suponha agora, V de dimensa˜o finita e % : G→ Aut(V ) uma representac¸a˜o diferencia´vel.
Fixe E = P ×G V o fibrado vetorial associado a um G-fibrado principal localmente trivial
(P,M, pi).
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Definic¸a˜o 3.1.23 Definimos uma r-forma pseudotensorial como uma r-forma a valores em
V , ϕ, tal que ela seja G-equivariante no sentido que R∗gϕ = g−1ϕ para todo g ∈ G. Diremos
que tal ϕ e´ tensorial se ale´m disso ela for horizontal significando que ϕ(X1, . . . , Xr) = 0
se algum dos vetores Xi for vertical, ie, se pi∗(Xi) = 0. Denotaremos o espac¸o das formas
tensoriais por Ωrtens(P, V ).
Note que func¸o˜es G-equivariantes sa˜o exatamente 0-formas tensoriais. Iremos generalizar
a proposic¸a˜o anterior para 1-formas tensoriais.
Proposic¸a˜o 3.1.24 O espac¸o Ω1tens(P, V ) de 1-formas tensoriais esta´ em correspondeˆncia
com o espac¸o de morfismos de fibrados de TM em E. Estes, por sua vez, esta˜o em corre-
spondeˆncia com morfismos de C(M)-mo´dulos de X(M) em CG(P, V ).
Demonstrac¸a˜o. Dada ϕ ∈ Ω1tens(P, V ), definimos para cada m ∈M a aplicac¸a˜o ϕ˜m(Xm) =
[p, ϕ(X˜p)] onde, X ∈ X(M), p ∈ pi−1(m) e X˜ e´ um campo vetorial em P tal que pi∗(X˜p) =
Xm, ie, X˜ e´ um levantamento local de X. Assim como no resultado anterior, o fato de ϕ
ser G-equivariante implica que a definic¸a˜o acima independe da escolha de p, e o fato de ϕ
ser horizontal nos da´ a independeˆncia na escolha de X˜. E´ claro que ϕ˜m e´ uma aplicac¸a˜o
linear. Pode-se mostrar que essa construc¸a˜o se estende diferenciavelmente em m para uma
aplicac¸a˜o entre fibrados.
Reciprocamente, dado um morfismo ψ : TM → E, defina uma 1-forma ϕ dada pon-
tualmente por ϕp : TpP → V tal que [p, ϕp(Yp)] = ψ(pi∗(Yp)), assim como fizemos no caso
anterior. E´ claro que ϕp e´ linear e horizontal pois pi∗ se anula nos vetores verticais. Para
mostrar a equivariaˆncia temos que calcular [pg, ϕpg(Rg∗(Yp))]. Como pi∗(Rg∗(Yp)) = pi∗(Yp)
temos [pg, ϕpg(Rg∗(Yp))] = ψ(pi∗(Yp)) = [p, ϕp(Yp)] = [pg, g−1ϕp(Yp)], donde ϕpg(Rg∗(Yp)) =
g−1ϕp(Yp) e portanto R∗gϕ = g−1ϕ.
Finalmente a u´ltima correspondeˆncia segue do fato que X(M) e´ o espac¸o das sec¸o˜es de
TM e CG(P, V ) e´ isomorfo ao espac¸o das sec¸o˜es de E.
Corola´rio 3.1.25 O espac¸o Ω1tens(P, V ) de 1-formas tensoriais esta´ em correspondeˆncia
com o espac¸o de morfismos de fibrados de E∗ em T ∗M , que por sua vez, esta˜o em cor-
respondeˆncia com morfismos de C(M)-mo´dulos de CG(P, V ∗) em Ω1(M). Neste caso a
representac¸a˜o de G em V ∗ e´ dada por gζ(v) = ζ(g−1v) para g ∈ G, v ∈ V e ζ ∈ V ∗.
Demonstrac¸a˜o. Basta pegar a adjunta de ϕ˜m da proposic¸a˜o anterior em cada ponto de
m e verificar que tal aplicac¸a˜o se estende para uma aplicac¸a˜o diferencia´vel entre fibrados.
Explicitamente temos que a forma α ∈ Ω1(M) que e´ imagem de um elemento f ∈ CG(P, V ∗)
atrave´s do morfismo em questa˜o satisfaz
αm(Xm) = fp(ϕ(X˜p)) (3.2)
para Xm ∈ TM , pi(p) = m e X˜p ∈ TP e´ tal que pi∗(X˜p). De fato, pensando em E∗ como
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sendo P ×G V ∗ temos que a adjunta ϕ˜m∗ : E∗m → TmM∗ num ponto m ∈M e´ dada por
ϕ˜m
∗([p, ζ])(Xm) = [p, ζ](ϕ˜m(Xm)) = [p, ζ]([p, ϕ(X˜p)]) = ζ(ϕ(X˜p)). (3.3)
Se sf :M → E∗ e´ a sec¸a˜o dada por sf (m) = [p, f(p)] como no teorema 3.1.18 enta˜o a forma
α ∈ Ω−1(M) e´ dada por α = ϕ˜∗ ◦ sf . A equac¸a˜o 3.2 segue desse fato e da igualdade 3.3.
Podemos ainda codificar a igualdade 3.2 por
pi∗α = 〈f, ϕ〉 (3.4)
onde pi∗ e´ o pullback da forma e 〈, 〉 denota a imagem de f aplicando na imagem de ϕ.
Agora, vamos revisar alguns conceitos relacionados a conexo˜es em fibrados principais.
Para mais detalhes, ver [28]. Note que para cada p ∈ P , grac¸as a` trivialidade local, podemos
determinar um subespac¸o de TpP na direc¸a˜o de G, o qual sera´ denotado por TpG. Para os
pro´ximos resultados fixe (P,M, pi) um G-fibrado principal diferencia´vel.
Definic¸a˜o 3.1.26 Uma conexa˜o Π em P e´ a escolha de um subespac¸o Hp de TpP para cada
p ∈ P de forma que:
1. TPP = Hp ⊕ TpG para todo p ∈ P ,
2. Hpg = Rg∗(Hp) para todos p ∈ P e g ∈ G,
3. Hp depende diferencialmente de p, ou seja, se X ∈ X(P ) e se para cada p definimos
Yp como a componente em Hp de Xp enta˜o Y ∈ X(P ).
Chamamos Hp o subespac¸o horizontal de TpP e TpG o subespac¸o vertical. Para cada
Xp ∈ TpP denotaremos hXp a componente em Hp de Xp e vXp a componente em TpG de
Xp chamadas respectivamente de componente horizontal e vertical. Podemos pensar tambe´m
em v : TpP → TpG e h : TpP → Hp como projec¸o˜es lineares.
Para cada p ∈ P e A ∈ g (onde g denota a a´lgebra de Lie de G) iremos construir um
vetor em TpG o qual denotaremos por A
#
p . Note que se gt = exp(tA) enta˜o Rgt(p) define
uma curva diferencia´vel em P que passa por p em t = 0. Defina enta˜o A#p como sendo o
vetor tangenta a` curva no ponto p. Explicitamente temos para f : P → R:
A#p (f) =
d
dt
f(p exp(tA))|t=0.
Pelo fato de a ac¸a˜o de pi(p) = pi(p exp(tA)), temos que de fato A#p ∈ TpG. Pode-se mostrar
que A 7→ A#p nos da´ um isomorfismo entre g e TpG e neste caso A# e´ um campo vetorial em
P .
Lembre que para cada g ∈ G temos um automorfismo interno ag : G → G dado por
ag(b) = gbg−1 onde a identidade e e´ um ponto fixo. Segue que o diferencial de ag nos da´ uma
automorfismo de espac¸os vetorias de TeG ∼= g. Denotaremos tal aplicac¸a˜o por Adg : g→ g.
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Definic¸a˜o 3.1.27 Diremos que uma 1-forma g-valuada em P , ω : TP → g e´ uma 1-forma
de conexa˜o se:
1. ω(A#) = A para todo A ∈ g,
2. R∗g(ω) = Adg(ω) para todo g ∈ G, ou seja temos que para cada X ∈ X(P ), ω(Rg∗(X)) =
Adg(ω(X)).
Observac¸a˜o 3.1.28 Dada uma conexa˜o Π em P podemos definir uma forma ω : TP → g
da seguinte forma: para Xp ∈ TpP , escolhemos ω(Xp) como sendo o u´nico elemento de g
tal que ω(Xp)# = vXp. Pode-se mostrar que ω assim definido e´ uma 1-forma de conexa˜o.
Reciprocamente dada uma 1-forma de conexa˜o temos que a escolha de Hp da forma Hp =
{Xp ∈ TpP : ω(Xp) = 0} nos da´ uma conexa˜o. Ale´m disso, pode-se mostrar que essa
correspondeˆncia e´ biun´ıvoca.
Definic¸a˜o 3.1.29 Definimos um levantamento de um campo vetorial X ∈ X(M) como sendo
um campo vetorial X˜ ∈ X(P ) tal que pi∗(X˜p) = Xpi(p) para todo p ∈ P . Se ale´m disso for
dada uma conexa˜o em P , diremos que o levantamento e´ horizontal se vX˜p = 0 para todo
p ∈ P .
As pro´ximas duas proposic¸o˜es que sera˜o apresentadas sem demontrac¸a˜o tera˜o como
corola´rio que dado um campo vetorial X ∈ X(M) sempre existe um levantamento X˜ ∈ X(P )
de X, fato que sera´ amplamente utilizado na subsec¸a˜o 4.2.1.
Proposic¸a˜o 3.1.30 Dada uma conexa˜o em P e um campo vetorial X ∈ X(M), existe um
u´nico levantamento horizontal X˜ ∈ X(P ) de X. O levantamento e´ invariante por Rg para
todo g ∈ G, ou seja, Rg∗(X˜p) = X˜pg.
Dado um subconjunto F de M , diremos que temos uma conexa˜o sobre F se para cada
p ∈ P tal que pi(p) ∈ F temos um subespac¸o Hp de TpP satisfazendo as condic¸o˜es 1 e 2
da definic¸a˜o de conexa˜o e depende diferencialmente em p no sentido que para cada m ∈ F
existe uma vizinhanc¸a aberta U de m e uma conexa˜o em P |U := pi−1(U) tal que o espac¸o
horizontal desta conexa˜o coincide com Hp se pi(p) ∈ F .
Proposic¸a˜o 3.1.31 Dada uma conexa˜o sobre um subconjunto fechado F deM , enta˜o podemos
estender tal conexa˜o para P . Em particular se F = ∅, temos que existe uma conexa˜o em P .
Corola´rio 3.1.32 Dado um campo vetorial X ∈ X(M) sempre existe um levantamento
X˜ ∈ X(P ) de X. Em particular podemos considerar que X˜ e´ invariante pela ac¸a˜o de G.
De volta ao caso em que V e´ de dimensa˜o finita e % : G→ Aut(V ) e´ uma representac¸a˜o
diferencia´vel.
Proposic¸a˜o 3.1.33 Se ϕ e´ uma n-forma pseudotensorial em P enta˜o:
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1. A forma (hϕ) definida por (hϕ)p(X1, . . . Xn) = ϕp(hX1, . . . , hXn), para Xi ∈ TpP , e´
uma forma tensorial.
2. dϕ e´ uma (n+ 1)-forma pseudotensorial.
3. A (n + 1)-forma Dϕ definida por Dϕ = h(dϕ) e´ uma forma tensorial, chamada de
derivada exterior covariante de ϕ.
3.2 Extenso˜es de Hopf-Galois
Fixe H a´lgebra de Hopf, P um H-co-mo´dulo a´lgebra a` direita com co-ac¸a˜o ∆R eM = PH =
{p ∈ P : ∆R(p) = p⊗ 1}. Como M e´ sub-a´lgebra de P , temos que P e´ um M -bimo´dulo.
Dada uma estrutura de M -bimo´dulo em P⊗H por b(p⊗ h)c = bpc⊗ h temos que ∆R e´ um
homomorfismo de M -bimo´dulos.
Defina a aplicac¸a˜o χ¯ : P ⊗ P → P ⊗ H por χ¯ = (µ ⊗ id)(id ⊗ ∆R), ou na notac¸a˜o de
Sweedler, χ¯(p⊗ q) = pq(0) ⊗ q(1). Dos fatos que ∆R e´ um homomorfismo de M -bimo´dulos e
que a multiplicac¸a˜o µ esta´ bem definida como uma aplicac¸a˜o em P ⊗M P temos que χ¯ desce
para uma aplicac¸a˜o χ : P ⊗M P → P ⊗H. Definimos a aplicac¸a˜o linear β : P ⊗P → P ⊗M P
por β(p ⊗ q) = p ⊗M q. A menos que dito o contra´rio, nesta sec¸a˜o trabalharemos sempre
neste contexto. Em grande parte, estaremos seguindo [4].
Definic¸a˜o 3.2.1 Dizemos que P e´ uma extensa˜o de Hopf-Galois (a` direita) de M se χ e´ um
isomorfismo. Neste caso definimos a aplicac¸a˜o de translac¸a˜o por T : H → P⊗MP por T(h) =
χ−1(1⊗ h) e no esp´ırito da notac¸a˜o de Sweedler, denotaremos T(h) =∑T′(h)⊗ T′′(h).
Proposic¸a˜o 3.2.2 Suponha que exista uma aplicac¸a˜o Φ : H → P invers´ıvel por convoluc¸a˜o
e homomorfismo de H-co-mo´dulos a` direita (pensando H com a co-ac¸a˜o regular), ie, ∆R◦Φ =
(Φ ⊗ id) ◦ ∆. Enta˜o P e´ uma extensa˜o de Hopf-Galois de M e neste caso dizemos que a
extensa˜o e´ fendida (cleft) e Φ e´ a aplicac¸a˜o de fissura (cleaving).
Demonstrac¸a˜o. Defina a aplicac¸a˜o ψ : P ⊗H → P ⊗M P por ψ = (µ⊗M id)(id⊗ β)(id⊗
Φ−1 ⊗ Φ)∆, ou seja, ψ(p ⊗ h) = pΦ−1(h(1)) ⊗M Φ(h(2)) e onde Φ−1 denota a inversa de
convoluc¸a˜o de Φ. Por um lado temos
(χ ◦ ψ)(p⊗ h) = χ (pΦ−1(h(1))⊗M Φ(h(2))) = pΦ−1(h(1))∆R(Φ(h(2))) =
= pΦ−1(h(1))Φ(h(2))⊗ h(3) = p²(h(1))⊗ h(2) = p⊗ h.
Para o outro lado primeiro vejamos o que e´ ∆R ◦ Φ−1. Para isso usaremos a convoluc¸a˜o
em Lin(H,P ⊗H). Note que do fato de ∆R ser morfismo de a´lgebras temos que ∆R ◦ Φ−1
e´ o inverso de convoluc¸a˜o de ∆R ◦ Φ. Defina α : H → P ⊗H por α = (Φ−1 ⊗ S) ◦ τ ◦∆, ie,
α(h) = Φ−1(h(2))⊗ S(h(1)), e veja que
((∆R ◦ Φ) ∗ α) (h) = (∆R ◦ Φ)(h(1))α(h(2)) = (Φ(h(1))⊗ h(2))(Φ−1(h(4))⊗ S(h(3))) =
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= Φ(h(1))Φ
−1(h(4))⊗ h(2)S(h(3)) = Φ(h(1)²(h(2)))Φ−1(h(3))⊗ 1 = ²(h)1⊗ 1
e analogamente (α∗ (∆R ◦Φ))(h) = ²(h)1⊗1, ou seja α e´ o inverso de convoluc¸a˜o de ∆R ◦Φ.
Pela unicidade do inverso temos
∆R ◦ Φ−1(h) = Φ−1(h(2))⊗ S(h(1)). (3.5)
Assim
(ψ ◦ χ)(p⊗M q) = ψ(pq(0) ⊗ q(1)) = pq(0)Φ−1(q(1))⊗M Φ(q(2)) =∗
= p⊗M q(0)Φ−1(q(1))Φ(q(2)) = p⊗M q.
Para justificar a igualdade com asterisco, calculemos
(∆R ⊗ id)(q(0)Φ−1(q(1))⊗ Φ(q(2))) = q(0)Φ−1(q(3))⊗ q(1)S(q(2))⊗ Φ(q(4)) =
= q(0)Φ−1(q(1))⊗ 1⊗ Φ(q(2))
donde pelo lema 1.1.55 temos que q(0)Φ−1(q(1))⊗ Φ(q(2)) ∈M ⊗ P .
Se temos uma extensa˜o de Hopf-Galois fendida, sempre podemos achar uma aplicac¸a˜o
de fissura unital (Φ(1) = 1). De fato se Φ˜ e´ uma aplicac¸a˜o de fissura tal que Φ˜(1) = b, enta˜o
Φ˜−1(1) = b−1 e de (3.5) temos ∆R(b−1) = b−1 ⊗ 1. Defina Φ = b−1Φ˜, enta˜o Φ−1 = bΦ˜−1 e
pelo fato de b−1 ser invariante temos claramente que ∆R ◦Φ = (Φ⊗ id) ◦∆. Por essa raza˜o,
iremos supor que a aplicac¸a˜o de fissura e´ sempre unital.
Vamos achar agora propriedades da aplicac¸a˜o χ e da aplicac¸a˜o de translac¸a˜o T para
mostrarmos um teorema que tera´ uma interpretac¸a˜o muito interessante quando estivermos
no contexto de fibrados associados quaˆnticos. Mas antes, note que se τ : P ⊗H → H⊗P e´ a
aplicac¸a˜o de troca, dando uma estrutura de M -bimo´dulo em H ⊗P por b(h⊗ p)c = h⊗ bpc,
enta˜o τ e´ um morfismo de M -bimo´dulos.
Lema 3.2.3 A aplicac¸a˜o χ tem as seguintes propriedades:
Proposic¸a˜o 3.2.4 1. (id⊗ χ)((τ ◦∆R)⊗M id) = ν ◦ χ;
2. (χ⊗ id) ◦ (id⊗M ∆R) = (id⊗∆) ◦ χ;
3. (χ⊗ id) ◦∆⊗MR = ∆AdR ◦ χ;
onde ν : P ⊗ H → H ⊗ P ⊗ H e´ dado por ν(p ⊗ h) = p(1)S(h(1)) ⊗ p(0) ⊗ h(2), ∆⊗MR
e´ o co-produto de P ⊗M P e ∆AdR e´ o co-produto de P ⊗H pensando em H com a co-ac¸a˜o
adjunta a` direita.
Demonstrac¸a˜o. 1. Por um lado
(id⊗ χ)((τ ◦∆R)⊗M id)(p⊗M q) = (id⊗ χ)(p(1) ⊗ p(0) ⊗M q) = p(1) ⊗ p(0)q(0) ⊗ q(1)
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e pelo outro lado
(ν ◦ χ)(p⊗M q) = ν(pq(0) ⊗ q(1)) = p(1)q(1)S(q(2))⊗ p(0)q(0) ⊗ q(3) = p(1) ⊗ p(0)q(0) ⊗ q(1).
2. Temos
(χ⊗ id)(id⊗M ∆R)(p⊗M q) = (χ⊗ id)(p⊗M q(0) ⊗ q(1)) = pq(0) ⊗ q(1) ⊗ q(2) =
= (id⊗∆)(pq(0) ⊗ q(1)) = (id⊗∆)χ(p⊗M q).
3. Calculemos
(χ⊗ id)∆⊗MR (p⊗M q) = (χ⊗ id)(p(0) ⊗M q(0) ⊗ p(1)q(1)) = p(0)q(0) ⊗ q(1) ⊗ p(1)q(2)
e do outro lado
∆AdR χ(p⊗M q) = ∆AdR (pq(0) ⊗ q(1)) = p(0)q(0) ⊗ q(3) ⊗ p(1)q(1)S(q(2))q(4) =
= p(0)q(0) ⊗ q(1) ⊗ p(1)q(2)
concluindo a proposic¸a˜o.
Proposic¸a˜o 3.2.5 Seja P uma extensa˜o de Hopf-Galois de M . Enta˜o a aplicac¸a˜o de
translac¸a˜o tem as seguintes propriedades:
1. ((τ ◦∆R)⊗M id) ◦ T = (S ⊗ T) ◦∆;
2. (id⊗M ∆R) ◦ T = (T⊗ id) ◦∆;
3. ∆⊗MR ◦ T = (T⊗ id) ◦AdR;
4. µ ◦ T = 1².
Demonstrac¸a˜o. 1. Calculemos
(id⊗ χ)((τ ◦∆R)⊗M id)T(h) = (ν ◦ χ)(T(h)) = ν(1⊗ h) = S(h(1))⊗ 1⊗ h(2)
e do outro lado
(id⊗ χ)(S ⊗ T)∆(h) = (id⊗ χ)(S(h(1))⊗ T(h(2)) = S(h(1))⊗ 1⊗ h(2)
e como (id⊗ χ) e´ um isomorfismo temos ((τ ◦∆R)⊗M id) ◦ T = (S ⊗ T) ◦∆.
2. e 3. Basta fazer como no item anterior aplicando (χ ⊗ id) nestes casos e usando os
itens 2 e 3 da proposic¸a˜o anterior.
4. Temos
1²(h) = (id⊗ ²)(1⊗ h) = (id⊗ ²)χT(h) = (id⊗ ²)χ
(∑
T′(h)⊗ T′′(h)
)
=
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= (id⊗ ²)
(∑
T′(h)(T′′(h))(0) ⊗ (T′′(h))(1)
)
=
∑
T′(h)T′′(h) = µ ◦ T(h)
como desejado.
Considere agora V um H-co-mo´dulo a` esquerda com co-ac¸a˜o dada por ρL : V → H ⊗ V ,
enta˜o pela proposic¸a˜o 1.1.58 temos que ρR : V → V ⊗H dada por ρR(v) = v(0) ⊗ S(v(−1))
e´ uma co-ac¸a˜o a` direita. Considerando P ⊗ V como um co-mo´dulo a` direita, defina E =
(P⊗V )H , enta˜o e´ claro que E e´ umM -mo´dulo a` esquerda. Denote por #E := {s : E →M | s
e´ morfismo deM -mo´dulos a` esquerda} e denote por EqH(V, P ) := {φ : V → P |φ e´ morfismo
de H-co-mo´dulos a` direita}.
Teorema 3.2.6 Sendo P uma extensa˜o de Hopf-Galois de M , no contexto acima, temos o
seguinte isomorfismo de espac¸os vetoriais #E ∼= EqH(V, P ).
Demonstrac¸a˜o. Defina Ψ : EqH(V, P ) → #E por Ψ(φ) = µ(id ⊗ φ) e mostremos que Ψ
esta´ de fato bem definida, isto e´, se
∑
i pi ⊗ vi ∈ E enta˜o
∑
i piφ(vi) ∈M . Calculemos
∆R
(∑
i
piφ(vi)
)
=
∑
i
p
(0)
i (φ(vi))
(0) ⊗ p(1)i (φ(vi))(1) =
=
∑
i
p
(0)
i φ(v
(0)
i )⊗ p(1)i v(1)i =
∑
i
piφ(vi)⊗ 1
onde usamos o fato que φ e´ morfismo de H-co-mo´dulos a` direita na segunda igualdade e
usamos que
∑
i pi⊗vi e´ invariante a` direita pois pertence a E. Segue que de fato
∑
i piφ(vi) ∈
M .
Agora, defina Ψ¯ : #E → EqH(V, P ), por
Ψ¯(s)(v) =
∑
T′(v(−1))s(T′′(v(−1))⊗ v(0))
para s ∈ #E. Novamente precisamos mostrar que Ψ¯ esta´ bem definida e neste caso pre-
cisamos verificar que
∑
T′(v(−1)) ⊗M T′′(v(−1)) ⊗ v(0) ∈ P ⊗M E. Denotando por ∆ER a
co-ac¸a˜o em P ⊗V e observando que ∆ER e´ um morfismo de M -mo´dulos a` esquerda definindo
a multiplicac¸a˜o a` esqureda de M em P ⊗ V de forma natural, temos que
(id⊗M ∆ER)
(∑
T′(v(−1))⊗M T′′(v(−1))⊗ v(0)
)
=
=
∑
T′(v(−2))⊗M T′′(v(−2))(0) ⊗ v(0) ⊗ T′′(v(−2))(1)S(v(−1)) =
=
∑
T′(v(−3))⊗M T′′(v(−3))⊗ v(0) ⊗ v(−2)S(v(−1)) =
=
∑
T′(v(−1))⊗M T′′(v(−1))⊗ v(0) ⊗ 1
onde na primeira igualdade usamos o item 2 da proposic¸a˜o anteriror. Invocando o lema
1.1.55, temos o desejado. Tambe´m precisamos verificar que Ψ¯(s)(v) ∈ EqH(V, P ) e para isso
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calculemos
∆R(Ψ¯(s)(v)) = ∆R
(∑
T′(v(−1))s(T′′(v(−1))⊗ v(0))
)
=
=
∑
T′(v(−1))(0)s(T′′(v(−1))⊗ v(0))⊗ T′(v(−1))(1) =
=
∑
T′(v(−1))s(T′′(v(−1))⊗ v(0))⊗ S(v(−2)) =
= (Ψ¯⊗ id)(v(0) ⊗ S(v(−1))) = (Ψ¯⊗ id)ρR(v)
onde na terceira igualdade usamos o item 1 da proposic¸a˜o anterior.
Vejamos que Ψ¯ = Ψ−1. Por um lado temos para φ ∈ EqH(V, P ) e v ∈ V
Ψ¯(Ψ(φ))(v) =
∑
T′(v(−1))Ψ(φ)(T′′(v(−1))⊗ v(0)) =
=
∑
T′(v(−1))T′′(v(−1))φ(v(0)) = ²(v(−1))φ(v(0)) = φ(v)
onde usamos o item 4 da proposic¸a˜o anterior. Por outro lado para s ∈ #E e ∑i pi ⊗ vi ∈ E
Ψ(Ψ¯(s))
(∑
i
pi ⊗ vi
)
=
∑
i
piΨ¯(s)(vi) =
=
∑
i
piT
′(v(−1)i )s(T
′′(v(−1)i )⊗ v(0)i ) =∗
=
∑
i
s(piT′(v
(−1)
i )T
′′(v(−1)i )⊗ v(0)i ) = s
(∑
i
pi ⊗ vi
)
restando justificar a igualdade com asterisco. Para isso calculemos
(∆R ⊗M id⊗ id)
(∑
i
piT
′(v(−1)i )⊗M T′′(v(−1)i )⊗ v(0)i
)
=
=
∑
i
p
(0)
i T
′(v(−1)i )
(0) ⊗ p(1)i T′(v(−1)i )(1) ⊗M T′′(v(−1)i )⊗ v(0)i =
=
∑
i
p
(0)
i T
′(v(−1)i )⊗ p(1)i S(v(−2)i )⊗M T′′(v(−1)i )⊗ v(0)i =
=
∑
i
p
(0)
i T
′(v(0)(−1)i )⊗ p(1)i v(1)i ⊗M T′′(v(0)(−1)i )⊗ v(0)(0)i =
=
∑
i
piT
′(v(−1)i )⊗ 1⊗M T′′(v(−1)i )⊗ v(0)i
e novamente invocando o lema 1.1.55, temos que
∑
i piT
′(v(−1)i )⊗M T′′(v(−1)i )⊗v(0)i ∈M⊗M
P ⊗ V e a igualdade com asterisco acima fica justificada usando que s e´ morfismo de M -
mo´dulos a` esquerda.
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3.3 Fibrados principais quaˆnticos e conexo˜es
Fixemos H a´lgebra de Hopf, (P,∆R) H-co-mo´dulo a´lgebra e M = PH o conjunto dos
elementos invariantes.
Definic¸a˜o 3.3.1 Diremos que P (M,H) e´ um fibrado principal quaˆntico com grupo estrutural
quaˆntico H e base M , se P e´ uma extensa˜o de Hopf-Galois de M .
Observac¸a˜o 3.3.2 Mantemos a nomenclatura utilizada na literatura de fibrados principais
quaˆnticos, mesmo que as a´lgebras em questa˜o na˜o venham de processos de quantizac¸a˜o ou de-
formac¸a˜o. Tal problema na nomenclatura, na verdade, surge antes ao considerarmos a´lgebras
de Hopf como sendo grupos quaˆnticos, sendo que nem toda a´lgebra de Hopf vem de um
processo de deformac¸a˜o. A alternativa fibrado principal na˜o-comutativo tambe´m na˜o e´ de
todo adequada uma vez que as a´lgebras em questa˜o podem ou na˜o serem comutativas.
Seja Ω1P = kerµ o ca´lculo universal de P e seja χ¯ : P ⊗ P → P ⊗ H como na sec¸a˜o
anterior. Defina a aplicac¸a˜o # : Ω1P → P⊗ker ² como sendo a restric¸a˜o de χ¯. Explicitamente
temos
#(pdUq) = #(p⊗ q − pq ⊗ 1) = pq(0) ⊗ q(1) − pq ⊗ 1 (3.6)
e aplicando id⊗ ² em ambos os lados temos (id⊗ ²)(#(pdUq)) = 0, donde podemos de fato
restringir o contradomı´nio de χ¯ para P⊗ker ². ComoM e´ sub-a´lgebra de P , temos a inclusa˜o
dos ca´lculos universais Ω1M ⊆ Ω1P . Temos assim um P -sub-bimo´dulo de Ω1P gerado por
Ω1P
ΓUhor := PΩ
1MP (3.7)
e diremos que uma 1-forma α ∈ Ω1P e´ horizontal se α ∈ ΓUhor. Note que
ΓUhor ⊆ ker#, (3.8)
de fato, por (3.6) temos
#(pdUbq) = #(pdU (bq))−#(pbdUq) = pb(0)q(0) ⊗ b(1)q(1) − pbq(0) ⊗ q(1) = 0.
Temos que se χ¯ e´ sobrejetora enta˜o # tambe´m o e´. De fato, dados
∑
i ui ⊗ hi ∈ P ⊗ ker ² e∑
j pj ⊗ qj ∈ P ⊗ P tal que χ(
∑
j pj ⊗ qj) =
∑
i ui ⊗ hi enta˜o
µ
∑
j
pj ⊗ qj
 =∑
j
pjqj = (id⊗ ²)χ¯
∑
j
pj ⊗ qj
 = (id⊗ ²)(∑
i
ui ⊗ hi
)
= 0.
Suponha agora que tenhamos um ca´lculo (ΓP ,d) covariante a` direita sobre P dado por
P -sub-bimo´dulo NP de Ω1P tal que ∆R(NP ) ⊆ Np⊗H conforme um ana´logo da observac¸a˜o
2.1.20. ComoM e´ sub-a´lgebra de P , podemos restringir o ca´lculo ΓP para ΓM :=Md(M)M .
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Neste caso tambe´m temos um P -sub-bimo´dulo de ΓP gerado por ΓM
Γhor := PΓMP = ΓUhor/(NP ∩ ΓUhor) (3.9)
cujos elementos sera˜o chamados de 1-formas horizontais. Seja tambe´m ΓH um ca´lculo bi-
covariante sobre H dado por um ideal a` direita RH de ker ² que e´ AdR invariante con-
forme a sec¸a˜o 2.3. Denote por piH : ker ² → ker ²/RH a projec¸a˜o canoˆnica. Suponha que
#(NP ) ⊆ P⊗RH de modo que temos uma aplicac¸a˜o bem definida #NP : ΓP → P⊗ker ²/RH
dada por
#NP ([ρ]) = (id⊗ piH)(#(ρ))
onde os colchetes indicam a classe de um elemento ρ ∈ Ω1P . Do fato que ΓUhor ⊆ ker#
tambe´m temos que Γhor ⊆ ker#NP e se χ¯ e portanto # sa˜o sobrejetoras enta˜o #NP tambe´m
o e´.
Definic¸a˜o 3.3.3 Sejam NP um P -sub-bimo´dulo de Ω1P definindo um ca´lculo covariante a`
direita ΓP sobre P e RH um ideal a` direita de ker ² definindo um ca´lculo bicovariante sobre
H. Diremos que P (M,H,NP , RH) e´ um fibrado principal quaˆntico diferencia´vel se:
1. P (M,H) e´ um fibrado principal quaˆntico;
2. #(NP ) ⊆ P ⊗RH
3. A sequ¨eˆncia de P -mo´dulos a` esquerda
0 // Γhor
Â Ä // ΓP
#NP // P ⊗ ker ²/RH // 0 (3.10)
e´ exata.
A condic¸a˜o 1 acima diz que estamos trabalhando com uma extensa˜o de Hopf-Galois. A
definic¸a˜o original dada em [5] na˜o fazia essa exigeˆncia e impunha que χ fosse sobrejetora
para fazer sentido falar em exatida˜o de (3.10). Conforme demonstrado em [22], ambas as
definic¸o˜es sa˜o equivalentes no caso do ca´lculo universal. No caso do ca´lculo na˜o universal
temos em [23] uma condic¸a˜o suficiente e necessa´ria para que um fibrado principal quaˆntico
como em [5] seja uma extensa˜o de Hopf-Galois. Tambe´m em [22], foi mostrado que neste
caso a condic¸a˜o 2 pode ser substitu´ıda por #(NP ) = P ⊗ RH , o que ainda na˜o se sabia em
[5] conforme a discussa˜o apo´s o exemplo 4.11 do mesmo. Faremos as demonstrac¸o˜es desses
fatos em seguida.
A raza˜o de escolhermos impor que P seja uma extensa˜o de Hopf-Galois de M vem da
existeˆncia da aplicac¸a˜o de translac¸a˜o e do teorema 3.2.6, que nos dara´ uma interpretac¸a˜o in-
teressante de fibrados associados quaˆnticos. Tambe´m utilizaremos a existeˆncia da aplicac¸a˜o
de translac¸a˜o no pro´ximo cap´ıtulo. Ale´m disso, os exemplos dados em [5] de fibrados princi-
pais quaˆnticos triviais e homogeˆneos, que tambe´m faremos adiante, sa˜o constru´ıdos primeiro
como sendo fibrados principais quaˆnticos com o ca´lculo universal (e portanto extenso˜es de
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Hopf-Galois) e depois, sobre certas condic¸o˜es em NP e RH , sa˜o constru´ıdos fibrados princi-
pais quaˆnticos com ca´lculos na˜o universais.
Antes de comec¸armos, note que temos o seguinte diagrama comutativo de P -mo´dulos a`
esquerda com linhas exatas
0 // Ω1P //
#
²²
P ⊗ P µP //
χ¯
²²
P //
id
²²
0
0 // P ⊗ ker ² // P ⊗H id⊗² // P // 0
donde usando o lema da cobra temos a seguinte sequ¨eˆncia exata
0 // ker# // ker χ¯ // 0 // coker# // cokerχ¯ // 0 . (3.11)
Proposic¸a˜o 3.3.4 Todo fibrado principal quaˆntico e´ diferencia´vel com os ca´lculos univer-
sais. Reciprocamente, se P e´ um H-co-mo´dulo a´lgebra tal que χ¯ e´ sobrejetora e a sequ¨eˆncia
(3.10) para Np = RH = 0 e´ exata, enta˜o P (M,H) e´ um fibrado principal quaˆntico.
Demonstrac¸a˜o. Temos o seguinte diagrama comutativo de P -mo´dulos a` esquerda
0 // PΩ1MP //
²²
P ⊗ P //
χ¯
²²
P ⊗M P //
χ
²²
0
0 // 0 // P ⊗H id // P ⊗H // 0
com linhas exatas. Do lema da cobra temos a sequ¨eˆncia exata
0 // PΩ1MP // ker χ¯ // kerχ // 0 // cokerχ¯ // cokerχ // 0 . (3.12)
Suponha P (M,H) fibrado principal quaˆntico, enta˜o χ e´ isomorfismo e kerχ = 0 =
cokerχ. Segue de (3.12) e (3.11) que PΩ1MP = ker χ¯ = ker# e portanto a sequ¨eˆncia (3.10)
e´ exata. A condic¸a˜o 2 da definic¸a˜o 3.3.3 e´ trivial no caso dos ca´lculos universais.
Reciprocamente, usando que χ¯ e´ sobrejetora, ou seja, coker χ¯ = 0 e PΩ1MP = ker χ¯ pela
exatida˜o de (3.10) temos de (3.12) que kerχ = cokerχ = 0 donde χ e´ um isomorfismo e P e´
uma extensa˜o de Hopf-Galois de M .
Proposic¸a˜o 3.3.5 Seja P (M,H,NP , RH) um fibrado principal quaˆntico diferencia´vel, enta˜o
#(NP ) = P ⊗RH . Reciprocamente, a condic¸a˜o 3 da definic¸a˜o 3.3.3 e´ satisfeita automatica-
mente se supusermos que #(NP ) = P ⊗RH no lugar da inclusa˜o.
Demonstrac¸a˜o. Considere o diagrama comutativo de P -mo´dulos a` esquerda com linhas
exatas
0 // NP //
#
²²
Ω1P
piP //
#
²²
ΓP //
#NP
²²
0
0 // P ⊗RH // P ⊗ ker ² id⊗piH// P ⊗ ker ²/RH // 0
(3.13)
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onde piP : Ω1P → ΓP e´ a projec¸a˜o e # e´ a restric¸a˜o de domı´nio e contra-domı´nio de #.
Segue do lema da cobra que temos a sequ¨eˆncia exata
0 // ker# // ker# // ker#NP // coker# // coker# // coker#NP // 0 .
(3.14)
Temos que coker# = 0 pois # e´ sobrejetora. Seja piP : ker# → ker#NP a restric¸a˜o
de piP . Da exatida˜o de (3.10), de (3.9) e da proposic¸a˜o anterior temos ker#NP = Γhor =
piP (PΩ1MP ) = piP (ker#), ou seja, piP e´ sobrejetora. Segue desses fatos e da exatida˜o de
(3.14) que coker# = 0 donde #(NP ) = P ⊗RH .
Reciprocamente, se #(NP ) = P ⊗ RH , enta˜o coker# = 0 e piP e´ sobrejetora. Usando
a proposic¸a˜o anterior, temos ker#NP = piP (ker#) = piP (PΩ
1MP ) = Γhor donde segue a
exatida˜o de (3.10).
Proposic¸a˜o 3.3.6 Seja P (M,H,NP , RH) um fibrado principal quaˆntico diferencia´vel, enta˜o
NP ∩ ker# ⊆ PΩ1MP . Reciprocamente, se NP e RH definem ca´lculos covariantes a` direita
sobre P e bicovariante sobre H respectivamente, χ¯ e´ sobrejetora, #(NP ) ⊆ P ⊗ RH , a
sequ¨eˆncia (3.10) e´ exata e NP∩ker# ⊆ PΩ1MP enta˜o P (M,H) e´ fibrado quaˆntico principal.
Demonstrac¸a˜o. A ida e´ imediata uma vez que mostramos que ker# = PΩ1MP na
proposic¸a˜o 3.3.4. Da hipo´tese que (3.10) e´ exata, cont´ınuamos a ter o diagrama (3.13)
e a sequ¨eˆncia exata (3.14). Temos que coker# = 0, e de (3.8) e da exatida˜o de (3.10)
temos ker#NP = Γhor = piP (PΩ
1MP ) ⊆ piP (ker#), ou seja piP como na proposic¸a˜o ante-
rior e´ sobrejetora e coker# = 0. Da comutatividade de (3.13), de (3.8) e da hipo´tese que
NP ∩ker# ⊆ PΩ1MP , temos ker# = NP ∩ker# = NP ∩ker#∩PΩ1MP = NP ∩PΩ1MP .
Como ker#NP = Γhor = PΓMP , usando (3.14) temos o seguinte diagrama comutativo com
linhas exatas
0 //
id
²²
NP ∩ PΩ1MP Â
Ä //
id
²²
PΩ1MP //Ä _
²²
PΓMP //
id
²²
0
id
²²
0 // NP ∩ PΩ1MP Â
Ä // ker# // PΓMP // 0
donde segue, usando o lema dos cinco, que ker# = PΩ1MP . Ca´ımos assim nas hipo´teses
da rec´ıproca da proposic¸a˜o 3.3.4, e portanto P (M,H) e´ fibrado quaˆntico principal.
O que essa u´ltima proposic¸a˜o nos diz e´ que a condic¸a˜o suficiente e necessa´ria para que
um fibrado principal quaˆntico no sentido de [5], onde na˜o e´ exigido que a extensa˜o seja de
Hopf-Galois, seja um fibrado principal quaˆntico diferencia´vel conforme a definic¸a˜o 3.3.3, e´
NP ∩ ker# ⊆ PΩ1MP .
Proposic¸a˜o 3.3.7 Sejam H uma a´lgebra de Hopf e M uma a´lgebra. Considere P =M⊗H
com co-ac¸a˜o a` direita dada por ∆R = id⊗∆. Enta˜o P (M,H) e´ um fibrado principal quaˆntico,
o qual chamaremos de trivial.
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Demonstrac¸a˜o. Defina a aplicac¸a˜o Φ : H → P por Φ(h) = 1⊗h cuja inversa de convoluc¸a˜o
e´ dada por Φ−1 : H → P com Φ−1(h) = 1 ⊗ S(h). E´ claro que ∆R ◦ Φ = (Φ ⊗ id) ◦∆, ou
seja, Φ e´ uma aplicac¸a˜o de fissura e pela proposic¸a˜o 3.2.2 temos que P (M,H) e´ um fibrado
principal quaˆntico.
Em [5], um fibrado principal quaˆntico trivial e´ definido como sendo uma extensa˜o de
Hopf-Galois fendida. No entanto, conforme [13] temos um exemplo de uma extensa˜o de
Hopf-Galois fendida que prove´m de um fibrado principal (cla´ssico) na˜o trivial.
Exemplo 3.3.8 Suponha que P e´ uma a´lgebra de Hopf e veja P como P -co-mo´dulo a´lgebra
com a co-ac¸a˜o regular ∆R = ∆. Seja RP um ideal a` direita de ker ² definindo um ca´lculo
bi-covariante. Note que se ∆(p) = p ⊗ 1 enta˜o p = ²(p)1 pelo axioma da co-unidade, ou
seja, PP = K. Segue P = K ⊗ P e´ um fibrado principal quaˆntico trivial. Neste caso temos
que P ⊗M P = P ⊗ P e que χ¯ = χ e´ um isomorfismo com inversa dada por χ−1(p ⊗ q) =
pS(q(1)) ⊗ q(2). Como vimos que # e´ sobrejetora em P ⊗ ker ², temos na verdade que # e´
o isomorfismo entre as duas formas de vermos o ca´lculo universal e o P -sub-bimo´dulo NP
definindo o ca´lculo sobre P nada mais e´ que #−1(P ⊗ RP ), donde estamos na rec´ıproca da
proposic¸a˜o 3.3.5 e P (K, P,RP , NP ) e´ um fibrado principal quaˆntico diferencia´vel.
Definic¸a˜o 3.3.9 Uma conexa˜o (Π,Γver) (que denotaremos simplesmente por Π) em um
fibrado principal quaˆntico diferencia´vel P (M,H,NP , RH) e´ a escolha de um P -submo´dulo a`
esquerda Γver ⊆ ΓP tal que:
1. ΓP = Γhor ⊕ Γver;
2. a projec¸a˜o Π : ΓP → Γver (morfismo de P -mo´dulos) e´ invariante a` direita, ou seja,
∆R ◦Π = (Π⊗ id) ◦∆R.
Um elemento α ∈ Γver e´ chamado de 1-forma vertical.
Note que a segunda condic¸a˜o acima diz que Γver continua sendo um H-co-mo´dulo.
Lembrando-se que do lema 3.2.3, onde t´ınhamos que (χ⊗ id)◦∆⊗MR = ∆AdR ◦χ, podemos
usar praticamente a mesma demonstrac¸a˜o para provar que (χ¯⊗ id) ◦∆R = ∆AdR ◦ χ¯. Temos
que ker ² e´ AdR-invariante, pois ²(a(2))⊗S(a(1))a(3) = 1⊗ ²(a) = 0 (ou usando os resultados
do cap´ıtulo anterior, lembrar que o ca´lculo universal e´ bicovariante), donde segue que a
aplicac¸a˜o # satisfaz a mesma propriedade (#⊗ id) ◦∆R = ∆AdR ◦#. Se ale´m disso NP e´ um
P -sub-bimo´dulo de Ω1P definindo um ca´lculo covariante a` direita ΓP sobre P e RH e´ um
ideal a` direita de ker ² definindo um ca´lculo bicovariante sobre H, como ∆R(NP ) ⊆ NP ⊗H e
AdR(RH) ⊆ RH ⊗H temos que #NP tambe´m e´ morfismo de co-mo´dulos, (#NP ⊗ id)◦∆R =
∆AdR ◦#NP .
Segue da discussa˜o acima que a existeˆncia de uma conexa˜o e´ equivalente a existeˆncia
de uma cisa˜o σNP : P ⊗ ker ²/RH → ΓP de #NP na sequ¨eˆncia (3.10) que seja morfismo de
co-mo´dulos. De fato, se existe uma cisa˜o enta˜o a projec¸a˜o Π e´ dada por Π = σNP ◦ #NP .
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Reciprocamente, se existe uma conexa˜o, enta˜o #NP |Γver e´ um isomorfismo e σNP e´ dada
pela inversa (onde observe que inversa de um morfismo de co-mo´dulos T e´ tambe´m um
morfismo de co-mo´dulos bastando aplicar (T−1⊗ id) a` esquerda e T−1 a` direita na igualdade
(T ⊗ id) ◦∆R = ∆R ◦ T ).
Definic¸a˜o 3.3.10 A forma de conexa˜o associada a` conexa˜o Π e´ a aplicac¸a˜o linear ω : H →
ΓP dada por
ω(a) = σNP (1⊗ piH(a¯)) (3.15)
lembrando que a¯ = a− ²(a)1.
Proposic¸a˜o 3.3.11 Sejam P (M,H,NP , RH) um fibrado principal quaˆntico diferencia´vel e
Π uma conexa˜o em P . Enta˜o a forma de conexa˜o ω : H → ΓP satisfaz:
1. ω(K⊕RH) = 0;
2. #NP (ω(a)) = 1⊗ piH(a¯);
3. ∆R ◦ ω = (ω ⊗ id) ◦AdR.
Reciprocamente, se ω : H → ΓP e´ um aplicac¸a˜o linear satisfazendo as treˆs condic¸o˜es
acima, enta˜o existe uma u´nica conexa˜o Πω dada por
Πω = µ ◦ (id⊗ [ω]) ◦#NP (3.16)
tal que ω e´ sua forma de conexa˜o, onde µ e´ a multiplicac¸a˜o de P no P -bimo´dulo ΓP e [ω] e´
a aplic¸a˜o ω induzida no quociente ker ²/RH .
Demonstrac¸a˜o. A condic¸a˜o 1 decorre imediatamente da definic¸a˜o e condic¸a˜o 2 vem de σNP
ser uma cisa˜o de #NP . Verifiquemos 3:
∆R(ω(a)) = ∆R(σNP (1⊗ piH(a¯))) = (σNP ⊗ id)∆AdR (1⊗ piH(a¯)) =
= (σNP ⊗ id)(1⊗ piH(a(2))⊗ S(a(1))a(3))− (σNP ⊗ id)(1⊗ piH(1)⊗ ²(a)1) =
= (σNP ⊗ id)(1⊗ piH(a(2))⊗ S(a(1))a(3)) =
= ω(a(2))⊗ S(a(1))a(3) = (ω ⊗ id) ◦AdR(a).
Para a rec´ıproca, suponha que seja dado ω satisfazendo de 1 a 3 e defina σNP : P ⊗
ker ²/RH → ΓP por
σNP (p⊗ piH(a¯)) = p[ω](piH(a¯)) = pω(a) (3.17)
que e´ claramente um morfismo de P -mo´dulos a` esquerda. Ale´m disso para p ⊗ [a¯] ∈ P ⊗
ker ²/RH , temos pelo item 2 que
#NP (σNP (p⊗ piH(a¯))) = #NP (pω(a)) = p#NP (ω(a)) = p⊗ piH(a¯),
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ou seja, σNP e´ uma cisa˜o de #NP . Agora, temos que
∆R(σNP (p⊗ piH(a¯))) = ∆R(pω(a)) = p(0)ω(a(2))⊗ p(1)S(a(1))a(3) =
= (σNP ⊗ id)(p(0) ⊗ piH(a(2))⊗ p(1)S(a(1))a(3)) = (σNP ⊗ id)∆AdR (p⊗ piH(a¯))
donde σNP define unicamente uma conexa˜o por Πω = σNP ◦#NP e de (3.17) temos (3.16).
A unicidade segue que (3.15) e (3.17) estabelecem uma relac¸a˜o 1-1 entre a conexa˜o ω e a
cisa˜o σNP .
No caso do ca´lculo universal, temos que por (3.6) a expressa˜o (3.16) pode ser escrita
explicitamente por
Πω(qdp) = qp(0)ω
(
p(1)
)
. (3.18)
Exemplo 3.3.12 Suponha P extensa˜o de Hopf-Galois fendida de M e seja Φ : H → P
a aplicac¸a˜o de fissura. Enta˜o existe uma forma de conexa˜o natural ω : H → Ω1P em
P (M,H, 0, 0) dada por
ω(a) = Φ−1(a(1))dΦ(a(2)).
De fato vamos mostrar que tal ω satisfaz as condic¸o˜es de 1 a` 3 da proposic¸a˜o anterior. A
primeira condic¸a˜o vem do fato de supormos que Φ e´ unital conforme comentamos apo´s a
proposic¸a˜o 3.2.2. Para a segunda condic¸a˜o temos por (3.6)
#(ω(a)) = #(Φ−1(a(1))dΦ(a(2))) = Φ−1(a(1))Φ(a(2))(0) ⊗ Φ(a(2))(1) − 1⊗ ²(a) =
= Φ−1(a(1))Φ(a(2))⊗ a(3) − 1⊗ ²(a) = 1⊗ a¯.
Para a u´ltima condic¸a˜o, vamos usar (3.5) e a covariaˆncia do ca´lculo universal
∆R(ω(a)) = ∆R(Φ−1(a(1))dΦ(a(2))) = Φ−1(a(1))(0)d(Φ(a(2))(0))⊗ Φ−1(a(1))(1)Φ(a(2))(1) =
= Φ−1(a(2))dΦ(a(3))⊗ S(a(1))a(4) = (ω ⊗ id)AdR(a).
A conexa˜o correspondente e´ conhecida como conexa˜o plana.
Mais em geral, se nos e´ dado uma aplicac¸a˜o linear β : H → Ω1M tal que β(1) = 0 enta˜o
a aplicac¸a˜o linear ωβ : H → Ω1P dada por
ωβ(a) =
∑
Φ−1(a(1))β(a(2))Φ(a(3)) +
∑
Φ−1(a(1))dΦ(a(2))
tambe´m e´ uma conexa˜o no fibrado P (M,H, 0, 0). De fato, utilizando o que ja´ demonstramos
no caso anterior, temos que a primeira condic¸a˜o segue de β(1) = 0. Para a segunda condic¸a˜o,
note que o primeiro somato´rio esta´ em PΩ1MP = ΓUhor = ker#, e portanto #(ωβ(a)) =
1⊗ a¯. E para a u´ltima condic¸a˜o temos
∆R(ωβ(a)) =
∑
Φ−1(a(2))β(a(3))Φ(a(4))⊗S(a(1))a(5)+
∑
Φ−1(a(2))dΦ(a(3))⊗S(a(1))a(4) =
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= (ωβ ⊗ id)AdR(a).
Note que no caso do fibrado principal quaˆntico trivial P = K ⊗ P do exemplo3.3.8 a
conexa˜o ω e´ dada por ω(a) = S(a(1))d(a(2)) para a ∈ P , coincidindo com a equac¸a˜o (2.19) e
dando assim uma interpretac¸a˜o geome´trica para a forma de Maurer-Cartan.
3.3.1 Espac¸os homogeˆneos quaˆnticos
Definic¸a˜o 3.3.13 Sejam P,H a´lgebras de Hopf e suponha que exista pi : P → H um mor-
fismo de a´lgebra de Hopf sobrejetor. A co-ac¸a˜o regular a` direita de P desce por pi para uma
co-ac¸a˜o ∆R := (id ⊗ pi) ◦ ∆ : P → P ⊗ H. Neste caso dizemos que M = PH e´ o espac¸o
homogeˆneo quaˆntico associado a pi.
Proposic¸a˜o 3.3.14 Seja M um espac¸o homogeˆneo quaˆntico associado a uma sobrejec¸a˜o
pi : P → H. Se pi e´ tal que kerpi ⊆ µ(kerpi|M ⊗ P ) enta˜o P (M,H) e´ um fibrado principal
quaˆntico.
Demonstrac¸a˜o. Do fato de χ¯ do exemplo 3.3.8, o qual denotaremos aqui por χ¯P , ser
sobrejetora e de pi ser sobrejetor, temos que χ¯ deste exemplo tambe´m o e´. Vamos mostrar
que ker# = ΓUhor e utilizar a proposic¸a˜o 3.3.4. Ja´ sabemos que Γ
U
hor ⊆ ker#. Conforme
mencionado no exemplo 3.3.8, dado ρ ∈ Ω1P , podemos escrever ρ = ∑k χ¯−1P (pk ⊗ uk) com
uk ∈ ker ²P , pk ∈ P e {pk}k linearmente independente. Enta˜o #ρ = (id ⊗ pi)χ¯P (ρ) =∑
k p
k ⊗ pi(uk).
Supondo ρ ∈ ker#, como os pk sa˜o l.i. temos pi(uk) = 0 para todo k. De nossa hipo´tese,
podemos escrever uk =
∑
im
k
i v
k
i onde m
k
i ∈ kerpi|M e vki ∈ P . Para m ∈ M temos
m(1)⊗ pi(m(2)) = m⊗ 1, donde pi(m) = ²(m(1))pi(m(2)) = ²(m)1 e assim podemos considerar
mki ∈ ker ²|M . Lembrando que no ca´lculo universal temos p⊗ q = pdq e usando a expressa˜o
de χ−1P no exemplo anterior temos
ρ =
∑
k
pk(S(uk(1))d(u
k
(2))) =
∑
k,i
pkS(vki(1))S(m
k
i(1))d(m
k
i(2)v
k
i(2)) =
=
∑
k,i
²(mki )p
kS(vki(1))d(v
k
i(2)) + p
kS(vki(1))S(m
k
i(1))d(m
k
i(2))v
k
i(2)
onde o primeiro termos se anula e o segundo esta´ em ΓUhor, ou seja, ker# = Γ
U
hor.
Proposic¸a˜o 3.3.15 Seja P (M,H) um fibrado principal quaˆntico sobre um espac¸o homogeˆneo
quaˆntico M associado a pi : P → H. Se existe um morfismo de a´lgebras ι : H → P tal que
pi ◦ ι = id, ²(ι(a)) = ²(a) e (id ⊗ pi) ◦ AdR ◦ ι = (ι ⊗ id) ◦ AdR enta˜o a aplicac¸a˜o linear
ω : H → Ω1P dada por ω(a) = S(ι(a)(1))d(ι(a)(2)) e´ uma forma de conexa˜o no fibrado
P (M,H, 0, 0). Chamamos a conexa˜o correspondente Π de conexa˜o canoˆnica do espac¸o ho-
mogeˆneo quaˆntico.
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Demonstrac¸a˜o. Verifiquemos as treˆs condic¸o˜es de 3.3.11. A primeira e´ trivial. Para a
segunda temos, usando (3.6)
#(ω(a)) = #(S(ι(a)(1))d(ι(a)(2))) = S(ι(a)(1))ι(a)(2) ⊗ pi(ι(a)(3)) =
= ²(ι(a)(1))⊗ pi(ι(a)(2)) = 1⊗ pi(ι(a)) = 1⊗ a¯.
E para a u´ltima condic¸a˜o
∆R(ω(a)) = S(ι(a)(2))d(ι(a)(3))⊗ pi(S(ι(a)(1))ι(a)(4)) =
= S(ι(a(2))(1))d(ι(a(2))a(2))⊗ S(a(1))a(3) =
= ω(a(2))⊗ S(a(1))a(3) = (ω ⊗ id)AdR(a)
onde na segunda igualdade usamos nossa hipo´tese sobre ι.
Corola´rio 3.3.16 Suponha que pi : P → H seja um morfismo de a´lgebras de Hopf sobrejetor
e que ι : H → P seja tambe´m morfismo de a´lgebras de Hopf e tal que pi ◦ ι = id. Enta˜o ι
e´ uma aplicac¸a˜o de fissura para a co-ac¸a˜o dada na definic¸a˜o de espac¸o homogeˆneo quaˆntico.
Ale´m disso a conexa˜o canoˆnica acima da proposic¸a˜o anterior coincide com a a conexa˜o plana
do exemplo 3.3.12.
Demonstrac¸a˜o. Como ι e´ morfismo de a´lgebras de Hopf, temos que ι e´ invers´ıvel por
convoluc¸a˜o com inversa dada por ι ◦ S. Tambe´m vale que
∆R(ι(a)) = ι(a)(1) ⊗ pi(ι(a)(2)) = ι(a(1))⊗ pi(ι(a(2))) = (ι⊗ id)∆(a),
ou seja, ι e´ de fato uma aplicac¸a˜o de fissura. Ale´m disso, na˜o e´ dif´ıcil ver que ι satisfaz as
condic¸o˜es da proposic¸a˜o anterior e como S ◦ ι = ι ◦S temos a u´ltima afirmac¸a˜o do corola´rio.
Proposic¸a˜o 3.3.17 Nas condic¸o˜es da proposic¸a˜o 3.3.14 supomos que P possui uma estru-
tura diferencia´vel covariante a` esquerda em relac¸a˜o P dada pelo ideal a` direita RP de ker ²P
e que H possui um c.d.p.o. bicovariante dada pelo ideal a` direita RH de ker ²H . Se
(id⊗ pi)AdR(RP ) ⊆ RP ⊗A (3.19)
e RH = pi(RP ) enta˜o P (M,H,NP , RH) e´ um fibrado principal quaˆntico diferencia´vel onde
NP = χ−1P (P ⊗RP ) com χP dado no exemplo 3.3.8.
Demonstrac¸a˜o. Primeiro vejamos a covariaˆncia a` direita do ca´lculo sobre P em relac¸a˜o a
H, ou seja, ∆R(NP ) ⊆ NP ⊗H. Da condic¸a˜o (3.19), temos para q ∈ RP
1⊗ q(2) ⊗ pi(S(q(1))q(3)) ∈ P ⊗RP ⊗H
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donde
χ−1P (1⊗ q(2))⊗ pi(S(q(1))q(3)) = S(q(2))⊗ q(3) ⊗ pi(S(q(1))q(4)) ∈ NP ⊗H.
Como NP e´ P -sub-bimo´dulo de Ω1P temos para p ∈ P que
p(1)S(q(2))⊗ q(3) ⊗ pi(p(2)S(q(1))q(4)) ∈ NP ⊗H.
Dado ρ ∈ NP , podemos escrever ρ =
∑
k χ
−1
P (p
k ⊗ qk) com pk ∈ P e qk ∈ RP para todo k.
Enta˜o
∆R(ρ) = ∆R
(∑
k
pkS(qk(1))⊗ qk(2)
)
=
∑
k
pk(1)S(q
k
(2))⊗ qk(3) ⊗ pi(pk(2)S(qk(1))qk(4))
que como vimos acima esta´ em NP ⊗H. Ale´m disso, para ρ como acima temos
#(ρ) = #
(∑
k
χ−1P (p
k ⊗ qk)
)
= #
(∑
k
pkS(qk(1))⊗ qk(2)
)
=
=
∑
k
pkS(qk(1))q
k
(2) ⊗ pi(qk(2)) =
∑
k
pk ⊗ pi(qk)
donde segue que #(NP ) = #(χ−1P (P ⊗ RP )) = (id ⊗ pi)(P ⊗ RP ) = P ⊗ RH onde a u´ltima
igualdade sai da hipo´tese RH = pi(RP ). Usando a proposic¸a˜o 3.3.5, o resultado segue.
Exemplo 3.3.18 Seja q ∈ C\{0} e p = −q1/2. Considere P˜ = O(SLp(2)) do exemplo
1.2.13 e H˜ = C[z−1/2, z1/2] do exemplo 1.1.39 (a raza˜o de escolhermos o expoente 1/2 ficara´
claro logo adiante). Podemos definir uma co-ac¸a˜o a` direita ∆˜R : P˜ → P˜ ⊗ H˜ por
∆˜R
(
a b
c d
)
=
(
a⊗ z1/2 b⊗ z−1/2
c⊗ z1/2 d⊗ z−1/2
)
de forma que P˜ se torna um H˜-co-mo´dulo a´lgebra a` direita. Lembrando que temos uma base
de O(SLp(2)) dada por B =
{
δ0,lma
kblcmdn : k, l,m, n ∈ N} \{0}, na˜o e´ dif´ıcil verifcar que
M = P˜ H˜ e´ a suba´lgebra de P˜ gerada por
1, x1 := ab, x2 := cd, x3 := ad.
A a´lgebra M assim achada e´ uma das esferas quaˆnticas de Podles` [36] e sera´ denotada por
O(S2q ).
Vamos definir uma aplicac¸a˜o pi : P˜ → H˜ por
pi
(
a b
c d
)
=
(
z1/2 0
0 z−1/2
)
.
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Seja I o ideal de C{a, b, c, d} que define O(SLp(2)). Pode-se, enta˜o verificar que pi(I) donde
pi e´ um morfismo de a´lgebras bem definido. Tambe´m como os geradores de H˜ sa˜o atingidos
temos que pi e´ uma aplicac¸a˜o sobrejetora. Vejamos que pi e´ um morfismo de a´lgebras de
Hopf:
(pi ⊗ pi)∆
(
a b
c d
)
= (pi ⊗ pi)
(
a⊗ a+ b⊗ c a⊗ b+ b⊗ d
c⊗ a+ d⊗ c c⊗ b+ d⊗ d
)
=
=
(
z1/2 ⊗ z1/2 0
0 z−1/2 ⊗ z−1/2
)
= ∆
(
z1/2 0
0 z−1/2
)
= (∆ ◦ pi)
(
a b
c d
)
e como pi e ∆ sa˜o morfimsos de a´lgebra temos que (pi ⊗ pi) ◦ ∆ = ∆ ◦ pi. Analogamente
mostramos que ² ◦ pi = ² e S ◦ pi = pi ◦ S.
Defina agora H = C[z−1, z] como sub-a´lgebra de Hopf de H˜ e seja P = O(SOq(3))
vista como a sub-a´lgebra de Hopf de O(SLp(2)) gerada pelos monoˆmios quadra´ticos como no
exemplo 1.2.15. Como ∆˜R e´ morfismo de a´lgebras segue que podemos restringir o domı´nio e
o contra-domı´nio e definir uma co-ac¸a˜o ∆R : P → P ⊗H de modo que P e´ um H-co-mo´dulo
a´lgebra. Como M tambe´m e´ gerada por monoˆmios quadra´ticos teremos que PH =M . Ale´m
disso temos que pi pode ser restringido para um morfismo de a´lgebras de Hopf sobrejetor
pi : P → H.
Vamos mostrar que P (M,H) e´ uma extensa˜o de Hopf-Galois e para isso vamos utilizar a
proposic¸a˜o 3.3.14 e mostrar que kerpi ⊆ µ(kerpi|M⊗P ). Para isso e´ mais interessante utilizar
uma outra base de O(SLp(2)) dada por B̂ = {anbmcr, bmcrds : m, r, s ∈ N, n ∈ N\{0}}.
Para mostrar que tal conjunto e´ base basta proceder como no corola´rio C.1.3 com outro
sistema de reduc¸o˜es (ver [27]). Com esta base e com o fato de {zn : n ∈ Z} ser base de
H, temos que os elementos de kerpi sa˜o somato´rios de produtos que possuem b ou c com
expoente positivo. Agora note que
px1d− (x3 − 1)b = b+ pabd− adb = b (3.20)
e
p2(x3 − 1)c = p2(ad− 1)c = pbc2,
x2a = cda = c+ pbc2
donde
c = x2a− p2(x3 − 1)c. (3.21)
Tomando um somando de um elemento de kerpi podemos escreveˆ-lo como by ou cy onde
y e´ um monoˆmio de grau ı´mpar. Usando as relac¸o˜es (3.20) e (3.21) e observando que
x1, x2, x3 − 1 ∈ kerpi|M vemos que os elementos by e cy esta˜o em µ(kerpi|M ⊗ P ) donde
kerpi ⊆ µ(kerpi|M ⊗ P ). Conclu´ımos assim que O(SOq(3)) e´ um fibrado principal quaˆntico
sobre a esfera quaˆntica O(S2q ) com grupo estrutural quaˆntico C[z−1, z] ∼= O(U(1)) (este u´ltimo
denotando a a´lgebra de func¸o˜es coordenadas de U(1)). Pode-se tambe´m mostrar que essa e´
uma extensa˜o de Hopf-Galois que na˜o e´ fendida [24].
Cap´ıtulo 4
Fibrados associados e resoluc¸a˜o de
referenciais
Este u´ltimo cap´ıtulo esta´ destinado em estudar alguns conceitos relacionados com fibrados
principais quaˆnticos. Na primeira sec¸a˜o, iniciaremos com a definic¸a˜o de fibrados vetorias
quaˆnticos associados e uma discussa˜o acerca da diferenc¸a entre nossa definic¸a˜o e a origi-
nal dada em [5]. Em seguida, revisaremos o teorema sobre extenso˜es de Hopf-Galois do
cap´ıtulo anterior e veremos como ele se encaixa no contexto de fibrados associados. Tambe´m
definiremos formas tensoriais nesse contexto e estenderemos o teorema mencionado acima,
e por fim, estudaremos conexo˜es fortes que sera˜o necessa´rias no estudo de derivadas covari-
antes na sec¸a˜o seguinte. Na segunda sec¸a˜o, primeiramente, generalizaremos o conceito de
fibrados de referenciais para resoluc¸a˜o de referenciais e utilizaremos esse nosso objeto para
reescrever alguns objetos ba´sicos da teoria de geometria diferencial em termos de formas
diferencia´veis. Finalmente, generalizaremos o conceito de resoluc¸a˜o de referenciais para o
contexto na˜o-comutativo assim como alguns dos conceitos estudados na sub-sec¸a˜o anterior.
4.1 Fibrados vetoriais quaˆnticos associados
Comecemos definindo fibrado vetorial quaˆntico associado como em [5] com uma modificac¸a˜o
e apo´s, fac¸amos uma discussa˜o acerca da definic¸a˜o comparando com o caso cla´ssico.
Definic¸a˜o 4.1.1 Sejam P (M,H) um fibrado principal quaˆnticos e (V, ρR) um H-co-mo´dulo
a` direita. Considere a estrutura de co-mo´dulo induzida em P ⊗ V . O M -mo´dulo a` esquerda
E := (P ⊗V )H e´ denominado de fibrado vetorial quaˆntico associado a P sobre M com grupo
estrutural H e fibra V , o qual sera´ denotado por E = E(M,V,H).
Em [5], (V, ρR) e´ tomado como um Hop-co-mo´dulo a´lgebra, para que possamos colocar
uma estrutura de a´lgebra em E, no entanto, o ana´logo alge´brico de fibrados vetoriais sa˜o
mo´dulos projetivos finitamente gerados de acordo com o teorema de Serre-Swan e portanto E
como acima deve ser interpretado como as sec¸o˜es do fibrado e na˜o a a´lgebra de func¸o˜es em si.
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Na˜o fazemos a exigeˆncia de que E seja finitamente gerado projetivo aqui uma vez que nossas
a´lgebras na˜o representam exatamente a “a´lgebra de func¸o˜es de um espac¸o na˜o-comutativo”
mas uma poss´ıvel “sub-a´lgebra densa”.
Vamos considerar o caso cla´ssico e verificar que interpretar o M -mo´dulo E da definic¸a˜o
acima como sendo as sec¸o˜es de um “fibrado quaˆntico” e´ de fato mais adequado. Iremos
trabalhar de forma ingeˆnua e informal, ie, iremos supor sem maiores discusso˜es a igualdade
C(P ×G) = C(P )⊗ C(G), o que em geral na˜o e´ va´lido.
Suponha enta˜o (P,M, pi) um G-fibrado principal e V um G-espac¸o vetorial de dimensa˜o
finita conforme as definic¸o˜es da sec¸a˜o 3.1. Fixe {ei}ni=1 uma base de V e {xi}ni=1 uma base
dual para V ∗, ie, xi(ej) = δij . Sendo % : G→ Aut(V ) a representac¸a˜o de G em V induzida
pela multiplicac¸a˜o e escrevendo os elementos de Aut(V ) como matrizes relativas a` base
{ei}ni=1, temos func¸o˜es coordenadas uij : G → C de forma que uij(g) e´ a coordenada (i, j)
da matriz %(g). Como a representac¸a˜o e´ cont´ınua temos que uij ∈ C(G). Desta forma a
representac¸a˜o induz uma aplicac¸a˜o ρL : V ∗ → C(G)⊗V ∗ dada por ρL(xi) =
∑
j u
i
j⊗xj , que
e´ uma “co-ac¸a˜o a` esquerda” no espac¸o vetorial dual e na˜o na a´lgebra de func¸o˜es. Podemos,
no entanto, interpretar ρL como sendo a restric¸a˜o de C(V ) → C(G) ⊗ C(V ) procedente de
dualizar a multiplicac¸a˜o de G em V . Em vista das proposic¸o˜es 1.1.58 e 1.1.59 temos uma
“co-ac¸a˜o a` direita” em V dada por ρR(ei) =
∑
k ek ⊗ uki.
Ale´m disso temos um isomorfismo C(P, V ) ∼= C(P )⊗V que leva φ ∈ C(P, V ) em∑i xi ◦
φ ⊗ ei. Definindo (u−1)ij(g) = uij(g−1) temos que (u−1)ij ∈ C(G). Sendo ∆R : C(P ) →
C(P ) ⊗ C(G) a “co-ac¸a˜o” proveniente da multiplicac¸a˜o de G em P , temos que, se φ ∈
CG(P, V ) enta˜o ∆R(xi ◦ φ) =
∑
j x
j ◦ φ⊗ (u−1)ij , de forma que
∆⊗R
(∑
i
xi ◦ φ⊗ ei
)
=
∑
i,j,k
xj ◦ φ⊗ ek ⊗ (u−1)ijuki =
∑
i
xi ◦ φ⊗ ei ⊗ 1.
Por outro lado, pensando ei ∈ C(V ∗) e abusando da notac¸a˜o de Sweedler (representaremos
por f (0)⊗f (1) uma func¸a˜o no produto cartesiano P ×G ou V ×G que e´ aplicar f no produto
de G em P ou V , ou seja, (f (0) ⊗ f (1))(p, g) = f(pg)) temos que
∆⊗R
(∑
i
xi ◦ φ⊗ ei
)
(p, xj , g) =
∑
i
(xi ◦ φ)(0)(p)e(0)i (xj)
(
(xi ◦ φ)(1)e(1)i
)
(g) =
=
∑
i
(xi ◦ φ)(0)(p)(xi ◦ φ)(1)(g)e(0)i (xj)e(1)i (g) =
∑
i
(xi ◦ φ)(pg)ei(xjg)
onde temos ei(xjg) = (xjg)(ei) = xj(gei). Supondo que
∑
i x
i ◦ φ⊗ ei e´ invariante a` direita
e usando a igualdade acima
xj(gφ(pg)) = xj
(∑
i
(xi ◦ φ)(pg)gei
)
= ∆⊗R
(∑
i
xi ◦ φ⊗ ei
)
(p, xj , g) =
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=
(∑
i
xi ◦ φ⊗ ei ⊗ 1
)
(p, xj , g) =
∑
i
(xi ◦ φ)(p)ei(xj) = (xj ◦ φ)(p),
ou seja temos que cada coordenada de gφ(pg) e´ igual a` coordenada de φ(p) e portanto
gφ(pg) = φ(p), que e´ o mesmo que dizer que φ e´ equivariante. Conclu´ımos enta˜o que
Γ(E) ∼= CG(P, V ) ∼= (C(P )⊗ V )C(G).
Suponha que (V, ρL) seja um H-co-mo´dulo a` esquerda. Enta˜o o espac¸o E˜ := {x ∈
P ⊗ V : (∆R ⊗ id)(x) = (id ⊗ ρL)(x)} definido como em [6] e´ um fibrado vetorial quaˆntico
associado como acima. Para provar este fato, considere a co-ac¸a˜o a` direita em V dada por
ρR(v) = v(0) ⊗ S(v(−1)) conforme a proposic¸a˜o 1.1.58. Considere x =
∑
i pi ⊗ vi ∈ P ⊗ V .
Se x ∈ E˜ enta˜o ∑
i
p
(0)
i ⊗ p(1)i ⊗ vi =
∑
i
pi ⊗ v(−1)i ⊗ v(0)i
e portanto
∆⊗R
(∑
i
pi ⊗ vi
)
=
∑
i
p
(0)
i ⊗ v(0)i ⊗ p(1)i v(1)i =
∑
i
p
(0)
i ⊗ v(0)i ⊗ p(1)i S
(
v
(−1)
i
)
=
=
∑
i
p
(0)
i ⊗ vi ⊗ p(1)i S
(
p
(2)
i
)
=
∑
i
p
(0)
i ⊗ vi ⊗ ²(p(1)i )1 =
∑
i
pi ⊗ vi ⊗ 1
ou seja x ∈ E. Por outro lado, supondo x ∈ E, temos a igualdade do segundo com o u´ltimo
termo da expressa˜o, ie,
∑
i p
(0)
i ⊗v(0)i ⊗p(1)i v(1)i =
∑
i pi⊗vi⊗1. Aplicando (id⊗µ⊗ id)(id⊗
id⊗ S ⊗ id)(id⊗ id⊗ ρL)(id⊗ τ) temos∑
i
p
(0)
i ⊗ p(1)i ⊗ vi =
∑
i
p
(0)
i ⊗ p(1)i S
(
v
(−2)
i
)
v
(−1)
i ⊗ v(0)i =
∑
i
pi ⊗ v(−1)i ⊗ v(0)i
e portanto x ∈ E˜.
Continuando a teoria desenvolvida por Brzezin´ski, Hajac e Majid em [5], [4] ,[22], definir´ıamos
uma sec¸a˜o cruzada como um morfismo de M -mo´dulos a` esquerda s : E → M (ainda era
exigido que s(1) = 1, mas como na˜o supomos que V e´ a´lgebra, em nosso caso isso pode
na˜o fazer sentido e de fato na˜o e´ necessa´rio) e o teorema 3.2.6 que nos da´ o isomorfismo
#E ∼= EqH(V, P ) seria interpretado como o ana´logo na˜o comutativo do teorema 3.1.18. En-
tretanto, conforme observamos acima e´ interessante pensar nosso E como sendo as sec¸o˜es
do fibrado quaˆntico de forma que precisamos reinterpretar o isomorfismo #E ∼= EqH(V, P ).
Isso faremos motivados pelo isomorfismo no caso cla´ssico Γ(E∗) ∼= Γ(E)#.
Definic¸a˜o 4.1.2 Dados P (M,H) fibrado principal quaˆnticos e (V, ρR) H-co-mo´dulo a` dire-
ita, definiremos o fibrado vetorial dual quaˆntico associado a P como sendo o M -mo´dulo #E
o qual denotaremos por E∗.
Suponha que V tenha dimensa˜o finita e H tenha ant´ıpoda invers´ıvel de forma que usando
a notac¸a˜o e o resultado da proposic¸a˜o 1.1.59, temos uma co-ac¸a˜o em V dada por ρR(ei) =∑
j ej ⊗ uj i e em V ∗ dada por ρ∗R(xi) =
∑
j x
j ⊗ S−1(uij).
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Proposic¸a˜o 4.1.3 No contexto acima, e´ va´lido:
1. E = (P ⊗ V )H ∼= EqH(V ∗, P );
2. (V ∗ ⊗ P )H ∼= EqH(V, P ).
Demonstrac¸a˜o. Demonstraremos apenas o item 2., sendo o outro ana´logo. Dado α =∑
i ξ
i ⊗ pi ∈ (V ∗ ⊗ P )H defina ϕα : V → P por ϕα(v) =
∑
i ξ
i(v)pi. Da proposic¸a˜o
1.1.59, temos que a avaliac¸a˜o e´ um morfismo de co-a´lgebras, ou seja, para cada i temos
ξi(v)1 = (ξi)(0)
(
v(0)
)
v(1)(ξi)(1). Assim
∆R
(∑
i
ξi(v)pi
)
=
∑
i
ξi(v)p(0)i ⊗ p(1)i =
∑
i
(ξi)(0)
(
v(0)
)
p
(0)
i ⊗ v(1)(ξi)(1)p(1)i =
=
∑
i
ξi
(
v(0)
)
pi ⊗ v(1) = (ϕα ⊗ id)ρR(v)
donde ϕα ∈ EqH(V, P ).
Dado ϕ ∈ EqH(V, P ), defina αϕ =
∑n
l=1 x
l ⊗ ϕ(el), enta˜o
∆R
(∑
l
xl ⊗ ϕ(el)
)
=
∑
l
(xl)(0) ⊗ ϕ(el)(0) ⊗ (xl)(1)ϕ(el)(1) =
=
∑
l
(xl)(0) ⊗ ϕ(e(0)l )⊗ (xl)(1)e(1)l =
∑
l,j,k
xj ⊗ ϕ(ek)⊗ S−1(ulj)ukl =
=
∑
l
xl ⊗ ϕ(el)⊗ 1
donde αϕ ∈ (V ∗ ⊗ P )H . Note que
ϕaϕ(v) =
∑
l
xl(v)ϕ(ei) = ϕ(v)
e
αϕα =
∑
l
xl ⊗ ϕα(el) =
∑
i,l
xl ⊗ ξi(el)pi =
∑
i
ξi ⊗ pi
donde α 7→ ϕα e´ o isomorfismo desejado.
Usando a proposic¸a˜o acima e o isomorfismo #E ∼= EqH(V, P ) temos que E∗ ∼= (V ∗⊗P )H .
Podemos, enta˜o, interpretar o fibrado vetorial dual quaˆntico associado a P como um certo
tipo de fibrado vetorial quaˆnticos associado. De fato poder´ıamos ter igualmente definido o
fibrado associado quaˆntico como E = (V ⊗ P )H e a teoria resultante seria ana´loga.
4.1.1 Formas tensoriais
Quando estivermos falando de formas tensoriais no contexto de um ca´lculo na˜o-universal,
utilizaremos a notac¸a˜o Ω(P ) para representar um ca´lculo de ordem superior de forma que
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Ω1(P ) = ΓP . Utilizaremos essa notac¸a˜o para estar mais de acordo com o caso cla´ssico.
Na˜o confundir com ΩP (sem os pareˆnteses) que indica o ca´lculo diferencial universa. Nesse
contexto Ω(M) denotara´ a restric¸a˜o de Ω(P ) para M .
Definic¸a˜o 4.1.4 Uma n-forma horizontal em um fibrado principal quaˆntico diferencia´vel
P (M,H,NP , RH) e´ um elemento do conjunto Ωn(P )hor := P (ΓM )P (ΓM )P . . . P (ΓM )P (n
vezes). O espac¸o de todas as formas horizontais sera´ denotado por Ω(P )hor. Dizemos que
α ∈ Ω(P ) e´ fortemente horizontal a` esquerda (respectivamente a` direita) se α ∈ (Ω(M))P
(respectivamente α ∈ P (Ω(M))).
Proposic¸a˜o 4.1.5 Se o fibrado P (M,H, 0, 0) tem uma conexa˜o Π, enta˜o a aplicac¸a˜o
h(p0dp1 ∧ · · · ∧ dpn) = p0(id−Π)(dp1) ∧ · · · ∧ (id−Π)(dpn)
onde p0, p1, . . . , pn ∈ P e´ uma projec¸a˜o linear de ΩP em ΩPhor tal que ∆R ◦h = (h⊗ id)∆R.
Demonstrac¸a˜o. No caso ca´lculo universal temos ∧ = ⊗P e para provar que h e´ uma
aplicac¸a˜o linear bem definida pela expressa˜o acima e´ suficiente mostrar que ela pode ser
vista como induzida de uma aplicac¸a˜o h˜ P -balanceada em cada entrada. Tal aplicac¸a˜o e´
definida escrevendo para uma n-upla (q1dr1, . . . , qndrn) o elemento q1dr1⊗P · · ·⊗P qndrn na
forma p0dp1∧· · ·∧dpn, usando sucessivamente a regra de Leibniz e passando os escalares em
P pelo produto tensorial, e impondo h˜(q1dr1, . . . , qndrn) = h(p0dp1 ∧ · · · ∧ dpn). Temos que
h(ΩnP ) = ΩnPhor pois (id−Π)(Ω1P ) = P (Ω1M)P e e´ uma projec¸a˜o uma vez que (id−Π)
o e´. Para a u´ltima expressa˜o calculemos
(∆R ◦ h)(p0dp1 ∧ · · · ∧ dpn) = ∆R (p0(id−Π)(dp1) ∧ · · · ∧ (id−Π)(dpn)) =
= p(0)0 ((id−Π)(dp1))(0)∧· · ·∧((id−Π)(dpn))(0)⊗p(1)0 ((id−Π)(dp1))(1) · · · ((id−Π)(dpn))(1) =
= p(0)0 (id−Π)d
(
p1
(0)
)
∧ · · · ∧ (id−Π)d
(
pn
(0)
)
⊗ p(1)0 . . . p(1)n =
= (h⊗ id)∆R(p0dp1 ∧ · · · ∧ dpn)
onde na segunda igualdade usamos a proposic¸a˜o 2.1.18 e o fato do ca´lculo universal ser
covariante. Na terceira igualdade, usamos como d e Π se comportam com a co-ac¸a˜o.
Definic¸a˜o 4.1.6 Sejam P (M,H,NP , RH) um fibrado principal quaˆntico diferencia´vel, (V, ρR)
um H-co-mo´dulo a` direita e seja φ : V → Ω(P ) uma aplicac¸a˜o linear. Dizemos que φ e´ uma
forma pseudotensorial em P se ∆Rφ = (φ⊗ id)ρR, ou seja, φ e´ um morfismo de co-mo´dulos.
A aplicac¸a˜o φ sera´ chamada de forma tensorial (respectivamente fortemente tensorial a` di-
reita ou esquerda) em P se φ e´ pseudotensorial e ∀v ∈ V , φ(v) e´ horizontal (respectivamente
fortemente horizontal a` direita ou esquerda).
Lema 4.1.7 Seja φ : V → Ω(P ) uma forma tensorial em um fibrado principal quaˆntico
diferencia´vel P (M,H,NP , RH) com conexa˜o Π. Enta˜o dφ : V → Ω(P ) e´ pseudotensorial.
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Demonstrac¸a˜o. Temos apenas que mostrar que dφ e´ morfismo de co-mo´dulos
∆R(dφ) = (d⊗ id)∆Rφ = (d⊗ id)(φ⊗ id)∆R = (dφ⊗ id)∆R
como desejado.
Definic¸a˜o 4.1.8 Seja P (M,H, 0, 0) um fibrado principal quaˆntico com conexa˜o Π. A aplicac¸a˜o
D = h ◦ d e´ chamada de derivada covariante exterior em P .
Segue dos lema e proposic¸a˜o anteriores que D manda formas tensoriais em formas tenso-
riais. Na pro´xima subsec¸a˜o, veremos em que condic¸o˜es a tensorialidade forte e´ preservada.
Temos a seguinte generelizac¸a˜o do teorema 3.2.6.
Teorema 4.1.9 Sejam P (M,H,NP , RH) um fibrado principal quaˆntico diferencia´vel e (V, ρR)
um H-co-mo´dulo a` direita. Suponha que (PΩn(M))H = Ωn(M) e que H tenha ant´ıpoda
invers´ıvel, enta˜o formas fortemente tensoriais a` direita φ : V → PΩn(M) esta˜o em corre-
spondeˆncia biun´ıvoca com homomorfismos de M -mo´dulos a` esquerda s : E → Ωn(M).
Demonstrac¸a˜o. Dada φ : V → PΩn(M), defina a aplicac¸a˜o linear s˜φ : P ⊗ V → PΩn(M)
por s˜φ(p⊗v) = pφ(v) e vejamos que podemos restringir o domı´nio e contra-domı´nio e definir
sφ : E → Ωn(M). Suponha
∑
i pi ⊗ vi ∈ E e calculemos
∆R
(
s˜φ
(∑
i
pi ⊗ vi
))
=
∑
i
∆R(piφ(vi)) =
∑
i
∆R(pi).∆R(φ(vi)) =
=
∑
i
∆R(pi).(φ⊗ id)ρR(vi) =
∑
i
p
(0)
i φ
(
v
(0)
i
)
⊗ p(1)i v(1)i =
=
∑
i
piφ(vi)⊗ 1 = s˜φ
(∑
i
pi ⊗ vi
)
⊗ 1
onde na penu´ltima igualdade usamos que
∑
i p
(0)
i ⊗ v(0)i ⊗ p(1)i v(1)i =
∑
i pi ⊗ vi ⊗ 1. Pela
hipo´tese que (PΩn(M))H = Ωn(M), temos s˜φ (
∑
i pi ⊗ vi) ∈ Ωn(M) e sφ esta´ bem definido.
Por outro lado, dado s ∈ E → Ωn(M) defina φs : V → PΩn(M) por
φs(v) =
∑
i
T′i
(
S−1
(
v(1)
))
s
(
T′′i
(
S−1
(
v(1)
))
⊗ v(0)
)
onde T e´ a aplicac¸a˜o de translac¸a˜o. O restante da demonstrac¸a˜o segue de forma ana´loga a`
demonstrac¸a˜o do teorema 3.2.6.
Como no teorema 3.2.6, se a co-ac¸a˜o ρR prove´m de uma co-ac¸a˜o a` esquerda ρL como na
proposic¸a˜o 1.1.58, na˜o precisar´ıamos supor que H tenha ant´ıpoda invers´ıvel.
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4.1.2 Conexo˜es fortes
Nesta sec¸a˜o, a menos que dito o contra´rio, trabalharemos com os ca´lculos universais.
Definic¸a˜o 4.1.10 Uma conexa˜o Π num fibrado principal quaˆntico P (M,H) e´ dita ser forte
a` esquerda se (id−Π)(dP ) ⊆ (Ω1M)P .
Utilizaremos a mesma nomenclatura para a forma de conexa˜o ω : H → Ω1P . Isto e´, no
caso acima diremos que ω e´ uma forma de conexa˜o forte.
Proposic¸a˜o 4.1.11 Seja ω : H → Ω1P uma forma de conexa˜o num fibrado principal
quaˆntico P (M,H), sa˜o equivalentes:
1. ω e´ uma conexa˜o forte a` esquerda;
2. Dω preserva tensorialidade forte a` esquerda;
3. Para p ∈ P , vale
τ23 ◦ (∆R ⊗ id)
(
p(0)ω
(
p(1)
))
= p⊗ 1⊗ 1− p(0) ⊗ 1⊗ p(1) + p(0)ω
(
p(1)
)
⊗ 1. (4.1)
Demonstrac¸a˜o. 1. ⇒ 2. Tome φ : V → (ΩnM)P fortemente tensorial a` esquerda. Ja´
sabemos que Dω e´ pseudotensorial. Ale´m disso, se ρ =
∑
j dm
j
1 ∧ · · · ∧ dmjn ∧ pj ∈ (ΩnM)P ,
enta˜o Dωρ = (−1)n
∑
j dm
j
1 ∧ · · · ∧ dmjn ∧ (id− Π)dpj . Por hipo´tese para cada j, podemos
escrever (id−Π)dpj =∑i dmij ∧ pij , donde segue que Dωρ ∈ (Ωn+1M)P .
2. ⇒ 1. Basta tomar V = P e φ = id.
1. ⇒ 3. Por um lado, como Dωp ∈ (Ω1M)P , temos
τ23(∆R ⊗ id)(Dωp) = Dωp⊗ 1 = 1⊗ p⊗ 1− p⊗ 1⊗ 1− p(0)ω
(
p(1)
)
⊗ 1,
por outro lado,
τ23(∆R ⊗ id)(Dωp) = τ23(∆R ⊗ id)
(
1⊗ p− p⊗ 1− p(0)ω
(
p(1)
))
=
= 1⊗ p⊗ 1− p(0) ⊗ 1⊗ p(1) − τ23(∆R ⊗ id)
(
p(0)ω
(
p(1)
))
.
Comparando as expresso˜es, segue o desejado.
3. ⇒ 1. Utilizando os ca´lculos acima e a hipo´tese, chegamos a τ23(∆R ⊗ id)(Dωp) =
Dωp⊗ 1, ou seja, Dωp ∈ Ω1P ∩ (M ⊗ P ) = (Ω1M)P .
Assuma que H tem ant´ıpoda invers´ıvel, enta˜o Hop e´ a´lgebra de Hopf e P (= P como
a´lgebra) e´ um Hop-co-mo´dulo a´lgebra a` esquerda com co-ac¸a˜o dada por ∆L(p) = S−1
(
p(1)
)⊗
p(0) como na proposic¸a˜o 1.1.58. Definimos Πω : Ω1P → Ω1P pela restric¸a˜o de p ⊗ q 7→
ω
(
p(−1)
)
p(0)q, que e´ a versa˜o a` esquerda da fo´rmula para Πω. Definimos enta˜o Dω =
(id−Πω)d para formas em P .
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Proposic¸a˜o 4.1.12 Sejam ω : H → Ω1P uma forma de conexa˜o num fibrado principal
quaˆntico P (M,H) sendo H com ant´ıpoda invers´ıvel. Sa˜o equivalentes:
1. ω e´ uma conexa˜o forte a` esquerda;
2.
(∆L ⊗ id) ◦ ω = id⊗ 1⊗ 1− 1⊗ 1⊗ 1²+ (id⊗ ω) ◦∆; (4.2)
3.
(id⊗∆R) ◦ ω = 1⊗ 1⊗ id− 1⊗ 1⊗ 1²+ (ω ⊗ id) ◦∆. (4.3)
Neste caso Dω preserva formas fortemente tensoriais a` direita.
Demonstrac¸a˜o. Denote ω(h) =
∑
i ω
′
i(h) ⊗ ω′′i (h) e seja T a aplicac¸a˜o de translac¸a˜o.
Utilizando o fato que ∆R e´ morfismo de a´lgebras, temos
(∆R ⊗ id)
(
p(0)ω
(
p(1)
))
=
∑
i
(∆R ⊗ id)
(
p(0)ω′i
(
p(1)
)
⊗ ω′′i
(
p(1)
))
=
=
∑
i
p(0)ω′i
(
p(2)
)(0) ⊗ p(1)ω′i (p(2))(1) ⊗ ω′′i (p(2)) .
Portanto (4.1) e´ equivalente a
∑
i
p(0)ω′i
(
p(2)
)(0) ⊗ p(1)ω′i (p(2))(1) ⊗ ω′′i (p(2)) =
= p⊗ 1⊗ 1− p(0) ⊗ p(1) ⊗ 1−
∑
i
p(0)ω′i
(
p(1)
)
⊗ 1⊗ ω′′i
(
p(1)
)
. (4.4)
1. ⇒ 2. Temos que 1. e´ equivalente a (4.1) que por sua vez e´ equivalente a (4.4).
Multiplicando (4.4) por um elemento q ∈ P , temos
∑
i
qp(0)ω′i
(
p(2)
)(0) ⊗ p(1)ω′i (p(2))(1) ⊗ ω′′i (p(2)) =
= qp⊗ 1⊗ 1− q∆R(p)⊗ 1−
∑
i
qp(0)ω′i
(
p(1)
)
⊗ 1⊗ ω′′i
(
p(1)
)
. (4.5)
Aplicando (4.5) em T(h) =
∑
j T
′
j(h)⊗ T′′j (h), temos
∑
i,j
T′j(h)T
′′
j (h)
(0)ω′i
(
T′′j (h)
(2)
)(0) ⊗ T′′j (h)(1)ω′i (T′′j (h)(2))(1) ⊗ ω′′i (T′′j (h)(2)) =
=
∑
j
T′j(h)T
′′
j (h)⊗ 1⊗ 1−
∑
j
T′j(h)∆R(T
′′
j (h))⊗ 1−
−
∑
i,j
T′j(h)T
′′
j (h)
(0)ω′i
(
T′′j (h)
(1)
)
⊗ 1⊗ ω′′i
(
T′′j (h)
(1)
)
.
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Utilizando que µ◦T = 1² e que T e´ definida a partir da inversa de p⊗q 7→ pq(0)⊗q(1), temos
a igualdade acima e´ equivalente a∑
i
ω′i
(
h(2)
)(0)⊗h(1)ω′i (h(2))(1)⊗ω′′i (h(2)) = ²(h)1⊗1⊗1−1⊗h⊗1+∑
i
ω′i(h)⊗1⊗ω′′i (h).
Aplicando esta igualdade em h(2) de S(h(1))⊗ h(2) e multiplicando pelo S(h(1)) livre temos∑
i
ω′i
(
h(3)
)(0) ⊗ S(h(1))h(2)ω′i (h(3))(1) ⊗ ω′′i (h(3)) =
= 1⊗ S(h(1))²(h(2))⊗ 1− 1⊗ S(h(1))h(2) ⊗ 1 +
∑
i
ω′i(h(2))⊗ S(h(1))⊗ ω′′i (h(2)),
ou ainda,
(∆R ⊗ id)(ω(h)) = 1⊗ S(h)⊗ 1− ²(h)1⊗ 1⊗ 1 +
∑
i
ω′i(h(2))⊗ S(h(1))⊗ ω′′i (h(2)), (4.6)
que e´ equivalente a (4.2) ao aplicarmos o isomorfismo τ12 ◦ (id⊗ S−1 ⊗ id).
2. ⇒ 1. Temos que (4.2) e´ equivalente a (4.6). Usando (4.6) temos
(∆R⊗id)
(∑
i
p(0)ω′i
(
p(1)
)
⊗ ω′′i
(
p(2)
))
=
∑
i
p(0)ω′i
(
p(2)
)(0)⊗p(1)ωi′ (p(2))(1)⊗ω′′i (p(2)) =
= p(0) ⊗ p(1)S
(
p(2)
)
⊗ 1− p(0) ⊗ p(1)²
(
p(2)
)
⊗ 1 +
∑
i
p(0)ω′i
(
p(1)
)
⊗ 1⊗ ω′′i
(
p(1)
)
=
= p⊗ 1⊗ 1− p(0) ⊗ p(1) ⊗ 1 +
∑
i
p(0)ω′i
(
p(1)
)
⊗ 1⊗ ω′′i
(
p(1)
)
que e´ exatamente (4.4).
2. ⇒ 3. Aplicando (id⊗ id⊗ µ) ◦ τ23 ◦ (id⊗ id⊗∆R) em (4.6) e utilizando o fato de ω
ser AdR-equivariante temos
ω(h(2))⊗ S(h(1))h(3) = 1⊗ 1⊗ S(h)− ²(h)1⊗ 1⊗ 1+
+
∑
i
ω′i(h(2))⊗ ω′′i (h(2))(0) ⊗ S(h(1))ω′′i (h(2))(1)
Aplicando em h(2) de h(1) ⊗ h(2) e multiplicando pelo h(1) livre temos
ω(h(3))⊗ h(1)S(h(2))h(4) = 1⊗ 1⊗ h(1)S(h(2))− 1⊗ 1⊗ h(1)²(h(2))+
+
∑
i
ω′i(h(3))⊗ ω′′i (h(3))(0) ⊗ h(1)S(h(2))ω′′i (h(3))(1)
donde
ω(h(1))⊗ h(2) = 1⊗ 1⊗ 1²(h)− 1⊗ 1⊗ h+ (id⊗∆R)ω(h)
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que e´ exatamante (4.3).
3. ⇒ 2. Vamos dar apenas os passos da demonstrac¸a˜o, as contas sendo ana´logas ao caso
anterior. Aplique τ23(∆R ⊗ id⊗ id) em (4.3), aplique o resultado em h(1) de h(1) ⊗ S(h(2)),
multplique pelo S(h(2)) livre e aplique τ23 para chegar em (4.6).
Finalmente, para provar que Dω preserva formas fortemente tensoriais a` direita, basta
provar que (id−Πω)dP ⊆ P (Ω1M) e utilizar a proposic¸a˜o ana´loga a anterior para conexa˜o
forte a` direita. Usando (4.3), temos
(id⊗∆R)Dωp = (id⊗∆R)
(
1⊗ p− p⊗ 1 + ω
(
p(−1)
)
p(0)
)
=
= 1⊗ p(0) ⊗ p(1) − p⊗ 1⊗ 1 + (id⊗∆R)
(
ω
(
S−1
(
p(1)
))
p(0)
)
=
= 1⊗ p(0) ⊗ p(1) − p⊗ 1⊗ 1 + (id⊗∆R)
(
ω
(
S−1
(
p(2)
)))
.(1⊗ p(0) ⊗ p(1)) =
= 1⊗ p(0)⊗ p(1)− p⊗ 1⊗ 1+ 1⊗ p⊗ 1− 1⊗ p(0)⊗ p(1)+ω
(
S−1
(
p(1)
))
p(0)⊗ 1 = Dωp⊗ 1.
Segue que Dωp ∈ Ω1P ∩ (P ⊗M) = P (Ω1M).
4.2 Resoluc¸a˜o de referenciais
4.2.1 Caso cla´ssico
Vamos definir agora o conceito de fibrado de referenciais e estudar como podemos generalizar
essa definic¸a˜o de forma que na˜o precisaremos falar de coordenadas locais e que possamos
fazer definic¸o˜es ana´logas no caso na˜o-comutativo [31]. Tambe´m estaremos interessados em
caracterizar o fibrado tangente de uma variedadeM como um fibrado associado a um fibrado
principal com baseM . Neste contexto com ajuda de alguns isomorfismos poderemos estudar
conceitos que dependem de campos vetoriais do ponto de vista de formas. Nesta subsec¸a˜o a
dimensa˜o de M esta´ subentendida como n e esta sera´ considerada uma variedade compacta.
Definic¸a˜o 4.2.1 Seja M uma variedade, um referencial linear sobre um ponto m ∈M e´ um
isomorfismo de espac¸os vetoriais p : Rn → TmM . Este pode ser pensado como uma escolha
de base em TmM .
O fibrado de referenciais tera´ como fibra sobre m o conjunto de todos os referenciais
lineares sobre m. Sejam FM o conjunto de todos os referenciais lineares sobre todos os
pontos de M e pi a aplicac¸a˜o de FM em M que associa um referencial sobre m ao pro´prio
ponto m. Considere o grupo G = GLn e a multiplicac¸a˜o de G em FM dada por Rg(p) = p◦g
para g ∈ GLn. Enta˜o (FM,M, pi) e´ um GLn-fibrado principal diferencia´vel localmente
trivial, com trivialidade local dada atrave´s de um sistema de coordenadas locais para M .
Se (U, x1, . . . , xn) e´ um sistema de coordenadas enta˜o podemos considerar uma base fixa
{∂/∂xi}ni=1 e considerar um referencial linear como a transformac¸a˜o linear que leva essa base
fixa na base do referencial.
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Definimos a 1-forma canoˆnica θ ∈ Ω1tens(FM,Rn) localmente por θp(Yp) = p−1pi∗(Yp)
para Yp ∈ TpFM onde p : Rn → Tpi(p)M e´ um referencial linear. Pode-se mostrar que θ
definido desta forma e´ diferencia´vel. E´ claro que θ e´ horizontal. Vejamos que ela tambe´m e´
G-equivariante
R∗g(θp(Yp)) = θpg(Rg∗(Yp)) = (pg)
−1pi∗(Rg∗(Yp)) = g−1p−1pi∗(Yp) = g−1θp(Yp).
Pela proposic¸a˜o 3.1.24, θ esta´ associado a uma transformac¸a˜o de fibrados entre TM e E =
FM ×GLn Rn dada pontualmente por θ˜m : TmM → Em com θ˜m(Xm) = [p, θ(X˜p)] onde
p ∈ pi−1(m) e X˜p e´ levantamento deXm. Temos que θ˜m e´ sobrejetora, de fato dado [p, v] ∈ Em
considere Xm = p(v) e X˜p levantamento de Xm enta˜o θ(X˜p) = p−1(pi∗(X˜p)) = p−1(Xm) =
p−1(p(v)) = v, ou seja, θ˜m(Xm) = [p, v]. Como dimTmM = dimEm temos que θ˜m e´ um
isomorfismo e portanto θ˜ : TM → E tambe´m e´ um isomorfismo.
Os pro´ximos resultados sa˜o o ponto de partida para a definic¸a˜o de resoluc¸a˜o de referen-
ciais.
Teorema 4.2.2 Um GLn-fibrado principal (P,M, pi) e´ isomorfo ao fibrado de referenciais
FM se e somente se existe θ ∈ Ω1tens(P,Rn) tal que ker θ = kerpi∗.
Demonstrac¸a˜o. Ver [22].
Proposic¸a˜o 4.2.3 Sejam (P,M, pi) um G-fibrado principal e % : G → Aut(V ) uma repre-
sentac¸a˜o diferencia´vel de G num espac¸o vetorial de dimensa˜o finita V . Para θ ∈ Ω1tens(P, V )
temos que ker θ = kerpi∗ se e somente se o morfismo de fibrados correspondente como na
proposic¸a˜o 3.1.24 e´ um isomorfismo.
Demonstrac¸a˜o. (⇒) Pela definic¸a˜o de forma tensorial ja´ temos que kerpi∗ ⊆ ker θ. Lembre
que o morfismo da proposic¸a˜o 3.1.24 e´ dado localmente por θ˜m : TmM → Em definido por
θ˜m(Xm) = [p, θ(X˜p)] onde p ∈ pi−1(m) e pi∗(X˜p) = Xm. Tome Yp ∈ TpP tal que θ(Yp) = 0
enta˜o θ˜(pi∗(Yp)) = [p, θ(Yp)] = 0. Como estamos supondo θ˜ um isomorfismo temos que
pi∗(Yp) = 0, ou seja, Yp ∈ kerpi∗.
(⇐) E´ suficiente mostrar que para cada m ∈ M temos que θ˜m : TmM → Em e´ inje-
tora uma vez que dim(TmM) = dim(Em). Suponha enta˜o que θ˜m(Xm) = 0 enta˜o para o
levantamento temos [p, θ(X˜p)] = 0. Pela definic¸a˜o da estrutura vetorial em Em temos que
[p, θ(X˜p)] = [p, 0], mas note que, pelo fato da ac¸a˜o de G ser fiel em P temos que (p, v) ∼ (p, w)
se e so´ se v = w. Segue que θ(X˜p) = 0 e usando a hipo´tese que ker θ = kerpi∗ temos que
Xm = pi∗(X˜p) = 0.
Segue dos resultaos acima que um GLn-fibrado principal e´ isomorfo ao fibrado de refer-
enciais se e so´ se existe θ ∈ Ω1tens(P,Rn) tal que θ˜ como na proposic¸a˜o e´ um isomorfismo.
Este e´ um caso particular em que o grupo estrutural e´ GLn, no entanto a proposic¸a˜o 3.1.24
assim como a proposic¸a˜o anterior e´ para um grupo G arbitra´rio. Motivamos por esses fatos,
faremos a seguinte definic¸a˜o.
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Definic¸a˜o 4.2.4 Sejam (P,M, pi) um G-fibrado principal e % : G → Aut(V ) uma repre-
sentac¸a˜o diferencia´vel num espac¸o vetorial de dimensa˜o finita V . Diremos que (P, V,G, θ) e´
uma resoluc¸a˜o de referenciais sobre M se θ ∈ Ω1tens(P, V ) e´ tal que o homorfismo associado
pela proposic¸a˜o 3.1.24 e´ um isomorfismo.
Antes de continuarmos a teoria desenvolvida em [31] e redefinir os conceitos ba´sicos de
geometria diferencial sobre esse novo ponto de vista, vamos dar um exemplo na˜o trivial de
resoluc¸a˜o de referenciais.
Exemplo 4.2.5 (Fibrac¸a˜o de Hopf) Neste exemplo, trabalharemos em C mas estamos
pensando tudo como variedades reais. Sejam S3 = S1C =
{
(z0, z1) ∈ C2 : |z0|2 + |z1|2 = 1
}
e
S2 = CP 1 =
{
[z0 : z1] : (z0, z1) ∈ C2\{(0, 0)}
}
onde [z0 : z1] = {(λz0, λz1) ∈ C2 : λ ∈ C∗}.
Considere a ac¸a˜o a` direita de U(1) = {λ ∈ C : |λ| = 1} em S3 dada por ((z0, z1), λ) 7→
(z0λ, z1λ) que esta´ de fato bem definida uma vez que |z0λ|2+ |z1λ|2 = (|z0|2+ |z1|2)|λ|2 = 1.
Seja tambe´m pi : S3 → S2 dada por pi(z0, z1) = [z0 : z1] que e´ sobrejetora pois dado um ponto
[w0 : w1] ∈ S2, basta tomar
p =
(
w0
(|w0|2 + |w1|2)1/2
,
w1
(|w0|2 + |w1|2)1/2
)
∈ S3
e temos pi(p) = [w0 : w1]. Mostremos que (S3, S2, pi) e´ um U(1)-fibrado principal localmente
trivial. Considere os seguintes conjuntos abertos de S2, UN := {[w0 : w1] ∈ S2 : w1 6= 0} e
US := {[w0 : w1] ∈ S2 : w0 6= 0} enta˜o e´ claro que {UN , US} e´ uma cobertura aberta de S2 e
e´ suficiente definir trivialidades locais para esses abertos. Defina ϕS : pi−1(US)→ US ×U(1)
por
ϕS(w0, w1) =
(
[w0 : w1],
w0
|w0|
)
e ϕN : pi−1(UN )→ UN × U(1) por
ϕN (w0, w1) =
(
[w0 : w1],
w1
|w1|
)
enta˜o
ϕS(w0λ,w1λ) =
(
[w0λ : w1λ],
w0λ
|w0λ|
)
=
(
[w0 : w1],
w0λ
|w0|
)
= ϕS(w0, w1)λ
e ana´logo para ϕN . Condidere as duas parametrizac¸o˜es locais ψN : C→ UN e ψS : C→ US
dadas por ψN (ζ) = [ζ : 1] e ψS(ζ) = [1 : ζ] respectivamente. Para cada (z0, z1) ∈ C2\{(0, 0)},
definamos uma transformac¸a˜o linear de espac¸os vetoriais complexos ρ(z0,z1) : T[z0:z1]S
2 → C.
Para isso note que se z0 6= 0 enta˜o vS := dψS(z1/z0)(1) e´ uma base de T[z0:z1]S2 e se z1 6= 0
enta˜o vN := dψN(z0/z1)(1) e´ base de T[z0:z1]S
2. Defina enta˜o ρS(z0,z1)(vS) = z
2
0 no primeiro
caso e ρN(z0,z1)(vN ) = −z21 no segundo e vejamos que essas definic¸o˜es coincidem quando
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z0 6= 0 6= z1. Note que temos o seguinte diagrama comutativo
US ∩ UN id // US ∩ UN
C \ {0}
ψN
OO
f // C \ {0}
ψS
OO
onde f(ζ) = 1/ζ e portanto df(z0/z1)(u) = −
(
z21/z
2
0
)
u, donde
vn = dψN(z0/z1)(1) = dψS(z1/z0)
(
df(z0/z1)(1)
)
= −
(
z21
z20
)
dψS(z1/z0)(1) = −
(
z21
z20
)
vS .
Substituindo esta igualdade na definic¸a˜o de ρS(z0,z1) temos
ρS(z0,z1) (vN ) = ρ
S
(z0,z1)
(
−
(
z21
z20
)
vS
)
= −
(
z21
z20
)
z20 = −z21 = ρN(z0,z1) (vN ) ,
ou seja, podemos bem definir ρ(z0,z1) para todos os pontos (z0, z1) ∈ C2\{(0, 0)}. Defina agora
θ : TS3 → C por Y(z0,z1) 7→ ρ(z0,z1)(pi∗(Y(z0,z1))) que e´ claramente uma forma horizontal.
Calculemos para g ∈ U(1),
R∗gθ(Y(z0,z1)) = θ(Rg∗(Y(z0,z1))) = ρ(z0g,z1g)pi∗
(
Rg∗(Y(z0,z1))
)
=
= g2ρ(z0,z1)pi∗(Y(z0,z1)) = g
2θ(Y(z0,z1)).
Portanto, definindo uma representac¸a˜o de U(1) por κ : U(1) → Aut(C) por κ(g) = g−2
temos que θ e´ uma 1-forma tensorial. Note que θ restrito a cada espac¸o tangente T(z0,z1)S
3
e´ sobrejetora uma vez que pi∗(z0,z1) e ρ(z0,z1) o sa˜o. Agora, fazendo as substituic¸o˜es ade-
quadas dos espac¸os vetorias complexos por espac¸os vetoriais reais e usando argumentos de
dimensa˜o e a sobrejetividade acima temos que a aplicac¸a˜o θ˜ : TS2 → S3 ×U(1) R2 definida
por Xm 7→ [p, θ(X˜p)] com pi(p) = m e pi∗(X˜p) = Xm e´ um isomorfismo. Conclu´ımos enta˜o
que (S3, U(1),R2, θ) e´ uma resoluc¸a˜o de referenciais sobre S2.
Utilizando os resultados de topologia alge´brica e da teoria que constru´ımos podemos con-
cluir que todo campo vetorial na esfera se anula. Lembre que CG(P, V ) ∼= Γ(E) onde a sec¸a˜o
sφ associada a φ ∈ CG(P, V ) e´ dada por sφ(m) = [p, φ(p)] onde p ∈ pi−1(m). Portanto, basta
mostrar que qualquer func¸a˜o φ ∈ CU(1)(S3,R2) se anula em pelo menos um ponto. De fato,
dado p ∈ S3 a o´rbita de p, O(p), e´ uma curva fechada em S3 cuja imagem por φ e´ uma
circunfereˆncia centrada na origem. Como S3 e´ simplesmente conexo podemos fazer uma
homotopia de O(p) para um ponto. A imagem dessa homotopia por φ sera´ uma homotopia
de uma circufereˆncia ao redor da origem para um ponto e portanto deve passar pela origem.
Ou seja, existe um ponto em S3 cuja imagem por φ e´ a origem, como desejado.
Da definic¸a˜o de resoluc¸a˜o de referenciais temos um isomorfismo entre o espac¸o dos campos
vetoriais X(M) e o espac¸o CG(P, V ) que pode ser pensando como sendo 0-formas tensoriais
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a valores em V . Neste caso, grac¸as ao corola´rio 3.1.25 tambe´m temos um isomorfismo entre
Ω1(M) o espac¸os das 1-formas em M e o espac¸o CG(P, V ∗) das 0-formas tensoriais a valores
em V ∗. Nosso pro´ximo objetivo e´ usar esses dois isomorfismos para criar outros isomorfismos
entre espac¸os que dependem apenas de M e outros que dependem de P e V ou P e V ∗.
Teorema 4.2.6 Seja (P, V,G, θ) uma resoluc¸a˜o de referenciais sobre M . Enta˜o temos os
seguintes isomorfismos
Ωr(M)⊗C(M) X(M) ∼= Ωrtens(P, V );
Ωr(M)⊗C(M) Ω1(M) ∼= Ωrtens(P, V ∗).
Demonstrac¸a˜o. Para o primeiro isomorfismo, considere a aplicac¸a˜o de Ωr(M)⊗C(M)X(M)
em Ωrtens(P, V ) que associa um elemento κ =
∑
j β
j ⊗C(M) Y j ∈ Ωr(M)⊗C(M) X(M) a um
elemento ρκ ∈ Ωrtens(P, V ) de forma que
ρκp(Z1, . . . , Zr) =
∑
j
βjpi(p)(pi∗Z1, . . . , pi∗Zr)θp(Y˜
j
p )
onde Zi ∈ TpP e Y˜ j e´ um levantamento de Y j invariante por G. E´ claro que ρκ e´ horizontal
definido desta forma. Para ver que e´ G-equivariante, calculemos
R∗g(ρ
κ
p(Z1, . . . , Zr)) = ρ
κ
pg(Rg∗(Z1), . . . , Rg∗(Zr)) =
=
∑
j
βjpi(pg)(pi∗Rg∗(Z1), . . . , pi∗Rg∗(Zr))θpg(Y˜
j
pg) =
=
∑
j
βjpi(p)(pi∗Z1, . . . , pi∗Zr)θpg(Rg∗Y˜
j
p ) =
=
∑
j
βjpi(p)(pi∗Z1, . . . , pi∗Zr)g
−1θp(Y˜
j
p ) =
= g−1ρκp(Z1, . . . , Zr).
Para achar a inversa, teremos que proceder localmente e depois colar usando partic¸a˜o da
unidade. Fixe ρ ∈ Ωrtens(P, V ). Considere um conjunto finito de sistemas coordenadas locais
{(Ul, x1l , . . . , xnl )}l∈Λ onde {Ul}l∈Λ e´ uma cobertura aberta de M e uma partic¸a˜o da unidade
{ψl}l∈Λ de forma que o suporte de cada ψl esta´ contido em um compacto Kl ⊆ Ul e para
cada m ∈M existe lm ∈ Λ tal que Klm e´ vizinhanc¸a de m. Para um sistema de coordenada
(Ul, x1l , . . . , x
n
l ) fixo temos que {∂/∂xil}ni=1 e´ uma base de TmM para cada m ∈ Ul. Denote
por θ˜ : TM → E o isomorfismo de fibrados induzido por θ e definamos um elemento de
Ωr(M)⊗C(M) X(M) dependendo de l da seguinte forma: para m ∈ Ul e X1, . . . , Xr ∈ TmM
o nu´mero (βil)m(X1, . . . , Xr) e´ o coeficiente de θ˜
−1
([p, ρp(X˜1, . . . , X˜r)]) na base {∂/∂xil}ni=1,
onde p ∈ pi−1(m) e X˜k ∈ TpP e´ um levantamento de Xk. A independeˆncia de p e do
levantamento vem de ρ ser tensorial. Para cada l ∈ Λ tome um aberto Vl ⊇ Kl e tal que
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Vl ⊆ Ul e use o lema de Urysohn (versa˜o diferencia´vel) para construir uma func¸a˜o gl ∈ C(M)
que vale 1 em Kl e zero no complementar de Vl. O elemento em questa˜o, enta˜o, sera´ dado
por κρl :=
∑n
i=1 glβ
i
l ⊗C(M) ψl(∂/∂xil) onde zero vezes algo na˜o definido sera´ entendido como
zero. Finalmente, associaremos a ρ o elemento κρ =
∑
l∈Λ κl.
Vejamos que de fato temos um inverso do outro. Comece de κ =
∑
j β
j ⊗C(M) Y j e fac¸a
o procedimento acima para ρκ e provemos que voltamos para κ. Como
∑
l∈Λ ψl = 1, temos
que
κ =
∑
l∈Λ
∑
j
βj ⊗C(M) ψlY j
donde e´ suficiente mostrar que
∑
j β
j ⊗C(M) ψlY j = κρl . Para cada j considere as func¸o˜es
f ijl definidas em Ul que da˜o os coeficientes de Y
j na base {∂/∂xil}ni=1. Enta˜o
∑
j
βj ⊗C(M) ψlY j =
∑
j
n∑
i=1
βj ⊗C(M) ψlf ijl ∂/∂xil =
=
∑
j
n∑
i=1
βj ⊗C(M) ψlglf ijl ∂/∂xil =
∑
j
n∑
i=1
βjglf
ij
l ⊗C(M) ψl∂/∂xil
donde resta-nos mostar que glβil =
∑
j β
jglf
ij
l . No complementar de Vl temos que essa
igualdade vale pois ambos os lados sa˜o zero. Para m ∈ Vl e X1, . . . , Xr ∈ TmM temos que
achar o coeficiente de θ˜
−1
([p, ρp(X˜1, . . . , X˜r)]) na base {∂/∂xil}ni=1, mas
θ˜
−1
([p, ρp(X˜1, . . . , X˜r)]) = θ˜
−1
p,∑
j
βjm(X1, . . . , Xr)θp(Y˜ jp)
 =
∑
j
βjm(X1, . . . , Xr)θ˜
−1
([p, θp(Y˜ jp)]) =
∑
j
βjm(X1, . . . , Xr)Y
j
m
donde
(βil)m(X1, . . . , Xr) =
∑
j
βjm(X1, . . . , Xr)f
ij
l (m)
como desejado. Agora, comec¸ando de ρ considere κρ como definido acima e vamos calcular
para Z1, . . . , Zr ∈ TpP
v :=
∑
l∈Λ
n∑
i=1
gl(pi(p))(βil)pi(p)(pi∗Z1, . . . , pi∗Zr)θp(ψl(pi(p))(∂˜/∂xil)p) =
=
∑
l∈Λ
gl(pi(p))ψl(pi(p))θp
(
n∑
i=1
(βil)pi(p)(pi∗Z1, . . . , pi∗Zr)(∂/∂x
i
l)
)∼
p
=
=
∑
l∈Λ
ψl(pi(p))θp
(
θ˜
−1
([p, ρp(Z1, . . . , Zr)])
)∼
p
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donde
[p, v] =
p, θp(θ˜−1(∑
l∈Λ
ψl(pi(p))[p, ρp(Z1, . . . , Zr)]
))∼
p
 =
= θ˜
(
θ˜
−1
([
p,
∑
l∈Λ
ψl(pi(p))ρp(Z1, . . . , Zr)
]))
=
= [p, ρp(Z1, . . . , Zr)]
e portanto
ρκ
ρ
p (Z1, . . . , Zr) = v = ρp(Z1, . . . , Zr)
como desejado. Nas contas o s´ımbolo ∼ nos pareˆnteses indica o levantamento de tudo que
esta´ envolvidos por eles.
A demonstrac¸a˜o do outro caso e´ ana´loga e na˜o faremos aqui. Apenas apresentaremos as
relac¸o˜es que sera˜o utilizadas ao longos das pro´ximas demontrac¸o˜es. Temos de um lado
Ωr(M)⊗C(M) Ω1(M) −→ Ωrtens(P, V ∗)∑
i βi ⊗C(M) αi 7−→ ρ(Z1, . . . , Zr) =
∑
i βi(pi∗Z1, . . . , pi∗Zr)φi
onde φi ∈ CG(P, V ∗) esta´ relacionado com αi ∈ Ω1(M) pelo corola´rio 3.1.25. Do outro lado
temos
Ωrtens(P, V
∗) −→ Ωr(M)⊗C(M) Ω1(M)
ρ 7−→ (∑i βi ⊗C(M) αi) (X1, . . . , Xr, Y ) = 〈ρ(X˜1, . . . , X˜r), θ(Y˜ )〉
onde 〈, 〉 denota a avaliac¸a˜o de V ∗ em V e a forma de achar os βi e αi adequados segue
como na demonstrac¸a˜o do caso anterior. A relac¸a˜o importante que teremos e´ que κ ∈
Ωr(M)⊗C(M) Ω1(M) estara´ relacionado com ρ ∈ Ωrtens(P, V ∗) se e somente se vale
pi∗κ = 〈ρ, θ〉 (4.7)
onde pi∗ denota o pullback em cada fator do produto tensorial Ωr(M) ⊗C(M) Ω1(M). Basi-
camente a equac¸a˜o acima significa a igualdade definida na aplicac¸a˜o de volta.
Dada uma representac¸a˜o % : G→ Aut(V ), temos associada uma representac¸a˜o da a´lgebra
de Lie d% : g → End(V ) de forma que para A ∈ g e v ∈ V temos Av = ddt(etAv)|t=0. Em
particular a representac¸a˜o no dual %∗ : G → Aut(V ∗) que e´ dada por gζ(v) = ζ(g−1v) para
g ∈ G, ζ ∈ V ∗ e v ∈ V nos da´ uma representac¸a˜o de g que e´ tal que Aζ(v) = ddtζ(e−tAv)|t=0.
No caso de um G-fibrado principal P temos uma aplicac¸a˜o # : g → X(P ) tal que
A#h(p) = ddth(pe
tA)|t=0 para A ∈ g, h ∈ C(P ) e p ∈ P . Podemos tambe´m pensar que
um campo vetorial e´ uma derivac¸a˜o em CG(P, V ∗). Fazendo essa extrapolac¸a˜o temos que
A#φp(v) =
d
dtφ(pe
tA)(v)|t=0 = ddt(e−tAφ(p)(v))|t=0 = ddtφp(etAv)|t=0 para φ ∈ CG(P, V ∗)
donde segue que Aφ = −A#φ.
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Suponha ainda dada uma conexa˜o definida por uma 1-forma de conexa˜o ω : TP → g,
enta˜o temos uma derivada exterior covariante definida por D = hd onde h e´ a projec¸a˜o
horizontal definida pela conexa˜o. Da observac¸a˜o 3.1.28 temos que a projec¸a˜o vertical v e´
dada por # ◦ ω e como a conexa˜o nos da´ uma soma direta temos que h = id − # ◦ ω.
Usando esse fato e os resultados acima, temos para φ ∈ CG(P, V ∗) que Dφ = h(dφ) =
dφ− dφ(# ◦ ω) = dφ−# ◦ ω(φ) = dφ+ ωφ.
Proposic¸a˜o 4.2.7 Seja (P, V,G, θ) uma resoluc¸a˜o de referenciais sobreM e ω uma 1-forma
de conxa˜o em P . Defina a derivada covariante ∇ : Ω1(M)→ Ω1(M)⊗C(M)Ω1(M) induzida
da derivada exterior covariante D : CG(P, V ∗)→ Ω1tens(P, V ∗) pelos isomorfismos encontra-
dos acima. Enta˜o ∇ e´ uma derivac¸a˜o com respeito a` multiplicac¸a˜o por func¸o˜es de C(M).
Ale´m disso pi∗∇Xα = pi∗LXα −
〈
φ,L
X˜
θ
〉
onde L = L + ω, φ ∈ CG(P, V ∗) corresponde a
α ∈ Ω1(M), X˜ e´ qualquer levantamento de X ∈ X(M), e 〈, 〉 denota a avaliac¸a˜o de V ∗ em
V .
Demonstrac¸a˜o. Lembre que por (3.4) temos pi∗α = 〈φ, θ〉. Podemos pensar que ∇α como
uma 1-forma Ω1(M) valuada ∇α : TM → Ω1(M) donde podemos definir ∇Xα := ∇α(X) ∈
Ω1(M) para X ∈ TM . Nestes termos temos para Y ∈ TP
pi∗(∇Xα)(Y ) = (∇Xα)(pi∗Y ) =
〈
D
X˜
φ, θY
〉
=
〈
d
X˜
φ+ ω
X˜
φ, θY
〉
=
〈
X˜(φ) + ω
X˜
φ, θY
〉
portanto pi∗(∇Xα) =
〈
D
X˜
φ, θ
〉
ou simplesmente pi∗∇α = 〈Dφ, θ〉. Se f ∈ C(M) enta˜o por
definic¸a˜o f.φ := (pi∗f)φ para φ ∈ CG(P, V ∗) e como θ nos da´ um morfismo de C(M)-mo´dulos
temos que α ∼ φ implica fα ∼ (pi∗f)φ onde ∼ significa a correspondeˆncia da proposic¸a˜o.
Segue que
pi∗∇(fα) = 〈D((pi∗f)φ), θ〉 = 〈d(pi∗f)φ+ (pi∗f)(Dφ), θ〉
e como dpi∗f = pi∗df temos que ∇fα = df.α + f∇α, ou seja, ∇ e´ uma diferenciac¸a˜o em
relac¸a˜o a` multiplicac¸a˜o por elementos de C(M).
Finalmente, para a u´ltima parte, note que
〈
ω
X˜
φ, θ
〉
= − 〈φ, ω
X˜
θ
〉
, pi∗(LXα) = LX˜(pi
∗α) =
L
X˜
(〈φ, θ〉) = 〈L
X˜
φ, θ
〉
+
〈
φ,L
X˜
θ
〉
e X˜(φ) = L
X˜
φ onde X˜ e´ um levantamente de X. Segue
que
pi∗∇Xα =
〈
(X˜(φ) + ω
X˜
φ, θ
〉
=
〈
L
X˜
φ, θ
〉− 〈φ, ω
X˜
θ
〉
=
pi∗LXα−
〈
φ,L
X˜
θ
〉− 〈φ, ω
X˜
θ
〉
= pi∗LXα−
〈
φ,L
X˜
θ
〉
e usando os isomorfismos acima segue o desejado.
Definiremos a derivada covariante de campos vetorias impondo que
α(∇XY ) = X(α(Y ))−∇Xα(Y ) ∀α ∈ Ω1(M) (4.8)
para X,Y ∈ X(M).
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Proposic¸a˜o 4.2.8 Nas condic¸o˜es da proposic¸a˜o anterior, defina o tensor de torc¸a˜o T como
sendo o (1, 2)-tensor em M correspondendo a Dθ ∈ Ω2tens(P, V ) pelos isomorfismos acima.
Enta˜o
∇∧ α = dα− α(T )
para todo α ∈ Ω1(M), sendo que tal definic¸a˜o e´ equivalente a` noc¸a˜o usual de tensor de
torc¸a˜o.
Demonstrac¸a˜o. Primeiro vejamos o que a equac¸a˜o do enunciado quer dizer, ie, temos por
definic¸a˜o (∇ ∧ α)(X,Y ) := ∇Xα(Y ) − ∇Y α(X) e α(T )(X,Y ) = α(T (X,Y )). Se T esta´
associado a Dθ e α ∈ Ω1(M) esta´ associado a φ ∈ CG(P, V ∗) enta˜o
〈
φp, Dθp(X˜p, Y˜p)
〉
=
αm(Tm(Xm, Ym)) para p ∈ pi−1(m) e X˜ e Y˜ levantamentos de X e Y respectivamente.
Tirando a dependeˆncia pontual temos pi∗(α(T )) = 〈φ,Dθ〉. Assim
pi∗∇∧ α(X˜, Y˜ ) = pi∗(∇Xα(Y )−∇Y α(X)) =
〈
D
X˜
φ, θ(Y˜ )
〉
−
〈
D
Y˜
φ, θ(X˜)
〉
=
=
〈
d
X˜
φ+ ω
X˜
φ, θ(Y˜ )
〉
−
〈
d
Y˜
φ+ ω
Y˜
φ, θ(X˜)
〉
=
=
〈
X˜(φ) + ω
X˜
φ, θ(Y˜ )
〉
−
〈
Y˜ (φ) + ω
Y˜
φ, θ(X˜)
〉
=F.
Agora note que
d (〈φ, θ〉) (X˜, Y˜ ) = X˜
(〈
φ, θ(Y˜ )
〉)
− Y˜
(〈
φ, θ(X˜)
〉)
−
〈
φ, θ
(
[X˜, Y˜ ]
)〉
=
=
〈
X˜(φ), θ(Y˜ )
〉
+
〈
φ, X˜(θ(Y˜ ))
〉
−
〈
Y˜ (φ), θ(X˜)
〉
−
〈
φ, Y˜ (θ(X˜))
〉
−
〈
φ, θ
(
[X˜, Y˜ ]
)〉
e
〈φ, dθ〉 (X˜, Y˜ ) =
〈
φ, X˜(θ(Y˜ ))
〉
−
〈
φ, Y˜ (θ(X˜))
〉
−
〈
φ, θ
(
[X˜, Y˜ ]
)〉
donde
d (〈φ, θ〉) (X˜, Y˜ ) =
〈
X˜(φ), θ(Y˜ )
〉
−
〈
Y˜ (φ), θ(X˜)
〉
+ 〈φ,dθ〉 (X˜, Y˜ ).
Segue que
F = d (〈φ, θ〉) (X˜, Y˜ )− 〈φ, dθ〉 (X˜, Y˜ )−
〈
φ, ω
X˜
θ(Y˜ )
〉
+
〈
φ, ω
Y˜
θ(X˜)
〉
=
= d (〈φ, θ〉) (X˜, Y˜ )− 〈φ, dθ〉 (X˜, Y˜ )− 〈φ, ω ∧ θ〉 (X˜, Y˜ ),
logo
pi∗∇∧ α = d (〈φ, θ〉)− 〈φ, dθ + ω ∧ θ〉 = pi∗dα− 〈φ,Dθ〉 = pi∗dα− pi∗(α(T ))
e finalmente temos que ∇∧ α = dα− α(T ).
Agora, vamos mostrar que esta equac¸a˜o e´ equivalente a` definic¸a˜o usual do tensor de
torc¸a˜o, a saber, T (X,Y ) = ∇XY − ∇YX − [X,Y ]. Aplicando α ∈ Ω1(M) arbitra´rio nesta
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u´lima igualdade e usando (4.8) temos
X(α(Y ))−∇Xα(Y )− Y (α(X)) +∇Y α(X)− α([X,Y ]) = α(T (X,Y ))
ou reescrevendo
X(α(Y ))− Y (α(X))− α([X,Y ])−∇ ∧ α(X,Y ) = α(T )(X,Y ).
Mas dα(X,Y ) = X(α(Y ))− Y (α(X))− α([X,Y ]) donde segue a equivaleˆncia desejada.
Proposic¸a˜o 4.2.9 Nas condic¸o˜es da proposic¸a˜o anterior, defina o tensor de curvatura de
∇ para α ∈ Ω1(M) arbitra´rio como sendo Rα ∈ Ω2(M)⊗C(M) Ω1(M) correspondente a Ωφ
onde Ω := Dω ∈ Ω2tens(P, g) e´ a curvatura da forma de conexa˜o e φ ∈ CG(P, V ∗) corresponde
a α. Enta˜o
R(X,Y )α = [∇X ,∇Y ]α−∇[X,Y ]α ∀X,Y ∈ X(M)
e tal equac¸a˜o e´ equivalente a` definic¸a˜o usual.
Demonstrac¸a˜o. Note que
pi∗(R(X,Y )α)Z˜ = (R(X,Y )α)(pi∗Z˜) =
〈
Ωφ(X˜, Y˜ ), θ(Z˜)
〉
,
ou seja, R(X,Y )α ∼ Ωφ(X˜, Y˜ ) onde X,Y ∈ X(M), Z˜ ∈ X(P ) e X˜, Y˜ sa˜o levantamentos de
X e Y respectivamente. Tambe´m ja´ vimos que pi∗∇Xα =
〈
D
X˜
φ, θ
〉
, isto e´, ∇Xα ∼ DX˜φ e
portanto temos que
[∇X ,∇Y ]α−∇[X,Y ]α ∼ [DX˜ , DY˜ ]φ−D[X˜,Y˜ ]φ.
Segue para a primeira parte, e´ suficiente mostrar que Ωφ(X˜, Y˜ ) = [D
X˜
, D
Y˜
]φ − D
[X˜,Y˜ ]
φ.
Lembrando que Ω = dω + ω ∧ ω [34] e fazendo os ca´lculos temos por um lado
Ωφ(X˜, Y˜ ) = (dω + ω ∧ ω)φ(X˜, Y˜ ) = X˜(ω
Y˜
)φ− Y˜ (ω
X˜
)φ− ω
[X˜,Y˜ ]
φ+ ω
X˜
ω
Y˜
φ− ω
Y˜
ω
X˜
φ
e por outro lado
[D
X˜
, D
X˜
]φ = D
X˜
(Y˜ (φ) + ω
Y˜
φ)−D
Y˜
(X˜(φ) + ω
X˜
) =
= X˜Y˜ (φ) + X˜(ω
Y˜
φ) + ω
X˜
(Y˜ (φ)) + ω
X˜
ω
Y˜
φ− Y˜ X˜(φ)− Y˜ (ω
X˜
φ)− ω
Y˜
(X˜(φ))− ω
Y˜
ω
X˜
φ =
= [X˜, Y˜ ]φ+ X˜(ω
Y˜
)φ+ ω
Y˜
ω
X˜
φ− Y˜ (ω
X˜
)φ− ω
Y˜
ω
X˜
φ
onde usamos que X˜(ω
Y˜
φ) = X˜(ω
Y˜
)φ+ω
Y˜
(X˜(φ)). Comparando as duas expresso˜es acima e
usando a relac¸a˜o paraD
[X˜,Y˜ ]
φ, temos a igualdade desejada Ωφ(X˜, Y˜ ) = [D
X˜
, D
Y˜
]φ−D
[X˜,Y˜ ]
φ.
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Para a equivaleˆncia com a definic¸a˜o usual, note que usando a relac¸a˜o (4.8) diversas vezes
para α ∈ Ω1(M) e X,Y, Z ∈ X(M) arbitra´rios temos
[∇X ,∇Y ]α(Z)−∇[X,Y ]α(Z) = ∇X(∇Y α)(Z)−∇Y (∇Xα)(Z)−∇[X,Y ]α(Z) =
= X(∇Y α(Z))−∇Y α(∇XZ)− Y (∇Xα(Z)) +∇Xα(∇Y Z)−∇[X,Y ]α(Z) =
= X(Y (α(Z))−X(α(∇Y Z))− Y (α(∇XZ)) + α(∇Y∇XZ)− Y (X(α(Z)) + Y (α(∇XZ))+
+X(α(∇Y Z))− α(∇X∇Y Z)− [X,Y ](α(Z)) + α(∇[X,Y ]Z) =
= −α([∇X ,∇Y ]Z −∇[X,Y ]Z)
ou seja, denotando a definic¸a˜o de curvatura usual por R temos que
α
(
R(X,Y )Z
)
= −R(X,Y )α(Z)
diferindo apenas por um sinal.
Passemos agora para discussa˜o da me´trica Riemanniana. Na verdade, na˜o estaremos tra-
balhando com uma me´trica Riemanniana em si, mas com uma generalizac¸a˜o dela e veremos
como interpretar a me´trica como uma resoluc¸a˜o de referenciais.
Definic¸a˜o 4.2.10 Seja M uma variedade. Uma me´trica Riemmaniana em M e´ um ele-
mento g ∈ Ω1(M)⊗C(M) Ω1(M) satisfazendo:
1. g(X,X) ≥ 0 ∀X ∈ X(M) e g(X,X) = 0 se e´ so´ se X = 0 (condic¸a˜o de ser positiva
definida);
2. g(X,Y ) = g(Y,X) ∀X,Y ∈ X(M) (condic¸a˜o de simetria).
Note que para cada ponto m ∈ M a me´trica Riemanniana da´ um produto interno gm
em TmM e portanto podemos pensar gm como um isomorfismo entre TmM e T ∗mM dado
por gm(Xm, ). Estendendo essa ide´ia globalmente temos um homomorfismo de fibrados
g : X(M) → Ω1(M) e, usando coordenadas locais e partic¸a˜o da unidade pode-se mostrar
que este homomorfismo e´ na verdade um isomorfismo. A primeira generalizac¸a˜o de me´trica
vem ao trocar a condic¸a˜o 1. pela condic¸a˜o que gm seja um isomorfismo entre TmM e T ∗mM
o que resulta tambe´m num isomorfismo g : X(M) → Ω1(M). Neste caso, dizemos que g e´
uma me´trica semi-Riemanniana ou pseudo-Riemanniana. Quando formos generalizar para
o caso na˜o comutativo, em geral, a simetria e´ algo que na˜o se espera. Em alguns casos
podemos definir um certo tipo de simetria, mas no caso geral, isto na˜o e´ claro. Por isso,
vamos generalizar ainda mais a noc¸a˜o de me´trica.
Definic¸a˜o 4.2.11 Seja M uma variedade. Uma me´trica generalizada em M e´ um elemento
g ∈ Ω1(M)⊗C(M)Ω1(M) de forma que o homorfismo de fibrados g : X(M)→ Ω1(M) definido
por X 7→ g(X, ) e´ um isomorfismo.
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Voltando ao caso em que temos uma resoluc¸a˜o de referenciais (P, V,G, θ) sobre M , um
elemento g ∈ Ω1(M) ⊗C(M) Ω1(M) pode ser enxergado atrave´s dos isomorfismos acima
como um elemento γ ∈ Ω1tens(P, V ∗). O pro´ximo resultado relaciona os conceitos de me´trica
generalizada e resoluc¸a˜o de referenciais.
Teorema 4.2.12 Suponha dado uma resoluc¸a˜o de referenciais (P, V,G, θ) sobre M , enta˜o
um elemento g ∈ Ω1(M)⊗C(M)Ω1(M) e´ uma me´trica generalizada se e´ somente se o elemento
γ ∈ Ω1tens(P, V ∗) correspondente e´ tal que (P, V ∗, G, γ) e´ outra resoluc¸a˜o de referenciais sobre
M , a qual sera´ chamada de resoluc¸a˜o de referenciais dual.
Demonstrac¸a˜o. A resoluc¸a˜o de referenciais nos da´ um isomorfismo Ω1(M) ∼= CG(P, V ∗),
enta˜o o isomorfismo g : X(M)→ Ω1(M) e´ equivalente a um isomorfismo X(M)→ CG(P, V ∗)
que manda X em γ
X˜
onde X˜ e´ levantamento de X, pi∗(g(X, )) =
〈
γ
X˜
, θ
〉
e γ
X˜
(p) =
γ(X˜p). Pela proposic¸a˜o 3.1.24 este u´ltimo isomorfismo e´ equivalente a θ′ ∈ Ω1tens(P, V ∗) tal
que (P, V ∗, G, θ′) e´ uma resoluc¸a˜o de referenciais e de tal forma que a aplicac¸a˜o X(M) →
CG(P, V ∗) e´ dada por X 7→ θ′(X˜), ou seja, neste caso temos que θ′ = γ.
4.2.2 Caso na˜o-comutativo
Definic¸a˜o 4.2.13 Dizemos que (P,H, V, θ) e´ uma resoluc¸a˜o de referenciais de (M,Ω1M) se
H e´ uma a´lgebra de Hopf com ant´ıpoda invers´ıvel, P (M,H) e´ um fibrado principal quaˆntico
sobre M , V e´ um H-co-mo´dulo a` direita e θ : V → PΩ1M e´ uma 1-forma fortemente
tensorial tal que a aplicac¸a˜o sθ : E → Ω1M do teorema 4.1.9 e´ um isomorfismo.
A definic¸a˜o pode ser reescrita para ca´lculos na˜o universais, mas o restante da sec¸a˜o sera´
em termos de ca´lculos universais.
Lema 4.2.14 Seja P (M,H, 0, 0) um fibrado principal quaˆntico diferencia´vel com ca´lculo
universal e V um H-co-mo´dulo a´lgebra a direita enta˜o e´ va´lido o seguinte isomorfismo:
((Ω1M)P ⊗ V )H ∼= Ω1M ⊗M E.
Demonstrac¸a˜o. Note que (Ω1M)P ⊆ M ⊗ P . Definiremos as aplicac¸o˜es Φ : ((Ω1M)P ⊗
V )H → Ω1M ⊗M E e Ψ : Ω1M ⊗M E → ((Ω1M)P ⊗ V )H por Φ (
∑
imi ⊗ pi ⊗ vi) =
−∑i dmi ⊗M pi ⊗ vi e Ψ (∑i nidmi ⊗M pi ⊗ vi) = ∑i nidmipi ⊗ vi. Temos que ver estas
func¸o˜es esta˜o bem definidas, isto e´, que as expresso˜es dadas esta˜o no contra-domı´nio. No
primeiro caso temos que
∑
imi ⊗ pi ⊗ vi ∈ ((Ω1M)P ⊗ V )H implica que∑
i
mi ⊗ p(0)i ⊗ v(0)i ⊗ p(1)i v(1)i =
∑
i
mi ⊗ pi ⊗ vi ⊗ 1
o que por sua vez implica que
−
∑
i
dmi ⊗M p(0)i ⊗ v(0)i ⊗ p(1)i v(1)i = −
∑
i
dmi ⊗M pi ⊗ vi ⊗ 1
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donde segue que −∑i dmi⊗M pi⊗ vi ∈ Ω1M ⊗M E usando um ana´logo do lema 1.1.55. Da
mesma forma, fazemos o outro caso. Vejamos que um e´ inverso do outro. Lembrando que
dm = 1⊗m−m⊗ 1 temos
(Φ ◦Ψ)
(∑
i
nidmi ⊗M pi ⊗ vi
)
= Φ
(∑
i
nidmipi ⊗ vi
)
=
= Φ
(∑
i
ni ⊗mipi ⊗ vi − nimi ⊗ pi ⊗ vi
)
=
= −
∑
i
dni ⊗M mipi ⊗ vi − d(nimi)⊗M pi ⊗ vi =
= −
∑
i
dni ⊗M mipi ⊗ vi − dni ⊗M mipi ⊗ vi − nidmi ⊗M pi ⊗ vi =
=
∑
i
nidmi ⊗M pi ⊗ vi.
Por outro lado note que podemos escrever um elemento de ((Ω1M)P ⊗ V )H da forma∑
i,jmij ⊗ pij ⊗ vi onde
∑
jmijpij = 0 para cada i. Assim, temos que
(Ψ ◦ Φ)
∑
i,j
mij ⊗ pij ⊗ vi
 = Ψ
−∑
i,j
dmij ⊗M pij ⊗ vi
 =
= −
∑
i,j
1⊗mijpij ⊗ vi −mij ⊗ pij ⊗ vi
 =∑
i,j
mij ⊗ pij ⊗ vi
como desejado.
Suponha agora que (P,H, V, θ) seja uma resoluc¸a˜o de referenciais sobre (M,Ω1M), ou seja
temos um isomorfismo sθ : E → Ω1M dado por sθ(p⊗ v) = pθ(v). Enta˜o podemos compor
o isomorfismo acima com id ⊗M sθ para chegar num isomorfismo com Ω1M ⊗M Ω1M . O
u´ltimo por sua vez pode ser visto com subconjunto deM⊗Ω1M uma vez feita a identificac¸a˜o
M ⊗M Ω1M = Ω1M . Agora, pelo fato de M ser o conjunto dos elementos invariantes de P
e usando o lema 1.1.55 vemos que ((Ω1M)P ⊗ V )H ⊆ M ⊗ E. Finalmente juntando todos
esses fatos vemos que o isomorfismo ((Ω1M)P ⊗ V )H ∼= Ω1M ⊗M Ω1M ⊆M ⊗Ω1M e´ dado
por id⊗ sθ.
Proposic¸a˜o 4.2.15 Seja (P,H, V, θ) uma resoluc¸a˜o de referenciais sobre (M,Ω1M) e suponha
que ω : H → Ω1P e´ uma forma de conexa˜o forte a` esquerda. Considere a derivada
covariante DEω : E → Ω1M ⊗M E dada por Dω ⊗ id = (id − Πω)d ⊗ id e definamos
∇ω : Ω1M → Ω1M ⊗M Ω1M usando o isomorfismo sθ, enta˜o ∇ω obedece uma regra de
derivac¸a˜o com respeito a` multiplicac¸a˜o a` esquerda por elementos de M ana´logo ao caso
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cla´ssico. Ale´m disso temos a seguinte expressa˜o
∇ω = 1⊗ id− (id⊗ θ) ◦ s−1θ −
∑
(s−1θP )
(0)ω
(
(s−1θP )
(1)
)
θ(s−1θV )
onde usamos a notac¸a˜o s−1θ =
∑
s−1θP ⊗ s−1θV para uma escolha arbitra´ria de representante da
imagem de s−1θ .
Demonstrac¸a˜o. Pela definic¸a˜o conexa˜o forte temos que (id−Πω)dP ⊆ (Ω1M)P e usando
o lema acima temos que DEω esta´ bem definida. Agora, conforme o enunciado e a discussa˜o
anterior temos que ∇ω = (id⊗sθ)◦(Dω⊗ id)◦s−1θ . Lembrando que Πω(p⊗q) = pq(0)ω
(
q(1)
)
temos utilizando a notac¸a˜o para s−1θ
∇ω =
∑
(id⊗ sθ)((id−Πω)d⊗ id)
(
s−1θP ⊗ s−1θV
)
=
= (id⊗ sθ)
((
1⊗ s−1θP − s−1θP ⊗ 1−
(
s−1θP
)(0)
ω
((
s−1θP
)(1)))⊗ s−1θV ) =
= 1⊗ id− s−1θP ⊗ θ
(
s−1θV
)− (s−1θP )(0) ω ((s−1θP )(1)) θ(s−1θV )
como desejado. Sejam ρ =
∑
imi ⊗ ni ∈ Ω1M , f ∈M e
∑
j pj ⊗ vj = s−1θ (ρ), assim usando
a expressa˜o acima temos
∇ω(fρ) =
∑
i,j
1⊗ fmi ⊗ ni − fpj ⊗ θ(vj)− fp(0)j ω
(
p
(1)
j
)
θ(vj)
onde usamos que sθ, s−1θ e ∆R sa˜o morfismos de M -mo´dulos a` esquerda. Por outro lado
f∇ω (ρ) =
∑
i,j
f ⊗mi ⊗ ni − fpj ⊗ θ(vj)− fp(0)j ω
(
p
(1)
j
)
θ(vj).
Voltando a pensar em Ω1M ⊗M Ω1M temos que
∑
i f ⊗mi ⊗ ni ∼
∑
i f ⊗ 1 ⊗M mi ⊗ ni e∑
i 1⊗ fmi ⊗ ni ∼
∑
i 1⊗ f ⊗M mi ⊗ ni donde
∇ω(fρ)− f∇ω (ρ) = (1⊗ f − f ⊗ 1)⊗M ρ = df ⊗M ρ.
Lembrando que no caso do ca´lculo universal temos ⊗M = ∧ segue que ∇ω(fρ) = f∇ω (ρ) +
df ∧ ρ que e´ a expressa˜o para o caso cla´ssico.
Queremos agora mostrar um resultado ana´logo a` proposic¸a˜o 4.2.8. No entanto, uma vez
que θ e´ uma forma fortemente tensorial a` direita e ω e´ uma forma de conexa˜o forte a` esquerda,
na˜o podemos tirar concluso˜es sobre Dωθ. Para resolver este problema usaremos a proposic¸a˜o
4.1.12 que nos diz que a derivada convariante no contexto a` esquerda Dω = (id−Πω)d (onde
Πω e´ caracterizado por Πω(p⊗ q) = ω
(
p(−1)
)
p(0)q) preserva tensorialidade forte a` direita.
Proposic¸a˜o 4.2.16 Nas condic¸o˜es da proposic¸a˜o anterior, o tensor de torc¸a˜o T : Ω1M →
Ω1M ⊗M Ω1M definido por T = d−∇ corresponde a` forma fortemente tensorial Dωθ : V →
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PΩ2M a` direita pelo teorema 4.1.9. Explicitamente
Dωθ = 1⊗ θ −
∑
k
(
θ′k ⊗ 1⊗ θ′′k
)
+ θ ⊗ 1 + · ◦ (ω ⊗ θ) ◦ ρL
onde denotamos θ =
∑
k θ
′
k ⊗ θ′′k para uma poss´ıvel escolha de representar a imagem de θ, a
aplicac¸a˜o · multiplica co´pias adjacentes vindas de ω e θ e ρL e´ a co-ac¸a˜o a` esquerda associada
a co-ac¸a˜o a` direita de V como na proposic¸a˜o 1.1.58.
Demonstrac¸a˜o. Note que a inclusa˜o Ω1M ⊆ M ⊗M e´ tal que ∑imidni = ∑imi ⊗ ni.
Portanto a derivac¸a˜o exterior em Ω1M e´ dada por
d
(∑
i
mi ⊗ ni
)
=
∑
i
dmi ⊗M dni =
∑
i
(1⊗mi −mi ⊗ 1)⊗M (1⊗ ni − ni ⊗ 1) ∼
∼
∑
i
1⊗mi ⊗ ni −mi ⊗ 1⊗ ni +mi ⊗ ni ⊗ 1.
Segue que
d(sθ(p⊗ v)) = 1⊗ pθ(v) +
∑(
pθ′(v)⊗ 1⊗ θ′′(v))+ pθ(v)⊗ 1.
Pela proposic¸a˜o anterior temos
∇ω(sθ(p⊗ v)) = 1⊗ pθ(v)− p⊗ θ(v)− p(0)ω
(
p(1)
)
θ(v).
Sendo T˜ : E → Ω2M = Ω1M ⊗M Ω1M dada por T˜ = (d−∇) ◦ sθ, isto e´, a torc¸a˜o vista com
aplicac¸a˜o de E, temos
T˜ (p⊗ v) = p⊗ θ(v)−
∑
k
(
pθ′k(v)⊗ 1⊗ θ′′k(v)
)
+ pθ(v)⊗ 1 + p(0)ω
(
p(1)
)
θ(v).
Seja Y : V → PΩ2M e´ a 2-forma associada a T˜ pelo teorema 4.1.9. Usando as propriedades
da aplicac¸a˜o de translac¸a˜o µ ◦ T = 1² e (id⊗M ∆R)T = (T⊗ id) ◦∆ sai que
(µ⊗ ω)(id⊗M ∆R)T = (µ⊗ ω)(T⊗ id) ◦∆ = (1²⊗ ω) ◦∆ = 1⊗ ω.
Assim
Y (v) =
∑
i
T′i
(
S−1
(
v(1)
))
T˜
(
T′′i
(
S−1
(
v(1)
))
⊗ v(0)
)
=
= 1⊗ θ(v)−
∑
k
(
θ′k(v)⊗ 1⊗ θ′′k(v)
)
+ θ(v)⊗ 1 + ω
(
S−1
(
v(1)
))
θ(v(0))
onde nos treˆs primeiros somandos usamos a propriedade µ ◦T = 1², depois que ² ◦S−1 = ² e
por fim as propriedades de co-ac¸a˜o; no u´ltimo somando utilizamos a expressa˜o achada acima.
Note que Y possui a expressa˜o dada para Dωθ no enunciado. Resta-nos apenas mostrar que
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tal expressa˜o de fato vale. Pensando Ω2P ⊆ P ⊗ P ⊗ P temos
Dωθ(v) = hdθ(v) = hd
(∑
k
θ′k(v)⊗ θ′′k(v)
)
= hd
(∑
k
θ′k(v)dθ
′′
k(v)
)
=
= h
(∑
k
dθ′k(v)dθ
′′
k(v)
)
=
∑
k
(id−Πω)(dθ′k(v))(id−Πω)(dθ′′k(v)) =F.
Uma vez que θ(v) ∈ PΩ1M ⊆ P ⊗M podemos escolher os θ′′ de forma que θ′′k(v) ∈M para
todo k, donde
Πω(dθ′′k(v)) = Πω(1⊗ θ′′k(v)− θ′′k(v)⊗ 1) = −ω
(
S−1
(
θ′′k(v)
(1)
))
θ′′k(v)
(0) = 0
para cada k. Assim
F = dθ(v)−
∑
k
Πω(1⊗ θ′k(v)− θ′k(v)⊗ 1)(dθ′′k(v)) =
= dθ(v) +
∑
k
ω
(
S−1
(
θ′k(v)
(1)
))
θ′k(v)
(0)(dθ′′k(v)) = N.
Como θ e´ fortemente tensorial e em particular, equivariante, temos ∆R(θ(v)) = (θ ⊗ id)ρR,
ou ainda, como escolhemos θ′′k(v) ∈M temos
∑
k θ
′
k(v)
(0) ⊗ θ′′k(v)⊗ θ′k(v)(1) =
∑
l θ
′
l
(
v(0)
)⊗
θ′′l
(
v(0)
)⊗ v(1) donde
N = dθ(v) +
∑
l
ω
(
S−1
(
v(1)
))
θ′l
(
v(0)
)
dθ′′l
(
v(0)
)
=
= 1⊗ θ(v)−
∑
k
(
θ′k(v)⊗ 1⊗ θ′′k(v)
)
+ θ(v)⊗ 1 + ω
(
S−1
(
v(1)
))
θ(v(0))
onde usamos os fatos mencionados no in´ıcio da demonstrac¸a˜o.
Exemplo 4.2.17 Seja M uma a´lgebra de Hopf. Considere H = K e P =M com ∆R : P →
P ⊗H dada por ∆R(p) = p⊗1. Temos que a unidade η : H → P e´ uma aplicac¸a˜o de fissura,
de fato ela a identidade em Lin(H,P ) uma vez que ²H = id no caso em que H e´ o pro´prio
corpo e ∆R(η(λ)) = ∆R(λ1P ) = 1P ⊗ λ = (η ⊗ id)∆(λ). Segue que P (M,H) e´ um fibrado
principal quaˆntico. Considere V = ker ² e ρR = ∆R|ker ², donde E =M ⊗ ker ².
Seja θ : V → Ω1M dada por θ(v) = S(v(1)) ⊗ v(2) que esta´ bem definida pois v ∈ ker ²
e S(v(1))v(2) = ²(v) = 0. Enta˜o sθ : E → Ω1M dado por sθ(p ⊗ v) = pS(v(1)) ⊗ v(2) e´ um
isomorfismo cuja inversa e´ dada por # : Ω1M → E com #(m ⊗ n) = mn(1) ⊗ n(2). De
fato essa e´ uma interpretac¸a˜o geome´trica do isomorfismo entre duas das formas de se ver
o c.d.p.o. universal sobre uma a´lgebra de Hopf. Segue que (P,H, V, θ) e´ uma resoluc¸a˜o de
referenciais sobre (M,Ω1M).
Uma conexa˜o ω : K → Ω1P tem que satisfazer ω(1) = 0, ou seja, neste caso temos
apenas a conexa˜o nula. A derivada covariante exterior associada a esta conexa˜o como na
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proposic¸a˜o 4.2.15 e´ dada por
∇ω(m⊗ n) = 1⊗m⊗ n−mn(1) ⊗ S(m(2))⊗m(3)
e lembrando que d(m⊗n) = 1⊗m⊗n−m⊗1⊗n+m⊗n⊗1 temos que a torc¸a˜o T = d−∇ω
desta conexa˜o vale
T (m⊗ n) = m⊗ n⊗ 1−m⊗ 1⊗ n+mn(1) ⊗ S(n(2))⊗ n(3).
Exemplo 4.2.18 (Espac¸os homogeˆneos quaˆnticos) Sejam P e H a´lgebras de Hopf e
pi : P → H um morfismo de a´lgebras de Hopf sobrejetor. Defina a co-ac¸a˜o ∆R : P → P ⊗H
por ∆R = (id ⊗ pi) ◦ ∆ e seja M = PH . Suponha que P (M,H) seja um fibrado principal
quaˆnticos (por exemplo se kerpi ⊆ µ(ker ²|M⊗P ) como na proposic¸a˜o 3.3.14). Seja ι : H → P
uma aplicac¸a˜o linear tal que pi◦ι = id e (id⊗pi)◦AdR◦ι = (ι⊗id)◦AdR, enta˜o pela proposic¸a˜o
3.3.15, temos uma forma de conexa˜o dada por ω(h) = S(ι(h(1)))d(ι(h(2))). Se ale´m disso ι
satisfaz (ι⊗ id) ◦∆ = ∆R ◦ ι, enta˜o ω e´ uma conexa˜o forte a` esquerda [24].
Seja V = ker ² ∩M e defina ρR : V → V ⊗H por ρR(v) = v(2) ⊗ pi(S(v(1))). Queremos
mostrar que ρR esta´ bem definida e e´ uma co-ac¸a˜o. Pela proposic¸a˜o 1.1.58 e´ suficiente
mostrar que ρL : V → H ⊗ V dada por ρL(v) = pi(v(1)) ⊗ v(2) esta´ bem definida e e´ uma
co-ac¸a˜o, uma vez que pi ◦ S = S ◦ pi. Calculemos para v ∈ V ⊆ P ,
(id⊗∆R)ρL(v) = pi(v(1))⊗ v(2) ⊗ pi(v(3)) = (pi ⊗ id⊗ id)(∆⊗ id)∆R(v) =
pi(v(1))⊗ v(2) ⊗ 1 = ρL ⊗ 1
donde ρL(v) ∈ H ⊗M pelo lema 1.1.55. Ale´m disso
(id⊗ ²)ρL(v) = pi(v(1))²(v(2)) = pi(v) = ²(v(1))pi(v(2)) = ²(v)1 = 0
onde na penu´ltima igualdade usamos o fato que v ∈ M . Segue de lema A.2.8 que ρL(v) ∈
H ⊗ ker ² e portanto ρL(v) ∈ H ⊗ V como desejado. Tambe´m tiramos que a co-ac¸a˜o ρR e´
bem definida.
Defina θ : V → P⊗P por θ(v) = S(v(1))⊗v(2) e note que µ(θ(v)) = S(v(1))v(2) = ²(v)1 =
0 e
(id⊗∆R)(θ(v)) = S(v(1))⊗ v(2) ⊗ pi(v(3)) = S(v(1))⊗ v(2) ⊗ 1 = θ(v)⊗ 1
donde podemos restringir o contra-domı´nio de θ para PΩ1M = Ω1P ∩P ⊗M . Vejamos que
θ e´ equivariante
∆R(θ(v)) = (S(v(1)))(1)⊗ v(2)⊗ pi((S(v(1)))(2)) = S(v(2))⊗ v(3)⊗ S(pi(v(3))) = (θ⊗ id)ρR(v).
Segue que θ e´ uma 1-forma fortemente tensorial a` direita. Vamos mostrar que sθ : E → Ω1M
dada por sθ(p ⊗ v) = pθ(v) = pS(v(1)) ⊗ v(2) e´ um isomorfismo. De fato vejamos que a
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inversa e´ a restric¸a˜o de t˜ : P ⊗P → P ⊗P dada por t˜(m⊗n) = mn(1)⊗n(2) para Ω1M . Se∑
imi ⊗ ni ∈ Ω1M enta˜o, como anteriormente temos
(id⊗ ²)t˜
(∑
i
mi ⊗ ni
)
=
∑
i
mini(1)²(ni(2)) =
∑
i
mini = 0
e
(id⊗∆R)t˜
(∑
i
mi ⊗ ni
)
=
∑
i
mini(1) ⊗ ni(2) ⊗ pi(ni(3)) =
∑
i
mini(1) ⊗ ni(2) ⊗ 1
donde t˜ (
∑
imi ⊗ ni) ∈ P ⊗ V . Ale´m disso
∆R
(∑
i
mini(1) ⊗ ni(2)
)
=
∑
i
mi(1)ni(1) ⊗ ni(4) ⊗ pi(mi(2))pi(ni(2))pi(S(ni(3))) =
=
∑
i
mini(1) ⊗ ni(3) ⊗ pi(²(ni(2))) =
∑
i
mini(1) ⊗ ni(2) ⊗ 1
donde restringindo o domı´nio e contra-domı´nio de t˜ temos bem definido t : Ω1M → E. Por
um lado temos
(t ◦ sθ)
(∑
i
pi ⊗ vi
)
= t
(∑
i
piS(vi(1))⊗ vi(2)
)
=
∑
i
piS(vi(1))vi(2) ⊗ vi(3) =
∑
i
pi ⊗ vi
e do outro lado
(sθ ◦ t)
(∑
i
mi ⊗ ni
)
= sθ
(∑
i
mini(1) ⊗ ni(2)
)
=
∑
i
mini(1)S(ni(2))⊗ ni(3) =
∑
i
mi⊗ ni
donde segue que (P,H, V, θ) e´ uma resoluc¸a˜o de referenciais sobre (M,Ω1M).
Para uma resoluc¸a˜o de referenciais (P,H, V, θ) sobre (M,Ω1M), suponha agora V de
dimensa˜o finita e considere um elemento g =
∑
n gn ⊗M hn ∈ Ω1M ⊗M Ω1M . Queremos
mostrar um resultado ana´logo ao u´ltimo teorema da subsec¸a˜o anterior a respeito de me´trica
generalizada. Primeiramente, vemos o elemento g como uma forma fortemente tensorial a`
esquerda γ : V ∗ → (Ω1M)P aplicando id ⊗M s−1θ , depois usando o isomorfismo do lema
4.2.14 e finalmente utilizando um resultado ana´logo a` proposic¸a˜o 4.1.3. Explicitamente para
f ∈ V ∗, temos
γ(f) =
∑
n
f
(
s−1θV (hn)
)
gns
−1
θP (hn).
Reescrevendo a teoria para o caso dual, temos que a forma γ pode ser interpretada como
um morfismo de mo´dulos sγ : (V ∗ ⊗ P )H → Ω1M dada por sγ(f ⊗ p) = γ(f)p.
Temos tambe´m que comentar sobre o que se entende por campos vetoriais no contexto
na˜o-comutativo. Ainda na˜o existe uma teoria amplamente aceita de campos vetoriais na˜o
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comutativos. Duas das tentativas sa˜o de pensar como a a´lgebra de Lie das derivac¸o˜es de
M (ver por exemplo [15]) e a outra em termos de pares de Cartan [3]. No primeiro caso
perdemos a dualidade entre campos e formas e no segunto a dualidade e´ preservada, mas
perdemos a regra de Leibniz cla´ssica para campos, sendo esta modificada para uma relac¸a˜o
similar.
No caso de pares de Cartan, temos que para c.d.p.o. Γ sobreM temos que o #Γ conjunto
dos morfismo de M -mo´dulos a` esquerda de Γ em M junto com uma representac¸a˜o % : #Γ→
Lin(M,M) dada por %(X)(m) = X(dm) e´ um par de Cartan sendo esta u´ltima fo´rmula
ana´loga ao caso cla´ssico. Nesse contexto poder´ıamos pensar por exemplo XM := #Ω1M e
se tivermos ainda uma resoluc¸a˜o de referenciais e utilizando os isomorfismos encontrados ao
longo do texto temos (V ∗ ⊗ P )H ∼= EqH(V, P ) ∼= #E ∼= #Ω1M . Desta forma podemos ver
sγ como uma transformac¸a˜o linear de XM em Ω1M . Seguindo os isomorfismos vemos que sγ
e´ exatamente a aplicac¸a˜o g : XM → Ω1M que dado X ∈ XM nos da´ g(X) =∑n gnX(hn).
Temos assim o seguinte resultado.
Proposic¸a˜o 4.2.19 No contexto acima, sγ e´ uma resoluc¸a˜o de referenciais se e somente se
g e´ uma me´trica generalizada, no sentido que gera um isomorfismo entre XM e Ω1M .
Ainda no contexto que V tem dimensa˜o finita, suponha que P e´ uma extensa˜o de Hopf-
Galois fendida com aplicac¸a˜o de fissura Φ : H → P . Conforme [22] temos que uma conexa˜o
forte a` esquerda ω e´ equivalente a uma aplicac¸a˜o linear A : H → Ω1M tal que A(1) = 0.
Explicitamente temos
ω = Φ−1 ∗A ∗ Φ+ Φ−1 ∗ dΦ
onde ∗ e´ o produto de convoluc¸a˜o, ou seja,
(Φ−1 ∗A ∗ Φ+ Φ−1 ∗ dΦ)(h) =
∑
Φ−1(h(1))A(h(2))Φ(h(3)) +
∑
Φ−1(h(1))dΦ(h(2)).
Neste caso, temos que formas fortemente tensoriais a` esquerda α : V → (ΩnM)P esta˜o em
correspondeˆncia biun´ıvoca com aplicac¸o˜es lineares σ : V → ΩnM atrave´s de α = σ ∗R Φ
e σ = α ∗R Φ−1 onde ∗R e´ a convoluc¸a˜o com respeito a co-ac¸a˜o a` direita ρR de V , isto
e´, α(v) = σ
(
v(0)
)
Φ
(
v(1)
)
e ana´logo no segundo caso. Similarmente, formas fortemente
tensoriais a` direita α : V → P (Ω1M) esta˜o em correspondeˆncia biun´ıvoca com aplicac¸o˜es
lineares σ : V → ΩnM atrave´s de α = Φ−1 ∗L σ e σ = Φ ∗L α onde ∗L e´ a convoluc¸a˜o com
relac¸a˜o a co-ac¸a˜o ρL como no caso anterior, e onde ρL esta´ relacionada com ρR como na
proposic¸a˜o 1.1.58.
Ale´m disso temos um isomorfismo Θ :M⊗V → E dado por Θ(m⊗v) = mΦ (S−1 (v(1)))⊗
v(0) com inversa dada por Θ−1(p ⊗ v) = pΦ−1 (v(−1)) ⊗ v(0). Similarmente para E∗ temos
Θ∗ : V ∗⊗M → (V ∗⊗P )H dado por Θ(x⊗m) = x(0)⊗Φ (S (x(1)))m com inversa (Θ∗)−1 (x⊗
p) = x(0) ⊗ Φ−1 (S (x(1))) p.
No caso das formas θ : V → P (Ω1M) e γ : V ∗ → (Ω1M)P sejam e : V → Ω1M
e f : V ∗ → Ω1M as aplicac¸o˜es lineares correspondentes. Temos que a inversibilidade de
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se : M ⊗ V → Ω1M dada por se(m ⊗ v) = me(v) e´ equivalente a` inversibilidade de sθ, de
fato, basta notar que sθ = se ◦ Θ−1. Analogamente temos sf : V ∗ ⊗M → Ω1M dada por
sf (x⊗m) = f(x)m e a inversibilidade de sγ e´ equivalente a` inversibilidade de sf . Ou seja,
podemos pensar numa resoluc¸a˜o de referenciais a partir de uma aplicac¸a˜o linear e : V → Ω1M
tal que se e´ um isomorfismo e continuando a discussa˜o sobre me´trica, ter´ıamos que g e´ uma
me´trica generalizada se e somente se a aplicac¸a˜o f : V ∗ → Ω1M correspondente e´ tal que sf
e´ um isomorfismo.
Considerac¸o˜es Finais
Vimos que ao pensarmos extenso˜es de Hopf-Galois como generalizac¸a˜o de fibrados principais
para o caso na˜o-comutativo podemos construir uma teoria muito pro´xima ao caso cla´ssico.
Para uma teoria final, no entanto, sera´ necessa´rio incluir o formalismo de fibrados principais
quaˆnticos localmente triviais [6]. Em [5], ja´ se sentiu a necessidade de considerar trivialidades
locais e na˜o ficou claro o que exatamente se definia como fibrados localmente triviais nesta
refereˆncia. Um problema interessante e´ tentar unir a teoria de fibrados localmente triviais
iniciada em [6] e continuada em [7], [8], [9] e [10] com a teoria apresentada neste trabalho.
No quarto cap´ıtulo justificamos que a noc¸a˜o de fibrado vetorial quaˆntico associado rep-
resenta na verdade o espac¸o das sec¸o˜es, como em [6] e [9], na˜o havendo a necessidade de
achar uma estrutura de a´lgebra para E como feito em [5]. Uma pergunta interessante a ser
respondida e´ em que condic¸o˜es de P e V temos que E sera´ umM -mo´dulo finitamente gerado
projetivo. Na mesma linha podemos tentar estudar fibrados vetoriais quaˆnticos em geral [9]
e responder a` mesma pergunta, colocando-os no contexto do teorema de Serre-Swan.
Como mencionado em [22], a definic¸a˜o abstrata de fibrado de referenciais e´ algo que ja´
poderia ter sido feito ha´ muito tempo. Sua generalizac¸a˜o para resoluc¸a˜o de referenciais surgiu
em [31] na tentativa de generalizar a geometria Riemanniana para o caso na˜o-comutativo. O
exemplo da fibrac¸a˜o de Hopf (na˜o presente em [31]) mostra que tal teoria pode ser interessante
inclusive no caso cla´ssico.
O objetivo inicial da dissertac¸a˜o era estudar a generalizac¸a˜o da geometria Riemanniana
feita em [31] e [32]. O caso do ca´lculo universal esta´ bem estruturado, no entanto, e´ um
caso na˜o muito interessante uma vez que a co-homologia do ca´lculo universal e´ trivial. Ja´
o trabalho para o caso ca´lculo na˜o-universal desenvolvido em [32] deixa dois pontos funda-
mentais sem demonstrac¸a˜o expl´ıcita e cujas te´cnicas utilizadas para o ca´lculo universal na˜o
funcionam diretamente. O primeiro deles e´ o isomorfismo ((ΓM )P ⊗ V )H ∼= (ΓM ) ⊗M E
que e´ essencial para a definic¸a˜o da derivada covariante. O segundo ponto e´ a questa˜o da
torc¸a˜o discutida na proposic¸a˜o 4.2.16 onde se fez necessa´rio utilizar uma versa˜o a` esquerda
da derivada covariante exterior desenvolvida na proposic¸a˜o 4.1.12. A demonstrac¸a˜o desta
proposic¸a˜o foi altamente te´cnica e utilizamos diversas vezes fatos particulares do ca´lculo
universal. Devido a esses fatores, decidimos limitar um pouco o escopo desta dissertac¸a˜o.
Outra problema de fundamental importaˆncia e´ a questa˜o dos exemplos. Em [32], apresen-
tam-se exemplos em que o fibrado principal quaˆntico e´ uma extensa˜o de Hopf-Galois fendida.
Nesse caso, uma resoluc¸a˜o de referenciais e´ equivalente a um isomorfismo M ⊗ V ∼= ΓM e
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podemos definir a derivada covariante em termos apenas da derivac¸a˜o em M , sem precisar
falar de fibrados principais quaˆnticos e conexo˜es fortes. Em particular o caso que M e´ uma
a´lgebra de Hopf o isomorfismo em questa˜o e´ dado pela proposic¸a˜o 2.2.6 e pelo teorema 2.2.11.
A ide´ia de estudar geometria Riemanniana via fibrados principais quaˆnticos e´ tentar con-
struir um operador de Dirac e na˜o exigi-lo na definic¸a˜o como nas triplas espectrais de Connes
[12]. De qualquer forma, fica em aberto outro problema a ser investigado, a saber, construir
triplas espectrais no sentido de Connes utilizando o formalismo de fibrados quaˆnticos. Desta
forma, poder´ıamos identificar as geometrias na˜o-comutativas oriundas do formalismo de gru-
pos quaˆnticos como triplas espectrais, estendendo o trabalho iniciado em [11].
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Apeˆndice A
Produto Tensorial
A.1 Definic¸a˜o e construc¸a˜o do produto tensorial
Este apeˆndice se destinara´ a fazer a construc¸a˜o do produto tensorial e demonstrar diversas
proposic¸o˜es a respeito do produto tensorial que sa˜o utilizados frequ¨entemente ao longo do
texto. Em particular a proposic¸a˜o que fala do produto tensorial entre func¸o˜es tera´ grande
importaˆncia no pro´ximo apeˆndice para justificar a utilizac¸a˜o da notac¸a˜o de Sweedler.
Neste apeˆndiceR denotara´ um anel com unidade, na˜o necessariamente comutativo eK um
corpo. Lembre-se que um R-bimo´dulo e´ um grupo abelianoM munido de uma multiplicac¸a˜o
por escalar a` esquerda e outra a` direita tal que (rm)s = r(ms) e r(m1+m2)s = rm1s+rm2s
∀r, s ∈ R, ∀m,m1,m2 ∈ M . Na˜o necessariamente vale que rm = mr mesmo quando R e´
comutativo. Dados dois R-bimo´dulos M , N enta˜o o produto cartesiano M × N e´ um R-
bimo´dulo fazendo r(m,n)s = (rm, ns).
Definic¸a˜o A.1.1 SejamM , N R-bimo´dulos e P grupo abeliano, dizemos que uma aplicac¸a˜o
f :M ×N → P e´ R-balanceada se
1. f(m1 +m2, n) = f(m1, n) + f(m2, n)
2. f(m,n1 + n2) = f(m,n1) + f(m,n2)
3. f(mr, n) = f(m, rn)
∀r ∈ R ∀m,m1,m2 ∈M ∀n, n1, n2 ∈ N .
Vamos definir o produto tensorial a partir da propriedade universal, em seguida mostraremos
que ele e´ u´nico a menos de isomorfismo e por fim faremos a construc¸a˜o de um produto ten-
sorial mostrando assim sua existeˆncia.
Definic¸a˜o A.1.2 SejamM e N R-bimo´dulos. Diremos que o par (P, pi), onde P e´ um grupo
abeliano e pi : M ×N → P e´ uma aplicac¸a˜o R-balanceada, e´ um produto tensorial entre M
e N se para qualquer aplicac¸a˜o R-balanceada f :M ×N → Q para Q grupo abeliano, existe
um u´nico homomorfismo de grupos f tal que o seguinte diagrama comute:
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M ×N
pi
{{ww
ww
ww
ww
w
f
##G
GG
GG
GG
GG
P
f // Q
(A.1)
Vale observar que poder´ıamos ter definido o produto tensorial num contexto um pouco
mais geral, exigindo apenas queM fosse um R-mo´dulo a` direita, N um R-mo´dulo a` esquerda.
No entanto, em grande parte dos casos estaremos fazendo o produto tensorial sobre um corpo,
mais especificamente C, e nos poucos casos que na˜o sera´ sobre C, sera´ justamente no caso
de bimo´dulos.
Proposic¸a˜o A.1.3 Sejam M , N R-bimo´dulos e (P1, pi1), (P2, pi2) produtos tensoriais entre
M e N , enta˜o P1 e P2 sa˜o isomorfos como grupos.
Demonstrac¸a˜o. Da definic¸a˜o de produto tensorial temos que existem homomorfismos de
grupos pi1 : P2 → P1, pi2 : P1 → P2 tal que o seguinte diagrama e´ comutativo:
M ×N
pi1
{{vv
vv
vv
vv
v
pi2
##H
HH
HH
HH
HH
P1
pi2 //
P2
pi1
oo
Enta˜o temos que pi1 ◦ pi2 ◦ pi1 = pi1 ◦ pi2 = pi1, mas idP1 tambe´m satisfaz idP1 ◦ pi1 = pi1;
portanto da definic¸a˜o de produto tensorial, trocando f por pi1, temos que pi1 ◦ pi2 = idP1 .
Analogamente pi2 ◦ pi1 = idP2 donde segue o resultado.
Lembre que, dada uma famı´lia de R-bimo´dulos {Mi}i∈I , a soma direta entre os mo´dulos
denotada por
⊕
i∈I Mi e´ por definic¸a˜o o subconjunto do produto cartesiano
∏
i∈I Mi das
sequ¨encias quase sempre nulas, ou seja, que a na˜o ser por uma quantidade finita de elemen-
tos a sequ¨eˆncia (mi)i∈I e´ nula. A soma direta tem uma estrutura natural de R-bimo´dulo
definindo as operac¸o˜es coordenada a coordenada.
Dado um conjunto X, definimos o R-bimo´dulo livre gerado por X como sendo 〈X〉 =⊕
x∈X R. Caso R seja um corpo, diremos que 〈X〉 e´ o espac¸o vetorial gerado por X, e se R
for comutativo, diremos apenas R-mo´dulo, uma vez que a multiplicac¸a˜o a` esquerda coincide
com a multiplicac¸a˜o a` direita. Denotaremos um elemento de 〈X〉 por ∑ni=1 rixi fazendo a
identificac¸a˜o desta soma com a sequ¨eˆncia que possui o valor ri na coordenada xi somando
ri com rj caso xi = xj para i 6= j. Com essa identificac¸a˜o temos uma inclusa˜o natural de X
em 〈X〉 e para os elementos de X, vale que rx = xr ∀r ∈ R. Aqui, vale notar que esta e´ uma
soma formal, ou seja, mesmo que X ja´ possua uma soma e uma multiplicac¸a˜o por escalar,
o somato´rio na˜o representa as operac¸o˜es ja´ existentes no conjunto X. Ale´m disso, dado um
subconjunto M ′ de um R-bimo´dulo M , podemos considerar o sub-bimo´dulo gerado por M ′
como sendo a intersecc¸a˜o de todos os sub-bimo´dulos deM que conteˆmM ′, tal sub-bimo´dulo
tambe´m sera´ denotado por 〈M ′〉.
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Podemos, agora, comec¸ar a construir um produto tensorial e assim mostrar sua existeˆncia.
Dados M e N R-bimo´dulos, considere o Z-mo´dulo livre G = 〈M ×N〉Z gerado por M ×N
e defina os seguintes subconjuntos de G onde as somas fora dos pareˆnteses sa˜o as somas
formais conforme descritas acima:
• D1 = {(m1 +m2, n)− (m1, n)− (m2, n) | m1,m2 ∈M, n ∈ N};
• D2 = {(m,n1 + n2)− (m,n1)− (m,n2) | m ∈M, n1, n2 ∈ N};
• D3 = {(mr, n)− (m, rn) | m ∈M, n ∈ N, r ∈ R}.
DefinaD = D1∪D2∪D3 e tome o Z-sub-mo´duloH = 〈D〉Z. Denote o Z-mo´dulo quociente
por M ⊗R N = G/H. Denote por pi a projec¸a˜o canoˆnica de 〈M ×N〉 em M ⊗R N e por i a
inclusa˜o natural deM×N em 〈M ×N〉. Podemos enta˜o definir pi = pi◦i :M×N →M⊗RN .
Antes de mostrarmos que realmente constru´ımos um produto tensorial, note que pi(M ×N)
gera M ⊗R N . De fato, se p = (
∑n
i=1 zi(mi, ni)) + H, enta˜o p =
∑n
i=1 zi ((mi,ni) +H) =∑n
i=1 zipi(mi, ni).
Proposic¸a˜o A.1.4 O par (M ⊗R N,pi) constru´ıdo acima e´ um produto tensorial entre M
e N .
Demonstrac¸a˜o. Primeiramente, temos que mostrar que a aplicac¸a˜o pi e´ R-balanceada.
Mostremos que pi separa a soma na primeira entrada. Temos que pi(m1 +m2, n) = (m1 +
m2, n) +H, mas (m1 +m2, n)− (m1, n)− (m2, n) ∈ D1 ⊆ H, portanto (m1 +m2, n) +H =
(m1, n) + (m2, n) + H e assim pi(m1 +m2, n) = (m1, n) + (m2, n) + H = ((m1, n) + H) +
((m2, n)+H) = pi(m1, n)+pi(m2, n). Seguimos o mesmo processo para cada um dos conjuntos
Di para mostrar as propriedades necessa´rias.
Seja f : M × N → P uma aplicac¸a˜o R-balanceada em algum grupo abeliano P . Como
M × N gera G livremente como Z-mo´dulo existe um u´nico homomorfismo de grupos f̂ :
G → P tal que f̂ |M×N = f . Para descermos para o quociente, temos que mostrar que
f̂(H) = 0, mas como f̂ e´ homomorfismo de Z-mo´dulos, e´ suficiente mostrar que f̂(D) =
0. Para isto, basta utilizar o fato de f ser R-balanceada, por exemplo para D1 temos
f̂((m1 +m2, n) − (m1, n) − (m2, n)) = f(m1 +m2, n) − f(m1, n) − f(m2, n) = f(m1, n) +
f(m2, n)− f(m1, n)− f(m2, n) = 0.
Temos assim um homomorfismo de grupos bem definido f : M ⊗R N → P tal que
f ◦ pi = f̂ , ou seja f ◦ pi = f ◦ pi ◦ i = f̂ ◦ i = f̂ |M×N = f . Resta-nos apenas mostrar a
unicidade f . Suponha que exista outro homomorfismo de grupos g : M ⊗R N → P tal que
g ◦pi = f . Conforme visto, para p ∈M ⊗RN , podemos escrever p =
∑n
i=1 zipi(mi, ni), enta˜o
g(p) =
∑n
i=1 zi(g ◦ pi)(mi, ni) =
∑n
i=1 zif(mi, ni) =
∑n
i=1 zi(f ◦ pi)(mi, ni) = f(p).
Mostramos assim a existeˆncia de um produto tensorial e como este e´ u´nico a menos
de isomorfismo, sempre que mencionarmos produto tensorial estaremos nos referindo a este
que acabamos de construir. Ale´m disto escrevemos pi(m,n) = m ⊗R n e valem as seguintes
propriedades para m,m1,m2 ∈M , n, n1, n2 ∈ N , r ∈ R e z ∈ Z:
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1. (m1 +m2)⊗R n = m1 ⊗R n+m2 ⊗R n;
2. m⊗R (n1 + n2) = m⊗R n1 +m⊗R n2;
3. mr ⊗R n = m⊗R rn;
4. 0⊗R n = m⊗R 0 = 0;
5. −(m⊗R n) = (−m)⊗R n = m⊗R (−n);
6. z(m⊗R n) = (zm)⊗R n = m⊗R (zn).
As treˆs primeiras propriedades saem do fato de pi ser R-balanceada. Para 4 temos 0⊗R
n = (0 + 0) ⊗R n = 0 ⊗R n + 0 ⊗R n ⇒ 0 ⊗R n = 0 e ana´logo no outro caso. Para 5,
m ⊗R n + (−m) ⊗R n = (m − m) ⊗R n = 0 ⇒ (−m) ⊗R n = − (m⊗R n) e ana´logo para
o outro caso. E por fim para demonstrar o propriedade 6 basta utilizar as propriedade 1,
2 e 5 e o processo de induc¸a˜o. Por causas destas propriedade, o elemento p ∈ M ⊗R N da
discussa˜o acima sera´ escrito por p =
∑n
i=1 zi(mi⊗Rni) =
∑n
i=1(zimi)⊗Rni =
∑n
i=1m
′
i⊗Rni
para m′i = zimi. Essa u´ltima maneira de escrever serve para enfatizar que na˜o precisamos
de coeficientes para escrever um elemento arbitra´rio deM⊗RN . Fica claro tambe´m a partir
das propriedade acima que a maneira de escrever p como soma de elementos da formam⊗Rn
na˜o e´ u´nica e mesmo sem essas propriedades na˜o haveria raza˜o de acreditar que isso fosse
verdade.
Em princ´ıpio na˜o ha´ por que M ⊗RN ser um R-bimo´dulo com operac¸o˜es r(
∑n
i=1mi⊗R
ni) =
∑n
i=1(rmi) ⊗R ni e (
∑n
i=1mi ⊗R ni)r =
∑n
i=1mi ⊗R (nir), pore´m veremos que esse
sera´ o caso.
Proposic¸a˜o A.1.5 No contexto acima, M ⊗R N e´ um R-mo´dulo a` esquerda com operac¸a˜o
r(
∑n
i=1mi ⊗R ni) =
∑n
i=1(rmi)⊗R ni.
Demonstrac¸a˜o. A primeira parte da demonstrac¸a˜o consiste em mostrar que a operac¸a˜o
acima esta´ de fato bem definida. Na segunda parte mostraremos que desta forma M ⊗R N
torna-se um R-mo´dulo a` esquerda. Para cada r ∈ R, defina a aplicac¸a˜o vr :M×N →M⊗RN
por vr(m,n) = (rm) ⊗R n. Usando as propriedades do produto tensorial e o fato de M ser
R-bimo´dulo, e´ fa´cil ver que vr e´ R-balanceada e portanto existe um homomorfismo de grupos
vr :M ⊗R N →M ⊗R N que e´ dado por vr(
∑n
i=1mi ⊗R ni) =
∑n
i=1(rmi)⊗R ni.
Defina a aplicac¸a˜o v : R× (M ⊗R N)→M ⊗R N por
v(r,
n∑
i=1
mi ⊗R ni) = vr(
n∑
i=1
mi ⊗R ni).
A distributividade da soma do anel vem da propriedade 1 do produto tensorial e a distrib-
utividade da soma de M ⊗R N vem do fato de vr ser homomorfismo de grupos. Ale´m disso
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e´ claro que 1(
∑n
i=1mi ⊗R ni) =
∑n
i=1mi ⊗R ni. Resta-nos apenas mostrar a associativi-
dade do produto e esta e´ suficiente mostrar nos geradores (rs)(m ⊗R n) = ((rs)m ⊗R n) =
(r(sm)⊗R n) = r(sm⊗R n) = r(s(m⊗R n)).
Analogamente podemos definir um produto a` direita e claramante (r(m ⊗R n))s =
r((m⊗R n)s), donde M ⊗R N e´ de fato um R-bimo´dulo.
A.2 Resultados com o produto tensorial
Comecemos esta sec¸a˜o com um dos resultados mais fundamentais relacionados ao produto
tensorial, que e´ a existeˆncia do produto tensorial de func¸o˜es.
Proposic¸a˜o A.2.1 Sejam M,M ′, N,N ′ R-bimo´dulos e f : M → M ′, g : N → N ′ homo-
morfismos de R-bimo´dulos, enta˜o existe um u´nico homomorfismo de R-bimo´dulos f ⊗R g :
M ⊗R N →M ′ ⊗R N ′ tal que nos geradores e´ dado por (f ⊗R g)(m⊗R n) = f(m)⊗R g(n).
Demonstrac¸a˜o. Construa a aplicac¸a˜o (f, g) : M × N → M ′ ⊗R N ′ fazendo (f, g)(a, b) =
f(a) ⊗R g(b). E´ claro que (f, g) separa a soma na primeira e na segunda entrada, ale´m
disso (f, g)(mr, n) = f(mr)⊗R g(n) = f(m)r⊗R g(n) = f(m)⊗R rg(n) = f(m)⊗R g(rn) =
(f, g)(m, rn). Segue que (f, g) e´ R-balanceada e portanto existe um homomorfismo de grupos
f ⊗R g :M ⊗R N →M ′ ⊗R N ′ tal que (f ⊗R g)(m⊗R n) = f(m)⊗R g(n).
Resta-nos observar que f⊗Rg e´ um homomorfismo de R-bimo´dulos, mas (f⊗Rg)(r(m⊗R
n)s) = (f ⊗R g)(rm⊗R ns) = f(rm)⊗R g(ns) = rf(m)⊗R g(n)s = r(f ⊗R g)(m⊗R n)s.
Agora, vamos mostrar algums isomorfismos ba´sicos de produtos tensorial e em seguida
vamos nos restringir ao caso de produtos tensoriais de espac¸os vetoriais.
Proposic¸a˜o A.2.2 Sejam M,N,P R-bimo´dulos, enta˜o sa˜o va´lidos os seguintes isomorfis-
mos de R-bimo´dulos:
1. R⊗R M ∼=M ⊗R R ∼=M ;
2. M ⊗R (N ⊗R P ) ∼= (M ⊗R N)⊗R P e neste caso escreveremos apenas M ⊗R N ⊗R P ;
3. M ⊗R (N ⊕ P ) ∼= (M ⊗R N)⊕ (M ⊗R P );
4. M ⊗R N ∼= N ⊗R M caso mr = rm e nr = rn ∀r ∈ R, ∀m ∈M e ∀n ∈ N .
Demonstrac¸a˜o. 1. Seja L a multiplicac¸a˜o pela esquerda, ou seja, L(r,m) = rm enta˜o
pelas propriedades de mo´dulo temos que L e´ R-balanceada e portanto existe uma aplicac¸a˜o
L : R ⊗R M → M tal que L(r ⊗R m) = rm. Como R tem unidade, podemos definir
L
−1 : M → R ⊗R M por L−1(m) = 1 ⊗R m. Claro que L ◦ L−1(m) = m, ale´m disso,
L
−1 ◦ L(∑ni=1 ri ⊗R mi) = L−1(∑ni=1 rimi) = 1 ⊗R (∑ni=1 rimi) = ∑ni=1(1 ⊗R rimi) =∑n
i=1(ri ⊗R mi).
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2. Para cada m ∈ M fixo defina a aplicac¸a˜o fm : N × P → (M ⊗R N) ⊗R P por
fm(n, p) = (m ⊗R n) ⊗R p. E´ fa´cil ver que fm separa a soma tanto na primeira quanto na
segunda entrada e fm(nr, p) = (m ⊗R nr) ⊗R p = (m ⊗R n)r ⊗R p = (m ⊗R n) ⊗R rp =
fm(n, rp), donde fm e´ R-balanceada e portando podemos levar para o produto tensorial
fm : N ⊗R P → (M ⊗R N) ⊗R P . Agora, defina ϕ : M × (N ⊗R P ) → (M ⊗R N) ⊗R P
por ϕ(m,x) = fm(x). Na˜o e´ dif´ıcil verificar que esta aplicac¸a˜o e´ R-balanceada e portanto
temos uma aplicac¸a˜o ϕ :M ⊗R (N ⊗R P )→ (M ⊗R N)⊗R P que nos geradores e´ dada por
ϕ(m⊗R (n⊗R p)) = (m⊗R n)⊗R p.
Analogamente podemos definir uma aplicac¸a˜o ψ : (M ⊗R N) ⊗R P → M ⊗R (N ⊗R P )
dada por ψ((m⊗R n)⊗R p) = m⊗R (n⊗R p). Segue que ψ e ϕ sa˜o inversas uma da outra e
tambe´m e´ evidente que essas aplicac¸o˜es sa˜o homomorfismo de R-bimo´dulos.
3. Defina as aplicac¸o˜es i : M × N → M ⊗R (N ⊕ P ), j : M × (N ⊕ P ) → M ⊗R N ,
ϕ : M × (N ⊕ P ) → M ⊗R P e ψ : M × P → M ⊗R (N ⊕ P ) por i(m,n) = m ⊗R (n ⊕ 0),
j(m,n⊕ p) = m⊗R n, ϕ(m,n⊕ p) = m⊗R p e ψ(m, p) = m⊗R (0⊕ p) respectivamente. E´
fa´cil mostrar que essas aplicac¸o˜es sa˜o R-balanceadas e portanto podemos definir i, j, ϕ e ψ
homomorfismo de R-bimo´dulos nos respectivos produtos tensoriais. Tambe´m e´ fa´cil ver que
i ◦ j = id e ψ ◦ ϕ = id donde temos a seguinte sequ¨eˆncia exata que cinde
0 //M ⊗R N i //M ⊗R (N ⊕ P )
j
jj
ϕ //M ⊗R P //
ψ
jj 0
Segue de um resultado de a´lgebra que M ⊗R (N ⊕ P ) ∼= (M ⊗R N) ⊕ (M ⊗R P ) como
R-bimo´dulos.
4. Basta definir ϕ :M ×N → N ⊗RM e ψ : N ×M →M ⊗R N por ϕ(m,n) = n⊗Rm
e ψ(n,m) = m ⊗R n, enta˜o ϕ e ψ sa˜o R-balanceadas. De fato verifiquemos por exemplo a
propriedade 3 para ϕ: ϕ(mr, n) = n⊗R mr = n⊗R rm = nr ⊗R m = rn⊗R m = ϕ(m, rn).
Segue que podemos levar as aplicac¸o˜es para o produto tensorial e e´ fa´cil ver que ϕ e ψ sera˜o
homomorfismo de R-bimo´dulos inversos um do outro.
E´ importante notar que a hipo´tese no item 4 de que os produtos a` esquerda devem
coincidir com os produtos a` direita e´ necessa´ria para que o isomorfismo valha.
Passemos agora para o caso de espac¸os vetoriais. Subentende-se que todos os espac¸os
vetoriais sa˜o sobre um mesmo corpo K e neste caso denotaremos ⊗K simplesmente por ⊗.
Proposic¸a˜o A.2.3 Sejam V e W espac¸os vetoriais com bases {ei}i∈I , {fj}j∈J respectiva-
mente, enta˜o B = {ei ⊗ fj}i∈I,j∈J e´ uma base para V ⊗W .
Demonstrac¸a˜o. Ja´ vimos que elementos da forma v ⊗ w geram V ⊗ W , mas para v ∈
V e w ∈ W podemos escrever v = ∑nl=1 λileil e w = ∑mk=1 ηjkfjk , donde v ⊗ w =∑n
l=1
∑m
k=1 λilηjk(eil ⊗ fjk) e portanto B e´ um conjundo de geradores para V ⊗W .
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Temos que mostrar o conjunto B e´ LI. Suponha que a seguinte soma finita seja nula
n∑
l=1
m∑
k=1
λil,jk(eil ⊗ fjk) = 0
e na˜o havendo pares de ı´ndices (il, jk) repetidos. Para cada par de ı´ndices (il, jk) que aparece
na soma defina o funcional linear ϕil,jk = dxil ⊗ dyjk , onde dxil e´ o funcional de V que na
base e´ dado por dxil(ei) = δil,i e dyjk e´ o funcional de W dado por dyjk(fj) = δjk,j . Para
cada par de ı´ndices (il, jk), aplicando ϕil,jk em ambos os lados da soma temos λil,jk = 0, ou
seja, B e´ LI.
Segue de imediato que dim(V ⊗W ) = dim(V ) dim(W ).
Corola´rio A.2.4 Nas condic¸o˜es da proposic¸a˜o anterior, se v ⊗ w = 0 em V ⊗ W enta˜o
v = 0 ou w = 0.
Demonstrac¸a˜o. Suponha que w 6= 0 enta˜o podemos escrever w =∑mk=1 ηjkfjk com todos
ηjk na˜o nulos. Escrevendo tambe´m v =
∑n
l=1 λileil , enta˜o v⊗w =
∑n
l=1
∑m
k=1 λilηjk(eil⊗fjk).
Pela proposic¸a˜o, temos que λilηjk = 0 para todo par de ı´ndices (il, jk). Como escolhemos
ηjk na˜o nulos, segue que λil = 0 ∀il e portanto v = 0.
Observac¸a˜o A.2.5 Note que para um elemento
∑n
i=1 vi ⊗ wi ∈ V ⊗W sempre podemos
supor sem perda de generalidade que {vi}ni=1 ou {wi}ni=1 e´ LI. Fac¸amos para o caso de
{vi}ni=1 e outro e´ ana´logo. Suponha que {vi}ni=1 na˜o seja LI, enta˜o existe um subcon-
junto finito {ei1 , . . . , eim} da base {ei}i∈I de V tal que todos os vi podem ser escrito como
vi =
∑m
j=1 λijeij . Segue que podemos escrever
∑n
i=1 vi ⊗ wi =
∑n
i=1
(∑m
j=1 λijeij
)
⊗ wi =∑m
j=1 eij ⊗ (
∑n
i=1 λijwi) donde segue o desejado.
Proposic¸a˜o A.2.6 Sejam V1, . . . , Vn,W espac¸os vetoriais e f : V1 × · · ·× Vn → W uma
aplicac¸a˜o n-linear, enta˜o existe uma u´nica aplicac¸a˜o linear f : V1 ⊗ · · ·⊗ Vn → W tal que
f(v1 ⊗ · · · ⊗ vn) = f(v1, . . . , vn).
Demonstrac¸a˜o. A prova e´ feita por induc¸a˜o, onde o caso n = 2 vem da definic¸a˜o do produto
tensorial. Suponha que valha para 2 ≤ i ≤ n − 1, enta˜o para cada vn ∈ Vn fixo a aplicac¸a˜o
fvn : V1 × · · · × Vn−1 → W dada por fvn(v1, . . . , vn−1) = f(v1, . . . , vn) e´ (n − 1)-linear e
portanto podemos passar para o produto tensorial para fvn : V1 ⊗ · · · ⊗ Vn−1 → W . Defina
enta˜o a aplicac¸a˜o f̂ : (V1 ⊗ · · · ⊗ Vn−1) × Vn → W por f̂(x, vn) = fvn(x). A aplicac¸a˜o f̂ e´
bilinear por construc¸a˜o, donde segue o resultado.
Proposic¸a˜o A.2.7 Seja V um espac¸o vetorial de dimensa˜o finita m, enta˜o vale o seguinte
isomorfismo
V ′ ⊗ · · · ⊗ V ′︸ ︷︷ ︸
n vezes
∼= (V ⊗ · · · ⊗ V︸ ︷︷ ︸
n vezes
)′
onde a linha denota o dual a´lgebrico de V .
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Demonstrac¸a˜o. Seja B1 = {e1, . . . , em} uma base de V e tome B′1 = {dx1, . . . ,dxm} a
base dual de V ′. Pela proposic¸a˜o A.2.3 Bn = {ei1 ⊗ · · · ⊗ ein}mi1,...,in=1 e B′n = {dxi1 ⊗ · · · ⊗
dxin}mi1,...,in=1 sa˜o bases de V ⊗n e (V ′)⊗n respectivamente. Tome Bn = {dxi1,...,in}mi1,...,in=1 a
base dual de Bn, enta˜o o isomorfismo desejado e´ associar dxi1 ⊗ · · · ⊗ dxin a dxi1,...,in .
Devido a esta proposic¸a˜o iremos identificar propositalmente o elemento f1 ⊗ · · · ⊗ fn ∈
(V ′)⊗n com o funcional (f1⊗· · ·⊗fn) ∈ (V ⊗n)′ que e´ dado por (f1⊗· · ·⊗fn)(v1⊗· · ·⊗vn) =
f1(v1) . . . fn(vn) e esta´ bem definido devido a` proposic¸a˜o A.2.6.
Terminaremos essa sec¸a˜o com um lema que nos sera´ u´til quando estivermos falando de
ideais.
Lema A.2.8 Sejam V,W espac¸os vetoriais e T : V → W uma aplicac¸a˜o linear, enta˜o
ker(T ⊗ T ) = kerT ⊗ V + V ⊗ kerT .
Demonstrac¸a˜o. E´ claro que kerT ⊗ V + V ⊗ kerT ⊆ ker(T ⊗ T ). A outra inclusa˜o
mostraremos por induc¸a˜o sobre n, onde n e´ o nu´meros de termos de algum somato´rio∑n
i=1 vi ⊗ ui com {ui}ni=1 LI representando um elemento x ∈ ker(T ⊗ T ), o que e´ poss´ıvel
de acordo com a observac¸a˜o A.2.5. Para n = 1, temos x = v ⊗ u. Aplicando T ⊗ T em
x temos T (v) ⊗ T (u) = 0 e pelo corola´rio A.2.4 temos T (v) = 0 ou T (u) = 0, ou seja,
x ∈ kerT ⊗ V + V ⊗ kerT .
Suponha va´lido para n − 1, tome x = ∑ni=1 vi ⊗ ui ∈ ker(T ⊗ T ) e suponha que existe
i0 tal que T (vi0) 6= 0 e T (ui0) 6= 0. Em particular, existe um funcional f ∈ W ′ tal que
f(T (ui0)) 6= 0. Para j 6= i0 defina kj = f(T (uj))f(T (ui0)) e uj = uj − kjui0 ; e para i0 defina ui0 = ui0 .
Note que f(T (uj)) = 0 ∀j 6= i0 e que {uj}nj=1 continua sendo LI. De fato,
n∑
i=1
αjuj = 0⇒
n∑
j=1,j 6=i0
αj(uj−kjui0)+αi0ui0 =
n∑
j=1,j 6=i0
αjuj+
 n∑
j=1,j 6=i0
αjkj
+ αi0
ui0 = 0.
Como {ui}ni=1 e´ LI segue que αj = 0 ∀j 6= i0 e voltando para a igualdade do lado esquerdo
da implicac¸a˜o temos tambe´m que αi0 = 0.
Podemos enta˜o escrever x =
∑n
i=1 vi ⊗ ui, onde vj = vj para j 6= i0 e vi0 = vi0 +∑n
j=1,j 6=i0 kjvj . Afirmamos que vi0 ∈ kerT , de fato se T (vi0) 6= 0 enta˜o existe g ∈ W ′ tal
que g (T (vi0)) 6= 0 e
0 = (g ⊗ f) ((T ⊗ T ) (x)) = (g ⊗ f)
(
(T ⊗ T )
(
n∑
i=1
vi ⊗ ui
))
=
=
n∑
i=1
g(T (vi))f(T (ui)) = g (T (vi0)) f(T (ui0)) 6= 0
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o que e´ um absurdo. Desta forma temos
(T ⊗ T )
 n∑
j=1,j 6=i0
vi ⊗ ui
 = (T ⊗ T )( n∑
i=1
vi ⊗ ui
)
− (T ⊗ T )(vi0 ⊗ ui0) = 0.
Pela hipo´tese de induc¸a˜o
∑n
j=1,j 6=i0 vi⊗ui ∈ kerT ⊗V +V ⊗kerT e como vi0 ∈ kerT , temos
vi0 ⊗ui0 ∈ kerT ⊗V . Portanto x =
∑n
i=1 vi⊗ui ∈ kerT ⊗V +V ⊗kerT . Caso na˜o existisse
i0 com T (vi0) 6= 0 e T (ui0) 6= 0, enta˜o isso significaria que x ja´ estava escrito como elemento
de kerT ⊗ V + V ⊗ kerT .
Observac¸a˜o A.2.9 A demonstrac¸a˜o e´ a mesma para duas aplicac¸o˜es Ti : Vi →Wi, i = 1, 2
onde ker(T1 ⊗ T2) = kerT1 ⊗ V2 + V1 ⊗ kerT2.
Apeˆndice B
Notac¸a˜o de Sweedler
O objetivo deste apeˆndice e´ formalizar e justificar a utilizac¸a˜o da notac¸a˜o de Sweedler para o
co-produto e co-ac¸a˜o. Tal notac¸a˜o pode codificar a informac¸a˜o necessa´ria de maneira simples
de forma a poder demonstrar resultados relacionados com um esforc¸o significamente menor
em comparac¸a˜o a utilizar diagramas comutativos ou composic¸a˜o de func¸o˜es.
B.1 Co-produto
Nesta sec¸a˜o, C denotara´ uma co-a´lgebra e H uma a´lgebra de Hopf.
Conforme mencionado em 1.1.16 estaremos usando a seguinte notac¸a˜o para o co-produto:
∆(c) = c(1) ⊗ c(2) ∀c ∈ C. A notac¸a˜o que normalmente e´ utilizada nos textos que involvem
co-produto tem um s´ımbolo de somato´rio na notac¸a˜o, tendo como poss´ıvel interpretac¸a˜o
dizer que escolhemos uma representac¸a˜o em somato´rio para o elemento ∆(c) que, conforme
visto no apeˆndice anterior, na˜o e´ necessariamente u´nica. Embora devamos pensar desta
forma algumas vezes, esse tipo de interpretac¸a˜o pode gerar confusa˜o ao trabalhar com a
co-associatividade. Assim como dito em 1.1.16 trabalharemos com a seguinte notac¸a˜o: (∆⊗
id) ◦∆(c) = (id⊗∆) ◦∆(c) = c(1) ⊗ c(2) ⊗ c(3). Poder-se-ia enta˜o pensar que ao aplicarmos
o co-produto duas vezes seria poss´ıvel escolher uma representac¸a˜o em somato´rio para (id⊗
∆) ◦ ∆(c) em C ⊗ C ⊗ C que utiliza os mesmos elementos de C para escrever ∆(c), em
outras palavras, se ∆(c) =
∑n
i=1 ci ⊗ c′i, em geral na˜o e´ verdade que existem c′′i ∈ C tal que
(id⊗∆) ◦∆(c) =∑ni=1 ci ⊗ c′i ⊗ c′′i .
Fixada a notac¸a˜o para o co-produto, estaremos interessados em aplicar func¸o˜es em ∆(c).
Mais especificamente, aplicaremos o produto tensorial de func¸o˜es e utilizaremos a notac¸a˜o um
tanto evidente: (f ⊗ g)∆(c) = f(c(1))⊗ g(c(2)). Se estivermos pensando na interpretac¸a˜o de
que a notac¸a˜o significa que escolhemos uma poss´ıvel representac¸a˜o em somato´rio para ∆(c),
enta˜o esta notac¸a˜o para func¸o˜es aplicadas significa simplesmente que aplicamos cada func¸a˜o
na sua respectiva coordenada do produto tensorial. Esse tipo de interpretac¸a˜o e´ justificada
pela proposic¸a˜o A.2.1 que tem como consequ¨eˆncia que se x =
∑n
i=1 vi ⊗ wi =
∑n
i=1 vi ⊗ ui
enta˜o (f ⊗ g)(x) =∑ni=1 f (vi)⊗ g (wi) =∑ni=1 f (vi)⊗ g (ui).
Temos tambe´m, ao aplicarmos o co-produto apo´s outro, as notac¸o˜es ja´ utilizadas em
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1.1.16 (∆⊗ id) ◦∆(c) = c(1)(1) ⊗ c(1)(2) ⊗ c(2) e (id⊗∆) ◦∆(c) = c(1) ⊗ c(2)(1) ⊗ c(2)(2). In-
dutivamente criamos notac¸o˜es para o co-produto sendo aplicado diversas vezes, por exemplo
(∆ ⊗ id ⊗ id)(∆ ⊗ id) ◦ ∆(c) = c(1)(1)(1) ⊗ c(1)(1)(2) ⊗ c(1)(2) ⊗ c(2). Conforme provaremos
na pro´xima proposic¸a˜o a co-associatividade se estende ao aplicarmos o co-produto diversas
vezes, e esse u´ltimo elemento sera´ escrito simplesmente por c(1) ⊗ c(2) ⊗ c(3) ⊗ c(4).
Precisamos de um pouco mais de notac¸a˜o antes de mostrarmos o primeiro resultado desta
sec¸a˜o. Denotaremos por ∆i,n a aplicac¸a˜o em C⊗n que aplica o co-produto exatamente na
i-e´sima entrada, por exemplo ∆2,3 = id⊗∆⊗ id.
Proposic¸a˜o B.1.1 Para C uma co-a´lgebra, e´ va´lido
∆in,n ◦∆in−1,n−1 ◦ · · · ◦∆i2,2 ◦∆i1,1 = ∆jn,n ◦∆jn−1,n−1 ◦ · · · ◦∆j2,2 ◦∆j1,1
para qualquer escolha de ı´ndices 1 ≤ ik, jk ≤ k, 1 ≤ k ≤ n.
Demonstrac¸a˜o. Procederemos por induc¸a˜o sobre n. O caso n = 2 e´ o axioma da co-
associatividade e note que deste axioma tambe´m temos ∆i,n′ ◦ ∆i,n′−1 = ∆i+1,n′ ◦ ∆i,n′−1
para 1 ≤ i ≤ n′ − 1.
Suponha va´lido para n − 1. Se in = jn basta substituir cada ik por jk para todo
1 ≤ k ≤ n − 1, o que e´ poss´ıvel grac¸as a hipo´tese de induc¸a˜o. Suponha, enta˜o, sem perda
de generalidade, in < jn. Pela hipo´tese de induc¸a˜o podemos trocar in−1 por in, isto e´,
podemos escrever ∆in,n ◦ ∆in−1,n−1 ◦ · · · = ∆in,n ◦ ∆in,n−1 ◦ · · · , e utilizar a observac¸a˜o
do para´grafo anterior para em seguida trocar in por in + 1, isto e´, ∆in,n ◦ ∆in,n−1 ◦ · · · =
∆in+1,n ◦∆in,n−1 ◦ · · · . Se in+1 = jn, basta igualar os demais ı´ndices como no caso anterior,
sena˜o troque in−1 por in+1 e in+1 por in+2; e assim sucessivamente ate´ igualar os ı´ndices
i e j de sub´ındice n. Os demais podem ser igualados pela hipo´tese de induc¸a˜o.
Grac¸as a essa proposic¸a˜o, iremos denotar ∆in,n ◦ ∆in−1,n−1 ◦ · · · ◦ ∆i2,2 ◦ ∆i1,1(c) =
c(1) ⊗ c(2) ⊗ · · · ⊗ c(n) ⊗ c(n+1). Aqui cabe a seguinte observac¸a˜o, o maior ı´ndice na notac¸a˜o
do co-produto menos um e´ exatamente a quantidade de vezes que aplicamos o co-produto.
Assim como generalizamos a co-associatividade, podemos fazer o mesmo com a co-unidade.
Para isso, defina ²i,n de forma ana´loga a ∆i,n, a saber, ²i,n aplica ² na i-e´sima entrada do
produto tensorial C⊗n.
Proposic¸a˜o B.1.2 Para C uma co-a´lgebra e´ va´lido
²in,n ◦∆in−1,n−1 ◦ · · · ◦∆i2,2 ◦∆i1,1 = ∆in−2,n−2 ◦ · · · ◦∆i2,2 ◦∆i1,1
para qualquer escolha de ı´ndices 1 ≤ ik ≤ k, 1 ≤ k ≤ n, ou utilizando a notac¸a˜o que esta´
sendo definida
²in,n(c(1) ⊗ · · · ⊗ c(n)) = c(1) ⊗ · · · ⊗ ²(c(in))⊗ · · · ⊗ c(n) = c(1) ⊗ · · · ⊗ c(n−1)
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para c ∈ C, sendo que um dos produtos tensoriais que acompanham ²(c(in)) deve ser pensado
como o produto por escalar.
Demonstrac¸a˜o. Basta trocar in−1 por in, que e´ poss´ıvel pela proposic¸a˜o anterior, e em
seguida utilizar o axioma de co-unidade para substituir ²in,n ◦∆in,n−1 por id⊗n−1. Se in = n,
trocamos in−1 por n− 1 e usamos o outro axioma de co-unidade.
Para exemplificarmos a utilizac¸a˜o da proposic¸a˜o acima, escreveremos (f ⊗ g)∆(c) =
(f ⊗ g)(ϕ⊗ id)(id⊗ ²⊗ id)(∆⊗ id)∆(c) por f(c(1))⊗ g(c(2)) = f(c(1)²(c(2)))⊗ g(c(3)) onde
ϕ da´ o isomorfismo C ∼= C ⊗ K. Como supomos f linear e ²(c(2)) e´ um escalar podemos
continuar a igualdade com f(c(1))⊗ g(²(c(2))c(3)).
Para finalizarmos a discussa˜o sobre a notac¸a˜o de Sweedler para o co-produto, vamos
passar para o caso de a´lgebras de Hopf e o axioma da ant´ıpoda. De forma ana´loga ao co-
produto e a` co-unidade, definimos ηi,n, Si,n e µi,n, com os seguintes detalhes: para o caso
da multiplicac¸a˜o, temos que µ aplica nas i-e´sima e (i+1)-e´simas coordenadas; e para o caso
da unidade ηi,n aplica em H⊗n−1 com uma co´pia de K entre a (i − 1)-e´sima e a i-e´sima
coordenadas.
Proposic¸a˜o B.1.3 Seja H uma a´lgebra de Hopf enta˜o sa˜o va´lidas as seguintes identidade
µin,n ◦ Sin,n ◦∆in−1,n−1 ◦ · · · ◦∆i2,2 ◦∆i1,1 = ηin,n−1 ◦ ²in,n−1 ◦∆in−2,n−2 ◦ · · · ◦∆i2,2 ◦∆i1,1
µin−1,n◦Sin,n◦∆in−1,n−1◦· · ·◦∆i2,2◦∆i1,1 = ηin−1,n−1◦²in,n−1◦∆in−2−1,n−2◦· · ·◦∆i2,2◦∆i1,1
para quaisquer escolhas de ı´ndices 1 ≤ ik ≤ k, 1 ≤ k ≤ n com in 6= n no primeiro caso e
in 6= 1 no segundo . Em termos de nossa notac¸a˜o temos
h(1) ⊗ · · · ⊗ S(h(in))h(in+1) ⊗ · · · ⊗ h(n) = h(1) ⊗ · · · ⊗ ²(h(in))1H ⊗ · · · ⊗ h(n−1)
h(1) ⊗ · · · ⊗ h(in−1)S(h(in))⊗ · · · ⊗ h(n) = h(1) ⊗ · · · ⊗ ²(h(in−1))1H ⊗ · · · ⊗ h(n−1)
para h ∈ H.
Demonstrac¸a˜o. Basta prosseguir como nas outras proposic¸o˜es, trocando in−1 por in e
utilizando o axioma da ant´ıpoda na coordenada apropriada.
Exemplo B.1.4 A cadeia de apliac¸o˜es equivalente
(f ⊗ g)∆(h) = (f ⊗ g)(ϕ⊗ id)(id⊗ ²⊗ id)(∆⊗ id)∆(h) =
= (f ⊗ g)(µ⊗ id)(id⊗ η ⊗ id)(id⊗ ²⊗ id)(∆⊗ id)∆(h) =
= (f ⊗ g)(µ⊗ id)(id⊗ µ⊗ id)(id⊗ S ⊗ id⊗ id)(∆⊗ id⊗ id)(∆⊗ id)∆(h)
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pode ser reescrita, utilizando-se a notac¸a˜o, como
f(h(1))⊗ g(h(2)) = f(h(1)²
(
h(2)
)
)⊗ g(h(3)) =
= f(h(1)²
(
h(2)
)
1H)⊗ g(h(3)) = f(h(1)S(h(2))h(3))⊗ g(h(4))
que na˜o so´ ocupa menos espac¸o para escrever, como e´ muito mais simples para se enxergar
quais axiomas podemos utilizar. Esses tipos de te´cnicas de contrair e expandir ² sera˜o am-
plamente utilizadas e no caso acima, a segunda igualdade e´ ta˜o trivial que nem precisamos
escrever.
Observac¸a˜o B.1.5 Ha´ alguns casos, embora poucos, que iremos trabalhar com expresso˜es do
tipo (∆⊗ id)∆(c)+(∆⊗id)(c⊗d), que em nossa notac¸a˜o escrever´ıamos c(1)⊗c(2)⊗c(3)+c(1)⊗
c(2) ⊗ d. Tal expressa˜o sugere utilizar uma das propriedades de produto tensorial e escrever
c(1) ⊗ c(2) ⊗ (c(3) + d) o que na˜o e´ correto (em geral). Para esse tipo de expressa˜o iremos
colocar um somato´rio para diferenciar como se tomou o co-produto, ou seja, escreveremos
(∆⊗ id)∆(c) + (∆⊗ id)(c⊗ d) =∑ c(1) ⊗ c(2) ⊗ c(3) +∑ c(1) ⊗ c(2) ⊗ d.
B.2 Co-ac¸o˜es
Assim como na sec¸a˜o anterior, queremos formalizar a utilizac¸a˜o da notac¸a˜o de Sweedler para a
co-ac¸a˜o. Fixe V um H-co-mo´dulo a` esquerda com co-ac¸a˜o denotada por ∆L(v) = v(−1)⊗v(0)
∀v ∈ V . Tambe´m, como no caso anterior, definimos notac¸a˜o induzidas, ao aplicarmos a co-
ac¸a˜o ou co-produto diversas vezes. Por exemplo a propriedade 1 de co-ac¸a˜o pode ser reescrita
por v(−1)(1)⊗v(−1)(2)⊗v(0) = v(−1)⊗v(0)(−1)⊗v(0)(0), e neste caso escreveremos simplesmente
(id⊗∆L)∆L(v) = (∆⊗ id)∆L(v) = v(−2) ⊗ v(−1) ⊗ v(0) = ∆2L(v).
Para mostrarmos que a propriedade da co-ac¸a˜o se estende ao aplicarmos a co-ac¸a˜o ou
co-produto va´rias vezes, vamos proceder de uma maneira mais informal que a sec¸a˜o anterior.
Caso contra´rio, gastar´ıamos muito tempo definindo notac¸o˜es desnecessa´rias. Suponha que
∆nL : H
⊗n−1 ⊗ V → H⊗n ⊗ V esteja bem definido, isto e´, independe da ordem em que
se aplica o co-produto ou co-ac¸a˜o a partir da segunda vez; e´ claro que o primeiro a ser
aplicado e´ a co-ac¸a˜o. Enta˜o e´ va´lido que (id⊗n⊗∆L)∆nL = (∆in,n⊗ id)∆nL para in = 1, . . . , n
arbitra´rio, onde ∆in,n e´ como definido na sec¸a˜o anterior, de fato, (id⊗n ⊗∆L)∆nL = (id⊗n ⊗
∆L)(id⊗n−1 ⊗ ∆L)∆n−1L = (id⊗n−1 ⊗ ∆ ⊗ id)(id⊗n−1 ⊗ ∆L)∆n−1L = (∆in,n ⊗ id)∆nL sendo
que a penu´ltima igualdade vale utilizando a propriedade 1 da co-ac¸a˜o e a u´ltima pela sec¸a˜o
anterior. Escreveremos neste caso ∆nL(v) = v
(−n) ⊗ · · · ⊗ v(−1) ⊗ v(0).
O caso de co-mo´dulo a` direita e´ ana´logo e neste caso escreveremos ∆nR(v) = v
(0)⊗ v(1)⊗
· · · ⊗ v(n). Note que se tive´ssemos escolhido colocar os ı´ndices embaixo, ter´ıamos, ate´ certo
ponto uma consisteˆncia com a notac¸a˜o anterior. No entanto, para enfatizar que estamos
trabalhando com co-ac¸a˜o, decidimos colocar os ı´ndices em cima. Ale´m disso, uma certa
confusa˜o poderia ser criada quando pensamos o co-produto como uma co-ac¸a˜o pois ter´ıamos
expresso˜es do tipo h(0) ⊗ h(1) = h(1) ⊗ h(2).
Apeˆndice C
Alguns lemas de a´lgebra
C.1 O lema do diamante em teoria de ane´is
Sejam k um anel comutativo com unidade, X um conjunto, 〈X〉 o semi-grupo livre com
identidade gerado por X e k 〈X〉 a a´lgebra livre gerada por X.
Seja S um conjunto de pares da forma σ = (Wσ, fσ) com Wσ ∈ 〈X〉 e fσ ∈ k 〈X〉. Para
cada σ ∈ S, A,B ∈ 〈X〉 definimos o k-endomorfismo de k 〈X〉, rAσB : k 〈X〉 → k 〈X〉 de
forma que rAσB fixa todos os elementos de 〈X〉 exceto AWσB que e´ mandado em AfσB.
Chamaremos S de sistema de reduc¸o˜es e as aplicac¸o˜es rAσB de reduc¸o˜es.
Diremos que uma reduc¸a˜o rAσB age trivialmente em a ∈ k 〈X〉 se o coeficiente de AWσB
em a e´ zero, ou equivalentemente, rAσB(a) = a. Diremos que a e´ irredut´ıvel sobre S se todas
as reduc¸o˜es agem trivialmente em a. O k-submo´dulo de todos os elementos irredut´ıveis de
k 〈X〉 sera´ denotado por k 〈X〉irr. Uma sequ¨eˆncia finita de reduc¸o˜es r1, . . . , rn (ri = rAiσiBi)
sera´ dita final em a se (rn ◦ · · · ◦ r1)(a) ∈ k 〈X〉irr.
Um elemento a ∈ k 〈X〉 e´ dito ser de reduc¸a˜o finita se para toda sequ¨eˆncia infinita de
reduc¸o˜es r1, r2, . . . ∃io ∈ N tal que ∀i ≥ i0 temos que ri age trivialmente em (ri−1◦. . .◦r1)(a).
Se a e´ de reduc¸a˜o finita enta˜o toda sequ¨eˆncia maximal de reduc¸o˜es {ri} de forma que ri age
na˜o trivialmente em (ri−1 ◦ . . . ◦ r1)(a) e´ finita e portanto uma sequ¨eˆncia final em a. Segue
de sua definic¸a˜o que os elementos de reduc¸a˜o finita formam um k-submo´dulo de k 〈X〉.
Diremos que um elemento a ∈ k 〈X〉 e´ de reduc¸a˜o u´nica se for de reduc¸a˜o finita e a
imagem sobre todas as sequ¨eˆncias finais em a coincidem. Tal valor comum sera´ denotado
por rS(a).
Lema C.1.1 No contexto acima sa˜o va´lidas as afirmac¸o˜es:
1. O conjunto dos elementos de reduc¸a˜o u´nica forma um k-submo´dulo de k 〈X〉 e rS e´
uma aplicac¸a˜o k-linear deste submo´dulo em k 〈X〉irr.
2. Suponha que a, b, c ∈ k 〈X〉 sa˜o tais que para todos monoˆmios A,B,C aparecendo com
coeficiente na˜o nulo em a, b, c respectivamente, o produto ABC e´ de reduc¸a˜o u´nica
(em particular, pela parte 1., isto implica que abc e´ de reduc¸a˜o u´nica). Se re´ qualquer
composic¸a˜o finita de reduc¸o˜es enta˜o ar(b)c e´ de reduc¸a˜o u´nica e rS(ar(b)c) = r(abc).
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Demonstrac¸a˜o. 1. Dados a, b ∈ k 〈X〉 de reduc¸a˜o u´nica e α ∈ k, sabemos que d = αa+ b e´
de reduc¸a˜o finita. Seja r uma composic¸a˜o de reduc¸o˜es final em d. Como a e´ de reduc¸a˜o u´nica
poremos achar uma composic¸a˜o finita de reduc¸o˜es r′ tal que r′r(a) = rS(a) e analogamente
achamos uma composic¸a˜o finita de reduc¸o˜es r′′ tal que r′′r′r(b) = rS(b). Como r(d) e´
irredut´ıvel, temos r(αa + b) = r′′r′r(αa + b) = αr′′r′r(a) + r′′r′r(b) = αrS(a) + rS(b). O
resultado segue.
2. Note que por 1. e o modo como 2. foi enunciado, e´ suficiente provar 2.no caso em que
a, b, c sa˜o monoˆmios A,B,C e r e´ uma simples reduc¸a˜o rDσE . Mas neste caso ArDσE(B)C =
rADσEC(ABC) que e´ a imagem de ABC por uma reduc¸a˜o e portanto e´ de reduc¸a˜o u´nica se
ABC o for, e com mesma forma reduzida.
Chamaremos uma qu´ıntupla (σ, τ , A,B,C) com σ, τ ∈ S, A,B,C ∈ 〈X〉 \{1} tal que
Wσ = AB e Wτ = BC de ambigu¨idade de sobreposic¸a˜o em S. Diremos que uma tal
ambigu¨idade e´ resolv´ıvel se existem composic¸o˜es de reduc¸o˜es r e r′ tais que r(fσC) = r′(Afτ )
que e´ uma condic¸a˜o de conflueˆncia nos resultados das duas formas indicadas de reduzir ABC
(condic¸a˜o do diamante).
Similarmente, uma qu´ıntupla (σ, τ , A,B,C) com σ, τ ∈ S, σ 6= τ , A,B,C ∈ 〈X〉 tal que
Wσ = B e Wτ = ABC e´ chamada de ambigu¨idade de inclusa˜o, a qual sera´ resolv´ıvel se
AfσC e fτ podem ser reduzidas para um elemento comum.
Por uma ordem parcial de semi-grupos em 〈X〉 entenderemos uma ordem parcial ≤ tal
que B ≤ B′ implica ABC ≤ AB′C para A,B,B′, C ∈ 〈X〉. Uma tal ordem sera´ dita
compat´ıvel com S se para todo σ ∈ S, fσ e´ uma combinac¸a˜o linear de monoˆmios menores
estritamente que Wσ.
Denotaremos por IS o ideal bilateral de k 〈X〉 gerado pelos elementos Wσ − fσ. Se ≤ e´
uma ordem parcial de semi-grupos em 〈X〉 compat´ıvel com o sistema de reduc¸o˜es S e A e´ um
elemento qualquer de 〈X〉, denotaremos por IA o submo´dulo de k 〈X〉 gerado por todos os
elementos B(Wσ−fσ)C tal que BWσC < A. Diremos que uma ambigu¨idade de sobreposic¸a˜o
(respectivamente, de inclusa˜o) (σ, τ , A,B,C) e´ resolv´ıvel relativo a` ≤ se fσC −Afτ ∈ IABC
(respectivamente, AfσC − fτ ∈ IABC).
Teorema C.1.2 (Lema do diamante) Sejam S um sistema de reduc¸o˜es para a a´lgebra
livre k 〈X〉 e ≤ uma ordem parcial de semi-grupos compat´ıvel com S e satisfazendo a condic¸a˜o
das cadeias descendentes. Enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(a) Todas ambigu¨idades de S sa˜o resolv´ıveis.
(a’) Todas ambigu¨idades de S sa˜o resolv´ıveis relativo a` ≤.
(b) Todos elementos de k 〈X〉 sa˜o de reduc¸a˜o u´nica sob S.
(c) Um conjunto de representantes1 em k 〈X〉 para os elementos da a´lgebra R = k 〈X〉 /IS
e´ dado pelo k-submo´dulo k 〈X〉irr gerado pelos monoˆmios irredut´ıveis de 〈X〉.
1Por conjunto de representates, entende-se escolher um u´nico elemento a ∈ k 〈X〉 para cada elemento
b ∈ R de forma que b = [a].
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Neste caso, a a´lgebra R pode ser identificada com o k-submo´dulo k 〈X〉irrque se torna
uma a´lgebra com multiplicac¸a˜o dada por a · b = rS(ab).
Demonstrac¸a˜o. Por induc¸a˜o transfinita e as hipo´teses do teorema vemos que todo elemento
de 〈X〉 e´ de reduc¸a˜o finita, uma vez que todo elemento minimal e´ irredut´ıvel pelo fato da
ordem ser compat´ıvel com S, e para um elemento geral, ao aplicarmos uma reduc¸a˜o que
age na˜o trivialmente, caso exista, ca´ımos na hipo´tese de induc¸a˜o. Segue tambe´m que todo
elemnto de k 〈X〉 e´ de reduc¸a˜o finita.
(b) ⇒ (a) Segue imediato das definic¸o˜es.
(a)⇒ (a’) Note que pela transitividade de ≤ e pelo fato de ≤ ser compat´ıvel com S temos
que rDσE age na˜o trivialmente em r(A), para A monoˆmio e r composic¸a˜o de reduc¸o˜es com
pelo menos uma agindo na˜o trivialmente, apenas quando DWσE < ABC. Note tambe´m que
se rDσE age na˜o trivialmente num elemento a ∈ k 〈X〉 enta˜o rDσE(a) = a+ λD(Wσ − fσ)E
para λ ∈ k\{0}. Juntando ambos os fatos temos a implicac¸a˜o desejada.
(a’) ⇒ (b) E´ suficiente mostrar que todos os monoˆmios D ∈ 〈X〉 sa˜o de reduc¸a˜o u´nica
pelo item 1. do lema C.1.1. Novamente, vamos usar induc¸a˜o transfinita. Pelo fato dos
elementos minimais serem irredut´ıveis, eles sa˜o de reduc¸a˜o u´nica. Suponha va´lido para
monoˆmios menores que D. Enta˜o o domı´nio de rS conte´m o submo´dulo gerado por esses
monoˆmios e o nu´cleo de rS conte´m ID. Temos que mostrar que dadas quaisquer duas reduc¸o˜es
rLσM ′ e rL′τM agindo na˜o trivialmente em D (cada uma das quais mandam D para uma
combinac¸a˜o linear de monoˆmios menores que D), temos rS(rLσM ′(D)) = rS( rL′σM (D)).
Podemos supor sem perda de generalidade que l(L) ≤ l(L′) onde l denota o comprimento da
palavra. Temos treˆs casos:
Caso 1: As subpalavras Wσ e Wτ se sobrepo˜em em D mas uma na˜o conte´m a outra.
Enta˜o D = LABCM onde (σ, τ , A,B,C) e´ uma ambigu¨idade de sobreposic¸a˜o em S e
rLσM ′(D)− rL′σM (D) = L(fσC −Afτ )M . Pela hipo´tese (a’) temos que fσC −Afτ ∈ IABC
donde segue que L(fσC − Afτ )M ∈ ILABCM = ID ∈ ker rS e portanto rS(rLσM ′(D))−
rS(rL′σM (D)) = 0 como deseja´vamos.
Caso 2: Uma das subpalavras Wσ,Wτ de D esta´ contida na outra. Este caso e´ ana´logo
ao caso 1 usando ambigu¨idades de inclusa˜o.
Caso 3: As subpalavrasWσ e Wτ sa˜o disjuntas em D, ou seja, D = LWσNWτM . Temos
que mostrar que rS(LfσNWτM) e rS(LWσNfτM) sa˜o iguais, mas usando a parte 2. do lema
C.1.1, vemos que ambos sa˜o iguais a rS(LfσNfτM).
Antes de mostrarmos que (b) ⇔ (c), note que (c) nos da´ uma cisa˜o do epimorfismo da
sequ¨eˆncia exata curta 0 → IS → k 〈X〉 → R → 0 e com imagem k 〈X〉irr, ou seja, temos a
decomposic¸a˜o k 〈X〉 = IS ⊕ k 〈X〉irr. De fato essa decomposic¸a˜o e´ equivalente ao item (c).
(b)⇒ (c) Neste caso temos uma projec¸a˜o rS definida em todo k 〈X〉 com contra-domı´nio
k 〈X〉irr. Note que para cada reduc¸a˜o r = rAσB temos que r(a) = a+ i para i ∈ IS , de fato
i = λA(Wσ − fσ)B para λ ∈ k. Segue que ker rS ⊆ IS . Por outro lado, usando 2. do lema
C.1.1, temos para um gerador linear de IS que rS(A(Wσ−fσ)B) = rS(AWσB)−rS(AfσB) =
0. Segue que IS = ker rS e k 〈X〉 = IS ⊕ k 〈X〉irr.
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(c) ⇒ (b) Suponha que a ∈ k 〈X〉 possa ser reduzido para b e b′ irredut´ıveis. Note que
b− a ∈ IS e b′ − a ∈ IS donde b− b′ ∈ I ∩ k 〈X〉irr = 0.
Finalmente, a u´ltima parte segue de imediato da existeˆncia da projec¸a˜o rS : k 〈X〉 =
IS ⊕ k 〈X〉irr → k 〈X〉irr.
Vejamos um corola´rio que nos interessa e que serve como exemplo de aplicac¸a˜o deste
teorema.
Corola´rio C.1.3 Considere a a´lgebra O(SLq(2)) achada no exemplo 1.2.13, enta˜o o con-
junto B = {δ0,lmakblcmdn : k, l,m, n ∈ N} \{0} e´ uma base para o espac¸o vetorial O(SLq(2)).
Demonstrac¸a˜o. Defina X = {a, b, c, d}. Podemos colocar as relac¸o˜es definidoras de
O(SLq(2)) no sistema de reduc¸o˜es S = {σ1, . . . , σ7} com σ1 = (ba, qab); σ2 = (ca, qac);
σ3 = (da, qbc + 1); σ4 = (bc, qad − q); σ5 = (cb, bc); σ6 = (db, qbd) e σ7 = (dc, qcd) de
forma que a a´lgebra R do teorema acima coincide com O(SLq(2)). Note que o conjunto B e´
exatamente o conjunto dos monoˆmios irredut´ıveis sobre S e portanto uma base de C 〈X〉irr.
Defina uma ordem em X por a < b < c < d e para monoˆmios A,B ∈ 〈X〉 definimos A < B
se l(A) < l(B) ou se l(A) = l(B) usamos a ordem lexicogra´fica em X l(A). Note que tal
ordem e´ uma ordem total de semi-grupos compat´ıvel com S e satisfazendo a condic¸a˜o das
cadeias descendentes. Resta-nos mostrar que todas as ambigu¨idades sa˜o resolu´veis. Temos
as seguintes ambigu¨idades:
1− (σ4, σ2, b, c, a); 2− (σ4, σ5, b, c, b); 3− (σ5, σ1, c, b, a);
4− (σ5, σ4, c, b, c); 5− (σ6, σ1, d, b, a); 6− (σ6, σ4, d, b, c);
7− (σ7, σ2, d, c, a); 8− (σ7, σ5, d, c, b).
Vejamos que podemos resolver a segunda ambigu¨idade, sendo as outras ana´logas. Temos que
mostrar que b2c = rbσ51(bcb) e qadb− qb = r1σ4b(bcb) podem ser reduzidas para um elemento
comum. Note que
r1σ1d
(
rbσ41(b
2c)
)
= r1σ1d(qbad− qb) = q2abd− qb;
raσ61(qadb− qb) = q2abd− qb;
como deseja´vamos. O fato de B ser base para O(SLq(2)) segue do teorema da constatac¸a˜o
acima que B e´ base de C 〈X〉irr.
C.2 O lema da cobra e o lema dos cinco
Lema C.2.1 (Lema da cobra) Sejam R uma anel A,B,C,A′, B′, C ′ R-mo´dulos a` esquerda
e suponha que tenhamos o seguinte diagrama comutativo de morfismos de R-mo´dulos a` es-
APEˆNDICE C. ALGUNS LEMAS DE A´LGEBRA 147
querda:
A
f //
α
²²
B
g //
β
²²
C //
γ
²²
0
0 // A′
f ′
// B′
g′
// C ′
com linhas exatas. Enta˜o existe um morfismo δ : ker γ → cokerα tal que a seguinte sequ¨eˆncia
e´ exata
kerα
f¯ // kerβ
g¯ // kerγ δ // cokerα
[f ′] // cokerβ
[g′] // cokerγ (C.1)
onde f¯ e g¯ sa˜o as restric¸o˜es de f e g respectivamente e [f ′] e [g′] sa˜o os morfismos induzidos
no quociente. Se ale´m disso f e´ injetora enta˜o f¯ tambe´m o e´ e se g′ e´ sobrejetora enta˜o [g′]
tambe´m o e´.
Demonstrac¸a˜o. Tome c ∈ ker γ, enta˜o como g e´ sobrejetora existe b ∈ B tal que g(b) = c.
Temos que 0 = γ(g(b)) = g′(β(b)), portanto existe um u´nico a′ ∈ A′ tal que f ′(a′) = β(b).
Defina δ : ker γ → cokerα por δ(c) = a′ + Imα e vejamos que δ esta´ de fato bem definida,
isto e´, na˜o depende da escolha de b. Suponha que b1 ∈ B seja tal que g(b1) = c e tome a′1 tal
que f ′(a′1) = β(b1). Temos que g(b−b1) = 0, donde existe a ∈ A tal que f(a) = b−b1. Enta˜o
f ′(a′−a′1) = β(b− b1) = β(f(a)) = f ′(α(a)) e como f ′ e´ injetora temos a′−a′1 = α(a) donde
segue que a′ + Imα = a′1 + Imα. Portanto δ e´ um morfimso de R-mo´dulos bem definido.
Resta-nos mostrar a exatida˜o de (C.1).
E´ claro que Im f¯ ⊆ ker g¯. Tome b ∈ ker g¯ ⊆ kerβ, enta˜o existe a ∈ A tal que f(a) = b e
assim f ′(α(a)) = β(f(a)) = β(b) = 0. Como f ′ e´ injetora temos α(a) = 0, ou seja a ∈ kerα,
b = f¯(a) e ker g¯ ⊆ Im f¯ .
Que Im g¯ ⊆ ker δ vem do fato que se b ∈ kerβ enta˜o podemos escolher o pro´prio b para
achar δ(g¯(b)) e o a′ correspondente e´ 0 uma vez que β(b) = 0. Suponha c ∈ ker δ e sejam
b ∈ B tal que g(b) = c e a′ ∈ A′ tal que f ′(a′) = β(b). Como δ(c) = 0 enta˜o a′ ∈ Imα,
ie, existe a ∈ A tal que α(a) = a′ e assim β(b) = f ′(a′) = f ′(α(a)) = β(f(a)), ou seja
b− f(a) ∈ kerβ. Como gf = 0 temos g(b− f(a)) = g(b) = c donde c ∈ Im g¯.
Tome δ(c) ∈ Im δ e sejam a′ ∈ A′ e b ∈ B como na contruc¸a˜o de δ. Enta˜o [f ′](δ(c)) =
[f ′](a′+Imα) = f ′(a′)+Imβ = β(b)+Imβ = 0, ou seja, Im δ ⊆ ker[f ′]. Por outro lado, dado
a′+Imα ∈ ker[f ′] temos f ′(a′) = β(b) para algum b ∈ B e γ(g(b)) = g′(β(b)) = g′(f ′(a′)) = 0
e pela contruc¸a˜o de δ temos δ(g(b)) = a′ + Im a, donde ker[f ′] ⊆ Im δ.
E´ claro que Im[f ′] ⊆ ker[g′]. Tome b′ + Imβ ∈ ker[g′], enta˜o g′(b′) = γ(c) para algum
c ∈ C. Como g e´ sobrejetora existe b ∈ B tal que c = g(b), enta˜o g′(β(b)) = γ(g(b)) = γ(c) =
g′(b′), ou seja, b′ − β(b) ∈ ker g′ = Im f ′. Tome a′ ∈ A′ tal que f ′(a′) = b′ − β(b), enta˜o
[f ′](a′ + Imα) = f ′(a′) + Imβ = b′ − β(b) + Imβ = b′ + Imβ, donde ker[g′] ⊆ Im[f ′].
A u´ltima afirmac¸a˜o do lema e´ evidente.
Lema C.2.2 (Lema dos cinco) Sejam R uma anel A,B,C,D,E,A′, B′, C ′, D′, E′ R-mo´dulos
a` esquerda e suponha que tenhamos o seguinte diagrama comutativo de morfismos de R-
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mo´dulos a` esquerda:
A
f1 //
φ1
²²
B
f2 //
φ2
²²
C
f3 //
φ3
²²
D
f4 //
φ4
²²
E
φ5
²²
A′ g1
// B′ g2
// C ′ g3
// D′ g4
// E′
com linhas exatas. Suponha que φ2 e φ4 sejam isomorfimos, φ1 seja epimorfismo e φ5 seja
monomorfismo. Enta˜o φ3 e´ um isomorfismo.
Demonstrac¸a˜o. Suponha φ3(c) = 0 para algum c ∈ C, enta˜o temos φ4(f3(c)) = g3(φ3(c)) =
0. Usando a injetividade de φ4 temos f3(c) = 0 e usando a exatida˜o da primeira linha, ∃b ∈ B
tal que f2(b) = c. Temos que g2(φ2(b)) = φ3(f2(b)) = φ3 (c) = 0 e pela exatida˜o da linha de
baixo temos que ∃a′ ∈ A′ tal que g1(a′) = φ2(b). Pela sobrejetividade de φ1 tome a ∈ A tal
que a′ = φ1(a), e portanto φ2(b − f1(a)) = g1(a′) − g1(φ1(a)) = 0, donde pela injetividade
de φ2 temos b = f1(a). Voltando para c, temos c = f2(b) = f2(f1(a)) = 0 pela exatida˜o da
primeira linha. Conclu´ımos assim que φ3 e´ injetora.
Tome c′ ∈ C ′ e pela sobrejetividade de φ4 tome d ∈ D tal que φ4(d) = g3(c′). Aplicando
g4 nesta igualdade e utilizando a exatida˜o da linha de baixo temos g4(φ4(d)) = g4(g3(c′)) = 0.
Assim φ5(f4(d)) = g4(φ4(d)) = 0 e pela injetividade de φ5 temos f4(d) = 0. Agora, usando
a exatida˜o da linha de cima achamos c ∈ C tal que d = f3(c). Temos que g3(φ3(c)) =
φ4(f3(c)) = g3(c′) e pela exatida˜o da linha de baixo temos que ∃b′ ∈ B′ tal que c′ − φ3(c) =
g2(b′). Pela sobrejetividade de φ2 tomamos b ∈ B tal que φ2(b) = b′, assim φ3(f2(b)) =
g2(φ2(b)) = g2(b′), donde c′ = φ3(c+ f2(b)). Conclu´ımos que φ3 e´ sobrejetora.
Apeˆndice D
Variedades diferencia´veis
D.1 Definic¸o˜es ba´sicas
Neste apeˆndice revisaremos alguns conceitos e resultados relacionados a teoria de variedades
diferencia´veis. Para provas dos resultados e mais detalhes ver qualquer livro deste assunto,
por exemplo [28], [33], [34] e [40].
Fixe M um espac¸o topolo´gico Hausdorff.
Uma carta local (de dimensa˜o n) em M e´ um par (U,ψ) onde U e´ um aberto de M e
ψ : U → Rn e´ uma aplicac¸a˜o cont´ınua tal que U e´ homeomorfo a sua imagem.
Iremos omitir a dimensa˜o da carta local, ficando essa subentendida no contexto.
Definic¸a˜o D.1.1 Diremos que M e´ uma variedade topolo´gica de dimensa˜o n se para todo
x ∈M existe uma carta local (U,ψ) tal que U e´ vizinhanc¸a aberta de x.
Definic¸a˜o D.1.2 Seja M uma variedade topolo´gica de dimensa˜o n. Um atlas diferencia´vel
de classe Ck para M e´ um conjunto A = {(Ui, ψi)}i∈I de cartas locais de forma que {Ui}i∈I
e´ uma cobertura aberta de m e para cada par (i, j) tal que Ui∩Uj 6= ∅, a aplicac¸a˜o ψj ◦ψ−1i :
ψi(Ui∩Uj)→ ψj(Ui∩Uj) e´ de classe Ck. Tal atlas e´ dito ser completo se para toda carta local
(U,ψ) com a propriedade que ∀i com U∩Ui 6= ∅ a aplicac¸a˜o ψi◦ψ−1 : ψ(U∩Ui)→ ψi(U∩Ui)
e´ de classe Ck implica que (U,ψ) ∈ A.
Pode-se provar que todo atlas A0 esta´ contido em um u´nico atlas completo A, a saber,
A = {(U,ψ) | (U,ψ) e´ carta local e ψi ◦ ψ−1 : ψ(U ∩ Ui) → ψi(U ∩ Ui) e´ de classe Ck ∀i tal
que U ∩ Ui 6= ∅}.
Definic¸a˜o D.1.3 Um variedade diferencia´vel de dimensa˜o n e classe Ck e´ uma par (M,A)
ondeM e´ uma variedade topolo´gica paracompacta de dimensa˜o n e A e´ um atlas diferencia´vel
completo de classe Ck. Em particular se k =∞, diremos que a variedade e´ suave.
Observac¸a˜o D.1.4 1. Neste trabalho, suporemos sempre que as variedades diferencia´veis
sa˜o de classe C∞.
149
APEˆNDICE D. VARIEDADES DIFERENCIA´VEIS 150
2. Pelo fato de todo atlas estar contido em um u´nico atlas completo, para construir uma
variedade a partir de um espac¸o topolo´gico Hausdorff, e´ suficiente apresentar um atlas
diferencia´vel.
3. A exigeˆncia de paracompacidade para M vem do fato que neste caso podemos garantir
a existeˆncia de partic¸a˜o de unidade, a qual e´ amplamente utilizada para construc¸a˜o de
estruturas globais em variedades.
Definic¸a˜o D.1.5 Seja M uma variedade diferencia´vel. Uma func¸a˜o real cont´ınua f :
M → R e´ dita ser diferencia´vel se para qualquer qualquer carta local (U,ψ), a aplicac¸a˜o
f ◦ψ−1 : ψ(U)→ R e´ (infinitamente) diferencia´vel. Denotaremos o espac¸o das func¸o˜es reais
diferencia´veis por C(M).
Observac¸a˜o D.1.6 A notac¸a˜o acima e´ a mesma para func¸o˜es cont´ınuas e poder´ıamos optar
por utilizar C∞(M), no entanto, no caso diferencia´vel sempre consideraremos C(M) como
aplicac¸o˜es diferencia´veis.
Definic¸a˜o D.1.7 Sejam M1 variedade diferencia´vel de dimensa˜o n1 e M2 de dimensa˜o n2,
diremos que uma func¸a˜o cont´ınua ϕ : M1 → M2 e´ diferencia´vel se para qualquer func¸a˜o
f :M2 → R diferencia´vel temos que f ◦ ϕ tambe´m e´ diferencia´vel.
Para um ponto m ∈ M definimos F(m) como o conjunto de todas as func¸o˜es reais
diferencia´veis definidas numa vizinhanc¸a de m. Podemos definir uma soma e um produto
para elementos f, g de F(m) definindo o domı´nio como sendo a intersecc¸a˜o das vizinhanc¸as e
a imagem e´ dada por soma ou produto pontuais. Da mesma forma definimos λf para λ ∈ R
e f ∈ F(m).
Definic¸a˜o D.1.8 Um vetor tangente a M no ponto m e´ uma aplicac¸a˜o v : F(m) → R
satisfazendo:
1. v(λf + µg) = λv(f) + µv(g) para f, g ∈ F(m) e λ, µ ∈ R;
2. v(fg) = v(f)g(m) + f(m)v(g) para f, g ∈ F(m).
Pode-se mostrar que o conjunto dos vetores tangentes num ponto m ∈ M e´ um espac¸o
vetorial de dimensa˜o n = dimM . Tal conjunto e´ denominado espac¸o tangente de M no
ponto m e e´ denotado por TmM . Dada uma aplicac¸a˜o diferencia´vel ϕ : M1 → M2 entre
duas variedades podemos definir o diferencial de ϕ no ponto m ∈M1 como a aplicac¸a˜o linear
dϕm : TmM1 → Tϕ(m)M2 por
dϕm(v)(g) = v(g ◦ ϕ)
para v ∈ TmM e g ∈ F(ϕ(m)). Ao longo do texto tambe´m utilizaremos a notac¸a˜o (ϕ∗)m ou
simplesmente ϕ∗ para dϕm.
Defina o fibrado tangente de M por TM :=
⋃
m∈M TmM , enta˜o podemos definir uma
estrutura diferencia´vel em TM de forma que a aplicac¸a˜o pi : TM →M definida por pi(v) = m
para v ∈ TmM seja diferencia´vel.
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Definic¸a˜o D.1.9 Um campo vetorial numa variedade M e´ uma aplicac¸a˜o diferencia´vel X :
M → TM tal que pi ◦X = idM . O espac¸o de todos os campos vetoriais sera´ denotado por
X(M).
Podemos definir o produto de uma func¸a˜o real diferencia´vel f ∈ C(M) por um campo
vetorial X ∈ X(M) por fX(m) = f(m)Xm onde Xm denota X(m). Pode-se mostrar que
fX ∈ X(M) e que X(M) e´ um C(M)-mo´dulo. Note tambe´m que em cada ponto m ∈ M e
Xm(f) e´ um nu´mero real para f ∈ C(M) e X ∈ X(M) donde podemos pensar X(f) como
uma func¸a˜o de M em R. E´ va´lido que X(f) ∈ C(M).
Dados dois campos vetoriais X,Y ∈ X(M), temos que a expressa˜o X(Y (f))− Y (X(f))
define um novo campo vetorial denotado por [X,Y ] e chamado de comutador de X e Y .
Temos que X(M) com esse comutador se torna uma a´lgebra de Lie.
Para cada ponto m ∈ M considere o dual de TmM o qual denotaremos por T ∗mM .
Definimos o fibrado cotangente por T ∗M =
⋃
m∈M T
∗
mM e novamente temos uma estrutura
diferencia´vel de forma que a projec¸a˜o pi : T ∗M → M definida por pi(ζ) = m para ζ ∈ T ∗mM
seja diferencia´vel.
Definic¸a˜o D.1.10 Uma 1-forma diferencia´vel emM e´ uma aplicac¸a˜o diferencia´vel α :M →
T ∗M tal que pi ◦ α = idM . Denotaremos o espac¸o de todas 1-formas por Ω1(M).
Da mesma forma podemos definir o produto de uma func¸a˜o f ∈ C(M) por uma 1-forma
α ∈ Ω1M por fa(m) = f(m)αm, donde Ω1(M) e´ um C(M)-mo´dulo. De fato, no contexto
de fibrados do cap´ıtulo 3, temos que TM e T ∗M sa˜o fibrados vetoriais ale´m de que X(M) e
Ω1(M) sa˜o nada mais que o espac¸o das sec¸o˜es diferencia´veis de TM e T ∗M respectivamente.
Confundindo o espac¸o tangente de R em qualquer ponto com o pro´prio R, temos que para
uma func¸a˜o f ∈ C(M) e m ∈M o diferencial dfm de f no ponto m e´ uma aplicac¸a˜o linear de
TmM em R, ou seja dfm ∈ T ∗mM e assim temos uma 1-forma df definida por df(m) = dfm.
Em outras palavras temos uma aplicac¸a˜o d : C(M) → Ω1(M) que associa uma func¸a˜o real
diferencia´vel a uma 1-forma diferencia´vel. Tal aplicac¸a˜o satisfaz a regra de Leibniz
d(fg) = fdg + gdf
de fato
d(fg)m(v) = v(fg) = f(m)v(g) + g(m)v(f) = (fdg)m(v) + (gdf)m(v)
para v ∈ TmM . Ale´m disso seM for uma variedade compacta na˜o e´ dificil ver que a imagem
da aplicac¸a˜o d gera Ω1(M) como C(M)-mo´dulo. Essas duas propriedades sera˜o o ponto de
partida para a definic¸a˜o de ca´lculo diferencia´vel de primeira ordem no cap´ıtulo 2.
Definic¸a˜o D.1.11 Seja V um espac¸o vetorial real, diremos que uma aplicac¸a˜o multilinear
α : V × · · · × V → R (r vezes) e´ alternada se
α(v1, . . . , vr) = sgn(σ)α(vσ(1), . . . , vσ(r))
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para qualquer permutac¸a˜o σ ∈ Sr.
Para uma variedade M , denotaremos por Λrm(M) o espac¸o de todas as aplicac¸o˜es alter-
nadas em TmM . Pode-se verificar que se r > n = dimM enta˜o Λrm(M) e´ o espac¸o vetorial
nulo. Definiremos a aplicac¸a˜o ∧ : Λrm(M)× Λqm(M)→ Λr+qm (M) impondo que
(ξ ∧ η)(v1, . . . , vr+q) = 1
r!q!
∑
σ∈Sr+q
sgn(σ)ξ(vσ(1), . . . , vσ(r))η(vσ(r+1), . . . , vσ(r+q))
e se definirmos Λm(M) =
⊕n
r=0 Λ
r
m(M) onde Λ
0
m(M) = R temos que (Λm(M),∧) e´ uma
a´lgebra graduada. Chamaremos a aplicac¸a˜o ∧ : Λm(M) → Λm(M) de produto exterior.
Definimos Λr(M) =
⋃
m∈M Λ
r
m(M) e Λ(M) =
⋃
m∈M Λm(M). Novamente podemos mostrar
que esses objetos sa˜o fibrados vetoriais diferencia´veis com base M .
Definic¸a˜o D.1.12 Uma forma (resp. r-forma) diferencia´vel e´ uma aplicac¸a˜o diferencia´vel
α : M → Λ(M) (resp. α : M → Λr(M)) tal que pi ◦ α = idM . Os espac¸o das formas (resp.
r-formas) diferencia´veis sera´ denotado por Ω(M) (resp. Ωr(M)).
Observac¸a˜o D.1.13 1. Note que o espac¸o Ω1(M) aqui definido e´ o mesmo definido an-
teriormente e Ω0(M) nada mais e´ que C(M).
2. Temos tambe´m que o produto exterior se estende para o espac¸o das formas fazendo
(α ∧ β)m = αm ∧ βm.
3. Por construc¸a˜o Ωr(M) tambe´m pode ser considerado como o espac¸o das aplicac¸o˜es
C(M)-r-lineares alternadas sobre X(M).
4. Dada uma aplicac¸a˜o diferencia´vel ϕ : M1 → M2 entre duas variedades, iremos definir
uma aplicac¸a˜o ϕ∗ : Ω(M2)→ Ω(M1) satisfazendo
ϕ∗α(Z1, . . . , Zr) = α(ϕ∗Z1, . . . , ϕ∗Zr)
para α ∈ Ωr(M2), Z1, . . . , Zr ∈ X(M1). A forma ϕ∗α e´ dita ser o pullback de α por ϕ.
Teorema D.1.14 Existe uma u´nica aplicac¸a˜o linear d : Ω(M) → Ω(M) de grau 1 (ie,
d(Ωr(M)) ⊆ Ωr+1(M)) satisfazendo:
1. d2 = 0;
2. d(α ∧ β) = dα ∧ β + (−1)rα ∧ dβ para α ∈ Ωr(M) e β ∈ Ω(M);
3. df e´ o diferencial de f se f ∈ C(M).
A aplicac¸a˜o d e´ chamada de derivac¸a˜o exterior.
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No caso em que a variedade e´ compacta pode-se mostrar que o espac¸o das r-formas e´
gerado como C(M)-mo´dulo por elementos da forma df1 ∧ · · · ∧ dfr para f1, . . . , fr ∈ C(M).
Esse fato junto com o teorema sa˜o a motivac¸a˜o da definic¸a˜o de ca´lculo superior no cap´ıtulo
2.
Proposic¸a˜o D.1.15 Para uma r-forma α ∈ Ωr(M) e campos vetoriais X1, . . . , Xr+1 ∈
X(M) e´ va´lida a relac¸a˜o
dα(X1, . . . , Xr+1) =
r+1∑
i=1
(−1)i+1Xi(α(X1, . . . , X̂i, . . . , Xr+1)+
+
∑
1≤i<j≤r+1
(−1)i+jα([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xr+1)
onde o s´ımbolo ˆ indica que o termo foi omitido.
Temos em particular no caso r = 1 da proposic¸a˜o
dα(X,Y ) = X(α(Y ))− Y (α(X))− α([X,Y ])
para α ∈ Ω2(M) e X,Y ∈∈ X(M).
Definic¸a˜o D.1.16 Seja G um grupo com uma estrutura diferencia´vel. Diremos que G e´ um
grupo de Lie se a multiplicac¸a˜o e a inversa˜o forem aplicac¸o˜es diferencia´veis.
Em particular temos que para cada g ∈ G a aplicac¸a˜o Lg : G→ G dada por Lg(h) = gh
e´ uma aplicac¸a˜o diferencia´vel.
Definic¸a˜o D.1.17 Seja G um grupo de Lie. Diremos que uma campo vetorial X ∈ X(G) e´
invariante a` esquerda se para quaisquer g, h ∈ G temos que Lg∗(Xh) = Xgh. Denotaremos o
espac¸o dos campos invariantes a` esquerda por g.
Pode-se mostrar que o comutador de dois campos vetoriais invariantes a` esquerda con-
tinua invariante a` esquerda. Segue que g e´ uma a´lgebra de Lie. Dado um vetor v ∈ TeG
(onde e e´ a unidade do grupo) temos um campo vetorial invariante a` esquerda definido por
Xv(g) = Lg∗(v). De fato uma campo X ∈ g e´ o campo vetorial gerado Xe desta forma. Ou
seja, temos um isomorfismo TeG ∼= g. Em particular se tivermos uma aplicac¸a˜o diferencia´vel
ϕ : G → M temos que o diferencial em e e´ uma aplicac¸a˜o cujo domı´nio e´ a a´lgebra de Lie,
dϕe : g→ Tϕ(e)M .
Teorema D.1.18 Sejam G e H grupos de Lie com a´lgebra de Lie g e h respectivamente
e suponha G simplesmente conexo. Para um homomorfismo de a´lgebras de Lie ψ : g → h
existe um u´nico homomorfismo de grupos de Lie ϕ : G→ H tal que dϕ = ψ.
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Pense R como um grupo de Lie com a soma. Se G e´ um grupo de Lie e X ∈ g enta˜o
λd/dr 7→ λX nos da´ um homomorfismo da a´lgebra de Lie de R com g (onde d/dr e´ a base
de T0R proveniente da identidade vista como carta local). Como R e´ simplesmente conexo
temos um u´nico homomorfismo expX : R→ G tal que
d expX
(
λ
d
dr
)
= λX.
Finalmente, definiremos a aplicac¸a˜o exponencial exp : g→ G por exp(X) = expX(1).
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