A large fixed number of buffer spaces is given. We consider the problem of allocating these spaces among the nodes of a tandem of last-come-first-served queues with general service time distributions and Poisson external arrivals so as to optimize some performance criterion associated with the time to buffer overflow, such as maximizing its mean or maximizing the probability that it exceeds some value. Consider the following rule of thumb: allocate the buffer spaces in inverse proportion to the logarithms of the effective service rates at the nodes. Here effective service rate denotes the ratio of the service rate to the stationary arrival rate. We prove that this rule of thumb achieves a nearly optimal buffer allocation under the assumption that the service time distributions satisfy an exponential tail condition. This problem has been studied earlier in the context of Jackson networks, where it was shown that the same rule of thumb achieves an allocation that is close to optimal. The technique of proof here is similar, but there are important differences. Both Jackson networks and the LCFS tandems considered here are product form networks (with infinite buffers). Optimism should lead us to expect that the near optimality of this rule of thumb holds much more generally for product-form networks, but this remains a conjecture at present.
Introduction
Networks of queues are used as models for the queueing processes taking place in manufacturing systems, computer networks, and communication networks. An important problem in these applications is how best to allocate buffer spaces among the nodes of the network so as to avoid frequent overflows. Indeed, buffer overflow often has catastrophic consequences in the applications above.
In this note we address the problem using an asymptotic approach. That is, we assume that the number of buffer spaces to be allocated is relatively large.
Our network model will be a tandem of last-come-first-served (LCFS) queues with general independent and identically distributed (i.i.d.) service times and Poisson input. Tandems of LCFS queues with infinite buffers are product form queueing networks (see Kelly [5] ), admitting a particularly simple form of stationary probability distribution. The problem studied is how to allocate a fixed amount N of total buffer space among the nodes of such a network so as to optimize some performance criterion associated with the time to buffer overflow, such as maximizing its mean or maximizing the probability that it exceeds some value.
In the context of the Jackson network, which is also a product form model, this problem has been studied by several researchers. A rule of thumb for that case is proposed in Anantharam [1] , and analyzed there and in Anantharam and Ganesh [2] . Several simulation based approaches have also been tried, see, for example Cottrell et al. [3] , Ho et al. [4] , and Parekh and Walrand [6, 7] . Here, we make a start in the direction of extending the results in [1] to non-Jacksonian product form queueing networks.
In [1] the following rule of thumb for this problem was considered: allocate the buffer space in inverse proportion to the logarithms of the effective service rates at the nodes, where effective service rate means the ratio of the service rate to the stationary arrival rate in the network with infinite buffers. It was shown that this rule of thumb is accurate to within a constant times log N as the amount N of buffer space to be allocated becomes large. That is, for any reasonable cost function associated with the time to buffer overflow, the allocation that is optimal for this cost function is within a constant times log N of the rule of thumb. One way to interpret this result is that the size of the search space to determine the actual buffer allocation is reduced from N d-1 to (log N) d, where d denotes the number of nodes in the network.
Our contribution in this work is to obtain the identical result in the case of tandems of M/G/1-LCFS queues, that is, queues with general i.i.d, service times, last-come-first-served queueing discipline, and Poisson external arrivals into the first queue in the tandem. We need to assume, however, that the service time distributions satisfy an exponential tail condition.
In section 2 we introduce some notation and state the problem more formally. We state our main theorem in section 3 and use it to obtain our result about the approximate optimality of the rule of thumb. Section 4 deals with the proof of the theorem stated in section 3.
The reason that the problem of extending the validity of the rule of thumb to general product-form networks is significantly different from the case of Jackson networks is that in general such networks lack an important monotonicity property. Increasing the number of customers initially in the system does not necessarily increase the amount of work done in the system upto an arbitrary time. For example, in the case of LCFS networks, the extra customers may cause extra preempts and thus prevent work from moving smoothly through the system. Hence, the techniques developed for Jackson networks do not carry over in a simple way. In particular, the method used to prove lemma 1 in section 4 of this paper is very different from that used in Anantharam [1] to establish a similar lemma for Jackson networks.
Problem formulation
The model we consider in this paper is a collection of d nodes or service centers, connected in series with no feedback. Customers arrive from the external world into the first queue according to a Poisson process of rate A. On completing service at node i, 1 ~< i<<.d-1, the customer enters node i + 1. On completing service at node d, the customer leaves the system. Service times are assumed to have a general distribution, i.i.d, at each node, independent from node to node, and also independent of the arrival 19rocess. The mean service time at node i is denoted 1/~ i.
We define the quantity Pi ~--/~/#i and assume that Pi < 1 for all i. This is a natural requirement if the network is to operate for reasonably long periods of time without buffer overflow. The service discipline at the nodes is assumed to be last-come-firstserved (LCFS). In particular, if a customer enters a queue while a service is taking place, then the service in progress is interrupted and the server starts work on the new customer. After completing service on new arrivals, the server resumes service on the interrupted customer, that is, the service already delivered to that customer is not wasted.
Let J((t) = ((Ql(t), B1 (t)),..., (Qa(t), Bd(t))) denote the state process. Here Qi(t) is the queue length at node i including the customer undergoing service, and Bi(t ) is the vector of service times already delivered to the customers currently at node i. We construct the stochastic process X(t) on a sample space consisting of a Poisson arrival processes and i.i.d, sequences of service requirements at the individual nodes which are handed out to customers in the order of their arrival and assumed to be independent from node to node and also independent of the arrival process. We define the filtration ~t to be the sigma algebra generated by (Xs, 0 <% s <% t). It follows that the residual service time vector Yi(t) for the customers in queue i at time t satisfies
It also follows from the above construction that ((X(t),Ut), t > 0) is a Markov process.
It is known for this model that the network is stable under the assumption Pi < 1 for all i, 1 ~< i~< d. Further, the stationary distribution of the number of customers in the system has a particularly simple form (see Kelly [5] ), and is given by
We shall need the following assumption about the residual service time distribution:
where/3 is a deterministic constant that does not depend on B(t). Here Bi(t ) denotes the amount of service already delivered to a customer in queue i, and Yi(t) the residual service that needs to be delivered to that customer. In other words, the mean residual service time is uniformly bounded irrespective of the amount of service already delivered. It can be shown that this assumption is equivalent to the assumption that the moment generating function of the service time distribution is finite in an open neighborhood of 0. We are interested in the problem of assigning N buffer spaces to the nodes of this network so as to optimize some cost function associated to the time to buffer overflow of the network started empty. Call (N1,N2,...,Nd) an allocation if where xi = (qi, bi) for 1 ~< i~< d. We call B the boundary for this allocation. Then, the time for a buffer overflow to occur in the system started empty is the same as the time for the Markov chain X(t), started at the origin, to hit the set B. We shall show that, for any performance measure associated with this time, the rule of thumb stated below is approximately optimal in the sense that it lies within a constant times log N of the exact optimal allocation.
Main result
The following rule of thumb was considered in Anantharam [1] : Given N buffer spaces, allocate roughly piN spaces to node i, where the fraction Pi is such that c ~Pi log pi 1 is a constant independent of i, and E~=lPi = 1. In other words, Pi = -c/log Pi where c = -(E?_l log pi) -1. It was shown that if (N1,... , Na)is an optimal allocation, it must be close to the rule of thumb in the sense that
for a constant K independent of N, and large enough N. More precisely, if any allocation differs from the rule of thumb by more than the above amount along a subsequence of N--+ oe, it performs worse than the rule of thumb along that subsequence. We show the identical result to be true for our model as well.
We now introduce some notation, cr denotes an infinite subset of the positive integers. We write limu+ ~ for N going to cc along the subsequence or. Given two functions f(N) and ~(N) on the positive integers, we write f(
Finally, ~11 logarithms are assumed to be to the base 2.
Let T have the distribution of the time to buffer overflow when the system is started empty. This depends on N and the buffer allocation but this dependence will be suppressed from the notation. In the next section, we prove the following theorem. Here a buffer allocation scheme consists of a buffer allocation (N1,..., Nd) for each N. Here we use this theorem to justify the rule of thumb stated above. This short argument is identical to that in Anantharam [1] but is repeated for the convenience of the reader. 
Proof of theorem 1
Consider any buffer allocation (N1,..., Nd), E/d= 1Ni = N, and the associated boundary B as defined in (2.
4). Recall that X(t) = (Q(t), B(t))
was defined as the state process, where Q(t) is the vector queue length process. Let a denote the probability that the Markov process X(t), starting at the origin, hits B before returning to zero. where 7r(q) is given in (2.2) and we have used the fact that the definition of the set B involves only the queue lengths, q. We now relate a to the time to buffer overflow using pathwise probabilistic arguments. The approach closely follows that in Anantharam [1] . Consider a path of the process starting at 0 and ending when it hits B for the first time. Call this time T. The path consists of a certain number of cycles, u, where the process returns to 0 without hitting B, and a last segment where it hits B before returning to 0. The u cycles defined above are i.i.d., independent of u, and u is a geometric random variable; these assertions are a simple consequence of the fact that the network evolution regenerates when it hits 0 because of the assumption of Poisson arrivals. Thus, we have It is easy to see that (1 -a)E5 + aEA is the mean time taken to either return to 0 or visit B, starting from 0. This is less than the mean time to return to 0 starting from 0 and after having had customers in the network with infinite buffers. Call this latter time T 0. Clearly, the distribution of To is independent of N and the buffer allocation, and it is easy to verify that To has finite mean and variance. Then, from (4.5), Also observe that 5 stochastically dominates an exponential random variable of mean A -1. Indeed, if the network is empty, we have to wait at least that long for an arrival. From (4.2) and (4.4), and since an independent geometric sum of independent exponential random variables is exponential, it follows that T stochastically dominates an exponential random variable of mean (1 -a)/a),. Hence It now remains to relate a to the quantity g(N) defined in the last section. Consider a cycle started with the network empty and ending when the network empties again after having had customers. Notice that at the end of such a cycle the network regenerates because of the assumption of Poisson arrivals. In other words, the future evolution of the network after it becomes empty is independent of its entire past. It then follows that the paths of the system during such cycles are i.i.d., and hence, by a standard regenerative argument, we have mean time spent in B in a busy cycle 7r(B) = , (4.11)
ET <~ 1 ETo

E0r0
where E0 To denotes the mean time for the network to return to 0 after having had a customer. But the mean time spent in B in such a cycle is the product of o~ and the mean time spent in B until the network empties, starting in the conditional hitting distribution on B. Here a is as defined earlier.
Observe that the set B is entered because of an arrival into some queue, and can be left only when the number in this queue decreases by one. Because of the LCFS service discipline, this takes time at least equal to the total service time of the entering customer. Therefore, the mean time spent in B starting from the conditional hitting distribution until the system empties, is at least equal to the mean service time of the customer entering the queue that undergoes an overflow. Hence, a min ~_ 1 #i-1 ~r(B) >~ (4.12)
EoTo
Observe also that the mean time spent in B starting from the conditional hitting distribution, until the system empties, is dominated by the mean time for the system to empty starting from the conditional hitting distribution. In the lemma below, we show that, if the system is started with an arbitrary initial number of customers M, then the mean time for it to empty is dominated by a constant times M, where the constant will depend on the network parameters. When the queue length process hits B, it is clear from the definition of B that the number of customers in the system is at most N + 1. Using the lemma below, it then follows that the mean time to empty starting from the conditional hitting distribution on B is at most a constant times N + 1. Consequently, (4.13) Eo To for some constant k.
rc(B) <~ o&N
Since E 0 T o is some finite constant which doesn't depend on n, it follows from (4.12) and (4.13) that kite(B) N <~oe<~k2rc(B), (4.14) where k 1, k 2 are constants that don't depend on N. It is also easily seen from (2.2) and the definition of B that
k,g(N) -1 <~ rc(B) <~k2g(N) -t,
for some constants kl, k2. Substituting this in (4.14) gives klg(N ) <~ Oz -1 <k2Ng(N), (4.15) for some constants kl and k2. Finally, the theorem is easily seen to follow from (4.9), (4.10) and (4.15).
LEMMA 1
The mean time for a stable tandem of LCFS queues with Poisson arrivals to empty, when started with a total of N customers initially in the system, is bounded above by a constant times N, provided the exponential tail condition on the service time distribution stated in (2.3) holds. The constant may depend on the network parameters.
Proof
The proof of the lemma is by induction on the number of nodes in the tandem. We first establish the basis case, which is d = 1.
Color the customers initially in queue blue, and color new arrivals red. It is clear from the LCFS nature of service discipline that blue customers are worked on only when there are no red customers in the queue. Thus, the process of red customers is seen to evolve like the process of the same LCFS queue, started empty. Since the queue was assumed to be stable, the process of red customers has regenerative i.i.d, busy cycles of finite mean length. Every busy period is followed by a random exponential time of mean 1/A during which no red customers arrive, and therefore blue customers are served. Define S O = O. For k >i 1, let T k denote the first time after Sk _ 1 that a red customer enters the system, and Sk the first time after Tk that the system is empty of red customers. Let t~ = irk -Sk-1 and sk = Sk -Tk. Define
where Yi is the residual service time needed for the ith customer initially in queue. Let 7" denote the time for the queue to empty. Then it is clear from above that
where, furthermore, the si are i.i.d., distributed like the length of a busy period, and independent of ~. Therefore Substituting this in (4.16) and using the assumption on the residual service times once more gives
Observing that -i-= 0 if N = 0 and that E[si] , the mean busy period, is some finite constant independent of N now gives the desired result, viz.,
for some constant c. The total number of arrivals during the period [0, ~-] is the sum of (e;-1) i.i.d, random variables, independent also of n, each of which is the number of arrivals during some busy period. Hence, it is easily seen that the number of arrivals is also bounded in mean by a constant times N. We now proceed with the induction step. Suppose that the result is true when there are d or fewer queues in the tandem. Consider a tandem ofd + 1 queues. Define "rd=inf t>0: 
Qi(t)=O
where A(t) denotes the total number of arrivals upto time t. But, by the induction
for some constant c. At time Td, the system consists of some number Qd+ 1 (7d) of customers in queue d + 1 and the remaining queues are empty. Color these customers blue and color new arrivals red. Consider the following modified system, where blue customers are worked on only when there are no red customers in any of the queues. If the modified process is constructed on the same sample space as the original process, that is, corresponding to the same external arrivals, service time assignments, and the same residual service times assigned to customers originally in the system at time rd, then it is easy to see that the original system becomes empty no later than the modified system (and possibly earlier). If we let r denote the time to empty in the original system, and r' in the modified system, then T~< T'. We shall now estimate T' --ra. As in the single queue case, this can be written as a sum Qd+l (7" 
Here s i is the length of the ith busy period of the entire system ofd + 1 queues, and ti the length of the ith idle period, which is exponentially distributed with mean k -1.
Consequently, the si are i.i.d, and independent of t~. Furthermore, since the tandem is known to be stable, the si have finite mean. Also, the t i are i.i.d., independent of the si. Hence, exactly the same arguments as in the case of a single queue suffice to
show that 
E[r' -TdI~] <~ CQd+ I (Td).
