A robust expectation-maximization method for the interpretation of small-angle scattering data from dense nanoparticle samples by Bakry, Marc et al.
HAL Id: hal-02416529
https://hal.inria.fr/hal-02416529
Submitted on 17 Dec 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
A robust expectation-maximization method for the
interpretation of small-angle scattering data from dense
nanoparticle samples
Marc Bakry, Oana Bunău, Houssem Haddar
To cite this version:
Marc Bakry, Oana Bunău, Houssem Haddar. A robust expectation-maximization method for
the interpretation of small-angle scattering data from dense nanoparticle samples. Journal
of Applied Crystallography, International Union of Crystallography, 2019, 52 (5), pp.926-936.
￿10.1107/S1600576719009373￿. ￿hal-02416529￿
1
A robust Expectation-Maximization method for the
interpretation of small angle scattering data on dense
nanoparticle samples
M. Bakry,a* H. Haddara and O. Bunăub
aINRIA-Saclay, 1 rue Honoré d’Estienne d’Orves Bâtiment Alan Turing Campus de
l’École Polytechnique 91120 Palaiseau France, and bXenocs SAS - Headquarters 19
rue François Blumet 38360 Sassenage France. E-mail: marc.bakry@gmail.com
Abstract
The Local Monodisperse Approximation (LMA) is a two-parameter model commonly
employed for the retrieval of size distributions from the small angle scattering (SAS)
patterns obtained on dense nanoparticle samples (e.g. dry powders and concentrated
solutions). This work features a novel implementation of the LMA model resolution
for the inverse scattering problem. Our method is based on the Expectation Maximiza-
tion iterative algorithm and is free from any fine tuning of model parameters. The
application of our method on SAS data acquired in laboratory conditions on dense
nanoparticle samples is shown to provide good results.
1. Introduction
The design of tools and methodology for the characterization of nanoparticles (NP),
in particular their sizing, is a major challenge in the fields of industrial preparation
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of nanomaterials (Potocnik, 2011) and environmental regulations (Rasmussen et al.,
2016). In this context small angle scattering (SAS) is gaining grounds against the more
commonly used electron microscopy techniques, due to minimal sample preparation
requirements and statistical relevance of the result.
The interpretation of SAS data in terms of NP sizing is a challenging task. For diluted
NP samples the typical methods relevant for the size determination with no hypothesis
on the form of the size distributions are based on the Monte-Carlo approach (Bressler
et al., 2015; Pauw et al., 2013), variational techniques (Glatter, 1977; Brunner-Popela
& Glatter, 1997; Weyerich et al., 1999) or, more recently, the Expectation Maximiza-
tion (EM) optimization scheme (Benvenuto et al., 2016). However these methods fail
to provide reliable sizing from SAS data measured on dense NP samples, where con-
centration effects are significant. As a workaround, dense samples are either diluted
prior to the SAS measurement to facilitate data interpretation or measured as such and
modelled as non-interacting NP on a restricted data range where the effects of particle
correlations are supposedly negligible (Rieker et al., 1999; Brunner-Popela et al., 1999).
There exist few interpretations of SAS data on dense samples that describe the entire
data range with an interacting model (Pedersen, 1994; Ehmann et al., 2013; Brunner-
Popela et al., 1999; Kremser et al., 2012; Bressler et al., 2015) and amongst these only
a notable minority deals with dry powders (Kremser et al., 2012; Bressler et al., 2015).
All the analysis cited above require user adjustable values such as smoothness con-
strains or the setting of model parameters, which adds complexity to the SAS data
interpretation in concentrated systems.
Accurate NP sizing from SAS data involves the design of a robust computational
tool that is applicable irrespective of the sample concentration, makes no hypothesis
on the form of the size distribution and ideally has no adjustable parameters, neither
for describing the particle interactions nor in the form of smoothness constrains. Nev-
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ertheless a generic shape must be assumed for the NP, since the distribution of sizes
and the particle form factor cannot be simultaneously extracted from the same data
set (Feigin & Svergun, 1987). This work features such a calculation tool all by focusing
on spherical NP with well defined interfaces (hard spheres).
The interaction models that have been proposed in the literature are based on a
statistical description of particle interactions (Torquato, 2002), which depend on the
dielectric properties of the NP and on their sizes. In the following we will focus on hard
sphere potentials within the Percus-Yevick closure relation (HSPY) (Vrij, 1978; Vrij,
1979). In particular, the local monodisperse approximation (LMA) is a simplifying
limit of HSPY where interactions are restricted in-between particles of identical sizes
(Kinning & Thomas, 1984). LMA amounts to a two-parameter linear model (Pedersen,
1997), distinct from the one describing the dilute limit, and is generally contained
in software packages dedicated to treating SAS data (Bressler et al., 2015; Breßler
et al., 2015; Pedersen, 1997). LMA is relatively easy to implement and solve, due to
the HSPY (and subsequently LMA) having an exact, analytical solution (contrary to
other interaction potentials and / or closure relations) and to the linear nature of the
model.
The main focus of this work is to feature a robust and highly efficient numerical
implementation of the LMA model with an EM algorithm. Contrary to alternative
implementations of LMA, ours is parameter-free in the sense that an automatic search
is performed in order to find the best model parameters with respect to the fitted data.
As our method does not involve any regularization scheme, it is free from optimization-
related (e.g. smoothness) parameters. The accuracy of the fit is measured using the
more complete HSPY model. This automatic parameter optimization is feasible due to
the low computational cost of EM as compared to Monte-Carlo or variational methods.
This article is organized as follows. Section 2 contains a synthetic view of the LMA
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model as well as its formulation in terms of the EM framework. Section 3 reports the
algorithmic details on its resolution and proves the validity of the method by applying
it to simulated data. Section 4 contains the application of the method to experimental
data issued on three distinct samples and the discussion of the results. The concluding
remarks are featured in section 5 whereas the appendix contains the formal description
of the EM minimization scheme as well as the various models implemented within this
work.
2. Theory
2.1. The LMA model
For an isotropic system of interacting particles the normalized scattered intensity
(i.e. the scattering probability per unit of sample thickness) reads (see for example


















is the volume fraction of the k size bin with nk the number of particles in the species,
V the illuminated volume and Q is the modulus of the scattering vector. FRk(Q) is
the form factor associated to the particles of size Rk and volume Vk and ∆ρSL is
the apparent scattering length density. In eq. (1) the partial structure factor Skl is a
dimensionless quantity describing the interaction between the particles of radius Rk
and the particles of radius Rl (refer to 6.3 for details).
For non-interacting particles the partial structure factor reduces to the identity
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For dense NP systems Skl is a matrix whose elements depend on the size distribution
{ρk} of the sample. Thus (1) is in general a strong non-linear problem which admits
an analytical solution in some particular cases such as the HSPY model (see 6.3).
LMA stands for the local monodisperse approximation to the HSPY model (see 6.3)
and consists in assuming that particles of a given size are assumed to be surrounded by,
and interacting with, other particles of the same size only (Skl = Skk · δkl). Following
the formulation in reference (Pedersen, 1997), the interactions are reduced to those
of a single population k parametrized with the hard-sphere volume fraction ρ? ≡ ρk







V (Rk) · |FRk(Q)|
2 · S(Q, ρ?, C? ·Rk) · ρk. (4)
The LMAmodel is therefore a two-parameter {C?, ρ?}model, linear in the unknowns
ρk. In the ideal monodisperse case, ρ? corresponds to the actual volume fraction of the
particles and C? has a value close to 1 meaning that the interaction radius is similar to
the particles radius. In the previous LMA implementations reported in the literature
these parameters are either set in advance (Bressler et al., 2015) or optimized through
a least-square method (Pedersen, 1994).
2.2. The EM solution to the LMA model
EM (formally described in 6.1), was first implemented in the context of interpreting
SAS data on diluted NP samples in reference (Benvenuto et al., 2016). The diluted
NP problem (3) is recast into a linear form as
I = [H(Q,R)] · ρ (5)
with I = (Ii)i∈[[1,m]] the experimental data assuming a discrete sampling Q = (Qi)i=1,m
and ρ = (ρj)j∈[[1,n]] the vector of unknowns (distribution of sizes).H(Q,R) is the matrix
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with entries




The implementation featured in this work exploits the linearity of the LMA model,
which makes it a good candidate to be solved within the EM framework. Indeed the
corresponding inverse problem (4) can be recast to :
I = [H(Q,R) S(Q,R;C?, ρ?)] · ρ (6)
where indicates the element-wise matrix multiplication. The partial factor S(Q,R;C?, ρ?)
is implemented according to the form in reference (Kinning & Thomas, 1984) (see detail
in 6.2 for the formulas related to the computation of the LMA model). For a given
pair {C?, ρ?} the inverse problem is linear as the interaction term S(Q,R) does not
depend on the unknown ρ, whose matrix elements are defined in (2).
Note that, while the inverse problem (6) could be reformulated for the unknowns
number concentrations nk/V instead of volume fractions ρk = nkVk/V , the former
is fundamentally more numerically unstable than the latter. In other words the H 
S matrix describing the scattering problem in terms of number concentration has a
smaller conditioning number than the one of the matrix describing the problem where
the unknowns are the particle volume fractions. As such, the former is more sensitive
to experimental noise as compared to the latter and its solution is often unreliable. For
this reason we chose to determine size distributions as volume fractions all through
this work.
Similar to the proof in 6.1 it can be formally shown that the EM algorithm applied
to the LMA problem does not suffer from local minima effects. In other words a unique
solution exists and the algorithm is guaranteed to find it for any {C?, ρ?} pair.
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3. Implementation and proof of concept
Our approach consists in looking for a solution that is acceptable from the HSPY
point-of-view but was obtained within LMA. In other words we use the LMA model
to solve the scattering problem while the more complete HSPY model will be used to
control the accuracy of the solution. If the data fit is satisfactory (experimental data
versus HSPY), the solution is validated.
In order to solve the scattering problem (6), we aim at determining the best LMA
model parameters {C?, ρ?} in terms of description of the experimental data. We per-
form a brute-force exploration of the parameters on a linear grid of values. Default
search ranges are ρ? ∈ [0, 1] and C? ∈ [0.8, 1.2] with a typical step of 0.01. Search
ranges can be restrained if some knowledge on the sample is available. For instance we
typically use ρ? ∈ [0, 0.4] and ρ? ∈ [0.4, 0.8] for solutions and powders, respectively.
More selective ranges may be used to save computation time. If the minimum is not
well defined one should decrease the search step. If the minimum is found next to one
of the bounds, the interval should be shifted.
For each couple {C?, ρ?}, the iterative, parameter - free Expectation Maximization
(EM, see Appendix 6.1) algorithm is applied to determine the size distribution ρ most
likely (i.e. in the sense of maximizing the likelihood) to describe the SAS data I(Q)
according to the LMA model in (6). However, the effective reconstruction accuracy will
be measured by feeding the EM-solution (the model scattering corresponding to the
size distribution ρ) to the more complete HSPY model (see Appendix 6.3). The full
procedure of obtaining the HSPY model intensity from the LMA solution is described
in Appendix 6.3. The best LMA model parameters are chosen by minimizing the χ2
cost functional with respect to the HSPY model:
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where σi is the uncertainty on the i-th measured intensity value Iexp,i and IHSPY,i(ρ) is
the corresponding model-generated intensity at Qi. This function allows one to define
an easy criterion for assessing the reconstruction quality: χ2 ≤ 1 means that on average,
the computed solution lies within the data uncertainty.
Note that we have equally tried an algorithm based solely on the LMA model for
both solving the scattering problem and choosing the best couple of model parameters.
While more efficient in terms of computation time, it often gave un-physical solutions
for the size distributions in spite of the excellent data fits. This motivated us to refine
the values of the {C?, ρ?} parameters based the χ2 distance between the measure and
the HSPY model intensity (instead of LMA).
Note that the model parameter search on a grid is computationally possible thanks to
the intrinsic CPU efficiency of the EM algorithm, as a single run of the algorithm may
take less than a second. We preferred this brute force method to other optimization
techniques such as the gradient descent or the least-squares method (Pedersen, 1994)
to ensure that we explore the entire range of parameters. This procedure guarantees
the optimality of the particular LMA solution - indeed, we have noticed the existence of
several local minima in most of the cases, indicating that the least-squares or gradient
descent optimizations are inappropriate for solving this problem.
However, there is no guarantee of success : if, after having explored the entire space
of model parameters {C?, ρ?}, no reasonable fit was found, it implies the LMA model
is not a good enough approximation in order to describe the interactions in the sam-
ple. Nonetheless, a good data fit with respect to both the full HSPY model and its
simplifying limit LMA is a strong factor in favor of the validation of the solution.
The vector of sizes R of the LMA problem (6) contains linearly spaced values with
step ∆R = 0.5 · π/Qmax and covers values up to Rmax = 0.5 · π/∆Q with Qmax the
highest scattering vector measured and ∆Q the data resolution.
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We applied our method on simulated scattering data in order to prove its accuracy.
The reference curve was obtained by calculating the HSPY scattering of a 60 nm
Gaussian distribution with a total volume fraction of 0.3, then EM-LMA was applied
to the reference data (see Fig. 1). EM-LMA succeeds in retrieving the original sizes used
to generate the data. We obtain an excellent fit with both LMA and HSPY models,
indicating that LMA is a good approximation for HSPY in this particular case. Note



































Size reconstruction on simulated data corresponding to the scattering of 60 nm NP of
total volume fraction 0.3 and obeying a Gaussian distribution: fit (left) and
distribution of volume fractions (right). EM-LMA succeeds to retrieve the size
distribution used to generate the reference scattering curve.
The influence of the finite size of the incident beam is taken into account within
the forward model in the form of a convolution kernel applied to the model H(Q,R).
Failing which, the reconstruction misinterprets the experimental smearing and thus
results are biased with artefacts, i.e. will contain size populations that are not actually
real. We acknowledge it is far more reliable to describe smearing within the model and
invert the raw data, than to desmear the data and apply the no-smearing model upon
it. The latter is more prone to artifacts than the former as desmearing noised data is
yet another source of uncertainty.
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The importance of including the beam size effects within the model is illustrated
on simulated data, as follows. To emulate the finite beam effects we convoluted the
reference scattering curve described above with a Gaussian of width 0.075 nm−1 at half
maximum, standing for the point spread function (PSF) associated to the instrumental
resolution. EM-LMA is applied on the convoluted data, with and without taking into
account the convolution kernel in the forward model, as described in the previous
paragraph. The results are featured in Fig. 2. Size reconstruction fails if the beam size
effects are not described within the model, while the initial size distribution is retrieved
upon inclusion of the convolution kernel. Generally speaking the inclusion of the beam
size effects become paramount when the width of the PSF is of the same magnitude




































Size reconstruction on simulated data corresponding to the scattering of 60 nm NP
for an incident beam of finite size. On the left, the expected intensity is satisfactorily
fit upon inclusion of finite beam size effects in the forward model. On the right we
compare the reconstructed volume fractions with and without considering this effect.
It clearly appears that inclusion on beam resolution effects is essential for retrieving
the sizes.
A Monte Carlo procedure was implemented on top of EM-LMA in order to esti-
mate the uncertainties on the calculated volume fractions. This procedure assesses the
numerical stability of the reconstruction and is indirectly correlated with the noise level
in the data, i.e. the noisier the data, the higher the uncertainties of the results. A first
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iteration is run in order to refine the model parameters and get the LMA solution, as
described previously. Once the solution is found (i.e. for a given pair of model param-
eters) we test its stability by applying a random Poisson noise on the corresponding
model intensity and subsequently invert the newly obtained curve within EM-LMA.
The process is repeated 100 times. The uncertainties are calculated by taking the stan-
dard deviation of the solutions obtained during the Monte Carlo cycles. Typically we
notice that about 10 cycles are enough for uncertainties to converge with respect to
the number of Monte Carlo cycles.
4. Results and discussion
In this section we apply the previously introduced method to small angle X-ray scat-
tering (SAXS) data acquired on a laboratory instrument on three distinct samples
(two powders and a concentrated dispersion) and extract the NP size histogram. The
measurements were performed with commercial laboratory SAXS devices (Xeuss and
Nano-inXider) with a bidimensional hybrid pixel detector at Xenocs headquarters.
Data was corrected similarly but not identically to the procedure described in (Pauw
et al., 2017). In particular, the raw 2D data was corrected for invalid pixels, pixel
dead time and detector flat-field. The corrected 2D data was azimuthally integrated
and corrected for geometrical effects then normalized to the number of transmitted
photons (flux transmitted by the sample times exposure time) and to the solid angle
seen by the pixel intersecting the direct beam. Poisson statistics is assumed for the
corrected 2D data and data uncertainties are propagated accordingly throughout the
integration and normalization steps. Finally the background contribution (i.e. scatter-
ing of the sample-holder in the case of powders) is subtracted from the 1D (integrated)
data with propagation of uncertainties.
In spite of the above corrections, subtracted data systematically features a constant
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background term B whose origin is not NP scattering related. This contribution is
estimated by fitting the experimental data in the high Q range with a Porod law model
function AQ−4 +B. The constant B is subtracted from the data prior to calculations.
4.1. Sample 1: NP bipopulation in concentrated solution
Sample 1 is a concentrated (nominal 40% volume fraction) dispersion of bi-modal
SiO2 NP in aqueous solution, available commercially (Nyacol, 2017) (NexSil 85-40).
Sample 1 was measured for a recent round-robin metrology campaign aiming to com-
pare particle sizing results obtained by multiple techniques, including SAXS, and
on various instruments (Feltin, 2018a). As such, Sample 1 (labeled "2" in reference
(Feltin, 2018a)) has already been thoroughly characterized and is known to contain
a main population at 70 nm in diameter and a secondary, lower size mode at 30 nm
(Feltin, 2018b) (see Fig. 3). The SAXS data acquisition was performed on the Xeuss
2.0 device with a Pilatus 300k detector (Dectris) situated at 2609 mm from the sample,
for a 30 minute exposure time. The buffer was unavailable and therefore its contribu-
tion was not subtracted from the data. While this adds as a source of uncertainty
and prevents one from having absolute units, it does not prevent the data treatment.
The signature of an aqueous buffer is almost a constant for most of the considered
Q range, except for low values where its contribution is negligible whatsoever, given
the concentration of the sample. The contribution of the aqueous buffer is partially
absorbed in the background constant B and therefore corrected for, as such. The lack
of absolute units is dealt with according to the procedure described in 6.3.
The solution obtained with our LMA implementation and the corresponding data
fits with respect to both models is represented in Fig. 4. The two modes are iden-
tified at 74 and 44 nm, respectively, where the mean values have been estimated as∑
k ρk ·Rk/
∑
k ρk on the corresponding ranges. The size reconstruction finds the main
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population at the expected position while it slightly overestimates the size of the sec-
ondary mode. The optimized value of the LMA parameter ρ? = 0.38 is consistent with
the nominal value of the total volume fraction.
Both LMA and HSPY models satisfactorily fit the experimental data. Despite the
LMA leading to an apparent better fit, note that there are several similar LMA-
fits corresponding to very dissimilar size distributions. The one selected through our
optimization criterion based on χ2HSPY (see eq. (7)) which in our opinion is the most
physically acceptable one.
Scanning electron microscopy images of Sample 1 (courtesy of N. Feltin) for two
distinct size scales. The two population modes at 70 nm and 30 nm respectively are
clearly defined.
The fit in Fig. 4 features a disagreement between the models and the data in the
mid Q range, i.e. from 0.2 to 0.4 nm−1. One may find other LMA solutions (i.e.
corresponding to a distinct C?, ρ? pair) that satisfactorily describe this data range.
In Fig. 5 we show the result we obtain if the optimization parameters are chosen
to minimize the distance between the data and the LMA (instead of HSPY) model
curve. While it clearly appears that LMA provides an excellent fit (χ2 = 1.94) to the
experimental data, we do not depict it as the best solution due to the poor fit of the
corresponding HSPY model intensity in the low Q region. In the particular case of
Sample 1, both procedures (selection of best parameters based on HSPY and LMA
respectively) lead to similar solutions (see Fig. 4 right and Fig. 5 right).
While in most cases one can find a good LMA fit to the data, the difficulty lies in
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assessing whether one can trust the result. In general, and especially for very concen-
trated samples (e.g. dry powders), we have encountered excellent LMA fits associated
to unphysical size distributions. This motivated us to choose HSPY for validating the

































Sample 1: data fit (left) and volume fraction (right). The best fit (with respect to
HSPY) is obtained for C? = 0.96 and ρ? = 0.38 (χ2HSPY = 90). The computed volume

































Sample 1: data fit (left) and volume fraction (right) corresponding to the best LMA
solution. The best fit (with respect to LMA) is obtained for C? = 1.04 and ρ? = 0.34
(χ2LMA = 1.94). While this solution explains the mid Q range oscillations in the
experimental data with both models, we discard it due to the poorer description of
low Q data with the HSPY model, compared to the solution featured in Fig. 4.
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While comparing the fits of the HSPYmodel in Figs. 4 (χ2HSPY = 90) and 5 (χ
2
HSPY =
366) we notice that the χ2 criterion is more favorable to the HSPY model intensity
in Fig. 4 as compared to the one in Fig. 5, although visually the contrary may be
assumed. This is due to the fact the low Q points contribute with a larger weight to the
χ2 value, as compared to the higher Q points. Albeit the experimental uncertainties
on the intensity values being well estimated, intensities obey the Poisson statistics
and therefore the lower the Q value, the higher the signal to noise ratio. Therefore
should the χ2 criterion be employed, it favors the selection of a satisfactory fit in the
low Q range (mainly signature of the particle interactions) than in the mid Q range
(oscillations due to the particle sizes).
4.2. Sample 2: densely packed, dry powder
Sample 2 is a dry powder containing densely packed SiO2 NP of stated 150 nm in
diameter. SAXS measurements on Sample 2 were performed on a Xeuss device with
a Pilatus 300k detector (Dectris) situated at 2622 mm from the sample and for a 60
minute exposure time. The data fit and solution are shown in Fig. 6. The sample is
found to be very polydisperse with a main population mode at around 150 nm and
several other lower size modes.
The very same SAXS data set (rebinned at high q values) was already interpreted
within the LMA model solved by a Monte Carlo procedure (Bressler et al., 2015). The
authors find a main population at about 150 nm and a second mode at around 80 nm
(Figure 7 in reference (Bressler et al., 2015)) which is consistent with our results.
In the method proposed by reference (Bressler et al., 2015) the parameter ρ? is set
manually. In our results, the optimized model parameter ρ? = 0.65 is close, but not
identical to the value for the volume fraction expected for the close random packing
of spheres (0.63) used in reference (Bressler et al., 2015). The authors of (Bressler
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et al., 2015) point out that parameter ρ?, which they assimilate to the volume fraction
of the dry powder, strongly affects the shape of the resulting distribution. We confirm
this finding. The advantage of our method with respect to the one in reference (Bressler
et al., 2015) is that we are able to determine both the optimum model parameters and
the size distribution thanks to the intrinsic advantage of EM over the Monte-Carlo

































Sample 2: data fit (left) and volume fraction (right). The best fit is obtained for
C? = 0.98 and ρ? = 0.65, χ2 = 760, while the corresponding solution is noisy. To
increase legibility we equally show its binned (5 by 5 points regrouping) version. The
two population modes are consistent with the ones found by reference (Bressler
et al., 2015).
4.3. Sample 3: NP bipopulation in powder form
Sample 3 is the commercial product NexSil 85-40 (Nyacol, 2017) (same as Sample
1), furthermore dried to obtain a powder. The SAXS data acquisition was performed
on the Nano-inXider in transmission geometry using Cu Kα radiation (λ = 1.54 Å)
in high resolution mode. Scattering patterns were collected on a Pilatus3 (Dectris)
detector, orthogonal to the beam and situated at approximately 1 meter from the
sample, during 30 minute of exposure time.
































































Sample 3: data fit (left) and volume fraction (right). The best fit is obtained for
C? = 0.96 and ρ? = 0.71, χ2 = 1233. The data fit is very good with respect to both
LMA and HSPY model. The solution, while being extremely noisy, features the two
expected populations at 45 nm and 85 nm. The bottom view contains the
conveniently binned solution and its comparison to the size distribution obtained for
Sample 1 (same as in Fig. 4) .
While the NP size distribution of Sample 3 is expected to be similar to the one
of Sample 1, one can clearly see that the corresponding SAXS data are different. The
challenge in treating Sample 3 is to assess whether we extract the same size information
as for Sample 1.
To allow the comparison we have chosen a radial calculation grid whose step value is
commensurate with the calculation step used with Sample 1 (Fig. 4 right). The data
fit and the solution are shown in Fig. 7. As for the previous sample, the LMA and
HSPY models are in reasonable agreement with the measured intensity. The value for
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C? = 0.97 is close to 1 like the previous cases. We notice that the optimized ρ? = 0.72,
which proves that in the case of powders the best LMA ρ? parameter is not necessarily
close to the value of the expected volume fraction for the closely packed spheres (0.63
according to (Song et al., 2008)). This furthermore implies that the previously cited
theoretical value should not be used as an upper bound of the search grid for ρ?
parameter optimization.
The solution in in Fig. 7 top right is noisy, both in the sense of large calculation
uncertainties and in the oscillating behavior. Furthermore, this leads to high frequency
oscillations of model intensities in the Porod (high Q) region. These features could in
principle be suppressed by a noise reduction scheme such as regularization, which lies
beyond the scope of our work. Instead, to reduce noise and facilitate the comparison
with the results obtained for Sample 1, we binned the solution 3 by 3 points. The
result of the comparison is displayed at the bottom of Fig. 7.
The two population modes are identified at 80 and 45 nm, respectively, where the
mean values have been estimated as
∑
k ρk · Rk/
∑
k ρk on the corresponding ranges.
The population modes depicted in Sample 3 are close but not identical to the modes
of Sample 1. This may come from numerical artifacts, model limitations resulting from
the use of the LMA model or sample modifications during the drying process.
One may expect that the size distribution of Sample 3 is less noisy than the one of
Sample 1 since the signal to noise ratio in the experimental data is more favorable for
the former. However, the application of EM-LMA leads to the contrary. This can be
understood by noting that LMA is more likely to be a pertinent model for Sample 1
than it is for Sample 3 (the denser the sample, the less likely for interactions to occur
locally). One could regularize the solution of Sample 3 as to render it smoother but
this would involve extra calculation parameters and is therefore beyond the scope of
the present work.
IUCr macros version 2.1.11: 2019/01/14
19
4.4. Discussion
While the results presented in this section are satisfactory in terms of model versus
experimental data fits, we emphasize the fact that LMA, under whatever implementa-
tion, is not expected to be an all-time solution on all concentrated NP samples, due to
its intrinsic simplifications. Having some a priori knowledge on the sample like the true
volume fraction or the polydispersity can help, not only to initialize the algorithm such
as to spare calculation time, but to validate whether the result is physically acceptable.
One should keep in mind that a good data fit is no guarantee the size distribution actu-
ally describes the real content of the sample. Indeed, if, after having explored the entire
space of model parameters {C?, ρ?}, no reasonable fit was found, it implies the LMA
model is not a good enough approximation in order to describe the interactions in the
sample. Nonetheless, a good data fit with respect to both the full HSPY model and
its simplifying limit LMA is a strong factor in favor of the validation of the solution.
We believe the χ2 ≤ 1 condition is sufficient, but not necessary, to assess the data
fit as satisfactory. The numerical values of χ2 at convergence are strongly related to
the signal to noise ratio in the data. Dense samples have strong scattering power and
therefore the signal to noise ratio in the corresponding SAXS data is elevated. Under
these conditions data fits can be satisfactory in spite the high χ2 values.
5. Conclusion
The original LMA implementation proposed in this work allowed us to successfully
solve the NP sizing problem on two NP powders and a concentrated dispersion mea-
sured with the SAXS technique on a laboratory instrument. We took benefit from the
computational efficiency of the EM algorithm to perform a robust brute force explo-
ration of the LMA model parameters and hence make sure of the optimality of the
final result. Moreover, our strategy relies on cross-validating the LMA and the HSPY
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models such as to discard ill (un-physical) solutions associated with good data fits and
wrong LMA parameters. By cross-validation we mean the comparison between the best
LMA fit and the HSPY intensity associated to the corresponding LMA solution.
The advantage of our EM-LMA implementation with respect to alternative LMA
implementations is the enhanced usability. Firstly, there is no requirement for user-
adjustable values : the LMA model parameters are optimized automatically and there
are no other calculation parameters involved. Secondly, EM-LMA is intrinsically more
reliable than any other general curve fitting scheme as it makes no assumption on the
size distribution (e.g. as in shape or mean radius). Furthermore the implementation is
general and can be used in the very same form on both diluted or dense NP samples.
Altogether we feature a general, robust and easy to use method to extract NP sizes
from SAS data with no assumptions on the sample content.
The main focus of this work is to feature a robust and highly efficient numerical
implementation of the LMA model with an EM algorithm. Contrary to alternative
implementations of LMA, ours is parameter-free in the sense that an automatic search
is performed in order to find the best model parameters with respect to the fitted
data. The accuracy of the fit is measured using the more complete HSPY model. This
automatic parameter optimization is feasible due to the low computational cost of EM
as compared to Monte-Carlo or variational methods.
Should the LMA model fail to describe the experimental data, the full HSPY model
must be inverted instead. Its non-linear nature does not make HSPY a good candidate
for EM-based solving. A substantial validation of this model applied for particle sizing
in dense samples and the description of the associated inversion procedure will the
subject of a forthcoming publication.




The EM optimization method is a well-known fix point algorithm which aims at
maximizing the likelihood of obtaining the (possibly noisy) data yδ given a set of
parameters x ( see (Natterer & Wübbeling, 2001) p. 45 and p. 118). In the case of
data ruled by Poisson statistics and by assuming a linear model y = Hx with positive










The maximization is strictly equivalent to minimizing the log-likelihood defined by
L(yδ|x) = − log(p(yδ|x)). (9)
Writing the optimality condition for the min argument of eq. 9 we obtain the classical
EM algorithm as a fixed-point iteration to solve for the solution (see for instance
(Natterer & Wübbeling, 2001)).
By computing the Hessian of eq. 9 it is possible to show that the log-likelihood
function is strictly convex for the likelihood function given in (8), when the entries for
yδ and H are positive. This means that under these conditions the iterative method
is formally guaranteed to converge. In other words, the EM algorithm yields the only
solution to the inverse problem for a given right hand side yδ and therefore the solution
is not sensitive to the initial guess.
The EM optimization scheme belongs to the class of deterministic methods (iteration
n is conditioned by the result of the previous iteration n − 1) and therefore involves
significantly less iterations than Monte Carlo approaches in order to reach a given
goodness of fit.
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6.2. The partial structure factor
The partial structure factor is related to the total correlation functions hkl by the
equation (see (Guinier & Fournet, 1955) p. 60 to 82) :











where in the dilute limit (eq. 1) the total correlation functions hkl = 0. The functions
hkl are related to the direct correlation functions ckl by the Ornstein-Zernike equation
(see 3.2 in (Torquato, 2002))







ckp(|s|)hpl(|s− r|) ds (11)
A closure relation is needed to determine ckl, hkl and consequently Skl. This rela-
tion links the direct correlation function to the interaction potential φkl between two
particles of kind k and l.
Equation (11) is solved in the Fourier domain as it features convolution products. In
general this solution is only accessible numerically. However, for some couples {ckl, φkl},
the partial structure factor (10) can be calculated analytically, making much cheaper
the computational cost. This is in particular the case of hard spheres interaction poten-
tials with the closure relation of Percus-Yevick (HSPY).
According to (Kinning & Thomas, 1984) the partial structure factor within the LMA
model is :
S(Q, ρ?, C?) =
1





A = 2 ·Q · C? ·R (13)















− A4 cos(A) + 4((3A2 − 6) cos(A)




α = (1 + 2ρ?)2/(1− ρ?)4,





6.3. The HSPY model
An interacting particle model is determined by the form of the interaction potential
and by the choice of the closure relation. In the case of HSPY these are the hard
spheres potential with the Percus-Yevick closure, respectively. The interaction poten-
tial between particles k and l is:
φkl(r) =

∞, 0 ≤ r ≤ Rk +Rl,
0, r > Rk +Rl.
(15)
i.e. a contact interaction involving non-penetrating spheres. In particular, ckl(r) = 0
whenever r > Rk + Rl. The Percus-Yevick closure relation is well-suited for short
ranged potentials such as the one above and reads:
ckl(r) = (1− e−
φkl(r)
κT ) · (hkl(r) + 1) (16)
In this framework, a fully analytical expression of each partial structure factor (10) is
given in reference (Vrij, 1979). However, computing each Skl(Q) individually is expen-
sive and not numerically recommended in the context of iterative inversion methods.
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One prefers directly using the analytical expression for the normalized intensity that
also can found in (Vrij, 1979).
We reproduce the main steps of this computation below. Let us define some notations
following those of (Vrij, 1979) :
di = 2 ·Ri,














where ni is the number density of the i species of radius Ri. The steps for the compu-
tation of the direct model intensity for a given scattering vector Q are the following:























(3 ·Ψi − iXi · Φi + 3/(1− ξ3) · ξ2 · di · Φi) ,
F11 = 1− ξ3 + 〈d3 · eiX · Φ〉,




(1− ξ3)iQ− 3 · ξ2 + 3〈d2 · eiX ·Ψ〉,
F22 = 1− ξ3 + 3〈d3 · eiX ·Ψ〉,
T1 = F11 · F22 − F12 · F21,
T2 = F21〈d · f · eiX〉 − F22〈f · eiX〉,










〈f2〉 · |T1|2 + 〈d6 · Φ2〉 · |T2|2 + 9〈d4 ·Ψ2〉 · |T3|2
+ 〈f · d3 · Φ〉 · 2<(T1T ?2 ) + 3〈f · d2 ·Ψ〉 · 2<(T1T ?3 )








Since the dependency of I with respect to ρ is non-linear, an accurate knowledge
of the scattering length density is mandatory in order to compute the HSPY model
accurately. Note that the LMA model is not equivalent to taking the diagonal of the
structure factor matrix (Skl)k,l relative to the HSPY model (Vrij, 1978): the latter
takes explicitly into account the unknown size distribution ρ while it is not the case
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for the structure factor estimation of the LMA model.
The calculation of the HSPY model intensity corresponding to the LMA solution
(instead of the real size distribution) of the scattering problem in the case of powders
requires us to introduce two additional parameters {α, β} which we develop below.
SAS data acquired on powders is generally not fully normalized : the lack of accuracy
in the determination of the sample thickness in the direction of the beam leads to a
experimental intensities being normalized to absolute units in the limit of an arbitrary,
Q independent, scaling factor (Spalla et al., 2003). In the case where the measured
intensity is not available in absolute units, there exists a multiplicative constant α
between the model and the measure such that
Imeasure ≡ IrealHSPY = α · IHSPY(ρ).
If the model is linear (e.g. LMA), we have α ·H ·ρ = H ·(αρ) = H · ρ̃ where ρ is the true
(physical) solution and ρ̃ is the actual solution computed by the inversion algorithm. It
means that the solution is only obtained up to a 1/α–multiplicative factor. The cause
is that the inversion algorithm is given H, not α ·H.
In the non-linear case (HSPY), this constant cannot be merged with the solution ρ̃.
It means that we must introduce a second constant β such that
IrealHSPY = α · IHSPY(β · ρ̃)
if we wish to feed the HSPY model with the LMA solution ρ̃. If the problem were
linear, β would have identified to 1/α.
In practice {α, β} are optimized on a linear grid. We stress upon the fact that the
optimization of α is only needed when one lacks absolute intensity units (not fully nor-
malized data). On the other hand, the optimization of β is only needed for the calcu-
lation of the HSPY model. In the case where the experimental data is fully normalized
and the LMA model parameters are selected by minimizing the distance between the
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LMA model curve and the data, there is no need for the {α, β} optimization step.
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been produced with XSACT (X-ray Scattering Analysis and Computation Tool), a
proprietary software from Xenocs (Xenocs, 2019).
/* We omit the dependency in Q. */
Input: ρ0, Iref, σ, εEM, {C?} = {C?1 , . . . , C?nC}, {ρ
?} = {ρ?1, . . . , ρ?nρ}, {α
?} =
{α?1, . . . , α?nα}, {ρmin, ρmax}
χ2opt ← 1030
for C? ∈ {C?} do
for ρ? ∈ {ρ?} do
HLMA ← Hdil : S(C?, ρ?)







{β?} = {β?1 , . . . , β?nβ}
χ2t = 10
30
for β? ∈ {β?} do
I ← IHS(β? · ρ)
for α? ∈ {α?} do
χ20 ← χ2(Iref, α? · I, σ)
if χ20 < χ2t then




if χ2t < χ2opt then





return ρopt, ILMA,opt, C?opt, ρ?opt, χ2opt, α?opt, β?opt
EM algorithm for the inversion of the SAXS problem – Fitting with respect to the
full HSPY model
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Synopsis
This paper presents a robust method for the resolution of SAS problems featuring a struc-
ture factor. It is based on the Local Monodisperse Approximation and the Expectation-
Maximization algorithm.
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