Abstract. In this paper we introduce the concepts of higher equivariant and invariant topological complexity; and study their properties. Then we compare them with equivariant LS-category. We give lower and upper bounds for these new invariants. We compute some of these invariants for moment angle complexes.
Introduction
To estimate the complexity of a configuration space Farber [13] introduced the notion of topological complexity. This invariant of a topological space X, denoted by T C(X), is the least number of open sets that form a covering for X × X in which each open set admits a section to the free path fibration π : X I → X × X defined by π(γ) = γ(0), γ(1) .
In particular, T C(X) is the Schwarz genus [18] of the map π : X I → X × X.
In [17] Ruddyak introduced a series of invariants {T C n (X)}, called the higher topological complexity. The notion of higher topological complexity is a generalization of topological complexity, as T C n (X) is related to a motion planning algorithm with n points as input (in addition to the initial and terminal points, some intermediate points are given as well).
When the space X admits an action of a topological group G (for example having a symmetry on the mechanical system or its configuration space), then it is worth considering a motion planning algorithm that is compatible with the action. This idea leads us to the equivariant versions of topological complexity. Lubawski and Marzantowicz [16] studied the importance of invariant topological complexity when there is a group action on a mechanical system or on the configuration space, and discussed a natural way of thinking about equivariant version of topological complexity (for more details see the introduction of [16] ).
In this paper we introduce two equivariant versions of the higher topological complexity and study some of their properties.
The first concept is called the higher equivariant topological complexity and it is a generalization of the equivariant topological complexity, T C G (X), which is introduced by Colman and Grant [9] . For a G-space X, Colman and Grant considered the diagonal action of G on X × X.
The second concept is called the higher invariant topological complexity and it is a generalization of the invariant topological complexity, T C G (X), which is introduced by Lubawski and Marzantowicz [16] . For the invariant topological complexity, the product space X × X has been considered with the product action of G × G. In [4] , the authors compared the equivariant topological complexity with the invariant topological complexity, using the concept of orbit class and orbit diagram.
The paper is organized as follows. In Section 2, we recall some basic notions about orbit class, orbit diagram and equivariant LS-category associated to a group action. We also show the product formula for the product action under some mild hypothesis. In Section 3, we introduce the higher equivariant topological complexity. We also give some lower and upper bounds for this invariant. For some particular cases we show that the equivariant LScategory gives an upper bound for the higher equivariant topological complexity. In Section 4, we introduce the higher invariant topological complexity. We study some properties of this invariant. In particular, we show that if the space has more than one minimal orbit class then this invariant is infinity. Finally, in the last section we study the equivariant topological complexity of the moment angle complex.
Orbit class and equivariant LS-category
In this section we recall some results about orbit class, orbit diagram and equivariant LS-category associated to a group action following [4] and [16] . Let G be a compact topological group, acting continuously on a Hausdorff topological space X. Through out this paper these are the assumptions. In this case X is called a G-space. For each x ∈ X the orbit of x is denoted by O(x), and the isotropy group or stabilizer of x is denoted by G x . The orbit space which is equipped with the quotient topology is denoted by X/G. The fixed point set of X is denoted by X G . Here, the fixed point set X G is endowed with the subspace topology. We denote the closed interval [0, 1] in R by I. Definition 2.1. Let X be a G-space.
(
G-homotopy if for any g ∈ G, x ∈ U , and t ∈ I, we have gH(x, t) = H(gx, t).
Definition 2.2. Let U and A be G-invariant subsets of a G-space X. We say U is Gcontractible to A and denote it by
if there exists a G-homotopy H : U × I → X such that H 0 is the inclusion of U in X, and we have
As a special case of Definition 2.2, if U and A are orbits,
Note that in this case G x ≤ G xt , where x t = H(x, t). In particular there exists
Note that ∼ is an equivalence relation on the set of orbits in X (see [2] ). We denote the equivalence class of O(x) by [O(x)] and call it the orbit class corresponding to x. Definition 2.4. Let X be a G-space. On the set of all orbit classes we define the relation ≥ as follows:
Here, the relation ≥ is independent of the choice of the representative of the equivalence classes (see [2] ). Therefore ≥ defines a partial order on the set of orbit classes in X. We call the Hasse diagram corresponding to this poset an orbit diagram of X and denote it by OD(G X). See [4] and [2] for some examples of orbit classes and orbit diagrams.
Definition 2.5. Given a G-invariant subset A of a G-space X, an A-G-categorical covering of X is a set of G-invariant subsets that form a covering for X and each of which is Gcontractible to A. The least value of n for which a A-G-categorical covering U 1 , ..., U n exists, is called the A-G-LS-category of X, denoted by A cat G (X). If no such covering exist, we write
This definition is similar to the one in [16] , but there A is assumed to be a closed invariant subset of Y . Note that if the action of G is trivial then pt cat G (X) is the classical LS-category cat(X). Also if A and B are two G-invariant subsets of Y with A ⊆ B, then we have
Together with this, several properties of A cat G (X) have been studied in [16] . Definition 2.6. Let X be a G-space. A G-categorical subset of X is a G-invariant subset which is G-contractible to an orbit in X.
Definition 2.7. For a G-space X, a G-categorical covering is a set of G-invariant subsets that form a covering for X and each of which is a G-categorical subset. The least value of n for which a G-categorical covering U 1 , ..., U n exists, is called the equivariant category of X, denoted by cat G (X). If no such covering exist, we write cat G (X) = ∞.
Although, Definitions 2.5 and 2.7 may look similar, but they are indeed different. For example, A cat G (X) satisfies the product formula (see [16, Theorem 2.14] ), but cat G (X) does not in general (see [3, Example 6.4 
]).
Definition 2.8. Let G be a topological group acting on a topological space X. The sequence
A G-categorical sequence of length n is called minimal if there exists no G-categorical sequence with smaller length in X.
We recall that in a G-space X if X K is path connected for any closed subgroup K of G, then X is called a G-connected space.
Proof. The idea of proof is similar to the proof for classical category [10, Theorem 1.37] by using a minimal G-categorical sequence, and the proof is analogous to the proof of [3, Theorem 2.23].
Lemma 2.10. If X is a G-space with one orbit type, then cat G (X) = cat(X/G).
Proof. Let q : X → X/G be the orbit map and U 1 , . . . , U n form a categorical open cover for X/G. Then there is a homotopy H i : U i × I → X/G starting at U i and contracting to a point in X/G. By the hypothesis, the homotopy H i preserve the orbit structure. So the Covering Homotopy Theorem of Palais ( [7, II.7.3] ) implies that there is a G-homotopy H : q −1 (U i ) → X starting at q −1 (U i ) and contracting to an orbit in X.
Other inequality is clear. This proves the lemma.
Note that Lemma 2.10 generalizes [9, Proposition 3.5].
Higher equivariant topological complexity
In this section we introduce and study the higher equivariant topological complexity, and compute it for some particular examples. First we recall the definition of the equivariant sectional category. This is a generalization of sectional category for spaces equipped with a G-action.
Let f : X → Y be a G-map between two G-spaces X and Y . The map f is called a G-fibration if it satisfies the homotopy lifting property for G-maps, i.e. for any G-space Z, a G-map g 0 : Z → X, and any G-homotopy g : Z × I → Y such that f g 0 = g i 0 , there exists a G-homotopyg : Z × I → X making the two triangles in the following diagram commute.
, is the least integer m such that Y can be covered by m invariant open sets U 1 , . . . , U m , for each of which there exists a G-section to f , i.e. there is a G-map
See Section 4 of [9] for some basic results on equivariant sectional category. Note that Since f is a G-fibration, if there exists a G-map s j making the diagram commute up to
then there exists a G-map s j making the diagram strictly commute. Although we are defining the equivariant sectional category only for G-fibrations, but in fact we can consider it for any G-map as follows. Proof. Let f : X → Y be a G-map between two path connected G-spaces X and Y . Considering
with the diagonal action, one can show that the map
is a G-fibration.
Therefore, any G-map has a G-fibrational substitute. So we can define the equivariant sectional category of any G-map f : X → Y to be the equivariant sectional category of its G-fibrational substitute.
Let Y be a G-space. Consider the n-fold product Y n with the diagonal action of G. Let J n be the wedge of n closed intervals I i for i = 1, · · · , n where the zero points 0 i ∈ I i are identified. Then P n (Y ) = Y Jn is a G-space with the following action,
Then e n is a G-fibration.
To prove Lemma 3.5 we need the following result. Let f : X → Y be a G-map between two G-spaces X and Y . Let M f be the mapping cylinder of f and consider h : M f → Y ×I defined by h(x, t) = f (x), t , h(y, 0) = (y, 0). A retracting function for f is a map ρ : Y × I → M f which is a left inverse of h. One can show that if there exists a retracting function for f : X → Y , where X and Y are locally compact Hausdorff spaces, then for any G-space Z, the G-map
Using this idea we can prove Lemma 3.5 as follows.
Proof of Lemma 3.5. Note that the inclusion B = {1 1 , 1 2 , · · · , 1 n } ⊂ J n has a retracting function and Y B is homeomorphic to Y n . Therefore, e n is a G-fibration.
Definition 3.6. The higher equivariant topological complexity, denoted by
When n = 2 in the above definition, then T C G,n (Y ) is the equivariant topological complexity defined in [9] . We also remark that if n = 2 and G acts trivially or in particular G is trivial, then T C G,n (Y ) is the Farber's complexity of a motion planning algorithm on Y . If n > 2 and G is trivial then T C G,n (Y ) is Rudyak's higher topological complexity [17] . In the following we give some equivalent definition of higher equivariant topological complexity.
Proposition 3.7. For a G-space Y , the following statements are equivalent:
Proof. The proof is similar to the proof of [16, Lemma 3.5] with suitable changes in domain and co-domain of the respective maps.
Note that since e n is a G-fibration, in statement (3) if there exists a map s j : V j → P n (Y ) such that the map e n • s j is G-homotopic to the inclusion V j → Y n , then there exists a map s j such that the map e n • s j is equal to the inclusion V j → Y n . Consider the diagonal map n : Y → Y n defined by n (y) = (y, . . . , y). We have the following result. Proof. Consider the G-map ϕ : Y → P n (Y ) defined by y → c y where c y : J n → Y is the constant map at y. The result follows from the fact that ϕ is a G-homotopy equivalent.
Proof. The natural inclusion ι n : J n → J n+1 induces a surjective continuous G-map
On the other hand we have a continuous G-map Proposition 3.14. For a G-space Y , let H and K be closed subgroups of G. Then
In a similar spirit of a general problem mentioned in [17] , one may ask the following.
Question 3.15. Given a non-decreasing sequence {a n } of natural number can one construct a topological G-space Y such that T C G,n (Y ) = a n for some group G?
Proposition 3.16. Let G be a connected paracompact Hausdorff topological space acting freely on itself. Then T C G,n (G) = cat(G n−1 ).
Proof. First we remark that G n /G is homeomorphic to G n−1 where the G-action on G n is diagonal. The homeomorphism is given by
. . , g n ) ∈ G n and h = (h 1 , . . . , h n ) ∈ G n . Let π : G n → G n /G be the orbit map. Since G is connected, there exists a path α : I → G n such that α(0) = g and α(1) = h. Define H : O(g) × I → G n by g(g 1 , . . . , g n ), t → gα(t).
Then H is a G-path from the orbit O(g) to the orbit O(h). So the two orbits in the G space G n are G-homotopic. In particular, any orbit in the G-space G n is G-contractible to the diagonal n (G) ⊂ G n . Therefore, we obtain that
On the other hand, since G is paracompact and Hausdorff (so is G n ), the map π is a principal G-bundle (see [7, Theorem II.5 
.8]). So if the open subset
We remark that when n = 2, the Proposition 3.16 is the same as [9, Theorem 5.11]. However, the proof in this paper is different and it is for all n. Proposition 3.18. Let X be a G-connected space such that X G = ∅. Then
Proof. This follows from Proposition 3.17 and from the fact that T C G,2 (X) ≥ cat G (X).
Proposition 3.19. Let X be a G-connected topological group such that G acts on X by topological group homomorphism. Then T C G,2 (X) = cat(X/G).
Proof. This follows from Lemma 2.10 and [9, Proposition 5.12].
Example 3.20. Consider S 3 = {(z 1 , z 2 ) ∈ C 2 | |z 1 | 2 + |z 2 | 2 = 1} with the S 1 -action
With this action S 3 is S 1 -connected. Also we have
Thus by [4, Theorem 3.3] , we have cat S 1 (S 3 ) ≥ 2. Let (0, x), (0, y) ∈ (S 3 ) S 1 ⊂ S 3 with x = y. Then S 3 − {(0, x)} and S 3 − {(0, y)} are S 1 -categorical subsets which form a covering for S 3 . So we have cat S 1 (S 3 ) ≤ 2. Thus
Therefore, from the results in Section 4 of [17] , Proposition 3.14 and Proposition 3.17 we obtain that n ≤ T C S 1 ,n (S 3 ) ≤ 2n − 1.
Higher invariant topological complexity
In this section we introduce and study the higher invariant topological complexity, and discuss the connections between the higher equivariant and invariant topological complexity. Moreover, we compute these two invariants for some particular spaces.
The following definition is a particular case of Definition 2.5 and the motivation behind this definition can be found in the introduction of [16] .
Definition 4.1. Let G be a topological group and Y be a G-space. Let n (Y ) be the saturation of the diagonal ∆ n (Y ) ⊂ Y n with respect to the G n -action,
We define the higher invariant topological complexity of Y as the following,
is the invariant topological complexity as in [16] . There exists an equivalent definition of higher invariant topological complexity similar to the idea in [16, Lemma 3.8] . Note that the higher invariant topological complexity is a G-homotopy invariant.
Let Y be a G-space. Define
Therefore, the map
Proof. Consider the map
Then the proof is analogous to the proof of [16, Proposition 3.7] .
Note that for n = 2, the Proposition 4.2 is the same as [16, Proposition 3.7] . Lemma 4.3. Let Y be a G-space and n ≥ 2. Then the following statements are equivalent:
. . , V k which form a covering for Y n and for each of which there exists a G n -map β j :
for Y n and for each of which there exists a G n -map β j :
Proof. The proof is similar to the proof of [16, Lemma 3.8] with some modification in the spaces and maps.
Proof. This is similar to the proof of [16, Corollary 3.26 ].
Lemma 4.5. Let Y be a G-space. Then (y 1 , . . . , y n ) ∈ n (Y ) if and only if for 1 ≤ i, j ≤ n we have O(y i ) = O(y j ).
Proof. Let (y 1 , . . . , y n ) ∈ n (Y ), so there exist y ∈ Y , and g j ∈ G for 1 ≤ j ≤ n such that (y 1 , . . . , y n ) = (g 1 y, . . . , g n y). Therefore, we obtain that O(
Conversely, let O(y i ) = O(y j ) for 1 ≤ i, j ≤ n. Then for each j ∈ {1, . . . , n}, there exists a g j ∈ G such that y j = g j y 1 . So we obtain that (y 1 , . . . , y n ) ∈ n (Y ). 
Hence there exist y ∈ Y and g, h ∈ G such that u = gy ∈ [O(m)] and
, which implies that O(m) = O(n) and contradicts the assumption.
Theorem 4.7. If Y has more than one minimal orbit class, then T C G,n (Y ) = ∞.
Proof. Since n (Y ) does not intersect all minimal orbit classes of the G n -space Y n , by [4, Theorem 4.7] we have
Even though it seems T C G,n (Y ) is meaningful on a specific category, it satisfies our natural expectation, Proposition 4.9, which is not true for higher equivariant topological complexity. We note that Lemma 4.6 and Theorem 4.7 are proved in [4, Section 4] for n = 2.
Proof. Consider G n as the subgroup G n × {e} of G n+1 = G n × G. Then the map by (α 1 , . . . , α n , α n+1 ) → (α 1 , . . . , α n ) is a surjective continuous G n -map. On the other hand we have a continuous G n -map
is a G n -homotopy section. This proves the Proposition.
Proof. The orbit space of the G n -action on Y n is (Y /G) n . Thus for a G n -invariant open subset V in Y n , the quotient space V /G n is an open subset in (Y /G) n . Also we have the following commutative diagrams of surjective continuous maps,
where the vertical arrows are orbit maps. Note that any G n -invariant local section for q n descends to a local section for e n . Therefore, we have
By analogy to the proof of [16, Theorem 3.10] , one can show the other inequality.
Remark 4.10. In [6] the authors introduced a topological invariant called effective topological complexity. Their sequence of effective topological complexities decreases and Farber's topological complexity is an upper bound for that. But the sequences of the higher equivariant topological complexity and higher invariant topological complexity that we introduce in this paper are both increasing sequences, and sometimes they are strictly increasing.
Proof. Note that
Let h = (h 1 , h 2 , . . . , h n ) ∈ G n and h be the cyclic subgroup of G generated by h. Then we have h(x, g 2 x, . . . , g n x) = (x, g 2 x, . . . , g n x) if and only if for i = 2, . . . , n we have
The result follows by using a similar argument as in the proof of [16, Theorem 3.15] , and the result is same when n = 2.
Corollary 4.12. Let G be a compact abelian topological group and Y be a compact G-ANR such that for any closed subgroup H there is a finite subgroup H G of G satisfying
Proposition 4.13. Let Y be a G-space. Then we have
where A = O(y) n for some y ∈ Y .
Proof. Since (y, . . . , y) ∈ n (Y ), we obtain that O(y) n ⊆ n (Y Example 4.15. We adhere the notation of Example 3.20. Let A = (0, x) n . Then applying Proposition 4.13 we have T C S 1 ,n (S 3 ) ≤ 2 n .
Examples
In this section we compute the equivariant LS-category and give some bounds for the equivariant topological complexity of moment angel complexes. Moment angle complexes, which are special type of polyhedral product, are the center of interest in toric topology. Several properties of moment angle complexes can be found in [1, 8, 11] . Moreover, the computation of LS-category and topological complexity of moment angle complexes are given in [5, 15] .
Let K be a simplicial complex on [m] = {1, . . . , m} vertices. For each simplex σ ∈ K, we define
The polyhedral product
is called the moment angle complex of K. The space Z K has a natural T m = (S 1 ) m action and is a manifold if K is a triangulated sphere, see [8, Lemma 6.13 ].
Proposition 5.1. If S be the set of all maximal simplices of K, then cat T m (Z K ) = |S|.
Proof. Note that if τ is a face of σ in K, then (D 2 , S 1 ) τ ⊆ (D 2 , S 1 ) σ . So we have
The topology on Z K is the subspace topology of (D 2 ) m . Also any simplex of K is a face of a maximal simplex. So the set
is an open covering for Z K . Moreover, (D 2 , S 1 ) σ is a T m -invariant subset which is equivariantly contractible to the orbit (S 1 ) σ in Z K where (5.2) (S 1 ) σ = (x 1 , . . . , x m ) ∈ Z K : x i = 0 if i ∈ σ, |x i | = 1 if i / ∈ σ .
So we obtain that cat T m (Z K ) ≤ |S|.
Note that the set (S 1 ) σ : σ ∈ S is the set of all minimal orbits of Z K with respect to T m -action. So we have Since T m acts on (S 1 ) σ i × (S 1 ) σ j diagonally as group operation, then the orbit types are same and the corresponding orbit space ((S 1 ) σ i × (S 1 ) σ j )/T m is homeomorphic to (S 1 ) k ij for i, j ∈ {1, . . . , s}. So by Lemma 2.10,
for i, j ∈ {1, . . . , s}. Therefore cat T m (Z K × Z K ) ≤ (k ij + 1).
