Dynamic Opposition of Clustered Proteins Stabilizes Cortical Polarity in the C. elegans Zygote  by Sailer, Anne et al.
Article
Dynamic Opposition of Clustered Proteins Stabilizes
Cortical Polarity in the C. elegans ZygoteGraphical AbstractHighlightsd Zygotic polarity is stabilized by two redundant cross-
inhibitory feedback loops
d PAR-1 opposes PAR-3 clusters; PAR-6/PKC-3 oppose
CHIN-1 clusters
d Threshold dependence of CHIN-1 cluster growth on PAR-6/
PKC-3 yields bistable dynamics
d Cortical transport of CHIN-1 and PAR-3 clusters stabilizes AP
boundary positionSailer et al., 2015, Developmental Cell 35, 131–142
October 12, 2015 ª2015 Elsevier Inc.
http://dx.doi.org/10.1016/j.devcel.2015.09.006Authors
Anne Sailer, Alexander Anneken,
Younan Li, Sam Lee, Edwin Munro
Correspondence
emunro@uchicago.edu
In Brief
Sailer et al. show that in the C. elegans
zygote, polarity is maintained by two
redundant cross-inhibitory loops, both
involving dynamically clustered polarity
proteins. Threshold dependence of
cluster growth on opposing kinases
stabilizes complementary cortical
domains, while cortical transport of
clustered proteins can stabilize boundary
position against diffusive drift.
Developmental Cell
ArticleDynamic Opposition of Clustered Proteins
Stabilizes Cortical Polarity
in the C. elegans Zygote
Anne Sailer,1,6 Alexander Anneken,1 Younan Li,1,2 Sam Lee,5 and Edwin Munro1,2,3,4,*
1Department of Molecular Genetics and Cell Biology
2Committee on Development, Regeneration and Stem Cell Biology
3Institute for Biophysical Dynamics
4Committee on Genetics, Genomics and Systems Biology
University of Chicago, Chicago, IL 60637, USA
5Department of Medicine, University of Wisconsin, Madison, WI 53792, USA
6Present address: Chicago Medical School, Rosalind Franklin University of Medicine and Science, Chicago, IL 60064-3095, USA
*Correspondence: emunro@uchicago.edu
http://dx.doi.org/10.1016/j.devcel.2015.09.006SUMMARY
Dynamic maintenance of cell polarity is essential for
development and physiology. Here we combine ex-
periments and modeling to elucidate mechanisms
that maintain cortical polarity in the C. elegans
zygote. We show that polarity is dynamically stabi-
lized by two coupled cross-inhibitory feedback
loops: one involves the oligomeric scaffold PAR-3
and the kinase PAR-1, and the other involves CDC-
42 and its putative GAP CHIN-1. PAR-3 and CDC-
42 are both required locally to recruit PAR-6/PKC-3,
which inhibits PAR-1 (shown previously) and inhibits
local growth/accumulation of CHIN-1 clusters.
Conversely, PAR-1 inhibits local accumulation of
PAR-3 oligomers, while CHIN-1 inhibits CDC-42
(shown previously), such that either PAR-1 or
CHIN-1 can prevent recruitment of PAR-6/PKC-3,
but loss of both causes complete loss of polarity.
Ultrasensitive dependence of CHIN-1 cluster growth
on PAR-6/PKC-3 endows this core circuit with bista-
ble dynamics, while transport of CHIN-1 clusters by
cortical flow can stabilize the AP boundary against
diffusive spread of PAR-6/PKC-3.
INTRODUCTION
The ability to polarize is fundamental to cellular life. Cells typically
establish polarity in response to transient, localized cues by
creating asymmetric distributions of specific molecules or
molecular activities (Li and Bowerman, 2010). But how they
maintain these asymmetries after the cue is gone, despite dissi-
pative processes such as diffusion and turnover, remains poorly
understood.
The C. elegans zygote polarizes during mitotic interphase in
response to signal(s) from the sperm microtubule organizing
center (MTOC) that forms near the site of sperm entry (Figure 1A)Developm(Munro and Bowerman, 2009). The response to these signals in-
volves rapid redistribution of conserved polarity proteins known
as PAR proteins into two complementary domains (Motegi and
Seydoux, 2013; Rose and Go¨nczy, 2014). Just before polarity
is established, the oligomeric scaffold PAR-3, and a heterodimer
of the adaptor PAR-6 and the atypical kinase PKC-3 (henceforth
PAR-6/PKC-3), are enriched on the entire cell surface, where
PKC-3 phosphorylates and inhibits cortical association of the ki-
nase PAR-1, the ring-domain-containing protein PAR-2, and the
tumor suppressor LGL-1 (Beatty et al., 2010; Boyd et al., 1996;
Etemad-Moghadam et al., 1995; Guo and Kemphues, 1995;
Hoege et al., 2010; Hung and Kemphues, 1999; Tabuse et al.,
1998). Symmetry is broken when local inhibition of actomyosin
contractility near the sperm MTOC triggers cortical flows that
segregate PAR-3, PAR-6, and PKC-3 toward the anterior pole,
allowing PAR-1, PAR-2, and LGL-1 to associate with a com-
plementary posterior domain (Figure 1A) (Cheeks et al., 2004;
Motegi and Sugimoto, 2006; Munro et al., 2004; Schonegg and
Hyman, 2006). Recently, Motegi et al. (2011) identified a second
mode of flow-independent symmetry breaking in which the
sperm MTOC promotes local association of PAR-2 with the
plasma membrane, where it recruits PAR-1, which phosphory-
lates and promotes dissociation of PAR-3 (Motegi et al., 2011).
At the end of polarity establishment phase, the sperm MTOC
vacates the posterior pole, but PAR asymmetries persist through
the rest of the cell cycle. A currently favored idea is that these
asymmetries are maintained through a mutual competition be-
tween anterior and posterior polarity proteins, which exchange
dynamically with the cell surface, diffuse across the AP bound-
ary, and act locally to promote one another’s dissociation (Munro
and Bowerman, 2009; Hoege et al., 2010; Beatty et al., 2013;
Goehring et al., 2011a). Simple mathematical models show that
such a competition can give rise to bistable dynamics, leading
to stable coexistence of complementary domains, if one or
more exchange rates have ultrasensitive dependence on the
local concentrations of participating factors (Dawes and Munro,
2011; Goehring et al., 2011b). Additional mechanisms, such as
depletion of a limiting cytoplasmic factor, are required to stabilize
the position of the boundary between these two domains (Dawes
and Munro, 2011; Goehring et al., 2011b; Mori et al., 2008).ental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc. 131
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Figure 1. Overview of Polarization in the C. elegans Zygote
(A) Overview of key events that occur during polarity establishment and
maintenance phases.
(B) Distributions of the key polarity proteins at the end of establishment phase
(PC) and during maintenance phase at nuclear envelope breakdown (NEBD).
Light green dots represent clusters of PAR-3, PAR-6, and PKC-3 that co-
localize at the cortex. Magenta dots represent clusters of CHIN-1 that appear
during maintenance phase. Note the biphasic localization of active CDC-42 to
the posterior during establishment phase and to the anterior during mainte-
nance phase.
In this and all subsequent figures, embryos are approximately 50 mm in length,
and posterior is to the right.These simple models have been conceptually useful, but for
deeper understanding it is essential to resolve a more detailed
view of the molecular circuitry that mediates cross-inhibition
and to identify key interactions that mediate ultrasensitivity, bi-
stable dynamics, and positional stability of the AP boundary.
Current models propose a key role for PAR-2 in promoting local
dissociation of PAR-6/PKC-3, which can be fulfilled in par-2
mutants by overexpressing LGL-1 (Beatty et al., 2010; Hoege
et al., 2010). PAR-2 (and possibly LGL-1) is also required to
prevent posterior directed flows that could redistribute PAR-6/
PKC-3 during early maintenance (Munro et al., 2004; Beatty
et al., 2010), but the relative importance of dissociation and
flow for maintaining PAR-6/PKC-3 asymmetries has not been
determined.
The roles of other factors beyond PAR-6/PKC-3, PAR-2, and
LGL-1 in polarity maintenance remain poorly characterized. Dur-
ing polarity maintenance, the small GTPase CDC-42 becomes
active at the anterior pole, while its putative GAP CHIN-1 accu-
mulates at the posterior pole through unknown mechanisms
(Kumfer et al., 2010). Both active CDC-42 and PAR-3 bind
PAR-6/PKC-3, and both are required for cortical recruitment of
PAR-6/PKC-3 (Gotta et al., 2001; Aceto et al., 2006; Li et al.,
2010b; Beers and Kemphues, 2006). But the nature of this dual
requirement, and how local recruitment (as opposed to local
dissociation) shapes spatial distributions of PAR-6/PKC-3, has132 Developmental Cell 35, 131–142, October 12, 2015 ª2015 Elsevnot been adequately explored. Depletion of CHIN-1 leads to uni-
form activation of CDC-42 during polarity maintenance, but with
minimal effects on PAR asymmetries and embryo viability (Kum-
fer et al., 2010). Recent genetic studies suggest that roles for
CHIN-1 may be masked by redundancies with other factors
such as PAR-2 and LGL-1 (Beatty et al., 2013), but the nature
of these redundancies has not been established. Similarly,
PAR-1 can phosphorylate and displace PAR-3 under certain
conditions (Motegi et al., 2011), but depletion of PAR-1 is re-
ported to have no effect on PAR-3 asymmetries (Etemad-Mog-
hadam et al., 1995) and minor effects on PAR-6/PKC-3 during
polarity maintenance (Cuenca et al., 2003; Zonies et al., 2010),
suggesting that it too may function redundantly with other fac-
tors. Finally, both PAR-3 and CHIN-1 form clusters at the cell
membrane (Hung and Kemphues, 1999; Kumfer et al., 2010;
Tabuse et al., 1998) and may therefore exhibit more complex dy-
namics of exchange and mobility than assumed in current
models. However, the significance of clustering for polaritymain-
tenance has not been explored.
Here, we combine quantitative imaging with genetic perturba-
tions and mathematical modeling to identify core circuitry and
dynamical mechanisms that stabilize cortical polarity in the
zygote. We show that cortical asymmetries are stabilized by two
dynamically coupled cross-inhibitory circuits in which (1) PAR-3
is required for local association of PAR-6/PKC-3 with CDC-42,
(2) PAR-6/PKC-3 inhibit local accumulation of PAR-1 and CHIN-
1 clusters, and (3) PAR-1 and CHIN-1 act redundantly to prevent
local accumulation of PAR-6/PKC-3.We show that dynamic clus-
teringofCHIN-1andPAR-3has twokeyconsequences for circuit-
level dynamics: ultrasensitive dependence of CHIN-1 cluster
growth on PAR-6/PKC-3 (and likely a similar dependence of
PAR-3clusters onPAR-1) endows thepolarity circuitwith bistable
dynamics, while local coupling of CHIN-1 and PAR-3 clusters to
cortical flow helps stabilize AP boundary position. We propose
that similar mechanismsmay act in many other contexts in which
the highly conservedmembers of this polarity circuit formdynam-
ically stable cellular asymmetries.
RESULTS
PAR-2 and LGL-1 Prevent Loss of PAR Asymmetry
during Maintenance by Controlling Spatial Patterns of
Cortical Flow
As a first step toward distinguishing flow-dependent and flow-in-
dependent mechanisms for polarity maintenance, we quantified
patterns of cortical flow in wild-type, par-2, and par-2;lgl-1 em-
bryos expressing non-muscle myosin II fused to GFP (NMY-2::
GFP; Figures 2A and 2B). In wild-type embryos, a previously
uncharacterized period of posterior contraction and flow began
with the onset of maintenance (end pseudocleavage [PC]) and
lasted 80 s, followed by anterior-directed flows that persisted
until metaphase (Munro et al., 2004) (Figures 2A and 2B).
Biphasic contraction and flow coincided with biphasic localiza-
tion of active CDC-42, as previously revealed by a biosensor
for active CDC-42 (GFP::wspGBD; Kumfer et al., 2010) (Fig-
ure 2C), and both phases were completely abolished by deple-
tion of the kinase MRCK-1, which is required for myosin II
activation downstream of CDC-42 (Kumfer et al., 2010) (Figures
S1A and S1B).ier Inc.
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Figure 2. PAR-2 and LGL-1 Prevent Loss of
PAR Asymmetry during Maintenance by
Patterning Cortical Flow
(A) Dynamics of cortical myosin II (NMY-2::GFP)
during maintenance phase in control (par-2[lw32]
heterozygotes), par-2(lw32), and par-2(lw32);lgl-
1(tm-2616) embryos. Top and bottom rows
show surface views of cortical NMY-2::GFP at
late PC and NEBD. Kymographs show patterns
of cortical flow during maintenance phase.
Dashed rectangle in top left of (A) indicates
region from kymographs were constructed in (A),
(D), and (E). Yellow and blue shading indicates
posterior and anterior contraction phases,
respectively (see main text for details). Arrows
indicate general direction and speed of cortical
flow.
(B) Cortical flow velocities during posterior (top)
and anterior (bottom) contraction phases for wild-
type, par-2, and par-2;lgl-1 embryos. Dashed
vertical line indicates approximate position of
GFP:PAR-6 boundary (see F). The error bars
indicate ±1 SEM for n = 10 embryos.
(C) Localization of a biosensor for active CDC-42
(GFP::wspGBD) at PC and NEBD in a wild-type
embryo (top); GFP::wspGBD fluorescence in-
tensity versus time for anterior (magenta) and
posterior (blue) domains showing biphasic accu-
mulation of the biosensor (bottom). The error bars
indicate mean ± 1 SEM for n = 12 embryos aligned
to the onset of maintenance (t = 0).
(D and E) Dynamics of cortical GFP::PAR-6
during maintenance phase in embryos of the
indicated genotypes without (D) or with (E)
mrck-1(RNAi). Surface views and kymographs are
as in (A).
(F) GFP::PAR-6 intensity versus anterior/posterior
position at the end of PC and NEBD in control
(n = 10), par-2(lw32) (n = 11), par-2(lw32);lgl-
1(tm2616) (n = 10), mrck(RNAi) (n = 10), par-2(lw32); mrck(RNAi) (n = 10), and par-2(lw32); lgl-1(tm2616); mrck(RNAi) (n = 10) embryos. The error bars
indicate ±1 SEM.
(G) Box-and-whisker plots showing the distributions of GFP::PAR-6 boundary position for the data in (F). **p < 0.005 by Student’s t test.
(H) GFP::PAR-6 intensity profiles measured for the same genotypes at 20 s intervals during maintenance phase in single embryos. Heatmap indicates time
relative to the beginning of the anterior contraction phase.
See also Figure S1 and Movies S1 and S2.Posterior contraction and flow occurred with normal timing
in par-2 and par-2;lgl-1 mutant embryos (Figure 2A). However,
the domain of contraction was significantly broader than in
wild-type embryos (Figure 2B); it overlapped the PAR-6::GFP
boundary (dashed vertical line in Figure 2B), and posterior
contraction was accompanied by a rapid posterior expansion
of GFP::PAR-6 (Figures 2D and 2F; Movie S1). In par-2;lgl-1 em-
bryos, the magnitude of posterior flow and posterior expansion
of PAR-6::GFP were slightly enhanced relative to par-2 alone
(Figures 2B and 2F).
To test if redistribution by cortical flow is primarily responsible
for loss of PAR-6 asymmetry in par-2 and par-2;lgl-1 embryos,
we co-depleted these embryos of MRCK-1 to inactivate mainte-
nance phase contractility. Indeed, posterior expansion of PAR-
6::GFP during early maintenance was completely abolished
in mrck-1(RNAi), par-2;mrck-1(RNAi), and par-2;lgl-1;mrck-
1(RNAi) embryos (Figures 2E and 2F; Movie S2). The dis-
tributions of GFP::PAR-6 in these embryos were essentially
wild-type (Figure 2F) and remained stable through the late main-Developmtenance phase (Figure 2G). Rapid posterior expansion of
PAR-3::GFP also occurred during early maintenance in par-2
and par-2;lgl-1 embryos and was also rescued by co-depletion
of MRCK-1 (Figures S1C and S1D and data not shown). We
conclude that (1) PAR-2 acts primarily during maintenance to
restrict the domain of posterior contraction and prevent redistri-
bution of anterior PAR proteins toward the posterior pole,
(2) LGL-1 makes a minor contribution in par-2 mutants by atten-
uating the magnitude of posterior flow, and (3) other factors
are completely sufficient to stabilize an anterior enrichment of
PAR-6/PKC-3 in the absence of PAR-2 and LGL-1 when
contractility is inhibited.
PAR-1 and CHIN-1 Act Redundantly to Prevent Loss of
PAR-6 Asymmetry during Maintenance Phase
Two obvious candidates are the posterior factors PAR-1 and
CHIN-1. Consistent with previous reports (Cuenca et al., 2003;
Kumfer et al., 2010), depletion of CHIN-1 or PAR-1 alone had
minor effects on PAR-6::GFP asymmetries. In chin-1(tm1909)ental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc. 133
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Figure 3. PAR-1 and CHIN-1 Act Redundantly to Prevent Loss of
PAR-6 Asymmetry during Maintenance Phase
(A) Equatorial views of GFP::PAR-6 at the end of PC, NEBD, and cleavage.
(B) GFP::PAR-6 intensity profiles in control (chin-1[tm1909] heterozygotes;
n = 9), chin-1(tm1909) (n = 12), par-1(RNAi) (n = 8), and chin-1(tm1909);par-
1(RNAi) (n = 9) embryos at late PC and NEBD. The error bars indicate ±1 SEM.
(C) Box-and-whisker plots showing distributions of posterior-to-anterior (P/A)
intensity ratios for the data in (B). *p < 0.05 and **p < 0.005 by Student’s t test.
See also Figure S2 and Movies S3 and S4.mutant embryos, posterior contraction accompanied broad-
ening of the GFP::PAR-6 domain during early maintenance, but
this was completely rescued by co-depletion of MRCK-1 (Fig-
ures 3A, 3B, S2A, and S2B; Movie S4). In both chin-1(tm1909)
and par-1(RNAi) embryos, the spatial profile of GFP::PAR-6
was stable from NEBD to late metaphase (Figure S2C).
By contrast, in chin-1; par-1(RNAi) embryos, there was a rapid
loss of GFP::PAR-6 asymmetry during early maintenance that
was invariably followed by a symmetric cell division (Figures
3A and 3B; Movie S4). Unlike in par-2, par-2;lgl-1, and chin-1
mutant embryos, this loss of asymmetry was not rescued by
co-depletion of MRCK-1 (Figures S2A and S2B; Movie S4).
Thus, PAR-1 and CHIN-1 act redundantly during maintenance
phase to prevent posterior accumulation of PAR-6/PKC-3
through mechanisms that do not involve local inhibition of
contractility and flow.
PAR-3 Acts Locally to Gate Cortical Association of
PAR-6/PKC-3 with Active CDC-42
Both PAR-3 and active CDC-42 bind PAR-6/PKC-3, and both
are required for normal accumulation of PAR-6/PKC-3 during
maintenance phase (Aceto et al., 2006; Beers and Kemphues,
2006; Hung and Kemphues, 1999; Tabuse et al., 1998). In princi-
ple, simultaneous posterior accumulation of active CDC-42 and
PAR-3 in chin-1; par-1(RNAi) embryos could explain rapid poste-134 Developmental Cell 35, 131–142, October 12, 2015 ª2015 Elsevrior accumulation of PAR-6/PKC-3. A previous study reported
normal distributions of PAR-3 in PAR-1-depleted embryos (Ete-
mad-Moghadam et al., 1995). However, weak accumulation of
PAR-3 might have escaped detection in these studies and might
be sufficient to promote strong PAR-6/PKC-3 accumulation in
the presence of active CDC-42. Alternatively, posterior activa-
tion of CDC-42 caused by loss of CHIN-1 might enhance poste-
rior accumulation of PAR-3 (Aceto et al., 2006) in the absence
of PAR-1.
To look for weak accumulation of PAR-3 in par-1(RNAi)
embryos, we used a strain expressing GFP::PAR-3 from the
endogenous locus by CRISPR-mediated homologous recombi-
nation (Ken Kemphues, personal communication; Dickinson
et al., 2013). We used imaging conditions that allow sensitive
detection of single GFP molecules (Robin et al., 2014; see
Supplemental Experimental Procedures). In wild-type embryos
during maintenance phase, PAR-3::GFP was enriched on the
anterior cortex in discrete clusters, with a broad range of sizes
(Figures 4A and S3A; Movie S5), consistent with previous reports
(Hung and Kemphues, 1999; Tabuse et al., 1998) and with the
known ability of PAR-3 to oligomerize (Benton and St Johnston,
2003a; Feng et al., 2007; Li et al., 2010a; Mizuno et al., 2003).
However, PAR-3 clusters were exceedingly sparse on the poste-
rior cortex (0.05 clusters/mm2; Figures 4A, 4B, S3B, and S3C),
with amean intensity close to that measured for singlemolecules
under the same imaging conditions (Figure S3A).
In contrast, during maintenance phase in par-1(RNAi) em-
bryos, PAR-3::GFP accumulated on the posterior cortex to
10% of the anterior levels (Figures 4A, 4B, and S3B; Movie
S5). This reflected an increase in both the number and mean in-
tensity of PAR-3::GFP clusters (Figures S3C and S3D), consis-
tent with the possibility that PAR-1 inhibits oligomerization of
PAR-3 (Benton and St Johnston, 2003b).
To determine if posterior activation of CDC-42 can enhance
the weak posterior accumulation of PAR-3 caused by deple-
tion of PAR-1, we compared embryos singly and doubly
depleted of PAR-1 and CHIN-1, using embryos that express
transgenic PAR-3::GFP at levels similar to the CRISPR
allele (Figure S3D). In chin-1(tm1909) embryos, PAR-3::GFP
spread toward the posterior pole during early maintenance,
but this was reversed by co-depletion of MRCK-1 (Fig-
ure S3E), and there was no significant difference in posterior
PAR-3::GFP intensities between chin-1(tm1909);mrck-1(RNAi)
and wild-type embryos (Figure 4C). Likewise, we observed
weak posterior accumulation of PAR-3::GFP to similar levels
in par-1(RNAi) and chin-1(tm1909);par-1(RNAi) embryos (Fig-
ure 4C). Thus, posterior activation of CDC-42 does not en-
hance PAR-3 accumulation in either wild-type or par-1(RNAi)
embryos.
To determine if weak accumulation of PAR-3::GFP, combined
with local activation of CDC-42, is sufficient for robust local
recruitment of PAR-6/PKC-3, we used single-molecule imaging
to measure spatial differences in GFP::PAR-6 recruitment rates
during maintenance phase in wild-type, chin-1(tm1909), par-
1(RNAi), and chin-1(tm1909);par-1(RNAi) embryos. We used
gfp(RNAi) to reduce levels of the GFP::PAR-6 transgene (Robin
et al., 2014); then we imaged under conditions (low density
and rapid photobleaching; see Supplemental Experimental Pro-
cedures) that allow unambiguous detection of single-moleculeier Inc.
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Figure 4. PAR-3 Acts Locally to Gate
Cortical Association of PAR-6/PKC-3 with
Active CDC-42
(A) Surface views of cortical PAR-3::GFP at
early maintenance in wild-type and par-1(RNAi)
embryos.
(B) PAR-3::GFP intensity versus AP position
measured during early maintenance phase inwild-
type (n = 12) and par-1(RNAi) (n = 12) embryos.
(C) PAR-3::GFP intensity versus AP position dur-
ing early maintenance in wild-type (n = 8), chin-
1(tm1909);mrck-1(RNAi) (n = 10), par-1(RNAi)
(n = 8), and chin-1(tm1909);par-1(RNAi) (n = 8)
embryos.
(D) Spatial distributions of single-molecule
appearance events for GFP::PAR-6 during early
maintenance in embryos with the indicated
genotypes.
(E) Plots of single-molecule appearance rates
versus AP position in wild-type (n = 6), chin-
1(tm1909);mrck-1(RNAi) (n = 6), par-1(RNAi) (n = 6),
and chin-1(tm1909);par-1(RNAi) (n = 6) embryos.
The error bars in (B), (C), and (E) indicate ±1 SEM.
Box-and-whisker plots in (B), (C), and (E) show
distributions of posterior-to-anterior (P/A) ratios
for the data shown in the graphs. *p < 0.05 and
**p < 0.005 by Student’s t test. See main text and
Experimental Procedures for details. See also
Figure S3 and Movies S5 and S6.appearance events (Figure 4D; Movie S6). In wild-type embryos,
the spatial distribution of average appearance rates was highly
asymmetric (Figures 4D and 4E). The A-to-P ratio of appearance
rates (9.2 ± 4.1) matched the A-to-P ratio of single-molecule
densities (9.0 ± 1.4) measured previously under low photo-
bleaching conditions (Robin et al., 2014). Thus asymmetric
recruitment, not asymmetric dissociation, determines asym-
metric distributions of PAR-6 during maintenance phase in
wild-type embryos.
GFP::PAR-6 recruitment rates were also strongly asymmetric
in chin-1(tm1909); mrck-1(RNAi), and par-1(RNAi) embryos (Fig-
ures 4D and 4E). However, in chin-1(tm1909);par-1(RNAi) em-
bryos, GFP::PAR-6 recruitment rates were strikingly symmetrical
(Figures 4D and 4E), consistent with the rapid loss of PAR-6
asymmetry observed in these embryos (Figure 3). We conclude
that in the presence of active CDC-42, weak accumulation of
PAR-3 is both necessary and sufficient to promote rapid
PAR-6 recruitment and complete loss of PAR-6 asymmetry.
PAR-6/PKC-3 Control CDC-42 Activity by Inhibiting
Local Accumulation of CHIN-1 Clusters
Our results show that posterior CHIN-1 acts redundantly with
PAR-1 to prevent local accumulation of PAR-6/PKC-3, but
what restricts CHIN-1 to the posterior pole? Kumfer et al.
(2010) suggested that posterior PAR-2 promotes CHIN-1 recruit-
ment. However, in par-2(RNAi) embryos, CHIN-1 clusters accu-
mulate with normal timing, but in a significantly smaller posterior
domain, which is complementary to the expanded PAR-6
domain (Figures 5A, 5B, S4A, and S4B and data not shown).
CHIN-1 clusters accumulated normally in lgl-1(tm2616) em-
bryos, which show normal distributions of PAR-6 during
maintenance (Figure 5B and data not shown). In par-Developm2(lw32);lgl-1(tm2616) double mutants, they were either absent
or accumulated weakly in a small posterior domain (Figure 5A
and data not shown).
An alternative possibility is that anterior PAR proteins inhibit
local accumulation of CHIN-1 clusters and that PAR-2 and
LGL-1 affect CHIN-1 accumulation indirectly by affecting the dis-
tribution of PAR-6/PKC-3. Indeed, in par-6(zu222) mutants or
par-6(RNAi) embryos, CHIN-1 clusters accumulated with normal
timing but throughout the cortex (Figures 5C, S4A, and S4B).
Moreover, we observed similarly broad, normally timed, accu-
mulation of CHIN-1::GFP clusters either in par-2;lgl-1 mutants
subjected to par-6(RNAi) (Figures 5C and 5D) or in par-
6(zu222) embryos subjected to par-2(RNAi) (Figure S4A). We
obtained similar results using RNAi to deplete CDC-42, PAR-3,
or PKC-3 instead of PAR-6 (Figure S4C). We conclude that
PAR-6/PKC-3 act locally to inhibit CHIN-1 cluster growth inde-
pendently of PAR-2 and LGL-1.
Dynamic Analysis of CHIN-1 Clusters Reveals
Ultrasensitive Dependence of Cluster Growth on PAR-6
Levels
On the basis of our results and previous work, we propose that
polarity is stabilized by two dynamically coupled feedback cir-
cuits (Figure 5E), one involving cross-inhibition between PAR-1
and PAR-3, the other cross-inhibition between CDC-42 and
CHIN-1. These two circuits are coupled through a dual require-
ment for active CDC-42 and PAR-3 to recruit PAR-6/PKC-3,
which inhibits local accumulation of both PAR-1 and CHIN-1.
In particular, our results imply that PAR-3/PAR-1 cross-inhibition
is sufficient to stabilize PAR-6/PKC-3 asymmetries in the
absence of CHIN-1, when CDC-42 is uniformly active, while
CDC-42/CHIN-1 cross-inhibition is sufficient to stabilize polarityental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc. 135
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Figure 5. PAR-6/PKC-3 Inhibit Local Accu-
mulation of CHIN-1 Clusters
(A) Surface views of CHIN-1::GFP at late mainte-
nance phase in control (par-2[lw32] heterozy-
gotes), par-2(lw32), and par-2(lw32);lgl-1(tm2616)
embryos.
(B) Plots of normalized CHIN-1::GFP intensity
versus AP position for control (n = 8), lgl-1(tm2616)
(n = 8), and par-2(lw32) (n = 8) embryos. Boundary
shift between control or lgl-1 and par-2 is signifi-
cant at p < 0.0001 by Student’s t test.
(C) Surface views of CHIN-1::GFP at late mainte-
nance phase in par-6(zu222), par-6(RNAi), and par-
2(lw32);lgl-1(tm2616);par-6(RNAi) embryos.
(D) Plots of normalized CHIN-1::GFP intensity
versus AP position at late maintenance in par-
6(zu222) (n = 12), par-6(RNAi) (n = 12), lgl-
1(tm2616);par-6(RNAi) (n = 12), and par-2(lw32);
lgl-1(tm2616); par-6(RNAi) (n = 11).
(E) Schematic view of a core circuit for polarity
maintenance based on our data and previous
work.
The error bars in (B) and (D) indicate ±1 SEM. See
text for details. See also Figure S4 and Movie S7.in the absence of PAR-1, when PAR-3 is everywhere above the
threshold for recruiting PAR-6/PKC-3.
Both PAR-3 and CHIN-1 form clusters at the cell membrane,
andwehypothesized that non-linear effects associatedwith clus-
ter assembly might endow each sub-circuit with bistable dy-
namics. To test this possibility, we focused on the CDC-42/
PAR-6/PKC-3/CHIN-1sub-circuit andonCHIN-1clusters,whose
dynamics can be readily followed using high-speed imaging and
single-particle tracking. CHIN-1 clusters first appeared at the
onset of maintenance in a broad posterior domain. The number
of clusters increased rapidly for thefirst100sand then remained
approximately constant (Figure 6A, blue trace), while the mean
cluster intensity increased steadily through latemaintenance (Fig-
ure 6A, red traces, and Figure 6B). Clusters often appeared to
merge and split, but the majority of clusters could be readily
tracked, through mergers and splits, over hundreds of seconds,
implying stable associationwith the cell surface (data not shown).136 Developmental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc.Significantly, we found that CHIN-1
clusters coupled strongly to cortical flow,
moving toward the posterior during early
maintenance and toward the anterior dur-
ing mid-late maintenance (Figure 6C;
Movie S7). Strikingly, many of the clusters
that moved anterior with flow near the
edge of the CHIN-1 domain underwent a
transition from growth to decay, leading
ultimately to cluster disappearance (Fig-
ures 6D and 6E; Movie S7). These transi-
tions were typically sharp (Figure 6E) and
occurred within a narrow range of AP po-
sitions (vertical dashed lines in Figure 6D).
Plotting mean growth rates versus AP po-
sition for all CHIN-1 clusters in the same
embryo revealed a general transition
from cluster growth to decay at a similarAP position (Figures 6D and 6F). In wild-type embryos, cortical
flow combined with decay tended to broaden the CHIN-1
boundary. However, in mrck-1(ok586) embryos, which lack
maintenance phase flow, the falloff in CHIN-1 cluster intensity
became very sharp, increasing from 0% to 50% over a dis-
tance of <1 mm (Figure 6H), further confirming that a transition
from growth to decay occurs at a sharply defined AP position.
Because PAR-6/PKC-3 inhibits CHIN-1 cluster formation (Fig-
ures 5C and 5D), and the distribution of GFP:PAR-6 is stable
during mid-late maintenance (Figures 2E and 2H), these data
suggest that CHIN-1 clusters switch from growth to decay at a
threshold density of PAR-6/PKC-3 (Figure 6G). To test this
further, we examined CHIN-1 cluster dynamics in par-2(lw32)
mutants in which the PAR-6 distribution is shifted posterior dur-
ing early maintenance (Figures 2D and 2E). Indeed, the transition
from mean cluster growth to decay still occurred in these
embryos. However, there was a significant posterior shift in
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Figure 6. Dynamic Analysis of CHIN-1 Clus-
ters Reveals Ultrasensitive Dependence of
Cluster Growth on PAR-6/PKC-3 Levels
(A) Number (blue) and mean intensity (red) of
CHIN-1 clusters versus time relative to mainte-
nance phase onset (t = 0 s; the error bars indicate
mean ± 1 SEM; n = 5 embryos).
(B) Normalized distribution of CHIN-1 cluster in-
tensities at successive time points during mainte-
nance phase (averaged over n = 5 embryos).
(C)Kymograph representationof cluster trajectories
within the posterior half of a single embryo. Color
overlays indicate posterior (yellow) and anterior
(blue) contraction phases, as shown in Figure 2.
(D) Cluster trajectories from the same embryo
during maintenance. Blue, positive growth; red,
negative growth.
(E) Plots of intensity versus time for individual
clusters that cross the dashed line in (D).
(F) Mean cluster growth rate versus AP position for
the embryo in (D).
(G) Hypothesized transition of CHIN-1 clusters
(magenta) from growth to decay as they cross a
threshold level of PAR-6/PKC-3, indicated by the
dashed horizontal line.
(H) Plot of normalized CHIN-1::GFP intensity
versus AP position in mrck-1 (ok586) embryos. The
error bars indicate mean ± 1 SEM; n = 12. Data for
individual embryos were aligned to the position at
which CHIN-1::GFP intensity crossed 30% of its
maximum value.
(I) Plots of mean cluster growth rate versus AP position for CHIN-1::GFP clusters during maintenance in wild-type (n = 5) and par-2(RNAi) (n = 5) embryos.
In (F) and (I), the error bars indicate mean ± 1 SEM for n > 10 (F) and n > 50 (I) measurements of cluster growth rate per position. See also Figure S6 andMovie S7.the transition point by 13% egg length relative to controls
(p < 0.0001 by Student’s t test; Figure 6I), which is similar in
magnitude to the posterior shift in the GFP::PAR-6 boundary in
par-2 mutants (compare Figures 6I and 2F).
Ultrasensitive Dependence of CHIN-1 Cluster Assembly
on PAR-6/PKC-3 Yields Bistable Dynamics
To ask whether ultrasensitive dependence of CHIN-1 cluster
growth on local concentrations of PAR-6/PKC-3 could lead to bi-
stable dynamics, we analyzed a mathematical model of the
CDC-42/PAR-6/PKC-3/CHIN-1 sub-circuit (Figure 7A; see Sup-
plemental Experimental Procedures for details). Wemodeled the
scenario in which PAR-1 is absent, and thus PAR-3 is not limiting
for recruitment of PAR-6/PKC-3. We used mass action kinetics
to model reversible activation of CDC-42, reversible binding of
cytoplasmic PAR-6/PKC-3 heterodimers to active (membrane-
bound) CDC-42, and reversible exchange of CHIN-1 monomers,
which assemble at the membrane into CHIN-1 clusters. We
assumed that CHIN-1 promotes local inactivation of CDC-42
at a rate proportional to local concentrations of CHIN-1 and
CDC-42.
Because the molecular details are still unclear, we used a sim-
ple phenomenological description of CHIN-1 cluster growth that
could be sharply constrained by experimental observations. We
assumed that CHIN-1 clusters undergo net growth above a crit-
ical monomer concentration and that CDC-42/PAR-6/PKC-3
modulates this critical concentration through l = l0 + h[PAR-6/
PKC-3], where l0 is the critical concentration in the absence of
CDC-42/PAR-6/PKC-3, and h represents the steepness of theDevelopmdependence. Together these assumptions imply a threshold
concentration of PAR-6/PKC-3 (pth) at which CHIN-1 clusters
switch from growth to decay (Figure 7A, right). Assuming that
PAR-6/PKC-3 modulates monomer density relative to a fixed
critical concentration leads to identical conclusions (see Supple-
mental Modeling Procedures for details).
Steady-state analysis of the model equations shows that the
CDC-42/PAR-6/PKC-3/CHIN-1 circuit could exhibit bistable dy-
namics, but whether it does so depends on the threshold pth and
the strength with which CHIN-1 inhibits CDC-42. To estimate pth,
we compared steady-state distributions of GFP::PAR-6 with the
AP position at which CHIN-1 clusters switch from growth to
decay (Figure S5A). To estimate the strength with which
CHIN-1 inhibits CDC-42 activity, we plotted posterior levels of
active CDC-42 against posterior levels of GFP::CHIN-1 at suc-
cessive time points during maintenance phase as CHIN-1 in-
creases from minimal to maximal values (Figures S5B and
S5C; Supplemental Modeling Procedures). For these measured
values, the steady-state analysis predicts two stable states,
confirming that the CDC-42/PAR-6/PKC-3CHIN-1 sub-circuit
is in fact tuned to exhibit bistable dynamics (Figures 7B, 7C,
and S5D).
We then simulated spatiotemporal dynamics of the CDC-42/
CHIN-1 circuit, using empirically measured values for PAR-6
diffusivity and turnover (Goehring et al., 2011a; Robin et al.,
2014) and CHIN-1 cluster mobility (Figure S6A), and initial condi-
tions that mimic maintenance phase onset (Figure 7D; see
Supplemental Modeling Procedures). Strikingly, the simulations
predict that the position of the AP boundary is intrinsicallyental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc. 137
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Figure 7. Ultrasensitive Dependence of
CHIN-1 Cluster Growth on PAR-6/PKC-3
Levels Yields Bistable Dynamics and a Sta-
ble Boundary Position
(A) Schematic view of model assumptions: CDC-42
cycles between inactive and active forms; PAR-6/
PKC-3 dimers reversibly bind activeCDC-42 from a
cytoplasmic pool. CHIN-1 monomers cycle be-
tween thecytoplasmandplasmamembrane,where
they assemble into larger CHIN-1 clusters. CHIN-1
clusters act locally to promote inactivation and
dissociation of CDC-42; CDC-42/PAR-6/PKC-3
trimers inhibit local clustering of CHIN-1, such that
clusters grow below a threshold level of CDC-42/
PAR-6/PKC-3 (expanded view at right; see Sup-
plemental Modeling Procedures for details).
(B) Steady-state dependence of [CHIN-1] on
[PAR-A] (magenta curve), and [PAR-A] on [CHIN-1]
(green curve). PAR-A represents the CDC-42/
PAR-6/PKC-3 trimer. Steady states occur where
the two curves intersect. Solid blue circles indicate
stable steady states; open blue circle indicates an
unstable steady state.
(C) Spatial coexistence of the two stable states in
the absence of diffusion.
(D) Initial conditions for the simulations shown in
(E) and (G).
(E) Predicted PAR-A and CHIN-1 distributions
versus time for simulations that incorporate
measured values for PAR-6/PKC-3 and CHIN-1
mobility and turnover.
(F and G) Predicted PAR-A and CHIN-1 distributions versus time (G) for simulations that incorporate same parameter values as in (E) and the flow field
shown in (F).
See Supplemental Modeling Procedures for details. See also Figure S5.unstable; diffusive spread of PAR-6/PKC-3 and a low threshold
for inhibition of CHIN-1 cluster growth invariably lead to a poste-
rior drift of the AP boundary (Figure 7E).
Consistent with this prediction, we found that the GFP::PAR-6
boundary drifts steadily toward the posterior pole in par-1(RNAi);
mrck-1(RNAi) embryos that lack cortical flow, but not in either
wild-type or par-1(RNAi) embryos, which exhibit anterior
directed flows during mid-late maintenance phase (Figures
S2A, S2C, and S6C). We wondered if anterior transport of
CHIN-1 clusters by cortical flow (Figure 6C) could counterbal-
ance the tendency of PAR-6/PKC-3 to invade the posterior
domain. Indeed, when we introduced the observed pattern of
cortical flow into our simulations (Figures 2B and 7F) and
adjusted the turnover rates of clustered CHIN-1 to approximate
the observed half-life of CHIN-1 clusters at the anterior edge of
the CHIN-1 domain (30 s; see Figure 6E), our simulations
now predicted a stably positioned AP boundary (Figure 7G).
Thus the combination of diffusive spread of CDC-42/PAR-6/
PKC-3, and a counterbalancing flow of CHIN-1 clusters, is suffi-
cient to stabilize AP position.
Interestingly, PAR-3 clusters also exhibit slow sub-diffusive
mobility (Figure S6B) and couple strongly to cortical flows near
the edge of the anterior domain during polarity maintenance in
both wild-type and par-1(RNAi) embryos (Figures S6C and
S6C0). The PAR-3 boundary position was stably maintained
in both par-1(RNAi) embryos, but in mrck-1; par-1(RNAi) em-
bryos, we observed a gradual spread of PAR-3::GFP during
maintenance phase (Figures S6C and S6C0). Thus transport of138 Developmental Cell 35, 131–142, October 12, 2015 ª2015 ElsevPAR-3 clusters by cortical flow may also counteract an intrinsic
tendency of the PAR-3 domain to spread in the absence of
PAR-1.
DISCUSSION
Zygotic polarity is stabilized by dynamic competition between
anterior and posterior polarity proteins for occupancy of the
cell surface. But a quantitative circuit-level view of how this
works has remained elusive. Here we identify a core circuit for
polarity maintenance and show how dynamical clustering of
CHIN-1 and PAR-3 can endow this circuit with bistable dynamics
and a stably positioned boundary.
A Core Circuit for Polarity Maintenance
Previous models for polarity maintenance proposed a key role
for PAR-2 in promoting local dissociation of anterior PAR pro-
teins and suggest that LGL-1 can serve this role when overex-
pressed in par-2 embryos. Here, we find that PAR-2 acts
primarily during maintenance to prevent redistribution of anterior
PAR proteins by posterior-directed cortical flows. PAR-2 re-
stricts the domain of posterior contraction and flow to prevent
overlap with the anterior PAR protein boundary. In par-2 mu-
tants, LGL-1 plays a minor role in attenuating the magnitude of
posterior flow and the posterior spread of PAR-6/PKC-3. How-
ever, absent maintenance phase contractility, neither PAR-2
nor LGL-1 is required to stabilize normal distributions of PAR-3
and PAR-6/PKC-3.ier Inc.
We have found that PAR-1 and CHIN-1 act redundantly, and
independently of flow, to exclude PAR-6/PKC-3 from the poste-
rior pole during maintenance phase. Using single-molecule anal-
ysis, we find that PAR-6/PKC-3 asymmetries are not shaped by
local dissociation, as previously proposed, but by asymmetrical
recruitment (Figures 4D and 4E) (see Robin et al., 2014), which
requires the local presence of both PAR-3 and active CDC-42.
Neither high levels of active CDC-42 (in chin-1 embryos) nor
the weak accumulation of PAR-3 (in par-1(RNAi) embryos) is suf-
ficient to recruit PAR-6. However, in chin-1; par-1(RNAi) em-
bryos, weak accumulation of PAR-3 is sufficient to promote
rapid association of PAR-6/PKC-3 with CDC-42. One attractive
possibility is that PAR-3 oligomers form a transient docking
site for PAR-6/PKC-3 that enhances their probability to bind
membrane-bound CDC-42, either through allosteric modulation
or by inhibiting or displacing cytoplasmic factors that prevent
PAR-6/PKC from binding to CDC-42 (Beers and Kemphues,
2006). Regardless of the details, this dual requirement allows
either PAR-1 (by inhibiting PAR-3; Motegi et al., 2011) or
CHIN-1 (by inhibiting CDC-42; Kumfer et al., 2010) to effectively
inhibit local recruitment of PAR-6/PKC-3.
Synthesizing these results with previous work, we propose a
core circuit for polarity maintenance (Figure 5E) in which (1)
PAR-3 gates local association of PAR-6/PKC-3 with CDC-42,
(2) PAR-6/PKC-3 inhibits local accumulation of PAR-1 (Motegi
et al., 2011) and CHIN-1 clusters, and (3) PAR-1 inhibits local
accumulation of PAR-3 oligomers (Figures 4 and S3) (Motegi
et al., 2011), while CHIN-1 clusters locally inactivate CDC-42
(Kumfer et al., 2010), such that either are sufficient to prevent
local recruitment of PAR-6/PKC-3. PAR-2 likely contributes by
recruiting PAR-1 and by inhibiting the actions of PKC-3 toward
itself and other targets (Griffin et al., 2011; Hao et al., 2006;
Motegi et al., 2011), but these contributions are normally masked
by redundant actions of CHIN-1. LGL-1 may also contribute by
limiting overall levels of PAR-6/PKC-3 (Beatty et al., 2013) or their
availability for recruitment by PAR-3 and CDC-42 (Wirtz-Peitz
et al., 2008). Whether the rescue of par-2 mutants by overex-
pressed LGL-1 relies on patterning cortical flow or these other
contributions remains to be determined.
What are the advantages of this circuit design? Variants of this
circuit polarize multiple cells using different cues during early
C. elegans development (Anderson et al., 2008; Arata et al.,
2010; Motegi et al., 2011; Munro and Bowerman, 2009; Munro
et al., 2004). Using two redundant modes of cross-inhibition
may provide a general way to preserve robust dynamic stabiliza-
tion of cortical asymmetries as expression levels and/or activities
of circuit elements vary with, for example, cell type, cell-cycle
progression, and developmental stage. At the same time, a
dual requirement for PAR-3 and CDC-42 to recruit PAR-6/
PKC-3 allows a diversity of inputs to mediate symmetry
breaking, such as local transport and/or inhibition of PAR-3 dur-
ing zygotic symmetry breaking (Motegi et al., 2011) or cell con-
tact-dependent inactivation of CDC-42 during radial symmetry
breaking in later embryonic cells (Anderson et al., 2008).
Ultrasensitive Dependence of CHIN-1Cluster Growth on
PAR-6/PKC-3 Yields Bistable Dynamics
Our results provide strong quantitative evidence that ultrasensi-
tive dependence of CHIN-1 cluster growth on PAR-6/PKC-3 en-Developmdows the CDC-42/PAR-6/PKC-3/CHIN-1 sub-circuit, and thus
the overall polarity circuit, with bistable dynamics. CHIN-1 clus-
ters that move in cortical flow toward the anterior pole undergo a
sharp transition from growth to decay at a particular AP position
(Figures 6D–6F), which corresponds to a particular steady-state
level of PAR-6/PKC-3 (Figure S5A), and shifting the PAR-6/
PKC-3 distribution toward the posterior pole produces a corre-
sponding shift in the transition from growth to decay (Figures
2F and 6I). Our mathematical analysis shows that ultrasensitive
dependence of cluster growth on PAR-6/PKC-3, combined
with an increase in membrane binding avidity with cluster size
(Lemmon, 2008), and strong inhibition of CDC-42 by CHIN-1
(Figures S5B and S5C), is sufficient to endow the CDC-42/
CHIN-1 sub-circuit with bistable dynamics (Figure 7B).
Dynamic clustering of membrane-associated proteins has
been widely observed (Dodgson et al., 2013; McGill et al.,
2009; Yap et al., 1997; Douglass and Vale, 2005; Himanen
et al., 2007; Greenfield et al., 2009; Wu, 2013). A likely basis for
clustering in many of these contexts is weak multivalent pro-
tein-protein interactions (reviewed in Banjade and Rosen,
2014; Wu, 2013), which can lead naturally to sharp transitions
in cluster nucleation and growth above critical concentrations
and/or binding affinities of participant molecules (Flory, 1953).
Although the molecular basis for CHIN-1 cluster assembly is
currently unknown, the kinetics of CHIN-1 cluster nucleation
and growth (Figures 6A and 6B) and the sharp transition from
growth to decay for individual clusters (Figure 6E) are consistent
with a scenario in which CHIN-1 clusters form through multiva-
lent association of membrane-bound subunits, with a critical
concentration for cluster nucleation and growth. Ultrasensitive
dependence on PAR-6/PKC-3 would arise naturally if PAR-6/
PKC-3modulated the critical concentration, or the concentration
of subunits, or both. Importantly, however, the prediction of bist-
ability in our mathematical model does not depend on these un-
known details.
Although we have focused on CHIN-1, local inhibition of
PAR-3 oligomerization by PAR-1 (Benton and St Johnston,
2003a), combined with increased avidity of PAR-3 binding with
oligomer size, could also endow the PAR-3/PAR-1 sub-circuit
with bistable dynamics in the presence of uniformly active
CDC-42 (Supplemental Modeling Procedures; see also Dawes
and Munro, 2011). This possibility is consistent with the sharp-
ness of the PAR-3 boundary in wild-type and chin-1 embryos
(Figure 4A and data not shown), the increase in mean PAR-3
cluster size on the posterior cortex of par-1 (RNAi) embryos (Fig-
ure S3D), and the failure of PAR-3 variants that lack a functional
oligomerization domain to associate with the cortex (Li et al.,
2010a). We suggest that ultrasensitive dependence of cluster
growth and membrane binding avidity on opposing regulators
may be a general mechanism to produce sharply delimited and
stably polarized cortical domains from cross-inhibition of
dynamically exchanging proteins.
Clustered Polarity Proteins Couple PAR Asymmetries to
the Actomyosin Cortex
Our results suggest that dynamic coupling of polarity proteins
to cortical flow plays a key role in shaping boundary position
during maintenance phase. Changes in AP boundary position
correlate strongly with flow in both wild-type and various mutantental Cell 35, 131–142, October 12, 2015 ª2015 Elsevier Inc. 139
(e.g., par-2, par-2; lgl-1, chin-1) embryos, while boundary
positions are stable and essentially identical in the same
backgrounds when MRCK-1 is also depleted (Figures 2A, 2D–
2G, 3, S2C, and S3F). Previous studies have proposed that
physical advection of freely diffusing, and slowly exchanging,
PAR proteins (e.g., PAR-6 and PAR-2) could explain their
redistribution by cortical flow (Goehring et al., 2011b). How-
ever, this assumes a bulk flow of the membrane in which the
PAR proteins are diffusing, which has not been observed in
C. elegans or in other contexts in which movements of cell-sur-
face proteins couple to cortical flows (Kucik et al., 1990; Lee
et al., 1990).
On the basis of our results, we favor an alternative model in
which dynamically clustered polarity proteins PAR-3 and
CHIN-1 provide the essential coupling between the zygotic po-
larity circuit and the actomyosin cortex. For both PAR-3 and
CHIN-1, we observe sharply reduced mobility of clusters relative
to single molecules and strong local coupling to cortical
flows (Figures S6, 6C, and 6D). Because PAR-3 acts locally
to gate recruitment of PAR-6/PKC-3, the redistribution of
PAR-3 will necessarily force redistribution of PAR-6/PKC-3.
Likewise, redistribution of CHIN-1 clusters will necessarily shape
distributions of active CDC-42 and thus PAR-6/PKC-3 recruit-
ment. Thus tight coupling of PAR-3 and CHIN-1 clusters to
cortical flow could be sufficient to mediate redistribution of all
members of the cross-inhibitory circuit, without a need for bulk
membrane flow.
Quantitative support for this idea comes from our analysis of
CDC-42/CHIN-1 sub-circuit dynamics in PAR-1-depleted em-
bryos. Using empirically constrained values for protein mobility,
exchange kinetics, and strengths of cross-inhibition, our simula-
tions predict an intrinsic tendency for PAR-6/PKC-3 to spread
toward the posterior pole, which we observe experimentally in
embryos doubly depleted of PAR-1 and MRCK-1 but not in em-
bryos depleted of PAR-1 alone, which still exhibit anterior-
directed cortical flows (Figures S2A and S2C). Our simulations
suggest that cortical transport of CHIN-1 clusters at experimen-
tally observed rates could be sufficient to counterbalance diffu-
sive spread of PAR-6/PKC-3 and thus stabilize the AP boundary.
Interestingly, actomyosin contractility is also required to prevent
posterior spread of PAR-3::GFP in PAR-1-depleted embryos,
which will also contribute to limiting the posterior spread of
PAR-6/PKC-3 (Figure S6C).
Because the core polarity circuit includes factors such as
CDC-42 and PAR-2 that control the distribution of myosin II,
the movements of PAR-3 and CHIN-1 will not just depend on
cortical flows; they will also feedback to pattern those flows.
Thus ultimately, it will be necessary to understand how a unique
and stable boundary position emerges from the interplay of reac-
tion-diffusion, cortical transport, and the mechanical balance of
cortical forces.
EXPERIMENTAL PROCEDURES
C. elegans Culture and Strains
We culturedC. elegans strains under standard conditions (Brenner, 1974). See
Supplemental Experimental Procedures, ‘‘Strains,’’ for a list of mutations and
transgenes used in this study. Unless otherwise specified, strains were pro-
vided by the Caenorhabditis Genetics Center, which is funded by the National
Center for Research Resources.140 Developmental Cell 35, 131–142, October 12, 2015 ª2015 ElsevRNAi
We performed RNAi using the feeding method (Timmons et al., 2001). Unless
otherwise specified, bacteria targeting specific genes were obtained from the
library of (Kamath et al., 2003). See Supplemental Experimental Procedures for
details.
Live Imaging
We mounted embryos for live imaging as previously described (Munro et al.,
2004). For single-molecule imaging experiments, we mounted embryos
in egg salts containing 100 uniformly sized polystyrene beads (18.7 ±
0.03 mm diameter; Bangs Laboratories, #NT29N) to achieve uniform compres-
sion of the embryo surface across experiments (Robin et al., 2014).
We collected spinning-disc confocal images using a Nikon Ti-E inverted mi-
croscope equipped with solid-state 50 mW, 481 and 561 nm Sapphire lasers
(Coherent), a Yokogawa CSU-X1 spinning-disc scan head, and Rolera em-c2
and Andor iXon3 897 electron-multiplying charged-coupled device (EM-CCD)
cameras. We collected near-total internal reflection fluorescence (TIRF) im-
ages using an Olympus IX71 inverted microscope equipped with an Olympus
OMAC TIRF illumination system, a 50 mW, 481 nm Sapphire laser (Coherent),
and an Andor iXon3 897 EM-CCD camera. See Supplemental Experimental
Procedures for details of image acquisition.
Image Analysis
We performed all image analysis in MATLAB (http://www.mathworks.com).
Measuring Cortical Intensities of GFP::PAR-6 or GFP::wspGBD
We measured cortical intensities of GFP::PAR-6 and GFP::wspGBD from sin-
gle equatorial confocal sections. We smoothed each image with a 4 3 4
mean filter and subtracted the mean background pixel intensity measured
in a region outside the embryo. For each of 200 equally spaced boundary po-
sitions, we measured pixel intensities along a ray perpendicular to the
boundary, directed inward. We determined the position along the ray at
which the smoothed and background-subtracted intensity first exceeded
90% of the value measured in posterior cytoplasm. We measured the
mean intensity in the original image for 300 nm along the ray beyond this po-
sition and then divided by the mean intensity measured over an additional
2 mm along the same ray. We then binned these data to obtain average mea-
surements at ten equally spaced positions along the AP axis. To control for
variability of transgene expression in different genetic backgrounds, we
normalized the intensity data for each embryo by the mean intensity within
a region of posterior cytoplasm. See Supplemental Experimental Procedures
for details.
Visualization and Analysis of Cortical Flow
We produced kymographs using ImageJ (http://imagej.nih.gov/ij/). We
measured cortical flow velocities for cortical NMY-2::GFP by particle
image velocimetry using freely available MATLAB software (http://www.
oceanwave.jp/softwares/mpiv). See Supplemental Experimental Procedures
for details.
Single-Particle Detection and Tracking
We performed all single-particle detection and localization using a MATLAB
implementation (http://people.umass.edu/kilfoil/downloads.html) of the
Crocker and Grier method (Crocker, 1996). This method identifies regions
below a characteristic feature size in which the maximum pixel intensity ex-
ceeds a user-defined threshold and estimates their centroid positions to
sub-pixel accuracy. We chose thresholds and feature sizes to optimize detec-
tion for different types of particles (single molecules and CHIN-1 or PAR-3
clusters; see Supplemental Experimental Procedures for details).
We performed particle-tracking analysis using freely available mTrack soft-
ware (Jaqaman et al., 2008). mTrack first links particles frame to frame and
then links these short segments into longer sequences. Both linking steps
use statistical models for particle motion to compute costs for different
possible linkage assignments (particle appearance, disappearance, displace-
ment, fusion, and fission) and then identify the assignments that globally mini-
mize these costs. For all analyses reported here, we used a motion model
provided with mTrack that represents a mixture of Brownian and directed
motion. See Supplemental Experimental Procedures for details.ier Inc.
Mean-Square Displacement Analysis
To measure mean-square displacement (MSD) for each lag time t, we parti-
tioned all particle trajectories into contiguous segments of length t and then
averaged the MSD over all such segments. We report data only for values of
twith >100 independentmeasurements. See Supplemental Experimental Pro-
cedures for details.
Quantitative Analysis of PAR-3 and CHIN-1 Clusters
To measure background-subtracted intensities for individual clusters, we
measured the total pixel intensity (Itot) in a circular mask with radius equal to
the feature size used for detection. We measured the background intensity (Ibg)
as the average pixel intensity within an annular region, two pixels in width, sur-
rounding this mask. Then we computed the background-subtracted intensity as
I= Itot  Amask 3 Ibg;
where Amask is the area of the circular mask. To measure total intensity in de-
tected clusters versus AP position, we used ImageJ to trace the outlines of the
region in which clusters were in focus at the embryo surface.We fit an ellipse to
this outline and took its major axis to be the AP axis.We partitioned the embryo
surface into 20 bins of equal width along this axis, assigned each detected par-
ticle into 1 of those bins on the basis of its position, then measured the mean
intensity in each bin as the sum of all background-subtracted cluster inten-
sities divided by the bin’s area.
To measure instantaneous cluster growth rates, we smoothed the intensity
data for each cluster trajectory using a five-frame moving average; then we
measured the frame-to-frame differences in these smoothed intensities. We
then measured mean growth rate versus AP position as described above for
mean intensities. See Supplemental Experimental Procedures for details.
Measuring GFP::PAR-6 Single-Molecule Recruitment Rates
We tuned GFP::PAR-6 expression to single-molecule levels and performed
single-molecule imaging, detection, and tracking as described previously
(Robin et al., 2014). We used imaging conditions (high signal-to-noise ratio
and low density of single molecules) that allowed accurate reconstruction of
single-molecule trajectories (Jaqaman et al., 2008; Robin et al., 2014; see Sup-
plemental Experimental Procedures for details). We assumed that the begin-
ning of each trajectory represents a single recruitment event. For each embryo,
we collected recruitment events for 100 s following the onset of maintenance
phase, binned the data with respect to AP position as described above, then
divided the total numbers in each bin by bin area and elapsed time to obtain
plots of appearance rate versus AP position. See Supplemental Experimental
Procedures for details.
Mathematical and Numerical Analysis of the CDC-42/PAR-6/PKC-3/
CHIN-1 Circuit
Weconverted the network diagram in Figure 7A into a systemof ordinary differ-
ential equations following basic assumptions that are outlined in the main text
and further discussed in the Supplemental Modeling Procedures. We scaled
the model equations to facilitate direct comparison with experimental data.
We used standard methods to perform steady-state analysis and assess con-
ditions for bistability in the absence of diffusion or cortical transport. To analyze
spatiotemporal dynamics,we introduced terms representingdiffusion (ofCDC-
42 and CDC-42/PAR-6/PKC-3) and transport (of CHIN-1). Then we invoked
rotational symmetry of the ellipsoidal zygote to solve the resulting equations
numerically on a 1D domain, representing a section of the cell surface, running
posterior to anterior. See Supplemental Modeling Procedures for details.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
Supplemental Modeling Procedures, six figures, and seven movies and can
be found with this article online at http://dx.doi.org/10.1016/j.devcel.2015.
09.006.
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