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Abstract— Safe autonomous driving requires robust detection
of other traffic participants. However, robust does not mean
perfect, and safe systems typically minimize missed detections
at the expense of a higher false positive rate. This results
in conservative and yet potentially dangerous behavior such
as avoiding imaginary obstacles. In the context of behavioral
cloning, perceptual errors at training time can lead to learning
difficulties or wrong policies, as expert demonstrations might
be inconsistent with the perceived world state. In this work, we
propose a behavioral cloning approach that can safely leverage
imperfect perception without being conservative. Our core
contribution is a novel representation of perceptual uncertainty
for learning to plan. We propose a new probabilistic birds-
eye-view semantic grid to encode the noisy output of object
perception systems. We then leverage expert demonstrations
to learn an imitative driving policy using this probabilistic
representation. Using the CARLA simulator, we show that our
approach can safely overcome critical false positives that would
otherwise lead to catastrophic failures or conservative behavior.
I. INTRODUCTION
Safety is the most critical concern when building au-
tonomous robots that operate in human environments. For
autonomous driving in particular, safety is a formidable chal-
lenge due to high speeds, rich environments, and complex
dynamic interactions with many traffic participants, includ-
ing vulnerable road users. Sensorimotor imitation learning
methods tackle this problem by learning end-to-end from
demonstrations [1]–[5]. Although scalable, these approaches
suffer from generalization issues [6], and thus lack statistical
evidence of safe behavior. In contrast, modular approaches
plan using perceptual abstractions [7]–[9], which leads to
good generalization properties [10]. However, modular sys-
tems often suffer from error propagation. Upstream percep-
tual errors may yield incorrect abstractions, which then, when
consumed by the downstream planner, can lead to critical
failures. Although robust sensor fusion can reduce perceptual
errors, it cannot totally eliminate them. Furthermore, in the
case of imitation learning, perceptual errors at training time
can lead to learning difficulties, as expert demonstrations
might be inconsistent with the world state perceived by the
vehicle [11]. Consequently, learning and deploying modular
imitative policies in the real world requires modeling percep-
tual uncertainty during both learning and inference. Planning
under uncertainty is a long-standing research topic, but most
approaches do not account for errors in perceptual inputs,
focusing instead on uncertainty in the dynamics [12]–[14],
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Fig. 1. We propose a probabilistic birds-eye-view semantic representation,
Soft BEV, for imitation learning under perceptual uncertainty. It enables
learning safer policies that can ignore false positives.
future trajectories [15]–[18], model weights [19], demonstra-
tions [20], or the cost function [21]. As modern perception
systems rely on deep neural networks for which uncertainty
modeling is an active area of research [22], [23], it is still
unclear how to properly model and use those uncertainties
in downstream components like a planner. In this work, we
propose a behavioral cloning algorithm that uses a non-
parametric representation of an uncertain world state as
predicted by typical perception systems. In particular, we
focus on critical perception mistakes in the form of detection
false positives, as this is typically the main failure mode of
safe systems biased towards negligible false negative rates
(as false negatives are irrecoverable in mediated perception
approaches). Our data-driven approach bypasses modeling
steps typically performed when formulating the problem in
a classical manner, i.e. as a POMDP. The major drawback
of such classical methods is the computational complexity,
where real-time performance can only be achieved through
major simplifications of the problem, often ignoring the typ-
ical failure modes of perception in the belief approximation.
The main contribution of our work is a novel input rep-
resentation that combines predicted visual abstractions and
scalar confidence values by convolving them in a discrete
top-down birds-eye-view grid, which we call a Soft BEV
grid. Our Soft BEV captures perceptual uncertainty across
the full scene, and is able to exhibit probabilistic patterns to
deal better with inconsistencies.
Our second contribution is to show the usage of this
representation in a Deep Learning planning model, trained
to imitate expert demonstrations, which can be inconsistent
with the world state perceived by the vehicle (cf. Fig. 1).
Specifically, our policy network learns when to trust per-
ception or not, thus recovering imitative policies that safely
avoid excessively conservative behavior in the presence of
perception errors. We use the CARLA simulator [24] to
demonstrate the effectiveness of our proposed approach.
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II. RELATED WORK
Traditional approaches for planning under uncertainty
often require efficient representations of state uncertainty.
This includes methods from trajectory optimization [25]–[29]
and POMDP-based techniques [30], [31]. Other approaches
focus on specific representations of uncertainty. For example,
Richter et al. [32] presented a non-parametric Bayesian
approach to learn collision probabilities in the context of
navigating unknown environments.
In robotics, there is a variety of approaches for imitation
learning and many of them have means for handling uncer-
tainty in the underlying models [33]. For instance, Ziebart
et al. [34] use inverse reinforcement learning to learn a cost
function from demonstrations, and is thus able to cope with
various sources of uncertainty, including in input features.
End-to-end behavioral cloning is a popular approach for
learning to drive from demonstrations [1]–[6]. However,
these methods suffer from generalization issues [6] that re-
quire potentially unsafe on-policy corrections [35], although
maybe in a limited amount [36]. Beyond raw sensors, one can
use high-level perceptual representations for learning from
demonstrations [8], [37]–[40]. In particular, with perfect
mapping, localization, and perception one can learn complex
urban driving via imitation [41]. While visual abstractions
lend themselves to sample-efficient imitation learning, their
use does not capture uncertainty and noise can lead to
degraded performance. In this work we propose an approach
to overcome this fundamental limitation.
Representations for uncertainty in Deep Learning are a
topic of surging interest [22], with both variational [42], [43]
and adversarial approximations [44] employed to represent
uncertainty. More recent work [45] has shown that for
certain types of networks the model uncertainty can even
be computed in closed form. This opens the opportunity to
get uncertainty estimates in real-time. In perception systems,
several recent works incorporate uncertainty reasoning and
deep representations [46], [47]. While some approaches in
imitation learning attempt to be aware of the limitations
of the system [17], [48], [49], uncertainty reasoning to
make the system more robust to uncertain inputs is still
relatively limited, and is the focus of our work. Czarnecki
and Podolak [50] present a training scheme for handling
known input data uncertainties to improve generalizability,
but they do not show how the approach can be used with
CNNs or more complex tasks like path planning.
Compared to the approaches described above we in this
paper focus specifically on how to deal with false positives
due to perception errors in the context of automated driving
through behavioral cloning, where the expert has access to
the ground truth while the robot might suffer from false
positive perceptions.
III. IMITATION UNDER PERCEPTUAL UNCERTAINTY
In this section, we present our behavioral cloning algo-
rithm that can effectively leverage mediated perception even
in the presence of false positives.
A. Imitation Learning with Mediated Perception
Our goal is to learn the parameters θ of a policy pi
that can predict robot actions a from observations o, i.e.,
pi(o; θ) = a. In our case, robot actions are future way-points
a = {w1, . . . wK} passed to a downstream controller. In
contrast to end-to-end sensorimotor approaches, we assume
observations are not raw sensor signals but instead the out-
puts of a perception system (e.g., object tracks, localization
and mapping information).
We estimate the policy parameters θ by behavioral cloning,
i.e., by supervised learning from a set of optimal demon-
strations {τ1, . . . , τn} generated by an expert policy pie.
Although the expert (a.k.a. oracle) has access to the true
world state s (e.g., ground truth position of other agents),
this high-level information cannot be measured directly by
the robot’s sensors. Therefore, we assume each demonstra-
tion τk consists of observation-action pairs τk = (ok,ak)
where observations are recorded predictions of the robot’s
perception system. We, however, assume that the actions a
can be accurately measured (e.g., using GNSS systems or
recording CAN bus signals for cars). This setup is different
than standard behavioral cloning [1], [4], [6], [35], [51], [52],
as we are trying to approximate an expert while operating
over a different input space:
pi(o; θ) ∼ a = pie(s) (1)
A key challenge lies in potential inconsistencies between
observations o and the true state s, for instance in the
presence of false positives in o. This is incompatible with
supervised learning, as the same observations may yield
potentially different target actions (e.g., stopping or passing
through an obstacle).
B. Input Uncertainty Representation via Soft BEV
To overcome inconsistencies between observations and
actions, we leverage uncertainty estimates provided by mod-
ern perception systems. We model observations o = (sˆ, c)
as pairs of estimated perceptual states sˆ and black-box
confidence values c in [0; 1] for each state variable. We
assume these confidence estimates negatively correlate with
error rates of the respective perception sub-systems, although
they might be inaccurate. This is a reasonable assumption
in practice, as there are multiple ways to achieve this,
for instance via Bayesian Deep Learning [22], ensemble
methods [53], or parametric approximation [17], [47].
We do not make explicit assumptions about the distribution
of sˆ w.r.t. the true state s. Instead, we assume the perception
system is tuned for high recall, i.e., that all critical state
variables are (noisily) captured in the estimated state. This
comes at the potential expense of false positives, but corre-
sponds to the practical setup where safety requirements are
generally designed to avoid partial observability issues, as
false negatives are hard to recover from. More specifically,
we tackle the inherent underlying noise in the perception
system and not the issue of how to handle completely out-
of-distribution cases (anomalies) in the perception system,
Fig. 2. Qualitative illustration of an agent using the Soft BEV grid,
successfully ignoring a false positive (top). Note that a few instances later
it is able to stop for a true positive (bottom)
where the confidence estimates are no longer positively
linked to the true error rates.
We represent the observations o in a birds-eye-view grid,
i.e., an N×M×D-dimensional tensor φ where each dimen-
sion k represents a category of estimated state (e.g., an object
or feature type) together with the respective estimated con-
fidences. Each slice φk is a matrix φk ∈ [0; 1]N×M , where
each element corresponds to the presence of an estimated
object or feature of type k at that location, weighted by
its estimated confidence. We refer to the resulting input
representation φ as Soft BEV.
C. Behavioral Cloning with Soft BEV
We model a driving agent via a deep convolutional pol-
icy network taking as input the aforementioned Soft BEV
representation φ. The CNN outputs way-points along the
future trajectory, which are then used by a PID controller to
compute the control signals for the steering and throttle of the
vehicle. We use the same network architecture as proposed
by Codevilla et al. [6] and Chen et al. [41]. It consists of a
ResNet-18 [54] base network acting as an encoder, followed
by three deconvolutional layers which also have as an input
the current speed signal. For each of the potential high-level
commands (“go left”, “go right”, “go straight”, “follow the
road”), the network predicts multiple output heat-maps which
are then converted into way-points by spatial soft-argmax
layers. Based on the high-level command, the respective head
of the network is used to predict the way-points.
To operate correctly under uncertainty, the goal is to
learn a policy that fulfills the standard behavioral cloning
target, while additionally remaining invariant to the noise
in the input features. As we directly encode uncertainty
in the input representation, the optimal actions (as done
by the expert) can still be optimal under perceptual noise,
as long as the behavioral patterns are not dominated by a
wrong bias in uncertainty estimates. This is a reasonable
assumption in practice, as consistent patterns of errors can be
characterized on a validation set and addressed specifically.
Therefore, the problem can still be treated as a supervised
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Fig. 3. Experimental setup: The CARLA simulator provides ground truth
features. Perception noise is applied to the dynamic features, which are
then fused into an uncertainty-scaled birds-eye view representation, the Soft
BEV. Together with high-level commands and speed information it is fed
to a CNN that predicts way-points.
policy learning [3], [35], solving the following optimization
problem:
θ∗ = argmin
θ
∑
i
l(pi(φi; θ), pie(si)) (2)
where l is a loss function, in our case the L1-distance.
IV. EXPERIMENTS
In this section we provide experimental evidence that the
incorporation of uncertainty into the input representation of
an imitation learning based planner can improve its perfor-
mance. For this we use the autonomous driving simulator
CARLA (version 0.9.6). The simulator provides ground truth
road layout, lane lines, traffic light state and dynamic objects
in the surroundings of the ego vehicle. A front view of the
agent in the simulation environment is depicted in Fig. 2.
A. Experimental Setup
We describe the experimental setup, which includes the
dataset, benchmarks and the training procedure for the CNN.
1) Dataset: We use a rule-based autopilot to collect a
dataset of 175k training frames and 34k validation frames
in CARLA’s “Town1”. The scenarios are created by having
the agent navigate along pre-defined way-points through the
simulated city. The collected data contains the following
information at each frame: global position, rotation, velocity,
high-level navigation command (left, right, straight, follow),
birds-eye view road layout, lane markings and traffic lights,
and a list of dynamic obstacles. The main attributes given
for the dynamic obstacles are the position in local coordinate
frame, relative rotation and bounding box extent.
2) Benchmark: The performance of our agents is eval-
uated on the NoCrash Benchmark proposed by Codevilla
et al. [6]. More specifically, we perform evaluations in the
“Town2 - Regular Traffic” setting, where a moderate number
of cars and pedestrians are present. We exclude the “Town2 -
Empty Traffic” and “Town2 - Dense Traffic” settings, since
the former does not include any dynamic objects, and the
ladder does in our experience often not provide meaning-
ful results due to unwanted side effects like traffic jams
or unavoidable collisions with pedestrians. The benchmark
performs multiple runs, where each run is outlined by a fixed
starting position, and a target goal position. The performance
of an agent is evaluated with regards to multiple criteria.
Firstly, if the agent crashes into another dynamic or static
object, the run is considered as failed. Secondly, if the agent
reaches the target location the time to completion is captured.
Thirdly, if the agent is not able to finish the run within a
certain time limit, the run is considered as failed as well. This
includes the cases in which the agent takes a wrong turn at
one point, or when it remains stuck somewhere. Lastly, traffic
light violations are counted, but in the scope of our analysis
not relevant for the evaluation process. It is to be noted that
we do not distinguish between the different weather modes
in the benchmark, since our evaluations never use visual
(camera) input.
3) Training Setup: We train two agents, both using the ex-
act same network architecture. The only difference between
them lies in the way the input data is represented. The first
agent (BEV Agent) is trained on ground truth noise-free data,
meaning it will have no notion of uncertainty. The second
agent (Soft BEV Agent) is trained on noisy data and its input
is the Soft BEV grid.
At training time we perform the following procedure to
simulate the output of a perception stack, i.e., to simulate
noise. We use two truncated Normal distributions (values
between 0 and 1) as shown in Fig. 3 (“Perception Noise”)
to simulate the confidence score generated by a generic
perception stack, and approximate the perception system’s
confidence estimate on its failure modes:
cj ∼ Ntrunc(µj , σj), j ∈ [FP, TP ] (3)
The distributions are designed to simulate the uncertainty of
the output of a statistically well calibrated perception system,
where this uncertainty can be interpreted as a probability of
existence for an object. The first distribution (FP) is used
to sample confidence scores for false positives and is biased
towards lower scores, while the second distribution for true
positives (TP) is biased towards higher scores. After sam-
pling true positive confidence values for the actual objects,
we sample ghost-objects in the vicinity of the ego agent
with a probability of 10% and sample a confidence value for
this false positive object as well. Then, we incorporate these
objects into the tensor following our approach introduced in
Section III-B. Following [4], [41] we also augment the input
BEV image by rotation, shifting and cropping. To simulate
trajectory noise, the way-point labels are shifted and rotated.
4) Testing Setup: To model temporal consistency of the
false positives we employ a survival model. In other words
a false positive is created with probability pFP , and it
will be present in the consecutive frames with a decaying
probability. In our experiments, we set the decay rate to 0.8,
thus allowing false positives to typically survive 2-3 frames.
For each frame, we sample for every surviving false positive
a score from the respective truncated Normal distribution.
Next, we create the Soft BEV grid as described previously.
Figure 3 depicts the setup used to perform the experiments.
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Fig. 4. Average speed and average absolute acceleration and jerk of the
BEV Agent and the Soft BEV agent in multiple noise settings for the
NoCrash benchmark. We plot the mean difference and corresponding 95%
confidence interval computed using a t-test, where each configuration is
compared against the “BEV Agent Noise-Free”.
5) 3D Object Detector: To test our agents in a more
realistic scenario, we implemented a LiDAR based 3D object
detector based on the state-of-the-art PointPillars (PP) [55]
approach. Briefly, the detector first performs an initial vox-
elization step (we use a grid of resolution 0.25m× 0.25m).
Each voxel is then processed by a multi-layer perceptron [56]
to create an intermediate Birds-Eye-View representation.
Finally, the 3D detections are computed by a Single-Shot
Detector (SSD) [57] head. We used CARLA to simulate
LiDAR sensors with 32 and 64-beams respectively, and we
trained the detector on 100k 360 degrees LiDAR sweeps and
validated on 10k LiDAR sweeps.
B. Results
We perform multiple experiments to test the efficacy of
the introduced Soft BEV grid. More specifically we want to
evaluate if it is possible to reduce conservative behavior in
uncertain situations, while simultaneously acting safely.
1) Comparison BEV vs Soft BEV: We summarize the
findings of our first set of experiments in Table I and Figure 4
depicts the results visually. They show the mean difference
and 95% confidence intervals of different experiments when
evaluating the metrics: speed, acceleration and jerk using a t-
test. To reduce the influence of traffic lights, we only consider
velocities above 1m/s when computing the average velocity.
The reason for this is that traffic lights act as a binary
gate and essentially either increase variance significantly, or
eliminate the influence of speed difference along the routes.
Similarly, we only consider accelerations with an absolute
value above zero. We compare the two agents in six different
Config. Model Noise 3-Sigma threshold p-existence Bias [Mu, Sigma] Speed Acceleration Jerk Collision
1 BEV Agent x Not applicable Not applicable Not applicable 4.2 2.5 20.5 0%
2 BEV Agent X x Low, 0.1 x 3.2 2.8 24.1 0%
3 BEV Agent X X Low, 0.1 x 4.0 2.5 20.6 5%
4 BEV Agent X X Low, 0.1 High, [0.2, 0.1] 3.9 2.5 21.0 5%
5 Soft BEV Agent X x Low, 0.1 x 4.2 2.5 20.4 5%
6 Soft BEV Agent X x Low, 0.1 High, [0.2, 0.1] 4.2 2.5 20.3 5%
TABLE I
COMPARISON OF DIFFERENT AGENTS IN DIFFERENT NOISE CONFIGURATIONS ON THE NOCRASH BENCHMARK. WE REPORT THE PERFORMANCE
METRICS AVERAGE SPEED, AVERAGE ABSOLUTE ACCELERATION, AVERAGE ABSOLUTE JERK AND TOTAL COLLISION RATE.
configurations to analyze the influence of the appearance of
false positives. The model named BEV Agent refers to an
agent that has been trained on noise-free data, and has no
notion of uncertainty. The Soft BEV Agent has been trained
using noise injection and its input is represented using the
Soft BEV. We compare the different configurations in av-
erage speed, average absolute acceleration, average absolute
jerk and total collision rate over all the benchmark runs.
These metrics can be used to interpret how conservative the
trained agent is, while remaining safe. In addition to the two
agents, we look at the following configuration parameters:
• 3-Sigma threshold: A 3-sigma threshold is applied on
the detection uncertainties and all values below the
threshold are discarded.
• p-existence: Probability of occurrence of a false positive
object within the relevant field of view for the agent.
See Section IV-B.4 for the respective analysis regarding
influence of field of view on agent performance.
• Biased: A bias is applied to the mean µj and standard
deviation σj of the underlying false positives and true
positives normal distribution. The bias itself is sampled
from a uniform distribution:
µbiasj = µj + bµj (4)
bµj ∼ Uniform(−bµ, bµ) (5)
and
σbiasj = σj + bσj (6)
bσj ∼ Uniform(−bσ, bσ) (7)
where µbiasj and σ
bias
j represent the new mean and
standard deviation.
Configuration 1 is an upper bound on the performance, since
it is evaluated on the ground truth BEV input representation
and therefore has perfect knowledge of the environment. The
main result of this evaluation can be seen in Configuration 5,
where from the noisy data the Soft BEV input representation
is able to recover close to full performance. Additionally,
as seen in Configuration 6, this is possible even in the
case of a biased underlying false positives distribution. This
means that the agent is robust even when misestimations
of the true noise distribution occur. Configurations 3 and
4 depict the case when a 3-sigma threshold is applied to
the noisy observations. In this case in which the underlying
distribution parameters are perfectly known (Configuration
3), the performance can be recovered. In the more realistic
case, where the distribution parameters are biased, the aver-
age speed drops and the absolute average acceleration and
jerk increase, demonstrating that a naive thresholding is not
enough. The second configuration shows that the influence of
the injected noise is very significant, if the uncertainty value
is completely ignored. Only the noise free configurations 1
and 2 are able to complete the benchmarks collision free,
although the statistical significance of this metric is low.
The data for these experiments has been evaluated using
an unequal variance, unequal sample sizes t-test where each
configuration is compared against configuration 1.
2) Influence of noise on Soft BEV: In the second set of
experiments we investigate the influence of the frequency
of false positives and of bias on the distribution parameters.
These experiments are motivated by the fact that in a real-
world application, the underlying distribution parameters
are almost always unknown, and even potentially change
over time. This experiment induces a gap between training
and testing noise characteristics, which is very typical in
a realistic scenario. The results can be seen in Table II.
The Soft BEV agent’s performance is weakly affected by an
increase in the number of false positives, or a change in the
underlying distribution. Even under more radical changes the
performance does not deteriorate much further. We therefore
show that our Soft BEV model is able to maintain the same
level of safety despite not knowing the true underlying noise
distribution and even when this distribution diverges from
the training distribution, which is the more realistic scenario.
Additionally we show that we do not suffer any deterioration
in the quality of driving despite the added noise.
3) Soft BEV with 3D Detector: In the last set of ex-
periments we want to see how well the agents work when
the dynamic observations are perceived by a LiDAR-based
perception system. We first validate the performance of our
PointPillars LiDAR detector on Cars and Pedestrians by
reporting the nuScenes [58] Average Precision (AP) metrics
on the validation set (Table III). Our detectors perform
quite well on cars, and we note a significant accuracy
drop for pedestrians for detections up to 50m. This can
be attributed to the quality and density of the CARLA
LiDAR simulation (4k points for the 32-beam LiDAR and
9k points for the 64 beam LiDAR). We note that the
numbers we report are consistent with those of state-of-the-
art 3D object detection methods on the nuScenes 3D object
Model Noise Injection 3-Sigma Threshold p-existence Bias [Mu, Sigma] Benchmark Success Rate
Soft BEV Agent X x Low, 0.05 x 97.5%
Soft BEV Agent X x Medium, 0.1 x 92.5%
Soft BEV Agent X x High, 0.5 x 95.0%
Soft BEV Agent X x Low, 0.05 Low, [0.01, 0.005] 92.5%
Soft BEV Agent X x Low, 0.05 Medium, [0.05, 0.025] 90.0%
Soft BEV Agent X x Low, 0.05 High, [0.2, 0.1] 92.5%
TABLE II
INFLUENCE OF FREQUENCY OF FALSE POSITIVES AND BIAS ON THE CONFIDENCE SCORE.
3D-Detector APCar APPed0.5m 1.0m 2.0m 0.5m 1.0m 2.0m
Objects closer than 25m
PP - 32 beams 90.7 92.8 95.8 58.8 60.6 61.8
PP - 64 beams 84.0 90.5 93.2 60.1 68.1 69.4
Objects closer than 50m
PP - 32 beams 65.5 69.6 74.5 27.4 28.1 29.0
PP - 64 beams 62.2 72.6 75.8 38.9 44.0 45.22
TABLE III
POINTPILLARS (PP) [55] 3D DETECTOR RESULTS ON CARLA LIDAR
DATA. WE REPORT THE NUSCENES [58] AVERAGE PRECISION (AP)
METRIC ON CARS AND PEDESTRIANS.
Collision Rates
3D-Detector BEV Agent with0.5-Threshold
Soft BEV Agent,
no Threshold
PP - 32 beams 10% 5%
PP - 64 beams 5% 5%
TABLE IV
COLLISION RATES WHEN USING THE POINTPILLARS (PP) [55] 3D
DETECTOR.
detection benchmark [58] from which we conclude that our
implementation allows us to test our agents with a realistic
perception system.
The goal of this experiment is to test the flexibility of our
Soft BEV representation, since the distribution of the confi-
dence scores is unknown to the agent. We compare against a
BEV agent that thresholds the observations at 0.5 and show
the results of this experiment in Table IV. We find that our
method outperforms an engineered approach and achieves a
lower collision rate in the case of the 32-beam LiDAR. Our
method as well as the engineered approach perform equally
well when using the 64-beam LiDAR detector, which can
be attributed to the fact that the detection rate of this model
is quite high on CARLA data, especially for objects closer
than 25m. As we show in the next section, for the purposes
of the benchmarks considered in this work, even this limited
range is enough to recover full performance.
4) Field of View Experiments: We analyzed the influence
of the agent’s field of view (FoV) on its performance. For
this we reduce the FoV to a circular section centered around
the agent, as illustrated in Figure 5. Interestingly, the agent is
able to recover full performance (97.5% success rate) when
the FoV is reduced to a circle spanning less than half of the
total FoV, which corresponds to a radius of 18m. As the FoV
is reduced further the performance drops to 57.5% successful
Fig. 5. Depiction of the reduced field of view.
runs (radius 12m), and finally it reaches 0% when reducing
it to a half-circular region with radius of 6m.
V. CONCLUSION
In this work we propose an effective way to deal with false
positives for behavioral cloning of autonomous driving poli-
cies with mediated perception. To achieve this, we introduced
the probabilistic birds-eye-view (Soft BEV) grid and showed
how this simple representation of perceptual uncertainty can
be used to better deal with false positives without the need
for thresholds. In extensive experiments carried out with the
CARLA simulator, we showed that we can recover noise-
free, safer driving policies from expert demonstrations, even
when uncertainty estimates might be themselves noisy.
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