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Abstract
We study transformations by unitary similarity of a nonderogatory matrix to certain rank
structured matrices. This kind of transformations can be described in a unified framework that
involves Krylov matrices. The rank structures here addressed are preserved by QR iterations,
and every iterate can be associated with a suitable Krylov matrix.
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1. Introduction
We investigate the transformation, by unitary similarity, of a square matrix in
various kind of rank structured matrices, such as combinations of banded matrices,
inverses of banded matrices and matrices of definite rank. These matrices can be
characterized by rank properties of certain subblocks, and for this reason belong
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to the wide class of rank structured matrices. Recently, rank structured matrices re-
ceived a great deal of attention, in particular for the design of methods for computing
polynomial roots and eigenvalues by means of the QR algorithm, see [5,9]. The
reason is that these structures are essentially preserved throughout the steps of the
algorithm, allowing substantial reductions of space and time complexities.
Krylov matrices are the tool that we use for studying transformations into rank
structured matrices. Krylov matrices appear in the theory of nonstationary methods,
such as CG and GMRES, used for the solution of large sparse linear systems, see
[14,10]. In addition, Krylov matrices allow to explain the behavior of methods such
as Lanczos for the computation of the tridiagonal matrix similar to a given Hermitian
matrix [10]. In [7], the author uses a kind of generalized Krylov matrix to show that
it is possible to transform, by unitary similarity, a symmetric matrix in the sum of a
prescribed diagonal matrix and a semiseparable matrix. Here, we show how various
other structures can be the target of the transformation.
The paper is organized as follows. In Section 2 we recall some basic facts about
banded matrices and their inverses. In Section 3 we introduce Krylov matrices and
use them in order to obtain various transformation of a nonderogatory matrix to
matrices having particular structures. In Section 4 we extend the definition of Kry-
lov matrices, with the main intent of including r-semiseparable matrices within the
various structures concerned. In Section 5 we show how the QR algorithm fits in the
theoretical framework here discussed.
2. Preliminaries on banded matrices and their inverses
Banded matrices are of widespread use in numerical linear algebra. Their inverses
have also been thoroughly studied [3,6,12]. For example, the inverses of tridiago-
nal matrices arise in particular applications, see [8], and have been also proposed
as alternative to tridiagonal matrices for eigenvalue computation, because reduction
to semiseparable form could show additional convergence behavior with respect to
tridiagonalization [4,16,2].
In order to set the ground for the future developments, we adapt here for our
purposes two definitions and an important result from [1,13].
Definition 1. Let A = (aij ) be square matrix of order n an let k be an integer. The
matrix A is called upper k-banded if aij = 0 for j − i < k; it is called strictly upper
k-banded if in addition aij /= 0 for j − i = k.
For the readers familiar with MATLAB1 we note that a matrix A is upper k-
banded if A and triu(A, k) are equal. For example an upper triangular matrix is a
0-banded matrix, and an upper Hessenberg matrix is a (−1)-banded matrix. Note
1 MATLAB is a registered trademark of The MathWorks, Inc.
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that an upper k-banded matrix with k  n is the zero matrix, while with k  1 − n is
a full matrix. For brevity, we refer to upper k-banded matrices simply as k-banded.
It is useful to observe that if A is k-banded and B is h-banded then A+ B is
min{k, h}-banded and AB is (k + h)-banded.
Definition 2. Let k be an integer such that 0  k  n− 1. A matrix S is called
a lower k-semiseparable matrix if there exist two n× k matrices X and Y , called
generators, and an upper k-banded matrix U such that
S = XY ∗ + U.
As for banded matrices we refer lower k-semiseparable matrices simply as k-
semiseparable. It can be shown that the nonsingularity of S implies that U is strictly
banded. Moreover, if a banded matrix is nonsingular then k  0. Now we can state
the promised result [1,13].
Theorem 1. A nonsingular matrix is strictly k-banded matrix if and only if its
inverse is (−k)-semiseparable.
The theorem does not longer hold if the word “strictly” is dropped. In this more
general situation, the inverse is rank structured as well, but not more representable
by means of generators in a straightforward way. Asplund in [1] names the inverse
Green’s matrix and does not address the problem of its representation. In [15] the
authors consider the tridiagonal case and point out the lack of numerical robustness
of the representation of the inverse by means of generators. They also propose a
new general strategy for the representation of the inverse involving Givens rotation
matrices.
3. Transformations via Krylov matrices
Let A be a square matrix of order n. The matrices of the form
K = [v,Av, . . . , An−1v] (1)
are known as Krylov matrices of A and form a linear space of dimension n. This
space contains nonsingular matrices if and only if A is nonderogatory, see [11]. Now,
let p(x) = (−1)n(xn −∑n−1i=0 pi+1xi) be the characteristic polynomial of A. The pi
appear in the Frobenius matrix
F =


0 p1
1 0 p2
.
.
.
.
.
.
...
0 1 pn

 . (2)
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It can be easily proved that AX = XF if and only if X is a Krylov matrix of A.
More generally, if M is a nonsingular matrix then the solutions of the equation
AX = XM−1FM, (3)
have the form X = KM . We refer to these matrices as M-Krylov matrices of A.
Let Q be unitary and R upper triangular such that X = KM = QR. If K is non-
singular, then R is nonsingular and
Q∗AQ = RM−1FMR−1. (4)
Appropriate choices of M force Q∗AQ to assume particular structures. Let us
consider two simple examples. We denote with Z the down shift matrix, and with
ei for i = 1 : n the canonical vectors so that for the Frobenius matrix we can write
F = Z + pe∗n, where p = (pi) for i = 1 : n.
• M = I .
Then RFR−1 is upper Hessenberg, or (−1)-banded according to Definition 1. If
A is Hermitian Q∗AQ = RFR−1 must be Hermitian and hence tridiagonal.
• M = J where J is the reversion matrix.
Then
M−1FM = J (Z + pe∗n)J = Z∗ + Jpe∗1 .
It turns out that M−1FM is 1-semiseparable, and the same can be said of the
matrix RJFJR−1. If A is Hermitian the matrix Q∗AQ = RM−1FMR−1 must
be Hermitian 1-semiseparable.
These simple examples suggest to perform a more systematic analysis of the struc-
ture of Q∗AQ depending on M . First of all we consider the case where M = PL
where P = I or P = J and L is nonsingular and lower triangular. Then
Q∗AQ = RL−1P ∗FPLR−1. (5)
In order to proceed it is necessary to make some additional assumptions on L.
One possibility is to assume that L is strictly (−k)-banded. From Theorem 1 we
have that L−1 is k-semiseparable. It follows that
L−1 = S + U,
where S is a rank k matrix and U is k-banded. From Eq. (5) we obtain
Q∗AQ= R(S + U)P ∗FPLR−1
= RSP ∗FPLR−1 + RUP ∗FPLR−1
= RSP ∗FPLR−1 + RUP ∗(Z + pe∗n)PLR−1
= RSP ∗FPLR−1 + RUP ∗pe∗nPLR−1 + RUP ∗ZPLR−1.
If P = I the last two summands in the preceding sum made up a (−1)-banded
matrix (all the factors are banded and the band of the product can be obtained sum-
ming up the band of the factors) while the first summand has rank not exceeding k.
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We observe that if L is Toeplitz the same conclusion can be reached directly from
(5) without regard to k, since L and Z commute.
If P = J the first two summands in the preceding sum made up a matrix of rank
not exceeding k + 1 an the last summand is 1-banded.
The following theorem summarizes the results obtained so far.
Theorem 2. Let A be a nonderogatory matrix and let M = PL where L is a non-
singular lower triangular strictly (−k)-banded, for a given k  0, and P is a per-
mutation matrix. Let X be a nonsingular M-Krylov matrix of A. Let X = QR being
Q unitary andR upper triangular. If P = I thenQ∗AQ is the sum of a (−1)-banded
matrix and a matrix whose rank does not exceed k. If P = J then Q∗AQ is the sum
of a 1-banded and a matrix whose rank does not exceed k + 1.
Remark. It is worth noting that all the claims in Theorem 2 remain true if we
interchange the roles of L and L−1, that is if L is lower triangular k-semiseparable.
Clearly, if L is (1 − n)-banded Theorem 2 becomes useless. Note that the claims
of this theorem are somehow the best possible. To illustrate this, consider the fol-
lowing examples. Let A = F , L = P = I , which corresponds to have k = 0, then,
choosing v = e1, we have K = I , and Q∗AQ is indeed an upper Hessenberg matrix.
Moreover, if A = JFJ , L = I and P = J , then, choosing v = en, we have K = J
and Q∗AQ = Z∗ + Jpe∗1 is the sum of a 1-banded and a rank one matrix as stated
in the theorem.
We end this section by studying the case where M = JL, being L a special unit
lower triangular matrix, whose columns obey to a given recurrence. In this way, we
generalize an idea presented in [7].
Let B = (bij ) be a lower triangular (−k)-banded matrix, k  0, that is a lower
triangular matrix vanishing below the lower kth diagonal. Let us define a unit lower
triangular matrix L by means of the following recurrence{
Len = en,
Lej−1 = Z∗Lej −∑min{n,j+k−1}i=j bijLei, j = n : −1 : 2. (6)
The relations (6) can be expressed in matrix form as
L(Z∗ + we∗1) = Z∗L− LB,
where w = L−1(Z∗L− LB)e1. Thus
L−1Z∗L = B + Z∗ + we∗1 . (7)
Now
M−1FM = L−1J (Z + pe∗n)JL = L−1Z∗L+ L−1Jpe∗1L,
and Eq. (7) implies
M−1FM = B + Z∗ + we∗1 + L−1Jpe∗1L
= B + Z∗ + (w + L−1Jp)e∗1 .
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Thus RM−1FMR−1 is the sum of a (−k)-banded and a matrix of rank one. For
convenience we state this fact explicitly.
Theorem 3. Let A,X,Q and R be defined as in Theorem 2. Let M = JL where
L is a unit lower triangular matrix whose columns satisfy the k-terms recurrence
(6). Then Q∗AQ is the sum of a (−k)-banded and a matrix whose rank is one, or
equivalently is the sum of a (−k)-banded plus a 1-semiseparable matrix.
In the case where B is diagonal, i.e. k = 0, the transformed matrix can be inter-
preted as the sum of a diagonal matrix B and a 1-semiseparable matrix. The paper
[7] focuses on this kind of reduction in the case where A is Hermitian.
4. Unitary transformations to rank structures
In order to extend the transformations analyzed in Section 3, we define a general-
ized Krylov matrix as a matrix having the form
K = [V,AV,A2V, . . . , AmV (:, 1 : h)],
where V is an n× r matrix and n = mr + h, with h  r .
If the Frobenius canonical form [17] of A is given by the direct sum of s non-
derogatory matrices, with s  r , it is possible to prove that there exists V such that
K is nonsingular. In this hypothesis letX be a nonsingular generalized Krylov matrix
of A, and let
F = Zr + UY ∗,
where U = X−1AX(:, (n− r + 1)) : n) and Y ∗ = [O, Ir ], being Ir the r × r iden-
tity. Then AX = XF . We define here the generalized M-Krylov matrices of A as the
solutions of equation AX = XM−1FM , having the form X = KM . The same line
of reasoning developed in Section 3 holds, leading to the following theorem.
Theorem 4. Let A be such that its Frobenius canonical form is given by the direct
sum of s nonderogatory matrices, with s  r . Let X be a nonsingular generalized
M-Krylov matrix of A, where M = P is a permutation matrix. Let X = QR being
Q unitary and R upper triangular. If P = I then Q∗AQ is strictly (−r)-banded. If
P = J then Q∗AQ is r-semiseparable.
Proof. Since R is nonsingular we have
Q∗AQ = RP−1FPR−1 = RP−1ZrPR−1 + RP−1UYT PR−1.
If P = I then RZrR−1 is a strictly (−r)-banded matrix and RUY ∗R−1 is a r-
rank matrix with the first n− r columns equal to zero. Thus Q∗AQ is strictly (−r)-
banded.
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If P = J then RJZrJR−1 = R(Z∗)rR−1 and this implies that Q∗AQ is r-semi-
separable. If A is nonsingular, Q∗AQ is the inverse of a strictly (−r)-banded
matrix. 
Theorem 4 shows how unitary transformations to (−r)-banded and to r-semi-
separable matrices can be obtained via generalized Krylov matrices. We now will
generalize Theorem 3 to obtain r-semiseparable plus (−k)-banded matrices.
Let B = (bij ) be a lower triangular (−k)-banded matrix, k  0. Let us define a
unit lower triangular matrix L by means of the following recurrence:{
Lej = ej , j = n : −1 : n− r + 1,
Lej−r = (Zr)∗Lej −∑min{n,j+k−1}i=j bijLei, j = n : −1 : r + 1,
(8)
As in (6), the relations (8) can be expressed in matrix form as
L((Zr)∗ +WJrY ∗J ) = (Zr)∗L− LB,
where Jr is the reversion matrix of order r , and W = L−1((Zr)∗L− LB)JYJr . Let
X be a nonsingular generalized M-Krylov matrix of A, where M = JL. Following
the same reasoning which leads to Theorem 3 we have
L−1(Zr)∗L = B + (Zr)∗ +WJrY ∗J,
and
M−1FM = L−1J (Zr + UY ∗)JL
= L−1(Zr)∗L+ L−1JUY ∗JL
= B + (Zr)∗ + (WJr + L−1JUJrLrJr)Y ∗J,
where Lr is the leading diagonal r × r block of L. Thus RM−1FMR−1 is the sum
of a (−k)-banded and a matrix of rank r , and Theorem 3 can be generalized to
r-semiseparable matrices as follows.
Theorem 5. Under the same hypotheses of Theorem 4, let M = JL where L is
a unit lower triangular matrix whose columns satisfy the recurrent relations (8). If
X = QR being Q unitary and R upper triangular, then Q∗AQ is the sum of a (−k)-
banded and a matrix whose rank is r, or equivalently is the sum of a (−k)-banded
plus an r-semiseparable matrix.
5. QR steps
In this section we study how the matrices obtained at each step of QR algorithm
are related to the initial matrix A. In particular, we show that these matrices are
M-Krylov matrices of A.
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Theorem 6. Let A satisfy the hypotheses of Theorem 4. Let X = QR be a gener-
alized M-Krylov matrix of A and let B = Q∗AQ. Let σ be such that B − σI is
nonsingular, and let B1 be the matrix obtained by applying a QR step with shift
σ to B, that is, B − σI = Q1R1. Then B1 = Q∗1Q∗AQQ1 and the matrix X1 =
QQ1R1R is a generalized M-Krylov matrix of A. Moreover, X1 = (A− σI)X.
Proof. Clearly B1 = Q∗1BQ1 = Q∗1Q∗AQQ1, and moreover B1 = R1BR−11 =
R1RM
−1FMR−1R−11 .
This implies that X1 = QQ1R1R is an M-Krylov matrix of A, since AX1 =
X1M
−1FM . Moreover X1 = Q(B − σI)R = QBR − σX = AX − σX =
(A− σI)X. 
A natural consequence of Theorem 6 is that, if the matrix B has one of the rank
structures analyzed in the previous sections, B1 maintains the same structure. This
fact simply follows from the observation that both B and B1 are obtained factorizing
QR two different generalized M-Krylov matrices, X and X1 respectively.
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