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ABSTRACT 
 
Achieving the highest Rate of Penetration (ROP) with the least possible 
Bit Tooth Wear Rate (BTWR) is the aim of every drilling engineer when 
selecting a drilling bit.  Predicting the optimal ROP has become increasingly 
important given the rise in expenses involved in drilling a well. This has meant 
that oil companies engage in a perpetual struggle to predict the optimum rock 
mechanical property parameters.  
Predicting optimal rock mechanical property parameters, specifically 
Rate of Penetration (ROP), has become increasingly important given the rise in 
expenses involved in drilling a well. The prediction of ROP from the current 
available data is an important criterion for reduction of drilling costs. ROP 
represents rock bit interaction which relates rock compressive strength and bit 
aggressivity. ROP prediction is complex because of the numerous variables 
which lead to difficulties in evaluating drilling parameters. Several models and 
methods have been published for predicting, and therefore potentially 
optimizing rate of penetration. However, these models and methods have 
limitations, too many variables are included, their input parameters are often 
not readily available, and their relationships are complex and not easily 
modeled. Therefore, the application of Neural Network is suggested in this 
study. 
A new methodology has been developed to predict the rate of 
penetration using the Artificial Neural Network (ANN). Three case studies 
representing different formations in Kuwait have been conducted to investigate 
ROP prediction for various applications. These cases have investigated the 
prediction of ROP for a specific heterogeneous formation (CASE I); a semi-
homogenous formation (CASE II); a drilling section composed of a 
heterogeneous formation and for a drilling section composed of a complex 
heterogeneous set of formations (CASE III). Predicting ROP parameters is of 
particular interest, therefore finding a new method to predict ROP for the cases 
investigated in this study will be a valuable achievement. Application of the 
new network models would then be used for selecting the best parameters for 
an optimal drilling strategy based on field data.  
In addition to the prediction of ROP, several runs were carried out to 
predict Tooth Wear Rate (TWR) for a drilling section in case III. Rock bit 
interactions in the field as a function of rock mechanical property parameters 
was achieved by predicting ROP which relates to rock compressive strength 
and bit aggressivity; as well as TWR which relates to rock abrasiveness and 
wear resistance.  
History of bit runs, mud logging data, geological information, offset 
well bit records, drill bit characteristics, and wireline data all play an important 
role in the prediction of rock bit interactions in this study. Based on field data, 
the prediction of rock mechanical property parameters can be accomplished by 
the use of a neural network as an alternative prediction and optimization 
method. Neural network offers a new form of information processing that is 
fundamentally different from a traditional processing system.  The system uses 
a knowledge base of various drilling parameters, to produce a “correlation” 
description of the optimal Rate of Penetration. 
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1. INTRODUCTION 
 
Drilling is one of the most expensive operations in oil exploration and 
development. Drilling costs make up 25-35% of the total development costs 
(Ford, 1999).  Exploration in more-hostile environments, more-complex well 
programs, deeper wells, and environmental pressures all contribute to a further 
increase in drilling costs.  It is interesting to note that of the total time spent 
drilling a well, less than half is spent actually “rotating on bottom” i.e. drilling. 
The reduction of capital cost of the drilling time i.e. optimization of Rate of 
Penetration (ROP), leads to a further reduction in the total drilling component 
cost such as rig rate and fuel consumption. 
According to (Cooper, 2003), the bit run time is related to the sharpness 
or aggressivity of the bit, and the wear state to its wear resistance, and the two 
measures also depend on rock strength and abrasivity, respectively. Drilling 
time therefore depends on both rock strength and bit aggressivity, while the rate 
of wear depends on rock abrasivity and bit wear resistance.  Rock bit 
interactions in the field may be represented as a function of rock mechanical 
property parameters. This representation may be achieved by the prediction of 
Rate of Penetration which relates to rock compressive strength and bit 
aggressivity; and Tooth Wear Rate (BTWR) which relates to rock abrasiveness 
and wear resistance.  Optimization of the rock mechanical property parameters 
is considered a unique challenge to drilling engineers.  Differences in formation 
and drilling techniques require a large variety of bit types. Bit selection 
programs have been prepared by engineers and technicians from rock bit 
manufactures as a service to oil companies to improve ROP, reducing drilling 
costs. Optimal rock mechanical property parameters are becoming increasingly 
important given the high cost of drilling a well.  As much as one third of a well 
cost may be affected by the ROP. Rate of penetration is therefore a key target 
for control and reduction of drilling cost. 
Achieving the optimal rate of penetration with the least possible bit 
wear along with an optimal drilling hole section, is the aim of every drilling 
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engineer.  There are many factors that can affect rate of penetration. Some of 
these factors include: 
1. Formation properties 
2. Bit type 
3. Weight on Bit (WOB) 
4. Bit rotational speed (RPM) 
5. Bit hydraulics 
Many other drilling parameters can have critical influence on ROP such as 
BHA and drill-string dynamics as well as overbalance, etc.   
Obviously, formation properties cannot be changed before drilling and 
thus selection of the optimal controlling parameters plays a major importance in 
achieving high rates of penetration.  Unfortunately, there are no foolproof 
methods of predicting the ROP for a formation to be drilled.  ROP prediction, 
like the selection of the correct weight on bit (WOB), rotation per minute 
(RPM), and hydraulics, is dependent upon a degree of trial and error.  The main 
aim of any ROP prediction method is to reduce the trial and error factor to a 
minimum.   
Prediction of ROP and optimum drilling parameters has been 
challenging for the petroleum industry. It is essential in cost reduction 
associated with well planning and drilling performance prediction. Several 
models and methods have been published for predicting, and therefore 
potentially optimizing penetration rate (Bourgoyne et al., 1986; Mason, 1987; 
Warren, 1987; Falconer et al., 1988; Bond, 1990; Pessier and Fear, 1992; 
Hareland and Hoberock, 1993; Rampersad et al., 1994; Hareland et al., 1996; 
Perrin et al., 1997; Xu, 1997; Smith, 1998-2000; Alsaleh, 1999; Millheim and 
Gaebler, 1999; Uboldi et al., 1999; Wilmot et al., 1999; Abouzeid and Cooper, 
2001; Aghassi and Smith, 2002; Nygard and Hareland, 2002; Cooper and 
Hatherly, 2003; Hareland and Nygard, 2007). Among these, the following are 
the main ones: 
1. Mathematical Models 
2. Bit Performance Diagnosis 
3. Drilling Simulation 
4. Cost per Foot Analysis 
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5. Offset Well Bit record Analysis 
6. Degree of Bit Dullness Evaluation 
Theses models and methods have been found to have limitations, too 
many variables included, their input parameters often not readily available, and 
their relationships complex and not easily modeled. There is a need for further 
research on methods and guidelines that could simplify the task.  Therefore, the 
artificial neural network was proposed as a new methodology to predict rock 
mechanical property parameters as a function of rock bit interactions.  
 
 
Location 
Field 
Well name 
Well type 
Min (MD In ft) 
Max(MD Out (ft) 
Total Drilled (ft) 
Litho logy 
Drilled From (ft) 
Drilled To (ft) 
Bit Size (in) 
Bit Type 
Bit Manufacturer 
Bit Model Number 
Bit Serial Number 
Bit IADC Code 
Bit Run No 
Bit Dull Grading 
Inner Row 
Outer Row  
SPP (psi)  
P Bit (psi)  
TFA (in²) 
Nozzle Velocity 
Annular Velo (ft/s) 
Mud type 
Mud Density (ppg) 
ECD (ppg) 
PV 
YP 
Min WOB (klb) 
Max WOB (klb) 
Min RPM (rpm) 
Max RPM (rpm) 
Down hole RPM 
Drilling Hours 
Flow Rate (gpm) 
HHP (hp) 
Torque 
ROP 
 
 
 
Table 1-1 Various well data and drilling parameters 
 
Artificial Neural Network (ANN), also referred to as Neural Network 
(NN), is a data processing system consisting of a large number of 
interconnected processing elements, configured in a manner that was inspired 
by the structure of the cerebral cortex portion of the brain (Uhrig, 1995). Neural 
networks offer a new form of information processing that is fundamentally 
different from a traditional processing system (Mohaghagh, 1995; White et al., 
1995).  Artificial neural networks can be considered as an efficient method in 
solving complex and dynamic problems as they have shown great potential in 
finding highly non-linear relationships (Ali, 1994). They can be a valuable tool 
for addressing many problems in petroleum engineering. They are capable of 
generating accurate analysis and results from large amounts of historical data 
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that seem to be irrelevant in analyses using conventional methods and in cases 
where there has been inadequate data (Mohaghegh, 1995).  
The system uses a knowledge base of various drilling parameters to 
produce a “correlation” description of the most optimal rock mechanical 
property parameters. Namely, these are ROP and TWR. The “correlation” is 
derived from various drilling parameters, which may include some of the 
following data from a field or a region:  
Compared to conventional ROP prediction methods, this approach 
makes more effective use of past experience leading to a higher and more 
efficient prediction of rock mechanical property parameters in drilling 
operations. Evidence for this is apparent in the work of Altmis, 1996, Yilmaz, 
et al., 2001, Dashevskiy, et al., 2003 and Fonseca, et al., 2006.  In this study 
three ANN models representing different formations in Kuwait have been 
developed to investigate ROP prediction for various applications. 
Three case studies representing different formations in Kuwait have been 
conducted to investigate ROP predictions. In the first case of the study, a 
proposed ANN method was applied to predict ROP for a specific 
heterogeneous formation. Tests were additionally extended to predict ROP for 
the same formation in a different field within the same area. Application of the 
proposed network model for this formation is being developed using bit 
performance databases and mud log data. The second case of this study carried 
out tests for a semi-homogenous formation. In the third case of this study, 
testing and developing of an integrated method for complex and heterogeneous 
set of formations was applied.  
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2. OBJECTIVES 
 
This study was initiated in an attempt to improve penetration rates and 
reduce per well drilling costs.  The objective of this study is to test the 
hypotheses of three drilling models using data gathered from Kuwait oilfields.  
The main objective of this study is to develop a new methodology using 
neural networks to predict rock mechanical property parameters as a function of 
rock bit interactions. This representation may be achieved by the prediction of 
Rate of Penetration which relates to rock compressive strength and bit 
aggressivity; and Tooth Wear Rate (BTWR) which relates to rock abrasiveness 
and wear resistance. This will facilitate the prediction of such parameters where 
it has previously been a complex task using conventional methods. 
As part of the objectives comparative analysis of neural network 
algorithms will be investigated to produce a robust workflow for modeling 
neural networks. Furthermore, the produced workflow will provide a systematic 
approach to tackle various problems under investigation by the neural network.  
Another objective of this study is to identify which factors are 
controlling rate of penetration (ROP) when many variables are included. The 
proposed ANN method uses history of bit runs, mud logging data, geological 
information, and drill bit characteristics to produce correlations between ROP 
and applied drilling parameters. These correlations are then used to generate 
recommendations for maximizing ROP in drilling operations. 
Data on most recent wells drilled in Kuwait will be used to analyze and 
compare the effectiveness of different drilling parameters. These may then be 
incorporated into drilling plans for subsequent wells to be drilled in the area.  
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3. LITERATURE REVIEW  
 
Rate of penetration is the rate of forward progress of the bit measured in 
units of distance drilled per unit time (Bourgoyne, 1986). Since rate of 
penetration depends on rock strength and bit aggressivity, and the rate of wear 
depends on rock abrasivity and bit wear resistance, rock bit interactions in the 
field may be achieved by the prediction of two main controlling parameters. 
These are: Rate Of Penetration (ROP) and Tooth Wear Rate (BTWR). 
Weight on bit (WOB) is the axial force applied to the bit from thick 
walled steel tubular members of the drill string (Bourgoyne, 1986). The amount 
of weight on bit can have an effect on the efficiency of drilling performance. 
Rate of penetration is directly proportional to the WOB i.e., increasing WOB 
will result in an increase of ROP. On the other hand, precaution should be taken 
during drilling for proper selection of the optimal WOB. High WOB in soft 
formation may lead to bit balling and in hard formation may increase wear rate 
and cause bit damage.  Rotary speed (RPM) of the drill bit is required to 
present a fresh surface of the drilling face for the cutting structure of the drill 
bit. RPM can be optimized to improve drilling efficiency and economy. The 
rotation can be provided from surface (as a conventional rig floor drive system 
from the drilling rig), or from a down-hole motor (as a positive displacement 
mud motor or turbine). 
Prediction of  rate of penetration has been a challenging problem for the 
petroleum industry. It is essential in cost reduction associated with well 
planning and drilling performance prediction, especially when rig leasing rates 
tend to follow the projects-demand and barrel-price rises.  
Methods are steadily being developed to determine rock strength from 
non-mechanical measurements (Cooper, 2002).  Many are based on an 
interpretation of the sonic log, augmented by information derived from a 
porosity log and/or the natural gamma ray emission. Such measurements are 
capable of yielding estimates of rock compressive strength, mineralogy and 
other properties that are of value in predicting drilling performance (Cooper, 
2002). 
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There are in principle many combinations of each pair of parameters 
that could generate the same result. Therefore, if neither is known with 
certainty, their choice becomes arbitrary. The proposal is therefore simply to 
take such a drilling model and feed into it a known set of operating parameters 
plus rock strength derived from the logging measurements. This will yield a 
theoretical rate of penetration of the bit. If this rate of penetration is now 
compared with an actual rate of penetration, any difference can be interpreted 
to determine the state of wear of the bit (Cooper and Hatherly, 2003).  
According to (Cooper, 2002), a drill bit is a device for measuring rock 
compressive strength to the extent that the bit rate of penetration depends on the 
compressive strength of the rock. However, the connection between the two is 
not at all direct, since rate of penetration also depends on all the bit operating 
parameters and, critically, on the state of wear of the bit. The relationship 
between bit rate of penetration and rock strength has, however, been 
exhaustively studied in the form of various drilling models and these are thus 
available to relate rock strength to rate of penetration (Cooper, 2002). Bit rate 
of penetration is directly proportional to the rock compressive strength and 
inversely proportional to the bit tooth wear rate. This is demonstrated in 
mathematical models for predicting rate of penetration (section 5.1).   
Formations vary significantly in hardness and abrasiveness, and will 
impact the performance of the bit.  If there were no differences in rock 
formations, the driller could select only one bit, set the bit weight, rotary speed, 
and pump pressure, and then drill ahead at the maximum rate.  Sometimes such 
a situation does exist, but usually the formations consist of alternating layers of 
soft material, hard rocks, and abrasive sections.  Changing the bit every time 
there is a change in the formation is not always practical. Therefore, predicting 
rock mechanical property parameters will facilitate and optimize bit selection. 
This represents a compromise, one that will perform reasonably well under all 
conditions that it must meet.   
The ROP is calculated as the ratio between the drilled depth interval and 
the time consumed in this operation.  Several methods exist for optimizing 
values of drilling variables, or parameters to improve or optimize drilling 
performance.  Wellbore drilling includes rotating a drill bit while applying axial 
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force.  The rotation and the axial force are typically provided by equipment 
which includes a drilling "rig".  
The rig includes various devices to lift, rotate and control segments of 
drill pipe which ultimately connect the drill bit to the equipment on the rig. The 
drill pipe includes a hydraulic passage generally in its center through which 
drilling fluid is pumped. The drilling fluid discharges through selected-size 
orifices in the bit "jets" for the purposes of cooling the drill bit and lifting rock 
cuttings out of the wellbore as it is being drilled (Leecraft, J., 1990). The speed 
and economy with which a wellbore is drilled, as well as the quality of the hole 
drilled, depend on a number of factors. These factors include, the mechanical 
properties of the rocks which are drilled, the diameter and type of the drill bit 
used, the flow rate of the drilling fluid, hole cleaning, pore pressure, the 
rotation speed and axial force applied to the drill bit, etc.  
 Several methods and models such as those by (Warren, 1987), (Kuru, 
1990), (Bourgoyne, 1991), (Hareland and Hoberock, 1993), (Fear, 1996), 
(Hareland et al., 1996), (Smith, 1998), (Millheim and Gaebler, 1999), (Oort et. 
al., 1999), (Talor et. al., 2000), (King et. al., 2001), (Pinckard, 2001), (Nygaard, 
R., and Hareland), and (Hareland and Nygaard, 2007)  have been developed for 
optimizing various drilling parameters in order to achieve various desirable 
results. It is generally the case that for any particular mechanical property 
parameters of rocks, a rate at which the drill bit penetrates the rock (ROP) 
corresponds to the amount of axial force (WOB) and the rotary speed (RPM). 
The rate at which the drill bit wears out is generally related to the ROP.   
Many authors and service companies (Falconer, 1988), (Ledgerwood 
and Salisbury, 1991), (Perrin et. al., 1997), (Bourgoyne et. al., 1998), (Smith 
Bits, 1998), (Uboldi et al., 1999), (Security DBS, 1999), (Aghassi, 2003), and 
(Baker Hughes, 2006) have addressed bit design and proper selection and 
adjustment of bit operating parameters as critical factors for effective bit 
performance. Tooth length; number of cutters; cutter exposure or blade 
standoff; size, shape, surface, and angle of the cutter; and nozzle and jet design 
are some of the many bit characteristics which affect ROP and bit performance 
Making accurate estimates of bit rate of penetration from the rock 
strength (or vice versa) is notoriously difficult in view of the large number of 
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parameters that have to be matched.  One of the most fundamental tasks of a 
drilling engineer is selecting, operating, and evaluating the performance of the 
drill bit.  Rock bit interaction depends on bit type, operational parameters, and 
formation parameters. There are a wide variety of bit types that are available.  
Their differences range from slight manufacturing details to completely 
different mechanics of cutting a rock. There are two types of bits used in rotary 
drilling: roller cone, and drag bits. 
 
3.1. Roller Cone Bits 
 
The designer of roller cone bits, also known as rock bits, needs to use 
heavy-duty bearings, a high-strength cone shell, and full-length cutting teeth.  
Each feature competes with the others for the limited space available to build 
the cutting structure on the roller cones.  In addition, the designer must balance 
the toughness of steel against the brittleness of hard-surfacing materials in 
determining the matter of long life and effective cutting. As a result, bit 
designers have developed several types of bits, each of which emphasizes a 
particular quality needed to drill a particular type of formation (Leecraft, J., 
1990).  
 
3.1.1. Types 
Rock bits may be classified in general as (1) Steel tooth (Milled tooth) 
bits and (2) Tungsten carbide insert bits. 
 
3.1.1.1.Steel Tooth Bits 
 
Steel tooth bits are formed by milling directly on the cone shell as it is 
manufactured. .  Steel-tooth bit can be designed for soft, medium, and hard 
formations.  Cones offset and teeth sizes have their impact in bit design.  For 
example, bits designed for the softest formations with the least amount of 
abrasive characteristics have the most cones offset and widely spaced, long, 
and sharp teeth.  Where bits designed for hard formation have the least cones 
offset (or none) and more closely spaced, shorter, and stronger teeth. 
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Figure 3-1 Roller cone, Steel Tooth Bit (Milled Tooth) (Baker Hughes, 2006) 
 
 
3.1.1.2.Tungsten Carbide Insert Bits  
 
Tungsten carbide inserts bits that are inserted into pre-drilled holes in 
the steel cone shell.  Carbide insert bits were used to reduce trip time, because 
the same bit could be used on different formations; however, slow bit speeds 
reduce the rate of penetration and faster speeds could cause insert breakage. 
 
 
Figure 3-2 Roller cone, Insert Bit (Baker Hughes, 2006) 
 
Since various types of formations may be encountered, and tungsten 
carbide insert bits have such long runs, it may be necessary to use a softer-
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formation bit, increase the weight on bit, and decrease rotary speed when 
drilling through the harder formations. Similar to steel tooth, tungsten carbide 
insert bits are available for soft, medium, and hard formation. For the hardest 
formations, a hemispherical-shaped end is used on the inserts, chisel-shaped 
inserts for medium formations, and larger-diameter, sharper crested, and more 
widely spaced inserts for very soft formations.  New developments in cone 
materials have made the cones more wear resistant, cutting down on cone 
failure.  The most prominent innovation in carbide insert bits has been the 
development of sealed bearings, since bearing failure was one of the more 
common failures of this type of bit. 
The rate of penetration of a drill into a rock under standard conditions, 
i.e., the ground condition properties of the rock, may be termed as the 
drillability of that rock with respect to the drill (Singh, 1968).  
The advantages of the carbide insert bit include great drillability, i.e., 
the ability to drill different types of formations with the same bit Tungsten 
carbide is a very hard metal that are used as cutting elements (teeth) in some 
bits, showing little wear on the cutting structures after normal operations. Their 
disadvantages include the erosion around the base of inserts that can result in 
their loss, and the possibility that (with complete insert burial) an area of the 
cone shell can come into contact with the formation and transmit shock loads 
from the drill string directly to the bearing. 
 
3.1.2.  Roller Bits Cutting Action  
 
The cutting elements of roller cone bits are arranged on “conical” 
structures that are attached to a bit body.  Typically three cones are used and 
the teeth (cutters) may be tungsten carbide that is inserted into pre-drilled holes 
into the steel cone shell or steel teeth that are formed by milling directly on the 
cone shell as it is manufactured.  The length, spacing, shape, and tooth material 
are tailored for drilling a particular rock. The rock cutting process of the roller 
cone bit is either by gouging (digging and shoveling) in soft formation or by 
chiseling in hard formation.  
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Figure 3-3 Roller Bits cutting action (Engeser, 2009) 
 
3.1.3. Factors that Affect the Roller Bits Performance 
 
The formation, bit weight, rotary speed, and bottom-hole cleaning 
velocity factors all affect the performance of a roller cone bit.  Another factor 
that affects the bit performance is the experience of the driller.  The parameters 
that the driller applies to the bit have their great impact on the bit.  The driller 
can improve the bit performance by paying attention to the variables of 
formation, bit design, and rig operating practices 
 
3.1.3.1. Influence of Formation  
 
Most rock bits will make fair progress in the majority of the formations 
it encounters.  However, to obtain maximum footage and penetration rates and 
thus lower drilling costs, a type of rock bit designed for the specific formation 
being drilled should be selected.  Roller bits are available for soft, medium-soft, 
medium-hard, and hard formations.  International Association of Drilling 
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Contractor (IADC) has developed a standard classification code that is used to 
classify bits made by different manufactures according to the hardness of the 
rock that they are designed to drill.  IADC code includes a description of the 
practical design feature of the bit.  
Steel tooth bit may be used on soft formations if the bit has deep and 
widely spaced teeth with sufficient scraping action on bottom.  The scraping is 
obtained by the offset of the roller cones (figure 3-4).  In soft formation, the 
teeth should be widely spaced to prevent the bit from balling up, which occurs 
when the formation material packs so tightly between the teeth that the mud 
stream can not keep them clean.  
For medium-soft formations offsets of lesser degrees can be employed 
to give a twisting-scraping action to the teeth on the bottom of the hole.  Since 
depth of penetration is not as great as that in softer rocks, slightly shorter teeth 
are used.  Also an increase in the number and strength of the teeth is needed for 
the bit to have a longer life. 
Medium-hard formations such as hard limestone, dolomite, and hard 
shale are too hard and perhaps too abrasive.  Therefore, bit cones for this type 
of formation are given a slight offset, and teeth are closely spaced.  For 
formations that are abrasive but of relatively low strength, hard-facing material 
is applied to teeth and gauge surfaces because they may be subjected to more 
severe wear than those used for soft formations.  Where for formations that 
have high compressive strength and require heavy weight for effective crushing 
and chipping, maximum performance can be obtained without hard facing 
material.  
Similar to steel tooth bit, tungsten carbide insert bits can also be used to 
drill hard, medium-hard, medium, and soft formations. For the hardest 
formations, a hemispherical shaped end is used on the inserts. The inserts are 
closely spaced, thus the exposed hemispherical shaped ends of the inserts 
produce a chipping and crushing action on the rock, thereby drilling hole as the 
bit is rotated under load.  
For medium-hard formations the bits have greater projection of inserts 
above the steel cones, deeper ventilation grooves, and conical-shaped ends on 
the inserts.  They drill faster in medium-hard formations than bits with inserts 
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that have rounded ends. The use of chisel-shaped inserts for medium 
formations has led to the successful application of this type of bit for drilling 
shale and other softer plastic formations.  As with steel tooth bits, it is 
necessary to produce a design for scraping and gouging action, an offset design, 
rather than to rely on the crushing type of action used by the hard-formation 
type of bits. Tungsten carbide inserts have been successfully applied in the very 
soft formations by using larger-diameter, sharper-crested, more widely spaced 
inserts, maximum scraping and gouging action, a thicker and more abrasive-
resistant carbonized case on the cone metal for retaining the inserts, and long-
life journal bearings (Leecraft, J., 1990). 
 
 
 
Figure 3-4 Offset cones Roller Bits cutting action (Engeser, 2009) 
 
3.1.3.2. Weight on Bit and Rotary Speed Factors 
 
Field experience with steel-tooth bits has proven that drilling rate in 
brittle rocks increase more than proportionally to increases in drilling weights. 
Increasing the weight on bit would increase the rate of penetration. This is true 
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for short-term improvement in drilling rates, but it is not for overall 
performance (Leecraft, J., 1990). When increasing the weight on the bit, this 
will result pushing the bit teeth or cutters further down into the formation, 
crushing more rock, and thereby increasing ROP (Hareland and Nygaard, 
2007).  
 Achieving maximum rock bit performance depends on tooth form and 
structure as well as on bearing life.  Soft formations restrict the use of heavy 
weight because of the tendency of the steel-tooth bit to ball up.  It is possible to 
increase rotary speed in order to offset the reduced weight, and good cleaning 
by high fluid velocity allows fast penetration rates in such formations.  
Precaution must be taken when increasing the fluid velocity, to prevent hole 
washout.  In harder formations, rotary speed is limited by abrasive properties of 
the formation, where in this case it is necessary to use heavier weights to 
exceed the strength of the formation.  Excessive rotary speeds with heavier 
weight in such formation would result in tooth and bearing wear.  The 
experience of the driller is critical in this case, and the parameters applied to the 
bit will effect the overall bit performance. 
The procedures for determining the best weight and rotary speed to use 
with steel tooth bits also apply to tungsten carbide insert bits.  The principal 
difference is that under normal conditions the cutting structure (i.e., the teeth) 
of a tungsten carbide insert bit wears very little.  Therefore, weight and rotary 
speed may remain constant.  
 
3.1.3.3.Hydraulics Effects 
 
Drill bit hydraulics is generally associated with the use of jet bits.  The 
purpose of the jet nozzles is to improve the cleaning action of the drilling fluid 
at the bottom of the hole.  The removing action of the cuttings plays an 
important factor in drilling operation.  When cuttings are not removed from 
underneath the bit, several drilling problems will occur such as wasteful bit 
wear and drilling time and therefore higher drilling costs. 
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Watercourses were the first to be integrated into a roller cone bit and are 
still in limited use today (Leecraft, J., 1990).  These courses direct drilling fluid 
onto the cutters to keep them clean, and the fluid then goes on to clean the hole. 
The velocity of the stream of drilling fluid in this type of passageway is 
relatively low, and the disadvantages of the system include balling and cone 
erosion. Such conventional watercourses have been almost completely replaced 
by jet watercourses, or nozzles.  These nozzles direct the stream of drilling fluid 
past the cones and completely flush out cuttings in the hole.  The stream of 
drilling fluid can be controlled by changing the nozzle size and can improve the 
rate of penetration in soft formations by washing away or eroding the formation 
even before the bit touches the bottom of the hole.  (Leecraft, J., 1990) 
Under steady state drilling conditions the rate of cuttings removal from 
under the bit must equal the rate at which new chips are formed.  This implies 
that penetration rate can be controlled by the cutting generation process, 
removal process, or a combination of the two processes. 
Parameters such as jet impact force, hydraulic horsepower, jet velocity, 
and jet Reynolds Number have been used in attempts to quantify the effect of 
bit hydraulics on penetration rate.  All of these parameters refer to properties of 
the fluid at the time it exits the jet nozzle.  The two parameters most commonly 
used to quantify the effect of hydraulics on penetration rate are jet impact force 
and hydraulic horsepower per square inch of bit area (HSI).  Maximum 
horsepower is obtained with slightly smaller nozzles than are required for 
maximum impact force. 
The effect of hydraulics on penetration rate is greatest at high weight-
on-bit and is greater for soft rocks than for harder rocks.  The increased ROP 
due to increased hydraulics tends to reach a plateau and level out at some point 
depending on the bit type, rpm, WOB, and rock strength. A given change in 
hydraulics will affect the penetration rate of short tooth bits more than long 
tooth bits if all else is constant.  (Azar, J., 1995) 
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3.1.4. Classification 
A standard system to classify roller cone bits has been developed by 
IADC.  Bits are classified according to type (milled tooth or insert bits), kinds 
of formation for which they are designed (expressed by series and type), 
mechanical features, and manufacturer.  The system of classification permits 
comparison of the bit types offered by various bit manufacturers (Gabolde, and 
Nguyen., 1999). 
  
3.2. Drag Bits  
 
Unlike rolling cutter bits, drag bits do not have any rolling parts that 
require strong and clean bearing surface.  There are three general types of drag 
bits that are in common usage, which are Drag Bits with blade (steel) cutter 
elements, diamond bits, and polycrystalline diamond compact (PDC). 
 
3.2.1. Types 
 
3.2.1.1. Diamond Bits 
 
Diamond bit is more expensive than roller bits, it may cost three or four 
times as much as a carbide insert bit, and several times as much as a steel-tooth 
bit.  Sometimes diamond bit can offer an economic advantage over roller bit. 
The most important factor in its advantage is the fact that it makes more hole 
than any other bit over the entire period of its life.  Diamond bits have two 
valuable characteristics, a basic design and no parts that move. 
Diamond bits, in which industrial grade diamonds are set into bit heads 
that is manufactured by a powdered metallurgy technique.  The size, shape, 
quantity, quality, and exposure of the diamonds are tailored to provide the best 
performance for a particular formation.  Each bit is designed and manufactured 
for a particular job rather than being mass produced as roller cone bits are.  The 
cuttings are removed by mud that flows through a series of water courses.  The 
design of these water courses is aimed at forcing fluid around each individual 
diamond.  The matrix diamond bit cuts rock by grinding and thus a primary 
function of the fluid is to conduct heat away from the diamonds. 
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Figure 3-5 Natural Diamond Bit (Smith Bits, 2003)  
 
3.2.1.2. Polycrystalline Diamond Compact Bits (PDC) 
 
The PDC bits are made up of a layer of synthetic polycrystalline 
diamond that is bounded to a cemented tungsten carbide substrate in a high 
pressure, high temperature process.  The cutters are generally much larger than 
natural diamonds and are designed to cut the rock by shearing, similar to metal 
machining (conventional drag bits).  PDC bits have proven to be very 
successful in homogeneous and soft to moderate strength formations. In 
formations where they are successful, they can drill two to three times faster 
than a roller cone bit and may have an equally long life.   
The diamond on PDC cutter is many times harder than the hardest rock 
that is drilled in normal oil and gas well drilling.  When the bits were first being 
developed, it seemed almost impossible that the cutters could sometimes be 
worn out in only a few feet of drilling.  This accelerated wear is often attributed 
to the cutters becoming overly hot.  The PDC material generally contains small 
amounts of various metals located in the voids between diamond grains. 
Because of the differential thermal expansion of the diamond grains and binder 
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metals, heating the cutters will cause high stresses that makes individual 
diamond crystals easier to break away from the cutter.  Additionally, at higher 
temperature the diamond partially converts back into graphite, especially in an 
oxidizing atmosphere. PDC matrix bits have the cutters directly brazed into the 
bit body. Alternatively, PDC steel bits use PDC mounted on studs that are 
pressed into holes in the bit body (Safe, 2004) 
 
 
Figure 3-6  PDC Steel Bit (Smith Bits, 2003) 
 
 
 
Figure 3-7 PDC Matrix bit (Schlumberger, 2003) 
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3.2.1.3. Drag Bits with Blades Cutter Elements 
 
Although the grandfather of all rotary drag bits, “the fishtail,” has been 
relegated to the museum of petroleum antiquities, not all drag bits have met the 
same fate.  There are a few areas left where drag bits are still necessary. The 
original type of fishtail bit had two blades and an eye for the drilling mud near 
the threaded shank of the bit.  This bit ruled the oil fields from the early time 
until the 1920’s.  A modified fishtail drag bit that has actual jet bit was 
produced in 1947, with three or four blades of hard metal welded to the body of 
the bit.  Bits of this type are occasionally used today for drilling soft, shallow 
formations prior to setting surface casing.  They are commonly available in 
sizes up to 24 inches.  Various sizes of bit bodies can be obtained for the 
complete range of blade sizes.  Blades are expendable and designed to be 
completely worn out and thrown away. 
 
 
Figure 3-8  Drag Bit with Blades Cutter (Khalsa, 2009) 
 
3.2.2. Diamond bits cutting action.   
 
Diamond bits have three main cutting actions: compressive, abrasive, 
and plowing.  Compressive action is the cutting action used most frequently. 
Diamonds in the bit create stresses in the formation that cause it to crack. The 
cracked pieces of formation are then pushed behind the diamond.  Abrasive 
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action accounts for about 15% of modern drilling applications.  The bit drills 
this way when the formation is so hard and abrasive that the only way to get 
through it is to wear it away.  Plowing action is a third type of action exercised 
by the diamond bit.  The bit can overcome the compressive strength of the rock 
so that the formation ruptures, then the diamond can scoop the formation in 
front of it. 
 
 
 
Figure 3-9 Diamond Bits cutting action (Engeser, 2009) 
 
3.2.3. Factors Effecting Diamond Bits Performance 
 
3.2.3.1. Influence of Formation 
 
Diamond bits are expensive pieces of equipment; care should be taken 
to get maximum use from them.  Attention to certain precautions in their use 
can prevent much damage and wear.  Drilling junk at the bottom of the hole 
shears diamonds at the surface of the bit matrix and eventually grooves the 
matrix itself.  The hole should be perfectly clean before running a diamond bit.  
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Drilling with no fluid produces intense heat that turns cuttings and bit 
matrix into a molten state.  Diamonds become dislodged and travel around in 
the hole, destroying the bit completely.  Although such an occurrence is rare, its 
variations are common.  Inadequate fluid hydraulics for cooling and cleaning 
the bit can result in partial or total plugging of its fluid passageways, causing 
cuttings to ball up and clog the bit.  The heat generated causes the cuttings to 
burn into the matrix and dislodge diamonds; it can also crack the matrix. 
A combination of heat, too little drilling fluid and junk in the hole can 
cause heat cracks and checks in the matrix.  If drilling continues after diamond 
damage has occurred, the bit can be a total loss.  Diamond bits are strong and 
will serve well if they are properly cared for.  The most important things to 
watch for when drilling are using correct hydraulics, selecting the right bit for 
the formation being drilled, keeping a clean hole, and keeping an eye on rate of 
penetration so that any disruption is quickly noticed and steps can be taken to 
correct any developing problems. 
The other type of drag bit is the polycrystalline diamond compact 
(PDC) bit that is constructed with cutters comprised of a manmade diamond 
material.  The cutters are generally much larger than natural diamonds and are 
designed to cut the rock by shearing, similar to metal machining. PDC bits have 
proven very successful in homogeneous and soft to moderate strength 
formations. In formations where they are successful, they can drill tow to three 
times faster than a roller cone bit and my have an equally long life.  
 
3.2.3.2. Weight on Bit, Rotary Speed, and Circulation Rate 
Factors 
 
Sufficient weight must be applied to cause the cutting points of the 
diamonds to penetrate the formation.  The degree of penetration depends on the 
hardness and characteristics of the formation, the size and shape of the diamond 
point, and the applied unit weight. The weight causes penetration, and the 
rotation gives movement to the diamond, which removes the formation.  The 
mechanical factors of weight and rotary speed are directly related to the drilling 
rate. 
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3.2.3.3.Hydraulics Factors 
 
Hydraulics factors affect the drilling rate in relation to the efficiency 
with which these mechanical factors are applied.  In regard to hydraulics, the jet 
principle, applied to the diamond bit, is the only efficient means of keeping the 
diamonds clean and cool so that new formations may be cut with each turn of 
the bit, thus increasing the effectiveness of the mechanical factors. The jet 
action, to be effective on a diamond bit, requires sufficient fluid velocity across 
the face of the diamond bit to clean and cool the diamond points satisfactorily.  
The ideal fluid velocity is always known, and usually other factors that may 
dictate a necessary change in this ideal velocity are also known.  Therefore, for 
optimal performance, a diamond bit must not only be designed to meet hole 
conditions, but also have watercourses that give proper fluid distribution at the 
ideal velocity, based on the fluid available to the bit.  The available fluid may 
be limited by the capacity of the mud pumps on the rig or by the fluid capacity 
of the diamond bit in use (Leecraft, 1990). 
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4. ARTIFICIAL NEURAL NETWORKS (ANNS)  
 
4.1. Biological Neural Networks 
 
A biological neuron consists of three main components: Dendrites, Cell 
body (Soma) and Axon (Becker et al., 1986; Fausett, 1994).  Dendrites, which 
are fine fibers located around the cell body, receive signal from neurons. Soma 
sums the incoming signal when sufficient inputs are received. The cell fires 
(transmit) a signal over its axon to other cells. The firing occurs if the incoming 
information exceeds a certain threshold. The axon is a long cylindrical 
connection which carries impulses. The dendrites of different cells are 
connected together through junctions called synapses. The signal is transmitted 
chemically through the synapse (Becker et al., 1986; Fausett, 1994; Cheng and 
Titterington, 1994).  
 
 
Figure 4-1:  Schematics of a biological neuron, after Becker et al. (1986). 
 
 
4.2. Artificial Neural Networks  
 
Artificial neural networks have been defined as physical cellular 
systems that can acquire, store, and use experiential knowledge.  The 
knowledge is in the form of stable states or mapping embedded in networks that 
can be recalled in response to the presentation of cues (Fausett, 1994). 
Therefore, one of the greatest advantages of neural network is the recognition 
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of complexity and multiplicity of influences in regard to the problem. It allows 
the complexity to be interpreted. 
Like the human brain, ANN consists of number of neurons. Signals are 
passed between neurons over connection links and each connection link has 
weight. The neuron sums incoming signals and then applies activation function 
to the input to determine the output.  Neural network technology mimics the 
human brain’s problem solving process.  The networks, much like the brain, 
can apply knowledge gained from previous experiences to new problems.  A 
neural network does so by building a system of neurons that are capable of 
making new decisions, classification, and forecasting (Fausett, 1994).  
 
 
Figure 4-2: Schematics of an Artificial neuron, (Steinwender and Bitzar, 2003). 
 
The main interest in neural networks is rooted in the recognition that the 
human brain processes information in a different manner than conventional 
digital computers.  Computers are extremely fast and precise at executing 
sequences of instructions that have been formulated for them.  A human 
information processing is composed of neurons switching at speeds about a 
million times slower than a computer does.  Yet, despite slower processing 
speeds, the human brain is more efficient than computers at such 
computationally complex tasks as speech and other forms of pattern recognition 
(Fausett, 1994). 
.  
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4.3. Artificial Neural Network Functionality 
 
The artificial neural network is an information processing model which 
can acquire, store, and utilize experiential knowledge in attempt to simulate the 
functionality of the human brain (Stergiou and Siganos, 1996). The network 
learns the relationship between the sets of data, requiring no detailed 
information about the problem under investigation, and therefore, it provides an 
alternative approach for solving nonlinear relationships and complex problems 
(Kalogirou, 2001) and (Kalogirou et al., 2010). 
Data are fed to the network (both inputs and output), processed, and 
then a pattern which identifies interrelations between inputs and an output is 
yielded as shown in figure 4-3 (Kalogirou and Panteliou, 1999). Neural 
networks look for patterns in training sets of data, learn these patterns, and 
develop the ability to correctly classify new patterns or to make forecasts and 
predictions.  They excel at problem diagnosis, decision making, prediction, and 
other classifying problems where pattern recognition is important and precise 
computational answers are not required (Fausett, 1994). The design of the 
neural net greatly affects the network’s capability of learning the information 
within the data and its convergence to achieve meaningful results. A 
fundamental understanding of the artificial neural network is therefore 
considered key for the network to generate accurate analysis and therefore good 
predictions. 
Artificial neural network will recognize a pattern by providing a 
representative data set such as historic data or measured data. In this study, all 
data prepared for the neural network are presented by measured data. The 
network discovers the influence of each individual input data on the output 
data, set in an iterative process. This phase is called training or learning phase. 
The network "learns" by adjusting the interconnection weights between layers. 
The answers the network is producing are repeatedly compared with the correct 
answers, and each time the connecting weights are adjusted slightly in the 
direction of the correct answers (Fausett, 1994). 
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Figure 4-3 Artificial neural network functionality 
 
The network will calculate the error by comparison of network output to 
the desired output. The network then changes the weights (w) and biases (b) so 
that the network output (y) becomes closer to the desired actual output (t). The 
common performance function (equation 4-1) for the ANNs is the mean sum of 
squares of the network errors which is a measure of the difference between the 
target output (t) and the network output (y) (Hagan and Demuth, 1996).                            
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Figure 4-4 Training and operating process for Multi-Layer Perceptron (MLP) 
 
There are two basic types of neural networks:  supervised and 
unsupervised:  Supervised networks build models which classify patterns, make 
predictions, or make decisions according to other patterns of inputs and outputs 
they have "learned."  They give the most reasonable answer based upon the 
variety of learned patterns.  In a supervised network, the network is provided 
with both the inputs and the desired outputs prior to the start of the learning 
process. The network is shown how to make predictions, classifications, or 
decisions by giving it a large number of correct classifications or predictions 
from which it can learn. The training process is then performed by reducing the 
error between network output and the desired output figure 4-4 Back-
propagation network is an example of a supervised network (Fausett, 1994; 
Haykin, 1998; Hush and Horne, 1993). 
Unsupervised networks can classify a set of training patterns into a 
specified number of categories without being shown in advance how to 
categorize.  The network is provided with inputs but not with the desired 
outputs. The system itself must then decide what features it will use to group 
the input data. This is often referred to as self-organization or adoption. The 
network does this by clustering patterns.  It clusters them by their proximity in 
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N dimensional space where N is the number of inputs.  The user tells the 
network the maximum number of categories and it usually clusters the data into 
that number of categories.  However, occasionally the network may not be able 
to separate the patterns into that many distinct categories.  Kohonen networks 
are one example of unsupervised networks (Fausett, 1994; Hush and Horne, 
1993; Haykin, 1998)    
 
4.4. Artificial Neural Network Structure 
 
4.4.1. Neuron 
 
A neuron has been defined as a basic building block of simulated neural 
networks which processes a number of input values to produce an output value 
(Fausett, 1994). The neurons are connected by weights, moving data, which are 
applied to values passed from one neuron to the next. Networks are sometimes 
sensitive to initial weight settings. As neurons pass values (x) from one layer to 
the next layer in back-propagation networks, the values are modified by a 
weight value (wi) in the link that represents connection strengths between the 
neurons.  Neuron values in the previous layer (x) are multiplied by the weights 
to a neuron in the following layer and the products are summed, (yi). An 
activation function is then applied to the sum and the result (Oi) is propagated 
forward to the next layer.  Neurons in between the input and output layers are 
in the hidden layer(s) (Fausett, 1994; Ward Systems Group, Inc., 1993-2007; 
Hush and Horn, 1993; Mohaghegh, 2000). 
∑
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Storing information is another significant feature of the neuron. The 
neuron becomes dead and is unable to transfer information when activity is 
equal to zero. To ensure the functionality of the neuron, a bias value, b, is 
therefore assigned. Biases are usually zero or very insignificant numbers, 
depending on the activity result of the neuron (Al-Bazzaz, 2005). 
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Figure 4-5: Schematics of an Artificial Neuron (AL-Bulushi, 2008; Fausett, 1994; 
Rojas, 1996; Ward Systems Group, Inc., 1993-2007). 
 
Different activation functions are applied in order to detect different 
features in a pattern processed through a network in the hidden layer slabs.   
For example, a Gaussian function may be used in a network design on one 
hidden slab to detect features in the mid-range of the data. A Gaussian 
complement may also be used in another hidden slab to detect features from the 
upper and lower extremes of the data.  Although the logistic function is the 
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most popular, there are other functions which may be used. However, some 
problems will on the other hand respond better to these other activation 
functions. Several activation functions were investigated in this study, which 
include: 
Logistic (Sigmoid)  f(x) = 1/(1+exp(-x)) 
Linear     f(x) = x 
Tanh     f(x) = tanh (x), the hyperbolic tangent function 
Tanh15    f(x) = tanh (1.5x) 
Sine     f(x) = sin(x) 
Symmetric logistic   f(x) = 2/ (1+exp(-x))-1 
Gaussian    f(x) = exp (-x^2) 
Gaussian-complement f(x) = 1 – exp (-x^2) 
 
Logistic (Sigmoid logistic) - It is used to calculate a layer’s output from its net 
input. This function was found to be useful for most neural network 
applications.  It maps values into the (0, 1) range (Ward Systems Group, Inc., 
1993-2007). 
 
Symmetric Logistic - This is like the logistic, except that it maps values into the 
(-1, 1) range instead of to (0, 1) (Ward Systems Group, Inc., 1993-2007). 
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Linear - the output activity is proportional to the total weighted input. It is 
useful for problems where the output is a continuous variable (Ward Systems 
Group, Inc., 1993-2007). 
 
Tanh (hyperbolic tangent) - Many experts feel this function should be used 
almost exclusively.  It is sometimes better for continuous valued outputs 
especially if the linear function is used on the output layer.  If it is used in the 
first hidden layer, inputs should be scaled into [-1, 1] instead of [0,1] (Ward 
Systems Group, Inc., 1993-2007).  
 
Tanh1.5 (hyperbolic tangent 1.5) – There have been technical papers which 
strongly proposed that tanh (1.5) is much better than tanh. It has therefore been 
included in this study to test for better prediction (Ward Systems Group, Inc., 
1993-2007). 
 
Sine – This function was used for most of the study, although for some 
problems it may just be as good as the other functions.  It was used in the first 
hidden layer, where inputs were scaled into [-1, 1] instead of [0, 1]. An 
architecture that worked very well with the Sine function is the Ward nets three 
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layer network with two slabs in the hidden layer. In this study Sine activation 
function was applied in one slab and Gaussian Complement in the second. 
Logistic activation function was used in the output layer (Ward Systems Group, 
Inc., 1993-2007). 
 
 
 
Gaussian - It is the classic bell shaped curve, which maps high values into low 
ones, and maps mid-range values into high ones.  It was found to be very useful 
in some problems.  This function produces outputs in [0, 1] (Ward Systems 
Group, Inc., 1993-2007). 
 
 
Gaussian Complement - This function will tend to bring out meaningful 
characteristics in the extremes of the data.  This function was found to be very 
useful in Ward networks (Ward Systems Group, Inc., 1993-2007). 
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4.4.2. Network Architecture – Multi-Layer Perceptron  
There are many network structures, competitive Network, Jordan Networks, 
Fully Recurrent Network, and Multi Layer Perceptron (MLP). Multi Layers 
neural networks can be categorized based on the pattern of connections 
between the units and the propagation of data into Multi Layer Feed Forward 
Networks and Multi Layer Feed Back networks (Haykin, 1998; Al-Ismaili, 
2003). In Feed-forward networks signals are allowed to travel one way only, 
strictly feed-forward from input to output units (i.e. no loops). Where in the 
Feed-back networks, signals can be travel in both directions by introducing 
loops in the network. Feed-back networks are also called recurrent networks. 
The most popular neural network model used is the MLP network with “back-
propagation” learning (Hush and Horn, 1993). 
 
Figure 4-6: Many other types of network structures, (Steinwender and Bitzar, 
2003). 
 
 
4.4.3. Multi Layer Perceptron (MLP) 
 
The most commonly used ANN architecture is the Multi-Layer 
Perceptron (MLP) (Hush and Horn, 1993). MLP is a type of feed-forward 
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neural network that is an extension of the perceptron in that it has at least one 
hidden layer of neurons. Layers are updated by starting at the inputs and ending 
with the outputs. Each neuron computes a weighted sum of the incoming 
signals, to yield a net input, and passes this value through its activation function 
to yield the neuron's activation value.  Neurons are grouped into layers by their 
connection to the outside world.  For example, if a neuron receives data from 
outside of the network, it is considered to be in the input layer.  If a neuron 
contains the network's predictions or classifications, it is in the output layer.  
Neurons in between the input and output layers are in the hidden layer(s) 
(Haykin, 1994; Buscema, 2002, Al-Alawai, 2002).  A layer may contain one or 
more slabs of neurons. A typical neural network is a Back-propagation network 
which usually has three layers of neurons (figure 4-6). Input values in the first 
layer are weighted and passed to the second (hidden) layer.  Neurons in the 
hidden layer "fire" or produce outputs that are based upon the sum of weighted 
values passed to them (Ward Systems Group, Inc., 1993-2007).  The hidden 
layer passes values to the output layer in the same fashion, and the output layer 
produces the desired results (predictions). 
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Figure 4-7 A typical neural network training and operating process for Multi-
Layer Perceptron (MLP) 
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4.4.4. Learning Algorithm 
 
Various methods to set the strengths of the connections exist. One way 
is to set the weights explicitly, using a prior knowledge. Neural networks may 
be trained by feeding them teaching patterns and letting them change their 
weights according to a learning rule. Learning algorithm is a method to reduce 
error by modifying the weight. There are several different types of learning 
paradigms (Ward Systems Group, Inc., 1993-2007). 
1.  Back-propagation (BP) 
Back-propagation networks are a supervised type of network trained 
with both inputs and outputs. The majority of working neural network 
applications utilizes back-propagation networks because they tend to 
generalize well.   
2.  Unsupervised (Kohonen) 
This is a self-organizing map Network (unsupervised network), which 
has the ability to learn without being shown correct outputs in sample 
patterns.  It is thus able to separate data patterns into a specified number 
of categories. 
3.  Probabilistic Neural Network (PNN) 
Probabilistic Neural Networks are supervised networks with the ability 
to train quickly on sparse data sets.  They separate data into a specified 
number of output categories, classifying their input patterns.   
4.  General Regression Neural Network (GRNN) 
Like PNN networks, GRNN also has the ability to train quickly on 
sparse data sets.  As a supervised network GRNN are able to produce 
continuous valued outputs rather than categorizing data like PNN. They 
may also perform better than Back-propagation networks when there are 
multiple outputs.   
5.  GMDH Network (Group Method of Data Handling or Polynomial Nets) 
GMDH network was not originally represented as a network. GMDH is 
mainly trying to build a function called a polynomial model to behave 
in such a way that the output predicted value is as close as possible to 
the actual output value.  GMDH works by building successive layers 
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with links that are simple polynomial terms. The result of training at the 
output layer can be represented as a polynomial function of all or some 
of the inputs.  In some respects, it is very much like using regression 
analysis (Ward Systems Group, Inc., 1993-2007). 
 
4.4.5. Back-propagation 
 
Back-propagation networks are a supervised type of network, known for 
their ability to generalize well on a wide variety of problems. Back-propagation 
Network is a multi-layer network that propagates the inputs activity forward 
while error is propagated backward (Fausett, 1994 and Ward Systems Group, 
Inc., 1993-2007). This is done to adjust the connection weights in order to 
improve its predictive capabilities and is continued until a desired minimum 
error is achieved (Wythoff, 1992; Rumelhart et al., 1986; Hush and Horne, 
1993). There are multiple slabs of neurons in the hidden layer each with a 
different activation function thus making this kind of Network capable of 
recognizing imperceptible features in the training pattern (Fausett, 1994). 
According to (Ward Systems Group, Inc., 1993-2007), several different 
variations of Back-propagation networks are available. These include: 
1. Each layer connected to the immediately previous layer with three, four, or 
five layers. Generally three layers (input, hidden, and output layer) are 
sufficient for the vast majority of problems.   
2. Each layer connected to every previous layer with three, four, or five layers. 
This network architecture may be useful when working with very complex 
patterns.  
3. Recurrent networks with dampened feedback from either the input, hidden, 
or output layer. In this architecture the hidden layer is fed back into the 
input layer by feeding the input layer from one pattern into the input layer 
of the next pattern. The architecture that feeds the hidden layer back into 
the input layer is commonly called a Jordan Elman recurrent network. 
4. Ward networks with multiple hidden slabs.  Ward Systems Group invented 
three different Back-propagation network architectures with multiple 
hidden layers.  When the different hidden slabs are given different 
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activation functions, these networks are very powerful because the hidden 
layers detect different features of the input vectors.  This gives the output 
layer different "views" of the data (Ward Systems Group, Inc., 1993-2007). 
One of the major problems associated with the back-propagation is that 
it could find a solution at a local error minimum (not the global error). 
Oscillation is another drawback where back-propagation can start to oscillate if 
the error surface has steep and narrow valleys (Alberts, 2002; Fausett, 1994; 
Hush et al., 1992; Hush and Horn, 1993; Haykin, 1998; Hagan and Demuth, 
1996; Riedmiller and Braun, 1993; Al-Ismaili, 2003). 
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Figure 4-8: The local minima problem in back-propagation learning algorithm  
     (error progress of one connection weights), (Alberts, 2002). 
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Figure 4-9: The Oscillations problem in back-propagation algorithm, (Alberts, 2002). 
 53 
 
4.4.6. Calibration 
 
The most important step in building successful neural networks knows 
when to stop training.  In order to know when the network has trained enough 
and reached the point when it gives the best results on that huge universe of 
patterns on which it is not being trained. This can be done by creating a set of 
patterns that represent this universe outside the training set, the test set. A good 
way to create the test set is to remove 20% of the patterns in the training set 
before training the network. It is very important to create a test set that 
adequately represents this outside universe (generalization) (AL-Bulushi, 2008 
and Ward Systems Group, Inc., 1993-2007).  
Generalization is influenced by three main parameters: the number of 
data samples, the complexity of the problem and the network size (Hush and 
Horn, 1993). This generalization is more significant in neural networks 
modeling than the network ability to map the training patterns correctly, since 
the network objective is to solve the unknown case (Hush and Horne, 1993; AI-
Ismaili, 2003). However, if the model is over trained or too many hidden 
neurons are used, the model will "memorize" the patterns instead of becoming 
able to smoothly interpolate between them. Certain kinds of data are inherently 
noisy therefore the network will also tend to learn noise if it is over trained.  
Memorizing, also known as over-fitting is critical because it can easily 
lead to predictions that are far beyond the range of the training data. With a 
fixed amount of training data, there are many methods to avoid over-fitting, 
hence giving a good generalization. These include model selection (Moody, 
1992), early stopping, weight decay, and regularization (Hagan and Demuth, 
1996; Le Cun et al., 1990). The most common method is early stopping. How 
to determine whether the network has trained enough and the time to stop 
training may be a major problem. This problem is eliminated by calibrating the 
network. Calibration is a parameter, which indicates that the network has 
trained enough thus stopping the iteration process.  
In this study calibration was utilized in order to prevent the possibility 
of memorization. It trains on the training set and computes an average error 
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factor for that set during training. However, every so often at specified 
intervals, calibration reads in the test set and computes an average error for it. 
What usually happens is that the error for the training set continues to get 
smaller forever, or at least gets to the point where it is fairly flat. The error for 
the test set continues to get smaller to a point (the optimal point) and then it 
slowly begins to get larger. The Network could be saved at this optimal point 
based on the best test set. This is known as calibration based on best test set.  
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Figure 4-10: Calibration stopping criterion, After Bishop (1995) (AL-Bulushi, 
2008 and Ward Systems Group, Inc., 1993-2007). 
 
In good practice, the trained network is saved at the point defined by 
calibration criterion, and training continues solely to check if the error will fall 
again. This ensures that the increase in error is not a temporary event. The 
sudden or temporary rise in error could occur if weight jogging is introduced, 
and when the standard back-propagation training algorithm is used (Amari et 
al., 1995; 1991; Bishop, 1995 and Al-Ismaili, 2003). 
If the network is trained with a huge amount of data in the training set, 
(i.e. well representative data of the ROP under various measurement of the 
drilling parameters for the same formation), there may be so much conflicting 
data in it that the network cannot possibly memorize it or learn the noise, 
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especially if network haven't given it too many hidden neurons. In such a case, 
the network may be good no matter how long it learns (Ward Systems Group, 
Inc., 1993-2007).  
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5. PREVIOUS WORK 
 
Prediction of rate of penetration is considered as a unique challenge to 
drilling engineers.  Correct selection of drilling parameters has become 
increasingly important given the rise in expenses involved in drilling a well.  
Bit performance is directly affected by the rate of penetration (ROP). Rate of 
penetration as mentioned earlier, is the rate of forward progress of the bit 
measured in units of distance drilled per unit time. With a bit performing at 
high penetration rates, the drilling cost per foot is lowered. The penetration rate 
is affected by other factors such as change in lithology which can reduce the 
rate of penetration thus, negatively affecting bit performance. 
Achieving the highest rate of penetration with the least possible bit wear 
is the aim of every drilling engineer when selecting a drilling bit.  This has 
meant that oil companies engage in a perpetual struggle to predict the ideal 
drilling parameters for optimum rates of penetration.  The prediction of 
penetration rate and other parameters from the current available data is an 
important criterion for reduction of drilling costs.  History of bit runs is a very 
important factor in bit selection and bit design.   
Due to the demands of oil companies for optimal ROP prediction and 
other operational drilling parameters, engineers and technicians are hired away 
from rock bit manufactures for their expertise in processes that reduce drilling 
costs.  Several models and methods have been published for predicting, and 
therefore potentially optimizing penetration rate (ROP) (Bourgoyne et al., 
1986; Mason, 1987; Warren, 1987; Falconer et al., 1988; Bond, 1990; Pessier 
and Fear, 1992; Hareland and Hoberock, 1993; Rampersad et al., 1994; 
Hareland et al., 1996; Perrin et al., 1997; Xu, 1997; Smith, 1998-2000; Alsaleh, 
1999; Millheim and Gaebler, 1999; Uboldi et al., 1999; Wilmot et al., 1999; 
Abouzeid and Cooper, 2001; Aghassi and Smith, 2002; Nygard and Hareland, 
2002; Cooper and Hatherly, 2003; Hareland and Nygard, 2007).   
Methods have been developed to determine rock strength from non-
mechanical measurements.  Many are based on an interpretation of the sonic 
log, augmented by information derived from a porosity log and/or the natural 
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gamma ray emission. Such measurements are capable of yielding estimates of 
rock compressive strength, mineralogy and other properties that are of value in 
predicting drilling performance.   
Analytical and mathematical models have also been developed in an 
attempt to describe the relationship between control parameters and observed 
rate of penetration with varying degrees of complexity Warren, 1987, Kuru, 
1990, Bourgoyne, 1991, Hareland and Hoberock, 1993, Fear, 1996, Hareland et 
al., 1996, Smith, 1998, Millheim and Gaebler, 1999, Oort et. al., 1999, Talor et. 
al., 2000, King et. al., 2001, Pinckard, 2001, Nygaard, R., and Hareland, and 
Hareland and Nygaard, 2007. 
Among these models include; Warren’s (1987) drilling models, 
Hareland and Hoberock (1993), as well as Hareland and Nygard’s (2007) ROP 
model. From Hareland and Nygaard’s approach, the rock strength S, can be 
calculated by inverting the ROP model equation. It had been claimed that 
unconfined compressive strength developed from ROP models gave similar 
results when compared with other comparable methods (Hareland and Nygaard, 
2007). 
Among the several attempts to improve the prediction of rock 
mechanical property parameters the following are the main ones: 
1. Mathematical Models 
2. Bit Performance Diagnosis 
3. Drilling Simulation 
4. Cost per Foot Analysis 
5. Offset Well Bit record Analysis 
6. Degree of Bit Dullness 
 
5.1. Mathematical Models for Predicting Rate of Penetration 
(ROP) 
 
Various mathematical models also known as ROP models, have been 
developed in the last decades to describe how the penetration rate is affected 
due to changes in operational drilling parameters, changes in the rock 
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properties, and changes in bit types and design.  These empirical models relate 
the operational drilling inputs i.e. weight on bit, rotary speed, mud properties 
and flow rate etc. to the outputs i.e. rate of penetration.  
 
5.1.1. Warren ROP Model for Roller cone Bits (1987) 
 
 
5-1 
In the equation above, S is the rock strength (psi) , db is bit diameter 
(inches) , q flow rate (gallon/min) , ρ is mud density (lb/gallon), µ plastic 
viscosity (cp), MW is mud weight, vn bit nozzle velocity (ft/sec), and a, b, c are 
model constants. (Warren, 1987) 
Warren’s model excludes two important parameters which also alter the 
ROP (Hareland and Nygaard, 2007). Hareland and Hoberock (1993) included 
the effect of overbalance created by the pressure difference between mud weight 
and pore pressure MWPP given as:  
 
5-2 
 
They claimed that the higher mud weight, compared to the pressure in 
the pores below the bit, will push the already drilled rock chips to the bottom 
and reduce the effectiveness of the cleaning. This effect is called the chip-hold 
effect (Hareland and Hoberock, 1993). They included the following term in the 
Warren ROP model to encounter for the chip hold down function:  
 
5-3 
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Where cc,ac,bc  are lithology dependant model constants for Chip Hold-down 
Function (ƒc), chosen such that ƒc is dimensionless. To establish the 
relationship for chip hold-down, data from laboratory full scale drilling tests 
was used in which bottom hole pressure varied and other conditions remained 
constant (Hareland and Hoberock, 1993). A reasonable fit to this data for 
different lithologies is given by equation 5-3. Sample values of ac,bc, and cc 
are shown in table 5-1.  pe is defined in equation 5-2.   
 
 
Table 5-1 Sample of values of the ac, bc, and cc(Hareland and Hoberock, 
1993). 
 
The second missing effect in the Warren model is bit wear. Hareland et 
al. (1996) explained that after section drilling, the teeth of the roller cone bits 
start to wear and become dull. The stress on each cutter is reduced when the 
dullness increases the teeth area. Therefore the ROP will reduce and as a result 
of this effect, drilling rock strength will increase to unrealistically values for the 
ROP model given above.  The effect of bit wear in the ROP model was then 
introduced to obtain more realistic wear values (Hareland et al., 1996). 
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The effect of bit wear is denoted wear factor (Wƒ) and is a value 
between 0 and 1. Wc is a wear coefficient which is bit design specific, and has 
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to match the field reported bit wear. The lithology dependant relative 
abrasiveness (Abri) of the rock needs to be known in order to calculate the 
effect of bit wear. When the wear is included in the ROP model it gives a new 
ROP equation that includes the main effects on ROP given as:  
 
5.1.2. ROP Model for Rollercone Bit (Hareland & Hoberock, 
1993) 
 
5-5 
 
The ROP model in Equation 5-5 from Hareland and Hoberock, (1993) 
models the effects different operating conditions and rock strength has on ROP. 
However, using the strength calculated from this model has not given a uniform 
rock strength which was universally transferable from well to well when bit 
design was changed.  To overcome this, a large number of field and laboratory 
observations has been analyzed to examine the effect of various operational 
parameters has on ROP for rollercone bits. The results from this analysis are 
shown in Figure 1 (Hareland and Nygaard, 2007). 
 
5.1.3.  ROP Model for Rollercone Bit (Hareland & Nygard, 
2007) 
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In equation 6 Hareland and Nygaard have introduced a new 
experimental constant be to fit the data in, where (a) is a bit dependant constant. 
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They explained that chip hold function and cutter cleaning of the ROP model in 
equation 5 is replaced by an effect based hydraulic formula (f(hyd)) that treats 
the effect of flow rate, mud weight and plastic viscosity, hydraulic horse power 
and nozzle sizes. To calculate the rock strength S, this may be done by 
inverting the rollercone bit ROP model in equation 6 (Hareland and Nygaard, 
2007). 
 
5.1.4. ROP Model for PDC Bit (Hareland & Nygard, 2007) 
 
The rock cutting process of the rollercone bit is either by gouging 
(digging and shoveling) in soft formation or by chiseling in hard formation 
where PDC bits have different design parameters that fail the rock only by 
shear.  Because of their different cutting action ROP models for PDC bits must 
therefore treat bit designs differently than the rollercone ROP models.   
Since PDC bits have different design parameters than rollercone bits, 
ROP model for PDC bits will then take a similar form as the ROP model for 
rollercone but with the bit specific details f(bit). 
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Equation 7 will reproduce the effects of operational and bit specific 
parameters on ROP for PDC bits. The f(hyd) reproduces the ROP effect of 
variation of nozzle sizes, hydraulic horse-power, flow rate, mud weight and the 
plastic viscosity of the mud. The bit specific function f(bit) normalize the effect 
of number and size of cutters and cutter back rake and side rake as shown in 
Figure 3 (Hareland and Nygaard, 2007). 
The rock strength calculated in the ROP models above is the rock 
strength, at the bit operating conditions, at the bottom of the hole. In normal 
drilling operations the mud weight are higher than the pore pressure and 
therefore, the bit operate under confined conditions.  Thus, the calculated rock 
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strength from the ROP models above is the confined rock strength. To calculate 
the unconfined rock strength the following is used.  
 
5-8 
 
S is the confined compressive rock strength, S0 is unconfined 
compressive strength, pe is overbalance given as difference between the mud 
weight and pore pressure. as,bs are fitting constants. For this triaxial rock tests 
the as and bs constants were determined to be 0.24 and 0.68 for the shale and 
0.30 and 0.70 for the sandstone (Hareland and Nygaard, 2007). 
 
Calculating Unconfined Compressive Strength (UCS) from Sonic Logs 
Sonic velocity logs are used to determine elastic properties of rock. 
There are several correlations between rock strength and sonic travel time or a 
combination of different logs. (e.g. Kasi et al., 1983, Tokle, 1986, Onyia 1988). 
Onyia (1988) did 23 triaxial compressive laboratory tests from different 
lithologies. Onyia used the triaxial tests to calibrate the sonic travel times 
measured on a continuous well core to develop a continuous rock strength log.  
A correlation was made between the continuous log based rock strength and the 
wireline sonic travel time giving the relationship in Equation 9:   
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Where ∆tc is travel time, S0S is sonic based un-confined compressive and k1, 
k2, k3 are constants.  
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On the other hand, Hareland and Nygaard’s approach was to correlate 
sonic travel time measured on cores with unconfined compressive strength 
from triaxial tests.  They claimed that unconfined compressive strength 
developed from ROP models gave similar results when compared with other 
comparable methods. Such methods are sonic log correlated unconfined 
compressive strength and strength from rock mechanical tests done on small 
cutting samples (Hareland and Nygaard, 2007). 
 
5.2. Bit Performance Diagnosis 
 
The success in drilling operations depends on bit performance. Bit 
performance is usually defined in terms of the cost per foot drilled. It depends 
on many factors such as type of bit used, formation drilled, drilling fluid 
properties, depth of the well, bit tooth wear, bit hydraulics, and drilling 
operating conditions (Adam et. al., 1991). 
Numerous efforts have been made in an effort to predict the bit capable 
of achieving the highest rate of penetration.  Bit selection programs that give 
the highest rate of penetration have been prepared by engineers and technicians 
from rock bit manufactures as a service to oil companies to reduce the drilling 
cost.  
There are many proposed methods for the diagnoses of bit performance 
and often more than one is used before reaching a decision.  Many authors and 
service companies have addressed bit design and proper selection and 
adjustment of bit operating parameters as critical factors for effective bit 
performance.  Tooth length; number of cutters; cutter exposure or blade 
standoff; size, shape, surface, angle of the cutter; nozzle and jet design are 
some of the many bit characteristics which affect ROP and bit performance.  
Proper selection and adjustment of bit operating parameters are critical 
for effective bit performance.  According to Bourgoyne, bit performance 
depends on many factors such as bit design, mud properties, bit operating 
parameters (weight-on-bit and rotary speed), and hydraulics (Bourgoyne et. al., 
1986). 
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Some researchers have studied the effect of mud properties on rate of 
penetration. For example, Cheatham made several tests in a full scale-drilling 
simulator with both water-based mud and oil-based mud.  
In 1999 Uboldi et al. proposed the analysis of the formation 
characteristics while drilling directly on cuttings that lead to define the most 
suitable cutting structure for any specific wellbore section, thus identifying the 
most suitable bit. The methodology was based on micro indentation tests on 
cuttings, to mechanically characterize formations. The compressive strength 
index values obtained by micro-indentation were then used by a Drill Bit 
Optimization System to aid operators with the bit selection decision. The 
proposed system used lithological data and compressive strength values as 
input and provided bit class indication, together with bit hydraulic 
configurations and gage protection as output. 
Several other authors developed models and methods to prevent or 
reduce bit balling. Bit balling occurs when rock-cuttings accumulate under 
and/or adhere to the bit (face, cutters, and body), which causes a lower rate of 
penetration than expected. According to Ledgerwood, bit balling occurs 
because of mechanical and chemical factors. The mechanical explanation is that 
when shale material fails due to the cutting action of the bit, a sudden increase 
in formation porosity and a correspondent drop in pore pressure occur (Solano, 
2004). This phenomenon is known as rock dilation. The chemical explanation 
is that the clay rich shale exhibits a pronounced tendency to hydrate and the 
drilling fluids wet the surface of the bit. Consequently, due to the combination 
of these two effects, low pore pressure and the tendency of shale to hydrate, the 
cuttings tend to “vacuum” themselves on to the face and body of the bit 
(Ledgerwood and Salisbury, 1991) and (Solano, 2004). Smectitic shales may 
cause wellbore stability problems for drilling engineers, as a result of the 
presence of swelling clays and overpressures due to low permeability 
(Dewhurst, et al., 2002). 
Falconer, Smith, as well as Pessier and Fear developed and proposed 
several normalized and dimensionless parameters such as Specific Energy, 
Force Ratio, and Apparent Formation Strength, for characterizing and 
diagnosing bit performance and lithology changes. 
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5.2.1. Specific Energy (ES)  
 
Specific energy establishes a relationship between bit performance and 
bit energy requirements. It is defined as the energy required to remove a unit 
volume of rock and can be obtained using the following equation: 
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Where WOB is weight on bit (lb), RPM is rotary speed (rpm), D is 
diameter (ft) and ROP is rate of penetration, ft/h. An effective bit is the one 
with a low energy requirement (Pessier and Fear, 1992). 
Specific energy (Es) principles provide a means of predicting or 
analyzing bit performance. Es is based on fundamental principles related to the 
amount of energy required to destroy a unit volume of rock and the efficiency 
of bits to destroy the rock. 
The Es parameter is a useful measure for predicting the power 
requirements (bit torque and RPM) for a particular bit type to drill at a given 
ROP in a given rock type, and the ROP that a particular bit might be expected 
to achieve in a given rock type.  
Predicting the potential rate of penetration (ROP) for all bit types, fixed 
and roller cone, has been accomplished by applying specific energy theory and 
mechanical efficiency as a function of rock strength. After the apparent rock 
strength is accurately determined from either open hole log analysis or core 
measurements, the ROP based on work and power input into the bit efficiency 
can be calculated. The influence of bit type and torque is represented by the 
parameters of coefficient of sliding friction and mechanical efficiency. 
Specific energy theory is not new and has been used for bit performance 
assessment for years. (Solano, 2004) It has been shown that Es may be used to 
establish relationships for the sliding coefficient of friction, mechanical 
efficiency, weight on bit, and RPM as a function of rock strength, and then to 
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use these relationships to predict a reasonable and achievable ROP with the 
associated bit torque for all bit types. 
Although specific energy provides a means for predicting or analyzing 
bit performance, this technique however, looses its effectiveness when used to 
investigate different bit types and it cannot capture the mechanical differences 
in the rock dislocation mechanisms of different bit types and the effects of 
vibration on the dullness grading of a bit. 
 
5.2.2. Falconer, Dimensionless Torque and Apparent 
Formation Strength  
 
This method introduced two normalized parameters, dimensionless 
torque (TD) and apparent formation strength (FORS) to diagnose and separate 
bit effects from lithology effects during drilling operations.  Dimensionless 
torque, TD, is proportional to the bit efficiency and the ratio of the in-situ shear 
strength to the in-situ penetration strength. Apparent formation strength, FORS, 
is proportional to the in-situ penetration strength of the rock and inversely 
proportional to the bit efficiency (Falconer et. al., 1988). 
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Where DT and DWOB are the down-hole torque and down-hole 
weight-on-bit respectively measured with MWD tools.  According to the 
authors, the techniques can diagnose and provide information about lithological 
correlation (classified into three categories: porous, argillaceous (shaly), and 
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tight, corresponding to high, medium and low torque respectively), wear state 
of the bit teeth only in shale, and excessive torque and cone locking (Falconer 
et. al., 1988). 
 
5.2.3. Smith, Specific Energy (ES) and Force Ratio (Rf)  
 
Smith identified the symptoms of low bit performance during several bit 
runs in the field and matched them to the symptoms resulting from different 
possible causes in controlled laboratory tests. He used two measures for 
evaluating bit performance: Specific Energy (Es) and Force Ratio (Rf) (Smith, 
1998-2000). 
Specific energy (Es) is mechanical work being done at the bit per unit 
volume of rock removed. The Force Ratio (Rf) is the ratio of the force acting to 
push the bit tooth or cutter laterally through the rock to break and remove it 
divided by the force acting downward to engage the tooth or cutter in the rock. 
This normalized parameter is similar to the dimensionless torque defined by 
Falconer. Es and Rf are defined by the following equations: 
 
 
5-13 
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The equation for Es was taken from Pessier and Fear, the coefficient 
shown as 48 in the equation for Rf applies to bladed PDC bits and is replaced 
with 36 for roller cone bits, body-set PDC bits, and conventional diamond bits. 
Smith concluded that a lower force ratio and a higher specific energy 
than expected in shale are quantitative symptoms of bit balling situations. In 
addition, he observed that strong siltstones also cause quantitative symptoms 
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similar to the slow drilling shale problems. However, nothing caused specific 
energy as high as recorded when bit balling occurred. These research studies 
were the basis for Aghassi’s method for distinguishing bit balling and strong 
rock as two separate causes of poor bit performance. 
 
5.2.4. Aghassi and Smith’s Method  
 
This method determines the cause of changes in penetration rate by 
distinguishing bit balling from other causes, such as a change in lithology, 
through the calculation of five diagnostic parameters. Knowing the cause of a 
change in bit performance allows more appropriate actions by the driller to 
maximize bit performance under new drilling conditions. 
In order to improve bit performance, Aghassi and Smith proposed to use 
simple drilling data to develop a method to identify bit balling and lithology 
change as two separate effects through the calculation of the following 
diagnostic parameters: 
 
• ROP/WOB: The value of this diagnostic parameter is similar to 1/FORS 
as defined by   Falconer. 
• Torque/ROP: The value of this diagnostic parameter is similar to 
Specific Energy concepts from other research studies. 
• Torque/WOB: The value of this diagnostic parameter is similar to other 
research studies parameters, such as Force Ratio. 
• F (TORQUE, WOB): New diagnostic derivative parameter as function 
of Torque and WOB, which was introduced by Aghassi and Smith. 
• G (ROP, WOB): New diagnostic derivative parameter as function of 
rate of penetration and WOB, which was introduced by Aghassi and 
Smith. 
 
Applying these five diagnostic parameters, the method requires only 
three drilling parameters, WOB, TORQUE, and ROP. This method and its 
diagnostic parameters were primarily developed using laboratory tests and then 
tested with real drilling data measured at the surface in one well. 
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In this method, all the values of the diagnostic parameters are compared 
to “baseline” values, which are located in an interval of relatively high ROP 
over a long shale section. Because “relatively high” is a subjective definition 
and a high ROP may not be achieved in a particular bit run, the selection of the 
baseline zone is essentially arbitrary. Once the baseline is defined and the 
diagnostic parameters calculated, compared and interpreted, it is possible to 
detect changes in bit performance and to determine whether the cause is a 
formation change or bit balling (Aghassi and Smith, 2002). 
 
5.2.5. Drilling Index 
 
Drilling Index, an alternative approach to bit performance evaluation 
has been suggested by Perrin et al. (1997). By defining four dimensionless 
parameters as bit performance, bit behavior, directional responsiveness and bit 
steerability they provided a methodology that also tackled directional and 
horizontal drilling situations (Perrin et al., 1997). 
This work has been extended by Wilmot et al. (1999) whom proposed a 
new bit performance evaluation parameter, formation drillability, which 
combined different rock mechanical properties such as bulk compressibility, 
Poisson’s ratio, internal friction angle, shear and compressive strengths into a 
single dimensionless parameter.  They concluded that formation analysis and 
characterization played a big role in the development and performance of drill 
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5.3. Drilling Simulation 
 
Millheim defined a simulator as a device or piece of equipment that 
replicates some physical process or operation to some level of fidelity. 
Simulation is not related to equipment and is the numerical or logical 
replication of some process, operation, or phenomenon. Reliable drilling 
simulator software can replicate the drilling process with a close level of 
reliability. Different simulations with different parameters can identify the 
optimal results (Millheim, 1982). 
 The drilling simulations can run multiple scenarios quickly and then 
update plans with new data to improve the results. This is due to their storage 
capacity for retaining field drilling experience and knowledge.  Several 
approaches have been made to develop drilling-simulator software. Some of 
these include; The Virtual Experience Simulator, geological drilling logs, 
reconstructed lithology, drilling optimization simulator, and The Payzone 
drilling simulator.  
 
5.3.1. Virtual Experience Simulation for Drilling (VESD) 
 
In 1999 Millheim and Gaebler presented a new concept based on 
heuristics to create a heuristic computer simulation device and what they called 
Virtual Experience Simulation (VES) for drilling. They showed how they used 
data available for twenty two drilled wells to develop a simulator with the 
capacity for reproducing the drilling performance observed in the drilled wells. 
Data accumulation allows the heuristic simulation to be developed and used. 
However, these “inert data” need to be converted into retained knowledge and 
potential learning. Various behaviours, events, and situations throughout 
drilling a sequence of wells constitute “lessons learned” that can be recognized 
and kept for appropriate applications (Millheim and Gaebler, 1999). 
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5.3.2. Lithology Editor Drilling Simulator (LEDS) 
 
Lithology Editor Drilling Simulator (LEDS) is based on the capability 
to import data from field operations. Abouzeid and Cooper have used a 
simulator that was originally developed for training purposes and have tuned it 
to reproduce the drilling behavior in a real well. The tuned simulator was then 
used to investigate the effects of re-drilling the well using different operating 
parameters, testing if better results might be obtained under other conditions. 
The simulator was then used to investigate whether different combinations of 
operating parameters or bit types might give better results in a future well.  
The simulator operates by taking input generated by a series of editors 
that specify the governing parameters of the simulator in several categories i.e. 
lithology, drill bits, mud, bottom-hole assembly, casings, and operational 
constraints.  When all the data are loaded, the simulator is adjusted to reproduce 
the drilling performance observed in the offset or reference well (Abouzeid and 
Cooper, 2001). 
 
5.3.3. Geologic Drilling Log Simulator (GDLS) 
 
The Geologic Drilling Log Simulator (GDLS) is based on the use of 
Geologic Drilling Log (GDL), created from the data collected in previous wells 
drilled in the same area (Bratli et. al., 1997). By combining raw drilling data, 
data from drilling models, and geologic information, the GDL is generated.  It 
is created by inversion of the drilling ROP models specific to the bit used for 
drilling each interval. It is designed for high-fidelity drilling simulators and 
consists of a matrix of drilling and geological parameters whose properties 
define the drilling conditions at a specific location (Rampersad et. al., 1994). 
Since GDL contains rock strength, it is then possible for GDLS to use it in a 
drilling model under specific conditions to determine ROP on a foot by foot 
basis.  
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5.3.4. DRilling OPtimization Simulator (DROPS) 
 
A different approach to build a drilling simulator was presented by 
Rampersan et. al. They developed their DRilling OPtimization Simulator 
(DROPS) based on Geological Drilling Log (GDL) and data collected from a 
previous well drilled in the same area. The (DROPS) is developed to reduce the 
cost of future wells based on a apparent rock strength log (ARSL), created from 
the drilling data collected on a previous well drilled in the same area. The 
ARSL is created using ROP models inverted to calculate rock compressive 
strength (Nygaard and Hareland, 2002). 
The DROPS simulator is based on the capability to simulate the drilling 
performance as a function of the rock strength. The Apparent Rock Strength 
Log (ARSL) is a representation of the apparent rock strength in a particular 
well or section, derived from the actual historical drilling data. The ARSL is 
created by using ROP data reported from the field. The depth and lithology 
parameters influence the ROP; therefore, they have a strong impact on the 
ARSL. The ROP and field drilling data are used to predict apparent rock 
strength under actual drilling conditions. The apparent rock strength found from 
the Optimizer is a function of operational parameters, bit properties, lithology, 
pore pressure, and rate of penetration (Rampersan et. al., 1994). 
 
5.3.5. The Payzone Drilling Simulator 
 
Cooper and Hatherly have used wire-line log data to derive rock 
strength and abrasivity as a function of depth for a well. This information was 
fed to a computer-based drilling simulator that was then used to drill the well in 
simulation using the same operating parameters as had been used in the field. 
The objective was to compare the predictions of the simulator with field results 
using a lithology derived from wire-line data. 
The Payzone drilling simulator is a computer program that predicts the 
rate of penetration and rate of wear of a drill bit from a set of operational and 
lithological inputs. The output is principally in the form of a prediction of the 
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bit rate of penetration and wear, and depth as a function of time (Cooper and 
Hatherly, 2003). 
 
5.3.6. Integrated Drilling Simulator (IDS) 
 
The Integrated Drilling Simulator (IDS) is a synthesis of multiple 
transient and steady state coupled models for the drilling sub-processes. It 
consists of a dynamic flow and temperature model, a torque and drag model, a 
rate of penetration (ROP) model, a wellbore stability model, and a pore 
pressure model. The IDS is used to develop expected drilling scenarios and to 
link the drilling process in real time, assisting in diagnosis and drilling 
optimization (SINTEF Petroleum Research, 2010).  
 
5.3.7. Drilling and Advanced Rig Training (DART) simulator 
 
Drilling and Advanced Rig Training (DART) simulator uses software 
that allows down-hole conditions to be integrated and simulated, allowing 
operators and rig crew personnel to practice the drilling of wells in a safe 
environment using the actual well data. This is done to enable understanding 
how to avoid down-hole problems. It also assists in the reduction of rig 
downtime during drilling, completion and new rig start-ups by providing a 
realistic and practical solution in training and preparing drilling crews prior to 
the start-up of a new drilling rig or new location (KCA DEUTAG, 2009).  
  
5.3.8. Applied Research International (ARI) Drilling simulator 
 
The ARI Drilling Simulator is used for operational level training in all 
essential aspects of drilling rig operations. It can simulate a variety of tools 
available on the actual drilling rig on land/offshore such as top drive; draw 
works; mud system; hydra tong, bridge racker; hydraulic power unit, thus 
customizing and bundling the simulation software to actual hardware 
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components used in drilling operations.  This is attributed to the ARI Drilling 
Simulator being back-boned by a central physics processing unit emulating all 
the components of the rig in their respective positions and allowing their inter-
operations using an advanced physics engine (Applied Research International, 
2010).  
 
5.3.9. Schlumberger Oilfield Service with MoBPTeCh Drilling 
Simulator 
 
Schlumberger Oilfield Service with MoBPTeCh, an exploration and 
production (E&P) technology program sponsored by Mobil, BP Amoco, 
Texaco and Chevron, have built a prototype of a commercial drilling simulator 
for the E&P industry to help in reducing risk and total drilling costs.  It is a 
prototype of PC-based software applications, in conjunction with earth science 
interpretation and visualization tools to model the drilling process from well 
planning through real-time optimization to post-well analysis. This is done by 
providing a complete model of the drilling process, incorporating both technical 
and economic aspects, allowing engineers to run multiple scenarios quickly and 
then to update those plans with actual data to predict the consequences of their 
decisions (Business Wire, 1999). 
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Kuwait Current Criteria 
 
There are several different methods for optimum bit selection in order to 
optimize rate of penetration. The standard method for bit selection is based on 
all existing data related to cost per foot (CPF), specific energy (SE), bit 
dullness, and offset-well bit records. Cost per foot is function of bit cost, 
conditions under which operating costs are assigned, area where bit is run, 
operational environment, and drilling parameters. The current criteria for 
optimum rate of penetration in Kuwait are based upon the cost-per-foot, and the 
analysis of offset wells bit records. 
 
5.4. Cost per Foot Analysis 
 
The cost per interval drilled is the most commonly used method for 
comparing the performance of various bits.  The basic equation used is as 
follows: 
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However, the cost per foot is not an ideal measure for bit selection.  
Cost per foot Eq (5-15) shows that cost per foot is controlled by five variables.  
For a given bit cost (B) and hole section (F), cost-per-foot will be highly 
sensitive to changes in rig cost-per-hour (R), trip time (T), and rotating time (t).  
The trip time may not be always easy to determine, unless a straight running in 
and pulling out of the hole is made.  If the bit is pulled out for some other 
reason, such as to case a shoe for a wiper trip, care must be taken not to add this 
time to either the trip time or the rotating time.  Rig cost-per-hour will greatly 
influence the value of cost-per-foot.  For a given hole section and penetration 
rate in a field drilled by various rigs, having a variety of cost-per-hour, the 
same bit will produce different values of cost-per-foot.  
The four major sources of uncertainty in this decision are: 
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1. Inaccuracies in the measurement and prediction of footage, trip time, 
and rotating time. This is due to the dependency on factors that are 
normally not considered during the evaluation process such as rig type, 
well location, drilling program and operational environment (Mensa-
Wilmot, et. al., 1999). 
2. Lack of precise knowledge of formation changes affecting present and 
future penetration rates.  
3. Cost per foot directly affects drilling economics, but it cannot establish 
a direct correlation between technological advancements and 
performance. The bit technological advancements that are currently 
being made in the industry are normally not accounted for during the 
evaluation process. The industry is much more sophisticated in product 
development and bit selection is now a fully engineered process 
(Mensa-Wilmot, et. al., 1999).  
4. Cost per foot concept cannot be used for directional and horizontal 
drilling programs Xu et al. (1997). 
 
 
5.5. Offset Well Bit Record Analysis (Bit Database) 
 
Drilling data from offset wells and geological information can provide 
useful guides for rate of penetration prediction. This is based upon a 
comparison of offset well data, which is usually stored in a database program.  
Database tracks records of data history, and then a bit program can be selected 
based on best performance achieved for the next well to be drilled.  Preparation 
of a reliable bit program requires the collection of data from every possible 
source.  Several authors have suggested that the following data be collected 
before a well program can be initiated: 
1. Specifications for the proposed well should include the hole sizes, casing 
programs, mud programs, and anticipated hole programs. 
2. Offset well data should include bit records, mud reports, electric logs, mud 
logs, and drilling curves.    
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3. Effects of altering drilling variables such as mud hydraulics, drilling 
parameters, and bit types. 
4. Seismic data given the estimated geological formation tops and interval 
thicknesses, well location, drilling contractor, spud date, etc. 
5. Geological information, formation description, and formation type (hard, 
soft, abrasive, etc). 
 
The bit record not only indicates the bit types but also the drilling 
parameters used, penetration rate, effect of drilling fluids on rate of penetration, 
and the effect of changes in hydraulic conditions on the drilling rate.  It 
becomes apparent from the bit record that the drilling fluid properties along 
with the hydraulic operation parameters have a direct effect on overall bit 
performance.  Electric logs can be useful for bit selection because they are 
capable of determining formation tops and geological base on sand and shale 
content of the formations.  Bit selection is affected significantly in areas where 
electric log interpretation is most critical  
For example, in Kuwait bit optimization is dependent on offset-well bit 
data.  A bit database was developed into which all offset-well bit data were 
loaded.  Bit records for a single well as well as the best performing bits in a 
field can be extracted from the database.  The bit database was used to set 
benchmarks for different fields and compare bit performance when evaluating 
trial runs.  (Alsaleh, 1999) 
From offset well record analyses, sonic logs can be used to estimate 
rock strength, providing a guide for selecting the proper bit type by defining 
formation drillability (Mason, 1987; Bond, 1990). However, such a 
methodology suffers from two main limitations (Uboldi et al., 1999) such that 
rock strength is a parameter derived using the theory of elasticity, not a direct 
measurement, and the sonic log is recorded at the end of the section, so is not 
available during drilling operations. 
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5.6. Degree of Bit Dullness Evaluation, Wear Rate (IADC) 
 
The degree of bit dullness can be also used as a guide for bit selection. 
Bits that wear easily are less efficient and thus increase drilling cost. Bit 
dullness is described by tooth wear and bearing conditions by giving a code 
from 1, excellent condition, to 8, poor condition.  For the rock bit data, the 
International Association of Drilling Contractor’s (IADC) coding convention 
was adapted. This code classifies the formation hardness and the rock bit 
features using a three digit coding system. The first digit shows the formation 
hardness from 1 (soft) to 3 (hard) for milled tooth bits and from 5 (hard) to 8 
(extremely hard) for insert bits. The second digit further classifies the formation 
hardness and ranges between 1 and 4.  The last digit gives the rock bit feature 
as 1 (standard), 2 (T- Gage), etc. The details of the IADC rock bit classification 
is described in World Oil (1999). 
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6. PHASE I: ARTIFICIAL NEURAL NETWORK 
METHODOLOGY -APPROACH 
 
Unlike mathematical models that require precise knowledge of all 
parameters and their interrelation, neural networks can provide an estimation of 
the drilling parameters under various conditions without a precise knowledge of 
all contributing variables and their relationships. The neural network does this 
by trying to build a model that correctly interpolates between close patterns 
with which it is being trained. The network can learn complex nonlinear 
relationship even when the input relationship is noisy, imprecise, and not well 
understood.  
It is very common to realize that huge amounts of data rarely fit simple 
patterns of expected behavior. This is largely because of the deficiency in 
understanding interconnecting phenomena affecting the drilling performance. 
Even with the advance computer aided history matching, many important 
relationships can be easily missed because of the influence of an important 
latent factor or application of inconsistent factors. 
Neural networks can help engineers and researchers by addressing some 
fundamental petroleum engineering problems as well as specific ones that 
conventional computing has been unable to solve.  Petroleum engineers may 
benefit from neural networks on occasions when engineering data for design 
and interpretations are less than adequate.  
 
6.1. Limitation of previous methods 
In recent years, there have been numerous attempts to improve the 
prediction of drilling performance but none have yet been shown to be greatly 
efficient. This may partly be because of the complexity of the drilling process.  
Development of ROP models requires extremely accurate and controlled 
drilling data. Making accurate estimates of bit rate of penetration from the rock 
strength (or vice versa) is notoriously difficult in view of the large number of 
parameters that have to be matched.  
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Having considered the way by which mathematical models are used to 
predict rate of penetration, it is now necessary to mention some of the 
limitations within these models. Once a mathematical model has sufficiently 
described the relationship between the system input and output, it should then 
be possible to answer certain inverse questions, using that model. For example, 
“What are the optimal parameters such as weight on bit and rotary speed to 
obtain the optimum rate-of-penetration?”  
This question is so complex, as it involves the interaction of so many 
different components making it difficult to utilize the developed drilling models 
to obtain an answer. In other words, given a certain size and type of bit, on the 
end of a certain drill-string, at a certain depth, drilling with certain mud 
properties and flow rates in a certain lithology, “What are the optimal 
parameters such as weight on bit and rotary speed to obtain the optimum rate-
of-penetration?.” The prediction is complex because of the numerous variables 
that can affect the prediction.  Mathematical models become more complex 
when too many variables are included and their relationships are not easily 
modeled. This leads to difficulties in evaluating drilling parameters.   
ROP results from mathematical models are not in agreement with the 
field data. Formations vary a lot in hardness and abrasiveness, and have a big 
effect on bit performance. If there were no differences in rock formations, the 
driller could select only one bit, set the bit weight, rotary speed, and pump 
pressure, and drill ahead at the maximum rate. Sometimes such a situation does 
exist, but usually the formations consist of alternating layers of soft material, 
hard rocks, and abrasive sections.  Changing the bit every time there is a 
change in the formation is not always practical. Instead, one must choose a bit 
that represents a compromise, one that performs reasonably well under all 
conditions it must meet.   
Many models have been derived using data from laboratory drilling 
tests.  Since representative rock samples are hard to find, the experiments tend 
to cover a wide range of weight on bit and rotary speed, but in a narrow range 
of rocks.  This leads to fairly complex models sometimes requiring four or 
more empirically derived parameters. Clearly this is impractical in field 
operations because of the inconsistencies in bit performance caused by the 
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narrow range of drilling parameters within the actual rock being drilled, as well 
as the high drilling costs involved.   
Problems associated with the development of an analytical or numerical 
mathematical model of the ROP include: 
1 The complexity of the model for detailed description of drilling phenomena 
is often compromised by practical limitations.  
2 Many parameters affecting the model are either unknown or insufficiently 
studied for proper modeling.  
3 Inaccurate description of the surface and down-hole boundary conditions. 
For example, lateral motions or whirl are considered to be the most 
damaging vibrations for drill string components. Several BHA’s have either 
twisted off or failed due to the downhole motion with no effects of it being 
detected at surface. This poses a major threat especially in inter-bedded 
formations (Mathur, et. al., 2009). 
4 The assumption of many factors, and the reduction in the number of key 
parameters taken into account by the model, decreases the overall accuracy 
of the model and in many cases the model becomes inadequate.  For 
example, a major issue concerning cost per foot is the dependency on 
factors that are normally not considered during the evaluation process such 
as rig type, well location, drilling program and operational environment 
(Mensa-Wilmot, et. al., 1999). 
5 Some parameters, such as bit wear, are subjected to human error due to lack 
of expertise. 
One of the common issues with handling uncertainty in drilling is the 
difficulty in estimating it. In fact, the subsurface is always uncertain and even in 
maturely developed fields there are still many unresolved uncertainties (Smith, 
2008).  These uncertainties may be handled by data quality and interpretation; 
the acquisition of more information or more extensive analysis and studies; 
considering the different information values associated with each well; use of 
analog data and track records to check on the validity of uncertainty estimates.   
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According to (Cooper, 2003), having given an analysis of the drilling 
simulator, previous experience with drilling simulators has demonstrated that it 
is difficult to make an accurate simulation of the drilling process even if the 
relevant lithological, bit and operating parameters are known. A good 
simulation of the drilling process requires a mathematical model that relates the 
operational drilling inputs such as weight on bit, rotary speed, mud properties 
and flow rate etc., to the outputs rate of penetration, and drill bit wear rate. 
Therefore, like mathematical models, simulators also require knowledge of how 
to combine the large number of variables that affect the drilling response. The 
question is made more difficult in many field situations as some important 
parameters may not be well known. Issues may range from having an 
inadequate description of the geometry of the bit that was or will be used to an 
uncertainty in the nature of the rock being penetrated and/or its state of 
pressurization. 
 
6.2. Artificial Neural Network Application in Petroleum 
Engineering 
 
Artificial neural networks have been used since the 1980s. Neural 
networks have regained popularity as an important alternative analytical tool 
within the natural and social sciences (Wallace, 2008). Nowadays, they have 
been integrated into most fields and increasingly being used in various 
applications and studies in business, biology, medicine, engineering, physics, 
forecasting, etc.  The key in using neural net works in petroleum engineering, 
or in any other discipline for that matter, is to observe, recognize, and define 
problems in a way that will be addressable by neural nets (Mohaghagh, 1995).  
They were found to be very helpful and effective for solving petroleum 
engineering problems previously found to be difficult and complex using 
conventional methods. Examples of petroleum engineering projects that have 
benefited from the help of neural networks include reservoir characterization, 
zone identification, well testing, and drilling optimization (Altmis, 1996). 
White, et. al., (1998) used several artificial neural networks to design 
and develop zone identification in a complex reservoir. In this study, several 
 83 
ANNs were successfully designed and developed for zone identification in 
heterogeneous formations from geological well logs.  Reservoir 
characterization plays a critical role in appraising the economic success of 
reservoir management and development methods.  Nearly all reservoirs show 
some degree of heterogeneity, which invariable impact the production.  As a 
result, the production performance of a complex reservoir cannot be 
realistically predicted without accurate reservoir description.  The difficulty 
stems from the fact that sufficient data to accurately predict the distribution of 
the formation attributes are not usually available.  One of the key issues in the 
description and characterization of heterogeneous formations is the distribution 
of various zones and their properties. 
AL-Bulushi (2008) developed a methodology based on artificial neural 
network (ANN) models to predict water saturation in simple and complex 
reservoir formations using wire-line well logs and core data.  ANN models 
were developed for simple sandstone reservoirs, where conventional wire-line 
logs were taken as input parameters.  Input data was introduced into the ANN 
design using the operating data, which included both training and production 
data. The model was successfully tested on the Haradh sandstone formation (in 
Oman) yielding a prediction of water saturation with a correlation factor of 0.91 
and a root mean square error of 2.5%.   
Arehart (1990) has used a neural network to determine the grade (state 
of wear) of a drill bit while it is drilling. The network was applied using three-
layer neural network and back-propagation as the learning algorithm. The input 
parameters to the neural network were rate of penetration ROP, weight on bit 
WOB, torque T, revolutions per minutes RPM, and hydraulic horsepower per 
square inch HIS. However it is important to note that Arehart’s system was 
trained with laboratory data collected using bits of known grades drilling 
through known lithologies. Also, the network was tested on synthetic 
formations of various bed thickness constructed from the test data. 
Altmis (1996) used neural networks to predict the drilling parameters.  
She used a set of data generated by an advanced, full size drilling rig simulator.   
The parameters used to train the neural network were RPM, time, bit type, 
WOB, rotary torque, ROP, formation abrasiveness, formation drillability, bit 
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bearing wear, tooth wear, and SPM.  Some of Altmis’s data was obtained from 
fields in the United State, but only RPM, time, bit type, WOB, rotary torque, 
ROP, and SPM parameters were included for prediction.  It is important to note 
that Altmis used only three bits in her study. 
Yilmaz, et al (2001) used the neural network to solve the optimum bit 
selection problem. Their model was developed using back propagation neural 
net by training the model using real rock bit data for several wells in a 
carbonate field. The input parameters used to train the neural network were 
sonic log, gamma ray log, depth, location, and rock bit data.  In this study 
Yilmaz, et al used fractal geostatistics along with the artificial neural network 
in order to solve the optimum bit selection problem 
Dashevskiy, et al (2003) used the neural network as a real-time drilling 
optimization tool based on MWD measurements for predicting control in 
drilling. Their model was developed using neural networks with at least a single 
hidden layer, aiming only at obtaining the optimum drilling parameters (WOB 
and RPM) to produce the optimum rate-of-penetration while drilling. The input 
parameters are surface and down-hole data given output quantitative advice for 
the driller on best weight on bit (WOB) and rotary speed (RPM). The Model 
uses True Vertical Depth (TVD) together with surface WOB, surface RPM (all 
averaged on one-minute intervals) as inputs to the neural network models to 
predict the ROP and down-hole diagnostics. 
Note that True Vertical Depth (TVD) was used as a reference to 
determine formation properties at the corresponding depth from offset well 
data. Also, mud properties, flow rate and Bottom Hole Assembly (BHA)/bit 
were kept constant through the entire testing to minimize the number of factors 
affecting the drilling process. 
Dashevskiy, et al carried out further investigations to predict formation 
properties. Other neural network models were tested to evaluate the formation 
properties at the bit using WOB, RPM, ROP values and down-hole diagnostics 
as inputs. These attempts did not yield very good results. 
Fonseca, et al (2006) used the neural network, based on the Auto-
Regressive with Extra Input Signals Neural Network, or ARX model, to 
approach the ROP modeling problem. The architecture used is a Feed-Forward 
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network, trained with the Levenberg-Marquardt algorithm. The parameters 
used to train the neural network were TVD, RPM, WOB, and two past values 
of the ROP are given as inputs ROP (t-1), ROP (t-2). Note that in this study 
Fonseca, et al used a real oil offshore field data set, which consisted of 
information from seven wells drilled with an equal-diameter bit. The 
correlation coefficient achieved with the methodology ranged from R=0.888 to 
R=0.9887 for the testing sets. 
 
6.3. Artificial Neural Networks Methodology 
 
In order to construct a neural network model, an integrated workflow is 
developed. There are several factors that play an important role in designing a 
neural network model, beginning with data collection and ending with data 
prediction. Since neural network is data sensitive, proper handling and 
structuring of the data is required. An integrated workflow allows formulation 
of an ANN model based on preparation, modeling, prediction, and optimization 
of the data. As one of the main objectives in this study, development of the 
workflow was a challenging task. This required a complete understanding of 
the features of the neural network especially that it is problem specific. In a 
neural network, every problem requires a different and unique approach. 
Therefore a descriptive workflow had to be specifically developed in order to 
classify the various steps in designing the neural network model.  The work 
done by Hush and Horne (1993), Maier and Dandy (2002) Shahin et al. (2002), 
Alberts (2002), Al-Ismaili (2003), Goda et al., (2005), and Al-Bulushi (2008) 
were useful in outlining this workflow. 
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Figure 6-1: Neural network Work flow adopted in this research study 
 
 87 
  
PROBLEM 
D EFINITION 
 
Num ber of neurons in  the 
  
input and output layer s 
  
Input Data Selection 
  
  
N ETWORK DATA 
PREPARATION 
  
  
DATA 
A CQUISITION 
  
DATA 
 
M INING 
 
Original 
 Data 
  
Data
  
Screening 
ng 
 
Data
  
Analysis 
s 
  
Data
  
Physics
  
D ata 
  
conversion 
  
  
D ata 
  
con tribution 
  
Data D ivision 
 
  
  D a ta Training 
  
  
D ata Testing 
  
D ata Production 
  
Data Statistics
  
  
  
      
  
 
 
     
  
  
  D ata Scaling 
  
  
D ata Transformation 
  
D ata Range Variation 
  
N ETWORK 
STRUCTRE 
  
Num ber of  hidden layers 
  
Num ber of neurons in the 
hidden layers 
  
T ype of activation function s 
  
in hidden and output lay ers 
  
Selecting the Learning rate, 
Momentum, and Initial 
Weight 
  
Adjustment 
  
Selection of  the learning 
algorithm 
  
Selecting the stopping criteria 
for training 
  
N ETWORK 
TRANING& TESTING 
  
N ETWORK 
OPTIMIZATION 
  
PREDICTION 
 
“KNOWLEDGE” 
  
Learning rate, Momentum, 
  
W eight 
  
Learning algorithm analysis 
  
  Input data Contribution 
  
Transformation function investigation 
  
Number of Ne uro n E valuation 
  
  
Data Preprocessing 
 
Figure 6-2: Descriptive illustration of the various steps in designing a neural 
network workflow in this study. 
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7. PHASE II: ARTIFICIA NEURAL NETWORK DESIGN  
 
7.1. Problem Definition 
 
The prediction of ROP and other drilling parameters from the current 
available data is an important criterion for reduction of drilling costs.  The 
prediction is complex because of the numerous variables which lead to 
difficulties in evaluating drilling parameters. Several models and methods have 
been published for predicting, and therefore potentially optimizing penetration 
rate (ROP). However, these models and methods have been found to have 
limitations, too many variables are included, their input parameters are often 
not readily available, and their relationships are complex and not easily 
modeled.  This is apparent in the studies carried out by Bourgoyne et. al., 1986, 
Adam et. al., 1991, Hareland and Hoberock, 1993, Aghassi and Smith, 2002, 
and Hareland and Nygard, 2007. 
In this study a new methodology has been developed to predict rock bit 
interactions using the Artificial Neural Network. Compared to conventional 
ROP prediction methods, this approach makes more effective use of past 
experience leading to a higher and more efficient prediction of rate of 
penetration in drilling operations.  In this study three ANN models representing 
different formations in Kuwait are being developed to investigate ROP 
prediction for various formation applications. The three models are 
investigating the prediction of ROP for a specific semi-homogenous formation, 
for a heterogeneous formation, and for a group of more complex set of 
formations.  
 
7.2. Data Acquisition 
 
Laboratory data tends to be somewhat more ideal because data gathered 
in the field often contains a significant percentage of noise from the rather 
crude manner in which rig measurements of weight or rate of penetration are 
made.  Therefore, laboratory data are often not practical because of the altered 
factors that cannot be controlled in the field.  Unlike laboratory experiments, 
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the driller tends to drill a wider range of formations with a fairly narrow 
commercial range of weight on bit, rotary speed, and pump stroke, than would 
be seen in a laboratory experiment. 
In addition, field data obtained from Daily Drilling Report (DDR) that 
fed to bit database contains large amount of noise and error due to the ways in 
which data are measured and recorded. Bit database data are taken for that 
specific time of the daily report or based on daily average parameters and 
therefore are subjected to human error. In comparison with bit database, Mud 
log data is considered to be more accurate field data, providing significant noise 
reduction and giving better evaluation of the drilling parameters. 
The data for this study have been gathered from different wells, drilled 
from different fields in Kuwait. Precautions were taken during data preparation 
in order to make them identifiable by the networks. This is because the 
networks are sensitive to certain types of data input and manners of identifying 
variables (Ward Systems Group, Inc., 1993-2007). 
The gathered data consists of history of bit runs, mud logging, 
geological information, drill bit characteristics, and wireline data, all play an 
important role in the prediction of rock bit interactions in this study.  Several 
parameters obtained from the drilling process, are listed in table 7-1.  
 
Well Location 
Well Field 
Well name 
 Well type 
Min (Measured Depth In (ft)) 
Max(Measured Depth Out ft) 
Max ( Total Footage Drilled) 
Formation Lithology 
Formation Property 
Deviation/Inclination 
Bit Size (in) 
Bit Manufacturer 
Bit Model Number 
Bit Serial Number 
Bit IADC Code 
Bit Run No 
Bit Inner Row Dull 
Grading 
Bit Outer Row Dull 
Grading 
SPP (psi)  
P Bit (psi)  
Total Flow Area(in²) 
Nozzle Velocity ft/s 
HHP (hp) 
Mud type 
Mud Density ppg 
ECD (ppg) 
PV 
YP 
Min WOB (kip), 
Max WOB (kip), 
Min RPM (rpm), 
Max RPM (rpm), 
Down hole RPM 
Torque 
Flow Rate (gpm) 
Drilling Hours hr 
ROP 
 
 
Table 7-1: Information obtained from drilling data 
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7.3. Data Mining 
 
Data mining is the process of sorting through large amounts of data and 
picking out relevant information (Hand et al. 2001). This is done by extracting 
information from the enormous data sets generated from the various drilling 
operations. History of bit runs was used to extract information on drilling bit 
types and specifications. Geological information, drilling programs, history of 
well records, and bit database were also used to extract information about the 
formation tops, lithologies, well types, location, etc.   Mud log data was used 
for preliminary identification and selection of the most commonly available 
(conventional) drilling parameters. The significance of data mining resides in 
the interpretation of the data by screening, identifying, and extracting useful 
information from the large data sets. It is considered to be the most important 
step in initiating the neural network to create the desired model.  
After data are collected from several different sources, too many 
variables and clusters of unorganized data are included, thus data noise is 
common. Therefore further data screening, data analysis, and data physics is 
required in order to prepare the data for the network.   
Neural networks learn to predict ROP by training themselves on 
collected data. The network reads the data and repeatedly adjusts the network’s 
weight to produce optimum predictions. The network then applies its 
knowledge to the data being mined. 
 
7.3.1. Data Screening 
 
Data screening is applied to inspect and treat the data to become an 
observable entity enumerated for the neural network. Data screening refers to 
the observation that all the data parameters are better described. In general, it is 
the process of investigating large sets of data, looking for improper and 
unsuitable symbol, character, value, and format in order to be better described 
and recognized by the network. All of the data sets were manually screened and 
improper data was eliminated prior to the network preparation. 
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7.3.2. Data Analysis 
 
Data analysis is the process of intently observing to extract useful 
information and to develop conclusions. It focuses on discovering new features 
in the data, and on confirming or falsifying existing hypotheses and 
summarizing (Pyzdek, 2003). Acquired data is screened and then displayed to 
be analyzed in order to be recognized by the network. This was carried out by  
sorting, screening, and cleansing of the data by excluding the data consisting of 
conditions such as reaming, coring operations, and zero as well as negatives 
values.  
From data screening, data might be missing or might have not been 
measured. In data analysis, replacing missing information from the data set and 
capturing the pattern are very important. A pattern identifies interrelations in a 
set of data that have something in common. These replacements must be 
handled with extreme sensitivity to avoid introduction of a false pattern in the 
existing data set. Using inappropriate values for replacement can lead to 
disturbing the pattern and introduction of false patterns. This phenomenon is 
referred to as bias or noise, which can corrupt stored or transferred information 
(AL-Bazzaz, 2005). ANN can control these biases by using “reasonable” values 
for such missing data. 
 
7.3.3. Data Physics 
 
This step requires having a prior knowledge of the problem under 
investigation. Laws of basic sciences such as physics and geology provide 
essential tools to be used for data evaluation. Data physics is the understanding 
of the basic features of the data gathered from different drilling operations. It 
uses data that was originally collected in order to understand physical 
properties for the purpose of describing these data. In other words, it is the 
understanding of the physics underlying the data to investigate and relate the 
parameters which have the highest impact. However, the uncertainties and 
complexities over various drilling parameters have lead to difficulties in 
determining all possible inputs.  The numerous factors affecting ROP and the 
challenges involved with modeling various drilling parameters have 
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encouraged adopting the application of the neural network. Neural networks 
can learn complex nonlinear relationships even when the input information is 
noisy and imprecise (Ali, 1994). From data physics it is known that WOB and 
RPM is directly proportional to the ROP. Preliminary selection of WOB and 
RPM will provide the network with the known physics, leaving it then to deal 
with the complex relationships between the various drilling parameters. From 
the study of data physics, the rate of penetration is believed to be controlled and 
affected by the following inputs, which are divided into four main categories.    
 
FACTORS EFFECTING ROP 
HARDWARE ENVIRONMENTAL UNCONTROLLABLE OPERATIONAL 
Bit Type 
Bit Design 
Bit Wear State 
Bit Hydraulic 
Bit Nozzle 
Arrangement 
 
Mud Type 
Mud Density 
Mud Properties 
ECD 
 
Formation 
Type/lithology  
Formation 
Properties 
Bit Size 
 
Rotary Speed 
Mud Flow 
Rate 
Weight On Bit 
Torque 
 
 
Table 7-2: Parameters controlling ROP 
 
 
7.4. Network Data Preparation 
 
It is important to have reliable input data so that the output produced by 
the neural network can compute a good correlation.  In optimizing the process, 
the input data must be prepared in advance.  Five procedures that were mainly 
involved in data preparation include: input data selection, non-numerical data 
conversion, data division, data statistics, and data pre-processing.    
 
7.4.1. Input Data Selection 
 
A neural network expects each type of input to be a continuous variable 
that represents the strength of the input neuron. Input data selection is one of 
the main challenges in designing the neural network. The input variables play a 
critical role in achieving good correlations.   
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Data physics provide an important key of understanding the physics of 
the problem under investigation and relating the parameters which have the 
highest impact. However, there are many complex problems which make it 
difficult to determine all possible inputs. Another approach is the input data 
parameters contribution evaluation. This is done by training different networks 
with different combinations of input parameters and then selecting the inputs 
which produce the best model performance. 
Identifying the most important inputs which have great contributions 
and effects on the output is the main key to produce a good prediction.  Both 
approaches were essential tools for the selection of input data (Lachtermacher 
and Fuller, 1994; Goda et al., 2005). In this study both approaches were used 
and tested for most of the existing data in order to identify which variables to 
include.  
7.4.2. Non-numeric Data Conversion 
 
Neural networks accept only numeric inputs as a special way of coding 
the input data to be designed.  In this study all data were numeric except bit 
types, hence different approaches were used to convert non-numeric coding of 
bits. Neural networks accept only numerical values, but the bit types from the 
gathered data were in letters.  Due to the limitation of assigning a number to a 
variable, different ways of coding bit types were done prior to neural network 
application.  Three different ways of coding the bit types were applied in this 
study. These are: 
1. Assigning a number for each bit type by its cutting action with number “1” 
for roller cone bit, and number “2” for drag bit.  
2. Assigning a number to each bit type starting with number “1” for tooth bit, 
number “2” for insert bit, and number “3” for PDC bit. 
3. Coding bit types for rock bit based on IADC bit coding, such as "111" for 
tooth bit with open bearing designed for soft formation. Where PDC were 
coded based on number of blades and cutter size as it is believed to be the 
most important factors affecting PDC bit performance.  These coding may 
then be giving a one digit value for each bit type to treat the distance 
 94 
between the numbers, allowing the network for better understanding and 
identifying of each bit type for good prediction.   
 
7.4.3. Data Division  
 
The data in the neural network are divided into three subsets: training, 
production, and testing (Haykin, 1998). Training sets consists of data used to 
train the network and to adapt its internal structure. The selection of a good, 
representative training set is crucial for the success of the training procedure. A 
testing set is a data pattern consisting of input variables and correct output 
variables used to test the network.  The test patterns are used to verify how well 
the network is working.  Test patterns are not included in training patterns 
because the way to assess a neural network's performance is to examine how 
well it generalizes on patterns it has never "seen" before (Fausett, 1994). 
Therefore, the production set is used during training beside the training data 
only to monitor the performance. This set is not used to adapt the network. The 
error on the production set is monitored during the training process (Ward 
Systems Group, Inc., 1993-2007). 
A good way to create the test set is to extract about 10% to 20% of the 
patterns set before training. However, generally the number of the training data 
should be higher than the production and testing data (usually 60% - 80% of 
data for the training and the rest for production and testing). In this study, the 
preliminary data sets were divided, with 60% for training, 20% for production, 
and 20% for testing.   
 
7.4.4. Data Statistics  
 
The statistics of the data is an important aspect in the development of 
the ANN model. It is important that both training and testing data sets have 
comparable characteristics. When training data are within a specific range and 
testing data are not, this will lead to error or false prediction.  In most cases, the 
ANN model is unable to extrapolate beyond the range of the training data 
(Flood and Kartam, 1994; Maier and Dandy, 2002). To treat this, production 
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and testing data should be laid within the same range of training data. If data 
are not within the same range, this might confuse the neural network. 
Therefore, the subsets should fall within the range of the training data in order 
for the model to capture the range and variation of testing data.  
 All data can be treated by applying data statistics for good neural network 
prediction. Therefore when the model is run and prediction is with high error, it 
is necessary to investigate if data are within the same range. Statistics can be 
applied using two methods; minimum and maximum, as well as standard 
deviation. The minimum and maximum were used to analyze the data in this 
study. The mean and standard deviation of the data were also investigated.  
 
7.4.5. Data Pre-processing  
 
Data pre-processing requires that variables must be scaled from their 
numeric range into the numeric range that the neural network deals with 
efficiently, before being loaded into a neural network. There are two main 
numeric ranges that networks commonly operate in, depending upon the type of 
activation functions:  zero to one denoted [0, 1], and minus one to one denoted 
[-1, 1].  In addition to the linear scaling function, there are two non-linear 
scaling functions: logistic and tanh. The logistic function scales data to (0, 1) 
where tanh scales to (-1, 1). In logistic and tanh indicate that the data never 
actually gets to 0 or 1 (Ward Systems Group, Inc., 1993-2007). 
There are many scaling methods available, such as the Min and Max 
method where data are scaled to the range of [1,-1] and the M and SD method 
where the data are scaled to a mean of zero and unit standard deviation [0, 1]. 
In the Min and Max method, the data were scaled using the following formula: 
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Where the parameter ’p’ represents input data  
 
In the M and SD method, the data were scaled with the following formula: 
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In addition to the linear scaling function, there are two non-linear 
scaling functions: logistic and tanh.  Both of logistics and tanh functions will 
tend to squeeze together data at the low and high ends of the original data 
range.  They have an advantage in that no new data no matter how large is ever 
clipped or scaled out of range (Ward Systems Group, Inc., 1993-2007).  
 
 The logistic function scales data to (0, 1) according to the following formula:   
 
))/)(exp(1(
1)(
σµ−−+
=
x
valuef
 
7-3 
 
Where, mean is the average of all of the values of that variable in the pattern 
file, and SD is the standard deviation of those values. 
 
Tanh scales to (-1, 1) according to the following formula: 
 
))/)((tanh)( σµ−= xvaluef
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Where, tanh is the hyperbolic tangent.   
 
 The importance behind data preprocessing i.e. data scaling is to treat 
data in order to have optimal prediction. This is done by reducing variation 
between input data so that each parameter will receive equal attention by neural 
network. The reason for this is because the input and output data are calculated 
from different physical principles. This process will help to improve the 
training process and ensure that every parameter will receive equal attention by 
the network (Kasstra and Boyd, 1995). Furthermore, this process makes the 
input and output data numerically more comparable. Both linear and non-linear 
scaling methods are used to check which works best for the data.  The data pre-
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processing helps in modifying the distribution of the input parameters to 
provide a better mapping to the output (Bowden et al., 2003).  
 
 
7.5. Network Structure  
 
Developing a neural network structure is the most difficult step in ANN 
modeling. In neural networks there are a number of neurons in each layer. In 
the input layer, the number of neurons is fixed to the number of input 
parameters. In this layer the neurons are only responsible for providing the data 
to the model without performing any calculations. The hidden layers are 
responsible for the internal processing of the problem. The output layer is 
responsible for outputting data (results), but the neurons inside the output layer 
are used for calculation and prediction. 
 
7.5.1. Neurons in Input and Output Layers 
 
The number of neurons in the input and output layers are fixed and can 
be determined from the number of input and output parameters.  For example, 
in case I the number of output neurons is one, which is rate of penetration 
(ROP). The numbers of input neurons are five, representing the input 
parameters which were found to be most effective for predicting ROP. 
1. Weigh On Bit (1000lbs) (WOB) 
2. Round Per Minute  (rev/min) (RPM) 
3. Flow Rate (Gallon/min) (Q) 
4. Torque (amps) (TRQ) 
5. Depth (ft) (D) 
 
7.5.2. Network Architecture and Number of hidden layers  
 
Several models with different architectural designs were investigated in 
this study to check their effect on the output. The number of hidden layers 
depends on the problem complexity and the number of data available to 
construct the model. In this study Back-propagation three-layer Standard net 
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and Ward net with two hidden slabs and with two activation functions were 
found to produce the best results and therefore were selected as the learning 
algorithm.  
1 Standard Nets  
1.1. Standard Net -Three-layer back propagation 
 
1.2. Standard Net -Four-layer back propagation 
 
 
2. Ward Nets 
2.1. Two hidden slabs with different activation functions. 
 
2.2. Three hidden slabs with different activation functions. 
 
 
2.3. Two hidden slabs with different activation functions and a jump 
connection. 
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Based on the most effective models, a number of runs were carried out 
to predict ROP. In general, the neural network architecture using the Ward nets 
with two hidden slabs and with two activation functions was found to be more 
effective in predicting the ROP than other architectural designs.   
 
7.5.3. Number of Neurons in the Hidden Layer 
 
Determining the number of neurons in the hidden layer is a challenging 
step in model design. There is no rigid rule in determining the optimum number 
of neurons in the hidden layer. Several approaches were suggested to find the 
optimum number of neurons in the hidden layers. Some of these include the 
following: 
1. Trial and error approach: selecting different numbers of neurons in the 
hidden layer and testing for their effect on the final prediction.  
2. Trial and error approach: follow the idea presented by Hush (1989). 
3. Stopping when the error in the operating data reaches a minimum value.  
4. Based on the formula yielding the number of neurons (Ward Systems 
Group, Inc., 1993-2007).  
A. Number of hidden neurons for a three layer network is computed 
with the following formula (this was presented by Ward System 
Group) 
{ } { }[ ] [ ]PatternsofNumberIpOpNHN
NHNNeuronshiddenofNumber
++=
2
1
)(
7-5  
 
For more hidden slabs, divide the number above by the number 
of hidden slabs.  
 
B. Another formula for yielding the number of hidden neurons  
 
  { } { }[ ]InputsofNumberIpOutputsofNumberOp
xIpOpNeuronshiddenofNumber
::
)(  *  2   
+
=+=
 
 7-6 
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All approaches mentioned above were investigated to determine the 
optimal number of hidden neurons. The number of hidden neurons in this study 
was obtained by the first approach, trial and error, which selects different 
numbers of neurons in the hidden layer and tests for their effect on the final 
prediction. The trial and error which followed the idea presented by Hush 
(1989) was also investigated. In this method, the process is carried out by using 
the training data. The process then starts by training the model from the 
minimum number of hidden neurons to the maximum number of hidden 
neurons. The testing data are used to stop the network as an early stopping 
criterion (training data to train the model and testing data for stopping). The 
performance curve is then constructed where each hidden neuron with its 
associated error is plotted.  
The optimum number of hidden neurons is the point of the performance 
curve where the error starts to settle down. In order to obtain a smooth 
performance curve, each network configuration should be trained several times 
with different conditions (different initial weights) and the best results are 
plotted (Hush, 1989).   
Once the optimum number of hidden neurons is obtained, the structure 
is almost determined. The network model is then run with the optimum number 
of hidden neurons determined from the previous step with testing data and 
selected stopping criteria. The model is then tested for generalization ability.  
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Figure7-1: Performance curve, following the idea of Hush (1989). 
 
Over-fitting of data is likely to occur when the number of free 
parameters that are relative to the number of the training cases increases. The 
number of free parameters can be determined by using the following formula 
(Bann and Jutten, 2000): 
 
nppppnpnnpF HOIOOHOHHIN )1( +++=++×+×=  
7-7 
 
Where,  
NF: Number of free parameters 
Ip: Number of Inputs  
Op: Number of outputs  
Hn: Number of hidden neurons 
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Figure 7-2: Performance curve, training data with different structure of neurons 
in the hidden layers 
 
For example, using Hush’s idea, the maximum number of hidden 
neurons (Hmax) was calculated to be twenty six neurons in case II. The number 
of hidden neurons was further increased to forty neurons, but no improvement 
was obtained. Increasing of the number of hidden neurons for more than forty 
neurons may lead to memorization and the network will not be able to 
generalize well.  Considering the amount of training data available and the 
number of free parameters,  NF should be lower than the number of training 
data samples (Nt) by a factor (a) (training data of at least twice the number of 
free parameter, a= 2). On the other hand, using the first approach, the optimum 
number of hidden neurons was found to be sixteen.  
 
7.5.4. Type of Activation Function in the Hidden Layer 
 
The hidden and output layers produce outputs based upon the sum of 
weighted values passed to them. The way they produce their outputs is by 
applying an activation function to the sum of the weighted values.  The 
activation function maps this sum into the output value, which is then fired on 
to the next layer (Ward Systems Group, Inc., 1993-2007). 
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Figure 7-3 Schematics of an Artificial Neuron (Steinwender and Bitzar, 2003) 
 
 
The neural network models were tested with different types of 
activation functions to investigate their performance and for the network to 
generalize as well.  Tanh and sine have steeper slopes than the logistic or 
symmetric logistic functions, and so they may appear to solve the problem 
faster. The variational approximation gets poorer as the function becomes 
steeper (more deterministic) (Murphy, 1999). Clustering almost every point 
toward the limits ±1 and its slope near the root is very steep. 
As some activation functions scale data between 0 and 1 while others 
scale data between -1 and 1, a different average error for architectures which 
use different activation functions on the output layer was considered.  Some of 
these activation functions may require lower learning rates and momentums 
other than the logistic function. In fact these other activation functions may 
thrive on different learning rates and momentums (Ward Systems Group, Inc., 
1993-2007). 
. 
7.5.5. Initial Weight Adjustment; Learning rate and 
Momentum Selection  
 
Networks are sensitive to initial weight settings.  The network learns by 
adjusting the interconnection weights between layers.  The answers that the 
network is producing are repeatedly compared with the correct answers, and 
each time the connecting weights are adjusted slightly in the direction of the 
correct answers.  The amount of weight modification is the learning rate times 
the error.  Learning rates controls how much the weights are changed during a 
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weight update. For example, if the learning rate is 0.5, the weight change is one 
half the errors.  The larger the learning rate, the larger the weight changes, and 
the faster the learning will proceed.  Oscillation or non-convergence can occur 
if the learning rate is too large (Ward Systems Group, Inc., 1993-2007). 
Since large learning rates often lead to oscillation of weight changes, 
learning never completes or the model converges to a solution that is not 
optimum.  One way to allow faster learning without oscillation is to make the 
weight change a function of the previous weight change thus providing a 
smoothing effect.  The momentum factor determines the proportion of the last 
weight change that is added into the new weight change. Momentum controls 
how much the weights are changed during a weight update by factoring in 
previous weight updates. It acts as a smoothing parameter that reduces 
oscillation and helps attain convergence (Ward Systems Group, Inc., 1993-
2007). In this study different initial weight adjustments were used to investigate 
their impact on the results.  Different learning rates and momentum were also 
used. The initial weight of 0.1 was found to give the best results. This together 
with learning rate of 0.05 and momentum of 0.5 were all found to improve 
prediction. 
 
7.5.6. Training Stopping Criteria 
 
Once the neural network architecture is determined, the network is 
ready to be trained and tested. With the pre-determined optimum number of the 
hidden neurons, training is performed several times, each with a different 
weight initialization. This is to ensure starting at a different point in the error 
surface in order to minimize the effect of the local minima. The model is tested 
with testing data to examine its generalization.  
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Figure 7-4: Calibration stopping criteria (Ward Systems Group, 
Inc., 1993-2007) 
 
In this study Calibration was used with a Back-propagation network.  
Calibration was used to optimize the network by applying the current network 
to an independent test set during training.  Calibration finds the optimum 
network for the data in the test set (which means that the network is able to 
generalize well and give good results on new data).  Calibration does this by 
computing the mean squared error between actual and predicted for all outputs 
over all patterns.  (The mean squared error is the standard statistical technique 
for determining closeness of fit.)  Calibration computes the squared error for 
each output in a pattern totals them and then computes the mean of that number 
over all patterns in the test set. The network is saved every time a new 
minimum average error (or mean squared error) is reached.  Once the network 
starts memorizing, the error for the test set will start to increase implementing 
the optimum prediction and stop training (figure 7-4).   
 
7.5.7. Input Parameter Contribution 
 
Input parameter contribution helps to decide which variables to remove 
from a network in order to simplify it and possibly to reselect other parameters. 
Evaluation of each parameter contribution to the network can then be tested. 
Each input variable is a rough measure of the importance of that variable in 
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predicting the network's output, relative to the other input variables in the same 
network (Fausett, 1994).  The higher the number, the more the variable is 
contributing to the prediction. The contribution factor in this study is developed 
from an analysis of the weights of the trained neural network. Several 
sensitivity analyses were carried out to investigate the contribution factors for 
various drilling parameters. In the beginning, all the available parameters were 
used to in the analysis. This includes MW, ECD, and SPP along with WOB, 
RPM, Q, TRQ, and Depth.  Figure 7-5 shows a run conducted for the 
contribution factors of the drilling parameters found to be most controlling the 
ROP. 
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Figure 7-5 Input parameters contribution factor 
 
7.6. Network Training and Testing 
 
The neural network is an application of data- driven models (Studener et 
al., 2001). Therefore, the data play a crucial role in the development of the 
model. In this study, the data is divided into two main subsets: training and 
testing data. The training data is used to train the model, whereas the testing 
data is used to test the generalization of the model.  
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7.6.1. Training 
 
 The data are checked for proper input without missing parameters and 
the minimum and maximum values are determined.  The maximum and 
minimum values determine the range of applicability of the neural network. A 
portion of the data is set aside and the remaining is used in the training step.  
The amount of data set aside for testing constitutes 20% of the total available 
data.  The remaining data is termed as the training set and is used in the 
development of the neural network.  
Several models with different architectural designs were used to check 
their effect on the output. Based on the most effective models, a number of runs 
were performed to predict ROP. Among all models used in this study, the most 
successful model was the Ward nets, which consisted of three different 
architectural designs. In general, the neural network architecture using the 
Ward nets with two hidden slabs and with two activation functions was found 
to be more effective in predicting the ROP. In some runs both three-layer 
Standard net, and Ward nets with two hidden slabs and with two activation 
functions yielded similar correlations. Therefore, Standard Net and Ward nets 
were used to predict ROP. 
In training, neural networks look for patterns, learn these patterns, and 
develop an ability to correctly predict new patterns.  In several run conducted in 
this study, error will continue decreasing if calibration is not applied as shown 
in figure 7-6. With the optimum number of hidden neurons, different initial 
weights were used to train the network. This is done to treat the effect of the 
local minima by starting at different points on the error surface.  In this study, 
the network was trained with and without momentum. It was found to give 
better correlation with momentum. Different momentum and learning rate 
values were also investigated and tested. The optimal momentum and learning 
rate values were 0.5 and 0.05 respectively.  
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Figure 7-6 Training set average error 
 
7.6.2. Testing  
 
It is very important to create a test set that adequately represents this 
outside universe (generalization). Since the training set is only a small set of the 
possible patterns of inputs that can occur, the network is trying to build a model 
that correctly interpolates between close patterns with which it is being trained 
(Ward Systems Group, Inc., 1993-2007). 
All runs conducted in this study have specified that the network be 
saved on the best test set. Calibration saves the network at this optimal point 
which limits over learning and prevents memorization. When the testing error 
increases for a specified number of iterations, the training is stopped, and the 
weights and biases at the minimum of the testing error are returned as shown in 
figure 7-7. The model is then tested with testing data to check for its 
generalization. All results were evaluated based on the linear correlation 
coefficient(r).  The outputs from the neural network are plotted against the 
field-measured parameters. Different sets of files from several drilling 
operations were used to predict outputs.  The data gathered consisted of various 
drilling parameters and several runs were conducted to choose the most 
important parameters based on contributing factors to the output values.   
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Figure 7-7: Testing set average error 
  
7.7. Network Optimization  
 
Network optimization is last step of the neural network model design. 
When unsatisfactory results are determined, optimization of the network is then 
recommended. Since trial and error is used to select the network structure, it is 
important to run different sensitivity analyses to investigate whether the model 
can be further optimized (AL-Bulushi, 2008).  
 
7.7.1. Optimum Number of Neurons Evaluation 
 
The optimum number of hidden neurons is crucial for the neural 
network’s final prediction. Several investigations using trial and error method 
may lead to better results. Careful selection of the number of hidden neurons is 
important, since a structure with very large number of hidden neurons may lead 
to memorization of the data. Other methods may also be investigated for better 
prediction. 
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7.7.2. Initial Weight Adjustment, Learning rate and 
Momentum Selection 
 
Different initial weights may be used to train the network. This is done 
to treat the effect of the local minima by starting at different points on the error 
surface. Networks may also be trained with momentum to control oscillation 
and to provide a smoothing effect. Different momentum and learning rate 
values may also be investigated and tested. 
 
7.7.3. Architectural Designs and Number of Hidden Layers 
 
There are several different types of architectural designs (learning 
algorithms) that may be investigated to achieve better predictions. Several 
models with different architectural designs may be tested to check their 
effective on the output. During optimization, this may be carried out to help 
understand their effects and contributions on the final results. A Number of 
hidden layers may also be considered depending on the problem complexity. 
 
7.7.4. Testing Different Types of Activation Functions 
 
There are several types of activation functions (transfer function) that 
may be used to investigate their effect on the prediction. A single activation 
function as well as a combination of activation functions may be used to further 
test for optimization.  Several activation functions have been discussed earlier 
in this study.  
 
7.7.5. Testing Different Types of Scaling  
 
In this study the data was scaled using the minimum and maximum 
method. The data may also be scaled during optimization using the mean and 
standard deviation to check for better results. In some cases, the mean and 
standard deviation scaling method may produce similar results.  
 
7.7.6. Testing the Stopping Criteria  
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After a period of training, it is possible that the learning will eventually 
cease to make any progress. Continuous training means, continually trying to 
make a model work better and better on the training set, leading to 
memorization of the noise within the data. There is no point in continuing 
training if the network does not produce good prediction. It is better off 
restarting with different optimization methods such as learning algorithm, 
number of hidden layers, number of hidden neurons, reselecting of the input 
parameters, etc. 
 
7.7.7. Input Parameters Contribution and Re-selection 
 
Input data selection is one of the main challenges in designing the 
neural network. The input parameter selection plays a critical role in achieving 
good correlations.  Sensitivity analysis of each input parameter and its 
contributing factor may help in deciding which variables to select or eliminate 
from a network in order to simplify and possibly reselect other parameters 
evaluating their effect on prediction.    
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PHASE III: ARTIFICIAL NEURAL NETWORK RESULTS AND 
DISCUSSION  
 
 
8. CASE I – DEVELOPING A NEURAL NETWORK MODEL 
PREDICTING ROP FOR A HETEROGENEOUS 
FORMATION 
 
8.1. Problem Definition 
 
In this case a proposed ANN method was applied to a challenging hard 
and abrasive formation, namely Zubair, to predict the rate of penetration. 
Zubair formation is of early Cretaceous age and is comprised of abrasive 
sandstone, shale, and limestone beds intercalated with hard siltstones stringers. 
The approximate total thickness of this formation is 420 m (1380 ft). Zubair 
formation is known to contain potentially productive zones with several sand 
pools separated by shale (Al-Saeedi, et-al., 2005). Application of the proposed 
network model has been developed using bit run history (bit database) as well 
as mud log data. 
 
8.2. Network Data Preparation 
 
Most of the drilling parameters were investigated and used as inputs. 
Several runs were then conducted to determine the contribution factor for each 
input parameter.  Weight on Bit (1000 lbs) (WOB), Revolution per Minute 
(rev/min) (RPM), Torque (amps) (TRQ), Depth (D) in ft (MD), and flow rate 
(Gallon/min) (Q) were found to be the most important parameters having more 
contribution to the output value. The contribution of each selected input 
parameter has been investigated, testing their influence on the model.  
In this case study, the data was scaled using the minimum and 
maximum method. The range of minimum and maximum values is listed in 
table 8-1.  The data was also scaled during optimization using the mean and 
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standard deviation method. The statistics of the input and output data for 
training and testing are shown in table 8-2, 8-3, and 8-4. 
 
PARAMETER MINIMUM MAXIMUM
DEPTH 8,100.00 8,359.00
WOB 20.6 53.9
RPM 54 100
FLOW RATE 959.8 977.2
TORQUE 171 300.4
ROP 4.38 38.8
 
Table 8-1: Range of minimum and maximum values. 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 20.60 54.00 959.80 171.00 8100.00 4.38
Maximum 53.90 100.00 977.20 300.40 8359.00 38.80
Mean 44.03 80.69 970.88 245.52 8233.05 15.06
Standard Deviation 8.50 17.03 4.15 32.81 103.87 5.21
ALL Data Input
 
Table 8-2: The range of values for both training and testing data. 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 20.60 54.00 959.80 171.00 8100.00 4.38
Maximum 53.90 100.00 977.20 300.40 8359.00 38.80
Mean 44.03 80.69 970.88 245.52 8233.05 15.06
Standard Deviation 8.50 17.03 4.15 32.81 103.87 5.21
Training Data Input
 
Table 8-3: The range of values for training data. 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 31.80 55.00 966.90 195.40 8103.00 11.50
Maximum 51.00 96.00 976.30 282.10 8349.00 22.78
Mean 44.23 79.71 970.07 247.84 8224.43 15.67
Standard Deviation 8.37 19.01 3.99 30.57 108.86 3.60
Testing Data Input
 
Table 8-4: The range of values for testing data.
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8.3. Network Structure  
 
One of the main challenges in the network structure is determining the 
number of hidden layers and the number of neurons in the hidden layers. The 
number of hidden layers to be used depends on the complexity of the model. 
This is why Ward net with two hidden slabs and with different activation 
functions was selected for this case. Standard net three-layer and several other 
architectures were also tested during optimization.  All the different approaches 
that have been used to determine the number of neurons in the hidden layers 
have been investigated in this study.  Using the following equation 1-1, the 
final design for this case gave ten neurons in the hidden layer as determined to 
be the optimum number of hidden neurons.  
 
{ } { }[ ] [ ]PatternsofNumberIpOpNeuronshiddenofNumber ++=
2
1
 
8-1 
 
8.4. Model Training and Testing  
 
The stopping criterion for the network model is important to avoid 
memorization. In all the runs conducted in this study, at the beginning of 
training the error on both training and testing data is decreasing. Figure 8-1 
shows that at the beginning of training the error started to decrease on testing 
data.  Gradually throughout the training, the error on the testing data started to 
increase while the error on the training data was continuously decreasing as 
shown in figures 8-2 and 8-3. The continuous decrease of the error on the 
testing data indicates that the model is starting to memorize the noise in the 
data. Therefore calibration was used in this study to optimize the network by 
applying the current network to an independent test set during training. 
Calibration finds the optimum network for the data in the test set, which means 
that the network is able to generalize well and give good results on new data.  
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Once the network starts memorizing, the error for the test set will start to 
increase implementing the optimum prediction and indicating to stop training 
as shown in figure 8-2. 
 
 
   
Figure 8-1: Testing: Initial training  Figure 8-2: Testing: Final training   
 
 
 
 
 
  
Figure 8-3: continuous error decrease on training data 
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8.5. Model Prediction and Optimization  
 
8.5.1. Input Parameter Selection 
 
Input data selection is one of the main challenges in designing the 
neural network. The input selection plays a critical role in achieving good 
correlations.  Sensitivity analysis was carried out for all input neurons, followed 
by final prediction with five input neurons. Results of the neural network model 
prediction for the rate of penetration with various sets of input parameters are 
shown in table 8-5. 
 
Input Parameter Correlation Coefficient (r)
    WOB, RPM, Q 0.559
    WOB, RPM, Q, MW 0.6049
     WOB, RPM, Q, TRQ 0.7114
    DEPTH, WOB, RPM, Q, TRQ 0.7449
Input Parameter Selection
Initial Input Parameter Selection
 
Table 8-5:  Input parameters selection 
 
Initially, three input parameters were used to predict rate of penetration. 
These were WOB, RPM, and Q. The runs conducted for this model produced a 
linear correlation coefficient (r) value of 0.5590. When the four input neurons 
WOB, RPM, Q, and MW were used, the result slightly improved to produce a 
correlation coefficient value of 0.6049. The last input parameter, MW was 
substituted by a new input neuron i.e. Equivalent Circulation Density (ECD), 
resulting in no improvement in prediction. However, when TRQ was used 
instead of ECD, this gave a positive impact on the result producing a 
correlation coefficient value of 0.7114. A fifth input neuron i.e. Depth 
(Measured Depth), was included with the same inputs and produced a 
correlation coefficient value of 0.7449.  It is important to note that all data were 
obtained from vertical wells in this study. For this case the hole size was 16”. It 
was found that when a sixth and a seventh input were introduced (i.e. MW and 
Stand Pipe Pressure (SPP); this did not show any improvement in the 
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prediction. On the other hand it had a negative impact lowering the correlation 
coefficient. This means that increasing the number of input parameters does not 
necessarily improve the prediction of rate of penetration. However, proper 
input selection has been found to be the key influencing factor. Understanding 
the physics underlying the input selection is an important factor to investigate 
and relate the input parameters in order to have the highest impact.    
 
8.5.2. Network Architecture   
 
The neural network architectural design used for the prediction of rate 
of penetration for this case was the Ward net with two hidden slabs and with 
different activation functions. As demonstrated in table 8-6, other architectural 
designs were also used however; the correlation coefficient values were not as 
promising as the values obtained by the architectural Ward net. For example, 
the ROP prediction with the three-layer Standard net yielded a correlation 
coefficient value of 0.7740.  The four-layer Standard net yielded a correlation 
coefficient value of 0.7350. In this network architectural design, each layer is 
connected to the directly previous layer (Ward Systems Group, Inc., 1993-
2007). When the Jump-Connection Nets design was used to predict ROP, a 
correlation coefficient value of 0.5980 was obtained. In this design each layer is 
connected to every previous layer (Ward Systems Group, Inc., 1993-2007). 
Also, when the Jordan-Elman Nets design was used to predict ROP, a 
correlation coefficient value of 0.4697 was obtained.  In this design the output 
layer is fed into the input layer showing what the outputs of the previous 
patterns have been (Ward Systems Group, Inc., 1993-2007).  
With the same number of neurons, inputs, output, initial weight, 
learning rate, and momentum, the Ward Net network architecture with two 
hidden slabs and with different activation functions produced a correlation 
coefficient value of 0.8504. Therefore, this architecture was used to investigate 
the prediction of the rate of penetration for all cases in this study. Descriptive 
analysis of the rate of penetration prediction using different architectures is 
shown in table 8-6. 
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Input Parameter Correlation Coefficient (r)
Standard Nets - Three Layer 0.774
Standard Nets – Four Layer 0.735
 Jordan-Elman nets 0.598
Jump-Connection Nets 0.4697
 Ward Nets - Two hidden Layers with different activation functions 0.8504
 Ward Nets - Three hidden Layers with different activation functions 0.8277
 Ward Nets - Two hidden Layers with different activation functions 
and Jump connection 0.779
 
Table 8-6: Rate of penetration prediction using different architectures 
 
 
The Ward Net architectural design is a regular three-layer 
Backpropagation network with more than one slab in the hidden layer. In this 
design the hidden layer has two slabs with different activation functions in 
order for the output to perceive different features of the data (Ward Systems 
Group, Inc., 1993-2007). One of the findings in this study has been that when a 
combination of two activation functions in the hidden layer was used, this lead 
to the enhancement of rate of penetration prediction. This combination has 
provided the network with different views of the data that may allow for a 
better recognition of the ambiguous relationship among the inputs. For 
example, when a single linear activation function was used, the correlation 
coefficient r value produced was 0.3645. However, when a combination of 
linear and Gaussian-complement was used, the correlation coefficient r 
significantly improved, yielding a value of 0.9385. In addition, when the sine 
activation function was used solely, the correlation coefficient value produced 
was 0.9289. However, when a combination of sine and Gaussian complement 
was used, an improved correlation coefficient value of 0.9727 was obtained. 
 
8.5.3. Number of Neurons in Hidden Layers 
 
The number of neurons in the hidden layer is crucial for the ability of 
the neural network to give good prediction for rate of penetration.  When the 
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number of neurons is high, the model will tend to memorize the problem. On 
the other hand, when the number is very low, this may lead to poor prediction.  
Determining the optimum number of neurons in the hidden layer is a key factor 
for the ability of the neural network to produce a good prediction. In this case, 
the optimum number of neurons in the hidden layer was determined to be ten 
neurons, five in each slab.   
There are several methods to determine the optimum number of neurons 
in the hidden layer. The different approaches have been explained in this study 
and these have all been exploited in this study.  Among all methods that have 
been investigated, equation 8-1 was found to give optimum results of ten 
neurons.  The trial and error method has also shown to give similar results. 
Other different approaches have been tested but did not produce good results. 
For example, when only two neurons in the hidden layer were used, the 
correlation coefficient r value produced was 0.7084. When the total number of 
neurons in the hidden layer increased to eight neurons, the correlation 
coefficient r improved producing a value of 0.8366. Also, when the number of 
neurons was doubled to sixteen neurons, the correlation coefficient r value 
slightly improved yielding 0.8504. Ten neurons, the optimum calculated 
number of hidden neurons using equation 8-1, was found to give a correlation 
coefficient r value of 0.9492. As shown in table 8-7, increasing the number of 
hidden neurons does not always improve the prediction of rate of penetration.  
 
 120 
1 1 2 0.7084
2 2 4 0.8146
3 3 6 0.8146
4 4 8 0.8366
5 5 10 0.9492
6 6 12 0.9233
7 7 14 0.818
8 8 16 0.8504
10 10 20 0.8216
12 12 24 0.9295
13 13 26 0.9326
14 14 28 0.8046
16 16 32 0.814
18 18 36 0.8221
20 20 40 0.8132
First Slab Activation 
Function
Second Slab 
Activation Function Total Number of Neurons Correlation Coefficient ( r )
Table 8-7: Number of hidden neurons and their effect on the neural network 
model prediction 
 
 
8.5.4. Type of Activation Functions in the Hidden Layer 
 
Initially, a number of different single activation functions have been 
tested using the three-layer Standard net. Among all functions used to predict 
the rate of penetration for this architecture, sine function was found to produce 
the best result. For example, when the linear function was used the correlation 
coefficient r value was 0.3645. The reason the linear activation function gave 
poor prediction is believed to be due to the high total weight sum generated 
resulting in a large number of connections coming to the output layer.  A 
positive impact on the result was noticed when the activation function logistic 
was used. It resulted in a great improvement, producing a correlation 
coefficient value of 0.8896. When tanh function was used the result further 
improved to produce a correlation coefficient value of 0.9055. With the several 
other activation functions that have been tested in this case, the activation 
function sine was found to yield the best result for rate of penetration 
prediction, producing a correlation coefficient r value of 0.9289. The different 
types of single activation functions and their effect on the neural network 
model may be seen in table 8-8. 
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 Activation Function Correlation Coefficient ( r )
Linear 0.3645
Logistic 0.8896
Gaussian 0.8837
Sine 0.9289
tanh 0.8836
tanh 15 0.9055
Gaussian-complement 0.8725
Symmetric-Logistic 0.8648
Standard Three-Layers  with Single Activation Function
 
Table 8-8: Three-layer Standard net: Types of single activation functions and 
Their effect on the neural network model prediction 
 
When two different activation functions were used in combination 
within the hidden layer, this greatly enhanced the prediction of rate of 
penetration. For example, when the Gaussian and Gaussian-complement were 
used, this combination yielded a correlation coefficient value of 0.8504.  When 
Logistic and Gaussian-complement activation functions were used, a 
correlation coefficient value of 0.8564 was obtained.  With the same inputs, 
output, learning rate, momentum, weight, and network architecture, Sine and 
Gaussian-complement activation functions gave the best correlation coefficient 
value of 0.9732 for rate of penetration prediction.  The reason for this is 
believed to be due to that sine and Gaussian complement have a better tendency 
to recognize the different patterns, making more meaningful use of the data.  
Careful selection of the activation functions is important and 
challenging to test for the generalization of the neural network model and not to 
fall for false generalizations. For example, tanh and sine functions may appear 
to solve the problem faster as they have a steeper slope than the logistic or 
symmetric logistic functions (Ward Systems Group, Inc., 1993-2007). In this 
study a number of carefully selected activation functions have been put to test 
in combination to confirm the proper generalization of the model. These 
activation function combinations and their prediction results are listed in table 
8-9. Gaussian Complement function will tend to bring out meaningful 
characteristics in the extremes of the data (Ward Systems Group, Inc., 1993-
2007).  
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Three-Layers with Two Hidden Slabs with Different Activation Functions 
First Slab 
Activation Function 
Second Slab 
Activation Function 
Correlation 
Coefficient ( r ) 
Sine Logistic 0.9574 
Sine Gaussian 0.948 
Sine Tanh 0.9468 
Sine Tanh 15  0.9553 
Sine Symmetric-Logistic 0.9693 
Gaussian-complement  Sine 0.9727 
Sine Gaussian-complement  0.9732 
Linear Gaussian-complement  0.9385 
Logistic Gaussian-complement  0.9266 
Gaussian Gaussian-complement  0.9227 
Tanh Gaussian-complement  0.9356 
Tanh 15 Gaussian-complement  0.9413 
Symmetric-Logistic Gaussian-complement  0.954 
 
Table 8-9: Ward net: Types of combined activation functions and their effect 
on the neural network model prediction 
 
The quality of the data has great impact on results; therefore data 
preparation was included in this study as a curial process for the development 
of the models. Several runs have been carried out to investigate the effect of 
error in the input data on the correlation coefficient. It has been found that the 
differences in correlation coefficients had no significance as the network 
reached the same conclusions during the model training and testing. Also it was 
found that there was no significant impact of the different activation functions 
on the final result. For example, as seen in the table above, Gaussian-
complement and sine gave the best prediction using the same activation 
functions. The correlation coefficient was found to be 0.9458 comparing to 
0.9434 when tanh and Gaussian-complement were used.   
 
8.5.5. Initial Weight Adjustment Learning rate and 
Momentum Selection  
 
In this study, different initial weights, learning rates, and momentums 
were used in the network to test their effect on the prediction. The network is 
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sensitive to the initial weight; therefore training was performed several times, 
each with a different weight initialization. This is to ensure starting at a 
different point in the error surface in order to minimize the effect of the local 
minima. The model is then tested to examine for its generalization.  
A value of 0.1 was used for all initial weight, learning rate, and 
momentum in the network and the correlation coefficient, r, for the output was 
0.9535.  When initial weight was  adjusted to 0.2 while keeping the learning 
rate, and momentum fixed at 0.1, the correlation coefficient value for the output 
improved from r = 0.9535 to r =0.9715. When the initial weight was increased 
to 0.3, the result slightly decreased. When learning rate and momentum were 
adjusted to 0.05 while keeping the initial weight fixed at 0.1, prediction 
improved yielding an increased correlation coefficient r value of 0.9800. 
Learning rates control how much the weights are changed during a weight 
update.  Since large learning rates often lead to oscillation of weight changes, 
one of the ways to allow faster learning without oscillation is by momentum. 
Momentum acts as a smoothing parameter that reduces oscillation and helps 
attain convergence (Ward Systems Group, Inc., 1993-2007). Different initial 
weights were used to train the network. This was done to treat the effect of the 
local minima by starting at different points on the error surface. Different 
momentum and learning rate values have also been used to train the network to 
reduce oscillation and to help attain convergence. Table 8-10 shows 
optimization of rate of penetration prediction using different initial weights, 
learning rates, and momentums.   
The final design for this model produced a linear correlation coefficient 
r value of 0.9820.  The initial weight, learning rate, and the momentum used in 
this run were 0.1, 0.05, and 0.5, respectively. These were found to give the best 
results, and therefore they were used throughout this study.   Figure 8-4 shows 
the advantage of this selection. The model did not stop at the local minima and 
so it was able to avoid the effect of local minima and oscillation.  
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Figure 8-4: Model optimization effect of avoiding local minima and oscillation.  
 
Learning Rate Momentum Initial Weight Correlation Coefficient 
0.1 0.1 0.1 0.9535
0.1 0.1 0.2 0.9715
0.1 0.1 0.3 0.9701
0.05 0.05 0.1 0.9806
0.05 0.05 0.2 0.9802
0.05 0.05 0.3 0.98
0.05 0.05 0.4 0.9593
0.5 0.5 0.1 0.9399
0.5 0.5 0.2 0.9374
0.5 0.5 0.3 0.9373
0.5 0.05 0.1 0.9545
0.5 0.05 0.2 0.9554
0.5 0.05 0.3 0.9521
0.05 0.5 0.1 0.982
0.05 0.5 0.2 0.9769
0.05 0.5 0.3 0.9736
OPTIMIZATION - V
OPTIMIZATION - I
OPTIMIZATION - II
OPTIMIZATION - III
OPTIMIZATION - IV
 
 
Table 8-10: optimization of rate of penetration prediction using different initial 
weights, learning rates, and momentums. 
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8.6. Network Final Design (Prediction) 
 
The runs conducted with the final design for this model used the five 
input neurons WOB, RPM, Q, TRQ, and Depth. These had a significant 
influence on the prediction of the rate of penetration. The network was trained 
for 16” hole size with data obtained from vertical well. It is important to note 
that well diameter can influence the final prediction when applying to other 
cases as the input neurons may vary and the trained neural network may not be 
applicable. Sensitivity analysis was carried out for all selected input neurons to 
check each input contribution to the prediction of the rate of penetration. The 
input contribution factors are shown in figure 8-5. In this case, WOB was found 
to have the highest impact on rate of penetration prediction. This was 
anticipated as rate of penetration is mainly controlled and directly proportional 
to the WOB especially in hard formation. Input parameter weights are shown in 
table 8-11. 
 
Input Contribution Factors
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
DEPTH   WOB RPM Q TRQ
Input Parameters
Input Weights
 
 
Figure 8-5: Input contribution factors 
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Input Parameter Weight
    DEPTH 0.20825
  WOB 0.31245
RPM 0.1898
Q 0.12003
TRQ 0.16946
Input  Parameter Weights
 
 
Table8-11  Input parameter weighs 
 
Among all models used in this study, the most successful model was the 
Ward net with two hidden layers and with the activation functions Sine and 
Gaussian Complement. The optimum number of neurons was found to be ten 
neurons. The learning rate, momentum, and initial weight used in this run were 
0.05, 0.5, and 0.1 respectively.  The result of the output parameter for rate of 
penetration prediction in this case was a correlation coefficient r value of 
0.9820. The final design has shown that the neural network model was able to 
predict rate of penetration. Figure 8-6 presents a comparison of the neural 
network predicted rate of penetration values with field measured values, 
showing a good agreement between the two.  Figure 8-7 shows the comparison 
of variable patterns between neural networks predicted rate of penetration and 
the field measured rate of penetration. The comparison shows that the neural 
network model correlates well with the trend of field measured rate of 
penetration.  
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Figure 8-6: Comparison of neural network predicted rate of penetration values 
with the field measured values. 
 
 
 
Figure 8-7: Comparisons of variable patterns between actual and predicted 
ROP. 
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8.7. Testing the Neural Network Model Performance  
 
The model was tested for its performance using four input parameters. 
The least contributing parameters of the five input parameters used above, i.e., 
Q was eliminated. The correlation coefficient r value produced was 0.9311, 
showing a good prediction. The neural network model developed was able to 
predict ROP with four input parameters verifying the robustness of the model. 
Several runs were carried out to test for the prediction of the ROP with the 
minimum input parameters. Table 8-12 shows the prediction of ROP with 
different combination of input parameters.  Since TRQ was the second least 
contributing parameter, it was also removed and a run was conducted with 
Depth, WOB, and RPM producing a correlation coefficient value of 0.8990. 
When WOB, RPM, and Q were the only parameters selected, the rate of 
penetration 0.7582. The WOB was found to be the most dominant parameter in 
predicting rate of penetration for Zubair formation. 
As demonstrated in table 8-12, the network was able to produce the best 
prediction using (Depth, WOB, RPM, Q, and TORQ). Several runs were then 
carried out to test for the network’s ability to generalize in the absence of some 
of these parameters and when a different combination of parameters was used.  
Results showed that the network was able to generalize and to produce similar 
results and even in the absence of the depth parameter. 
Although formation depth varies for different locations and even from 
well to another within the same reservoir, it has been used to represent the 
specific formation under study. This has been done to train the network so as to 
preserve an image of the formation’s heterogeneity and to provide the network 
with another parameter weight to help give the network a better understanding 
of the overall influence of a varied formation under different drilling 
operational parameters. This enhanced the network’s ability to extract 
information and make use of previous experiences to produce future predictions 
for new wells through recognizing the overall influence of various drilling 
conditions. It is important to note that the network was able to produce very 
good prediction when Depth was not included as an input parameter. This is 
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important evidence of the network’s ability to learn, generalize, and predict 
ROP only when (WOB, RPM, Q, and TRQ) were used.  
Input data selection is a key factor for the network’s ability to produce 
good prediction despite the fact that some parameters are considered irrelevant 
or less important for ROP prediction. It was found that when TRQ was used 
along with (Depth, WOB, and RPM); the network produced a better result than 
when Q was used with same input parameters. On the other hand, when Q and 
WOB were used alone, the network gave a better prediction than with TRQ and 
WOB. Also, Q alone gave a better prediction than when RPM or WOB were 
used and was found to produce a more significant result comparing to TRQ.  
This indicated the importance of providing the network with input data which 
enables the network to better perform in the training process for reaching 
optimum prediction. Although Q has less impact on ROP as compared to WOB 
and RPM, in this case Q has shown to be valuable as the network was able to 
use it in finding patterns and recognitions in order to produce a good prediction.  
It has been shown that even when some of the input parameters that are 
regarded to have a lesser impact on ROP prediction are selected, the network 
made relevant use of them for producing good prediction.  
 
Input Parameter Correlation Coefficient (r)
    DEPTH, WOB, RPM, Q, TRQ 0.9820
    DEPTH, WOB, RPM, TRQ 0.9311
    DEPTH, WOB, RPM, Q 0.8829
    DEPTH, WOB, RPM 0.8990
    WOB, RPM, Q, TRQ 0.9417
     WOB, RPM, TRQ 0.9420
     WOB, RPM, Q 0.7841
     WOB, TRQ 0.7215
     WOB, RPM 0.7436
     WOB, Q 0.8354
Q 0.7678
RPM 0.6122
TRQ 0.3014
 WOB 0.7626
Final Input Parameter Selection (Optimization)
Input Parameter Selection
 
Table 8-12: prediction of ROP with different combination of input parameters 
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8.8. Testing the Neural Network Model for its Robustness 
 
The neural network developed to predict the rate of penetration was also 
investigated for its ability to predict another operational parameter i.e., torque. 
Torque is considered to be one of the most important parameters affecting the 
performance of the drilling bit, its drillability, and therefore the resulting rate of 
penetration. It is important to test the robustness of the optimized model. In this 
case, the same model developed to predict rate of penetration was tested to 
predict torque. The neural network model developed has shown its capability to 
predict torque producing a correlation coefficient value of 0.9412.  The model 
has shown its capability to predict one of the most important parameters 
affecting drilling performance, therefore providing another approach for 
predicting and optimizing torque. This will lead to a better understanding of the 
factors affecting the torque parameter, providing an advanced step for a more 
enhanced prediction and optimization of rate of penetration. The model has 
shown its robustness to predict both ROP and torque. When the model was 
predicting rate of penetration, WOB was found to be the most influential input 
parameter for the final prediction. When predicting torque on the other hand, 
RPM was found to be the highest contribution factor. This was expected as 
geologically; these two parameters are controlling factors for optimal rate of 
penetration and are considered the most important parameters affecting the 
final prediction in interbedded hard and abrasive Zubair formation. This has 
proved the power of the model in making predictions based on a good 
understanding of the findings and the interaction between the various input 
parameters, providing a new approach for ROP and Torque predictions.  
 
8.9. Testing the Neural Network Model in a New Well in Zubair 
Formation  
 
The neural network model was tested to predict rate of penetration in a 
new well for the same formation.  Although tested for the same formation, the 
new well test was carried out in a different field and area. Testing in a different 
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area has been carried out in order to enhance the generalization of the model 
developed. The neural network model that was previously trained and 
developed from the field located in West of Kuwait was also tested in a new 
well location, North of Kuwait. Both wells are exploratory wells having similar 
lithological characteristics, drilling sections, as well as drilling bits and casing 
designs. The result showed that the model was able to generalize and to predict 
rate of penetration in the new well, producing a correlation coefficient value of 
0.9622. Figure 8-8 and 8-9 show the results obtained on the new testing well. 
From this result, it may be concluded that the neural network model developed 
showed robustness in the prediction of rate of penetration although some of the 
drilling parameter values of the new well were beyond the range values of the 
trained network model. With neural network models developed from the 
previous well, predictions showed promising results that rate of penetration of a 
new well can be predicted, providing an alternative novel and cost efficient 
solution compared to conventional methods.  
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Figure 8-8: Comparison of neural network predicted rate of penetration values 
of the new well with the field measured values. 
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Figure 8-9: Comparisons of variable patterns between actual and predicted 
ROP for a new well in Zubair formation. 
 
8.10. Testing the Neural Network Model for the same Formation 
with a Different Bit Size 
 
The neural network model that has been developed using a 16 inch insert 
bit is now being tested using a different drilling bit size. A 22 inch insert bit 
was used to predict rate of penetration in the upper part of the Zubair formation.  
This was done to give a better understanding of the effects of drilling bit size on 
a formation with the same lithological characteristics but under different 
drilling conditions.  Drilling bit size is not the only main factor affecting rate of 
penetration since other factors such as the operational parameters, bit design, 
hydraulics, and pore pressure, etc, all tend to widely affect the rate of 
penetration. The neural network model was able to predict rate of penetration 
for this formation regardless of the bit size producing a correlation coefficient r 
value of 0.9796. The comparison of neural network predicted rate of 
penetration values with the field measured values are shown in Figure 8-10.   
From figure 8-10, the network was able to generalize well when different 
data ranges were introduced.  It may be seen that most of the data are within the 
range of the network trained model i.e., (0-45). Although some of the input data 
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appeared to be beyond the range of the trained data, the network in this case 
was still able to produce good prediction since more data was used to train the 
network enhancing its ability to produce good prediction. 
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Figure 8-10: Comparison of neural network predicted rate of penetration values 
with the field measured values. 
 
 
8.11. Testing the Neural Network Model Prediction with Two 
Different Bit Designs: Combination of Roller and PDC Bits 
 
The neural network model that has been developed using an insert bit was 
now being tested using a combination of two bit designs i.e., insert bit and PDC 
bit. This was done to improve the understanding of the bit design effect on a 
single formation with various lithological properties, and under the same 
controllable drilling parameters. Also, this would help in solving the rock bit 
interaction uncertainties when using two different bit designs in a specific 
drilling interval.   
 134 
Drilling the Zubair formation is challenging because it consists of 
abrasive sand, sandstone, and shale interbedded with hard siltstone stringers. 
Due to the nature of this formation, the roller cone bit had a short life and 
therefore required several runs to complete the drilling interval. Also, the PDC 
bit experienced inconsistencies during the runs due to damage as an effect of 
vibration. Evaluating the bit design performance under the same drilling 
conditions, will give guidelines on the selection of the optimum drilling 
operation practice for stabilized drilling through the interbedded lithologies. 
This will minimize the vibration effect when transitioning between the different 
lithologies in a single formation, eliminating bit damage and the need for 
several trips for new bits, while optimizing the ROP and reducing drilling costs. 
Bit design is not the only factor affecting rate of penetration. Several other 
factors play an important role in modeling and optimizing rate of penetration 
such as operational parameters, hydraulics, pore pressure, vibration, lithological 
properties, etc., which all tend to widely affect the rate of penetration. The 
neural network model was able to predict rate of penetration for Zubair 
formation regardless of the bit design, producing a correlation coefficient r 
value of 0.9426. Figure 8-11 shows a comparison between the neural network 
predicted rate of penetration values and field measured values, showing a good 
agreement between the two.   
In addition to the runs conducted with the five input parameters (Depth, 
WOB, RPM, Q, and TRQ), other runs were carried out with a new input 
parameter that was created specifically for this case. The new input parameter 
was created to describe the type of bit that had been used to drill the Zubair 
formation. A number was assigned for each bit design, with number “1” for 
roller cone bit, and number “2” for PDC bit. The runs conducted with these six 
inputs gave similar correlation coefficient values, showing that the neural 
network with five inputs parameter was able to predict rate of penetration.  
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Figure 8-11: Comparison of neural network predicted rate of penetration values 
with the field measured values. 
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9. CASE STUDY II – DEVELOPING A NEURAL NETWORK 
MODEL PREDICTING ROP FOR A SEMI-HOMOGENEOUS 
FORMATION 
 
 
9.1. Problem Definition 
 
In this case study, a proposed ANN model to predict rate of penetration 
was applied to a specific semi-homogeneous formation. This Cretaceous 
formation is comprised of grayish black and brownish shale and small 
proportions of sand as well as sandstone. Ahmadi shale formation is highly 
reactive due to its chemical and mechanical instabilities. Therefore it requires 
inhibitive mud to prevent hydration and hole sloughing. Application of the 
proposed network model is being developed using field data from a well 
located in Kuwait.   
 
9.2. Network Data Preparation 
 
The range of values for this case data set is listed in table 9-1. The range 
of the minimum and maximum values has an impact on the results. A good 
result can be achieved when the range of the minimum and maximum values 
are tight around.  Each set contained a different range of minimum and 
maximum values. The statistics of the input and output data for training and 
testing are shown in table 9-2, 9-3, and 9-3. Weigh on Bit (1000 lbs) (WOB), 
Round per Minute (rev/min) (RPM), Flow Rate (G/min) (Q), Torque (amps) 
(TRQ), and Depth (ft) (D) 
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PARAMETER MINIMUM MAXIMUM
DEPTH 6,089.00 6,323.00
WOB 23.80 121.00
RPM 62.00 149.00
FLOW RATE 1,084.20 1,117.40
TORQUE 271.70 448.70
ROP 8.34 107.32
 
Table 9-1: Range of values for Kuwait-2 data set. 
 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 23.80 121.00 1084.20 271.70 6089.00 8.34
Maximum 62.00 149.00 1117.40 448.70 6323.00 107.23
Mean 49.79 132.47 1105.35 359.41 6206.00 30.71
Standard Deviation 4.98 5.48 4.51 34.22 67.98 24.61
Data Set Input
 
Table 9-2: The range of values for Case II data set.   
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 33.70 121.00 1095.70 297.40 6093.00 10.83
Maximum 58.80 140.00 1115.40 436.20 6323.00 103.64
Mean 50.20 132.86 1105.40 361.38 6210.79 31.47
Standard Deviation 4.37 5.18 3.85 31.37 68.95 25.19
Testing Data Input
 
Table 9-3: The range of values for testing data.  
 
Output
 WOB RPM Q TRQ DEPTH
 ROP
Minimum 23.80 121.00 1084.20 271.70 6089.00 8.34
Maximum 59.70 149.00 1117.40 448.70 6321.00 107.23
Mean 49.64 132.29 1105.41 358.07 6204.99 30.46
Standard Deviation 5.17 5.55 4.64 34.36 67.78 24.69
Training Data Input
 
Table 9-4: The range of values for training data. 
 
 
 138 
9.3. Network Prediction and Optimization   
 
9.3.1. Input Parameter Selection 
 
 Most of the drilling parameters were investigated and used as inputs. 
Several runs were then conducted to determine the contribution factor for each 
input parameter. In this case, the following were found to be the most important 
parameters having more contribution to the output value. 
 
1 Weigh On Bit (1000 lbs) (WOB). 
2 Round per Minute (rev/min) (RPM). 
3 Flow Rate (G/min) (Q). 
4 Torque (amps) (TRQ). 
5 Depth (ft) (D) 
 
9.3.2. Network Structure and Architecture  
 
Different types of architectural designs as well as different numbers of 
neurons in the hidden layer were used to help understand their effects and 
contributions on the final results.  Several runs were carried out to determine 
the optimum structure for this model. Among all the model structures, the 
model with sixteen neurons in the hidden layer was found to be the most 
effective for this case. A number of runs were then carried out to predict rate of 
penetration using different architectures. The three-layer Standard net and 
Ward net with two hidden slabs and with different activation functions were 
found to give the best prediction for rate of penetration. Other architectural 
designs were also tested; however, they did not produce as good correlation 
coefficient values as those obtained by the previous designs.  The final model 
design prediction using the three-layer Standard Net yielded a correlation 
coefficient value of 0.9814.  The Ward net with two hidden slabs and with two 
different activation functions produced almost the same correlation coefficient 
value i.e., 0.9851. For this particular formation, both architectures were found 
to be effective for rate of penetration prediction and therefore, they were used 
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to predict rate of penetration. For future wells, these models may be used 
together to help in evaluating and making comparisons of rate of penetration 
prediction values, providing a method to confirm robustness of the model 
prediction.  
 
9.3.3. Type of Activation Functions 
 
A number of different single and combined activation functions were 
used to test for optimum rate of penetration prediction. When a single 
activation function i.e., logistic, was used in the three-layer Standard net 
architecture, it produced a correlation coefficient value of 0.9540. When 
combined activation functions i.e., Gaussian and Gaussian-complement were 
used in the Ward net with two hidden slabs and two different activation 
functions, a similar correlation coefficient value was obtained 0.9564.  Also 
when Tanh and Gaussian activation functions were used, a correlation 
coefficient value of 0.9550 was yielded.  Logistic and Gaussian-complement 
activation functions produced a slightly improved correlation coefficient value 
of 0.9665. With the same inputs, output, initial weight, learning rate, 
momentum, and network architecture, Sine and Gaussian-complement 
activation functions gave a better prediction for rate of penetration with a 
correlation coefficient value of 0.9851.  
 
9.3.4. Initial Weight Adjustment Learning Rate and 
Momentum Selection  
 
Several initial weights, learning rates, and momentums were 
investigated to understand their effects and contributions on the final results. 
Based on the most effective model adjustments, a number of runs were carried 
out to predict ROP.  When a value of 0.1 was used for initial weight, learning 
rate, and momentum, the neural network model produced a correlation 
coefficient r value of 0.9773.  When initial weight, learning rate, and 
momentum were adjusted to 0.1, 0.05, and 0.5, respectively, the correlation 
coefficient value for the output improved to 0.9851. The optimization of initial 
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weight, learning rate, and momentum used for the previous case has also shown 
to be effective and therefore valid for this case. Hence, it has been selected and 
applied for this study. 
 
9.4. Network Final Design (Prediction)  
 
The runs conducted with the final design for this model used the five 
input neurons WOB, RPM, Q, TRQ, and Depth. These had a significant 
influence on the prediction of the rate of penetration. Sensitivity analysis was 
carried out for all selected input neurons to check each input contribution to the 
prediction of the rate of penetration. The input contribution factors and the 
input parameter weights are shown in figure 8-4 and table 8-5 respectively. 
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Figure 9-1: Input contribution factors 
 
 
Input Parameter Inpue Weight
    DEPTH 0.21516
  WOB 0.28909
RPM 0.11734
Q 0.17236
TRQ 0.20604
 
Table 9-5: Input parameter weighs 
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In the previous case, Zubair formation, RPM played an important role in 
the final prediction. In this case however, RPM was found to be the least factor 
contributing to the prediction of rate of penetration. This is believed to be due 
to the abrasiveness of Zubair formation, while such rock abrasivity was not 
found to exist in Ahmadi formation nor were major variations encountered in 
the lithological hardness. The neural network model has shown to correlate the 
different input parameters with the formation lithology, demonstrating its 
ability to better view and understand the formation’s lithological 
characteristics.  
The final design shows that the neural network model was able to 
predict rate of penetration with a linear correlation coefficient value of 0.9851. 
Figure 9-2 shows a comparison between the neural network predicted rate of 
penetration values and field measured values, showing a good agreement 
between the two.  The comparison of variable patterns between neural network 
predicted rate of penetration and the field measured rate of penetration is shown 
in figure 9-3. The comparison shows that the neural network model correlates 
well with the trend of field measured rate of penetration values.   
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Figure 9-2: Comparison of neural network predicted rate of penetration values 
with the field measured values  
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Figure 9-3: Comparisons of variable patterns between actual and predicted 
ROP 
 
9.5. Testing the Neural Network Model Performance  
 
Several input neurons (parameters) were investigated to check for their 
significance on the prediction of the rate of penetration. Sensitivity analyses 
were also carried out for the contribution of each input neuron on the final 
prediction. This was done to test the final neural network model developed for 
its performance with the minimum input parameters. Initially, the least 
contributing input parameter which was found to be RPM was eliminated, and 
the model produced a linear correlation coefficient r value of 0.9680. The 
model was also tested for its generalization by excluding the torque input 
parameter while keeping RPM, showing robustness by yielding a correlation 
coefficient r value of 0.9740. The neural network model has therefore shown its 
capability to predict rate of penetration for Ahmadi shale formation with only 
four input parameters. Figure 9-4 shows a comparison between the neural 
network predicted rate of penetration values and field measured values. Several 
runs were also carried out to test the model ability to predict rate of penetration 
with different combinations of input parameters. For example, when WOB, 
RPM, Q, TRQ were used while eliminating depth, the correlation coefficient 
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value was 0.9523. When only three input parameters were used i.e., WOB, 
RPM, and Q, the correlation coefficient value produced was 0.8832. The neural 
network model developed for this case has shown its capability to predict rate 
of penetration. Throughout these testing, the five input parameters Depth, 
WOB, RPM, Q, and TRQ were found to be key in predicting rate of 
penetration, even in the absence of any one or two of them.  
 
NETWORK PREDICTION vs. MEASURED ROP
0
20
40
60
80
100
120
0 20 40 60 80 100 120
MEASURED ROP
N
ET
W
O
R
K
 
PR
ED
IC
TI
O
N
Correlation Coefficient r = 0.974
INPUT NEURONS
DEPTH
WOB
RPM
 Q
 
 
Figure 9-4: Comparison between the neural network predicted rate of 
penetration values and field measured values, 
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10. CASE STUDY III – DEVELOPING A NEURAL NETWORK 
MODEL PREDICTING ROP FOR A DRILLING SECTION 
COMPOSED OF A HETEROGENEOUS FORMATION 
 
10.1. Problem Definition 
 
In this case study, a proposed ANN method was applied to a drilling 
section composed of a single heterogeneous formation (Marrat formation). 
Marrat formation is comprised of complex mineralogy where anhydrite, shale, 
limestone, and dolomite coexist. Due to the complexity of this case, the entire 
formation was divided into six sets to facilitate the investigation of rate of 
penetration prediction. Marrat formation consists of Upper Marrat, Middle 
Marrat, and Lower Marrat zones, each displaying different characteristics. 
Three neural network models were developed corresponding to the three 
different zones i.e., set 1, set 2, and set 3, respectively. The Middle zone is the 
dominant producing zone, which consists of several layers. Set four and five 
were created for further analysis of two specific layers within this zone. The 
reason for developing neural network models for these layers is to perform a 
comprehensive and detailed analysis on the prediction of rate of penetration.  
The previous five models were developed in order to understand the 
input parameter influence in the prediction of rate of penetration when 
operating under different conditions. This detailed analysis was done as an 
approach for the development of a neural network model capable of predicting 
the rate of penetration for the entire heterogeneous formation.   
A final set, set six, was developed for a combination of the three zones 
making up the entire formation which is a 6.5 drilling section. In addition to the 
prediction of ROP, several runs were also carried out to predict Tooth Wear 
Rate (TWR) for this drilling section.  
Predicting the ROP for this particular drilling section will help lead to a 
better prediction of ROP for other more complex drilling sections that consist 
of different sets of formations. Hence, a neural network model was also 
developed to predict rate of penetration for a combination of two complex 
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heterogeneous set of formations in a 12.25” drilling section. This drilling 
section has been selected for its distinctive lithological properties which have 
not been seen in all the previous formations investigated in this study. The first 
formation is comprised of anhydrite interbedded with limestone and shale. The 
second formation consists of interbedded layers of anhydrite and white to clear 
salt with rare shale, limestone, and dolomite. 
 
10.2. Network Data Preparation 
 
The drilling parameters were investigated and used as inputs to check 
for their contribution in the prediction of the ROP. Several runs were then 
conducted to determine the contribution factor for each input parameter.  
Sensitivity analysis was carried out for all input neurons and final prediction 
was then carried out with six input neurons. The following parameters were 
found to be the most important, contributing to the output value. 
1. Weigh On Bit (1000lbs) (WOB). 
2. Round per Minute (rev/min) (RPM).  
3. Flow Rate (Gallon/min) (Q).  
4. Mud Weight ppg (pound/Gallon) (MW). 
5. TORQUE (amps) (TRQ). 
6. DEPTH (ft) (D) 
 
The range of the minimum and maximum values had an impact on the 
results. A good result was achieved when the range of the minimum and 
maximum values were tight around.  The range of values is listed in Table 10-
1. The statistics of the input and output data for training and testing are shown 
below. From a view of the tables, it may be seen that the testing data are within 
the range of the training data and both have similar statistics. 
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PARAMETER MINIMUM MAXIMUM
DEPTH 14370.00 15805.00
WOB 9.20 26.70
RPM 61 126
FLOW RATE 164.9 399
TORQUE 159.9 390.3
ROP 3.04 83.43
 
Table 10-1: Range of minimum and maximum values for data set. 
 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 9.20 61.00 164.90 159.90 14370.00 3.04
Maximum 26.70 126.00 399.00 390.30 15805.00 83.43
Mean 18.48 104.63 322.67 298.35 15087.50 27.15
Standard Deviation 2.63 7.24 6.10 38.24 414.68 10.19
Data Set Input
 
Table 10-2: The range of values for all data set 
 
 
 
Output
 WOB RPM Q TRQ DEPTH
 ROP
Minimum 9.20 61.00 164.90 159.90 14370.00 5.40
Maximum 26.70 126.00 399.00 390.30 15805.00 83.43
Mean 18.53 104.55 322.60 298.15 15086.75 27.05
Standard Deviation 2.63 7.32 7.21 38.39 414.61 10.16
Training Data Input
 
Table 10-3: The range of values for the training set 
 
 
 
Output
 WOB RPM Q TRQ DEPTH  ROP
Minimum 10.00 92.00 314.40 187.00 14374.00 6.99
Maximum 25.30 126.00 353.80 384.90 15804.00 63.22
Mean 18.44 104.83 322.83 299.65 15091.55 27.37
Standard Deviation 2.61 6.88 2.80 37.48 416.40 10.01
Testing Data Input
 
 
Table 10-4: The range of values for the testing set.  
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10.3. Marrat formation Prediction and Optimization 
 
The structure with two hidden layers was chosen because of the 
complexity of the problem under investigation. However, one hidden layer was 
also tested. The structure modeling and the results of each case are discussed 
below.  
 
 
10.3.1. Upper Zone Prediction and Optimization 
 
The total number of data used was 242 sets of data.  The amount of 
training data was 65% of the data, which were 162 sets of data. The number for 
testing and production data was 40 for each.  This was done for better viewing 
of the data by the network under different scenarios to produce a good 
prediction. Figure 10-1 shows the comparison of neural network predicted rate 
of penetration values with the field measured values.  The final design for this 
model has a linear correlation coefficient value of 0.9588.  The initial weight, 
learning rate, and momentum used for this run were 0.1, 0.05 and 0.5, 
respectively.  The architecture design used for this prediction was the Ward 
nets with two hidden slabs with different activation Sine and Gaussian 
Complement functions. The optimum number of neurons in the hidden layer 
was found to be sixteen neurons using trial method. When only six neurons 
were used in the hidden layer, the correlation coefficient r value was 0.9189. 
Other amounts of neurons were used but did not produce good results. For 
example, when ten neurons were used, the correlation coefficient r value was 
0.872. Also, when using eight or four neurons in the hidden layer, the 
correlation coefficient was the same with a value of 0.8797. When only two 
were used the correlation coefficient r value was 0.851.   
It was found that having a structure of more than sixteen neurons may 
not improve the prediction and may tend to lead to memorization of the error. A 
three-layer Standard net was also investigated for this case study. The network 
with one single activation function, Logistic, produced a correlation coefficient 
r value of 0.8167.  Other types of activation functions were also tested, 
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however none of them produced better results as compared to Sine and 
Gaussian Complement functions. Mean and standard deviation method was 
tested, but the scaling method did not improve the result. For this case the main 
parameters affecting the prediction of the rate of penetration were the WOB 
and RPM.  
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Figure 10-1: Comparison between the neural network predicted rate of 
penetration values and field measured values, 
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Figure 10-2: Input contribution factors 
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10.3.2. Middle Zone Prediction and Optimization 
 
The total number of data used was 411 sets of data.  The amount of 
training data was 65% of the data, which were 274 sets of data. The number of 
data for testing was 74 and for the production, 63.  Figure 10-3 shows the 
comparison of neural network predicted rate of penetration values with the field 
measured values.  The final design for this model has a linear correlation 
coefficient value of 0.9717.  The initial weight, learning rate, and momentum 
used for this run were 0.1, 0.05 and 0.5, respectively.  The architecture design 
used for this prediction was the Ward nets with two hidden slabs with different 
activation Sine and Gaussian Complement functions. The optimum number of 
neurons in the hidden layer was also found to be sixteen neurons for the middle 
zone. Other amounts of neurons were used but did not produce good results. 
The network with one single activation function, Logistic, produced a 
correlation coefficient r value of 0.8365.  Three-layer Standard net was found 
to produce a good prediction with a correlation coefficient value of 0.9484 
using logistic as the activation function. On the other hand, a large number of 
32 neurons in the hidden layer were required to structure the model for it to 
produce a good result. Although only sixteen neurons were used in the hidden 
layer, the correlation coefficient r value was better than with the three-layer 
Standard net. Several runs were then carried out to test if increasing the number 
of neurons may lead to the same performance (result), however, none proved to 
produce a prediction as that of the Ward nets with two hidden slabs. Other 
types of activation functions were also tested, however none of them produced 
better results as compared to Sine and Gaussian Complement functions. When 
data were scaled using mean and standard deviation, no improvement was 
achieved producing a correlation coefficient of 0.9597. For this case the main 
parameter affecting the prediction of the rate of penetration was the WOB.  
This is believed to be due to the increase of WOB during drilling this zone, 
which has resulted in a significant influence on the final prediction. As seen in 
figure 10-4, the remaining parameters tend to be in a semi-steady state 
condition during drilling this zone as no much variation is seen in their values 
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Figure 10-3: Comparison between the neural network predicted rate of 
penetration values and field measured values, 
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Figure 10-4: Input contribution factors 
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10.3.3. Two Single Layers within the Middle Zone Prediction 
and Optimization 
The middle zone in this formation consists of several layers within the 
zone. Two layers, Layer A and Layer B were tested in this case. The reason for 
developing a neural network model for these layers was to perform a 
comprehensive and detailed analysis on the prediction of rate of penetration. 
This has also been done for further investigation of the prediction of other 
reservoir characteristics for future work. In this case study, the investigation 
was carried out for two layers having different sets of data to test for the 
network ability to predict rate of penetration for different scenarios. 
10.3.3.1. Layer A 
In this layer the total number of data used to develop the neural network 
model was very low comparing to other cases. The number of training, testing, 
and production data were 22, 6, and 5 respectively. Figure 10-5 shows the 
comparison of neural network predicted rate of penetration values with the field 
measured values.  The final design for this model has a linear correlation 
coefficient value of 0.9790.  The initial weight, learning rate, and momentum 
used for this run were 0.1, 0.05 and 0.5, respectively.  The architectural design 
used for this prediction was the Ward nets with two hidden slabs and with 
different activation Sine and Gaussian Complement functions. A network 
structure of eight neurons was determined to be the optimum number of 
neurons in the hidden layer using trial method. In this case all the input 
parameters had an influence in the final prediction of the rate of penetration 
particularly WOB and Depth. This is believed to be due to the importance of 
each input when operating under the same conditions for a layer having the 
same characteristics. With each input variant within a small range of data, the 
network will tend to have a detailed examination for each input interaction in 
order for the network to develop the model.  
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Figure 10-5: Comparison between the neural network predicted rate of 
penetration values and field measured values, 
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Figure 10-6: Input contribution factors 
 
 153 
10.3.3.2. Layer B 
In this layer the total number of data sets used to develop the neural 
network model was 88. The number of training, testing, and production data 
were 59, 15, and 14 respectively. Figure 10-7 shows the comparison of neural 
network predicted rate of penetration values with the field measured values.  
The final design for this model has a linear correlation coefficient value of 
0.9607.  The initial weight, learning rate, and momentum used for this run were 
0.1, 0.05 and 0.5, respectively.  The architectural design used for this prediction 
was the Ward nets with two hidden slabs and with different activation Sine and 
Gaussian Complement functions. The structure of the model was developed 
using eight neurons in the hidden layer. As in Layer-A, all input parameters had 
a great influence in the prediction of the rate of penetration. This confirms the 
reason believed to be behind the importance of each input parameter on the 
final prediction, as mentioned in case-A. With each input variant within a small 
range of data, the network will tend to have a detailed examination for each 
input interaction in order for the network to develop the model. 
NETWORK PREDICTION vs. MEASURED ROP
0
5
10
15
20
25
30
35
40
45
50
0 5 10 15 20 25 30 35 40 45 50
MEASURED ROP
N
ET
W
O
R
K
 
PR
ED
IC
TI
O
N
Correlation Coefficient r = 0.9607
INPUT NEURONS
DEPTH
WOB
RPM
 Q
TRQ
 
Figure 10-7: Comparison between the neural network predicted rate of 
penetration values and field measured values 
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Figure 10-8: Input contribution factors 
 
 
10.3.4. Lower Zone Prediction and Optimization 
 
The total number of data sets for this zone was 93.  Training, testing, 
and production data were 63, 15, and 15 respectively.  Figure 10-9 shows the 
comparison of neural network predicted rate of penetration values with the field 
measured values.  The final design for this model has a linear correlation 
coefficient value of 0.9625.  Although the training and testing data were very 
small comparing to previous zones, it was still able to predict rate of 
penetration. One of the findings in this case has been the ability for the network 
to develop a model capable to predict the rate of penetration with small sets of 
data. Also, it is important to note that even in the unavailability of enough data; 
the quality of the data is what is most important for the neural network model. 
When data is representative, the network will produce knowledge that leads to 
good prediction.  In comparison with the upper zone, the neural network was 
able to produce a better prediction with less data and this is believed to be due 
to the quality of the representation of the data in the lower zone. In the Middle 
zone however, the neural network was able to identify a consistency in rock 
drillability, caused by an increase in the rate of penetration in this zone, lead to 
produce the best prediction. In the Upper and Lower zone, a drop in the rate of 
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penetration was encountered. In the Lower zone, the neural network model was 
able to identify a change in lithology where streaks of anhydrite were 
encountered.  In the Upper zone, the heterogeneity of the formation and the 
change in the drilling parameters may have contributed to the drop in the rate of 
penetration and therefore the model prediction.  
The important finding here is that, when the neural network model is 
able to view and sense the changes in the formation’s lithological properties, it 
will capture these changes, and this will enable it to produce a good rate of 
penetration prediction comparing to traditional methods. In addition, the model 
has shown its ability to capture not only the changes in the input parameter, but 
also the changes in the whole data. For example, in the middle of the upper 
zone, hydrocarbon gases were encountered, resulting in a change in the rate of 
penetration even with the nearest surrounding conditions remaining the same. 
Also, in the lower zone there was a change in lithology where anhydrite and 
limestone coexist. In this case, the neural network model developed has shown 
its ability to predict the general complexity of the problem.  
The initial weight, learning rate, and momentum used for this run were 
0.1, 0.05 and 0.5, respectively.  The architectural design used for this prediction 
was the Ward nets with two hidden slabs and with different activation Sine and 
Gaussian Complement functions. The neural network structure for this zone 
was determined to be twelve neurons in the hidden layer. Other amounts of 
neurons were investigated but did not produce as good results. The three-layer 
Standard net was found to produce a correlation coefficient r value of 0.8930.  
Other types of scaling and activation functions were also tested, however no 
better results were obtained compared to the current design.  
For this case the main parameter affecting the prediction of the rate of 
penetration was the WOB. This is believed to be due to hardness as a result of 
the coexistence of anhydrite and limestone in this section. Also, the constant 
change in the WOB value as compared to the remaining input parameters 
where they tend to be semi-steady state as there is no dramatic change in 
variation in their values for this zone.   
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Figure 10-9: Comparison between the neural network predicted rate of 
penetration values and field measured values, 
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Figure 10-10: Input contribution factors 
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10.3.5. Entire Marrat Formation (6.5 Drilling Section), 
Prediction and Optimization 
 
The neural network model was developed for the entire 6.5” drilling 
section, which is made up of Marrat formation. The previous models were 
developed in order to understand the input parameter influence on the 
prediction of rate of penetration when operating under single zone conditions. 
This detailed analysis was done to approach the development of a neural 
network model capable of predicting the rate of penetration for a heterogeneous 
formation.  The total number of data used was 1,436 sets of data.  The amount 
of training data was 65% of the data, which included 1,077 data sets. The 
number of the testing data was 199 and the production data was 160.  Figure 
10-11 shows the comparison of neural network predicted rate of penetration 
values with the field measured values.  The final design for this model has a 
linear correlation coefficient value of 0.9020.  The initial weight, learning rate, 
and momentum used for this run were 0.1, 0.05 and 0.5, respectively.  The 
architectural design used for this prediction was the Ward nets with two hidden 
slabs and with different activation Sine and Gaussian Complement functions. 
The optimum number of neurons in the hidden layer for the structure of the 
network model was determined to be twenty.  Different numbers of neurons 
were used but did not produce good results. The three-layer Standard net was 
found to produce a good prediction with a correlation coefficient value of 
0.8759 using logistic as the activation function. The three-layer Standard net in 
this case was able to predict rate of penetration using 32 neurons in the hidden 
layer. Other types of activation functions were also tested. For example, when 
Sine and Symmetric logistic were used, the correlation coefficient r value was 
0.8772. When data were scaled using mean and standard deviation, no 
improvement occurred, and a correlation coefficient value of 0.8889 was 
obtained. For this case, all the input parameters were found to have an 
important effect on the prediction of the rate of penetration. The neural network 
model developed has shown robustness in its ability to predict the general 
complexity of the rock bit interaction in this formation. Figure 10-12 shows the 
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comparisons of variable patterns between actual and predicted ROP values, 
showing a good trend between them. 
The inaccuracy in ROP prediction in the field has shown to be 
insignificant with less than 20% variation from the actual ROP values. This 
inaccuracy is considered insignificant because despite the variation, the 
network was still able to capture the transitioning between the different 
lithological characteristics within the formation, and to predict the overall ROP 
for such a complex formation. Furthermore, the network was also capable of 
showing good prediction for the average ROP at the outlier depths when taking 
the 10ft depth average for ROP prediction despite the fact that the outliers did 
not account for more than 5% of the total data.  
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Figure 10-11: Comparison between the neural network predicted rate of 
penetration values and field measured values.   
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Figure 10-12: Comparisons of variable patterns between actual and predicted 
ROP 
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Figure 10-13: Input contribution factors 
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10.4. Tooth Wear rate in Marrat Formation (6.5 Drilling 
Section), Prediction and Optimization 
 
In this case, a proposed ANN method was applied to predict Tooth 
Wear Rate (TWR). Application of the proposed network model has been 
developed using history of bit runs (bit database) from several wells located in 
Kuwait. Rock bit interactions in the field is a function of rate of penetration and 
bit tooth wear rate. TWR relates rock abrasiveness to the bit wear resistance, 
and rate of penetration relates to rock compressive strength and bit aggressivity.  
Soft formations restrict the use of heavy weight because of the tendency of the 
steel-tooth bit to ball up. It is possible to increase rotary speed in order to offset 
the reduced weight, and good cleaning by high fluid velocity allows fast 
penetration rates in such formations. In harder formations, rotary speed is 
limited by abrasive properties of the formation, where in this case it is 
necessary to use heavier weights to exceed the strength of the formation.  
Excessive rotary speeds with heavier weights in such a formation would result 
in tooth wear. The experience of the driller is critical in this case, and the 
parameters applied to the bit will effect the overall bit performance. Attention 
to certain precautions in their use can prevent tooth wear and optimize the bit 
performance. Tooth wear rate depends on bit type, operational parameters, and 
formation properties. Therefore, a proposed ANN method was applied to 
predict tooth wear rate as an alternative approach for effective bit performance. 
Several runs were carried out to develop a neural network model capable of 
predicting tooth wear rate for this specific drilling section, and to provide 
another methodology for proper selection and adjustment of drilling operating 
parameters.  
The total number of data used to develop the neural network model was 
very low, i.e., 53 sets of data. The number of training, testing, and production 
data were 33, 9, and 11 respectively. The input parameters were bit type (roller 
or PDC), ROP, WOB min, WOB max, RPM min, RPM max, and flow rate (Q). 
The final design for this model had a linear correlation coefficient value of 
0.9477 for the inner tooth core and 0.9281 for the outer tooth core. The initial 
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weight, learning rate, and momentum used for this run were 0.1, 0.05 and 0.5, 
respectively. The architectural design used for this prediction was the Ward 
nets with two hidden slabs and with different activation Sine and symmetric 
logistic functions. The structure of the model was developed using ten neurons 
in the hidden layer. Other amounts of neurons were used but did not produce 
good results. Other types of architectures and activation functions were 
investigated, however no improvement was obtained. For example, when sine 
and Gaussian complement were used, the correlation coefficient values were 
0.8904 for inner core and 0.8553 for outer core. When three hidden slabs with 
sine, symmetric logistic, and tanh activation functions were used, the network 
prediction values were 0.8690 for inner core and 0.7935 for outer core. For this 
case, the main parameter affecting the prediction of the wear rate for both inner 
and outer tooth core were found to be penetration rate, flow rate, and bit type. 
These parameters were expected to be the most important input parameters 
influencing the final prediction as they are the direct controlling factors of the 
tooth wear rate. Flow rate keeps the bit clean and cool, thus increasing the 
effectiveness of the mechanical factors.  Rate of penetration is a result of the 
rock bit interaction, which gives an indication of the rock abrasiveness. Bit type 
(design) gives an indication of the tooth wear resistance.  This has shown the 
potential of the neural network capacity to predict the tooth wear rate for inner 
and outer core with the minimum available data.  Figure 10-14 and 10-16 show 
the comparison of neural network predicted Wear rate values with the actual 
field measured values. 
 
 
 162 
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Figure 10-14: Comparison between the neural network predicted Wear rate 
values and field measured values, 
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Figure 10-15: Input contribution factors 
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NETWORK PREDICTION (2) vs. ACTUAL (2) - OUTER CORE TOOTH WEAR RATE
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Figure 10-16: Comparison between the neural network predicted Wear rate 
values and field measured values 
 
 
Input Contribution Factors
0
0.1
0.2
0.3
0.4
ROP Q WOB
min
WOB
max
RPM
min
RPM
max
Bit type
Input Parameters
Input Weights
 
 
Figure 10-17: Input contribution factors 
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10.5. Complex set of Formations (12.25 Drilling Section) 
Prediction and Optimization 
 
In this case a proposed ANN method was applied to a combination of 
two formations to predict the rate of penetration. The first formation, Hith, is 
comprised of anhydrite interbedded with limestone and shale. The second 
formation, Gotnia, consist of interbedded layers of anhydrite and white to clear 
salt with rare shale, limestone, and dolomite. Gotnia formation is a high 
pressure thick salt anhydrite cap rock, and is therefore drilling becomes 
challenging due to well control issues which involve total mud losses as well as 
kicks.  
This model was developed using a single drilling bit. Application of the 
proposed network model has been developed using bit run history as well as 
mud log data to predict rate of penetration. The neural network model that was 
previously developed has shown its ability to predict the rate of penetration for 
a heterogeneous formation. This lead to the development of a neural network 
model able to predict rate of penetration for a complex set of formations.   
The total number of data used was 1,670 data sets.  The amount of 
training data was 65% of the data, which included 1,113 sets of data. The 
number for testing was 303 and for production, 254. Figure 10-18 shows the 
comparison of neural network predicted rate of penetration values with the field 
measured values.  The final design for this model has a linear correlation 
coefficient value of 0.9719.  The initial weight, learning rate, and momentum 
used for this run were 0.1, 0.05 and 0.5, respectively.  The architectural design 
used for this prediction was the Ward nets with two hidden slabs and with 
different activation Sine and Gaussian Complement functions. The model 
structure was determined to be twenty six neurons in the hidden layer. Other 
numbers of neurons were tested; however, they did not produce good results. 
Other types of activation functions were also tested. For example, when Sine 
and Symmetric logistic functions were used, the correlation coefficient r value 
was 0.9647. When data were scaled using mean and standard deviation, no 
improvement was achieved producing a correlation coefficient r value of 
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0.9234. For this case, all parameters played a very important role in the 
prediction of rate of penetration. Torque and WOB however, were found to 
have the most significant affect on the prediction of the rate of penetration.  
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Figure 10-18: Comparison between the neural network predicted rate of 
penetration values and field measured values 
 
 
Figure 10-19: Comparisons of variable patterns between actual and predicted 
ROP 
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Figure 10-20: Input contribution factors 
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11. CONCLUSIONS 
 
Using the Artificial Neural Network, a new methodology was 
developed in this study to predict rock bit interactions.  Three case studies 
representing different formations in Kuwait have been conducted to investigate 
ROP prediction for various applications. The neural network model was 
developed to analyze the rock bit interaction in a single formation when 
variations in lithology are encountered. This would help lead to a better 
evaluation of the controllable drilling parameters in order to maintain the bit 
aggressivity required. This would also help in minimizing vibration when 
controllable drilling parameters are applied while lithology changes. 
Understanding the parameters effecting rock bit interaction in a particular 
formation will give guidelines on adjusting these controllable parameters for 
the formation under study, and therefore maximizing ROP.  
Rate of penetration is a result of the rock bit interaction and other 
operational drilling parameters. The uncertainties over these various drilling 
parameters have lead to difficulties in the prediction of the ROP using 
conventional methods.  Also, the complexity of the numerous factors affecting 
ROP and the challenges involved with modeling various drilling parameters has 
encouraged adopting the application of neural network to predict the rate of 
penetration.  
The method that has been developed to identify the factors controlling 
rate of penetration, used foot-based mud logging data to produce correlations 
between ROP and applied drilling parameters or other attributes of drilling 
conditions using artificial neural networks. These correlations were then used to 
generate recommendations for maximizing ROP in drilling operations. With 
neural network models developed from the previous wells, preliminary 
predictions showed promising results that the rock mechanical property 
parameter, ROP, of a new well can be predicted, providing a cost efficient 
alternative.  
Compared to conventional ROP prediction methods, this approach has 
made more effective use of past experience leading to a higher and more 
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efficient prediction of rock mechanical property parameters in drilling 
operations. The system used a knowledge base of various drilling parameters, 
to produce a correlation description of the optimal ROP, and BTWR.  
An integrated workflow has been developed in this study to construct 
the neural network model. Developing this workflow based on preparation, 
modeling, prediction, and optimization of the data, has been a challenging task, 
where it required a complete understanding of the features of the network. 
Since the neural network is problem specific, every problem requires a different 
and unique approach. Therefore a descriptive workflow was specifically 
developed in order to classify the various steps in designing the model. 
Investigating comparative analysis of neural network algorithms has 
allowed the development of a robust workflow for modeling neural networks. 
The workflow has provided an integrated methodology description of the 
various steps in designing the model. The produced workflow has therefore 
provided an important systematic approach to tackle various future problems 
under investigation by the neural network. 
In this study, data acquisition was one of the most challenging stages, 
where it involved a long and ongoing process in order to obtain the data. The 
data was gathered from different wells located in Kuwait and it consisted of 
history of bit runs, offset well bit records, mud logging data, geological 
information, drill bit characteristics, and wireline data. These all played an 
important role in the final prediction.  
There have been several factors that have played an important role in 
designing the model, beginning with data collection and ending with data 
prediction. Since neural network is data sensitive, proper handling and 
structuring of the data was required. Data preparation has been a critical stage 
for designing and developing the neural network model. The main challenges 
during data preparation involved investigating the uncertainty and accuracy of 
the data in order to make them identifiable by the networks. Since complexity 
increases with noise especially when too many variables and clusters of 
unorganized data are included, it has been crucial that the input data was 
reliable to ensure that the output produced by the neural network computed a 
good correlation. One of the objectives successfully achieved in this study has 
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been the identification of the most important combinations of parameters 
affecting and influencing rate of penetration prediction. This finding has 
provided guidelines on how to optimize rate of penetration. 
Using data on most recently drilled wells in Kuwait, it has been possible 
to analyze and compare the effectiveness of different drilling parameters. These 
may then be incorporated into drilling plans for subsequent wells to be drilled 
in the area. Among the several drilling parameters that were investigated and 
used as inputs, WOB, RPM, MW, Depth, TRQ, and Q were particularly found 
to be the most important parameters having the highest and most influencing 
contribution on the output value.  
The study has identified the factors which are controlling rate of 
penetration (ROP) when too many variables are included. The ANN method 
used field data to produce correlations between ROP and applied drilling 
parameters. These correlations were then used to generate recommendations for 
maximizing ROP in drilling operations. 
Different types of architectural designs as well as different initial 
weights, learning rates, and momentums were used in this study to help 
understand their effect and contribution on the final results, providing a new 
major contribution for future investigations. Among all models studied, the 
most successful model was found to be the Ward net with two hidden slabs and 
with two activation functions. The neural network models developed gave 
correlation coefficient values ranging from [0.9020] to [0.9820].  In a number 
of runs, the three-layer Standard net also yielded similar coefficient correlation 
values.  
Several single and combined activation functions were investigated and 
analyzed allowing for various viewings of the data by the network. This has 
provided a wider use of several activation functions and a broader knowledge 
on how they differ in their effect on the final prediction. A combination of Sine 
and Gaussian complement activation functions were found to produce best 
results for predicting rate of penetration, where Sine and Symmetric logistic 
functions were found to be more effective in predicting the Wear rate. 
The number of neurons in the hidden layer is crucial for the ability of 
the neural network to give good prediction for rate of penetration.  When the 
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number of neurons is high, the model will tend to memorize the problem and 
when the number is very low, this may lead to poor prediction.  On the other 
hand, it was found in this study that increasing the number of neurons in the 
hidden layer does not necessarily improve the final prediction. The comparison 
of the numbers of hidden neurons and their effect on the neural network model 
prediction proved that fewer neurons in the hidden layer may sometimes 
provide better results. It was also found that among the various methods that 
have been exploited to determine the optimal number of neurons in the hidden 
layers, the trial and error method proved to be the most effective in allowing the 
neural network to produce good predictions.  
In CASE-I, results showed that the neural networks proved their ability 
to predict rate of penetration for Zubair formation. The result of the output 
parameter for rate of penetration prediction yielded a correlation coefficient r 
value of 0.9820.  The five input neurons WOB, RPM, Q, TRQ, and Depth, with 
which the runs for the final design for this model were conducted, showed a 
significant influence on the prediction of the rate of penetration. WOB had the 
highest impact as ROP is mainly controlled and directly proportional to the 
WOB especially in hard formations. The neural network developed to predict 
the rate of penetration was also investigated for its ability to predict another 
operational parameter i.e., torque. The neural network model developed has 
shown its capability to predict torque producing a correlation coefficient value 
of 0.9412.  The model has shown its capability to predict one of the most 
important parameters affecting drilling performance, therefore providing 
another approach for predicting and optimizing torque. This will lead to a better 
understanding of the factors affecting the torque parameter, providing an 
advanced step for a more enhanced prediction and optimization of rate of 
penetration. The model has shown its robustness to predict both ROP and 
torque. In order to enhance the generalization of the model developed, the 
neural network was tested to predict rate of penetration in a new well for the 
same formation.  Results showed that the model was able to generalize and to 
predict rate of penetration in the new well, producing a correlation coefficient 
value of 0.9622. From this result, it may be concluded that the neural network 
model developed showed robustness in the prediction of rate of penetration 
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although some of the drilling parameter values of the new well were beyond the 
range values of the trained network model. For a better understanding of the 
effects of drilling bit size on a formation with the same lithological 
characteristics but under different drilling conditions, the model was tested to 
predict rate of penetration. The model showed it was capable of predicting rate 
of penetration for this formation regardless of the bit size producing a 
correlation coefficient r value of 0.9796.  Also, in order to improve the 
understanding of the bit design effect on a single formation with various 
lithological properties, and under the same controllable drilling parameters, the 
neural network model was further tested. The model that had been developed 
was able to predict rate of penetration regardless of the bit design producing a 
correlation coefficient r value of 0.9426. This would help in solving the rock bit 
interaction uncertainties when using two different bit designs in a specific 
drilling interval.  
 In CASE-II, results showed that the neural networks proved their 
ability to predict rate of penetration for semi-homogeneous Ahmadi formation. 
The final design showed that the neural network model was able to predict rate 
of penetration with a linear correlation coefficient value of 0.9851. The runs 
conducted with the final design for this model used the same five input neurons 
WOB, RPM, Q, TRQ, and Depth. These were found to have a significant 
influence on the prediction of the rate of penetration. In the previous case, 
Zubair formation, RPM had an important role in the final prediction. On the 
other hand, RPM was found to be the least factor contributing to the prediction 
of rate of penetration for this case. This is believed to be due to the 
abrasiveness of Zubair formation, where such rock abrasivity does not exist in 
Ahmadi formation nor was variation in the lithological hardness encountered. 
The neural network model has shown its capability to correlate the different 
input parameters with the formation lithology, showing its ability to have a 
better viewing and an understanding of the formation’s lithological 
characteristics. The model was also tested for its generalization by excluding 
the torque input parameter while keeping RPM. A correlation coefficient r 
value of 0.9740 was yielded, showing excellent prediction. The neural network 
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model had shown its capability to predict rate of penetration for Ahmadi shale 
formation with only four input parameters. 
In CASE III, results showed that the neural networks proved their 
ability to predict rate of penetration for a drilling section composed of a single 
heterogeneous formation. Due to its complexity, the entire formation was 
divided into six sets to facilitate the investigation of rate of penetration 
prediction for the entire formation. The three neural network models that were 
developed corresponding to the three different zones; Upper, Middle, and 
Lower, yielded linear correlation coefficient values of 0.9588, 0.9717, and 
0.9625 respectively. The fourth and fifth models were developed for two 
specific layers, A and B, within the Middle zone, producing linear correlation 
coefficient values of 0.979 for Layer A, and 0.9607 for Layer B. This was done 
to perform a comprehensive and detailed analysis on the prediction of rate of 
penetration for each set. One of the findings in this case has been the ability of 
the network to develop a model able to predict the rate of penetration with 
small sets of data. Also, it is important to note that even when the availability of 
data was not enough, the network was still able to produce good prediction. 
What has been found to be important is that the quality of the data and its 
representativeness are essential to produce knowledge that can lead to good 
prediction. The previous models were developed in order to understand the 
input parameter influence in the prediction of rate of penetration when 
operating under individual zone conditions. This detailed analysis has 
successfully provided an approach for the development of a neural network 
model capable of predicting the rate of penetration for the entire heterogeneous 
formation. The final design for this model produced a linear correlation 
coefficient value of 0.9020.   
Predicting the ROP for a single heterogonous formation (6.5” drilling 
section), has helped in leading to a better prediction of ROP for a more 
complex drilling section (12.25” drilling section) that consists of different sets 
of formations. This 12.25” drilling section has been selected for its distinctive 
lithological properties which have not been seen in all the previous formations 
investigated in this study. The final design for this model gave a linear 
correlation coefficient value of 0.9719.  
 173 
 In this study, a neural network model was also developed to predict 
tooth wear rate for effective bit performance. This was done as an alternative 
methodology for proper selection and adjustment of drilling operating 
parameters. The final design for this model produced a linear correlation 
coefficient value of 0.9477 for the inner tooth core and 0.9281 for the outer 
tooth core. This has shown the potential of the neural network capacity to 
predict the tooth wear rate for inner and outer core with the minimum available 
data. The neural network model developed has shown robustness in its ability 
to predict the general complexity of the rock bit interaction in different types of 
formations.  
The comprehensive models that were generated in this study allowed 
for a detailed analysis of the rock bit interaction in a given formation, 
identifying the intervals where impact damage to the bit induced by vibration or 
lithological changes has been likely to occur. Moreover, predicting ROP in a 
specific formation allowed for an improvement in the optimization of ROP 
under which the controllable parameters are the crucial factors, while 
respecting all drilling constrains.  The neural network model prediction may 
then be compared to the actual performance for history matching and for 
additional optimization of the network model prediction.   
The neural network models developed, have also demonstrated their 
ability to provide more substantial predictions capable of modeling the various 
drilling phenomena that are not well understood. Despite the difficulties and 
challenges involved in the prediction of rate of penetration, the neural network 
was able to develop a new methodology to predict and help understand the 
effects of controllable variables which lead to optimization of the ROP.  
The neural network has been able to combine a good understanding of 
the lithological characteristics with the various drilling parameters (rock bit 
interactions), providing a new methodology for more stable drilling through the 
formation, minimizing the vibrations, and therefore optimizing the ROP.  By 
understanding the lithological characteristics of the formations, this has allowed 
for a careful selection of the more effective input parameters, eliminating the 
need for new bits, and therefore several trips, cutting down drilling costs.  
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This study has shown that the neural network has developed models 
capable of predicting ROP in an effort to increase drillability and durability 
while transitioning between formations. It has therefore given a better 
description for the behavior of various drilling parameters under variation in 
lithology within single and multiple formations. From the results obtained in 
this study, it may be concluded that the neural network model developed, 
showed robustness in the prediction of rate of penetration although some of the 
drilling parameter values of the new well were beyond the range values of the 
trained network model. With neural network models developed from the 
previous well, predictions showed promising results that rate of penetration of a 
new well can be predicted, providing an alternative novel and cost efficient 
solution compared to conventional methods. Prediction of drilling parameters 
with the new developed method would decrease the percentage of trial and 
error. This will help improve drilling practices, providing advancement in the 
understanding of drilling controllable variables when applied to different 
formations, resulting in cost savings. 
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12. FUTURE WORK 
 
The main objective of the first phase of the project is to define the 
problem and to produce a new methodology, using neural network, to predict 
the rock mechanical property parameters. Comparative analysis of neural 
network algorithms will be investigated to produce a robust workflow for 
modeling neural network. Furthermore, the produced workflow provides a 
systematic approach to tackle various problems under investigation requiring 
the neural network modeling.  
 With neural network models developed from the previous wells, 
preliminary predictions showed promising results that a particular rock 
mechanical property parameter namely ROP of a new well can be predicted. 
However, the neural network model was tested on a single well. Therefore, 
tests should additionally be extended to predict ROP for the same formation in 
different fields as well as in several wells within the same area.  Training the 
neural network model with a large number of representative data will produce 
networks capable of capturing the rock bit interaction in a given formation. 
This may also lead to better prediction for complex sets of formations.   
Application of the proposed network model has been developed for a 
particular given formation, allowing for neural network modeling to predict 
ROP for geological formations having similar properties rather than the whole 
drilling sections. In order to expand knowledge for rate of penetration 
prediction and optimization, tests should further be extended to predict ROP for 
other heterogeneous formations.    
Predicting ROP for the whole drilling sections was challenging as more 
sophisticated neural models were required. Therefore finding a new method to 
predict rate of penetration for a different set of formations was an important 
achievement. This involved building a more complex ANN model using several 
networks with different combinations of activation functions to deal with the 
various problems in complex drilling sections. Preliminary prediction for the 
6.5” and 12.25” drilling sections showed promising results that other drilling 
sections may also be investigated. Further testing and developing of an 
integrated method for complex heterogeneous set of formations for other 
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drilling sections, such as 9.25” and 16” drilling sections should be carried out to 
predict ROP particularly for deep exploratory wells. Deep exploratory wells 
present a number of challenges which involve having to drill through hard 
interbedded formations. 
In addition to ROP, ANN models able to predict other rock mechanical 
property parameters such as bit tooth wear rate (BTWR) for other drilling 
sections may be investigated as more data is needed to train the network in 
order to prove the robustness of the model. Since Weight on Bit (WOB) and 
Revolution per Minute (RPM) have a great impact on ROP and BTWR 
performance, models could be proposed for selecting optimal drilling 
parameters (WOB and RPM). This will provide the driller with a range of 
optimal parameters while drilling, enhancing the experience of the driller. 
Three different ways of coding the bit types were applied in this study. Further 
tests may be carried out to predict bit type for future study. Predicting bit type 
using field data would enhance the bit type evaluation and give an alternative 
method for bit type selection. This may also give a prediction of a new bit type, 
allowing bit manufacturing companies to investigate a wider spectrum of bit 
designs. 
BHA and its associated dynamics plays an important role in hole 
stability and therefore in optimizing ROP. BHA provides force for the bit to 
break the rock, survive a hostile mechanical environment and provide the 
driller with directional control of the well (Oil and Gas Glossary, 2010). In 
interbedded formations, lateral motions together with whirl are considered to be 
the most damaging vibrations for drill string components. BHA dynamics are 
also affected by other vibrational motions such as axial and stick slip (Mathur, 
et. al., 2009). Carful selection of the correct drilling parameters to be applied is 
key to control the damaging vibration effects.  Future work needs to investigate 
the role of BHA and its associated dynamics for enhancing the stability of the 
system and therefore optimizing ROP. 
In this study, the neural network developed was trained with various 
drilling parameters, allowing the neural network to predict ROP for a given 
formation, a particular zone, as well as a specific layer having similar 
properties. These micro subdivisions of the formation were made to perform a 
 177 
comprehensive and detailed analysis on the prediction of rate of penetration as 
well as investigating the possibility of predicting other reservoir characteristics. 
Since the formations under study contained productive zones, tests can be 
further extended to investigate whether a relationship exists between drilling 
parameters and other reservoir petrophysical characteristics.  The neural 
network could be trained with various drilling parameters and wireline data 
testing for correlations to predict reservoir characteristics.  
Predicting reservoir petrophysical characteristics from drilling data may 
facilitate the prediction of such parameters where it has previously been a 
complex task. In addition to the current sets of data, wireline interpretation and 
core data may also be investigated in future studies. Finally a library of neural 
network models capable of predicting ROP, TWR, WOB, RPM, Bit Type, and 
other petrophysical reservoir characteristics will hopefully be achieved. Using 
drilling data, the neural network models developed in this study have 
demonstrated their ability to provide more substantial predictions capable of 
modeling the various drilling phenomena that are not well understood. 
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15. APPENDIX [B] 
 
 
Output
 WOB RPM Q TRQ DEPTH BIT TYPE
 ROP
Minimum 8.90 44.00 751.80 142.70 8061.00 1.00 4.38
Maximum 75.20 113.00 2177.40 558.90 9070.00 2.00 116.62
Mean 28.51 63.52 930.63 313.37 8566.13 1.68 28.49
Standard Deviation 13.18 18.37 61.57 72.63 291.36 0.47 12.74
Training Data Input
 
The range of values for Case I, for the entire formation including all bit runs   
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The range of values for training data 
 
 
 
Output
 WOB RPM Q TRQ DEPTH BIT TYPE
 ROP
Minimum 8.70 44.00 880.10 137.30 8065.00 1.00 4.30
Maximum 76.60 102.00 1099.00 508.00 9067.00 2.00 62.15
Mean 28.50 63.61 927.20 315.41 8566.46 1.68 28.47
Standard Deviation 13.55 18.41 32.19 72.91 289.76 0.47 12.50
Testing Data Input
 
The range of values for testing data 
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CASE I - Comparisons of variable patterns between actual and predicted ROP, 
including Bit Type as an input parameter 
 
 
 
 
 
 
 
CASE I - Comparison between the neural network predicted rate of penetration 
values and field measured values, including Bit Type as an input parameter 
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CASE III Comparison of the neural network Initial prediction, prior to the 
development of the integrated workflow for modeling the neural networks, with 
the actual rate of penetration field measurement values 
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CASE III Comparison of the neural network (Final prediction), after to the 
development of the integrated workflow and as more data were collected for 
modeling the neural networks, with the actual rate of penetration field 
measurement values 
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CASE III Comparison of the neural network (Later prediction), during to the 
development of the integrated workflow for modeling the neural networks, with 
the actual rate of penetration field measurement values 
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CASE III Comparison of the neural network, during to the development and 
testing of the integrated workflow with different combination of input 
parameters for modeling the neural networks, with the actual rate of penetration 
field measurement values 
