Abstract. The threat of malware on mobile devices is gaining attention recently. It is important to provide security solutions to these devices before these threats cause widespread damage. However, mobile devices have severe resource constraints in terms of memory and power. Hence, even though there are well developed techniques for malware detection on the PC domain, it requires considerable effort to adapt these techniques for mobile devices. In this paper, we outline the considerations for malware detection on mobile devices and propose a signature based malware detection method. Specifically, we detail a signature matching algorithm that is well suited for use in mobile device scanning due to its low memory requirements. Additionally, the matching algorithm is shown to have high scanning speed which makes it unobtrusive to users. Our evaluation and comparison study with the well known Clam-AV scanner shows that our solution consumes less than 50% of the memory used by Clam-AV while maintaining a fast scanning rate.
Introduction
There has been a considerable increase in the use of mobile devices for data services in addition to voice services. New network infrastructures are geared towards enhancing data services to these devices [18, 22] . Streaming media on mobile devices and mobile credit card payment are examples of such services [2] . As the mobile network infrastructure continues to grow, the range of functionalities on a mobile handset is increasing as well. Mobile platforms like Symbian Operating Systems, Windows Mobile etc. allow execution of complex applications which were not seen previously on such devices. However, all these developments have made mobile devices an inviting target for hackers and virus writers. Access/destruction of private information stored on mobile devices is a serious concern for users today. Apart from this, spreading worms can have a serious impact on performance of the mobile network. This is due to illegal consumption of bandwidth which can be very damaging since the available bandwidth is still somewhat limited on existing mobile networks. In short, malware in the mobile domain can potentially cause financial losses to both the user and network operator.
Mobile malware has been steadily increasing over the last two years [9, 15] . Even though existing malware are relatively simple compared to those on the PC domain, it is expected that future attacks would inflict heavier damage. Hence, it is important to tackle the problem of mobile malware before it reaches alarming proportions. Since the anti-malware industry for PC is fairly mature, there are a number of general techniques that have been developed to counter malware. But it is important to note the basic differences between a PC and mobile device, especially the constraints on computation power, memory and limited battery resources. The targeted exploits of mobile malware are also significantly different from those on PC due to the differences in operating systems and hardware. For e.g. Majority of mobile devices are based on the ARM architecture [8] . Hence, we need to provide due consideration when using the PC based methods for mobile devices. Some criteria for malware detection on mobile devices include:
-The detection method must use memory and computational resources efficiently and not drain the device battery. -The detection method must have low false alarm rate i.e. considering a non malware file as malware.
-The detection method must be easy/cost-efficient to update over the wireless network.
There are two general ways of protecting the mobile device. One is to offer protection at the device level and the other is to offer protection at the network level by inspecting packets destined for the device. Device based protection detects and cleans malware including viruses, Trojans and spyware that are installed on the device whereas network based protection looks to detect and prevent intrusions to the network. For the purpose of this study, we look at device based protection that scans files resident on the device for malware.
Since malware detection at the PC level is a well studied problem, some well developed techniques [23] have been developed for PC based anti-malware including:
-Signature based detection -Heuristic Scanning -Emulation Signature detection is based on searching for previously defined virus signatures in input files. A virus signature is a sequence of bytes unique to the virus and not occurring in normal files. Such a signature is usually extracted by a virus expert after its analysis. Manual signature extraction can sometimes be a time consuming process. However, some automatic signature extraction systems [16] have been developed successfully in order to speed up the process of signature extraction. Signature detection is a widely used method on the PC domain due to its simplicity and its ability to yield low false alarms i.e. considering normal files as malware. However, signature detection does have the disadvantage that it cannot detect new viruses for which signatures have not been extracted. Generic signatures can, to a certain extent detect variants of existing viruses. For this, the signatures need to be extracted from the content common to all the variants.
In contrast to signature based detection, heuristic scanning is based on identifying common functionalities/features of viruses. The idea behind heuristic scanning is to detect new viruses based on its common features with existing ones [14, 19] . However, it has the disadvantage that it is sometimes prone to false alarms. Since mobile viruses have been surfacing only recently, there are very few mobile virus samples compared to the number of samples available on the PC domain. The lack of sufficient number of virus samples in the mobile domain makes it difficult to extract robust common features and develop heuristic detection techniques based on the available data. If heuristic scanning techniques are developed using limited data, it may be more prone to false alarms or be tuned to the training data i.e. it can only detect viruses of the training set and not generalize very well. This may also require large changes or updates to the feature set very frequently since the feature set is not very stable. Hence, we do not consider the usage of heuristic scanning for mobile devices at this stage.
Emulation is a technique where we allow the virus to run in a virtual environment in order to safely establish the execution pattern of the virus [17] . The major problem with adapting this technique for mobile devices is that it requires a considerable amount of computational power and memory. This method was originally developed for PC based viruses where the constraints on memory and computational resources are not as high as it is on mobile devices. Hence, on constrained devices like mobile phones with limited system resources and running on limited battery power, we don't consider this approach. This method can still be used effectively for mobile malware analysis in remote labs to establish whether a new sample is a virus or not. Other methods can then be used to detect and clean this virus on the actual device.
Keeping in mind the considerations for malware detection on a mobile device, we develop a signature based detection method. It should also be noted that signature detection will remain a part of mobile anti virus systems even if other techniques like heuristic scanning are developed since it facilitates quick detection of known virus types. Here, our aim is to develop a signature matching method such that it has high scanning speed and low memory usage which makes it suitable for mobile devices. Specifically, we use a hash table to store the hash values of signatures to increase scanning speed. Additionally, we aim to eliminate mismatches faster when matching non malicious files by utilizing the probability of occurrence of signature bytes in non malicious content. For the purpose of evaluation, we compare the performance of our scanner against the well-known Clam-AV scanner [31] which utilizes the Aho-Corasick multi pattern matching algorithm [1] for signature based detection. The results on a mobile handset show that our scanner uses up to 50% less memory with a scanning speed slightly better than that of the Clam-AV scanner. The next three sections describe the signature matching method in detail and Section 5 describes the performance of our method on Symbian platform along with the comparison results.
Multi pattern matching
As mentioned before, signature based scanning involves matching a set of signatures against an input file. In general, it is a Multi pattern matching problem. Given a set of N signatures, A naive solution to the multi pattern matching problem involves matching every pattern sequentially against the input. For a file of size m to be matched against N signatures each of length n bytes, the worst case running time is O(N * m * n) which is very inefficient. The KMP (Knuth-Morris-Pratt) algorithm [10, 30] based on dynamic programming offers significantly better results for single pattern matching. The Rabin-Karp algorithm uses a hashing approach to single pattern matching [26] and can be extended to multi pattern matching with some effort. Its worst case complexity is that of a naive pattern matching method even though practically it has proven to give much better results. The Boyer-Moore algorithm is the most well known single pattern matching solution developed thus far [27] . Several solutions have been proposed to extend the Boyer-Moore algorithm for multi pattern matching [6, 35] . One of the drawbacks of the Boyer-Moore based methods is that all of them have a pre-processing phase on the pattern set and store additional tables thereby consuming more memory apart from storage of patterns themselves. The Aho-Corasick method based on finite automata also requires the storage of complete signatures in memory in the form of a tree structure during matching [1] . Hence, if there are a number of long signatures that need to be matched, it may use up more memory resources on a mobile device. All the above algorithms can be applied to any general string matching problem. However, since our solution is specific to signature based detection for mobile, we use the observation that some bytes are less likely to occur in non malicious mobile applications than others (details in Section 5.3). In doing so, we can reduce the number of comparisons during signature matching.
Hash table
The simplest way to match an input file against N signatures is to match every subsequence in the input file against every signature one by one. This method is computationally very inefficient. One of the well known methods to speed up pattern matching is by building a hash table [30, 34] . In this case, each signature is stored at a separate index in the hash table. This index value is computed from the signature itself. For any input subsequence, its index is computed, which points to an entry in the hash table. If there is exactly one signature at each index of the hash table, we ensure that we need to match every input subsequence against one signature instead of all N signatures. One of the key parts to building the hash table is to have an efficient/simple function that, given a sequence computes the index in the hash table for that sequence. For the signatures, the index needs to be computed just once i.e. while building the hash table. However for the input file, the index needs to be computed for every subsequence in the file. Hence, it is essential that the computation of the index be done efficiently. Here, we use a simple method to compute a hash value for a sequence of bytes which we refer to as a filter-hash and use this to obtain the index in the hash table.
For any sequence of bytes
we compute a filter-hash value using a continuous subsequence of L bytes starting from position j as:
The index for sequence F is obtained from the filter-hash value computed using Eq. (1) by:
where Q is the size of the hash table.
An important property of the filter-hash value is that for an input file, the filter-hash value can be computed recursively for successive sub-sequences of a common length. The proof for this is shown as:
Initially Let,
and the sum of L consecutive bytes initially be,
It can be seen that:
Simplifying Eq. (5) we have,
Hence, using Eqs (6) and (7) we can obtain the filter-hash values and subsequently the hash 
Signature hash
Mobile device generally have lower memory resources than PC's with typical system RAM between 8-16 MB [25] . For instance, the Nokia 9210 has 8 MB RAM, the Sony Ericsson P800 has 16 MB RAM. This implies that applications running on mobile devices must be designed to utilize memory efficiently. In order to perform signature matching, we need to store the bytes corresponding to all the signatures in memory. However, as the number and length of the signatures grow, the memory consumption may be very high. In our method, we store a hash value of the signature instead of the signature itself in order to reduce memory consumption. For this, we use a hash value which represents the entire signature. D.J. Bernstein's (DJB) 'times 33' hash [24] posted originally on the Usenet group comp.lang.c is one of the best known hashes for strings and generates a very strong hash value i.e. the probability that different subsequences have the same hash value is extremely low and we consider it negligible for practical cases [3] . Hence, we use the DJB algorithm to hash the entire signature and store it in the hash table. The other advantage of using a DJB hash value is that it generates a hash value of constant size in terms of memory irrespective of the length of the signature.
we compute a DJB hash value for the continuous sequence of bytes starting from position j of length L using:
Unlike the filter-hash value described in the previous section, the DJB hash cannot be computed recursively for successive subsequences i.e.
. This means that for every sequence of size L , it takes O(L ) time to compute a DJB hash value which is more than the constant time taken for the filter-hash computation. Hence, it is desired that we minimize the number of DJB hash computations during matching.
Signature matching
When any subsequence in the input file hashes into a slot (index) in the hash table occupied by a signature, we need to compare the DJB hash value of the signature (stored in the slot) with the DJB hash value of the subsequence (that needs to be computed). In order to make the signature matching efficient, it is necessary to eliminate mismatches before the DJB hash value is computed for the subsequence. For this, we compare the bytes in a small portion of the signature with those in the subsequence. This small portion or set of contiguous bytes in the signature is called the signature cut. For the signature cut to be effective in eliminating mismatches, it must be a sequence of bytes which are less likely to occur in non malicious files. This would ensure that subsequences from non malicious files are likely to be eliminated from further processing (computation of DJB hash) during scanning.
Since the filter-hash value as described in Section 2.1, is also computed for a subsequence of contiguous bytes in the signature, we use the signature cut to compute the filter-hash value. This reduces the amount of information that needs to be stored for each signature. That is, we need to only store the position of the signature cut whereas if the signature cut was different from the filter-hash byte sequence, we would additionally need to store the position of the byte subsequence from which the filter-hash was computed.
False alarm rate
The false alarm rate of a particular sequence of bytes is the probability of occurrence of the sequence in a non malicious file. Since it is difficult to obtain this value analytically, we use the frequency of occurrence in a large number of non virus files to obtain the false alarm rate. For any sequence of bytes F = (f 1 f 2 . . . f m ), 0 f i 255, 1 i m, the simplest method to obtain the false alarm rate is to obtain the frequency of occurrence of the entire sequence F in the non virus set. However, the major problem with this method is that it is difficult to obtain accurate probabilities for the entire sequence since it is likely that the entire sequence may not occur at all in the non virus set which is used. However, it is possible to reasonably estimate the probability of the entire sequence. For this, we compute the false alarm rate by utilizing probabilities of smaller subsequences of F . Specifically we use subsequences of size two to estimate the probability. In other words, we utilize the dependency of a byte on one of its prior byte while computing the probability. This can be represented as:
where l is a positive integer, which specifies the prior byte that is most relevant to the current byte. Based on information theory [32] , the relevance between two bytes is measured by their mutual information. Therefore, l is the integer such that the mutual information between two bytes separated by l − 1 bytes is maximized, that is
where
I(l) is the mutual information between two bytes separated by l − 1 bytes, which is only dependent on l.
Using Eq. (9),
Using Bayes' theorem Eq. (12) can be written as,
where the probabilities P (f i , f i−l ), P (f i−l ) are obtained by counting the number of occurrences of sequence f i−1 f l and f i−l respectively, in a large non malicious data set.
Choosing a cut set
A signature cut is used to compute the index for a signature in the hash table and also to eliminate mismatches. Hence, we have the following criteria while choosing a cut set from the signatures:
1. The number of collisions in the hash table must be minimized 2. The bytes in the cut must occur rarely in non malicious files With the above considerations, the problem of finding the best signature cut set can be represented as:
where L i is length of signature S i . Let the false alarm rate (computed as described in Section 3.1) of the cut S L ij be represented by P (S L ij ). We need to obtain a cut set C = {S L ij }, such that the following two terms are minimized:
-h (C)
where h (C) represent the number of collisions suffered by members of the cut set i.e. the number of
The problem of finding an optimal cut set is NP-hard and is reducible to a knapsack problem [21, 29] . However, finding an optimal cut set is critical in order to achieve gains in terms of scanning speed. Also, since this process is done offline, speed or efficiency is not criterion that we consider while choosing the cut set. Hence we use an exhaustive search to give us the most optimal cut set.
In order to find such a cut set, we iteratively choose a combination of cuts such that one cut is chosen from every signature and discard this cut if the average value of Eqs (14) and (15) is higher than a previously chosen combination. In this way, when the algorithm terminates we have a cut set with the lowest average value of collisions and false alarm rate. If the value of h (C) in the resulting cut set is greater than 0, it means a collision exists among signature cuts. In this case, we chain the corresponding signatures in the hash table using a linked list. For any input subsequence hashing into this slot, we traverse through the list matching the subsequence with all the signatures that have hashed into the common slot.
Length of the signature cut
Since all the bytes of a signature cut are stored in memory during matching, the length of the signature cut must be much smaller compared to the length of the signature to achieve gains in terms of low memory usage. However, since it is used to filter out mismatches, in order to achieve fast scanning speed, it must be long enough such that it does not often match with cuts of non malicious file subsequences. Hence, we choose the cut length as the minimum length where the average of all the false alarm rates for all signature cuts of that length is lower than a fixed threshold.
Let S L ij represent a cut from signature S i starting from position j of length L , we choose the minimum L such that:
where P (S L ij ) is the false alarm rate of the cut and µ is a threshold factor. We describe the selection of the threshold factor and cut length in Section 5.3. Figure 1 shows an illustration of the signature matching algorithm. The first step is to build a hash table to store the signature information. For this, we choose a signature cut set from the signature set as described in Section 3.2. For any signature S i with chosen signature cut c of length L , the filter-hash value H(c) is computed using Eq.
Illustration of the signature matching algorithm

(1). The corresponding hash index h(H(c)) is computed using Eq. (2). At this index in the hash table, the following information is stored:
a) The signature cut, c b) The position of the signature cut, p c) The length of the signature, L i d) The DJB hash for the entire signature i.e. D(S i , 1, L i ) computed using Eq. (8) For any input file F , the filter-hash value is computed for a subsequence f of length L , using the recursive relation given in Eq. (6) . The filter-hash value is used to determine the index of a signature in the hash table using Eq. (2). The subsequence f needs to be matched with this signature. If the computed index corresponds to an empty entry in the hash table, no further processing is required and we proceed to the next subsequence. If an entry corresponding to signature S i exists at this position, the matching is done as follows:
Step 1: The signature cut c is matched against the subsequence f byte by byte. In the case of a positive match, we proceed to perform step 2. In the case of a mismatch we go to next subsequence in the file.
Step 2: Seek back p positions from the start of subsequence f in the input file, where p is the cut position for S i .
Step 3: Compute the DJB hash starting from the current position in the input for a length L i using Eq. (8).
Step 4: Compare the stored DJB hash of the signature with computed DJB hash. An exact match indicates malware detection.
Performance analysis
Memory
Mobile phone applications have to work with stringent memory requirements. The hashed representation needs less memory for storing signature information. This is because we store DJB hash values of signatures instead of the signatures themselves. In addition, we store the signature cut and the cut position in the hash table. The signature cut length L is chosen to be much lesser than the signature length and is constant for all signatures. Memory required for one signature = L + 4 + 1 + 1, since the DJB hash can be stored in 4 bytes, the cut position can be stored in 1 byte and the length of the signature can be stored in 1 byte. We choose a cut length of size 4 for our implementation. This means, we use a total of 10 bytes for each signature and 10 * N bytes for N signatures. In general, every signature requires constant memory. This is an improvement from matching algorithms that suggest storing the actual signatures themselves in memory. In such cases the average memory consumption for N signatures is O(N * L avg ), where L avg is the average length of a signature in bytes. The size of the signature is generally large enough to uniquely identify the virus with a very low probability of false alarms. Also, with every new malware potentially requiring a new signature, we expect the memory savings to be significant as the number of malware continue to grow.
Time complexity
The scanning method pre-computes and stores the DJB hash value and signature cut for a signature at the index computed by the signature cut's filter-hash value. For an input subsequence, the average time complexity for matching this subsequence with a signature in the hash table is given by
where ζ is the average number of comparisons required to match the signature cut with the input subsequence, λ is the mismatch probability which determines if the DJB hash needs to be computed for a given subsequence and L x is the average length of a signature. The DJB hash needs to be computed every time the signature cut matches the subsequence. Hence the mismatch probability is the probability that the signature cut exactly matches an input subsequence but the DJB hash value of the complete signature and input subsequence do not match. The above equation means that the best case running time of the algorithm is when λ reduces to 0 i.e. no mismatches occur. In this case the total running time reduces to O (ζ). We show that λ has a low value using experimental results. The average number of comparisons to match the signature cut S L ij = (s j s j+1 . . . s j+L ) and the input subsequence
and F are identical. Since, we minimize the false alarm rate of the signature cut, we expect P (s k = f k ) to be sufficiently low for any non malicious file which would reduce the average number of comparisons required to match the signature cut with the input subsequence.
Results
Symbian OS is the most popular mobile platform for smart phones. It is also the platform that has been targeted by virus writers and has the most number of mobile viruses [28] . Hence, we perform the testing and evaluation of our matching algorithm on Symbian OS devices.
Currently we have about 82 virus signatures with the shortest length equal to 32 bytes and the longest equal to 128 bytes. These signatures are capable of detecting 362 mobile malware, which constitute most of the current mobile viruses. In order to estimate the probabilities of occurrence, we use statistics obtained out of a set of 1000 non malicious mobile applications.
Our optimization of the signature matching process is based on the fact that some data bytes occur more frequently in non malicious data than others. This is illustrated by Fig. 2 which shows the probability of occurrence for every possible single byte value between 0 and 255. These values are obtained by collecting the frequency of occurrence for every possible byte values in the non malicious training data. As we can observe, bytes like 0 are more dominant in non malicious data than the other bytes. We use this knowledge to minimize the number of comparisons during signature matching.
The relevance between bytes measured by Eq. (11) based on their mutual information is illustrated in Fig. 3 . It is observed that the maximum value of mutual information is obtained when the separation between bytes is equal to 1. Hence, l = 1 is used in the computation of false alarm rates using Eq. (13). Figure 4 illustrates the drop in false alarm rates as the signature cut size increases. It is observed that the average false alarm rate drops by nearly 100% with a single byte increase in signature cut length. We need to have a balance between cut length and this probability i.e. we do not want to store a larger cut length but at the same time maintain a low average false alarm rate for that length. We choose a value of 10 −6 for the threshold factor, µ in Eq. (16) to choose the signature cut length. Hence, using our results, we use a cut length of size 4 bytes to compute the signature cuts.
As mentioned in Section 2.1, the size of a hash table can play a significant role in determining the scanning speed. Figure 5 shows the variation of scanning speed based on the size of the hash table for varying number of signatures. We can see that initially the scanning-time/Kilobyte of data decreases rapidly since there are more empty slots in the hash table. But beyond a certain size, the scanning time remains steady or increases due to increased time for memory access in a large table. It should be noted here that since there are very few mobile malware signatures at the moment, in order to evaluate our solution for larger signature sets and consequently larger hash table sizes, we use random sequences of data ranging between 16-64 bytes as signatures while obtaining the results.
Using a hash table reduces scanning time significantly when compared to sequential matching. The comparison of sequential scanning against scanning using a hash table gives the following result: scanning using a hash table has a scanning speed of 0.037 millisecs/KB while scanning using sequential scanning takes 2.034 millisecs/KB of data. This means that scanning using a hash table is faster than sequential scanning by more than 98%.
The filter-hash and hash index computation for the signature cut using Eqs (6) and (2) should be computationally efficient. This is necessary since this computation is repeated for every input subsequence. In contrast, the DJB hash computation is only necessary for a very small percentage of input subsequences. Figure 6 shows the comparison of speeds of DJB hash computations with hash index computations using Eqs (6) and (2). As we can see the hash index computation speed remains fairly steady compared to the growth of the DJB hash computation speed with input size. The mismatch probability i.e. matching the filter-hash but not the DJB hash plays an important part in determining the running time of our scanning method. This controls the number of times the DJB hash is computed for an input file. Figure 7 illustrates the variance of the mismatch probability for random input bytes. On average the mismatch probability is about 10 −6 . This means that the computationally expensive DJB hash value needs to be computed a negligible number of times for non malicious input data which results in speeding up the scanning algorithm. Figure 8 shows the comparison of our scanning method i.e. signature cut matching (and DJB hash matching if necessary), against conventional matching. In conventional matching we store the entire signature and start matching from the first byte whenever the hash index points to a non empty slot in the hash table. The results suggest that our method can speed up scanning as the number of signatures increase. Our results show that on average our scanning method takes 0.0013 millisecs/KB/signature Fig. 7 . Estimating mismatch probability. while the conventional matching takes 0.0016 millisecs/KB/signature. The difference may also be due to the extra memory consumed for storage of signatures in the hash table which can potentially increase access time. It should be noted that for the purpose of this comparison, we have implemented a naïve matching algorithm that starts matching from the first byte till it finds a mismatch. Better matching methods as mentioned in section 1 may provide different results.
Comparison with Clam-AV scanner
Clam-AV is the best known and most widely used open source virus scanner [31] . It uses signature based virus detection. In particular, it uses the well-known Aho-Corasick multi pattern matching algorithm. Hence, we compare our solution against the Clam-AV scanner to test its effectiveness. We adapted the Clam-AV scanner to run on the mobile platform for testing purposes and compared it with our solution.
Accuracy of detection
Our scanner was allowed to run on multiple handsets with different system files and different third party application software. During many months of testing, our software has not given any false alarms. It is capable of detecting all the current mobile virus samples i.e. 362 of them available to us thus far. In contrast, even though Clam-AV did not give any false alarms, even with its updated signature set it could only detect 232 of our virus samples i.e. it missed about 35% of mobile viruses.
Computational efficiency
The Clam-AV signature set consists of definitions for PC as well as mobile viruses which makes it a large signature DB. In order to make the comparison fair, we use a common signature set for both our solution as well as clam-AV. It should be noted here that Clam-AV also handles regular expression signatures which contain wildcard characters like "*" and "?". Since we do not currently have sophisticated mobile viruses for e.g. polymorphic viruses that require regular expression matching, we do not have such signatures in our set and have not used it for our testing. However our multi-pattern matching algorithm is extensible so as to incorporate wildcard characters in a signature. In this case, we consider the signature as a multi-part signature where each part is separated by one of the two wildcard characters. Each part of the signature is treated as a single signature by itself and stored at a separate location in the hash table described in Section 2.1. A detection of a multi-part signature requires the successful detection of all its constituent parts.
Since the number of mobile malware signatures is small at the moment, we have utilized random sequences of data ranging between 16 to 64 bytes as signatures in order to evaluate the performance of our solution for a large signature set. In terms of memory, our solution performs much better than the Clam-AV scanner. Figure 9 illustrates the comparison of our scanner with Clam-AV in terms of memory. We use a Symbian built-in function to compute the number of memory cells allocated to test the memory usage. According to our results, our solution uses less than half the amount of memory used by Clam-AV during matching. Specifically, our solution requires on average 2.317778 memory cells/ signature whereas the Clam-AV scanner uses up 5.368889 memory cells/signature. The memory savings will be more pronounced as the number of mobile malware and corresponding signatures increase. In terms of scanning speed, our solution performs as well as Clam-AV. Figure 10 illustrates the comparison of scanning times. As we see from our results our solution performs as good as and sometimes better than Clam-AV. According to our results, our solution has a scanning speed of 0.168643 millisecs/Kilobyte whereas the Clam-AV scanner's speed is 0.17906 millisecs/Kilobyte for the current number of malware signatures. 
Related work
Signature based methods have been used for PC virus scanners and network level intrusion detection systems. As mentioned before, Clam-AV is a well known open source anti virus system for PC domain that uses signature based scanning. Some additions to Clam-AV have been suggested as well [7, 11] . Miretskiy et al. [7] have added on-access functionality to the Clam-AV scanner. Attig et al. [4] and Erdogan et al. [11] have suggested the use of bloom filters for scanning and intrusion detection systems at the network level. Katz et al. have suggested a fast pattern matching scheme for high data rate network packet inspection [12] . Fisk et al. have described a set-wise Boyer Moore pattern matching algorithm used in their intrusion detection system [13] . Snort is one of the most well known network level intrusion detection systems whose pattern matching engine is also based on the Boyer-Moore algorithm [20] . Zhang et al [36] have suggested a general framework for intrusion detection on wireless networks. Recently, approaches to intrusion detection specific to mobile ad-hoc networks have been suggested as well [5] . However, the intrusion detection systems are used for network level packet filtering and hence have access to higher computational and memory resources unlike mobile devices and hence have design criteria different from those for mobile applications. Since the occurrence of mobile malware is fairly recent, we could not find work specific to signature based malware detection on mobile devices with which we could compare our solution.
Conclusion and future work
The impact of mobile devices and mobile malware on our daily lives cannot be underestimated. It is essential to give due attention to the computational limitations of mobile devices in order to design an effective solution. In this paper, we have described signature based malware detection that is well suited for use in mobile devices. In particular, we have described a signature matching method with low memory usage, fast scanning speed and also provided detailed results of its performance on a handset. The results have shown that our solution performs well when compared to the Clam-AV scanner and provides huge memory savings while maintaining fast scanning speed.
As mentioned earlier, sophisticated techniques like heuristic detection may be explored to detect unknown viruses. Future work may involve developing heuristic detection techniques in addition to signature based detection. An important issue for the mobile domain is to make the heuristic detection computationally efficient. This approach can be explored as the number of mobile malware increase and it becomes possible to obtain stable virus features using a large number of virus samples.
