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Abstract: Five approximations of fractal sets A are compared. The first three were described by Hutchinson, 
Barnsley-Den&o and Williams, respectively. Two new other approximations are still efficient in all circumstances. For 
any algorithm, error estimates in the approximations are found. Numerical comparisons are also done through 
classical examples of attractors in the plane. 
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1. Introduction 
A large class of fractal sets has been defined as follows, (X, d) is a complete metric space. 
Now suppose that m contractions of X, fi, f2,. . . , f,, are given. We set S = { fi, f2,. . . , f, }. We 
say that a subset A of X is invariant with respect to S if A = Uy! 1 fj( A). Such invariant sets have 
been studied by Williams [17], Mandelbrot [12], Hutchinson [lo] and many others. Williams and 
Hutchinson have shown that for a given set S of contractions, there is one and only one 
nonempty compact subset A of X which is invariant under S. Given an unknown compact 
invariant set A, at least three distinct sequences of approximations of A have been proposed by 
Williams, Hutchinson and Barnsley-Demko, respectively. We will describe two other ways to 
approximate this invariant set. The last one, which is a graphic algorithm, will be efficient in all 
circumstances. For any algorithm, we will find error estimates in the approximations. Finally, we 
will compare these algorithms through some examples of attractors in the plane. 
2. Preliminaries 
We start by recalling some results about contractions in a metric space. A transformation T of 
a metric space (X, d) is a Lipschitz map if there is a number X such that d( TX, Ty) < X(x, y) 
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for all x and y of X. The least such X is called the Lipschitz constant of T, L(T). If L(T) is 
smaller than 1, T is called a contraction. As usual T” is the nth functional power of T. 
Theorem 1 (Contraction principle, see Ostrowski [13,p.216]). If T is a contraction of a complete 
metric space (X, d) with L as Lipschitz constant, and if x is any point of X, then the sequence T”x 
converges to a fixed point a of T. Moreover, for n = 0, 1,. . . , d( T”x, a) < d( TX, x) L”/(l - L). 
The fixed point of T is unique. 
We recall what is the Hausdorff metric [9]. If A is a bounded set of a metric space (X, d), then 
d(x, A) = inf{ d( x, a) : a E A}; this is called the (lower) distance of x to A. We set p( A, B) = 
sup{ d( b, A) : b E B}. By definition, the Hausdorff distance, D( A, B), between two bounded 
parts A and B of the metric space X is the larger of the two numbers p( A, B) and p(B, A). 
Two bounded sets A and B are considered as equivalent if D( A, B) = 0; (Zx), is the quotient 
space under this equivalence relation and is a metric space. According to Hahn [6,9], (2x), is a 
complete metric space. 
Now suppose that S = { fi, f2,. . . , f, } is a set of m contractions of X. This system of maps 
induces a map F on (2x) ,,,: if A is a bounded set of X, then we define F(A) as U~l”,,~( A). 
Lemma 2 (Hutchinson [lo]). If L is the maximum of L( f ), fin S, then 
D(F(A), F(B)) <L&A, B). 
The Lips&&z constant of F is not larger than the largest of the Lipschitz constants L( f ), f in 
S. If each Lipschitz constant L( f ), f in S is less than 1 and if the Hausdorff metric is used, then 
F is a contraction of (2x),. An invariant set for S is by definition a set A for which F(A) = A, 
an invariant set is a fixed point for the map F. Sometimes an invariant set will also be called an 
attractor. According to the Banach contraction principle, there is a unique closed bounded 
invariant set. 
Theorem 3 (Hutchinson [lo]). There is a unique closed bounded attractor A for S. If B is a bounded 
set, then A is the limit of F”( B) (F’(B) = B, F”+‘(B) = F( F”( B)), n = 0, 1, 2,. . .). 
This theorem is a simple consequence of Theorem 1 and Lemma 2. 
3. Description and analysis of algorithms 
We describe five algorithms that produce approximate attractors. The first three essentially 
come from the literature. 
Algorithm A (Hutchinson’s approximation [lo]) 
For any bounded set B, the sequence B, = F”(B) is a sequence of sets which converge in the 
Hausdorff metric to a bounded attractor A. This algorithm is simple, especially if B is chosen as 
a singleton. One good choice for B is to take the fixed point x of one function f of S. In that 
case, F”({ x}) is an increasing sequence of sets. We introduce a sequence of families of maps 
defined on the metric space X. S, is the set S of maps. If n 2 2, then S, is the set of all 
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compositions of n maps taken from S, f, 0 . . . 0 f2 0 fi where fk belongs to S. S * is the union 
of all S, : S* = U~clSn. 
Theorem 4. If c,, is the largest Lipschitz constant of maps g of S,, and if A is a bounded attractor 
and B a bounded set, then 
D(A, F”(B)) <@(A, B). 
Proof. If A is an attractor with respect to S, then A is also an attractor with respect to S,. If 
T(B) is the union of g(B) for g in S,,, T is a contraction. From Lemma 2, for any bounded set 
B of X, 
@A, T(B)) =D(T(A), T(B)) e,D(A, B). 
Since T(B) = F”(B), the theorem is proved. 0 
Algorithm B (Barnsley-Den&o’s construction [2]) 
One uses a sequence of independent random variables { @,, } n a 1 such that the values are in S 
and for any f in S, for any integer n, pr( @,, = f) > 0. A point x,, is chosen in X; then a sequence 
of random points is defined as: x, = @,(x,-i). Almost surely, the set of accumulation points of 
the sequence x, is equal to the unique compact attractor A. This construction is very simple. 
Nevertheless, there are two problems in the use of this construction. First of all, how to choose 
the distribution of the random variables @,? When the Lipschitz constants of each contraction 
are all the same, it seems natural to use uniform random variables; but when this is not the case, 
one needs to experiment with the choice of an. Secondly, what is the suitable stopping rule in 
order to approximate the compact attractor with a prescribed accuracy? 
Algorithm C (Williams’ formula [17]) 
We recall that S* is the set of all finite compositions of functions of S. If g is S *, we set 
Fix(g) the unique fixed point of g. As noticed by Hata [7], Williams has shown that the closure 
of&ES* Fix(g) is invariant and there is no other closed bounded invariant set for F. In order to 
put this result in the framework of an algorithm, we choose a positive number c and we 
introduce a family S(r) of contractions. 
g is in S(E) if there is a finite sequence of functions of S, fi, f2,. . . , f,, such that: 
(1) g is the composition fi 0 f2 0 - * - 0 f, and the Lipschitz constant of g is smaller than or 
equal to E; 
(2) If k < n, then the Lipschitz constant of fi 0 f2 0 . . . 0 fk is larger than E. 
Then the set B = {Fix(g) : g E S(C)}, the set of fixed points of functions g of S(C), is an 
approximation of the attractor A. 
Lemma 5. If A is an attractor with respect to S and if c > 0, then A is an attractor with respect to 
S(r). 
Proof. Let E be a given positive number. There is an integral value N such that the Lipschitz 
constant of any functional product of N maps of S is smaller than or equal to c If A is an 
attractor with respect to S, then A is an attractor for S,. Any map f of S, has a factorization as 
g 0 h, with g in S(E) n S, and h in the family S,_, for some integer k. If g belongs to 
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S(E) f? Sk, then A is the union of h(A) when h runs through S,_, and so g(A) is the union of 
g( h( A)) when h runs through S,_,. The union of all g(A) when g runs through S *( 6) is A. 0 
Theorem 6. If B = {Fix(g) : g E S(e)} and if A is a bounded attractor, then D( A, B) < 
E diam( A); (diam( A) is the diameter of A: sup{ d( x, y) : x E A and y E A}). 
Proof. If A is an attractor for S, then it is an attractor for S(E) (as shown in Lemma 5). 
(a) A bound for p( A, B). If x is in B, then g(x) = x for a map of S(E). But g(A) is inside A, 
so the closure of A is stable under g. From this, it follows that x belongs to the closure of 
A: d(x, a) = 0, p(A, B) = 0. 
(b) A bound for p( B, A). If y is in A, from the fact that A is an attractor for S(C), then there 
is a g of S(E), and a point z of A such that y = g(z). If x is the fixed point of g, g(x) = x. So 
d(y> x) = d(g(z), g(x)) < ed(z, x) < 6 diam( A). d(y, B) < e diam(A) and p( B, A) < 
E diam(A). •I 
A variant to the algorithm inside the last theorem is provided in the next theorem. 
Theorem 7. If x is the fixed point of a contraction f of S, if B = { g(x) : g E S(e)} and if A is a 
bounded attractor, then D(A, B) < E D({ x}, A). 
Proof. If A is an attractor for S, then it is an attractor for S(C) (as shown in Lemma 5). 
(a) A bound for p(A, B). B is in the closure of A. p( A, B) = 0. 
(b) A bound for p( B, A). If y is in A, from the fact that A is an attractor for S(r), then there 
is a g of S(E) and a point z of A such that y = g(z). If x is the fixed point of the algorithm, then 
d(y, g(x)) = d(g(z), g(x)) G E d(z, x) G 6 D({ x}, A). d(y, 8) G 6 D({ x>, A) and P(B, A) d 
6 D({x}, A). 0 
Algorithm D 
In this algorithm, not only the family of contractions S(E) and the fixed point x of a 
contraction f of S are used, but also a rounding map R of the metric space X. We propose 
B = { h 0 R 0 g(x) : g and h E S( 6)) as an approximate attractor. 
Theorem 8. If A is a bounded attractor, if x is the fixed point of a contraction f of S, if 
B={hoRog(x):g and h E S(e)}, if for each y in X, d(Ry, y) ~6, then D(A, B) < 
e2D({ x}, A) + ~6. 
Proof. If F,(B) = U go sC,,g( B), then F, is a contraction of the space of bounded subsets of X. 
The Lipschitz constant of F, is at most 6. The attractor A of S is a fixed point for F,. We set 
c={Rog(x):g~S(~)}. SO D(A, B)=D(FcA, F,C)<e D(A, C). If C’=F,({x}), then 
D( A, c) G D(A, c’) + D(c’, c). But D(A, C’) = D( F,A, Fe{ x}) 6 cD({ x}, A) and 
D(C’, C) < 6. So D(A, B) < e2D({ x}, A) + ~6. 0 
Algorithm E (graphic algorithm) 
Let 6 be a positive real number. We choose what may be called a mesh M(S). M(6) is a 
subset of X such that these two conditions are fulfilled: 
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(a) for any x in X, d(x, M( 8)) < 6; 
(b) in any ball of X, there is just a finite number of points of M( 6). 
We recursively define two sequences of subsets of X, B,, and C,, for n = 0, 1, 2,. . . until an 
empty set Cntl is produced. B, is a singleton, an approximation, which lies in M(S), within 8 of 
the fixed point of one contraction f of S. C, = B,. If B,, and C,, have been computed and if C,, is 
not empty, B,,,, and C,,, are computed according to the following rules. 
(1) A point x is chosen in C, . 
(2) A temporary set T is initially empty. A loop over S is done. For each f of S for which the 
distance of f(x) to B,, n T is not smaller than 6, one chooses a point x’ from M(6) such that 
d( f( x), x’) < 8; this point x’ is added to the set T. 
(3) B,+, =B,UTandC,+,=C,uT-{x}. 
We investigate the properties of the last algorithm. The number L still is the largest of the 
Lipschitz constants L( f ), f in S. 
Lemma 9. If A is a bounded attractor, then for every n, 
Proof. Let us recall that p(A, B) = sup{ d( b, A) : b E B}. If x’ belongs to B,,,, - B,, there is an 
x in B,, and a function f of S such that d( f(x), x’) < 8. 
d(x’, A)<+‘, f(x))+d(f(x), A)<S+d(f(x), f(A))G+Ld(x, A); 
d(x’, A)<a+Lp(A, B&A (by induction) ; 
Theorem 10. If X is locally compact, for every positive 8, there is an integral value N for which C, 
is empty and in that case the distance between B, and the bounded attractor A is smaller than 
6/(1 - L). 
Proof. The sequence B,, is nondecreasing, bounded and contained in M( 8). It follows that the 
cardinality of B,, is a bounded monotone sequence. There is an integer N, for which B, is a 
constant set when n > NO. The sequence C, is decreasing if n > N,,. So there is an integer N for 
which C, is empty. Since C, is empty, D(F( Bn), BN) < 6. If x E B, and if f E S, then 
d(f(x),B,)<& Sop(B,, F(Bn))=sup{d(b, BN):b@‘(BN)} (8. 
o(B,> A) G p(B,, F(B,)) + o@‘(B,)> A) ~6 + #‘(B,)> I’(A)); 
o(B,, A)<G+Lo(B,, A), soo(B,, A)<&. 
ByusingLemma9,weget D(B,, A) =max(p(B,, A), ~(4 BN) and D(B,, A) G a/(1 -L). 
0 
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4. Illustration of the graphic algorithm 
We show an example of the last algorithm. In that example, we draw the Peano curve in a new 
way. The metric space is Iw 2. If the contractions of the system S are the following affine maps (x, 
y);(a+i6x+;y, f+ex+fi): (- :x, +y>, (: - :y, ix), (f + :x, : + +y>, (: + :y, ; - :x>, (: 
3 9 - 7YL (4 + T-Y, - ix), (: + :x, - 3 + iy), ($ - iy, - : + :x), (: + ix, +y), then a 
square is an attractor. This attractor was drawn by using M(S) to be points in the plane whose 
coordinates are integral multiples of &. A sample of the sequence (B,, C,,) is the content of Fig. 
1. 
Let us specify how rule 1 in the graphic algorithm was applied. 
Rule (1) A point x, is chosen in C,,. 
C, consists of a single point, x0 is this point. For n > 0, the choice of x, will use x,_ i. In 
order to specify this choice, we consider the following total order in the plane: a point P is 
smaller than a point Q if the ordinate of P is larger than the ordinate of Q or if the ordinates of 
P and Q are the same and the abscissa of P is smaller than the abscissa of Q. If there is no point 
of C,, which is greater than x,-i (according to the described total order), then x, is the smallest 
point of C,, (according to the same total order). If there is at least one point of C,, which is 
greater than x,-i, then x, is the smallest point of C,, which is greater than x,-i. 
Variations on the Peano curve also have been described by Dekking [4]. 
5. Numerical comparisons between previous algorithms 
We will compare now five algorithms (A, B, C, D and E) while nine fractal sets are computed 
(see Fig. 2). Each fractal set is an attractor of a system of contractions which are affine maps and 
which are defined in the following table. After the name of the fractal set, the affine maps 
(x, y)+(a+bx+cy, d+ex+fy) aregiven. 
Takagi function [1,8,15]: (ix, ix + $y), (i + ix, i - 3x + iy); 
von Koch curve [12,16]: (ix, iy), (i + ix - ifiy, ifix + iy), ($ + ix + toy, ifi - ifix + 
kY)> (i + fx, fv); 
Sierpinski gasket [12]: (ix, iy), (i + ix, +J?; + :y), (i + ix, iy); 
Barnsley fern [3]: (0, 0.160 y), (0.849 x + 0.037 y, 1.60 - 0.037 x + 0.849 y), (0.197 x - 0.257 y, 
1.60 + 0.226 x + 0.223 y), (-0.150 x + 0.283 y, 0.440 + 0.260 x + 0.238 y); 
flamboyant crown [5]: (ix, iy), (- : + ix, + + iy), (i - ix, 1 - iy), (ix, : + iy), (i + ix, 
? - G); 
Levy curve [8,10]: (:x - $y, ix + iy), (i + +x + iy, i - ix + iy); 
dragon [12]: (ix + iy, - ix + iy), (1 - ix + iy, - ix - iy); 
Peano curve [12]: (ix, +y), (f - fy, ix), (+ + ix, + + fy), (4 + fy, + - +x), (5 - fx, - +y), 
(: + fy, - fx), (f + fx, - + + fy), (: - fy, - f + ix), (: + ix, iy); 
Sierpinski carpet [4,12]: (ix, fy), (f - $y, f + ix), (ix, 5 + fy), (i + fy, 1 - fx), (: + fy, 4 
- fx), (f + ix, iy), (1 - :y, : + fx), (: + ix, : + +y>. 
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‘6475 
.A. 
C 6475 
C 3013 
Cl2292 
Fig. 1. Sample of images from the Peano curve. 
c2020 1 
Algorithms A, B, C, D and E were used to compute each of these fractal sets. Each fractal set 
was scaled inside the unit square and approximated through a digital image of 101 pixels X 101 
pixels. Parameters which were used in these algorithms were as follows. 
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Takagi function 
Barnsley fern 
von Koch curve Sierpinski gasket 
flamboyant crown 
dragon Peano curve 
Fig. 2. Fractal sets. 
L&y curve 
Sierpinski carpet 
Algorithm A. The depths were chosen as 10 for the Takagi function, 5 for the von Koch curve, 
8 for the Sierpinski gasket, 9 for the Barnsley fern, 6 for the flamboyant crown, 14 for the Levy 
curve and the dragon, 5 for the Peano curve and the Sierpinski carpet. 
Algorithm B. For each fractal set other than the Barnsley fern, the independent random 
variables { @a } n r 1 were uniformly distributed random variables. In the case of the fern, the 
distribution of { @,, } was as it seems to be in [2]: pr{ Qn =fi} = 0.005, pr{ @,, =fi} = 0.8, 
pr{ Qn = f3} = 0.0975, pr{ Qn = f4} = 0.0975. The stopping rule that was used was to halt the 
program after a series of 400 successive trials without new points on the screen. 
Algorithm C. Theorem 6 is used with 6 = 0.01. 
Algorithm D. Theorem 8 is used with 6 and c = 0.01. The rounding map R(x, y) is (round 
(100x)/100, round(lOOy)/lOO). 
Algorithm E. Again S = 0.01 and the mesh M( 6) is {( 3, $3) : i and j in N}. 
When there is a norm to use in the plane, it is the Loo-norm (sometimes named as the 
checkerboard norm): \I( x, y) 1) = max( I x 1, ( y I). 
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Table 1 
Comparisons of algorithms 
A 
B 
C 
D 
E 
A 
B 
C 
D 
E 
A 
B 
C 
D 
E 
Takagi function 
1024 285 
4506 293 
536 274 
880 272 
574 286 
Barnsley fern 
262144 719 
18265 2362 
46117 2323 
17909 2308 
9661 2415 
dragon 
16384 2900 
21915 2984 
16384 2900 
13568 3067 
6834 3416 
6.1 
18.1 
9.3 
5.2 
4.3 
1175.6 
74.4 
668.9 
84.9 
50.2 
95.6 
89.5 
281.0 
64.6 
35.3 
von Koch curve 
1024 377 
2665 362 
1024 377 
1216 353 
1572 392 
flamboyant crown 
15625 2207 
21568 2209 
15281 2303 
14030 2347 
12461 2492 
Peano curve 
59049 5101 
24707 5054 
59049 5101 
44469 5101 
45918 5101 
4.9 
10.9 
13.1 
6.9 
6.3 
69.6 
87.3 
214.1 
64.4 
45.5 
246.9 
102.3 
655.8 
196.1 
140.6 
Sierpinski gasket 
6561 1889 
13305 1989 
2187 1538 
3564 1863 
6510 2169 
L&y curve 
16384 2686 
20151 2905 
16384 2686 
13568 2977 
6166 3082 
Sierpinski carpet 
32768 7768 
42069 7549 
32768 7768 
57344 7714 
62152 7768 
36.0 
54.4 
31.0 
18.0 
24.7 
95.4 
82.4 
280.9 
64.5 
29.8 
142.5 
173.3 
372.2 
243.8 
192.1 
Computations have been done on a Macintosh II in Lightspeed PASCAL and are summarized 
in Table 1. Our comparison are purely empirical. For each fractal set, fifteen numbers are given 
in an array with five ranks and three columns. Results from Algorithm A are on the first rank, 
results from Algorithm B are on the second rank, and so on up to Algorithm E on the fifth rank. 
In the first column are found the number of points that where computed in each algorithm. In 
the second column are found the number of distinct points that where drawn in each algorithm. 
In the last column is found the time in seconds of the drawings for each algorithm. 
6. Other comparisons 
We conclude with a last comparison. Both Algorithms B and E are executed for the Peano 
curve. In both algorithms, we compute the Hausdorff distance between any partial image and the 
final image. In both cases, the final image is {(Ai, &j) : i and j in IV, 1 i - 50,1+ 1 j - 50 1 G SO}. 
This task can be done in a reasonable time by using on each partial image two scannings, one 
forward, one backward, according to an algorithm of Rosenfeld and Pfaltz [14]. The fact that the 
partial images are monotone becoming larger and larger, is also important. The results of the 
computations are summarized in Table 2. 
In the first column is given the level 6 of the Hausdorff distance. In the second column is 
given the range M1-M2 in Algorithm B. The meaning of this range is as follows: whenever the 
number of (not necessarily distinct) computed points is in the range Ml-M,, the Hausdorff 
distance of this set of points is equal to 8. In the third column is given the range Ni-& in 
Algorithm B: whenever the number of distinct drawn points in our simulation of Algorithm B is 
in the range N, -A$, the Hausdorff distance of this set of points is equal to 6. The two last 
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Comparison between Algorithms B and E 
8 
0.10 
0.09 
0.08 
0.07 
0.06 
0.05 
0.04 
0.03 
0.02 
0.01 
0 
MI-M, W-N, 
86- 116 86- 116 
117- 221 117- 216 
222- 260 217- 255 
261- 700 256- 650 
701- 771 651- 705 
772- 875 706- 794 
876- 1846 795-1542 
1847- 8543 1543-4118 
8544-50468 4119-5100 
50469 5101 
Ml-M, K-N, 
165% 1735 645- 678 
1736- 2059 679- 774 
2060- 2221 775- 815 
2222- 3644 816-1176 
3645- 3836 1177-1268 
3837- 4498 1269-1432 
4499-14478 1433-3034 
14479-16620 3035-3386 
16621-25655 3387-4351 
25656-45917 4352-5100 
45918 5101 
Comment. For a given number of drawn points, a smaller distance is provided by Algorithm B except at the end. 
columns are the corresponding results when the graphic algorithm is applied. Levels 6 which are 
achieved are integral multiples of 0.01. We discard in the table levels which are greater than 0.1. 
7. Conclusion 
The approximation of a fractal set is not always a simple task, especially when the Lipschitz 
constants of the contractions are unequal. We have seen that suitable algorithms can be found. 
The best one is the graphic algorithm which is more powerful when it is possible to use some 
Boolean functions from the graphic area. It is more complicated than the Barnsley-Den&o 
algorithm, but it is a deterministic algorithm which avoids useless computations. 
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