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Abstract—This paper considers the finite-field multi-way relay
channel with pairwise message sharing, where multiple users
exchange messages through a single relay and where the users
may share parts of their source messages (meaning that some
message parts are known/common to more than one user). In this
paper, we design an optimal functional-decode-forward coding
scheme that takes the shared messages into account. More
specifically, we design an optimal function for the relay to decode
(from the users on the uplink) and forward (back to the users
on the downlink). We then show that this proposed function-
decode-forward coding scheme can achieve the capacity region
of the finite-field multi-way relay channel with pairwise message
sharing. This paper generalizes our previous result for the case
of three users to any number of users.
I. INTRODUCTION
In this paper, we consider the finite-field multi-way relay
channel where multiple users exchange messages through a
relay, and where the channel from the users to the relay is
modeled by a finite-field channel (see Figure 1).
The finite-field multi-way relay channel with independent
messages was first considered in [1] where we proposed an
optimal scheme that achieves the capacity. The scheme is,
however, suboptimal when the messages are correlated, e.g.,
when there is message sharing (a special correlation structure
in which every user pair may have part of their messages in
common). See Appendix A for a proof of the suboptimality
of the scheme in [1] when there are shared messages. The
shortcoming of this scheme is that it ignores the fact that some
parts of the messages are known to two users (i.e., the shared
parts). For the special case of three users with message sharing,
an optimal function was constructed by Ong et al. [2]. However,
the function is specific to three users, and is not extendable to
more users. Indeed, prior to the current paper, it was not clear
if optimal functions existed for an arbitrary number of users.
In this paper, we design a scheme that constructs an optimal
function for any number of users with pairwise message sharing,
thereby obtaining the capacity of the channel.
A. A Challenge: To Design an Optimal Function to be Decoded
by the Relay
The multi-way relay channel models many relay-aided com-
munication networks where there is no direct user-to-user link,
e.g., cellular mobile networks and satellite communications.
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Fig. 1. The multi-way relay channel with finite-field uplink (left) and arbitrary
downlink (right), where users (nodes 1, 2, . . . , L) exchange messages through
a relay (node 0).
Theoretically, the multi-way relay channel poses new chal-
lenges in multi-user information theory not encountered in
the classical setups [3], e.g., the multi-access channel, the
broadcast channel, the interference channel, and the relay
channel. Although a relay is present in both the relay channel
and the multi-way relay channel, the latter involves data
transmission in multiple directions.
Classical relaying schemes [4] (decode-forward, amplify-
forward, compress-forward) can be used for the multi-way
relay channel. However, the functional-decode-forward scheme
(also known as compute-forward [5]) outperforms the classical
relaying schemes in certain network configurations [6], and
even achieves the capacity when the channel is a finite-field
channel [1].
The functional-decode-forward scheme incorporates network
coding [7] in the design of the channel codes to facilitate
bidirectional relaying. For example, consider the two-way relay
channel, where node 1 sends its message bit W1 to node 2 via
the relay, and node 2 sends W2 to node 1 via the relay. The
relay decodes a function f = W1 ⊕W2 directly on the uplink
(i.e., the channel from the users to the relay), as opposed to
decoding both message bits individually, and then performing
the XOR operation ⊕. It then re-encodes and broadcasts f on
the downlink (i.e., the channel from the relay to the users).
Although the functional-decode-forward scheme is a good
candidate for the multi-way relay channel, the challenge is
to find an optimal function for the relay to decode. Three
major difficulties are as follows: (i) The function should be
matched to the channel such that efficient channel codes can
be used for the users while allowing the relay to decode the
function. (ii) The function should contain the least information
that the relay needs to decode, or equivalently, it should allow
the users to transmit the most information. (iii) The function,
when broadcast back to the users, must allow each user to
decode its required messages.
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To illustrate the first difficulty, consider the two-way relay
channel with an additive white Gaussian noise (AWGN) uplink
Y0 = X1 + X2 + N0, where Y0 is the received signal at the
relay, and N0 is zero-mean additive white Gaussian noise with
variance σ2. Suppose that the users a ∈ {1, 2} each transmit an
nR-bit message, Wa, in n uplink channel uses. A good function
is f = L(W1) + L(W2) mod Λ, where L(·) is a one-to-one
function that maps the message to a high-dimensional lattice
point, and mod Λ is a modulo operation defined with respect
to the lattice [8]. Nam et al. [8] have shown that the relay
can reliably (i.e., with an arbitrarily small error probability as
n increases) decode the function f if R < 12 log2
(
1
2 +
P
σ2
)
,
where P is the average transmitted power of each user, and
R is the rate (message bits per channel use) at which each
user transmits. A shortcoming of this scheme is that each user
cannot transmit at its point-to-point channel (user-to-relay)
capacity 12 log2
(
1 + Pσ2
)
(see the aforementioned challenge
(i)). However, this scheme satisfies challenges (ii) and (iii),
and it matches the AWGN channel well in the high signal-
to-noise ratio, Pσ2 , regime. The channel-matching difficulty is
accentuated in the general uplink channel where it is not clear if
efficient channel codes exist that allow each user to transmit at
its user-to-relay channel capacity while simultaneously allowing
the relay to decode the required function.
In this paper, we will focus on challenges (ii) and (iii). To
this end, we consider the finite-field uplink. Using random
linear block codes to match the channel, each user is able to
transmit at its point-to-point channel capacity while the relay is
able to decode the summation of all users’ messages. Although
the finite-field channel simplifies challenge (i), finding the
optimal function is not trivial.
The finite-field model captures two important characteristics
of the AWGN channel: Firstly, the channel is corrupted with
additive noise; secondly, the channel inputs interfere linearly
with each other, i.e., the transmitted signals are summed at the
receiver. Sharing these two properties, optimal coding schemes
derived for the finite-field channel shed light on how one would
code in AWGN channels. For example, the optimal coding
scheme derived for the finite-field multi-way relay cahnnel
with independent sources [1] has been used to prove capacity
results for the AWGN counterpart [9].
Sources with shared messages can model networks with
different data types. For example, consider a sensor network
where each sensor measures the temperature and the wind
direction. The temperature measured by each sensor may be
independent, but some sensor pairs may always record the
same wind direction.
II. MAIN RESULTS
A. Channel Model
Figure 1 depicts the finite-field multi-way relay channel with
users denoted by 1, 2, . . . , L, and the relay denoted by 0. The
channel input from node i is given by Xi, and the channel
output received by node i by Yi. The channel consists of a
finite-field uplink, defined as
Y0 = X1 ⊕X2 ⊕ · · · ⊕XL ⊕N0 ,
L⊕
i=1
Xi ⊕N0, (1)
and an arbitrary downlink (not restricted to a finite field),
pY1,Y2,...,YL|X0(y1, y2, . . . , yL|x0). (2)
The uplink variables Y0, N0, and Xi for all i ∈ {1, 2, . . . , L}
are elements of a finite field of any order F , ⊕ is addition in
the field, and N0 is arbitrarily-distributed noise. We consider
the general downlink model, which includes the finite-field
downlink [1] as a special case.
We consider pairwise message sharing where there are two
types of messages: private messages and shared messages. Each
private message Wa is known to only user a, and each shared
message Wa,b (where a 6= b) is known to two users a and
b, for a, b ∈ {1, 2, . . . , L}. The terms “private” and “shared”
here are defined with respect to the senders. So, there are all
together L +
(
L
2
)
independent messages WI , for I ∈
{
all
singletons {1}, {2}, . . . , {L}, and all unordered pairs {a, b}
where a, b ∈ {1, 2, . . . , L} and a 6= b
}
. This also means each
user a has/knows one private message Wa and (L− 1) shared
messages {Wa,i : i ∈ {1, 2, . . . , L} \ {a}} (each shared with
one other user i). Note that Wa,b = Wb,a by definition.
We consider full message exchange where each user a
needs to decode all {WI : a /∈ I}, i.e., all messages unknown
to a. We use the channel n times for the users to exchange
these messages. Let each WI be an nRI-bit message,
where RI (bits per channel use) is the rate of message
WI transmitted. With this, we define the rate tuple R ,
(R1, R2, . . . , RL, R1,2, R1,3, . . . , R1,L, R2,3, R2,4, . . . , R2,L,
. . . , RL−1,L), i.e., the collection of all message rates.
B. Results
We define a length-n block code as follows, where we
use square brackets to indicate the variable associated with a
channel use:
• Encoding for each user a: Xa[t] =
fat
(
Wa, (Wa,i)i∈{1,2...,L}\a, (Ya[τ ])τ∈{1,2,...,t−1}
)
,
for all t ∈ {1, . . . , n}, meaning that each user transmits
its signal based on its known messages and previously
received signals.
• Encoding for the relay: X0[t] =
f0t
(
(Y0[τ ])τ∈{1,2,...,t−1}
)
, for all t ∈ {1, . . . , n},
meaning that the relay transmits each signal based on its
previously received signals.
• Decoding for each user a:(
(Wˆi(a))i∈{1,2,...,L}\{a}, (Wˆ{i,j}(a))i,j∈{1,2,...,L}\{a}
)
=
ga
(
Wa, (Wa,i)i∈{1,2...,L}\a, Ya[τ ])τ∈{1,2,...,n}
)
, meaning
that each user decodes its required messages based on all
n received signals and its known messages.
Here, WˆI(a) is the estimate of WˆI by user a. A decoding
error occurs if some user wrongly decodes some messages. We
denote the probability of decoding error by Pe. We say that
the rate tuple R is achievable if the following is true: for any
 > 0, there exists a block code such that Pe ≤ . The capacity
region is the closure of all achievable rate tuples.
To simplify notation, we define the sum rate of the messages
that node a needs to decode as
RΣa ,
∑
i∈{1,2,...,L}\{a}
Ri +
∑
{i,j}⊂{1,2,...,L}\{a}
Ri,j , (3)
and the largest sum rate to be decoded (by some user) as
RΣmax , min
i∈{1,2,...,L}
RΣi . (4)
We now present the main result of this paper:
Theorem 1: The rate tuple R is achievable if
RΣmax < log2 F −H(N0), (5)
and there exists some p(x0) such that
RΣa < I(X0;Ya), for all a ∈ {1, 2, . . . , L}. (6)
Conversely, if R is achievable, then there exists some p(x0)
such that (5) and (6) hold with non-strict inequalities (i.e., ≤
instead of <).
We will first propose a coding scheme for this channel in
Section III. In Section IV, we will then show that our proposed
coding scheme is optimal, thus giving us the capacity result in
Theorem 1.
III. THE CONSTRUCTION OF OPTIMAL CODING FUNCTIONS
FOR PAIRWISE MESSAGE SHARING
In this section, we will propose a coding scheme based on
random linear block codes. To encode using linear block codes,
we first convert each message WI of nRI-bits to a finite-
field vector of length `I , where F `I = 2nRI , or equivalently,
RI =
`I log2 F
n and `I =
nRI
log2 F
.
Using the same notation as in (3), we define `Σa ,
nRΣa
log2 F
as
the total number of finite-field symbols user a needs to decode.
Without loss of generality, suppose `Σ1 =
nRΣmax
log2 F
, meaning
that
`Σ1 ≥ `Σa , for all a ∈ {2, 3, . . . , L}, (7)
i.e., among all users, user 1 is to decode the largest number
of finite-field symbols.
A. Constructing the Messages to be Transmitted by the Users
and the Function f to be Decoded by the Relay
The messages to be transmitted by the users (on the uplink)
are described using Table I. The table consists of L(L− 1)/2
blocks and L rows, giving L2(L − 1)/2 cells. Each cell is
drawn as a rectangle in the table. For each block, the users
are to simultaneously transmit the messages assigned to the
cells. Each cell contains multiple columns; each column in the
cell corresponds to a message symbol (columns are not drawn
in the table). We refer to the number of columns in each cell
as the block size, which is set to be the length of the message
in the cell in row 1.
We construct Table I as follows: In row 1, we place all the
messages that user 1 requires, i.e.,
{
WI : 1 /∈ I
}
. We identify
each block by the subscript I of the corresponding message
WI in row 1; the block size is thus `I . This gives the total
size of all the blocks to be `Σ1 ; we will see later that this is
the length of the function the relay decodes.
We now fill in the rest of the rows. Of the L(L − 1)/2
messages in row 1, user a ∈ {2, 3, . . . , L} knows (L− 1) of
them a priori, namely,
{
Wa,Wa,j : j ∈ {2, 3, . . . , L} \ {a}
}
(i.e., messages with subscript “a”). For each of these messages,
we put an asterisk in the cell in the same block in row a.
Over the asterisked cells in row a, we will assign messages
that user a requires and user 1 knows. This means we will
assign
{
W1,W1,j : j ∈ {2, 3, . . . , L} \ {a}
}
to these cells
(replacing each subscript “a” of the messages in row 1 by
“1”). We will see later that this choice allows both users 1 and
a obtain their respective required messages from the sum. For
illustration, we extract only these (L− 1) blocks for rows 1
and a, as shown in the following table. These are the blocks
where we have placed asterisks in row a. Note that these
extracted blocks may not be consecutive in Table I.
row 1 Wa Wa,2 · · · Wa,a−1 Wa,a+1 · · · Wa,L
row a W1,W1,2, . . . ,W1,a−1,W1,a+1, . . . ,W1,L
We spread the messages
{
W1,W1,j : j ∈ {2, 3, . . . , L} \ {a}
}
across the asterisked cells in row a. This is necessary because
the messages have different lengths, and they may not align at
the block level. Expanding (7) using (3) we have
`a +
∑
j∈{2,3,...,L}\{a}
`a,j ≥ `1 +
∑
j∈{2,3,...,L}\{a}
`1,j , (8)
meaning that the (L − 1) messages can always fit into the
corresponding (L− 1) asterisked cells on row a. If the above
equality is strict, the excess columns in the asterisked cell(s)
will be left empty.
We repeat this for all a ∈ {2, 3, . . . , L}. Doing this, in every
block I, only rows a ∈ I have asterisked cells.
For each column, we sum (using finite-field addition) all
the unique symbols across all rows. In other words, if the
same symbol appears multiple times in a column, it will only
be summed once—meaning that only one copy needs to be
transmitted on the uplink. We then define fI as the summation
in block I. The function that the relay decodes is denoted
by f ,
(
fI : 1 /∈ I
)
, i.e., each symbol in the function is
the summation of one column in Table I. Clearly, f has `Σ1
symbols.
Remark 1: Recall that one challenge to design a good
function is that it should carry the minimum number of bits the
relay needs to decode. Here, user 1 is required to decode the
largest number of message symbols, i.e., `Σ1 symbols, through
the relay, and therefore the relay must decode and forward
some function containing at least `Σ1 symbols. So, the key to
solving this problem lies in finding this function f which (i)
has `Σ1 symbols, (ii) can be decoded by the relay, and (iii)
allows each user to decode its intended messages. We will
show that our proposed f satisfies these conditions.
TABLE I
UPLINK MESSAGE TRANSMISSION
block 2 3 · · · L (2, 3) (2, 4) · · · (2, L) (3, 3) (3, 4) · · · (3, L) · · · (L− 1, L)
block size `2 `3 · · · `L `2,3 `2,4 · · · `2,L `3,3 `3,4 · · · `3,L · · · `L−1,L
row 1 W2 W3 · · · WL W2,3 W2,4 · · · W2,L W3,3 W3,4 · · · W3,L · · · WL−1,L
row 2 ∗ ∗ ∗ · · · ∗
row 3 ∗ ∗ ∗ ∗ · · · ∗
...
row L ∗ ∗ ∗ ∗
Note: The cells are drawn as rectangles in the table. Each block contains L cells (from row 1 to row L). Each cell contains multiple columns (not drawn in the
table). Each column in the cell carries one message symbol.
B. Some Properties of Table I
We now prove a few properties of Table I.
Proposition 1: User 1 knows the messages in rows 2 to L
a priori.
Proof: In each row a, we only assign either W1 or W1,i
in the asterisked cells.
Proposition 2: Once user a, for some a ∈ {2, 3, . . . , L},
knows the messages in row a, it also knows the messages in
the asterisked cells in all other rows.
Proof: Suppose that user a has decoded the messages in
row a, i.e., {W1,W1,i : i ∈ {2, 3, . . . , L}\{a}}. By definition,
it knows W1,a a priori. Since, any message in other rows
{2, 3, . . . , L} \ {a} must be either W1 or W1,i, user a knows
those messages.
Proposition 3: For any a ∈ {1, 2, 3, . . . , L}, after decoding
all messages in rows a and 1, user a will have decoded all the
messages it requires.
Proof: Recall that user a needs to decode all messages{
WI : a /∈ I
}
. Clearly, row 1 contains all messages that user 1
needs to decode. Now, we prove the proposition for 2 ≤ a ≤ L.
For |I| = 1, W1 appears in row a, and {W2,W3, . . . ,WL}
appear in row 1. For |I| = 2, all messages {Wi,j : i, j ∈
{2, 3, . . . , L} \ {a}} ,W ′ appear in row 1, and {W1,k : k ∈
{2, 3, . . . , L} \ {a}} ,W ′′ in row a. So, W ′ ∪W ′′ = {Wi,j :
i, j ∈ {1, 2, . . . , L} \ {a}}.
C. Each User Can Decode Its Required Messages from the
Function f
Knowing all the messages in the asterisked cells a priori
(Proposition 1), user 1 can decode all messages in row 1 from f ,
and hence obtain all its intended messages (Proposition 3). For
other users, suppose that user a ∈ {2, 3, . . . , L} has decoded
f , it first attempts to decode the messages in the asterisked
cells in row a. From Proposition 2, it would have decoded
the messages in all other asterisked cells. This allows the user
to decode the messages in row 1, and hence all its required
messages (Proposition 3).
So, we only need to show that any user a can decode
the messages (in the asterisked cells) in row a, denoted
by WΛ ,
{
W1,W1,i : i ∈ {2, 3, . . . , L} \ {a}
}
. It does so
from the relevant blocks of f , namely, {fI : I ∈ Θ}, where
Θ , {a, (a, i) : i ∈ {2, 3, . . . , L} \ {a}} are all the blocks
with asterisked cells in row a. Recall that the messages WΛ
may not align and can be shorter than the blocks Θ. The
blocks in Θ are re-drawn here:
row 1 Wa Wa,2 Wa,3 · · · Wa,L
]
WΘ
row 2 ∗ · · ·
...
row a W1,W1,2, . . . ,W1,L (all ∗ cells in row a)
]
WΛ
... VΘ
row L · · · ∗
For each block I ∈ Θ, user a knows WI (in row 1). It
subtracts these from fI to obtain VI , fI −WI , where VI is
the summation of all messages from rows 2 to L (recall that
only unique messages are added).
Note that WΛ comprises `1 +
∑
i∈{2,3,...,L}\{a} `1,i , A′
symbols. Denote the first A′ symbols of VΘ by V ′Θ, which are
functions of only WΛ (Proposition 2).
So, user a can decode WΛ from V ′Θ if V
′
Θ forms A
′
linearly independent equations. We now propose an algorithm
to rearrange the messages in f to achieve this.
D. An Algorithm to Shuffle the Messages
Our aim is to get A′ , `1 +
∑
i∈{2,3,...,L}\{a} `1,i linearly
independent equations in V ′Θ. This must be true simultaneously
for all users a ∈ {2, 3, . . . , L}. So, we ignore row 1 and
consider asterisked cells in Table I. Each block has at most
two asterisked cells. For each column from row 2 to row L,
we denote the simplified column by
[
α
β
]
, where α and β are
symbols from the asterisked cells. If there is only one asterisked
cell for that column, we have
[
α
]
. Using this notation, we now
propose the shuffling algorithm.
Although swapping the symbols for one user may affect the
simplified columns for other users, in each swap, we always
increase the number of simplified columns with two identical
symbols, i.e.,
[
α
α
]
. As there are only a finite number of columns,
the algorithm will always terminate after at most `Σ1 cycles of
the foreach loop.
We will now show that when the algorithm ends, user a can
decode the messages on row a, i.e., WΛ. We treat
[
α
α
]
as
[
α
]
because only one copy of the same symbol is added to get V ′Θ.
When we swap the symbols for each user in the algorithm,
repeat
foreach user a = 2, 3, . . . , L do
Consider all the non-empty columns in row a;
Rearrange each simplified column such that the top
symbol takes the symbol in row a;
while there exists two columns
[
α
β
]
and
[
γ
α
]
for some
β 6= α and γ 6= α do
Swap α and γ to get
[
γ
β
]
and
[
α
α
]
;
until The while condition is not satisfied for one cycle of the
foreach loop;
Algorithm 1: The Shuffling Algorithm
we always swap the top symbols, i.e., symbols in the same
row—the bottom symbols may be from different rows. Hence,
the properties of f derived in Section III-B remain true.
Consider the decoding of user a using the A′ non-empty
simplified columns. The user again rearranges each simplified
column such that the top symbol is from row a. Doing that,
the top symbols of these simplified columns are distinct—they
corresponds to the A′ symbols in WΛ. Now, if a symbol α
appear at the top of a simplified column and the bottom of
another, it has to take the form
[
α
]
,
[
β
α
]
,
[
γ
α
]
, . . . ,
[
ζ
α
]
, because
all α can only appear once at the top, and the case
[
α
β
]
and
[
γ
α
]
for any β 6= α and γ 6= α has been eliminated. Consequently,
user a can decode all the top symbols, i.e., WΛ. This is true
for all a ∈ {2, 3, . . . , L}. So, we have shown that if a user can
decode f (with message shuffling), then it can decode all its
required messages.
IV. PROOF OF THEOREM 1
A. The Converse
The converse follows from the cut-set arguments [10, Thm
15.10.1], [11, eqs (11)–(12)], [1, Sec III] and is omitted here.
B. Achievability
Sketch of proof: We pick any rate tuple R that satisfies (5)
and (6). To show that this rate tuple is achievable, we employ
the length-`Σ1 finite-field vector f , as defined above in Table I
and shuffled with Algorithm 1, and show that
1) the relay is able to decode f in n uplink uses,
2) each user is able to decode f broadcast by the relay in
n downlink uses, and
3) each user can decode its required messages from f and
its own messages.
Part 3) has been shown in Sections III-C and III-D, and we
will show parts 1) and 2) below.
Remark 2: In our proposed coding scheme, the relay trans-
mits after decoding f . This means a total of 2n channel
uses (n for the uplink, followed by n for the downlink).
This issue can be easily rectified by repeating this scheme
multiple times for multiple messages. Using the uplink and
the downlink simultaneously, the relay transmits f that it has
previously decoded, while, at the same time, the users transmit
new messages. This is a commonly-used technique for relay
channels (see, e.g., [12][1]).
1) The relay is able to decode f in n uplink uses
First, we quote results for random linear block codes [2].
Lemma 1: Consider the channel (1). Suppose that each user
a ∈ {1, 2, . . . , L} encodes a length-` finite-field message (say
Ua) into a length-n finite-field codeword, and all users transmit
their codewords simultaneously in n channel uses. If n is
sufficiently large and if ` log2 Fn < log2 F −H(N0), then the
relay can reliably decode U1 ⊕ U2 ⊕ · · · ⊕ UL.
The transmission described in Table I utilizes n uplink
channel uses in total, and this is divided proportionally to
all the blocks, i.e., each block I utilizes n `I
`Σ1
, nI channel
uses to transmit `I finite field symbols using random linear
block codes.
Now, since RΣmax = R
Σ
1 =
`Σ1 log2 F
n =
`I log2 F
nI
satisfies (5),
using Lemma 1 and choosing a sufficiently large n, the relay
can reliably decode fI in each block I and hence f .
2) Each user is able to decode f broadcast by the relay in n
downlink uses.
Since f is a finite-field vector of length `Σ1 , there are at most
F `
Σ
1 distinct vectors f . The relay selects some p(x0), randomly
generates a single length-n sequence x0 for each f according
to
∏n
t=1 p(x0[t]), and transmits x0(f) on the downlink.
Each user a ∈ {1, 2, . . . , L} attempts to decode f on the
downlink with the help of its prior messages, {WI : a ∈ I}.
Recall that f is a deterministic function of all users’ messages.
Of all the messages, only {WI : a /∈ I} are unknown to a.
This means user a needs to decode the actual transmitted f out
of at most F `
Σ
a = 2nR
Σ
a candidates. Denote this candidate set
by Da, i.e., the set of distinct f that is formed by all possible
{WI : a /∈ I} and the correct {WI : a ∈ I}. It contains all
possible f user a may decode to. We have
|Da| ≤ |{WI : a /∈ I}| = F `Σa . (9)
Each user a ∈ {1, 2, . . . , L} decodes f from its received
downlink channel outputs Y a if it can find a unique vector
f ∈ Da such that
(X0(f),Y a) ∈ A(n)η (X0, Ya), (10)
where A(n)η (X0, Ya) is the set of jointly typical sequences
{(x0,ya)} [10, p. 195]. Otherwise, user a declares a decoding
error. So, user a makes an error in decoding if the event E1∪E2
occurs, where
• E1: the correct f ∈ Da does not satisfy (10),
• E2: some wrong f ′ ∈ Da satisfies (10).
By definition, we have f ∈ Da. From the joint asymptotic
equipartition property (JAEP) [10, Thm. 7.6.1], we know that
Pr{E1} → 0 as n→∞.
We now evaluate the probability of E2:
Pr{E2} = Pr{some f ′ ∈ Da satisfies (10)} (11a)
≤
∑
f ′∈Da\{f}
Pr{f ′ satisfies (10)} (11b)
≤ (F `Σa − 1)2−n(I(X0;Ya)−3η) (11c)
< 2n(
`Σa log2 F
n −I(X0;Ya)+3η) (11d)
= 2n([R
Σ
a−I(X0;Ya)+3η) (11e)
where (11c) follows from (9) and the JAEP [10, Thm. 7.6.1],
and η > 0 defined in (10) can be chosen as small as desired.
As (6) holds, Pr{E1 ∪ E2} ≤ Pr{E1} + Pr{E2} → 0 as
n → 0 by choosing a sufficiently small η. Thus each user a
can reliably decode f .
This technique of broadcast with receiver side information—
where the receiver does not need to search over all possible
f to find the correct one—has been used for the downlink of
the two-way relay channel [13], where there are two users.
V. CONCLUSIONS
In this paper we have derived optimal coding functions for
the multi-way relay channel where the uplink is restricted to a
finite-field with additive noise while the downlink is given by
an arbitrary channel model and where users may have portions
of their messages in common. The assumption of a finite-field
uplink channel allows each user to transmit at the point-to-point
capacity for the user-to-relay channel, allowing us to focus on
designing the coding function that minimizes the information
the relay needs to decode whilst still allowing the users to
decode all required messages from the downlink broadcast.
APPENDIX A
PREVIOUS CODING SCHEME FOR ONLY PRIVATE MESSAGES
IS SUBOPTIMAL FOR SHARED MESSAGES
For the finite-field multi-way relay channel with only private
messages (i.e., Ri,j = 0 for all (i, j)), we have the following
capacity result, which is a straightforward extension of [1]:
Lemma 2: Consider the finite-field multi-way relay channel
with only private messages, where each user i transmits an inde-
pendent private message Wi. The rate tuple (r1, r2, . . . , rL) ,
rprivate-only is achievable if there exists some p(x0) such that
the following is true for all i ∈ {1, 2, . . . , L}:∑
j∈{1,2,...,L}\{i}
rj < min{log2 F −H(N0), I(X0;Yi)}. (12)
Conversely, if rprivate-only is achievable, then there exists some
p(x0) such that (12) is satisfied all i ∈ {1, 2, . . . , L} with a
non-strict inequality.
In this paper, we refer to the coding scheme that achieves
the capacity region in Lemma 2 as functional-decode-forward
for private messages (FDF-P). Although we can use the FDF-P
scheme when there are shared messages, the scheme is not
always optimal. Consider three users, L = 3, with shared
messages, where
1) X1, X2, X3, Y0, N0 ∈ {0, 1, 2, 3}, i.e., F = 4,
2) Pr{N0 = 0} = Pr{N0 = 1} = 1/2,
Pr{N0 = 2} = Pr{N0 = 3} = 0,
3) X0, Y1, Y2, Y3 ∈ {0, 1},
4) Y1 = Y2 = Y3 = X0.
Suppose that we have private messages Wi (of rate Ri), each
known to one user i, and shared messages Wi,j (of rate Ri,j),
each known to two users i and j. To transmit private messages
and shared messages using FDF-P, we transmit them as if they
are all private messages. To this end, we first split each shared
message Wi,j into two parts, say W ′i and W
′
j , and let user i
transmit W ′i and user j transmits W
′
j . More specifically, we
split the message W1,2 into independent sub-messages, i.e.,
W ′1 of rate R
′
1 and W
′
2 of rate R
′
2, where R
′
1 + R
′
2 = R1,2.
Similarly, we split the shared messages (i) W1,3 into W ′′1 and
W ′′3 with rates R
′′
1 and R
′′
3 respectively, and (ii) W2,3 into W
′′
2
and W ′3 with rates R
′′
2 and R
′
3 respectively. Doing this, each
user i will need to transmit (Wi,W ′i ,W
′′
i ) to the other two
users at the rate ri = Ri +R′i +R
′′
i , where R
′
i, R
′′
i ≥ 0.
Suppose that the following rates are achievable by FDF-P:
R1 = R2 = R3 = 0.4 − δ, R1,2 = 0.2 − δ, R1,3 = R2,3 =
0.15− δ for some small δ > 0. From Lemma 2, we have
r1 + r2 = R1 +R2 +R1,2 +R
′′
1 +R
′′
2
≤ log2 F −H(N0) = 1, (13)
⇒ (R1,3 −R′′3 ) + (R2,3 −R′3) = R′′1 +R′′2
≤ 1−R1 +R2 +R1,2 = 3δ, (14)
⇒ R′3 +R′′3 ≥ R1,3 +R2,3 − 3δ = 0.3− 5δ. (15)
So, r1 +r3 = R1 +R3 +R′3 +R
′′
3 +R
′
1 +R
′′
1 ≥ 1.1−7δ+R′1 +
R′′1 ≥ 1.1− 7δ. Choosing δ = 0.01, we have r1 + r3 ≥ 1.093.
But from Lemma 2, we must have r1 + r3 ≤ 1 (contradiction).
Hence, these rates are not achievable using the FDF-P, but one
can show that they are achievable using the scheme proposed
in this paper (see Theorem 1).
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