Abstract Process management is a crucial issue in developing information or computer systems. Theories of software development process management suggest that the process should be supported and managed based on what the process really is. However, our learning from an action research study reveals that the requirements engineering (RE) process differs significantly from that which the current literature tends to describe. The process is not a systematic, smooth and incremental evolution of the requirements model, but involves occasional simplification and restructuring of the requirements model. This revised understanding of the RE process suggests a new challenge to both the academic and industrial communities, demanding new process management approaches. In this paper, we present our understanding of the RE process and its implications for process management.
Introduction
It has long been recognised within the information systems and software development industry as well as the research community that requirements engineering (RE) is a crucial phase of the systems development life cycle (e.g. [1, 2] ). The management of the RE process is inevitably an essential issue in successful project management and, subsequently, in developing high-quality systems.
We believe that design explanation, 1 which represents and explains the rationale behind the design activity, can provide the systems developer and the project manager with many potential benefits in understanding and monitoring the RE process. Therefore, we were motivated and encouraged to explore and investigate potential benefits of the incorporation of design explanation within the process. We have been able to gain from our studies, inter alia, a new understanding of the RE process.
Our study revealed that the RE process was not smoothly incremental but involved both the incremental building and the occasional radical reorganisation of the requirements specification/model. Our experience suggests that this reorganisation usually happens as a consequence of sudden insight (sparked ideas) rather than of systematic deliberate effort.
We should not have been surprised by this pattern because it is consistent with the general problemsolving process in other human activities (see studies in psychology and creativity, e.g. [3] [4] [5] [6] [7] ). Moreover, information systems (IS) professionals also agree with the pattern when we discuss our work with them. While we should not have been surprised, nonetheless we were because this result conflicts with the academic literature in RE; for example, see the major textbooks [8] [9] [10] . The RE process is often described as cyclic with each cycle consisting of elicitation, analysis and validation activities (e.g. [10, 11] ). In Robertson's and Robertson's view [12] , the RE process can be seen as an asynchronous network of activities which can be customised to specific applications. Alexander [13] acknowledges the collaboration between the users and the developers and sees the RE process as consisting of four cycles of cooperative inquiry. Although the detailed description of the RE process may vary from author to author, at a high level of abstraction the requirements problem space is structured and refined in an incremental mode. Cycles of construction and reconstruction of the problem space have not been mentioned in previous research.
Not only does the textbook literature describe the RE process as smoothly evolutionary and generally cumulative, but the research literature also focuses on a generally incremental model. For example, although the often cited description of the RE process by Pohl [14] recognises different dimensions of the process, it still reflects a generally incremental, evolutionary process.
It is important to note that there are a number of studies into the opportunism in design including general design and RE (e.g. [15] [16] [17] [18] [19] [20] [21] [22] ). These studies cast considerable doubt upon the description of the RE process as balanced and systematic, instead characterising the process as opportunistic. Although opportunistic behaviours are observed to be critical in the RE process, the questions of how they occur, what their triggers are, and what their impact on the complexity of the problem and the requirements model is, have not been described adequately. We strongly believe that despite the difficulty in identifying the trigger of opportunistic insights, it is possible and important to capture a contextual and detailed description of the RE process. More specifically, the dynamics of the conceptual understanding of the problem by the requirements engineer and the impact of critical opportunistic decisions on the conceptual understanding, expressed in the requirements model, need to be examined more thoroughly.
The pattern of occasional reorganisation of requirements models that we describe above raises a number of issues for the RE community:
• While there is well-known theoretical and empirical support for the pattern within problem solving in both natural sciences as well as creative arts, the RE literature is not only silent on this issue, but also it offers, almost uniformly, a conflicting model of incremental growth.
• While the pattern resonates with the IS professional, it is not 'compiled' into a coherent understanding. Therefore, the professional acts and manages the process as if it were smoothly evolutionary with negative implications on the ability to project manage (and, incidentally, on the ability to offer tool support for the process). Indeed, most current CASE tools do not support the pattern above well, but instead almost uniformly support an evolutionary process.
The paper, then, reports results which are:
• in line with the intuition of the RE profession;
• in line with literature on problem solving, creativity and on research generally (cf. Kunh's concepts of paradigm shifts between periods of so-called 'normal science' [23] ); • in conflict with the RE literature.
The paper is structured as follows: Section 2 describes background information of the research project in terms of research method, setting and process; Section 3 describes research observation and findings; Section 4 discusses implication of the findings; and Section 5 outlines directions for future research.
Overview of the research project
The objective of our overall research programme was to explore and investigate potential benefits of the incorporation of design explanation within the RE process. In pursuing this overall objective, we undertook an in-depth study into the process of RE with the focus of determining requirements for a support tool in RE. This paper reports our findings in this regard.
Research method
The research method adopted was action research [24] [25] [26] [27] [28] [29] through hermeneutic cycles. Action research involves a detailed study of a specific context, i.e. a specific problem within a single or group of events/organisations. It involves a conscious effort of the researcher to apply a theory in a real-world situation to test the theory and, in turn, provide practical outcomes for theory building [28] [29] [30] .
Action research may be classified within the interpretive research category [27] [28] [29] 31] . Interpretivist research offers advantages in providing a rich picture of a specific context, embracing more complex variables, generating a rich understanding, gathering meaningful explanations of the phenomenon, and deriving fruitful insights and concepts strongly grounded in reality. On the other hand, the limitations of the approach are the restriction to a single event/organisation, the difficulty in generalisation of the results, the subjectivity of the approach, the inability of researchers to be unbiased and the different explanations of researchers of events [29, [31] [32] [33] .
In addition, we were driven by the motivation of overcoming the shortcomings exhibited in previous research when choosing a research method and design for this project. Most previous research focuses primarily on the examination of designers' activities individually in the context of abstraction levels rather than provide a rich contextual analysis of the phenomenon; therefore, they lack the examination of the dynamics conceptual understanding and perception of the problem by the designer. Our research project was intended to explore and generate a qualitative interpretation of the use of design explanation within RE and to gain a deeper understanding of the RE process. Action research was chosen in our project because of its suitability for exploratory research to generate issues naturalistically and inductively [27, 28, 30, 34] . The active and reflective characteristics of action research enabled us to explore and investigate the ideas and concepts of RE, experience the process under study and reflect upon it, interpret our observation and derive a meaningful explanation of what happened. The hermeneutic cycles of action research allowed research ideas/concepts to be generated, refined and evolved.
Research setting
Checkland [26] describes the action research process in terms of an intellectual framework within which findings will be defined, a theory (method) under investigation, and a real-world situation in which the theory is applied and investigated. In this context, our research process is described as follows (see Fig. 1 ).
The intellectual framework adopted in our action research can be simply stated: systematic documentation of the requirements model and underlying arguments could be useful in understanding the evolution of requirements and in monitoring and improving the RE process. This framework was derived from a critical literature review of RE and design explanation.
The theory being investigated and explored was the incorporation of design explanation within RE. The specific RE methodology chosen for the study was Formal Object-Oriented Method (FOOM) [35] . Our research project formed a theory extension (and evaluation) sub-project within a large research programme aimed to develop FOOM. It is a contemporary methodology and drew upon a synthesis of socio-organisational theory, the object-oriented approach, and mathematical formal specification. The main contribution of FOOM is the linkage between socio-organisational enquiry and a rigorous representation of the results of that enquiry.
The real-world situation for our action research was an RE project in Australia. The project involved three participants, all of whom were experienced requirements engineers -a FOOM specifier/researcher, a FOOM developer and an expert in design explanation -and took over 18 months in a university environment. It involved the development and specification of requirements for a CASE tool to support RE in FOOM, particularly, to address a (perceived) problem that, while FOOM offers many advantages, the effort involved in maintaining the three system models/views intrinsic to the methodology was too great a cost.
Although this underlying RE project can be simplistically characterised as the development of a FOOM CASE tool, in reality it is better described as a search for the requirements for such a tool. Indeed, we attempted to systematically investigate (explore), understand, analyse, validate and document requirements for a CASE tool (in this case, to support the RE process). It was a cooperative process between three people. Requirements were documented using the FOOM formats from informal, semi-formal to formal notations. Much of what we describe in the paper reports a view of a supporting product, but the process is not solely (or even most importantly) one of design. Rather it is a process of learning to understand the RE process to be supported. The underlying FOOM process model, prior to this research sub-project, had evolved from the conventional waterfall-based model (see Fig. 2a ) to a more flexible model (see Fig. 2b ). Figure 2 (b) denotes that the requirements model development is not top down, but rather takes place simultaneously at multiple levels of abstraction. Figure 2 (b) can be considered as consistent with Polh's view [14] (see Fig. 3 ).
The formal and object orientation characteristics of FOOM allowed us to precisely reflect on and represent our understanding of the requirements problem at different stages of development. FOOM is, however, a conventional RE method in that it focuses on one or more dynamically changing 'models' of the problem context under study and the unstated assumption is of cumulative evolution of understanding. Therefore, we strongly believe that the research outcome can also be extended to other RE methods.
The nature of the project enabled us to examine approximated reality by focusing on realistically scaled problems over a long period of time as well as enabling the flexible control required when research ideas and concepts evolved. The length of the study enabled us to have a rich source of data and a comprehensive picture of a specific context in order to build a rich understanding of the process.
Research process
The process of using design explanation within FOOM was observed, interpreted and explained by the researcher through two hermeneutic cycles. During the first research cycle, an ad hoc design explanation notation, Issue-Based Information System (IBIS) [38] 2 was introduced to record and explain the modelling process, including the evolution of requirements, modelling decisions and their rationale (Fig. 4a) . The benefits and limitations of recording the RE process using IBIS, identified in the first research cycle, led to a redesign of the process of using design explanation within RE. A detailed description of this research cycle can be found in Nguyen et al. [39] .
During the second research cycle, additional post hoc analyses were constructed using the Question-OptionCriteria (QOC) [40] notation to supplement the IBIS arguments (Fig. 4b) . The learning from the second research cycle confirmed the benefit of complementary use of both the ad hoc and post hoc design explanation approaches within RE. A detailed description of this research cycle can be found in Nguyen and Swatman [41] .
Please note that in design explanation many authors use the terms ad hoc/process oriented on the one hand and post hoc/structure oriented interchangeably -in this paper we follow the majority practice and use the terms ad hoc/post hoc, partly because these terms highlight very clearly the most important difference in usage made of these techniques in our project -ad hoc (capturing rationale during the process of understanding and modelling); post hoc (capturing rationale after the process).
The researcher herself applied design explanation within FOOM while, at the same time, observed and reflected upon her and other participants' actions to investigate and explore the use of design explanation. A more detailed description of the project can be found in [39, 42] . This paper focuses on describing a new, significant understanding of the RE process, generated and examined through both research cycles, and discusses its implications.
Interpretation of research findings

Observations
The goal of data collection in this research project was to generate an intimately focused and rich description and explanation of the process being investigated. Therefore, the data collected were qualitative and aimed at describing the RE process and the experience of the researcher during the course of action. The methods used to collect observational data include document reading, note-taking, and discussion (informal/semiformal interview) between the participant-specifier and the clients. Data collected included: • what decisions were made; • when they were made; • why they were made; • what contextual information (i.e. of the decision and their rationale) was taken into account in making the decision.
Consequently, we have a record of the dynamics of the model and the underlying deliberations made during the entire RE process. The next section presents a qualitative interpretation of the RE process based on the observation of the process and qualitative data recorded.
Qualitative analyses
Overall, the interpretation shows that the process of RE is creative and rather opportunistic. Particularly, it also leads to a new pattern describing the evolution of the requirements model. We present two examples extracted from our research diary to illustrate this new understanding.
The first example 4
The RE problem. To specify requirements for a CASE tool which supports the creation of argumentation documents in the form of node-and-link diagrams according to a specific argumentation notation. The argumentation documents created when the CASE tool is eventually used should be linked to the associated requirements model. The primary business domain was the expression of design arguments using various argumentation notations.
The requirements model evolution. Figure 5 shows some snapshots of the requirements model captured at four different stages.
The RE process. Our IBIS record shows clearly that as time progressed details of the problem were uncovered and structured. We started with the creation of classes in the design argumentation domain (e.g. the classes Argument, Node, Link, Notation). Later we also considered classes from configuration management domain (e.g. the classes Object, Model, Project). Clearly, over time, requirements were acquired, developed and refined. The problem space was uncovered, expanded and structured over time as we followed and drifted between different thoughts and ideas that paved the way for it. Our growing understanding of the problem was progressively transferred to the model through the addition of and/or changes to the model's components. The complexity of the model gradually increased over time (see Fig. 5a , b, and c).
Later, we experienced a dilemma. As we were driven deeper into the modelling of the requirements problem, we found ourselves being required to continuously add and modify the requirements model. However, the more complex the model became, the more complex the expression of the new information became because it had to fit in with the existing growing structure of the model, both semantically and syntactically. Our IBIS Issues show that often a new component added to solve a specific problem instigated other (sub-)problems as well as other technical discussions. The complexity of the requirements model increased rapidly.
Next, an unexpected sparked idea led to exciting progress. An abstract class (see the class Graph in Figure  5d ) was created to generate the graph structure for a number of other classes in the model (see the classes Project, Model and Argument). Interestingly, this abstract class was not found in the problem domains and had not been part of our previous thoughts. It was found unexpectedly and suddenly. The new class helped us reconceptualise our understanding of the problem space and accelerate the development process: • Prior to this point we focused on local understanding around the structure of each class of the model. Moreover, we focused only within the design argumentation and configuration management domains.
The new classification reflects a holistic view of the model. • Our models were now based on well-established graph theory. Later, we applied the concepts of cyclic and acyclic structure of the graph theory to specify our specific classes.
• The inheritance hierarchy of the model became deeper, and thus increased its simplicity and extendibility.
Discussion. Clearly, this insight restructured our problem space and significantly simplified the requirements model. This story shows clearly that the evolution of the requirements model is not a smoothly incremental one. First, the overall complexity of requirements models increased as we continued carving an appropriate path into the problem and represented our understanding in the model. Later, due to the inevitable increasing entropy during the modelling process, the requirements model complexity increased exponentially over time. At crisis point, due to a sudden insight, the complexity of the model was reduced significantly. Moreover, rather than simply having fewer components, the newly restructured model had a new architecture: it had a new class hierarchical structure. The newly structured model widened the problem space, was based on solid graph theory and supported a holistic view of the classes. Therefore, our conceptual understanding of the problem must have been increased. 
The second example
The RE problem. To specify the graph structure for a number of classes in the model (the classes Model, Argument and Project).
The requirements model evolution. These are models before ( Fig. 6a) and after (Fig. 6b ) the crisis points. Most specification versions were written in a formal specification language, Object-Z. The detailed specifications are not required to establish the shape of our arguments and, for brevity, are not included here. Our discussion of this example focuses on the cognitive aspects, i.e. analysis path, breakdown and insight. The RE process. The IBIS documents show that our attention switched between different problem areas rather than focusing on each one in sequence. Similarly to our observation in the first example, both our understanding of the problem and the complexity of the requirements model increased over time.
There are a number of important issues which shape the growth of the complexity of the requirements model. Here we discuss one of such issues. First, as we specified these classes in Object-Z, we noted that there was a difference between the graph structures of these classes. Therefore, we further specialised the abstract class Graph into the abstract class AcyclicGraph. The class Project was refined (and redefined) as a subclass of the class AcyclicGraph (see Fig. 6a ). Our recorded IBIS Issues and interim versions of the formal specification show the gradual growth of the complexity of the model.
The rationale supporting this decision was that we wanted to maintain consistency with the time factor: a version created later cannot lead back to another version created earlier. Later, this definition was further refined to support the acyclic structure of the Project graph, including the situation in which arguments and design decisions confirm the appropriateness of a Model, i.e. determine not to change a current version.
Next, various IBIS documents show that we encountered a number of issues related to the problem of how to record decisions and transitions between Models while maintaining an acyclic graph structure of Project:
in the properties or operations of the classes Project and/ or Decision. As a result, a number of classes (i.e. the classes Argument, Model and Decision) were revised to support the new structure of the class Project while still fitting into the existing associations with each other and other classes. The rate of growth of the overall complexity was slowing down. Later, the class Decision was further specialised into two subclasses. Although these issues (and specifications of classes) are not discussed in detail here, they can be found in Nguyen et al. [43] . These issues show that modelling activities were switching between different problem areas and at different levels of abstraction.
Next, the focus was switched back to the graph-based classes. The design explanation documents related to this problem prompted us to reconsider the requirements and the structure of the classes. The ramifications of this problem turned out to be more important than expected. In fact, we learned that there is a recursive graph structure in the system being modelled. The unforeseen structure uncovered a new understandingan unexpectedly complicated problem space. The model was no longer seen as consisting of separated graphbased classes, but a complex recursive graph of graphs of different types. We created the virtual class GraphNode and started building an inheritance tree of different nodes for different graphs (see Fig. 6a ). We tried different ways to specify different node classes for different graph-based classes, i.e. for Argument, Model, Project and Graph. The modelling process became very complicated and error-prone. The overall complexity grew rapidly.
Again, this problem was solved by an unexpected insight. It suddenly became apparent that Model could also be a kind of Node. The problem was resolved by allowing the use of the multiple inheritance structure for a class (the class Model) instead of the complicated inheritance structure for the nodes (see Fig. 6b ).
Discussion. This story shows how the overall complexity of the requirements model increased gradually as the problem space was explored, different ideas arrived and 
: the recursive graph structure of the requirements was realised. This phenomenon can be compared to Heidegger's [44] concept of breakdown. 'Objects and their properties are not inherent in the world, but arise only in an event of breaking down in which they become present-at-hand' ([45], p. 36). To a problem solver, the course of action is interrupted by unreadiness when a hidden problem becomes apparent [45] . The complexity increased rapidly as we added new constructs to the requirements model in an attempt to solve the complex problem at the unreadiness point. In addition, we also tried to make new constructs fit with the existing structure of the model. Later, the problem was solved and the complexity was reduced significantly. This happened as a result of a sudden enlightenment which reconceptualised our understanding. Although the solution seems to be evident now, we did not perceive it previously. This can also be compared to what is described in Mayer [46] : it is often that the problem solver does not have an accurate feeling of when he/she would solve the problem. The ideas of the class Graph and viewing a Model as a Node must have been unconsciously formed while we were consciously exploring and carving paths into the problem space for a long period. Both the above problems were solved suddenly by a breakthrough of the above unconscious idea. Both these examples evidence the insight-driven nature of RE.
Summary: a new understanding of the RE process
Although the evolution of complexity was not measured quantitatively, it was evident through our qualitative observation that the process was not smoothly incremental. In fact, it involved occasional 'crisis' points at which the requirements model was reconceptualised, restructured and simplified (Fig. 7) .
Overall, the qualitative observation and analysis of the RE process showed that the process involved intertwined activities of the construction of the problem space as well as the generation and evaluation of its workable solutions. During the process, the problem space was continuously explored and structured. Components of the requirements model were introduced as new information was being acquired, accumulated and represented. The overall complexity grew over time.
At the critical point, as a result of radical insight, the problem was reconceptualised, the problem space (or its part) was reshaped and the model was simplified and restructured. The restructured model had a new architecture reflecting a new perception and understanding of the requirements problem. The complexity of the requirements model was reduced significantly. The reconceptualisation accelerated the development process and elevated the level of abstraction of the model. The newly restructured model became a basis for a further development cycle. We call this cycle of inadvertently building up and reducing the complexity in requirements model 'catastrophe cycle'. 5 The catastrophe cycle model agrees with previous findings by other authors [21, 22, 47] that the process of design in a broad sense is characterised by opportunistic movement between different problem areas and by 'frequent discovery and adaptation of goals and activities in response to changing circumstances' ([26] p. 13 ). An initial attempt has been made to analyse the dynamics of the RE process from both the product and process aspects [48] . Findings from this attempt strongly encourage us to conduct further research in this direction.
Implications of research findings
New challenges
Deming [49] and Humphrey [50] argue that process management should be based on a deep understanding of the process. Their arguments suggest the need for supporting and managing the development process as it really is. Therefore, the new understanding of the process of the RE -the catastrophe cycle model -suggests two important issues to both the research and industry communities:
• Current systems development life cycle models, approaches and tools, even those supporting a nonlinear process model, tend to impose an incremental evolution of the requirements model. It is not yet clear whether, on balance, the imposition of such an evolutionary approach assists or handicaps the systems developer and project manager.
• Based on the new understanding of the RE process, how best can we monitor and manage it?
The first issue is not our focus in this paper. Below, in respect to the second issue, we discuss implications and suggestions based on the findings described above. 
Understanding complexity in the requirements model
There is a need to measure the complexity of the requirements model, monitor its dynamics, and support the cycles of continually building up and significantly reducing the complexity in the model (at crisis points). Therefore, we undertook a deep analysis of complexity in the requirements model and its dynamics, especially at the crisis points. We were able to identify two types of complexity -essential and incidental complexity -and to understand the usefulness of using post hoc design explanation in gaining the essential complexity in the requirements model. Subsections 4.2.1 and 4.2.2 briefly describe these concepts. A detailed description of the dynamics of these types of complexity in the requirements model can be found elsewhere [41, 42] .
Essential and incidental complexity of the requirements model
The evolution of the requirements model involved both the growth of the essential complexity throughout the discovery of new information and the growth and shrinkage of the incidental complexity of the model as the model underwent a large number of changes. The essential complexity reflects the intrinsic understanding of the problem. This complexity increases as the problem space is explored and our understanding is expanded. If we assume that there is an 'objective' problem complexity then the essential complexity of our model grows towards this 'full' problem complexity.
The incidental complexity represents the complexity of expression/representation rather than of substance in the model. The incidental complexity tends to grow as a side effect of the way in which discovered information/ understanding is structured and represented and occasionally shrinks when the model is simplified and zrestructured as a result of radical creative insight.
Leveraging the gain of essential complexity at the crisis points
Our detailed qualitative analysis of the context of crisis points shows the following:
• At crisis points, the newly restructured model had a new architecture and reflected a new conceptual understanding of the problem. It was not simply the previous model with a reduced number of components through removing redundant components and polishing the model. The new architecture of the model reflected a new perception of the requirements problem gained through reconceptualisation.
• The reconceptualisation of the problem tended to be opportunistic and insight-driven, i.e. not driven through systematic analysis or deliberate effort. The reconceptualisation relies on the requirements engineer's creativity. This clearly shows that the solving of requirements problems depends on the requirements engineer being creative and flexible in changing his/her perception of the problem and being able to view it from different perspectives.
• Although the overall complexity was reduced as a result of significant insight, the incidental complexity was reduced, but the essential complexity was not. An analysis of the requirements model prior and after the crisis point (see [41, 42] ) shows that the essential complexity could increase through the re-examination of the problem space and the evaluation of the requirements model using a post hoc QOC analysis (see Fig. 8 ).
These findings firstly confirm the perspective that the process of RE is creative and opportunistic. Secondly, the findings also extend this understanding by revealing the effects of creative and opportunistic insights in problem understanding and solving activity, particularly in RE. Indeed, the incidental complexity of the requirements model is occasionally reduced significantly as a result of creative reconceptualisation insight. Finally, they suggest a way of increasing these effects using a post hoc examination of the problem space. The benefits of the complementary use of both ad hoc and post hoc design explanation approaches within RE learned from this research are described in Section 4.5.
Monitoring and managing the catastrophe cycle RE process
It is clear that systems developers need to be able to continually explore and develop their understanding of the requirements problem as well as to radically reconceptualise the problem from different perspectives at some stages. In addition, crisis points, at which the requirements problem is reconceptualised and the requirements model is restructured, inevitably occur. However, it is not clear what constitutes healthy (acceptable) frequency of reconceptualisation: it is not known how often we should reconceptualise and restructure the model, or even what basis we might use Fig. 8 Gaining essential knowledge at crisis point to answer this question. More problematically still, this reconceptualisation appears to be largely insight-driven and opportunistic, i.e. cannot be reliably triggered by deliberate effort.
Having identified the importance of crisis points and the difficulty encountered in stimulating them, we believe that the complexity of the requirements model, if well monitored, would signal the project/process manager when managerial actions might be needed. Indeed, unusual rhythms in the catastrophe cycle pattern would inform the manager (and the systems developer) of two possible situations:
• Lack of crisis points indicates that there is a lack of flexibility of the requirements engineer in viewing the requirements problem from different perspectives and restructuring the model. The modelling activity might be disorganised and the model might be too complex. This might be due to eliciting an excess of information and thus continuously building up complexity without reorganising the information, crystallising ideas and restructuring the model at appropriate stages.
• Excessive frequency of crisis points suggests that there is a lack of persistence and coherence in the modelling activities. The developers might spend too much time on the representation and changing of the model without building up a holistic understanding of the problem, e.g. rushing into expressing and reorganising components of the model without conceptualising and developing a mature understanding of the problem space.
Since the insight leading to a crisis point and its effects need to be understood and examined in the context of the problem space, the use of any quantitative approach to measuring and monitoring the RE process, by itself, would not be sufficient. Therefore, additional support for the project manager is needed. For this purpose, the next section describes our reflection upon and re-examination of the use of design explanation approaches IBIS and QOC used in this project.
Understanding and documenting the RE process
Besides monitoring the pattern of the requirements model evolution, there is also a need to document the rationale behind the RE process. Both the ad hoc IBIS and post hoc QOC approaches to design explanation were found to be beneficial for the description, explanation and monitoring of the RE process. 6 Design discussions and decisions should be documented as they occur using the IBIS notation. The IBIS base describes, in chronological order, how requirements evolve over time. Based on our experience gained in this research project, we believe that the focused-based IBIS arguments support the project manager in understanding how the requirements model evolves and how the complexity in the model grows.
Periodically, especially at crisis points, IBIS arguments need to be reviewed and converted into QOC analyses to aid the evaluation of the requirements model as a whole. QOC analyses provide the project manager and systems developer with a retrospective and holistic evaluation of the requirements model at different stages of development. This enables the project manager to read only the latest QOC analysis (and the stream of IBIS arguments created thereafter) in order to assess the development situation and understand the rationale underlying the specification.
The usefulness of QOC as well as the cost of the creation of QOC led us to the question: When best to do QOC? Our observations show that QOC analyses were often associated with radical insights which led to the reconceptualisation of the requirements problem and restructuring of the requirements model. Indeed, QOC analyses were triggered by insight. Although the triggers for insight have not been identified and reported in the literature to date, we are able to say that the effects of insight can be leveraged through constructing QOC.
Supporting creativity of the RE process
Supporting creativity through promoting reflectiveness in RE
The creativity characteristic and opportunism of the RE process require us to be able to control it without interfering in the process or decreasing the flexibility needed for the systems developer's creativity. The new understanding of the RE process, the oscillations in complexity, and the use of both IBIS and QOC (above) suggest that design explanation supports reflectivity and creativity in RE:
• The IBIS arguments spell out the reasoning of the systems developer, keep them reflective about their actions, help to refresh the design memory, and assist the reaching of shared understanding among all the systems developers and other participants [39] . Our experience, in this research project, confirms the usefulness of IBIS in reflection-in-action, a concept introduced by Scho¨n [51] and later supported by the RE and design explanation research community. Indeed, Fischer et al. ([52] , p. 282) argue: 'design rationale can aid reflection by informing it with the design knowledge, principles, and ideas, and by triggering critical thought in the designer'. Recently, Louridas and Loucopoulos [53] attempt to promote reflectiveness in design by developing a generic model through systematically synthesising various design explanation models. In our research project, reading and examining the IBIS notes helped the require-ments engineer generate ideas and creative insights. Therefore, IBIS supports reflection-in-action through providing the requirements engineer with an accumulated knowledge of the problem space and assisting her in reflecting on the progress towards achieving the goal.
• The IBIS arguments explain how the requirements model develops the way it does while the QOC analyses explain why the model has a certain form at a specific stage [41] . In our project, QOC provided the requirements engineer with an understanding of the current status of the requirements model and assisted her in controlling the development process. Therefore, QOC supports what Scho¨n [54] calls reflectionon-action. Another significant contribution of QOC lies in taking advantage of reconceptualising insight resulting in the gain of the essential understanding of the problem at crisis points.
Supporting creativity through influencing mental processes
Our observational data shows the insight-driven nature of the RE process. Insight, while often involving surprise [46] , cannot happen purely by chance. Hadamard [4] asserted that insight is preceded by a previous unconscious mental process. The conscious mental process presents a presence chamber in our mind and holds the current ideas of which we are aware and on which we are working. The unconscious mental process presents an antechamber in our mind and holds a broader range of ideas, hidden at different layers beyond consciousness, which can be summoned and brought forward to consciousness [55] . The problem-solving process can be seen as a continuous movement between, and synthesis of, ideas available at the conscious layer or brought forward from the unconscious layers. Insight is described as a creative idea, formed at a remote unconscious layer, is brought forward and becomes accessible at the conscious layer and solves the problem. Insight comes unpredictably, but as a result of 'more or less intense and lengthy unconscious work' ( [4] , p. 44).
Having synthesised previous work in psychology of mathematicians, Hadamard [4] distinguished four stages of invention: preparation, incubation, illumination (insight), and the verification and expression of insight. At the first stage, our consciousness works as preparatory by exploring the problem areas and shaping directions that the unconscious may follow. Incubation is often described as the period when the problem solver moves away from the problem in hope of reaching a solution. Many authors describe the state of consciousness and unconsciousness during the incubation period in different ways, e.g. refreshing the conscious ideas, (physically) relaxing the brain (or weakening the consciousness), or getting rid of false leads and assumptions, approaching the problem with a broader view . . . Insight can be viewed as a breakthrough by unconscious ideas when consciousness is weakened. The instant insight is produced is often related to 'a sudden flash of ideas', 'Aha!' moment, inspirations, enlightenment . . . After insight takes place, consciousness takes turn in verifying, 'precising' and then utilising the insight. This, in turn, takes the problem solver back to the first state.
We believe that both IBIS and QOC mechanisms facilitate the productivity of both the conscious and unconscious processes at the preparation and evaluation stages. Indeed, the conscious preparation work could be influenced in order to give 'impulse' to the unconscious work [4] . Reflection-in-action using IBIS would be useful in helping the problem solver explore conscious ideas and highlight ideas hidden in unconsciousness. The structural QOC analysis helps the problem solver to step aside, synthesise conscious ideas and have a broad view of the problem. Therefore this mechanism allows the problem solver to work at higher levels of abstraction and widens problem areas where unconscious ideas might emerge and break through at a later time. When insight happens, reflection-on-action using QOC would be useful in gaining essential knowledge through more thoroughly and systematically articulating, evaluating and utilising insight at this final stage described above (see also [41] ).
In addition, the simplicity and ad hoc characteristics of the IBIS notation allowed us to document the process non-intrusively while QOC could be used in solving critical problems and in interrogating and consolidating the IBIS base when needed. This suggests that the RE process can be monitored without significant interference to the process and without decreasing the flexibility needed.
Developing CASE tools
Most current CASE tools are either syntax directed or based on a form of orderly editor which supports the cumulative and incremental mode of specification development. Consequently, they rather impede the radical reorganisation of the artefacts when reconceptualising insight takes place. Future CASE tools need to provide the requirements engineer with a flexible environment which promotes design reflectivity and creativity and supports reconceptualisation of the problem and major restructuring of the specification. This still remains a challenge.
Educating RE professionals
RE, as revealed in this research, requires both insight and creativity as well as technical knowledge. However, traditional approaches to training requirements engineers in particular, and information technology professionals in general, tend to focus on technical knowledge, largely on notations and prescribed processes. The question of how we can (and should) train requirements engineers to work effectively in an environment, where insight and creativity are required, now becomes a central issue in information technology education.
Conclusions and future research
In this paper, a grounded conceptualisation of the process of RE has been described. This aligns RE conceptually with other disciplines of research in problem solving in an unstructured/poorly understood context. This new understanding is concerned with the dynamics of the complexity in the requirements model and its relation to creativity and opportunism in RE. It appears to accord with the intuition of the professional community but is fundamentally different from the commonly accepted view in the literature. Clearly, a new systematic project management approach based on this new understanding is needed.
In summary, the new understanding of the RE process, as revealed in this study, suggests the following:
• The complexity in the RE over time should be monitored. The dynamics of the complexity can be expected to follow the catastrophe cycle process model (above). Deviations from this catastrophe cycle model inform the project managers that managerial actions might be needed.
• Design explanation can be used to provide the project manager and systems developer with the rationale behind the dynamics of the complexity in the requirements model. Periodically created post hoc QOC analyses provide the project manager with additional assessment of the requirements model at different stages without reading all the focus-based IBIS arguments.
• The design explanation base and the complexity of the model being monitored enable the systems developer and project manager to understand the ongoing creative process of RE and leverage effects of creative insights when they occur.
Although the catastrophe cycle if viewed at a very high level of abstraction might look smoothly incremental, the fundamental difference is the reconceptualisation in the requirements engineer's understanding of the client's requirements. It shows that the learning of the client's requirements is not simply the process of building knowledge by adding more information and details, but involving cycles of building up an understanding and reconceptualisation of that understanding at crisis points. By ignoring the importance of crisis points, the current RE methods and CASE tools may hinder creative ideas and reconceptualisation insight. In addition, we may also fail to facilitate a post hoc evaluation of insights at crisis points. As described in this paper, our findings are based on an interpretative and qualitative analysis of our observations and experience. Therefore, in future, we would like to consolidate the findings theoretically as well as examine the catastrophe cycle model empirically. Our current directions for future research are outlined as follows:
• Consolidating theory. The catastrophe cycle model will be related to cognitive and creativity studies and in order to build sound theoretical bases for the model. Cognitive behaviour and the similarities and differences between novices and expert designers have been discussed in the literature [56] [57] [58] [59] . Maiden and Gizikis [60] criticise the lack of research into creativity within the RE community, review the current creativity literature, and strongly argue for the need of research into this aspect of RE. These streams of research will inform a further investigation of the catastrophe cycle model. • Further developing the new understanding. There is a need to study the dynamics of both essential and incidental complexity in relation to networks of different cognitive design activities described in the literature. This study will develop a sound theoretical foundation for our understanding of the requirements modelling process.
In addition, the recognition of the essential and incidental complexity in the requirements model suggests challenging objectives: how to increase the intrinsic complexity in the content and how to minimise the incidental complexity due to entropy.
• Testing the catastrophe cycle model and evaluating the new approach to using design explanation. This model was identified from analysing qualitative data. However, quantitative measurements are needed to confirm and strengthen the model. The model will be tested through quantitative empirical studies. A quantitative measurement of complexity to test the qualitative explanation will be conducted. FOOM specifications, being expressed in formal Object-Z specification and object-oriented diagrams, assist the researcher in measuring the complexity of requirements models. The current plan is as follows: • Although there is a strong need for quantitative measures to support monitoring of the complexity of the requirements model, selection or development of an RE metrics scheme is not quite straightforward. Clearly, while the complexity of a model can be measured in a number of ways (one could draw on graph complexity theory, for example) it is not clear: -how one can objectively distinguish between essential nor incidental complexity (this requires, as a minimum, some form of semantic analysis), especially in view of the contextually determined character of what we consider to be 'essential'; -how one can control for variations in the conciseness of the languages in which the requirements are represented. For example, 'lines of code' (LOC) is one simple and, thus, commonly applied measure of program development. Ignoring, for the purpose of this discussion, the many disadvantages of LOC, one could make a case for its use as a relative measure during development (i.e. as a measure of progress). However, in RE, the representation languages used during the process are not fixed in the same way as they are during programming. It is as if the programmer could suddenly choose to change the language of the program from COBOL to, say, C++. It is quite clear, however, that absolute measures of complexity are not required -relative measures (measures which characterise the dynamics of the model development during RE) are quite sufficient to support progress monitoring. This idea guides our current consideration of metrics schemes. -To choose an object-oriented metrics scheme to measure the overall complexity of the documented static versions of the requirements model. Fully theoretically supported complexity metrics are hard to define. Complexity is probably best defined in terms of the ease of comprehension. It is thus difficult to define independently of the person doing the understanding. However, as pointed out in Henderson-Sellers ( [61] , p. 53), the most important measure is the ratio of the complexity of the model (here our requirements model) to the complexity of the problem itself. If the model is the optimal description of the real-world situation, then the essential complexity mirrors the problem complexity. Initially, the essential complexity is anticipated (as defined above) to only measure part of the problem and thus increase asymptotically towards the value of the problem complexity as time progresses and further details of the problem are uncovered and modelled. The issue of measurements of problem complexity (especially with regard to 'change over time') has been rarely discussed in the literature. Thus this future research will advance current understanding in problem complexity in RE. The growth and shrinkage of the complexity of the model over time will be measured using the selected metrics and analysed in detail.
-To identify what factors express the effectiveness of restructuring the model, for example duration and change (in both quantitative units and qualitative assessment). The connection between the measured dynamics of complexity and the experience of the actors within the process will also be taken into account. These factors will be used as a basis for a quantitative examination of the use of design explanation within FOOM. -To conduct empirical studies to test the catastrophe cycle model. Longitudinal field studies will be conducted for measuring complexity over time and testing the catastrophe cycle model both quantitatively and qualitatively. Snapshots of commercial projects will be taken, their complexity will be measured. Data will be subjected to both quantitative and qualitative analyses. The results will be cross-examined. The catastrophe cycle model will be evaluated and enhanced. -To evaluate the suggested approach to using design explanation within RE in commercial practice. The approach has been conceptually and qualitatively proven feasible, and will also be evaluated in terms of cost-effective analysis. This is especially desirable because IBIS and QOC have not been used successfully in the RE context, probably due to the additional time and effort their use required.
The synthesis of quantitative and qualitative analyses produced from these realistic, longitudinal studies will consolidate and enhance the new understanding of the RE process identified from this study. The incorporation of design explanation within RE suggested in this paper will also be evaluated and consolidated. The results gained from these studies will form bases to develop a new approach to monitoring, controlling and managing the development process using design explanation.
