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The Riemann problem is solved for 2 x 2 systems of non-strictly hyperbolic 
conservation laws abstracted from a three-phase Buckley-Leverett model for oil 
reservoir flow. The example presented here completes a program for the solution of 
Riemann problems with quadratic flux functions by allowing the region of parame- 
ters most relevant for oil reservoirs. In this example there are shocks which have 
viscous profiles but do not satisfy the Lax conditions and shocks which satisfy the 
Lax entropy conditions but fail to have viscous profiles. Therefore these two 
fundamental notions of entropy are properly distinct. Combining results from 
numerical and theoretical examinations, we show that the Lax entropy condition is 
incomplete in this example. The Riemann problem in general fails to have a solution 
in the class of Lax shocks; the solution of the Riemann problem, however, exists 
and is in the class of shocks with viscous profiles. Global analysis of dynamical 
systems defined by traveling wave solutions to the associated viscosity equation is an 
essential tool for our study. The shapes of the Hugoniot loci were obtained 
numerically. Numerical methods were also used to distinguish between and show 
the actual occurrence of all distinct phase configurations which the mathematical 
theory allowed. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
In the theory of nonlinear conservation laws, weak solutions are required 
for an existence theory but they are not uniquely determined by the initial 
data. Supplementary conditions, known as entropy conditions, are then 
imposed on the weak solutions to obtain uniqueness. The Lax entropy 
conditions [lo] restrict the characteristics which enter and leave a disconti- 
nuity (shock wave). The viscosity admissibility condition restricts allowed 
discontinuities to be limits of traveling waves for an associated parabolic 
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equation, or in the language of this subject, to admit an internal structure 
[3]. The Lax conditions fail to allow existence while, for the Riemann 
problem considered here, the viscous profiles give existence of solutions for 
the Riemann problem. 
The example we consider describes the flow of three immiscible incom- 
pressible fluids in a porous medium. This model was abstracted from a 
three-phase Buckley-Leverett model for oil reservoir flow. The flux func- 
tions are represented by a quotient of polynomials of degree two. The 
model has a unique umbilic point, i.e., a state value for which the 
characteristic speeds coincide. The example we study in the local behavior 
of these flux functions near the umbilic point, which is described by 
homogeneous quadratic flux functions [14]. It completes a program for the 
solution of the Riemann problem for quadratic flux functions by allowing 
the parametric region most relevant for oil reservoirs. The results presented 
here are based on our thesis [6]. We thank M. Shearer for pointing out an 
error in [6] and in a preliminary draft of this paper. The chronological 
relation between our results and Shearer’s is as follows. Our solution of the 
Riemann problem (with an error in the analysis of saddle-saddle bifurca- 
tions) were given in 1987. Shearer’s correction to this error and a full 
solution of the Riemann problem appeared in a 1988 preprint. The present 
paper was revised on this basis. The intellectual relation is that Shearer 
depends on our analysis of the vector field at infinity; we require his 
analysis of saddle-saddle bifurcations. Other aspects of the solution were 
obtained independently and follow the lines of our original 1987 thesis. 
The model studied is introduced in Section 1.1, where some general facts 
and preliminary results on shock waves are described. The definition of 
viscous profiles is introduced in Section 2.1. We consider the shocks which 
are limits of traveling wave solutions of an associated parabolic viscosity 
equation. These shocks correspond to certain phase space configurations of 
an associated vector field which depends on two given states U, and U,. 
Section 2.2 is devoted to describing the singularities of the vector field, 
including those at infinity. There are six singularities of the vector field at 
infinity, whereas there are at most four singularities on the finite part of the 
plane. If the vector field has four singularities, three are saddles and the 
other is a repeller or an attractor. In Section 2.3 we exhibit saddle-saddle 
connections and determine all such connections. They represent shocks 
which have viscous profiles but which are not Lax shocks. In Section 2.4, we 
describe all existing configurations for the dynamical system and use global 
analysis to draw the phase space of this vector field for any given U, and 
U,. In Section 3 we describe the rarefaction and shock curves. We deter- 
mine certain loci separating regions where the shock curves have different 
behavior. The construction of the solution of the Riemann problem is 
presented in Section 4, based on numerical as well as analytic reasoning. In 
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the solutions we employ protilable shocks which are not Lax shocks. Also, 
we exhibit Lax shocks which do not satisfy the viscosity admissibility 
condition. In Appendix A we prove that all saddle-saddle connections 
which are straight lines lie on the bifurcation lines. If the vector field has 
four singularities, we show that there are two possibilities: 
(i) The three saddles are connected to the singularity which is not a 
saddle (repeller or attractor). 
(ii) Only two saddles are connected to the singularity which is not a 
saddle (repeller or attractor). 
For the computational part of this paper we used the code “Package for 
the Solution of Riemarm Problems,” developed by Isaacson, Marchesin, 
Plohr and Temple [9]. This package determines computationally the solu- 
tion of the Riemann problem through the construction of wave curves and 
bifurcation boundaries of the wave curves. 
1.1. Weak Solutions 
Consider a system of two conservation laws in one spatial dimension: 
u, + Q(U), = 0, -53<x<oo, t > 0. 0.1) 
Here U = U(x, t) = (u, U) E R* and Q = (F, G): R2 + R2 is smooth. The 
Riemann problem is the initial value problem for this equation with the 
data 
By a solution of the Riemann problem we mean a function U = U(x/t) 
consisting of constant states separated by shock, rarefaction and composite 
waves which we will describe in Section 3. 
The system (1.1) is called hyperbolic if the Jacobian matrix dQ of Q has 
real eigenvalues for U = (u, u). Points where the eigenvalues are equal are 
called umbilic points. 
In this paper we solve the Riemann problem for Q a homogeneous 
polynomial of second degree subject to the restrictions given below: 
Q = (F, G) = dC, where C = :au3 + bu% + uv2 with 4a < 3b2. 
(l-2) 
The model (1.2) satisfies 
det( dQ( U)) < 0 vuzo. 0.3) 
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In fact, substituting the values of the partial derivatives of F and G we 
have 
det(dQ(U)) = 4[ -u2 - buv + (u - b2)u2]. 
Since the discriminant of det(dQ(l/)) is 4a - 3b2, we obtain that 
det(dQ(U)) < 0 for all U # 0 if 4a - 3b2 < 0. 
By (1.3), the point U = 0 is the unique point where the eigenvalues 
coincide, i.e., the unique umbilic point. Moreover (a, b) is in region I of 
the classification in [14]. 
A function U = U(x, t) is called a weak solution of the system (1.1) if U 
and Q(U) are integrable functions in each bounded subset of the half-plane 
t 2 0 and the relationship 
jrn 7 [$U+ @xQ(U)]dxdt + /” cP(x,O)U(x,O) dx = 0 
0 -m --oo 
holds for every smooth test function Q, with compact support in t 2 0 [lo]. 
Using the divergence theorem one can prove the following lemma: let 
[U] = U+- U- denote the jump across a curve of discontinuity and let s 
be the speed of propagation of the discontinuity. If U is a piecewise smooth 
weak solution of (1.1) then across the discontinuity the jump relationship 
s[U] = [Q], which is also called Rankine-Hugoniot relation R-H, holds. 
In particular, a piecewise constant weak solution to (l.l), called shock 
solution, with a single jump across the line x = st, 
if x < st; 
if x > st; 
must satisfies R-H relation: 
-@uL(s, UR) 3 -s(uR - Q.> + Q(uR) - Q(u.) = 0. 
Fix U, in the R-H relation above. For all s, U, = U, satisfies the R-H 
relation; it corresponds to a constant solution U(x, t) = U,. The characteri- 
zation of the locus {(s, U): .z%@~~(s, U) = 0} in a neighborhood of U, is 
obtained as follows. 
At the point s = hk(UL), U = U,, the matrix d3E”,I, is singular; so this 
is a bifurcation point for this locus. Here the eigenvalues and right eigen- 
vectors of c-IQ(U) are denoted X,, rk, k = 1 or 2, respectively. Let us 
consider first the case when U, is not an umbilic point, that is, X,(U,) is a 
simple eigenvalue. By the Crandall-Rabinowitz theorem [4], there exists a 
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smooth primary branch {(S(E), U(E)), ] E] < 6 } of this locus such that: 
(b) s(0) = X,(U,), U(E) = U, if and only if E = 0. 
(c) S(0) = ii,(O), O(O) = I/&). 
(d) There is a neighborhood 9 of (X,(U,), V,) such that if (s, U) E TJ 
and &‘,,L(s, U) = 0 and then either U = U, or (s, U) = (S(E), U(E)) for 
some E, with ] E] < 6. 
Let us consider now the case when U, is the umbilic point, so that 
A,( U,) = h z( U,) is a double eigenvalue. If moreover, dQ( U,) is diagonaliz- 
able then XuL(s, U) = 0, near (s = X,(U,), U = U,), consists generically 
of one or three primary branches [ll]. 
Eliminating the value of s in the R-H relation we obtain 
[F(U) - F(U,)](u - uL) - [G(U) - G(Q)]@ - uL) = 0. (1.4) 
This locus, which is the projection of .z?~~(s, U) = 0 onto the U,-plane, is 
called the Hugoniot locus. For flux functions which are homogeneous 
polynomials, the Hugoniot locus through the umbilic point U, = (0,O) is 
the union of straight lines satisfying 
F(U) G(U) SE-=- 
U v ’ 
where U = (u, u). 0.5) 
The slopes of these lines are roots of the equations: 
aF(1, a) - G(l, a) = 0 or F(a,l) - aG(a,l) = 0. (1.6) 
For the models introduced above it is easy to check that Eqs. (1.6) have 
three distinct real roots. We denote these lines the bifurcation lines. The 
reason for this terminology is that in the model (1.2) the Hugoniot locus 
through U, has a point of secondary bifurcation if and only if U, lies on 
one of these lines [15]. 
2. VISCOUS PROFILES 
2.1. Introduction 
One approach to obtain the elementary shock waves which arise in the 
solutions of the Riemann problem for a hyperbolic system of conservation 
laws is to derive these elementary solutions as limits of traveling wave 
solutions of an associated parabolic equation. In this paper we consider the 
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approximating parabolic equation 
u, + Q(u), = @xx, E > 0, (2.1) 
called the viscosity equation associated with (1.1). Gel’fand [5] showed that 
the existence of such shocks corresponds to certain configurations of the 
phase space of an ordinary differential equation. More specifically, let U, 
and U, be two constant states that can be connected through a shock with 
speed s. We seek smooth solutions of (2.1) of the form U = U((x - st)/e) 
which converge as E tends to zero to the given weak solution of (1.1). 
Substituting 
u= u(t), .$= v
in the viscosity equation (2.1) we see that U satisfies the second-order 
ordinary differential equation 
-sUt + Q(U)( = U,,. 
This equation can be integrated once to yield 
-sU+Q(U)+C=ti (2.2) 
Here C is a constant and the superimposed ot indicates differentiation 
with respect to 6. If U = U(t) converges to the shock solution of U, + 
Q(U), = 0 when E + 0, we must have 
It follows that the left-hand side of (2.2) must vanish at U, and U,. 
Therefore, we can find the value of C = slJ, - Q(U,) and (2.2) becomes 
ri= -s(U- U,)+ Q(U) - Q(U,). (2.3) 
The system (2.3) may be written as 
fi = --s(u - UJ + F(U) - F(U,) = (a(u), 
d = --s(u - ur)+ G(U) - G(U,) = \k(U). (24 
From now on X, will denote the vector field (a,, \k), with Cp and \k as 
above. Notice that U, and U, are singularities of this vector field and that 
all singularities of X, lie on the Hugoniot locus. The singularities of X, 
depend on s (as well as on U, and U,). We recall the following definition. 
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DEFINITION 2.1. Let y be the orbit through a point p of a C’ vector 
field X on the plane. The o-limit of p is the set 
w(p) = {q E R*; 37, + CCI with+,) + q}. 
We note that w(p) = o(j) if fi belongs to the orbit of p. We define the 
w-limit of an orbit as the set of w(p) for any p E y. Similarly, we define the 
a-limit for 7n + - co. 
Therefore, for the existence of a shock wave solution of U, + Q(U), = 0 
which is a limit of traveling wave solutions of the associated parabolic 
equation (2.1) there must exist an orbit y of the vector field X, = (0, \k) 
satisfying 
a(y) = U, and W(Y) = u,. 
We say that a shock s, U,, U, has a viscous profile if there exists an orbit of 
the vector field X, = (a, \k) connecting U, to U,. 
We say that a singularity p of a vector field X is hyperbolic if the 
eigenvalues A, and A2 of the linear vector field dX( p) have non-zero real 
part. When the eigenvalues of dX( p) are real, a hyperbolic singularity is an 
attractor if A, I A, < 0, a repeller if 0 < A, 5 A, and a saddle if A, < 0 
c A,. We remark that the eigenvalues of dX, are --s + X,(U), k = 1,2. 
Thus the singularities of X, fail to be hyperbolic when s = X,(U), k = 1,2. 
For a Lax l-shock (or slow shock) [lo], 
s < MUL> and MJR) < s < ~2WRh 
or equivalently U, is a repeller and U, is a saddle. For a Lax 2-shock (or 
fast shock) 
wk> < s < X*(W and ~*uh> < ST 
or in other words 17, is a saddle and 17, is an attractor. For overcompres- 
sive shocks, defined by 
~2(4d < s < WA 
U, is a repeller and U, is an attractor. For crossing shocks defined by 
h(Q) < s < A,(h) and w4A < s < ~*&A 
the two singularities are saddles. Lax shocks can be regarded as shocks 
which are clearly associated with a single characteristic family. For a Lax 
shock, this characteristic family is the same when viewed from either side of 
the shock. Neither the overcompressive nor the crossing shocks are Lax 
shocks. 
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We will prove that for the model (1.2) there exist crossing shocks which 
have viscous profiles (Theorem 2.6), as well as Lax shocks which do not 
have viscous profiles (Theorem 4.4). Thus we conclude that Lax shocks and 
shocks with viscous profiles are properly distinct concepts. Furthermore all 
possible saddle-saddle connections are completely characterized as seg- 
ments of bifurcation lines. To determine all shocks that have viscous 
profiles we will draw the phase space of the vector field X, for all U, and 
U,. To this end we will study the singularities of the vector field, the 
asymptotic behavior of unlimited orbits, and the existence of saddle-saddle 
connections. 
All the results of Sections 2.2-2.4 are established as mathematical theo- 
rems. 
2.2. Singularities of the Vector Field X, 
In this section, we determine the number and type of the singularities, 
including those at infinity, for the vector field associated with (1.2). There 
are six singular points of X, at infinity, independent of s (Theorem 2.2). In 
the finite part of the (u, u)-plane, generically there are two or four singulari- 
ties, while three singularities arise as a degenerate case. All singularities are 
classified as to type (saddle, attractor, etc.). This analysis of X, is the 
technical foundation for our main results. 
To study the asymptotic behavior of the unlimited orbits of a vector field 
X on the plane, we use the Poincare transformation described below [l]. 
Consider 
S2 = {(x,, x2, x3) E R3; x1” + x; + x3” = l} 
and 
T = {(x1, x2, x3) E R3; x3 = -l}; 
i.e., IT is the tangent plane to the unit sphere S2 at the south pole (0, 0, - 1). 
Any straight line joining the origin (O,O,O) and a point on the plane rr 
intercepts S* at two antipodal points. Reciprocally, any antipodal points 
not on the equator x3 = 0 define exactly one point on the plane B. If X is a 
vector field on the plane 77, the mapping above induces a vector field on the 
sphere minus the equator. 
Let vi = {(xi, x2, x3) E R3; xi = l}. We introduce coordinates w and z 
on this plane, with origin at (1, 0,O); the w-axis and z-axis parallel to the 
x,-axis and the x,-axis, respectively. The w-axis has the same direction as 
the x,-axis and the z-axis has the opposite direction to the x,-axis, as 
shown in Fig. 2.1. 
By the transformation above, to any two antipodal points, out of the 
plane xi = 0 parallel to q, there corresponds a point on the plane q. If 
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FIGURE 2.1 
(x1, x27 - 1) is a point on the plane T the corresponding point on r1 by the 
transformation above is given by 
w = x2/x1, z = l/x, if x1 # 0. (2.5) 
For x1 = 0 we consider instead of 7~ the plane r2 = ((x,, x2, x3) E R3: 
x2 = l}. Similarly, a point (x1, x2, - 1) on the plane T corresponds to a 
point on r2 given by 
w = q/x2, z = l/x, if x2 # 0. 
Note that the points at infinity correspond to z = 0. 
(2.6) 
THEOREM 2.2. Let Q be the quadratic polynomial (1.2). Then the vector 
X, = (a, ‘k) has six singularities at infinity; three are attractors and three are 
repellers. 
Proof. Let u # 0. Applying the PoincarC transformation (2.5) u = l/z 
and v = w/z to the vector field X,, we obtain 
dw 
- = -wzcp(l/z, w/z) + z\k(l/z, w/z) 
d7 
= f{-w[-sz(l - ZUL) + F(l,w) - zV(uJ 
+G(l, w) - z2G(U,) - sz(w - zv,)}, (2.7) 
dz 
- = -z2@(1/z, w/z) 
dr 
= - { -sz(l - ZUt) + F(1, w) - zV(u,)}. 
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Multiplying the left-hand side of the two equations above by .z and making 
the substitution T = .& we get 
dw 
- = -w[-sz(1 - ZQ) + F(1, w) - Z9(UL)] 
& 
+G(l, w) - z”G(U,) - sz(w - ZQ), (2.8) 
dz 
ig- 
- -z[ -SZ(l - ZQ) + F(1, w) - Z2F(UL)]. 
Note that this vector field can be extended analytically to the equator. 
The points on the equator represent he points at infinity of the plane. So 
the singularities at infinity (w, z = 0), if existent, satisfy - wl;(l, w) + 
G(l, w) = 0. By (1.6), the last equation has three roots w = ai, i = 1,2,3 
for the model (1.2). The Jacobian matrix of the vector field (2.8) evaluated 
at these singularities is 
where 
T’(w) = -P(l, w) - wl;“(l, w) + G’(l, w), 
I-(w) = -F(l, w). 
Hence, the eigenvalues at the singularities are real. To show that they are 
either attractors or repellers we will show that T’(ai)r(ai) > 0, i = 1,2,3. 
Let H(w) = -wF(l, w) + G(l, w). Thus, H’(w) = T’(w). By (1.2) the 
zeros of 1;(1, w) are interspersed with the zeros (al, a2, and a3) of H(w), as 
shown in Fig. 2.2. Hence, T’(ai)r( ai) = - H’( ai)F(ai) > 0, T’( aZ) > 0, 
and T’(ai) < 0, i = 1 or 3. Consequently, a2 is a repeller; a1 and a3 are 
attractors. 
FIGURE 2.2 
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If u = 0, using the other PoincarC transformation (2.6) we have that the 
points (1,0) and (-1,0) are not singularities of the vector field on the 
sphere. 
Each point (ai, 0), i = 1,2,3, corresponds to two antipodal points of the 
sphere. Since the vector field (2.7) was multiplied by z, the directions of the 
vector field at antipodal points are reversed [l]. Therefore there are three 
repellers and three attractors. c3 
We now determine the number and type of the singularities of the vector 
field X, for the model (1.2) on the finite part of the plane. 
The singularities of X, = (Q, \k) are the points (u, u) for which 
a+, u) = F(u, u) - su - F(u,, u,) + SUL = 0, 
q(u, u) = G(u, u) - su - G(u,, uL) + suL = 0. 
Substituting the values of F and G (l-2), we can see that 0 = 0 and \k = 0 
are hyperbolas, since 4a -C 3b*. Therefore the singularities of the vector 
field X8 are the intersection of these hyperbolas. 
We observe that if these hyperbolas happen to be tangent, the tangency 
points satisfy s = X,(U), k = 1,2. In fact, if U is a tangency point then 
Vip is parallel to v‘k at this point or equivalently 
FU - s 
det G 
F, 
G,-s = 0. u 
Thus, we obtain that s = hk(U), k = 1 or 2. Note that the singularities 
of the vector field fail to be hyperbolic at the tangency points. 
The next theorem gives the types of the singularities of X,, on the finite 
part of the plane. 
THEOREM 2.3. The uector field X, has two, three, or four singularities in 
the jinite part of the plane. 
(i) If the vector jield X, has four singularities then three singularities are 
saddles and the other is an attractor or a repeller. 
(ii) If the vector field X, has three singularities then two singularities are 
saddles and the other singularity is a saddle-node [l]. 
(iii) If the vector Jield X, has two singularities then both are saddles. 
Proof. The construction of the vector field X, ensures that it has at least 
two singularities (U, and U,). Since the singularities are the intersection 
points of the hyperbolas the vector field has at most four singularities. 
First, we suppose that X, has four singularities. In other words, the 
hyperbolas are transversal in which case all singularities are hyperbolic. 
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By the Poincare transformation (2.5)-(2.6) we can consider the vector 
field X, on the sphere. Using the Poincare-Hopf theorem the sum of the 
indices of the singularities of the vector field X, is + 2, the Euler character- 
istic of the sphere (121. Each singularity of X, on the plane corresponds to 
two antipodal singularities on the sphere. Thus X, has eight singularities 
coming from the finite part of the plane and six singularities coming from 
infinity. The singularities at infinity are attractors or repellers (Theorem 
2.2). But the index is +l in the case of a node (repeller or attractor) and 
- 1 in the case of a saddle. Therefore 2 = 6 + 2x - 2y, where x is the 
number of nodes, and y is the number of saddles on the finite part of the 
plane. Since x + y = 4 we obtain x = 1 and y = 3. Hence there are three 
saddles and one node on the finite part of the plane. 
Similarly if the vector field has two singularities then both singularities 
are saddles. 
In the degenerate case of the vector field with three singularities then the 
hyperbolas are tangent, and one can show that two singularities are saddles 
and the non-hyperbolic signularity is a saddle-node (index zero). 0 
2.3. Saddle-Saddle Connections 
Our main tool in this study is Theorem 2.6, which completely identifies 
all possible saddle-saddle connections. We exhibit crossing shocks which 
have viscous profiles. In other words, we show that there exist orbits 
connecting two saddles. Furthermore, all possible saddle-saddle connec- 
tions are completely characterized as segments of the bifurcations lines. In 
Appendix A we prove the lemma below. 
LEMMA 2.4. Let Q = (F, G), where F(U) and G(U) are homogeneous 
polynomials of degree 2n, with no common factor, such that det(dQ(U)) < 0 
for U # 0. Let X, be the vector field associated with Q. Then: 
(a) There exist U, and s such that the vector fierd X, has saddles which 
are connected by an orbit. 
(b) All saddles of the vector Jield X, &ing on a common bifurcation line 
are connected by an orbit. 
(c) All saddle-saddle connections of X, which are straight lines lie on a 
common bifurcation line. 
Chicone in [2] proved Theorem 2.5 below, for quadratic gradient vector 
fields X = (G, \k) on the plane, where @ and \k are relatively prime 
polynomials. All quadratic vector fields on the plane which have connec- 
tions between two saddle points and with more than one pair of singulari- 
ties at inifinity are classified in [7]. Moreover, it is shown that, in general 
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there are orbits connecting two saddles which are straight line segments. 
THEOREM 2.5. Let X = (0, ‘k) be a quadratic vector field on the plane, 
where @ and \k are relatively prime polynomials. Every orbit connecting two 
saddles of X is a straight line segment. 
Combining Lemma 2.4 and Theorem 2.5 we obtain the theorem below. 
THEOREM 2.6. For the model (1.2) the vector field X, has saddle-saddle 
connections and the connections necessarily lie on a common bifurcation line. 
Moreover, all saddles lying on a common bifurcation line are connected by an 
orbit. 
Proof. By (1.3) det(dQ(ll)) < 0 for all U # 0. It is easy to see that the 
tlux function components do not have common factors. From Lemma 2.4 
we obtain that there are saddle-saddle connections and all saddles lying on 
the common bifurcation line are connected by an orbit. Using Theorem 2.5 
every orbit connecting saddles of X, is a straight line segment. Again by 
Lemma 2.4, we obtain that this straight line segment lies on a common 
bifurcation line. •I 
2.4. Phase Space Configurations 
Given states U, and IJ,, the vector field X, is characterized by the 
properties of Sections 2.2 and 2.3. This knowledge allows us to understand 
the phase space configuration of X,. 
The main point of this section is to determine which shocks are profil- 
able. We showed that crossing shocks (shocks for which U, and U, are both 
saddles) have viscous profiles if and only if they lie on a common bifurca- 
tion line (Theorem 2.6). We have already proven that in the case of shocks 
for which one of U, or U, is either a repeller or an attractor the vector field 
X, has four singularities, three being saddles (Theorem 2.3). In Appendix A 
we prove that in this case there are two possibilities which are described in 
the two theorems below. In the model (1.2) for all s, the vector field X, 
does not have both an attractor and a repeller. Hence there exist no 
overcompressive shocks. 
THEOREM 2.7. Assume that the vector jeld X, has four singularities and 
that there are no saddle-saddle connections. Then at least two saddles are 
connected to the repeller (or attractor). 
THEOREM 2.8. Assume that X, has four singularities and that there are 
saddle-saddle connections. Then only two saddles are connected to the repeller 
(or attractor). 
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3. THE NONLINEAR WAVE CURVES 
In this section we describe the wave curves for the model (1.2). The 
rarefaction and shock curves are drawn. We determine certain boundaries 
where these curves change behavior. The major new result is the analytical 
proof of the existence of the hysteresis locus. The shape of the Hugoniot 
loci, which are also new for the present case, are obtained numerically. It is 
shown in [14] that the qualitative behavior of the rarefaction curves is as 
given in Fig. 3.1. 
3.1. Rarefaction Wave Curves 
Rarefaction curves in state space correspond to smooth solutions of the 
form U = U(x/t) which satisfy (1.1) in physical space. The value U(t) 
must lie on an integral curve of some eigenvector field rk(U), k = 1,2 while 
6 = x/t is the characteristic speed hk(U([)). Thus X,( U( 5)) has to grow 
monotonically with 5 as the state U moves from left to right in physical 
space. The oriented integral curves are called rarefaction curves. Such 
curves are shown in Fig. 3.1. 
A critical point U of X,, k = 1 or 2, on the rarefaction curve is called a 
point of inflection. Such point U satisfies v X,(U) . r,JU) = 0. The set of 
inflection points is called the inflection locus. 
Since system (1.2) is homogeneous, the inflection loci are straight lines 
through the origin. As shown in [15], in region I the inflection locus for 
each family (k = 1 or 2), consists of three half lines I/‘, i = 1,2,3, where I/ 
is the half line opposite to Zt. 
FIG. 3.1. (a) Slow rarefaction; (b) Fast rarefaction. 
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We denote Rk(UL) the part of the k-rarefaction curve through U, such 
that, starting from U,, h, increases monotonically. 
3.2. Shock Wave Curves 
Let U, be fixed. The set of points on the Hugoniot locus through U, 
which are connected to U, by an orbit is called the shock curve. Note that 
this curve depends on U,. 
The admissibility of a shock is related to the signs of X,(U,) - s(U’, U) 
and X,(U) - s(U,, U), k = 1,2. This leads us to analyze the transition 
points where X,(U,) = s or X,(U) = s. As we have seen in Section 1, 
s = A,(&), k = 1,2 are bifurcation points on the trivial solution U = U,, s 
variable. The following theorem shows the relation between s = X,(U) and 
‘S, the derivative of s along 3E”u, = 0 [20]. 
THEOREM 3.1. Let l,(U) denote a left eigenvector of dQ(U) correspond- 
ing to the eigenvalue X,(U) (k = 1,2). Suppose that (f,(U), U - U,) # 0 
and ZuL(s, U) = 0. Then s = X,(U) if and only if S = 0. 
Proof. Differentiating along .Z?uL = 0 gives (dQ( U) - sl)o = 
i(U - U,). Multiplying this equation by I,(U) gives 
(WJ) - S)(w% 0) = q,(U), u - U,). 
Since (I,(U), U - U,) Z 0 then J: = 0 if and only if s = X,(U). 0 
When (I,(U), U - U,) = 0 and s = X,(U), k = 1,2 we have 
rank(dZuL) < 2. In this case U is called a secondary bifurcation point, 
since it happens on a non-trivial branch. In [15], it was shown that there 
exists a secondary bifurcation point if and only if U, lies on the Hugoniot 
locus through the umbilic point. There are three secondary bifurcation lines 
BF, i = 1,2,3 and k = 1,2 where B! and B,? are opposite half lines. 
As was seen in [15], on the &-plane the Hugoniot locus changes 
qualitatively across the inflection and bifurcation lines. Now we describe 
two other loci on the U,-plane across which the Hugoniot locus also 
changes its behavior. Since the models studied in this paper are homoge- 
neous polynomials we can see that these loci, if they are not empty, are 
lines. 
The double contact locus is 
D = {U,: 3(s, u), u z u,, .%=Js, u) = o, 
s = X,(U,) = hi(U), k, j = 1,2}. 
In [15], it was established that the double contact locus is empty. 
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The hysteresis locus is 
H = {U,: 3(s, U), U f u,, .2’&, u) = o, 
s = X,(U),vX,(U) . Q(U) = 0, k = 1,2}. 
PROPOSITION 3.2. For 4a < 3b2 the hysteresis locus consists of three 
lines. Opposite halves of these lines are associated with opposite families. 
Proof. Since F and G are homogeneous polynomials, the hysteresis 
locus is the union of lines through the origin. Opposite halves of the lines 
are associated with different families. Let U, E 1:. Then vX,(U,) . 
rk(UL) = 0. A point U is a hysteresis point if XUL(s, U) = 0 and s = 
hk(UL). That is, 
F(U) - F(UL) G(U) - G(G) 
s= = 
u - UL v - VL = wJd* 
Then we obtain the system 
w-9 - flu,) = hc(ULb - ULL 
G(U) - G(G) = h(u,)(v - VL). (3.1) 
But F and G are polynomials of degree two, so the system above has at 
most four real roots. We show that U, is a triple root. Therefore, there is a 
unique solution U # U, of the system, yielding one hysteresis line for each 
inflection line. 
In fact, substituting the value of G( u, v) = bu2 + 2uv in the second 
equation of (3.1) we obtain 
v =p(u) = 
G(U,) - X,(U& - bu2 
2u - hN.d 
if u # iAt( 
Substituting v in the first equation of (3.1) we define 
q(u) = Fh p(u)) - F(U,) - &(U,)(u - u& 
The point U, is a triple root of q. In fact, q( uL) = 0 and q’(uL) = F,(U,) 
+ F,(Ll,)p’(u,) - hk(UL) = 0, since p’(uL) is the slope of the eigenvector 
rk(UL). Computing the second derivative we get q”( uL) = F,,(U,) + 
~F,,(UL)P’(~~) + %(U,)P’~(~~) + F,(Wp”(u,). Since vX,(U,> . 
rk(UL) = 0 and p’( uL) is the slope of the eigenvector rk(UL), we have 
F,(UL)p”(u,) = -&AU,) - 2F,,(UL)p’(uL) - F,,(U,)P’~(U~). Hence 
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q”(u,) = 0. The third derivative is 
q”‘W = 3k”(UL) + F,“whf(~L)l P”bL) + 4A~Lb”‘(%). 
Again, using that vX,(U,) . rk( U,) = 0 and that p’( uL) is the slope of the 
eigenvector k(UL) we can show q”’ (uL) # 0. The proof is complete. q 
We denote I-I,?’ the i-hysteresis line with respect o the j-family. 
Since the double contact locus is empty, the Q-plane is divided by the 
bifurcation, inflection, and hysteresis loci into eighteen sectors. To illustrate 
the solution of the Riemann problem we now choose particular values for 
the parameters (a, b). For this choice these loci were obtained numerically 
in the counterclockwise sense: 
Because of the symmetry in the model, we draw in Fig. 3.2 only the 
Hugoniot loci for U, in some regions of the U,-plane, as well as U, on the 
bifurcation line Bf. All Lax and crossing shocks are labeled by 1 for 
l-shocks, 2 for 2-shocks, and X for crossing shocks. The points a, b, c, and 
d are points where s = h,( U,), s = h,( U,), s = X,(U), and s = X,(U), 
respectively. 
The Hugoniot locus through U,, for U, not on the bifurcation lines, can 
be parameterized by the angle 0 of the polar coordinate system centered at 
U, [8]. More specifically, u = uL + R cos B and u = uL + R sin 8, where 
R = R(8) = -2 
Au, + Bu, 
Acosf3 + Bsin8’ 
with 
A = b sin2 B + ( a - 1)sinBcosfI - bcos20 
and 
B = sin28 + bsinfIcos8 - cos28. 
The shapes of the Hugoniot loci were verified numerically. 
3.3. Composite Wave Curves 
Let U, be tixed. For each U, E Rk(UL), where Rk(UL) is the k-rarefac- 
tion curve starting from U,, we consider the points U on the shock curve 
through U, for which s(U,, U) = X,(U,). We call the set of these points 
U the rarefaction-shock composite curve. Viewed in the physical space 
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FIG. 3.2. (a) U, between B: and Bf; (b) V’ on Bf; (c) ZJ, between B: and H,$ (d) U, 
between Hf and 1:; (e) U, between 1: and I,‘; (f) UL between 1: and H$; (g) U, between 
Hi and Bi; (h) U, between Bi and Ii. 
(x, t) any wave on this curve, which we denote by (RS),, is a rarefaction 
fan bordered on the right by a shock. A shock-rarefaction composite curve 
is the set points U E R&.,) for U, on the shock curve through U, such 
that s(U,, 19,) = X,(U,). In this case the shock is on the left edge of the 
rarefaction fan, in the physical space (x, t). 
We denote by IV,(&) a wave curve representing all states U, connected 
to U, on the right by shock, rarefaction or composite waves of the k-family. 
4. RIE~~ANN SOLUTION 
4.1. Construction of the Solution 
Let U, be fixed. To solve the Riemann problem for any U, we consider 
all possible successions of waves with U, on the left. When the sets W,(U), 
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FIG. 3.2-Continued 
k = 1,2 for all U E R* form a coordinate system, we solve the Riemann 
problem determining a point U, on W,(U,) such that I+‘,(&,) contains U,. 
In this way the solution of the Riemann problem will be a l-wave (or slow 
wave) from U, to U, followed by a 2-wave (or fast wave) from U, to U,. 
In this case we would obtain existence and uniqueness as proved by Smoller 
[19], for strictly hyperbolic and genuinely nonlinear systems. The model 
showed in this paper does not have this coordinate system. 
We show in Fig. 4.1 the regions in the &-plane specified according to the 
wave succession from U, to U, for: 
(a) U, between Bi and Bf; 
(b) U, between Bi and Hf. 
We do not show the solution to the Riemann problem in the other 
regions because they are similar. For each U, above, we subdivide the 
Ua-plane in three components, in each of which the construction of the 
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FIGURE 4.1 
Riemann problem possesses certain analogies. The fast wave curves G 
and P2Q2 are the boundaries of these components. The first component 
contains U,, the second contains those crossing shocks which lie on 
bifurcation lines and the third component contains part of the disconnected 
branch of II’,( In Fig. 4.1, the railroad tracks mean a rarefaction-shock 
composite wave and the dotted lines are the points of transition s = h2( U). 
The arrows indicate the increasing direction of the eigenvalues on the 
rarefaction waves. 
We detail the construction of the solution in each component and present 
some examples. In the first component the solution is obtained as in [18]. 
The solution corresponds to a slow wave from II, to U,, followed by a fast 
wave from U, to U,, where U, is the point on W,(U,) such that U, E 
W,(U,). Let us describe in detail the solution for U, between B: and H: 
and U, in the region indicated in Fig. 4.2. The solution of the Riemann 
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FIGURE 4.1-Continued 
problem for the given U,, U, is represented by the curve consisting of the 
slow rarefaction-shock composite wave from U, to U,, followed by the fast 
rarefaction wave from U, to U,. 
For U, in the second component, the solution is a slow wave from U, to 
U,* = W,( U,) n B,f for some k = 1,2,3 followed by a crossing shock wave 
from VI* to U,* E Bk such that U, E W,(U,*) and then a Fast wave from 
U,* to U,. For instance, consider U, between Bf and Hf, and U, in the 
region indicated in Fig. 4.3. The solution of the Riemann problem for 
U,, U, is represented by the Lax l-shock wave from U, to Ul*, followed by 
the crossing shock wave from U, * to U,* and then by the Lax 2-shock wave 
from U,* to U,. In this component the solution of the Riemann problem 
has protiable shocks which do not satisfy Lax conditions. 
When U, belongs to the third component the solution is a slow wave 
from U, to U,, where U, belongs to the disconnected component of 
W,(Q) and U, E W,(U,), followed by a fast wave from U, to U, as was 
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FIGURE 4.2 
obtained in [16]. For instance, let U, lie between Bi and Hf, and U, lie in 
the region indicated in Fig. 4.4. The solution of the Riemann problem for 
U,, U, is the Lax l-shock wave from U, to U,, followed by the fast 
rarefaction wave from U, to U,. 
Finally, one can verify that the solution as a function of U, is continuous 
in the L:Oc sense in physical space (x, t). 
FIGURE 4.3 
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FIGURE 4.4 
4.2. Viscous Projile Shocks 
We prove that there are Lax shocks which do not have viscous profiles. 
Using theoretical results and numerical experiments, we prove that all 
shocks of the solutions exhibited in the last section have viscous profiles. 
We recall that we have shown that the vector field X,: 
0 = -s(U - U,) + Q(U) - Q(U,), 
associated to the viscosity equation 
v, + Q(u), = EU,,, E > 0, 
has only two possible configurations in the phase space, when one of the 
singularities of the vector field is a repeller (or attractor), or equivalently 
when the vector field has four hyperbolic singularities. The configurations 
are: 
(VI) All three saddles are connected to the repeller (or attractor). 
(Vz) Only two saddles are connected to the repeller (or attractor). 
First, we introduce the concept of structurally stable vector fields. Let 
x( M*) denote the set of all vector fields of class C’, r 2 1, on a 2-dimen- 
sional compact manifold M*. Let .S? be the space of all vector fields on M* 
308 MARIA ELASIR SEABRA GOMES 
with the C’-topology. A vector field X is structurally stable when a small 
perturbation in X does not change the topological behavior of its orbits. 
More specifkahy: 
DEFINITION 4.1. A vector field X E x(M’) is said to be structurally 
stable if there is a neighborhood D of X in B such that whenever Y E !I 
there is a homeomorphism @: M2 + M2 transforming orbits of X onto 
orbits of Y. 
Consequently, Q takes singularities of X into singularities of Y and the 
w-lim (or a-lim) set of the orbit of X through p is taken into the o-lim (or 
a-lim) set of the orbit of Y through 9(p). 
The next theorem gives a characterization of the vector fields in x which 
are structurally stable [13]. 
THEOREM 4.2. A vector Jield X E x( M’) is structurally stable if and only 
if it satisfies the following conditions: 
(a) there are only a finite number of singularities, all hyperbolic; 
(b) there are only a Jinite number of closed orbits, all hyperbolic; 
(c) the w- and a-lim sets of every orbit can only consist of singularities or 
closed orbits; 
(d) there are no saddle-saddle connections. 
Moreover, if M2 is orientable, the set of structurally stable vector jiela!s is 
open and dense in X (M 2). 
In order to use this theorem for the vector field X, (2.4), which is defined 
on the plane R2, it is sufficient o consider it on the PoincarC hemisphere Q, 
i.e., the hemisphere with equator E defined by the PoincarC transformation 
as given in Section 2.2. Hence, structurally stable X, in H are characterized 
as follows [2]: 
(i) There are only a finite number of singularities, all hyperbolic; 
(ii) there are only a finite number of closed orbits, all hyperbolic; 
(iii) there are no saddle-saddle connections. 
Since the vector field X, (2.4), does not have closed orbits it fails to be 
structurally stable only when either of the singularities are not hyperbolic, 
i.e., s = Xi(U), i = 1 or i = 2, where U is a singularity, or there are 
saddle-saddle connections. By Theorem 2.6, the saddle-saddle connections 
occur only on a common bifurcation line. Hence, given X, (i.e., U, and s) 
we must verify if two of the singularities of X, he on a common bifurcation 
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line and if they are saddles. According to Proposition 4.3, co- ‘cated to 
us by M. Shearer 1171, this may happen for a given U, precisely at points 
Vi, U, where the Hugoniot locus through U, intercepts a bifurcation line, 
and s is the common shock speed between U, and U, or U, and U,. Of 
course, this X, is structurally unstable provided U, and U, are saddles. 
PROPOSITION 4.3. Let U, not lie on the bifurcation lines. If the Hugoniot 
locus through U, intersects a bifurcation line in two points then these points 
have the same shock speed. 
Proof Let U be a point of intersection of -x;/, = 0 with a bifurcation 
line B. Without loss of generality, we assume B is given by v = au. Using 
(1.4) and (1.6) we get that 
( ffUL - v&q, +* 
+ [G(Q) - aF(U,)]u + v,F(U,) - u,G(U,) = 0. (4.1) 
Since U, GZ B, we have that (YU~ - vL # 0. From (4.1), we see that the 
shock speed 
s = s(u,, u) = 
F(1, a)u2 - F(U,) &U,) - G(LI,) = 
’ u - UL (YUL - VL 
where U = (1, cy)u E B, is the same for both roots of (4.1). 0 
The role of this proposition in the analysis is to show non-profilability of 
certain Lax shocks in the region between z and G in Fig. 4.1, and 
thereby to eliminate an otherwise non-unique solution. 
To determine which other shocks have viscous profiles numerical results 
were used to show which of the above configurations (%?i) and (%‘*), 
occurred and to localize the states U, and U, in this configuration. 
For instance, let U, lie in the region bounded by Bf and Hf, and UR, lie 
on the Lax l-shock segment in the disconnected component of the Hugo- 
niot locus and on the left-hand side of Bf (Fig. 4.5). So, U, is a repeller and 
UR, is a saddle. Let U, and U, be the other saddles on the Lax l-shock 
segment in the connected component (Fig. 4.5). In this situation the phase 
space configuration of the associated vector field is (Vi), where all saddles 
are connected to the repeller. Then, all shocks have viscous profiles. 
Moreover, the vector field is structurally stable, as shown in Fig. 4.6a. 
As observed earlier the vector field X, fails to be structurally stable if 
either the singularities are not hyperbolic or there is saddle-&die connec- 
tion. Moving U, along the disconnected component of &‘UL = 0, in the 
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FIGURE 4.5 
direction of B;, the associated vector field is not structurally stable when U, 
reaches B:. Let lJR, be this intersection. In fact, by Proposition 4.3 another 
point U* on the Hogoniot locus is a singularity of the associated vector field 
X,, where s = s(U,, UR2) = s(U,, U*). Using Theorems 2.6-2.8, the saddles 
UR, and U* are connected by an orbit, and U, and U& are not connected 
by an orbit. Hence, (U,, UR,, s) is a Lax l-shock which does not have a 
viscous profile (Fig. 4.6b). The other shocks in this figure have viscous 
profiles. 
Now, for U, on the same disconnected component but on the right side 
of Bf (e.g., U, = UR, in Fig. 4.5) the phase space configuration of X, is not 
(Vi) but (%$). In (‘Q, the saddle UR, is not connected by an orbit to the 
repeller U, (Fig. 4.6~). Thus, (U,, UR,, s) is a Lax l-shock which does not 
have a viscous profile. In this case the vector field X, is also structurally 
stable. Moreover, it fails to be stable when continuing to move U, along the 
disconnected component of ZuL = 0, U, fails to be hyperbolic. Hence, the 
Lax l-shocks lying on the disconnected component of 3E”u, = 0, between 
UR, and U such that s(U,, U) = X,(U,) do not have viscous profiles. 
Similarly, we can get Lax 2-shocks in the connected component of 
3E”u, = 0 (Fig. 4.5), which have viscous profiles. The phase space configura- 
tions of X, is (QZJ. Finally, let U, lie on the Lax 2-shock segment in the 
disconnected component of the Hugoniot locus (Fig. 4.5). We can show that 
U, and U, are not connected by an orbit. The phase space configuration of 
the associated vector field is (Q, as was checked numerically, where U, is 
the saddle disconnected from the attractor U,. In this situation the Lax 
2-shock segment does not have a viscous profile. 
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FIGURE 4.6 
As shown earlier all profilable crossing shocks are contained on a 
bifurcation line. These were the only crossing shocks used in the construc- 
tion of the solutions. 
Since we consider s = X,(U,) on the construction of a 1-rarefaction-shock 
composite curve, the vector field X, has a saddle-node. Thus, it has two 
more saddles (Theorem 2.3). The saddle-node is a collapse of a saddle with 
the repeller (or attractor). If this collapse comes from the configuration 
(Vi), the saddle-node is connected with both saddles. In another conligura- 
tion (V*), the saddle which is not connected by the repeller (or attractor) 
continues .to be disconnected to the saddle-node. We consider only l-rare- 
faction-shock composite curves which have the saddle-node connected to 
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the saddle. Thus, the composite curves which were used on the solution of 
the Riemann problem, also have viscous profiles. 
Now, for U, E Bf and a choice of parameters (a, b), we prove that the 
Lax 2-shocks which do not lie on this bifurcation line, do not have viscous 
profiles. 
PROPOSITION 4.4. Let C = - iu’ + 2u*v + uv* be the flux function. 
Consider U, = (1,l) on the bifurcation line v = u. The Lax 2-shocks which 
do not lie on this bifurcation line, do not have viscous projiles. 
Proo$ By (1.6), the slopes of the bifurcation lines satisfy 
ff3 + 4a2 - 3a - 2 = 0. 
So, a = 1 is the slope of a bifurcation line. The Hugoniot locus through U, 
satisfies (1.5), 
(-I.2 + 4uv + v* - 4)(v - 1) - (2u2 + 2uv - 4)(u - 1) = 0. 
Then, we have 
(v - u)(v’ + 5zlv + 2u2 - v - 3u - 4) = 0. 
Therefore, the Hugoniot locus through lJ, = (1,l) is the union of the 
bifurcation line v = u and the hyperbola v* + 5uv + 2u2 - v - 3u - 4 = 
0. It is easy to see that U* = (- 5, - i) is a secondary bifurcation point, as 
shown in Fig. 4.7a. 
The segments {(u, u); - i < u < l} and {(u, u); -2 < u < - :} are 
formed by Lax 2-shocks and crossing shocks, respectively. In fact, if U is 
on the bifurcation line u = v, then h,(U,) < s < X,(U,) and either X,(U) 
<s if - $<u<l or h,(U)<s<X,(U) if -2<u< -1. Now, we 
FIGURE 4.7 
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prove that there is a Lax 2-shock segment on the hyperbola which does not 
have viscous profile. To show this, it suffices to prove that the derivative of 
X,(U) - s(U,, U) along of the hyperbola, at the point U* is negative. The 
hyperbola can be written in polar coordinates as 
6(cos 8 + sin@) 
j-c - 
sin28 + 5sin8cose + 2c0s2e7 
Btarctanj -5tfi7), 
where u = 1 + rcos B and u = 1 + r sin 8. After some calculations one 
obtains 
s = 2 + 6tan8 + r tan8sinO + r(4sine - cos8) 
and 
= 2[1 + rsin0 + r*(2sir?B+ 2sin0cos0 + 5cos20) + 6r(2cosB + sine) + 91. 
Letting the superimposed ot indicate differentiation with respect o 8, we 
get 
i(7r) = -;, i(U,,U*) = -;, and 
where U* corresponds to B = Q in polar coordinates. Hence, we concluded 
that i,(U*) < S(U,, U*). Consequently, there is a Lax 2-shock segment on 
this hyperbola. 
Finally, we prove that this segment does not have viscous profile. Let U, 
be on this Lax 2-shock segment, as shown in Fig. 4.7b. (In this figure the 
curve lies in R X R2. The horizontal axis represents and the vertical axis 
represents the U = (u, u)). Since U, is an attractor (U, is a saddle), by 
Theorem 2.3 the vector field X, has two other saddles U, and U, (Fig. 
4.7b). Let U, be the one on the bifurcation line. Since, both saddles U, and 
U, are on the bifurcation line, they are connected by an orbit (Theorem 
2.6). But, for the vector field X, having four singularities and saddle-saddle 
connections there is only one possible configuration (Theorem 2.8), as 
shown in Fig. 4.7~. In this conf&uration the attractor U, is not connected 
to the saddle U,. (In this figure there is an one-to-one correspondence 
between points in the interior of the circle and the (u, u)-plane. The circle 
itself corresponds to the points at infinity.) 0 
314 MARIA ELASIR SEABRA GOMES 
APPENDIX A 
In this Appendix we prove Lemma 2.4 and Theorems 2.7-2.8. 
LEMMA A.l. Let Q = (F, G), where F(U) and G(U) are homogeneous 
polynomials of degree 2n, with no common factor, such that det(dQ(U)) < 0 
for U # 0. Let X, be the vector$eld associated with Q. Then: 
(a) There exist U, and s such that the vector field X, has saddles which 
are connected by an orbit. 
(b) AN saddles of the vector field X, lying on a common bifurcation line 
are connected by an orbit. 
(c) All saddle-saddle connections of X, which are straight lines lie on a 
common bifurcation line. 
Proof We show that there are two states U, and U, on a bifurcation 
line which are saddles and are connected by an orbit. Let U, f 0 lie on a 
bifurcation line Bi with slope q. Since det(dQ(U)) < 0 V U + 0 we have 
that A,(U) < 0 -C X,(U). Let U* = - U,. Taking s(U,, U*) = 0 we see 
that U* E &‘b/, since Q is a homogeneous polynomial of even degree. 
Moreover. 
A,(U,) < s = 0 < X,(U,) and X(U’) < s = 0 < X,(U”). 
Hence s, U,, U* is a crossing shock, and therefore exists a segment I 
containing U* on Bi such that for all U E I the shock s, U,, U is a crossing 
shock. 
Let U, be one of the saddles lying on the bifurcation line Bi. We claim 
that if U, # 0, this line is an invariant line of the vector field X, = (@, 9) 
and this vector field restricted to Bj has as its only singularities U, and U,. 
In fact for U E Bi, using (2.4) and (1.4) we have 
(xJB;,(-lyi,l)) = -(Yiti + ti 
v - VL 
[ 
G(U) - G(U,) = -~fi+(v-vu,) -s+ 
L v - VL 1 v -VL -~~+(v-vL) WQ - w!L) = I = .o L u - UL 
To verify that X, 1 Bi has at most two singularities, we observe that 
a$$ = -s(u - UL) + zPF(1, a) - I;@,) 
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has at most two roots. Therefore, if U, and U, are on the bifurcation line 
Bi then Bi is an invariant line and the vector field restricted to Bi has as its 
only singularities U, and U,. Hence, these singularities are connected by an 
orbit. So we have proven the first two items. 
To prove the last item, we must show that if the vector field X, has an 
invariant line through a singularity then this line is a bifurcation line. To 
see this, without loss of generality, let U, be a saddle. Let u = a(~ - uL) 
+ uL be an invariant line 9. Therefore (X&,(-a, 1) = 0. Consequently 
we obtain for all U = a, a(~ - uL) + Us) E dp we obtain that 
G(U) - G(U,) - C@‘(U) - F(Q)] = 0, (A-1) 
or, equivalently, 
[G(l, a) - cwF(1, a)] uzn + P,,-,(u) = 0, 
where Pz,, _ i is a polynomial of degree 2n - 1. It follows that the coefficient 
of u*” is zero, i.e., 
G(l, a) - &I, a) = 0. 
By (1.6), a is the slope of a bifurcation line. The relation (A.l) implies that 
this line 9’ lies on the Hugoniot loci through 17, (1.4). We claim that Y is 
also a rarefaction curve. In fact, differentiating 3E”u, = 0 along 9’ gives 
(dQ - (s + &W)I)U = 0, where M is a constant. Hence 0 is an eigenvec- 
tor. Since the system (1.2) is homogeneous the rarefaction curve which is a 
straight line passes through the origin. Thus uL - auL = 0 and the proof is 
complete. 0 
Now we determine properties of the vector field X, restricted to straight 
lines [2]. We observe that the components ip and \k of the vector field X, 
associated with (1.2) are relatively prime polynomials of degree 2. 
LEMMA A.2. Let X = (a, 9) be a quadratic vector field on the plane, 
where @ and \k are relatively prime polynomials. 
(a) Three singularities of the uector field X are neuer collinear. 
(b) If 9 is a straight line which is not invariant for the uector jield 
X = (a, \k), then X has at most two singularities and point of contacts 9. If 
there are two such points p and q then the orientation of the vector field X in 
the segment ( p, q) is opposite to the orientation of the uector field on the line 
outside the segment ( p, q). 
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FIGURE A.1 
Proof. If the straight line 9: (YU + flu + y = 0 contains three singulari- 
ties then Y intersects each conic Q, = 0 and \k = 0 in three points. This 
contradicts the fact that Cp and \k are relatively prime. 
We suppose that 9 is not invariant. The singularity and contact points 
of X along 9 are the solutions of 
cu.4 + pv + y = 0, 
aaqu, u) + pqu, 0) = 0. 
Therefore there are at most two solutions since Cp and q are conks. If there 
are two distinct points of intersection, p and 4, the finite segment (p, q) 
lies in the region cu@ + ,S\k < 0 and both infinite segments lie in the region 
a@ + /3\k > 0 or vice versa. 0 
As a consequence of Lemma A.2 we also prove the lemma below. 
LEMMA A.3. If S is a straight line through a saddle p of the vector jield 
X,, the invariant manifordr of p cross Y at most at a single point other than p. 
Proof. Let us assume the contrary, i.e., that there is an invariant 
manifold of p that crosses Y on the points q1 and q2, where q1 is the first 
crossing point as we move along this manifold (see Fig. A.l). First assume 
that q1 is between p and q2. By continuity of X,, there are orbits which 
cross 9 on Pi, i = 1,4, in the direction indicated in Fig. A.l. Thus there 
are at least two tangents points or singularities of X, on 9, on the 
segments (PI, Pz) and ( P3, P,,). This is a contradiction with Lemma A.2. If 
q2 is between q1 and p then we also obtain a contradiction because the 
vector field along the eigenspace line through a singularity does not change 
sign at it. More specifically, since the eigenvalues of the linearized system at 
the critical points are real then either there is an invariant line through this 
points or the eigenspace straight lines through this point contain no other 
contacts or singularities and the orientation of the vector field along this 
line does not change sign at the singularity [2]. Cl 
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The theorems below are proven for any vector field X which satisfy the 
conclusions of Lemma A.2 and Theorem 2.5 and: 
(a) X has three saddles and one attractor or repeller, on the finite part 
of the plane; 
(b) X has three attractors and three repellers at infinity; 
(c) X neither possesses closed orbits nor singular closed orbits. 
In the first theorem we prove that if X, has four singularities without 
saddle-saddle connections then there exist two possibilities: 
(i) the three saddles are connected to the other singularity which is not 
a saddle (repeller or attractor) or 
(ii) only two saddles are connected to the other singularity which is 
not a saddle (repeller or attractor). 
THEOREM A.4. Assume that the vector field X, has four singularities and 
that there are no saddle-saddle connections. Then at least two saddles are 
connected to the repeller (or attractor). 
Proo$ Without loss of generality, we assume that X, has three saddles 
and one repeller. 
Let us assume the contrary that there exist two saddles p and q 
disconnected from the repeller. The idea of the proof is to show that it is 
not possible to draw the phase space configuration. 
Since there are no saddle-saddle connections and there are neither closed 
orbits nor singular closed orbits, the a-lim and w-lim sets of the stable and 
unstable separatrices of p and q are empty sets, as shown in Fig. A.2. 
FIGURE A.2 
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FIGURE A.3 
We show that the other saddle o cannot he in any of the regions 
determined by the stable and unstable manifolds of p and q. Let L, and 
L, be the straight lines through q in the direction of A, and R,, and Q2, the 
sector determined by L, and L,, as shown in Fig. A-3. Let u be in 9,. 
Since the straight line through q and u intersects the stable and unstable 
manifold of p, there is an orbit tangent to this line. Hence the line contains 
the singularities q and u and one tangency point c, in contradiction with 
Lemma A.2 (Fig. A.4). 
Similarly, we conclude that the other saddle cannot lie in the region P, 
determined by the straight lines L, and L, joining p to A, and R,. 
Therefore, we are left with regions 51,, i = 3, . . . ,8, as shown in Fig. AS. 
FIGURE A.4 
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FIGURE A.5 
If u E St, then the restriction of the vector field to the straight line 
through q and u has opposite directions on this line outside the segment 
(a,q), as shown in Fig. A-6. By Lemma A.2 this is impossible. Similarly 
CT @ Q2,. If u E as, joining u to the other saddles p and q using Lemma 
A.2 we can bnd the directions of the separatrices of u, as shown iu Fig. A.7. 
Since. there are neither attractors nor closed orbits nor singular closed 
orbits, the unstable separatrices of u converge to the same attractor at 
infinity, as shown in Fig. A.8 defining Q,. 
It is easy to see that the a-lim set of the stable separatrix of u which is 
contained in Gt, is a repeller. Since there are four singularities and there are 
neither closed orbits nor singular closed orbits, the stable separatrix of u 
FIGZTRE A.6 
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which is not contained in Q, tends (at minus infinity) to a repeller at 
infinity, and hence it crosses the straight line through q and u in a direction 
opposite to the vector field orientation, which is a contradiction. We 
conclude that at least two saddles are connected to the repeller. 0 
In the next theorem we show that when the vector field has four 
singularities and there are saddle-saddle connections, there is only one 
phase space configuration. 
THEOREM A.5 Assume that X, has four singularities and that there are 
saddle-saddle connections. Then only two saddles are connected to the repeller 
(or attractor). 
Prooj: Without loss of generality, we assume that a repeller is the 
singularity which is not a saddle. If there are saddle-saddle connections, by 
FIGURE A.8 
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FIGURE A.9 
Theorem 2.5 these saddles p and q lie on a bifurcation line B,. Since the 
other saddle u cannot be on B;, it is neither connected to p nor to q. But 
there are neither attractors nor closed orbits nor singular closed orbits. 
Thus the a-lim set of the unstable separatrices of q and at least one of the 
stable separatrices of p are empty sets. 
Let &, i = 1,. . . , 6 be the regions indicated in Fig. A.9. As in the proof 
of Theorem A.4, u 4 Q,, i = 1, . . . , 5 and the a-lim set of the other stable 
separatrix y of p is the repeller r, as shown in Fig. A.lO. So suppose 
(I E f&. Since there are neiter attractors nor closed orbits nor singular 
closed orbits, separatrices of u are empty sets. If these separatrices tend to 
the same attractor at infinity, there is another repeller (Fig. A.ll). 
FIGURE A.10 
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FIGURE A.11 
FIGURE A.12 
This is impossible. Hence the unstable scparatrices of (I tend to different 
attractors at infinity (Fig. A.12). It is easy to see that u and r must be 
connected. El 
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