Abstract-Machine learning plays an important role in data classification and data-based prediction. In some real-world applications, however, the training data (coming from the source domain) and test data (from the target domain) come from different domains or time periods, and this may result in the different distributions of some features. Moreover, the values of the features and/or labels of the datasets might be nonnumeric and involve vague values. Traditional learning-based prediction and classification methods cannot handle these two issues. In this study, we propose a multistep fuzzy bridged refinement domain adaptation algorithm, which offers an effective way to deal with both issues. It utilizes a concept of similarity to modify the labels of the target instances that were initially predicted by a shift-unaware model. It then refines the labels using instances that are most similar to a given target instance. These instances are extracted from mixture domains composed of source and target domains. The proposed algorithm is built on a basis of some data and refines the labels, thus performing completely independently of the shift-unaware prediction model. The algorithm uses a fuzzy set-based approach to deal with the vague values of the features and labels. Four different datasets are used in the experiments to validate the proposed algorithm. The results, which are compared with those generated by the existing domain adaptation methods, demonstrate a significant improvement in prediction accuracy in both the above-mentioned datasets.
the same feature space and adhere to the same distribution [1] . When the distribution or feature space of the test data changes, the learning models need to be rebuilt and trained from scratch using new training data. For example, labeled financial data quickly go out of date and may not follow the same distribution over time; thus, previous labeled data cannot be used to reliably predict the financial status of an organization. In many real-world applications such as banking systems, collecting new training data and retraining the learning model is very expensive or practically not feasible. It would be useful if the data and knowledge gained in different domains or time periods could be utilized to assist in the formation of the current learning model.
A new framework of machine learning called transfer learning has emerged under a variety of names, such as learning to learn, life-long learning, metalearning, and multitask learning [1] . Transfer learning, which is different from traditional machine learning and semisupervised algorithms [2] [3] [4] [5] , can handle situations in which the domains of the training datasets and test datasets are different [6] . The study of transfer learning has been inspired by the human ability to utilize previously acquired knowledge to solve new similar (but not identical) problems more quickly and efficiently than if this form of knowledge were not available.
Nevertheless, current transfer learning methods still have a number of drawbacks: 1) There is a direct reliance on statistical models in current transfer learning methods with probabilistic assumptions (e.g., about specific probability distribution functions) that may be difficult to satisfy. Consequently, it could be difficult to achieve highly accurate prediction in some realworld applications. 2) Existing transfer learning methods only consider features and labels whose values are numeric or assume a single value from a discrete set of attribute values, and this assumption could be viewed as a serious impediment in the presence of uncertainty. 3) One development in existing transfer learning methods attempts to solve the domain adaptation problem by adjusting the decision boundaries and models using global learning, but this makes the methods highly dependent on the shift-unaware prediction or classification models. 4) The existing application of transfer learning methods is limited to the field of text classification and reinforcement learning, and other potentially promising application areas have not so far been investigated [2] .
To address and overcome these limitations, we propose a multistep fuzzy bridge refinement domain adaptation (MFBRDA) algorithm in this study and investigate its applicability to the problem of bank failure prediction. The MFBRDA algorithm can handle situations of data uncertainty in which the features assume vague values, and the outputs must provide flexible and explanatory results to solve the problem. The key facet of originality of the study lies in the fact that the domain adaptation problem is solved by refining the fuzzy initial labels present in the target domain by similarity-based local learning. The efficiency of the fuzzy set-based approach and local learning (using fuzzy similarity) for the problem of domain adaptation has been quantified as well.
The main idea behind the proposed MFBRDA algorithm is to explore the most similar instances in a set of mixture domains of the training and test data and treat them as a "bridge" for transferring the feature distribution from the source domain to the target domain. The label values of these instances are utilized to refine the labels of the initial target instances that are reported by a given prediction model, referred to as a shiftunaware model. Using label refinement instead of model adjustment makes the MFBRDA algorithm completely independent of the shift-unaware model. US bank failure dataset and Newsgroup dataset are used for benchmarking the MFBRDA algorithm against three traditional machine learning models such as SVM [7] , multilayer perceptron neural network (MLPNN) [8] , and fuzzy neural network (FNN) [9] , along with the existing domain adaptation methods [7] , [10] , [11] . The results demonstrate the superior performance of the proposed algorithm and show the significant role of a fuzzy set-based approach and local learning in accuracy enhancement. The empirical results show the better performance of the proposed algorithm. We also quantify the significant impact of the fuzzy set-based approach and local learning on accuracy enhancement.
Real-world bank failure data are used here as a case study of the proposed MFBRDA algorithm to realize a long-term bank failure prediction. As the data distribution changes over a longer period and there is an uncertainty factor, the existing machine learning methods cannot handle these two issues and form a prediction model that has an acceptable level of prediction accuracy. We show that the proposed MFBRDA algorithm significantly improves the quality of the results and offers a new idea of transfer learning to solve this challenging real-world problem.
To the best of our knowledge, the proposed MFBRDA algorithm is the first to use the technology of fuzzy sets and local learning for domain adaptation, and the first study to apply a transfer learning method for financial failure prediction. This paper is organized as follows. In Section II, preliminary concepts including the definition of domain adaptation and related works are introduced. The MFBRDA algorithm and its detailed implementation are presented in Section III. Section IV describes the experimental illustration and results for the MFBRDA algorithm. A bank failure case study is presented in Section V. Section VI concludes the paper and outlines future research.
II. PRELIMINARIES AND RELATED STUDIES
The definition of transfer learning, particularly domain adaptation, is introduced in this section, following which the categories of transfer learning and related works are described.
A. Definition
Definition 1 (Domain) [1] : A domain is denoted by D = {F, P (X)}, where F is a feature space, andP (X), X = {x 1 , . . . , x n }, is the marginal probability distribution of instances.
Example: If the learning task is to realize bank failure prediction, F is a set of financial features such as Average Capital Ratio and Average Loan Loss, X is the set of all instances (banks), and P (X) is the marginal distribution of these instances on the above features; for example, the distribution of instances on Average Capital Ratio is described as normal distribution with mean value μ and variance σ 2 : P Average Capital Ratio (X) ∼ N (μ, σ). In general, if two domains are different, they may have different feature spaces or/and different marginal probability distributions.
Definition 2 (Task) [1] : A task is denoted by T = {Y, f (·)}, where Y = {y 1 , . . . , y m } is a label space, and f (·) is an objective predictive function, which is not observed and has to be learned by pairs (x i , y i ). The function f (·) can be used to predict the corresponding label, f (x i ), of a new instance x i . From a probabilistic viewpoint, f (x i ) can be expressed as P (y i |x i ), where P is the probability of label y i for given instance x i .
Example: In the bank failure prediction example, which is a binary (two-class) prediction task, y i denotes failed or survived bank. More specifically, the source domain can be denoted as D s = {(x s 1 , y s 1 ), . . . , (x s n , y s n )}, where x s i ∈ X s is the source instance or bank in the bank failure prediction example, and y s i ∈ Y s is the corresponding class label (failed, survived) for bank failure prediction. Similarly, the target domain is denoted as D t = {(x t 1 , y t 1 ), . . . , (x t n , y t n )}, where x t ∈ χ t is the target instance, and y t i ∈ Y t is the corresponding class label. In the most scenarios, we have t n s n . Definition 3 (Transfer Learning) [1] : Given a source domain D s and learning task T s and a target domain D t and learning task T t , transfer learning aims to improve the learning of the target predictive function f t (·) in D t using the knowledge in D s and T s , where D s = D t or T s = T t . In addition, there are explicit or implicit relationships among the feature spaces of two domains, such that we imply that the source domain and the target domain are related. It should be mentioned that when the target and source domains are the same (D s = D t ) and their learning tasks are also the same (T s = T t ), the learning problem becomes a traditional machine learning problem.
Example: In the above definition, the condition T s = T t implies that either Y s = Y t or f s (·) = f t (·) or both (Multitask learning). For instance, it corresponds to a situation in which the source banking system comes with binary class labels (failed and survived), whereas the target banking system has more than two class labels, or the source prediction model is so different from the target prediction model that may result in predicting two different class labels for the same instance.
Example: Similarly, the condition D s = D t implies that either F s = F t or P s (X) = P t (X) (transductive transfer learning). For example, in the bank failure prediction example, this means that between a source banking system and a target banking system, either the financial features of the two domains are different between, or the marginal distributions of banks are different.
Definition 4 (Domain Adaptation) [1] : Domain Adaptation is a category of transductive transfer learning in which F t = F s , but P t (X) = P s (X).
Example: As an illustration for domain adaptation in longterm bank failure prediction, we would like to predict the bank's status on date t 2 (D t ) using the bank's data on date t 1 (D s ). It is assumed that the same features are applied for prediction in both domains, but the distribution of those data might be different. For example, the marginal distribution of banks on Capital Ratio (a financial feature for bank failure prediction) in date t 1 is P s (X) ∼ N (μ s , σ s ), but on date t 2 is P t (X) ∼ N (μ t , σ t ) and μ t = μ s and/or σ t = σ s . This means that the mean and/or variance values of Average Capital Ratio of banks have changed through time t 1 to t 2 .
B. Related Studies
The studies that aim to solve the domain adaptation problem can be categorized into two groups [1] : 1) Transferring the knowledge of instances: This approach is motivated by the importance of samples. Here, an attempt is made to find an optimum weight for each instance to learn a more accurate model for the target domain. Several domain adaptation methods, such as covariate shift [12] or sampling selection bias [10] , were proposed to cope with the inconsistency of data distributions. These methods reweighted the training samples coming from the auxiliary domain by using unlabeled data from the target domain such that the statistics of samples from both domains are matched. We select the sample selection bias (SSB) [10] as a popular domain adaptation method in this group for benchmarking. The reader may refer to the recently published book by Quionero-Candela et al. [13] . 2) Transferring the knowledge of feature representation: This approach focuses on the feature space and attempts to extract and/or convert relevant features that reduce the difference between the domains. Blitzer et al. [14] [15] [16] proposed an SCL algorithm to define pivot features on the target domain from both domains and then used unlabeled instances from the target to create the classification model. Dai et al. [17] proposed a coclustering-based algorithm to propagate the label information across domains. Xue et al. [18] presented a cross-domain text classification known as TPLSA to integrate target instances and source instances into a unified probabilistic model. Very recently, Bruzzone and Marconcini [11] proposed domain adaptation support vector machine (DASVM), which extended transductive SVM to label unlabeled target patterns progressively and simultaneously remove some auxiliary labeled patterns. We use this advanced domain adaptation method for benchmarking.
Over the past few years, some researches aimed to use fuzzy sets and systems into the transferring process of knowledge among domains. Deng et al. [19] proposed a fuzzy system modeling approach with knowledge-leverage capability from source domain. The Mamdani-Larsen-type fuzzy system is chosen to incorporate a knowledge-leverage mechanism. It makes use of some objective function (criterion) to integrate the model knowledge of the source domain and the data of the target domain and, thus, learn the induced fuzzy rules of the model accordingly. The proposed method is distinctive in preserving the data privacy as only the knowledge (such as the corresponding density distribution) rather than the data of the source domain is adopted. Synthetic and real-world datasets have been used in the empirical study. The experimental results demonstrate the outperformance of the proposed method when compared with several existing related methods. To tackle transfer learning tasks, Seera and Lim [20] proposed a fuzzy min-max (FMM) NN that is equipped with an incremental or online learning capability. Based on the authors' previous work in deploying the FMM NN with offline learning [21] , an online learning strategy for the FMM network is further devised to tackle transfer learning problems. Behbood et al. [22] developed a fuzzy-based transductive transfer learning for long-term bank failure prediction in which the distribution of data in source domain is different from that in target domain. They applied three classical predictors including NN, SVM, and FNN to predict the initial labels for samples in target domain and then try to refine the labels using fuzzy similarity measures. Afterward, the authors improved the performance of the fuzzy refinement domain adaptation method [23] by developing a novel fuzzy measure to involve both the similarity and dissimilarity in the refinement process. The proposed method has been applied to text categorization and bank failure prediction. The experimental results demonstrated the outperformance of the proposed method by comparing with popular classical transductive transfer learning methods. Using fuzzy techniques in similarity measurement and label production, the authors revealed the advantage of fuzzy logic in knowledge transfer where target domain lacks of critical information and involves uncertainty and vagueness. Shell and Coupland [24] proposed a framework of fuzzy transfer learning to form a prediction model in intelligent environments. To address the issues of modeling environments in the presence of uncertainty and noise, they introduced a fuzzy-logic-based transfer learning enabling the absorption of inherent uncertainty and dynamic nature of transfer knowledge in intelligent environments. They created a transferable fuzzy inference system using labeled data in the source domain and, then, adapted and applied the resulted rule base to predict the labels for samples in the target domain. The source rules were adjusted and adapted to the target domain using Euclidean distance measure. The proposed method is examined in two simulated intelligent environments. The experimental results demonstrated superior performance of the fuzzy transfer learning compared with classical prediction models; however, the method has not been compared with any transfer learning method. Deng et al. [25] proposed the generalized hidden-mapping ridge regression (GHRR) method in order to train various types of computational intelligence models, including NNs, fuzzy logical systems, and kernel methods. Furthermore, the knowledge-leverage-based transfer learning mechanism is integrated with GHRR to realize the inductive transfer learning method called transfer GHRR (TGHRR). The proposed GHRR and TGHRR algorithms have been evaluated experimentally by carrying out regression and classification on synthetic and real-world datasets. The results demonstrated that the performance of TGHRR is competitive with or even superior to existing state-of-the-art inductive transfer learning algorithms.
III. MAIN CONCEPTS AND TECHNIQUES OF THE PROPOSED MULTISTEP FUZZY BRIDGE REFINEMENT DOMAIN ADAPTATION ALGORITHM
To describe the MFBRDA algorithm, we first look at the three main intuitively appealing concepts: similarity-based refinement, multistep refinement, and fuzzy-based refinement.
A. Similarity-Based Refinement
In contrast with "standard" machine learning methods, it is assumed in the definition of domain adaptation that joint distribution in the source domain (training data) is different from the target domain (test data), that is, p s (X, Y ) = p t (X, Y ). In some cases, the joint distributions only differ in the marginal distributions of covariate, namely p s (X) = p t (X), while p s (Y |X) = p t (Y |X), which is termed covariate shift or SSB [13] . A number of research studies have been published about this category of domain adaptation. One of these methods is the bridge refinement (BR) algorithm, which is motivated by the PageRank algorithm [26] . In the algorithm, it is assumed that the conditional probability of a specified label C given an instanced does not vary among different distributions including source, target, and union of source and target distributions:
, although the marginal probability of instance d, i.e. , P (d), varies. This is based on the fact that if identical instances appear in the target domain, the source domain, or the mixture domain of both domains, their predicted label should be the same. Furthermore, the greater the number of similar instances in the target domain, the greater is the probability that they will have the same label. This situation implies a mutual reinforcement relationship between instances in the target domain and the source domain, which can be used to correct the predicted labels. For instance, in a two-class problem, significantly similar instances are located in the same class. In other words, if the similarity measure considers the cluster structure (distributional) difference between two domains in the computation, then the similarity between two instances from two different domains provides some evidence in support of the same class. The similarity function plays an important role and needs to be defined well enough to map the instances discriminate them accurately. Fuzzy similarity should be defined such that there will be a high probability that similar instances will have the same label.
The proposed BR approach comprises two sequential phases: preprocessing and refinement. In the first phase, the labels of the instances in the target domain are initially determined by a given prediction model (shift-unaware prediction model), which has been trained by labeled instances from the source domain. In the second phase, the initial label of each target instance is refined using the labels of the k-nearest instances to the target instance. These similar instances are selected from mixture domains that are composed of portions of instances in both the source domain and the target domain. We then apply the label values of the most similar instances for refinement purposes. In this study, the fundamental assumption is that there are no labeled data in the target domain; the MFBRDA algorithm is developed based on this assumption. However, in rare real-world cases, a small number of labeled data might be present in the target domain. Having a few labeled data in the target domain is helpful for the transfer learning process and help increase the prediction accuracy of the MFBRDA algorithm. For example, in the experimental section, only a single setting (viz., Setting 9) considers 5% of data in target domain as labeled samples, while the other eight settings assume no labeled data in the target domain. The empirical results show an improvement in accuracy when there are a few labeled data in the target domain. As an illustration of a binary prediction problem, Fig. 1 visualizes the instances present in the source domain for classes 1 and 2. Fig. 2 indicates that there might be a few labeled samples in the target domain and presents the instances in the target domain, including those that belong to classes 1 and 2 and those that do not have labels. We would like to determine a label for one of the unlabeled instances located in the target domain, indicated by a red triangle. We select the most similar labeled instances from both domains to find the label of a given target instance. Fig. 3 shows the nine most similar instances in both domains-all of them belong to class 1. The conclusion is that the given instance most likely belongs to class 1. In this case, these labeled samples are also used to determine the labels of samples in the target domain. The target domain labeled samples are used in the same way as the labeled source domain samples are used in the refinement phase of the MFBRDA algorithm.
Although the source and target domains have the same dimension, the cluster structure (membership functions for each feature) in the source domain is different from that in the target domain. Hence, simply using k-nearest neighbor (KNN) to find the most similar samples in the source domain and specify the label for a sample in the target domain may not lead to a correct result. However, contrary to the existing domain adaptation methods, a local learning-based method similar to KNN can be used in a set of mixture domains of both source and target domains to specify the labels in the target domain if the similarity measure, used in the local learning-based method, takes the cluster structure difference between the source and target domains into account.
B. Multistep-Based Refinement
The main objective of domain adaptation is to build the mixture domain (D w ) by combining data from the target domain (D t ) and the source domain (D s ), from which the most similar instances are selected. The refinement process can be performed in a single iteration where the mixture domain is composed of only target domain instances (D t ) or only source domain instances (D s ), or a combination of source and target domain in-
Likewise, the refinement can also be executed in two iterations in which the second mixture domain is composed of target domain instances (D t ) or a combination of both domains (
In the two-step setting, the labels are first refined using similar instances coming from the first mixture domain and are then refined in the second iteration using similar instances coming from the second mixture domain. The three-step setting of refinement can also be defined in the same manner. In this scenario, the first, second, and third mixture domains will be composed of the source domain (D s ), the group of both domains (D s ∪ D t ), and the target domain (D t ) instances, respectively. All the possible settings in different iterations are reported in Table I , which shows the above-mentioned settings of refinement when different mixture domains are used in each iteration.
The results of the two-step and three-step refinement settings may be significantly improved compared with the initial labels computed by the shift-unaware prediction model. However, the accuracy of each dataset follows the performance of Step 2 Step 3
On-step Setting the shift-unaware model and consequently demonstrates poor performance in some cases. To solve these problems and improve predictive accuracy, we propose to use multiple steps to refine the initial labels. The refinement process moves from the source domain (D s ) toward the target domain (D t ) through n steps using the tradeoff parameter μ w , which specifies the percentage of instances of the source domain and target domain in the mixture domain in each step of refinement. As n increases, μ w becomes greater and the contribution of source domain data in the mixture domain becomes lower; conversely, the portion of target domain data increases. At each step, the samples coming from the source and target domains are selected by random sampling mechanism to create the mixture domain, but the samples from target domain at each step are reserved for the next step. Hence, the mixture domain at each step always includes the target instances of the previous step. Accordingly, this method of sampling allows the opportunity for all samples to participate in the refinement process; additionally, the consequent neighboring mixture domains are similar to each other and smoothly transfer the label structure from the source domain to the target domain. Through the multistep process, a set of adjacent similar mixture domains create a bridge to transfer the label structure between the source and target domains more accurately. As previously mentioned, the proposed refinement algorithm is motivated by the PageRank modification algorithm [26] . The PageRank algorithm conveys a mutual reinforcement principle stating that good pages may also link to other good pages. According to this PageRank algorithm, we have the following: 1) Multistep process is required; and 2) modifications converge to a unique point. The two issues have been shown in our experiments: The algorithm converged in a few iterations (5 to 10) in each step (mixture domain). Fig. 4 demonstrates the multiple step approach used in the proposed algorithm. 
C. Fuzzy-Based Refinement
The fuzzy set-based approach is utilized in the proposed MFBRDA algorithm to tackle the imprecise nature of financial features and related vague values. In particular, the class labels are defined by fuzzy sets and each instance comes with a certain membership value in each class. These fuzzy labels allow for some partial membership in each class, enabling the algorithm to classify a target instance more accurately than the Boolean-like (0,1) labels. As a simple illustration, Fig. 5 (a) and (b) shows a target instance (indicated in red) and the nine most similar instances with 0-1-value labels and fuzzy labels, respectively, present in a binary classification problem. In Fig. 5(a) , the target instance will be classified as belonging to class 1 because five out of nine (majority) most similar instances belong to class 1. The target instance in Fig. 5 (b) cannot be classified as simply as it is done in Fig. 5(a) . In Fig. 5(b) , it is assumed that the instances have fuzzy labels (membership values in each class) and the class of the target instance should be specified using the average of membership values of the nine most similar instances in each class. According to the following calculation, the target instance will be classified as class 2 because the average value demonstrates that the membership value of the target instance in class 2 is more than that in class 1, despite the fact that the number of most similar instances in class 1 is larger than in class 2. More importantly, by engaging fuzzy sets, the output of the proposed MFBRDA algorithm forms the membership value of the target organization in each class. These labels clearly reflect the level of financial health of the organization instead of a binary (yes-no) description of the organization. This offers flexibility in dealing with uncertainty of data in information systems such as bank failure warning systems.
Our study provides a cluster-based representation of the decision region by fuzzy clusters rather than distribution-based representation of data. Since the source and target domains may not have the same cluster structure, we use a fuzzy similarity measure to find the most similar instances to the target instance to improve predictive accuracy in the refinement process. Using fuzzy similarity in the cluster-based structure of a domain, it is possible to incorporate the domain information in computing the similarity and, consequently, achieve more accurate results in similarity measurement. In fact, if the fuzzy sets (denoted by a set of linguistic terms) of fuzzy features are computed using the numerical data of instances of a domain, each fuzzy set represents a fuzzy cluster in a decision region to which a considerable number of instances belong. Hence, any pair of instances may belong to two different fuzzy clusters, and the distance between these fuzzy clusters should be incorporated when measuring the similarity between two instances. Using a distance-based fuzzy similarity measurement, the distance of two instances is calculated simultaneously based on the distance between two instances and the distance between the fuzzy clusters to which these instances belong. Hence, a distance-based fuzzy similarity measurement not only takes the distance between two instances into account but also reflects the distance between the two fuzzy clusters to which the corresponding instances belong. To clarify the above-mentioned arguments, the following example is presented.
Example 1: Given the three instances A = (0.5, 0.3, 0.7), B = (0.8, 0.6, 0.9), and C = (0.2, 0.1, 0.4) in a 3-D feature space, we first calculate the similarity between instances using Euclidean distance-based similarity:
where
We define trapezoidal fuzzy sets (membership functions) for each variable shown in Fig. 6(a) -(c) and, then, compute the similarity between instances using fuzzy Euclidean distancebased similarity:
and d μL , shown at the bottom of the next page. Although these instances, particularly the pair A and B and the pair A and C, are close to each other (similar), it can be seen that the instances A, B, and C belong to three completely different fuzzy sets (clusters) as medium, high, and low, respectively, in all three variables in the decision region. It would be desirable for the similarity measure to take this fact into consideration to produce a more accurate result. It is expected that the more accurate similarity value of these instances would not be as high as that calculated by the Euclidean distance-based similarity (A,). Because (A,) only considers the distance between the instances (A,) and not the distance between the fuzzy clusters, it produces a high value for similarity. While the fuzzy Euclidean distancebased similarity (fs (A, B) ) simultaneously computes the distance between instances (d (A, B) ) and the distance between clusters (fd(A, B)) (incorporated in the similarity formula), which results in a lower value of similarity. Because these instances are located in three completely different fuzzy clusters in the decision region, the lower similarity is desirable if we want to employ the domain information in the similarity measurement. We expect that the more accurate similarity value among these instances will not be as high as the Euclidean distance-based similarity, because the similarity measure explained in the example takes the cluster structure of the problem region mapping on each feature (fuzzy membership function) into account when computing similarity, while the Euclidian distance does not. For instance, if samples A and B are located in the center of two different clusters, then the appropriate similarity value should signify this difference and will be smaller than when two samples are located in the center of the same cluster. The Euclidean distance does not incorporate this issue into the calculation unlike our simple example, which does. The similarity values between instances using both similarity measurements are shown in Table II . As can be seen, the fuzzy measure provides lower similarity values between these instances than the nonfuzzy measure, thus giving a more accurate similarity measure. For the sake of conciseness, we describe a simple example to show that any distance measure that takes the cluster structure difference into account will be more appropriate in a situation where the cluster structure is different between domains (domain adaptation) from those data come. In Section V, the similarity between data samples is calculated using the similarity measure developed in [27] . This measure calculates the similarity based on the similarity between data samples (numeric or fuzzy sets) and the clusters in which the samples are located. The proposed algorithm is capable of handling the vague values of input features by using fuzzy clusters to represent the decision region and capturing the covariate values in the form of fuzzy membership functions (fuzzy sets). It distributes the decision region into fuzzy clusters that have been created by mapping the defined fuzzy sets in each input covariate on the decision region. The antecedents of the input fuzzy values (say about 10) are matched against the fuzzy sets in each covariate and their position is calculated (in the form of a fuzzy set) in the fuzzy clusters in the decision region. The similarities between the computed fuzzy sets in the partitioned region are then calculated to find the k-most similar instances for a given instance in the region. The proposed algorithm handles vague values by matching input fuzzy values (in the form of fuzzy membership function) with fuzzy sets in all covariates, consequently regulating the input sample position in the fuzzy cluster-based decision region. The example below is provided to compare two circumstances of numerical inputs and fuzzy inputs for clarification. Example 2: As shown in Fig. 7 , we assume that there is a 2-D decision region that is partitioned into nine fuzzy clusters using three fuzzy sets in each dimension. Samples A and B are a fuzzy numbers in a 2-D decision region defined as A (about 4, about 8) and B (about 13, about 5) where fuzzy values are defined as a triangular-shaped membership function in each dimension. As shown in Fig. 7 , the fuzzy number A is matched with Low and Medium fuzzy sets on dimension X1 and with High fuzzy set on dimension X2; the result is mapped in the overlap region of cluster 3 and cluster 6. In addition, the fuzzy number B is matched with fuzzy set High on dimension X1 and with Medium and High fuzzy sets on dimension X2. Finally, the similarity between the mapped fuzzy numbers A and B in the decision region is calculated using the method developed by Wen-June [27] . [28] is applied to build the fuzzy sets of features. The steps of the MFBRDA algorithm are organized into two phases, as described below:
Phase 1 is a preprocessing phase completed to represent (encode) numeric input in terms of the fuzzy sets (reference fuzzy sets) defined in the given input variable, compute the initial label values using a shift-unaware prediction or the given classification model g(·), and calculate the similarity matrix. 
Step 1-2: Perform antecedent matching of fuzzified (encoded) inputs x i ∈ D s and D t against fuzzy features F s and F t respectively. The input membership value of each fuzzy set is computed as follows:
Step 1-3: Compute the similarity matrix using the fuzzy similarity function S(·):
Step 1-4: Train shift-unaware learning-based model g(·)|D s by labeled data of source domain.
Step 1-5: Calculate the unrefined label matrix for target domain instances (G) using g(·)|D s as follows: 
Step 2-2: Find K most similar instances (N D
Step 2-3: Refine the fuzzy label for each target instance.
Repeat is a fuzzy trapezoidal membership function for each feature. It is assumed that the number of these features is the same for both D s and D t , i.e., the source and target domains, but the membership function of these fuzzy sets may be different. The difference between the source and target domains is the result of the difference between the data distribution for each feature in the source domain and the same feature in the target domain. This difference may cause the feature to exhibit a different number of concepts (fuzzy partitions) and/or for different membership functions to be encountered in the source and target domains. The fuzzy partitions (describing membership functions) are designed by running DIC fuzzy clustering [28] . This method forms the membership functions for each feature based on the distribution of data in a domain. This assumption implies a transductive transfer learning problem in which the feature space is the same but the distribution of data is different. Figs. 8 and 9 show the Capital Ratio as an example of fuzzy feature (f i ) in long-term bank failure prediction in the years 1990 and 2000, respectively. There are five membership functions (linguistic terms) distributed over the range of (−2, 4) 
= (F ailed). g (·)
is a learning-based model such as an NN. If the learning-based model g (·) has been trained using the labeled data coming from the source domain, we will call it a shift-unaware model, denoted by g(·)|D s . Thus,
) is the vector of membership values of x in each class computed by the shift-unaware learning-based model. Let matrix G denote the unrefined label matrix, where g ij is the membership value of a given instance x i in classj which has been computed by shift-unaware learningbased model g(·)|D s . S is the fuzzy similarity function. Let M denote the similarity matrix, where m ij measures the similarity between the given instances x i and x j using S (x i , x j ). Likewise, MR 1 stands for the refined label matrix in first iteration, where mr 1 ij is the refined membership value of given instance x i in class j after the first iteration of the refinement. The following expression describes the first iteration of this refinement process:
where N D i is a set of instances most similar to instance x i that can be extracted from a given domain D using the similarity matrix M . The sample x 0 is one of the k-most similar instances to x i , and it comes from a mixture domain composed of source and target domains. If x 0 belongs to source domain or 5% labeled samples in target domain, then μ Y j (x 0 ) will be the actual label. If it belongs to an originally unlabeled sample from the target domain, then μ Y j (x 0 ) will be the unrefined or refined (in previous steps) predicted label that is produced by such shift-unaware models as SVM, NN, or FNN. According to the refined (1), we calculate the difference between the label values of most similar instances and that of the given instance
). This is multiplied by the similarity value between most similar instances and the given instance S(x i , x 0 ) to amplify the influence of more similar instances on refinement. Finally, the average value is used to refine the unrefined label values g ij by an impact factor of α. Given that α is the parameter, which is used to specify the impact of refinement, the final refined label at each step is an α-weighted convex sum of: 1) the refined label computed by most similar samples' labels, and 2) the initial label computed by a given prediction model. Hence, α is a parameter in (0, 1) that specifies the contribution of refinement in the final refined label of the target sample, i.e., the higher the value of the alpha, the more evident the impact of the refinement becomes. To calculate the refined value in the subsequent iterations, the label values computed in the prior iteration are applied as follows:
According to (3), the refined labels of instances in the previous iterations are used to further adjust the label values in the current iteration. The use of this approach leads to a mutual reinforcement relationship between instances in domains that can help to transfer the label pattern from the source domain to the target domain and consequently improve accuracy.
Example 3: As a simple illustration of the refinement process just described, we look at a binary classification problem in which x 0 is the given instance such that g(x 0 )|D s = (0.5, 0. . The instances are depicted in Fig. 10 . Equation (3) is applied to refine the label of instance x 0 through a series of iterations until the refinement function converges by 10 −3 . The results are reported in Table III . As can be seen in the last two columns of the table, the refinement function converges after ten iterations: |0.2841 − 2840| < 10 −3 . Since most similar instances belong to class 2, the membership value of instance x 0 to class 1 decreases, while its membership value to the second class increases. We conclude that the given instance is classified as belonging to class 2. The refinement expression (3) is applied in the proposed MFBRDA algorithm. This refinement is based on the fact that the labels of the most similar instances to the target instance are used to modify the initial label of the target instance, which has been initialized by the shift-unaware model. As a result, the refined fuzzy label matrix for all unlabeled instances of target domain MR n is formed as follows:
. . . mr
Each row of this matrix shows the membership value of one instance to all label classes. To find the final label for each instance, the following expression is used [21] , [22] :
Label
V. EXPERIMENTS
In this section, we report on the experiments completed for the widely used 20Newsgroup dataset. Different settings of the proposed algorithm are described, and the dataset specifications are explained. The baselines are also introduced for benchmarking purposes. Finally, the experimental results are obtained and analyzed.
A. Settings
The algorithm was realized using nine different settings based on different mixture domains D w and the number of steps in Phase 2 (refinement presented in Table IV ). All settings are divided into three categories. Categories 1 and 2 refer to the settings with one and two steps of refinement, respectively. Category 3 contains the settings with three and n steps of refinement. Hence, each category indicates the number of iterations of the refinement process with different possible mixture domains. Table IV shows that Settings 8 and 9 are similar; however, in Setting 9, we use a small number of labeled instances (5% of samples) of the target domain in mixture domains to examine the influence of labeled target data on the performance of the proposed algorithm. These labeled data are used for training all baselines as well as the refinement process in the proposed algorithm.
B. Dataset and Preparation
We validate the proposed algorithm by using a commonly used dataset, namely 20Newsgroup (http://people.csail. mit.edu/jrennie/20Newsgroups/). The different settings Step 2:
μ w |D t | with labeled target data mentioned above are investigated. This data collection was not originally designed for transfer learning; therefore, some modification was necessary to make the distribution between the training data and the test data different. The dataset has a two-level hierarchical structure. Suppose A and B are two root categories in the data collection, and A1, A2 and B1, B2 are sublevel categories of A and B, respectively. We form the training and test data as follows. Let A.A1 and B.B1 be the positive and negative examples in the training data, respectively. Let A.A2 and B.B2 be the positive and negative examples in the test data, respectively. The target categories are fixed, as A and B, but the distributions of the training data and the test data are different yet still similar enough for the evaluation of the proposed algorithm in transfer learning. There are seven top-level categories of which three have no subcategories. We compose six datasets from the remaining four categories. The detailed composition of these datasets is provided in Table V. We preprocess the raw data by putting all letters in lowercase, stemming words using the Porter stemmer [30] , and removing all stop words. According to [31] , the DF thresholding can achieve comparable performance to information gain or CHI, but it is much easier to implement and less costly both in time and space requirements. We, therefore, use it to cut down the number of words/features and speed up the classification. The words that occur in fewer than three documents are removed. Each document is then converted into a bag-of-words presentation in the remaining feature space. Each value of the feature is the term frequency of that word in the document, weighted by its IDF (log N/DF).
To examine the performance of the MFBRDA algorithm, we select three different shift-unaware prediction models: FNN [9] ; SVM [7] ; MLPNN [8] ; and KNN [32] . In SVM, we use the implementation SVMlight [33] with a linear kernel and all options set by default. In MLPNN, we choose the optimum parame- [28] , which is a novel self-organizing clustering technique, is applied to create the fuzzy features. DIC applies a fully automated clustering that forms the membership functions according to numerical data distribution on each problem region attribute. The main reason for choosing this method is that it creates the membership functions by a mechanism that can depict the data distribution of numerical data to fuzzy membership functions. Although the data used in the experiments are numeric and MLPNN, SVM, FNN, and KNN are trained using these data, our study provides a cluster-based representation of the domain region by fuzzy clustering (based on the fact that the fuzzy sets and membership functions are formed by DIC) rather than distribution-based representation of data. In the proposed MFBRDA algorithm, we use the fuzzy similarity/dissimilarity measure presented in [27] to compute the similarity between samples in the fuzzy cluster-based decision region.
C. Empirical Results Analysis
The experimental results show that in all cases, the proposed algorithm improves accuracy. As shown in Figs. 11-14 , the greatest increase in accuracy is noted for Settings 8 and 9 with multiple iterations of refinement and mixture domains of target and source domains in each step. This demonstrates that multistep refinement significantly improves accuracy and produces better results than other settings with fewer refinement iterations. It can be concluded that the number of refinement steps has a positive influence on performance and is beneficial for boosting accuracy. In the following section, we focus on Setting 9 of the proposed algorithm, which is the most successful of the alternatives being considered. Its results are compared with the unrefined results. Fig. 11 demonstrates the accuracy of KNN (denoted as Unrefined) compared with nine settings of MFBRDA using KNN as shift-unaware on all 20Newsgroup datasets. The proposed algorithm shows an improvement in all datasets, particularly dataset 4, in which the relative increase is 26.1%. The accuracy in Setting 9 increases by 18.9% on average. Fig. 12 shows the accuracy of different settings of the MFBRDA algorithm using SVM on all 20Newsgroup datasets compared with the accuracy of the unrefined results. In all datasets, the proposed algorithm improves accuracy, particularly in datasets 5 and 6, in which the relative increases are 26.9% and 27.1%, respectively. The average relative increase of accuracy in Setting 9 over all six datasets is 25%. Fig. 13 reports the results of the proposed algorithm with MLPNN viewed as a shift-unaware classifier. The highest relative enhancements of the accuracy are achieved on datasets 5 and 6, being 26.5% and 26.8%, respectively. The average relative increase in Setting 9 is 24.8%. Fig. 14 displays the result of the refinement of the FNN results using the proposed algorithm. The greatest relative increases in accuracy are achieved for datasets 5 and 6, with 26.9% and 27.3%, respectively. The average relative increase in Setting 9 is 25.6%. Additionally, we compare the performance of the proposed MFBRDA algorithm (Setting 9) with another refinement algorithm, BR [7] . This is an algorithm that considers the features with numeric values and uses the Cos function expressed as ((i, ) = 1 − cos(di, dj)) as the corresponding distance. The results of the comparison demonstrate the impact of the fuzzy set-based approach on the quality of the results obtained. In the benchmark, four different shift-unaware classifiers, i.e., KNN, SVM, MLPNN, and FNN, are used to determine the initial labels. Fig. 15 shows the benchmark results by reporting the accuracy of the FBR and BR algorithms on the Newsgroup datasets. The results clearly show that the FBR algorithm outperforms the BR algorithm in all datasets when different classifiers are used. For instance, the average increase in accuracy achieved by MFBRDA on datasets 3, 4, and 6 is 1.4%, 1.44%, and 1.41%, respectively. Similarly, the average increase in accuracy gained by MFBRDA using KNN, SVM, MLPNN, and FNN classifiers is 1.3%, 1.2%, 1.1%, and 1.0%, respectively. All in all, the fuzzy set-based approach applied to the MFBRDA algorithm significantly improves the refinement performance and boosts accuracy.
VI. CASE STUDY: LONG-TERM BANK FAILURE PREDICTION
We demonstrate how the proposed MFBRDA algorithm improves long-term bank failure prediction in a case study of US bank data . We carry out a set of experiments to examine the algorithm's performance in transferring knowledge from different time periods using different features of US bank data. In the experiments, we benchmark the FBR with the BR reported in [7] using three different shift-unaware prediction models that compute the initial labels.
A. Case Description
The dataset and financial variables are extracted from Call Report Data, downloaded from the website of the Federal Reserve Bank of Chicago. The status of each bank is described according to the Federal Financial Institutions Examination Council (FFIEC). The dataset, shown in Table VI , includes the observation period of the surviving banks of 21 years from June 1980 to December 2000, based on the history of each bank according to the FFIEC. There are 548 failed banks and 2555 banks that survived, as presented in [21] , [29] . Although Tung et al. [28] used nine financial features, according to their sta- Expected Effect of Failure * CAPADE: average total equity capital /average total assets The higher the ratio, the smaller the probability of failure OLAQLY: average (accumulated) loan loss allowance/average total loans and leases, gross
The smaller the ratio, the smaller the probability of failure PROBLO: Loans 90+ days late/average total loans leases, gross
The higher the ratio, the higher the probability of failure * PLAQLY: Loan loss provision /average total loans and leases, gross
The higher the ratio, the higher the probability of failure NIEOIN: noninterest expense/operating income The higher the ratio, the higher the probability of failure NINMAR: (total interest income -interest expense)/average total asset The higher the ratio, the smaller the probability of failure * ROE: (net income after tax applicable income taxes)/average total equity capital The higher the ratio, the smaller the probability to failure LIQUID: (average cash average federal funds sold)/(average total deposit average fed funds purchased average banks' liability on acceptance average other liabilities)
The higher the ratio, the higher the probability of failure GROWLA: (total loans leases (t) -total loans leases (t-1))/ total loans leases (t-1)
The higher the ratio, the smaller the probability of failure tistical significance and correlation, it is observed that a model with three features has fewer rules, less computational load, and greater prediction accuracy. Each feature is ranked based on the importance of a feature as a result of a future selection process, and the three features with the highest grade are selected [35] . The definition of all features and their expected impact on bank failure are described in Table VII . The MFBRDA algorithm is run for nine and three features (indicated by * ) separately, and the results are then compared in terms of the long-term prediction accuracy.
B. Case Design and Processing
The source instances are selected from a dataset to year 1990. This dataset is used as the training data to train shift-unaware prediction models. The target instances are selected as test data from the records for 1995, 1998, and 2000, i.e., five, eight, and ten years following 1990. In the domain adaptation problem, the marginal distribution of data on each covariate between the source and target domains is different; hence, the main reason for using 1990 data as the source (training) domain and 1995, 1998, and 2000 data as the target (test) domain is to have a significant difference in marginal distribution when the time gap between the source data (1990) and the target data (1995, 1998, and 2000) is big enough (five, eight, and ten years, respectively).
We perform the refinement algorithms on the labels predicted by the shift-unaware prediction models, from which we receive the unrefined (initial) labels of target instances. To examine the performance of the MFBRDA algorithm, we select three different shift-unaware prediction models: FNN [9] , SVM [7] , and MLPNN [8] . Additionally, we compare the proposed algorithm with another refinement algorithm, BR [7] . BR is a nonfuzzy algorithm, which applies features with numeric and Euclidian distance as similarity measures. Comparing MFBRDA with BR demonstrates the impact of the fuzzy approach we apply in FBR.
To reduce the influence of the imbalanced dataset problem, the SMOTE technique is applied to the training datasets. The number of failed banks is increased to the number of survived banks to achieve a balanced dataset, which improves the accuracy of prediction without losing important information. In each scenario, the training dataset is split into two pools: 1) failed banks denoted by output −1, and 2) survived banks denoted by output +1. There are five groups, each of which randomly includes instances of both pools to form the training set. The training sets of the five groups are mutually exclusive. The model is trained using the training datasets and then evaluated with the testing datasets. The accuracy of the experiment in each scenario, which is the mean value of the accuracy of the cross-validation group, is calculated using the geometric mean of sensitivity and specificity [36] . This metric is applied because both are expected to be high. To form fuzzy features, the DIC is used [28] . We use the fuzzy similarity/dissimilarity measure addressed by Wen-June [27] in the MFBRDA algorithm.
C. Analysis of Results
The results of the experiments are reported in Tables VIII-X that include the accuracy and relative increases achieved by the refinement algorithms in long-term bank failure prediction. To compare the performance of the MFBRDA for transfer learning, it is examined using three different shift-unaware prediction models: FNN, SVM, and MLPNN. MFBRDA improves the predictive accuracy of shift-unaware prediction models in all settings. The algorithm is evaluated according to nine different settings to examine the influence of the refinement iterations and mixture domain on the performance of MFBRDA. These settings consider different situations ranging from a scenario in which the source data are only used in a single iteration to the situation in which a number of labeled target data in multiple iterations are utilized. Using different settings, we determine how the different steps and labeled target data can improve the algorithm's performance.
The total relative increases when using MFBRDA after refining the initial labels produced by FNN, SVM, and MLPNN are 15.29%, 19.36%, and 17.10%, respectively. This shows that the influence of the proposed algorithm becomes more significant once a prediction horizon becomes longer, and consequently, the difference between the target domain and the source domain becomes greater. For instance, the average relative increase is 11.98%, 17.29%, and 19.15% on 1995, 1998, and 2000 datasets, respectively (see Table VIII , where FNN is the shift-unaware prediction model). This increase is even more apparent in Table IX , where SVM is the shift-unaware prediction model and the accuracy is improved by 11.68%, 18.59%, and 25.74% on the prediction of a five-, eight-, and ten-year time horizon, respectively.
If we compare the accuracy of the settings in each category, a growing trend with respect to categories 1, 2, and 3 can be Fig. 16 . This demonstrates the average relative growth in accuracy for three shift-unaware prediction models. The main reason for this trend is that a single-step refinement is applied in this category, while a multistep refinement mechanism is used in other categories. Likewise, Category 3 outperforms Category 2. It can be concluded that if the number of refinement iterations becomes larger, the settings in each category become more accurate. One reason for this finding is that if more refinement iterations are applied, the structure of the datasets can be transferred from the source domain to the target domain in a more accurate manner.
To examine the influence of the fuzzy set-based approach on the performance of MFBRDA, we compare it with that of BR using the three different shift-unaware prediction models. The proposed algorithm outperforms the BR in all settings of three shift-unaware prediction models. To attest to this improvement, we apply a nonparametric statistical procedure to test whether the accuracy achieved by MFBRDA is significantly better than the accuracy of BR. 
D. Sensitivity of Parameters
The proposed MFBRDA algorithm comes with two parameters, k and α, whose values need to be set. In this section, we investigate the influence of these parameters on the performance of the MFBRDA algorithm. To do this, the performance of the algorithm is examined using different values of the parameters on all settings in each scenario. As an example, the accuracy gained by the MFBRDA algorithm for different values of k in three categories of settings on year 2000 is shown in Fig. 17 . This figure shows that although the performance is not highly sensitive with regard to k as long as k is large enough, the set- tings in category 3 need smaller k than those in categories 1 and 2, which implies lower computational complexity in category 3 than in categories 1 and 2. Furthermore, the average values of 70, 75, and 80 for categories 3, 2, and 1, respectively, are the optimal values for k and as such were chosen in this research.
To find the optimal value α in the range [0, 1], the accuracy of MFBRDA is examined for all settings of each category. Fig. 18 shows the average prediction accuracy by applying different values of α for all categories and years. It also shows that the optimum value of α in category 3 is more than it is in category 2. The value in category 2 is also larger than that in category 1. This can be explained as follows: If the input data are more comprehensive, the refinement is more effective and the value of α is higher. The optimal average values of α are 0.65, 0.68, and 0.74 in categories 1, 2, and 3, respectively.
VII. COMPARATIVE ANALYSIS
In this section, a comprehensive empirical analysis is performed to compare the performance of proposed MFBRDA algorithm with that of the existing commonly used and advanced domain adaptation methods. The experiments are carried out using five different datasets, and the results are examined using statistical tests.
A. Datasets
The experimental analysis is carried out on four different datasets including: 1) 20newsgroup; 2) Bank failure prediction; 3) SRAA3; and 4) Reuters-215783 (http://www.daviddlewis. com/resources/testcollections/reuters215783). 20Newsgroup and Bank failure prediction datasets have been explained in Sections V and VI, respectively. In SRAA, there are four discussion groups: simulated autos (simauto), simulated aviation (simaviation), real autos (realauto), and real aviation (realaviation). As shown in Table IX , we compose two datasets from SRAA. In Reuters-21578, there are three major groups of places, peoples, and orgs. As shown in Table XII , we compose three datasets from Reuters-21578. Like the 20Newsgroup dataset, we preprocess the raw data of SRAA and Reuters-21578 by putting all letters in lowercase, stemming words using the Porter stemmer [30] , and removing all stop words. According to [31] , DF thresholding achieves comparable performance to information gain or CHI, but is much easier to implement and less costly both in time and space requirements. Hence, we use it to cut down the number of words/features and speed up classification. The words that occur in fewer than three documents are removed. Each document is then converted into a bag-of-words presentation in the remaining feature space. Each value of the feature is the term frequency of that word in the document, weighted by its IDF (log N/DF). In the Email spam dataset, there are three email subsets (denoted by User1, User2, and User3, respectively) annotated by three different users. The task is to classify spam and nonspam emails. Since the spam and nonspam emails in the subsets have been differentiated by different users, the data distributions of the three subsets are related but different. Each subset has 2500 emails, in which one half of the emails are nonspam (labeled as 1) and the other half are spam (labeled as -1). On this dataset, we consider three settings: 1) User1 (source domain) and User2 (target domain); 2) User2 (source domain) and User3 (target domain); and 3) User3 (source domain) and User1 (target domain).
B. Empirical Results Analysis
In our experimental analysis, we aim to compare the performance of the FMBRDA algorithm with that of three existing domain adaptation methods. We compute the accuracy of the best setting (Setting 9) of the BR [7] and FMBRDA algorithms when three different shift-unaware prediction models (FNN, SVM, and MLPNN) are used. Then, the average accuracy of these three models, indicated by BR −average and MFBRDA −average , is calculated for comparison analysis. The performance of BR −average and MFBRDA −average is benchmarked with SSB [10] and DASVM [11] . As can be seen from Table XIII, the experiments are performed using four real-world data collections, namely 20Newsgroup, Bank failure prediction, SRAA, and Reuters-21578, composed of six, three, two, and three datasets, respectively. For each method, we randomly sample the training data five times and report the mean and standard deviation of −average column indicate the rejection of the hypothesis of equality of the accuracies at the 0.1 confidence level. As shown, the proposed algorithm significantly outperforms other methods in 12 out of 14 datasets.
VIII. CONCLUSION AND FURTHER STUDY
The research challenge in this study was to develop a domain adaptation algorithm that can be made independent of the shiftunaware model and work with any given model. The objective of this study was to develop a domain adaptation algorithm that would be able to handle uncertainty of data and deal with vague (nonnumeric) values of the features and class labels. The MFBRDA algorithm was proposed using a fuzzy similaritybased local learning approach. The experimental results obtained show that the proposed MFBRDA algorithm brings about a remarkable improvement in the performance. A significant increase in predictive accuracy has been reported, in particular when the algorithm uses three iterations and utilizes a number of labeled target data along with source data and unlabeled target data. The results show that the MFBRDA has even better performance when applied to the long-term prediction horizon.
It is worth noting that compared with an existing refinement method called BR, the MFBRDA algorithm applies fuzzy sets to modify the initial prediction, and according to the empirical results, it substantially outperforms the BR method. The MFBRDA is independent of the prediction model and can be applied with other methods. We have shown that the MFBRDA can successfully transfer knowledge over a long time period to predict bank failure ten years ahead. The MFBRDA can be considered as an applicable prediction model, which does not need to be retrained for every period. Additionally, it can be applied to scenarios in which there is an insufficient number of recent training data.
Our future studies will focus on three tasks. One is to use other prediction or classification models such as fuzzy casebased reasoning and fuzzy rule-based learning models to realize transfer learning. Another is to develop a method, based on the proposed algorithm, which can extract the relevant features to reduce the difference between domains. Finally, an interesting and promising direction could be to examine the performance of the proposed algorithm in contrast with other transfer learning methods, using different real-world datasets. 
