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PROCESS CONVERGENCE OF FLUCTUATIONS OF LINEAR
EIGENVALUE STATISTICS OF RANDOM CIRCULANT
MATRICES
SHAMBHU NATH MAURYA AND KOUSHIK SAHA
Abstract. In this paper we discuss the process convergence of the time depen-
dent fluctuations of linear eigenvalue statistics of random circulant matrices
with independent Brownian motion entries, as the dimension of the matrix
tends to ∞. Our derivation is based on the trace formula of circulant matrix,
method of moments and some combinatorial techniques.
Keywords : Brownian motion, Circulant matrix, linear eigenvalue statistics, Cen-
tral limit theorem, Gaussian distribution, Gaussian process, process convergence.
1. introduction and main results
Suppose Mn is an n × n matrix with real or complex entries. linear eigenvalue
statistic of of Mn is a function of the form
(1) Mn(f) =
n∑
k=1
f(λk)
where λ1, λ2, . . . , λn are the eigenvalues of An and f is some fixed function. The
function f is known as the test function.
The study of the linear eigenvalue statistics of random matrices is one of popular
area of research in random matrix theory. The literature on linear eigenvalue statis-
tics of random matrices is quite big. To the best of our knowledge, the fluctuation
problem of linear eigenvalue statistics of random matrices was first considered by
Arharov [4] in 1971. In 1982, Jonsson [10] established the Central limit theorem
(CLT) type results of linear eigenvalue statistics for Wishart matrices using method
of moments.
In last three decades the fluctuations of linear eigenvalue statistics have been
extensively studied for various random matrix models. To get an overview on the
fluctuation results of Wigner and sample covariance matrices, we refer the readers
to [9], [21], [5], [15], [19], [22] and the reference there in. For results on band and
sparse Wigner matrices, see [3], [8], [11] and [20], and for non-Hermitian matrices,
see [18], [16] and [17].
For fluctuations of linear eigenvalue statistcs of other patterned random matrices,
namely, Toeplitz, Hankel, band Toeplitz matrices and circulant type matrices, see
[6], [13], [1] and [2].
The fluctuation problem, we are interested to consider in this article, is inspired
by the results on band Toeplitz matrix by Li and Sun [12]. They studied time
dependent fluctuations of linear eigenvalue statistics for band Toeplitz matrices with
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standard Brownian motion entries. Here we study similar type of time dependent
fluctuations of linear eigenvalue statistics for random circulant matrices.
A circulant matrix is defined as
Cn =

x0 x1 x2 · · · xn−2 xn−1
xn−1 x0 x1 · · · xn−3 xn−2
...
...
...
. . .
...
...
x1 x2 x3 · · · xn−1 x0
 .
Observe that for j = 1, 2, . . . , n− 1, (j + 1)-th row of circulant matrix is obtained
by giving its j-th row a right circular shift by one positions and the (i, j)-th element
of the matrix is x(j−i) mod n.
Here we consider time dependent random circulant matrices whose entries are
coming from a sequence of independent standard Brownian motions (SBM) {bn(t); t ≥
0}n≥0. At time t, the entries {x0, x1, . . . , xn−1} of Cn will be { b0(t)√n ,
b1(t)√
n
, . . . , bn−1(t)√
n
}.
We denote the circulant matrix at time t by Cn(t). Therefore
(2) Cn(t) =
1√
n

b0(t) b1(t) b2(t) · · · bn−2(t) bn−1(t)
bn−1(t) b0(t) b1(t) · · · bn−3(t) bn−2(t)
...
...
...
. . .
...
...
b1(t) b2(t) b3(t) · · · bn−1(t) b0(t)
 .
Now we consider linear eigenvalue statistics as defined in (1) for Cn(t) with test
function f(x) = xp, p ≥ 2. Therefore
n∑
k=1
f(λk(t)) =
n∑
k=1
(λk(t))
p = Tr(Cn(t))
p,
where λ1(t), λ2(t), . . . , λk(t) are the eigenvalues of Cn(t). We scale and center
Tr(Cn(t))
p to study its fluctuation, and define
(3) wp(t) :=
1√
n
{
Tr(Cn(t))
p − E[Tr(Cn(t))p]
}
.
Note that wp(t) depends on n. But we suppress n to keep the notation simple.
Observe that {wp(t); t ≥ 0} is a continuous stochastic process. Now we state our
main results. The following theorem describes the covariance structure of wp(t1)
and wq(t2) as n→∞.
Theorem 1. For 0 < t1 ≤ t2 and p, q ≥ 2,
(4) lim
n→∞Cov
(
wp(t1), wq(t2)
)
=
 (t1)
pp!
∑p−1
s=0 fp(s) if p = q
0 if p 6= q,
where
(5) fp(s) =
s∑
k=0
(−1)k
(
p
k
)
(s− k)p−1.
The following theorem describes joint convergence of {wp(t); p ≥ 2} as n→∞.
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Theorem 2. As n → ∞, {wp(t); t ≥ 0, p ≥ 2} jointly converge to an independent
family of Gaussian processes {Np(t); t ≥ 0, p ≥ 2} in the following sense. Sup-
pose {p1, p2, . . . , pr} ⊂ N and pi ≥ 2 for 1 ≤ i ≤ r; 0 < t1 < t2 · · · < tr and
{a1, a2, . . . , ar} ⊂ R. Then
lim
n→∞P
(
wp1(t1) ≤ a1, wp2(t2) ≤ a2, . . . , wpr (tr) ≤ ar
)
= P
(
Np1(t1) ≤ a1, Np2(t2) ≤ a2, . . . , Npr (tr) ≤ ar
)
,(6)
where {Np(t); t ≥ 0, p ≥ 2} has mean zero and following covariance structure:
(7) E
[
Np(t1)Nq(t2)
]
=
 (t1)
pp!
∑p−1
s=0 fp(s) if p = q
0 if p 6= q,
and fp(s) is as in (5).
In [12], Li and Sun have studied the joint fluctuation of (wp1(t1), wp2(t2), . . . , wpr (tr)),
where wpi(ti) as defined in (3) with Circulant matrix Cn(t) is replaced by band
Toeplitz matrices Bn(t) with band length tends to infinity as n → ∞. They have
not studied the process convergence of the process {wp(t); t ≥ 0}. The following
theorem describes the process convergence of {wp(t); t ≥ 0} for fixed p ≥ 2.
Theorem 3. Suppose p ≥ 2. Then as n→∞
(8) {wp(t); t ≥ 0} D→ {Np(t); t ≥ 0},
where {Np(t); t ≥ 0} is defined as in Theorem 2.
Remark 4. In the above theorems we have considered the fluctuation of wp(t) for
p ≥ 2. For p = 0,
w0(t) =
1√
n
{
Tr(I)− E[Tr(I)]} = 1√
n
[n− n] = 0
and hence it has no fluctuation. For p = 1,
w1(t) =
1√
n
{
Tr(Cn(t))− E[Tr(Cn(t))]
}
=
1√
n
[
n
b0(t)√
n
− E(nb0(t)√
n
)
]
= b0(t),
as E(b0(t)) = 0. So b1(t) is distributed as N(0, t) and its distribution does not
depend on n. So we ignore theses two cases, for p = 0 and p = 1.
Remark 5. For any p ≥ 2 and t > 0, from Theorem 2 we get that
(9) wp(t) =
1√
n
{
Tr(Cn(t))
p − E[Tr(Cn(t))p]
} D→ Np(t),
where Np(t) has mean 0 and variance σ
2
p,t = (t)
pp!
∑p−1
s=0 fp(s). This convergence of
(9) is also follows from Theorem 1 of [1], where it was established in total variation
norm.
In Section 2 we prove Theorem 1 and in Section 3 we prove Theorem 2. We use
method of moments and Cramer-Wold device to prove Theorem 2. In Section 4 we
use some results on process convergence and Theorem 2, to prove Theorem 3
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2. Proof of Theorem 1
We first define some notation which will be used in the proof of Theorem 1 and
Theorem 2.
Ap = {(i1, . . . , ip) ∈ Zp : i1 + · · ·+ ip = 0 (mod n), 0 ≤ i1, . . . , ip ≤ n− 1},
(10)
A′p = {(i1, . . . , ip) ∈ Zp : i1 + · · ·+ ip = 0 (mod n), 0 ≤ i1 6= i2 6= · · · 6= ip ≤ n− 1},
Ap,s = {(i1, . . . , ip) ∈ Zp : i1 + · · ·+ ip = sn, 0 ≤ i1, . . . , ip ≤ n− 1},
A′p,s = {(i1, . . . , ip) ∈ Zp : i1 + · · ·+ ip = sn, 0 ≤ i1 6= i2 6= · · · 6= ip ≤ n− 1}.
The following result will be used in the proof of Theorem 1. For the proof the
result, we refer the readers to [1, Lemma 13].
Result 6. Consider Ap as defined in (10). Then
lim
n→∞
|Ap|
np−1
=
p−1∑
s=0
lim
n→∞
|Ap,s|
np−1
=
p−1∑
s=0
fp(s),
where fp(s) =
1
(p−1)!
∑s
k=0(−1)k
(
p
k
)
(s− k)p−1.
Note that to prove Theorem 1, we have to deal with the traces of higher powers
of circulant matrices. So here we calculate the trace of (p) for some positive integer
p. Let e1, . . . , en be the standard unit vectors in Rn, that is, ei = (0, . . . , 1, . . . , 0)t
(1 in i-th place). Now for i = 1, . . . , n, we have
(Cn)ei = i-th column =
n−1∑
i1=0
xi1ei−i1 mod n.
In the last equation e0 stands for en. Now using the last equation, we get
(Cn)
2ei =
n−1∑
i1,i2=0
xi1xi2ei−i1−i2 mod n,
and for p > 2
(Cn)
pei =
n−1∑
i1,...,ip=0
xi1 · · ·xipei−i1−i2−i3···−ip mod n.
Therefore the trace of (Cn)
p can be written as
Tr[(Cn)
p] =
n∑
i=1
eti(Cn)
pei = n
∑
Ap
xi1 · · ·xip ,(11)
where Ap is as defined in (10). For a similar result on the trace of band Toeplitz
matrix see [14].
Now we are ready to prove Theorem 1. We start with the following lemma.
Lemma 7. Suppose 0 < t1 ≤ t2 and p, q ≥ 2. Then
Cov
(
wp(t1), wq(t2)
)
=
1
n
p+q
2 −1
q∑
r=0
Cq,r
∑
Ap,Aq
{
E[ui1 · · ·uipuj1 · · ·ujrvjr+1 · · · vjq ]
− E[ui1 · · ·uip ]E[uj1 · · ·ujrvjr+1 · · · vjq ]
}
,(12)
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where ui = bi(t1), vi = bi(t2)− bi(t1) and Cq,r =
(
q
r
)
.
Proof. Define
U = Cn(t1) =
1√
n
(
u
j−i (mod n)
)n
i,j=1
and
V = Cn(t2)− Cn(t1) = 1√
n
(
v
j−i (mod n)
)n
i,j=1
.
As E(wp(t1)) = E(wq(t2) = 0, we have
Cov
(
wp(t1), wq(t2)
)
= E[wp(t1)wq(t2)]
=
1
n
{
E[Tr(Cn(t1))
pTr(Cn(t2))
q]− E[Tr(Cn(t1))p]E[Tr(Cn(t2))q]
}
=
1
n
{
E[Tr(U)pTr(U + V )q]− E[Tr(U)p]E[Tr(U + V )q]
}
.
Using the trace formula (11), we get
E[Tr(Up)] = E
[
n
∑
Ap
ui1√
n
· · · uip√
n
]
=
1
n
p
2−1
E
[∑
Ap
ui1 · · ·uip
]
,
E[Tr(U + V )q] = E
[
n
∑
Aq
(uj1 + vj1)√
n
· · · (ujq + vjq )√
n
]
=
1
n
q
2−1
E
[∑
Aq
(uj1 + vj1) · · · (ujq + vjq )
]
.
Therefore
Cov
(
wp(t1), wq(t2)
)
=
1
n(
p+q
2 −1)
[
E
{(∑
Ap
ui1 · · ·uip
)(∑
Aq
(uj1 + vj1) · · · (ujq + vjq )
)}
− E
(∑
Ap
ui1 · · ·uip
)(
E
∑
Aq
(uj1 + vj1) · · · (ujq + vjq )
)]
=
1
n(
p+q
2 −1)
[
E
{ ∑
Ap,Aq
ui1 · · ·uip(uj1 + vj1) · · · (ujq + vjq )
}
−
∑
ApAq
(
E(ui1 · · ·uip)E
[
(uj1 + vj1) · · · (ujq + vjq )
])]
=
1
n(
p+q
2 −1)
∑
Ap,Aq
[
E
{
ui1 · · ·uip(uj1 + vj1) · · · (ujq + vjq )
}
−
(
E(ui1 · · ·uip)E
[
(uj1 + vj1) · · · (ujq + vjq )
])]
.
Hence
Cov
(
wp(t1), wq(t2)
)
=
1
n
p+q
2 −1
q∑
r=0
Cq,r
∑
Ap,Aq
{
E[ui1 · · ·uipuj1 · · ·ujrvjr+1 · · · vjq ]
− E[ui1 · · ·uip ]E[uj1 · · ·ujrvjr+1 · · · vjq ]
}
,
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where Cq,r is a constant. It is easy to observe that Cq,r =
(
q
r
)
. This completes
the proof of the lemma. 
Proof of Theorem 1. For p, q ≥ 2 and 0 ≤ r ≤ q, define
Ip = (i1, i2, . . . , ip), Jq = (j1, j2, . . . , jq),
Jr = (j1, j2, . . . , jr), Jr+1,q = (jr+1, jr+2, . . . , jq),
UIp = ui1 · · ·uip , UJr = uj1 · · ·ujr and VJr+1,q = vjr+1 · · · vjq .
Therefore (12) can be written as
Cov
(
wp(t1), wq(t2)
)
=
1
n
p+q
2 −1
q∑
r=0
Cq,r
∑
Ap,Aq
{
E[UIpUJrVJr+1,q ]− E[UIp ]E[UJrVJr+1,q ]
}
,
where UJ0 = 1 and VJq+1,q = 1. Now for any fixed r ∈ {0, 1, . . . , q},
1
n
p+q
2 −1
∑
Ap,Aq
{
E[UIpUJrVJr+1,q ]− E[UIp ]E[UJrVJr+1,q ]
}
=
1
n
p+q
2 −1
∑
Ap,Aq
E[UIpUJrVJr+1,q ]−
1
n
p+q
2 −1
∑
Ap
E[UIp ]
∑
Aq
E[UJrVJr+1,q ]
= T1 − T2, say.(13)
Let us first calculate the second term T2 of (13). Note that, for E[UIp ] to be non-
zero, each random variable has to appear at least twice as the random variables have
mean zero. Again the index variables satisfy one constraint because (i1, i2, . . . , ip) ∈
Ap. Thus we have at most (
p
2 − 1) free choices in the index set Ap. Hence
(14)
1
n
p
2−1
∑
Ap
E[UIp ] = O(1).
Now for r = 0, E[UJrVJr+1,q ] = E[UJ0VJ1,q ] = E[vj1vj2 · · · vjq ]. By similar argument
as above, we get
1
n
q
2−1
E[UJ0VJ1,q ] = O(1).
Similarly for r = q, E[UJrVJr+1,q ] = E[UJqVJq+1,q ] = E[uj1uj2 · · ·ujq ] and hence
1
n
q
2−1
E[UJqVJq+1,q ] = O(1).
Therefore for r = 0 and r = q,
T2 =
1
n
p+q
2 −1
∑
Ap
E[UIp ]
∑
Aq
E[UJrVJr+1,q ] = o(1).
For 0 < r < q, first observe that UJr and VJr+1,q are independent. Also note
that for non-zero contribution from E[UJrVJr+1,q ], no random variable can ap-
pear only once as random variables have mean zero. Therefore each indices in
{j1, j2, . . . , jr, jr+1, jr+2, . . . , jq} has to appear at least twice. Since UJr and VJr+1,q
are independent therefore the maximum contribution comes when there is a self-
matching in {j1, j2, . . . , jr} and also in {jr+1, jr+2, . . . , jq}. The index variables also
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satisfy one constraint because (j1, j2, . . . , jr, jr+1, jr+2, . . . , jq) ∈ Aq. Therefore in
such case, the maximum contribution is O(n
r
2+
q−r
2 −1) = O(n
q
2−1). Therefore
(15)
1
n
q
2
∑
Aq
E[UJrVJr+1,q ] = o(1).
Therefore from (14) and (15), we have for 0 < r < q,
T2 =
1
n
p+q
2 −1
∑
Ap
E[UIp ]
∑
Aq
E[UJrVJr+1,q ] = o(1).
Hence, for p, q ≥ 2 and 0 ≤ r ≤ q,
(16) lim
n→∞T2 = limn→∞
1
n
p+q
2 −1
∑
Ap,Aq
E[UIp ]E[UJrVJr+1,q ] = 0.
Let us now calculate the first term T1 of (13). Without loss of generality, we assume
p ≤ q. Then there are following four cases:
Case I: p < q and p 6= r.
We first assume p < r. Now suppose ` many indices from Ip matches exactly
with ` many entries from Jr where 0 ≤ ` ≤ p. Then a typical term in T1 will be of
the following form
E[u2i1 · · ·u2i`ui`+1 · · ·uipuj`+1 · · ·ujrvjr+1 · · · vjq ].
For non-zero contribution, each random variable has to appear at least twice and
also there is a constraint, i1 + i2 + · · · + ip = 0(mod n). Thus we have at most
(`+ p−`2 − 1) free choice in the index set Ap. Hence the maximum contribution due
to Ap will be
O(n`+
p−`
2 −1) = O(n
p+`
2 −1).
Since ui and vi are independent, then we have at most (
r−`
2 +
q−r
2 − 1) free choice
in the index set Aq. Hence the maximum contribution due to Aq will be
O(n
r−`
2 +
q−r
2 −1) = O(n
q−`
2 −1).
Therefore total contribution will be O(n
p+q
2 −2). Hence T1I{p<r} = o(1).
Now we assume r ≤ p. If ` many indices from Ip matches exactly with ` many
entries from Jr, where 0 ≤ ` ≤ r, then a typical term in T1 will be of the following
form
E[u2i1 · · ·u2i`ui`+1 · · ·uipuj`+1 · · ·ujrvjr+1 · · · vjq ].
Then by similar argument as above given for p > r, the maximum contribution
from Ap will be
O(n`+
p−`
2 −1) = O(n
p+`
2 −1),
and the maximum contribution from Aq will be
O(n
r−`
2 +
q−r
2 −1) = O(n
q−`
2 −1).
Therefore total contribution will be O(n
p+q
2 −2) and hence T1I{r≤p} = o(1). So
T1 = T1I{p<r} + T1I{r≤p} = o(1).
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Case II: p < q and p = r.
As p = r, T1 will be
T1 =
1
n
p+q
2 −1
∑
Ap,Aq
E[ui1 . . . uipuj1 . . . ujpvjp+1 . . . vjq ],
Due to Ap, the maximum contribution will be obtained when {i1, i2, . . . , ip} exactly
matchs with {j1, j2, . . . , jp} and each (i1, i2, . . . , ip) consist of distinct elements.
Thus maximum contribution due to Ap is O(n
p−1). The maximum contribution
due to Aq is O(n
( q−p2 −1)). Therefore total contribution will be O(n
p+q
2 −2). Hence
T1 = o(1).
Case III: p = q and r < p.
In this case T1 will be
T1 =
1
np−1
∑
Ap,Ap
E[ui1 · · ·uipuj1 · · ·ujrvjr+1 · · · vjp ].
Suppose ` many indices from Ip matches exactly with ` many indices from Jr where
0 ≤ ` ≤ r. Then a typical term in T1 will be of the following form
E[u2i1 · · ·u2i`ui`+1 · · ·uipuj`+1 · · ·ujrvjr+1 · · · vjp ].
By similar calculation as done in Case I, the maximum contribution due to Ap will
be O(n`+
p−`
2 −1) = O(n
p+`
2 −1). The maximum contribution due to Aq(=p) will be
O(n
r−`
2 +
p−r
2 −1) = O(n
p−`
2 −1). Therefore total contribution will be O(np−2). Hence
T1 = o(1).
Case IV: p = q = r.
In this case T1 will be
T1 =
1
np−1
∑
Ap,Ap
E[ui1 · · ·uipuj1 · · ·ujp ].
Maximum contribution will come when {i1, i2, . . . , ip} completely matches with
{j1, j2, . . . , jp} and each entries of (i1, i2, . . . , ip) are distinct and contribution will
be O(np−1). Therefore we have
T1 =
1
np−1
p!
∑
Ap
E[u2i1 · · ·u2ip ].
The factor p! is coming because {i1, i2, . . . , ip} can match with the given vector
(j1, j2, . . . , jp) in p! ways. Hence
T1 =
1
np−1
p!
∑
Ap
E[u2i1 · · ·u2ip ] =
p!
np−1
p−1∑
s=0
∑
Ap,s
E[u2i1 · · ·u2ip ],
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where Ap,s is as defined in (10). Now
lim
n→∞T1 = limn→∞
p!
np−1
p−1∑
s=0
∑
Ap,s
E[u2i1 · · ·u2ip ]
= lim
n→∞
p!
np−1
p−1∑
s=0
∑
A′p,s
E[u2i1 · · ·u2ip ]
= (t1)
pp!
p−1∑
s=0
lim
n→∞
|A′p,s|
np−1
= (t1)
pp!
p−1∑
s=0
lim
n→∞
|Ap,s|
np−1
,
where Ap,s and A
′
p,s are defined in (10). Also note that the last equality is coming
because if any two indices of {i1, i2, . . . , ip} are equal then |Ap,s|−|A′p,s| = O(np−2),
which gives zero contribution in limit. Therefore from Result 6,
lim
n→∞T1 = (t1)
pp!
p−1∑
s=0
fp(s).
Hence combining all four cases we have that if p = q = r, then
(17) lim
n→∞T1 = limn→∞
1
n
p+q
2 −1
∑
Ap,Aq
E[UIpUJrVJr+1,q ] = (t1)
pp!
p−1∑
s=0
fp(s).
Therefore from (17) and (16), for 0 ≤ r ≤ q we have
lim
n→∞
1
n
p+q
2 −1
∑
ApAq
{
E[UIpUJrVJr+1,q ]− E[UIp ]E[UJrVJr+1,q ]
}
=
{
(t1)
pp!
∑p−1
s=0 fp(s) if p = q = r,
0 otherwise.
Now for q = r, we have Cq,r = 1, and hence
lim
n→∞Cov
(
wp(t1), wq(t2)
)
=
 (t1)
pp!
∑p−1
s=0 fp(s) if p = q,
0 if p 6= q.
This completes the proof of Theorem 1. 
The following result is a consequence of Theorem 1. It will be used in the proof
of Theorem 2.
Corollary 8. For p ≥ 2, there exists a centred Gaussian process {Np(t); t ≥ 0}
such that
Cov(Np(t1), Np(t2)) = (min{t1, t2})pp!
p−1∑
s=0
fp(s),
where fp(s) as in (5).
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Proof. Define Kn : I × I → R as Kn(t1, t2) = Cov
(
wp(t1), wp(t2)
)
, where I =
[0,∞). Kn is a covariance kernal and therefore Kn is positive definite in the
sense that det(Kn(ti, tj)) ≥ 0 for any t1, t2, . . . , tn ∈ I. Now define K(t1, t2) :=
limn→∞Kn(t1, t2) for (t1, t2) ∈ I × I. Then K is symmetric and positive definite,
as Kn is so. Hence K is a covariance kernel. As the projection of n dimensional
Gaussian distribution with mean zero and covariance matrix (K(ti, tj))1≤i,j≤n to
the first (n− 1) co-ordinates is the (n− 1) dimensional Gaussian distribution with
mean zero and covariance matrix (K(ti, tj))1≤i,j≤n−1, by Kolmogorov consistency
theorem there exists a centred Gaussian process {Np(t); t ≥ 0} with covariance
kernel K. This completes the proof. 
3. Proof of Theorem 2
We use method of moments to prove Theorem 2. Here we begin with some
notation and definitions. First recall Ap from (10) in Section 2,
Ap = {(i1, . . . , ip) ∈ Zp : i1 + · · ·+ ip = 0 (mod n), 0 ≤ i1, . . . , ip ≤ n− 1}.
For a vector J = (j1, j2, . . . , jp) ∈ Ap, p ≥ 2, we define a multi set SJ as
(18) SJ = {j1, j2, . . . , jp}.
Definition 9. Two vectors J = (j1, j2, . . . , jp) and J
′ = (j′1, j
′
2, . . . , j
′
q), where
J ∈ Ap and J ′ ∈ Aq, are said to be connected if SJ ∩ SJ′ 6= ∅.
For 1 ≤ i ≤ `, suppose Ji ∈ Api . Now, we define cross-matched and self-matched
element in ∪`i=1SJi .
Definition 10. An element in ∪`i=1SJi is called cross-matched if it appears at least
in two distinct SJi . If it appears in k many SJi
,s, then we say its cross-multiplicity
is k.
Definition 11. An element in ∪`i=1SJi is called self-matched if it appears more than
one in one of SJi . If it appears k many times in SJi , then we say its self-multiplicity
in SJi is k.
An element in ∪`i=1SJi can be both self-matched and cross-matched.
Definition 12. Given a set of vectors S = {J1, J2, . . . , J`}, where Ji ∈ Api for
1 ≤ i ≤ `, a subset T = {Jn1 , Jn2 , . . . , Jnk} of S is called a cluster if it satisfies the
following two conditions:
(i) For any pair Jni , Jnj from T one can find a chain of vectors from T , which
starts with Jni and ends with Jnj such that any two neighbouring vectors
in the chain are connected.
(ii) The subset {Jn1 , Jn2 , . . . , Jnk} can not be enlarged to a subset which pre-
serves condition (i).
Definition 13. The number of vectors in a cluster is called the length of the cluster.
Let us understand the notion of a cluster using a graph. We denote the vectors
from Api
,s by vertices and the connection between two vectors from Api
,s by an
edge. Then the clusters are nothing but the connected components in that graph.
For example, suppose {J1, J2, J3} form a cluster in {J1, J2, J3, J4, J5}. Then in the
graph, {J1, J2, J3} form a connected component (see figure 1). If {J4, J5} form a
different cluster then the graph will have two connected components (see Figure 2).
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Figure 1. {J1, J2, J3} form a cluster in {J1, J2, J3, J4, J5}, and
J4 and J5 are not connected to anyone.
Figure 2. In both the figures there are two connected compo-
nents, one consists of {J1, J2, J3} and another consists of {J4, J5}.
Now we define a subset BP` of the Cartesian product Ap1×Ap2×· · ·×Ap` where
pi ≥ 2 and Api is as defined in (10).
Definition 14. Let ` ≥ 2 and P` = (p1, p2, . . . , p`) where pi ≥ 2. Now BP` is a
subset of Ap1 ×Ap2 × · · · ×Ap` such that (J1, J2, . . . , J`) ∈ BP` if
(i) J1, J2, . . . , J` form a cluster,
(ii) each element in ∪`i=1SJi has multiplicity greater equal to two.
The set BP` will play an important role in the proof of Theorem 2. The next
lemma gives us the cardinality of BP` .
Lemma 15. For ` ≥ 3,
(19) |BP` | = O
(
n
p1+p2+···+p`
2 −`
)
.
Remark 16. The above lemma is not true if ` = 2 and p1 = p2. Suppose (J1, J2) ∈
BP2 . Then all p1 entries of J1 may coincide with p2(= p1) many entries of J2 and
hence
|BP2 | = O(np1−1).
In this situation |BP2 | > O(n
p1+p2
2 −2).
Proof. Let us first look at the proof for ` = 3. Suppose (J1, J2, J3) ∈ BP3 , then
(J1, J2, J3) can be connected in the following two ways:
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Type I: J1 is connected with J2, J2 is connected with J3, but J3 is not connected
with J1.
Suppose r1 many entries of J1 coincide with r1 many entries of J2; r2 many
entries of J2 coincide with r2 many entries of J3 where 0 < r1 < p1, 0 < r2 < p3
and r1+r2 < p2, and there is no common entry between J1 and J3. As each entry in
Figure 3. Connection between J1, J2 and J3: Type I.
SJ1∪SJ2 has multiplicity at least two, the (p1−r1) many entries in J1 have to be pair
matched among themselves. So the contribution from J1 will be O
(
n(r1+
p1−r1
2 −1)
)
.
Now after fixing entries in J1, by similar argument the maximum contribution from
J2 will be O
(
n(r2+
p2−r1−r2
2 −1)
)
. After fixing J1 and J2, contribution from J3 will
be O
(
n(
p3−r2
2 −1)
)
. So the cardinality of BP3 will be
O
(
n(r1+
p1−r1
2 −1)+(r2+
p2−r1−r2
2 −1)+(
p3−r2
2 −1)
)
= O
(
n
p1+p2+p3
2 −3
)
.
Type II: All three vectors J1, J2, J3 are connected with each other.
Suppose r many entries of J1 matches with r many entries of J2 and J3 both;
r1 many entries of J1 coincide only with r1 many entries from J2; r2 many entries
of J2 coincide only with r2 many entries of J3; r3 many entries of J3 coincide only
with r3 many entries of J1, where
r, r1, r2, r3 ≥ 0 , r + r1 + r2 ≤ p2, r + r1 + r3 ≤ p1, r + r2 + r3 ≤ p3.
Like in Type I, we first fix the entries of J1, then J2 and then J3. Therefore in
Figure 4. Connection between J1, J2 and J3: Type II.
this case also the cardinality of BP3 will be of the order of or bounded by
O
(
n(r+r1+r3+
p1−r−r1−r3
2 −1)+(r2+
p2−r−r1−r2
2 −1)+(
p3−r−r2−r3
2 −1)
)
= O
(
n
p1+p2+p3
2 − r2−3
)
.(20)
Observe that, in this case the cardinality of BP3 will be O
(
n
p1+p2+p3
2 −3
)
only if
r = 0. Therefore combining both the cases, Type I and Type II, we have
|BP3 | = O
(
n
p1+p2+p3
2 −3
)
.
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So Lemma 15 is true for ` = 3.
Also observe that in (20), r > 0 if and only if there exists an element in ∪3i=1SJi
which has cross-multiplicity greater than two. For ` ≥ 3 case, we calculate cardi-
nality of BP` when each element of ∪`i=1SJi has cross-multiplicity less equal to two.
Because if an element has cross-multiplicity greater than two, then r > 0 and such
cases have lesser contribution (in order of n) to the cardinality of BP` , as we have
observed in ` = 3 case.
Now we prove the lemma 15, for ` vectors. Note that we consider that the cross
multiplicity of every element of ∪`i=1SJi is less equal to two. Suppose r1,i many
entries of J1 coincide with r1,i many entries of Ji for 2 ≤ i ≤ `, where r1,i ≥ 0 for
2 ≤ i ≤ ` and r1,2+r1,3+ · · ·+r1,` < p1. Since {J1, J2, . . . , J`} form a cluster, there
is i ∈ {2, 3, . . . , `} such that r1,i > 0.
Suppose r2,i many entries of J2 coincide with r2,i many entries of Ji for 3 ≤
i ≤ `, where r2,i ≥ 0 for 3 ≤ i ≤ `. Also note that from the above consideration
on J1, r1,2 many entries of J1 coincide with r1,2 many entries of J2 and hence
r1,2 + r2,3 + r2,4 + · · · + r2,` < p2. Since {J1, J2, . . . , J`} form a cluster, there is
i ∈ {3, 4, . . . , `} such that r2,i > 0 or r1,2 > 0.
Similarly for 1 ≤ s ≤ ` − 1, suppose rs,i many entries of Js coincide with rs,i
many entries of Ji for s + 1 ≤ i ≤ `, where rs,i ≥ 0 for s + 1 ≤ i ≤ `. Also
note that from the above considerations on J1, J2, . . . , Js−1; ri,s many entries of
Js coincide with ri,s many entries of Ji, for 1 ≤ i ≤ s − 1, where ri,s ≥ 0 for
1 ≤ i ≤ s− 1 and hence r1,s + r2,s + · · ·+ rs−1,s + rs,s+1 + rs,s+2 + · · ·+ rs,` < ps.
Since {J1, J2, . . . , J`} form a cluster, there is i ∈ {1, 2, . . . , s− 1} such that ri,s > 0
or there is i ∈ {s+ 1, s+ 2, . . . , `} such that rs,i > 0
From the above considerations on J1, J2, . . . , J`−1, note that ri,` many entries
of J` coincide with ri,` of Ji for 1 ≤ i ≤ ` − 1, where ri` ≥ 0 for 1 ≤ i ≤ ` − 1
and r1,` + r2,` + · · · + r`−1,` < p`. Since {J1, J2, . . . , J`} form a cluster, there is
i ∈ {1, 2, . . . , `− 1} such that ri,` > 0
Now we calculate the contributions of Ji
,s, as we have calculated for the ` = 3
case. The maximum contribution from J1 will be
(21) O
(
n(r1,2+r1,3+···+r1,`+
p1−(r1,2+r1,3+···+r1,`)
2 −1)
)
.
Now after fixing entries in J1, the maximum contribution from J2 will be
(22) O
(
n(r2,3+r2,4+···+r2,`+
p2−(r1,2+r2,3+r2,4+···+r2,`)
2 −1)
)
.
Now similarly, after fixing entries in J1, J2, . . . , Js−1, the maximum contribution
from Js will be
(23) O
(
n(rs,s+1+rs,s+2+···+rs,`+
ps−(r1,s+r2,s+···+rs−1,s+rs,s+1+rs,s+2+···+rs,`)
2 −1)
)
.
Now finally, after fixing entries in J1, J2, . . . , J`−1, the maximum contribution from
J` will be
(24) O
(
n(
p`−(r1,`+r2,`+···+r`−1,`)
2 −1)
)
.
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Therefore from (21) - (24), the cardinality of BP` will be
O
(
n(r1,2+r1,3+···+r1,`+
p1−(r1,2+r1,3+···+r1,`)
2 −1)+
n(r2,3+r2,4+···+r2,`+
p2−(r1,2+r2,3+r2,4+···+r2,`)
2 −1)+
· · ·+ n(rs,s+1+rs,s+2+···+rs,`+
ps−(r1,s+r2,s+···+rs−1,s+rs,s+1+rs,s+2+···+rs,`)
2 −1)+
· · ·+ n(
p`−(r1,`+r2,`+···+r`−1,`)
2 −1)
)
= O
(
n
p1+p2+···+p`
2 −`
)
.
Hence
|BP` | = O
(
n
p1+p2+···+p`
2 −`
)
.
This complete the proof of Lemma 15.

The following lemma is an easy consequence of Lemma 15.
Lemma 17. Suppose {J1, J2, . . . , J`} form a cluster where Ji ∈ Api with pi ≥ 2
for 1 ≤ i ≤ `. Then for ` ≥ 3,
(25)
1
n
p1+p2+···+p`−`
2
∑
Ap1 ,Ap2 ,...,Ap`
E
[ ∏`
k=1
(
bJk(tk)− E(bJk(tk))
)]
= o(1),
where 0 < t1 ≤ t2 ≤ · · · ≤ t` and for k ∈ {1, 2, . . . , `},
Jk = (jk,1, jk,2, . . . , jk,pk) and bJk(tk) = bjk,1(tk)bjk,2(tk) · · · bjk,pk (tk).
Proof. First observe that E
[∏`
k=1
(
bJk(tk)− E(bJk(tk))
)]
will be non-zero only if
each bi(t) appears at least twice in the collection {bjk,1(tk), bjk,2(tk), . . . , bjk,pk (tk); 1 ≤
k ≤ `}, because E(bi(t)) = 0 for t ≥ 0. Therefore
(26)∑
Ap1 ,...,Ap`
E
[ ∏`
k=1
(
bJk(tk)−E(bJk(tk))
)]
=
∑
(J1,...,J`)∈BP`
E
[ ∏`
k=1
(
bJk(tk)−E(bJk(tk))
)]
,
where BP` as in Definition 14. Also note that for 0 < t1 ≤ t2 ≤ · · · ≤ t` and m ∈ N,
(27) sup
1≤j≤`
E|bi(tj)|2m = (2m)!
2mm!
tm` ,
as {bi(t); t ≥ 0}i≥0 are independent standard Brownian motions. Therefore for
fixed 0 < t1 ≤ t2 ≤ · · · ≤ t` and p1, p2, . . . , p` ≥ 2, there exists α` > 0, which
depends only on t` and p1, p2, . . . , p`, such that
(28)
∣∣∣E[ ∏`
k=1
(
bJk(tk)− E(bJk(tk))
)]∣∣∣ ≤ α`
for all (J1, J2, . . . , J`) ∈ Ap1 ×Ap2 × · · · ×Ap` .
Now using (26) and (28), we have∑
Ap1 ,Ap2 ,...,Ap`
∣∣∣E[ ∏`
k=1
(
bJk(tk)− E(bJk(tk))
)]∣∣∣ ≤ ∑
(J1,J2,...,J`)∈BP`
α` = |Bp` | α`.
Now (25) follows from Lemma 15. This completes the proof. 
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We shall use the above lemmata to prove Theorem 2.
Proof of Theorem 2. We use Crame´r-Wold device to prove Theorem 2. So it is
enough to show that, for 0 < t1 ≤ t2 ≤ · · · ≤ t` and p1, p2, . . . , p` ≥ 2,
lim
n→∞E[wp1(t1)wp2(t2) · · ·wp`(t`)] = E[Np1(t1)Np2(t2) · · ·Np`(t`)].
Now using trace formula (11), we have
wpk(tk) =
1√
n
(
Tr(Cn(tk))
pk − E[Tr(Cn(tk))pk ]
)
=
1
n
pk−1
2
∑
Apk
(
bjk,1(tk) · · · bjk,pk (tk)− E[bjk,1(tk) · · · bjk,pk (tk)]
)
.
Note that in the above summation (jk,1, jk,2, . . . , jk,pk) ∈ Apk . Therefore
E[wp1(t1) · · ·wp`(t`)](29)
=
1
n
p1+p2+···+p`−`
2
∑
Ap1 ,Ap2 ,...,Ap`
E
[
(bJ1 − EbJ1)(bJ2 − EbJ2) · · · (bJ` − EbJ`)
]
.
Now for a fixed J1, J2, . . . , J`, if there exists a k ∈ {1, 2, . . . , `} such that Jk is
not connected with any Ji for i 6= k, then
E
[
(bJ1 − EbJ1)(bJ2 − EbJ2) · · · (bJ` − EbJ`)
]
= 0
due to the independence of Brownian motions {bi}i≥0.
Therefore J1, J2, . . . , J` must form clusters with each cluster length greater equal
to two, that is, each cluster should contain at least two vectors. Suppose C1, C2, . . . , Cs
are the clusters formed by vectors J1, J2, . . . , J` and |Ci| ≥ 2 for all 1 ≤ i ≤ s where
|Ci| denotes the length of the cluster Ci. Observe that
∑s
i=1 |Ci| = `.
If there exists a cluster Cj among C1, C2, . . . , Cs such that |Cj | ≥ 3, then from
Theorem 1 and Lemma 17, we have
1
n
p1+p2+···+p`−`
2
∑
Ap1 ,Ap2 ,...,Ap`
E
[
(bJ1 − EbJ1)(bJ2 − EbJ2) · · · (bJ` − EbJ`)
]
= o(1).
Therefore, if ` is odd then there will be a cluster of odd length and hence
lim
n→∞E[wp1(t1) · · ·wp`(t`)] = 0.
Similarly, if ` is even then the contribution due to {J1, J2, . . . , J`} to E[wp1(t1) · · ·wp`(t`)]
is O(1) only when {J1, J2, . . . , J`} decomposes into clusters of length 2. Therefore
from (29), we get
lim
n→∞E[wp1(t1) · · ·wp`(t`)]
= lim
n→∞
1
n
p1+p2+···+p`−`
2
∑
Ap1 ,Ap2 ,...,Ap`
E
[
(bJ1 − EbJ1)(bJ2 − EbJ2) · · · (bJ` − EbJ`)
]
= lim
n→∞
1
n
p1+p2+···+p`−`
2
∑
pi∈P2(`)
`
2∏
i=1
∑
Apy(i) , Apz(i)
E
[
(bJy(i) − EbJy(i))(bJz(i) − EbJz(i))
]
,
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where pi =
{{y(1), z(1)}, . . . , {y( `2 ), z( `2 )}} ∈ P2(`) and P2(`) is the set of all pair
partition of {1, 2, . . . , `}. Using Theorem 1, from the last equation we get
(30) lim
n→∞E[wp1(t1) · · ·wp`(t`)] =
∑
pi∈P2(`)
`
2∏
i=1
lim
n→∞E[wpy(i)(ty(i))wpz(i)(tz(i))].
Now from Corollary 8, there exists a centred Gaussian process {Np(t); t ≥ 0}p≥2
such that
E(Np(t1)Nq(t2)) = lim
n→∞E(wp(t1)wq(t2)).
Therefore using Wick’s formula, from (30) we get
lim
n→∞E[wp1(t1) · · ·wp`(t`)] =
∑
pi∈P2(`)
`
2∏
i=1
lim
n→∞E[wpy(i)(ty(i))wpz(i)(tz(i))]
=
∑
pi∈P2(`)
`
2∏
i=1
E[Npy(i)(ty(i))Npz(i)(tz(i))]
= E[Np1(t1)Np2(t2) · · ·Np`(t`)].
This completes the proof of Theorem 2.

4. Proof of Theorem 3
We use Theorem 2 and some combinatorial techniques to prove Theorem 3. For
fixed p ≥ 2, we want to show that {wp(t); t ≥ 0} D→ {Np(t); t ≥ 0}, where the
existence of {Np(t); t ≥ 0} is coming from Corollary 8. We first state some results
which will be used in the proof of Theorem 3.
Suppose C∞ := C[0,∞) be the space of all continuous real-valued function on
[0,∞). Then (C∞, ρ) is a metric space with metric
ρ(X,Y ) =
∞∑
k=1
1
2k
ρk(X,Y )
1 + ρk(X,Y )
∀ X,Y ∈ C∞,
where ρk(X,Y ) = sup0≤t≤k |X(t)− Y (t)| is the usual metric on Ck := C[0, k], the
space of all continuous real-valued function on [0, k]. Suppose C∞ and Ck be the
σ-field generated by the open sets of C∞ and Ck, respectively. Let {Pn} and P be
probability measure on (C∞, C∞). If
Pnf := lim
n→∞
∫
C∞
fdPn → Pf :=
∫
C∞
fdP,
for every bounded, continuous real-valued function f on C∞, then we say Pn con-
verge to P weakly or in distribution. we denote it by Pn
D→ P. The following result
gives if and only if condition for the weak convergence of Pn to P.
Result 18. (Theorem 3, [23]) Suppose {Pn} and P are probability measures on
(C∞, C∞). Then Pn D→ P if and only if:
(i) the finite-dimensional distributions of Pn converge weakly to those of P, that
is,
Pnpi
−1
t1···tr
D→ Ppi−1t1···tr ∀ r ∈ N and ∀ r-tuples t1, . . . , tr,
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where pit1···tr is the natural projection from C∞ to Rr for all r ∈ N, and
(ii) the sequence {Pn} is tight.
Suppose {Xn} = {Xn(t); t ≥ 0} is a sequence of continuous stochastic process
defined on some probability space (Ω,F , P ), that is, Xn is a measurable map
from (Ω,F , P ) to (C∞, C∞). Let {Pn} be the sequence of probability measure on
(C∞, C∞) induced by Xn. The following result provide a sufficient condition for
the tightness of the probability measure {Pn}.
Result 19. (Theorem I.4.3, [7]) Suppose {Xn} = {Xn(t); t ≥ 0}, n ∈ N be a
sequence of continuous processes satisfying the following two conditions:
(i) there exists positive constants M and γ such that
E|Xn(0)|γ ≤M ∀ n ∈ N,
(ii) there exists positive constants α, β and MT , T = 1, 2, . . . , such that
E|Xn(t)−Xn(s)|α ≤MT |t− s|1+β ∀ n ∈ N and t, s ∈ [0, T ], (T = 1, 2, . . . , ).
Then the sequence {Xn} is tight and the probability measure {Pn}, induced by
{Xn} is also tight.
In our setup Xn(t) is wp(t), where wp(t) is as defined in (3). Now from Result
18 and Result 19, it is clear that, to prove Theorem 3, it is sufficient to prove the
following two propositions:
Proposition 20. For each p ≥ 2, suppose 0 < t1 < t2 · · · < tr. Then as n→∞
(31) (wp(t1), wp(t2), . . . , wp(tr))
D→ (Np(t1), Np(t2), . . . , Np(tr)).
Proposition 21. For each p ≥ 2, there exists positive constants M and γ such
that
(32) E|wp(0)|γ ≤M ∀ n ∈ N,
there exists positive constants α, β and MT , T = 1, 2, . . . , such that
(33) E|wp(t)− wp(s)|α ≤MT |t−s|1+β ∀ n ∈ N and t, s ∈ [0, T ], (T = 1, 2, . . . , ).
Then {wp(t); t ≥ 0} is tight.
Proposition 20 describes finite dimensional joint fluctuation of {wp(t); t ≥ 0} as
n→∞ and Proposition 21 describes tightness of the process {wp(t); t ≥ 0}.
Proof of Proposition 20. Proposition 20 is a particular case of Theorem 2. If we
take pi = p, in Theorem 2, then we get
lim
n→∞P
(
wp(t1) ≤ a1, wp(t2) ≤ a2, . . . , wp(tr) ≤ ar
)
= P
(
Np(t1) ≤ a1, Np(t2) ≤ a2, . . . , Np(tr) ≤ ar
)
.
This shows that, as n→∞
(wp(t1), wp(t2), . . . , wp(tr))
D→ (Np(t1), Np(t2), . . . , Np(tr)).
This complete the proof of Proposition 20. 
18 SHAMBHU NATH MAURYA AND KOUSHIK SAHA
Proof of Proposition 21. Since wp(0) = 0 for all p ≥ 2. Therefore E|wp(0)|γ = 0
for all γ. Hence for any M > 0,
E|wp(0)|γ ≤M ∀ n ∈ N.
This shows (32) is true.
We shall prove (33) of Proposition 21 for α = 4 and β = 1. First recall wp(t)
from (3),
wp(t) =
1√
n
{
Tr(Cn(t))
p − E[Tr(Cn(t))p]
}
.
Suppose p ≥ 2 is fixed and t, s ∈ [0, T ], for some T ∈ N. Then
wp(t)− wp(s) = 1√
n
[
Tr(Cn(t))
p − Tr(Cn(s))p − E[Tr(Cn(t))p − Tr(Cn(s))p]
]
E[wp(t)− wp(s)]4 = 1
n2
E
[
Tr(Cn(t))
p − Tr(Cn(s))p − E[Tr(Cn(t))p − Tr(Cn(s))p]
]4
.
Since we know that for any r ∈ N
(34) |x1 + x2 + · · ·+ xn|r ≤ 2r−1(|x1|r + |x2|r + · · ·+ |xn|r).
Therefore from (34)
E[wp(t)− wp(s)]4 ≤ 2
3
n2
E
[
Tr(Cn(t))
p − Tr(Cn(s))p
]4
+
23
n2
E
[
E[Tr(Cn(t))
p − Tr(Cn(s))p]
]4
≤ 2
3
n2
E
[
Tr(Cn(t))
p − Tr(Cn(s))p
]4
+
23
n2
[
E[Tr(Cn(t))
p − Tr(Cn(s))p]
]4
= R1 +R2, say.(35)
We shall prove (33) of Proposition 21 in two Steps. In Step 1, we shall show
(36) |R1| ≤MT7 (t− s)2 ∀ n ∈ N and t, s ∈ [0, T ],
where MT7 is a positive constant, which depends only on p and T . In Step 2, we
shall show
(37) |R2| ≤MT10(t− s)2 ∀ n ∈ N and t, s ∈ [0, T ],
where MT10 is a positive constant, which depends only on p and T .
Step 1: Proof of (36).
Since 0 < s < t, we have
Cn(t) = Cn(t)− Cn(s) + Cn(s) = C ′n(t− s) + Cn(s)
where C ′n(t − s) is a circulant matrix with entries {bn(t) − bn(s)}n≥0. As bn(t) is
the standard Brownian motion, bn(t)− bn(s) has same distribution as bn(t− s) and
hence
(38) E[Tr(Cn(t− s))p] = E[Tr(C ′n(t− s))p].
Now
(Cn(t))
p = [C ′n(t− s) + Cn(s)]p.
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Use binomial expansion on right hand side of the above equation, we get
(Cn(t))
p − (Cn(s))p = (C ′n(t− s))p +
p−1∑
d=1
(
p
d
)
(C ′n(t− s))d(Cn(s))p−d.(39)
Therefore
[Tr(Cn(t))
p − Tr(Cn(s))p]4 =
[
Tr[(C ′n(t− s))p] +
p−1∑
d=1
(
p
d
)
Tr[(C ′n(t− s))d(Cn(s))p−d]
]4
≤ 23[Tr(C ′n(t− s))p]4
+ 23
[ p−1∑
d=1
(
p
d
)
Tr[(C ′n(t− s))d(Cn(s))p−d]
]4
.
Note that
(
p
d
) ≤ 2p, for all 1 ≤ d ≤ p− 1. So, we have
[Tr(Cn(t))
p − Tr(Cn(s))p]4 ≤ 23[Tr(C ′n(t− s))p]4
+ 23
[ p−1∑
d=1
2pTr[(C ′n(t− s))d(Cn(s))p−d]
]4
≤ 23[Tr(C ′n(t− s))p]4
+ 24p+6
p−1∑
d=1
[Tr(C ′n(t− s))d(Cn(s))p−d]4.
Therefore from the above inequality, we get
R1 =
23
n2
E
[
Tr(Cn(t))
p − Tr(Cn(s))p
]4
≤ 2
6
n2
E[Tr(C ′n(t− s))p]4 +
24p+9
n2
E
p−1∑
d=1
[Tr(C ′n(t− s))d(Cn(s))p−d]4.
From (38) we have, E[Tr(Cn(t− s))p] = E[Tr(C ′n(t− s))p], therefore
R1 ≤ 2
6
n2
E[Tr(Cn(t− s))p]4 +
p−1∑
d=1
24p+9
n2
E[Tr(Cn(t− s))d(Cn(s))p−d]4
= T0 +
p−1∑
d=1
Td, say.(40)
We shall show that
T0 ≤M3(t− s)2p and(41)
Td ≤Md6 (t− s)2d for 1 ≤ d ≤ (p− 1),(42)
where M3 and M
d
6 are positive constants. Now we define subsets Dp4 and D
c
p4 of
Ap ×Ap ×Ap ×Ap, which will be used in the proof of (41) and (42).
Definition 22. For p ≥ 2, define Dp4 is a subset of Ap ×Ap ×Ap ×Ap such that
(Ip, Jp,Kp, Lp) ∈ Dp4 if
(i) Ip completely matches with one of Jp,Kp, Lp and the remaining two of
Jp,Kp, Lp completely matches with themselves,
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(ii) suppose Ip completely matches with Jp and Kp completely matches with
Lp, then all entries of SIp ∪ SKp are distinct.
Definition 23. For p ≥ 2, define Dcp4 = Ap × Ap × Ap × Ap \ Dp4 . That is, if
(Ip, Jp,Kp, Lp) ∈ Dcp4 , then there is at least one self-matching in one of Ip, Jp, Kp
and Lp.
Proof of (41):
We first calculate the term T0 of (40).
T0 =
26
n2
E[Tr(Cn(t− s))p]4
=
26
n2
E[
n
n
p
2
∑
Ap
bi1(t− s)bi2(t− s) · · · bip(t− s)]4.(43)
For Ip = (i1, i2, . . . , ip) ∈ Ap, we define bIp(t−s) = bi1(t−s)bi2(t−s) · · · bip(t−s).
Similarly, for Jp, Kp and Lp ∈ Ap we define bJp(t − s), bKp(t − s) and bLp(t − s),
respectively. Now (43) can be written as
T0 =
26
n2p−2
E[
∑
Ap,Ap,Ap,Ap
bIp(t− s)bJp(t− s)bKp(t− s)bLp(t− s)] = S0 + Sc0,(44)
where
S0 =
26
n2p−2
E[
∑
Dp4
bIp(t− s)bJp(t− s)bKp(t− s)bLp(t− s)],
Sc0 =
26
n2p−2
E[
∑
Dcp4
bIp(t− s)bJp(t− s)bKp(t− s)bLp(t− s)]
and Dp4 , D
c
p4 are as defined in (22), (23), respectively. We shall see in T0, the
maximum contribution will come from S0. More precisely S0 will be O(1) and S
c
0
will be o(1), as n→∞.
Now, we calculate the first term S0 of (44), for (Ip, Jp,Kp, Lp) ∈ Dp4 . Suppose
Ip completely matches with Jp, say and Kp completely matches with Lp, and each
entries of Ip and Kp are distinct. Hence S0 will be
S0 =
26
n2p−2
3(p!)2E[
∑
Dp2
(bIp(t− s))2(bKp(t− s))2],
where Dp2 = {(Ip,Kp) ∈ Ap×Ap : all entries of SIp∪SKp are distinct}. The factor
(p!)2 is coming because Ip can match with the given vector Jp in p! ways and Kp
can match with the given vector Lp in p! ways. The factor 3 is coming because
there are three ways to partition a set with 4 elements into two subsets where each
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subset contains two elements. Since all entries of Dp2 are distinct, therefore
S0 =
263
n2p−2
(p!)2
∑
Dp2
E[(bIp(t− s))2(bKp(t− s))2]
=
263
n2p−2
(p!)2
∑
Dp2
(t− s)2p
≤ 2
63
n2p−2
(p!)2
∑
Ap,Ap
(t− s)2p.
From (10), observe that Ap = ∪p−1x=1Ap,x. Now from the last expression, we get
S0 ≤ 263(t− s)2p(p!)2
p−1∑
x,y=0
|Ap,x|
np−1
|Ap,y|
np−1
.
For each fixed p ≥ 2, from Result 6, we get
lim
n→∞
|Ap,x|
np−1
= fp(x) and lim
n→∞
|Ap,y|
np−1
= fp(y),
where fp(x) =
1
(p−1)!
∑x
k=0(−1)k
(
p
k
)
(x − k)p−1. Therefore there exists a positive
constant M1, which depends only on p, such that
263(p!)2|
p−1∑
x,y=0
|Ap,x|
np−1
|Ap,y|
np−1
| ≤M1 ∀ n ∈ N.
Hence
(45) |S0| ≤M1(t− s)2p ∀ n ∈ N.
Now, we calculate the second term Sc0 of (44). First observe that S
c
0 = 0 when an
odd power of bi(t) appears in S
c
0 because bi(t) is the standard Brownian motion for
all i ≥ 0. From the calculation of S0, it is clear that Sc0 = o(1) as (Ip, Jp,Kp, Lp) ∈
Dcp4 .
Let us look at a special case for (Ip, Jp,Kp, Lp) ∈ Dcp4 . Suppose there is a self-
matching in Ip and Jp, and Kp matches completely with Lp. Now suppose x many
entries from Ip matches exactly with x many entries from Jp, where x ≤ p. Then
a typical term in Sc0 will be of the following form
E[b2i1(t− s)b2i2(t− s) · · · b2ix(t− s)bix+1(t− s) · · · bip(t− s)bjx+1(t− s) · · · bjp(t− s)
b2k1(t− s)b2k2(t− s) · · · b2kp(t− s)].
Note that the last expression will be non-zero if, each random variable appears at
least twice. Also there are three constraints among the indices, namely; i1 + i2 +
· · ·+ip = 0(mod n), j1+j2+ · · ·+jp = 0(mod n) and k1+k2+ · · ·+kp = 0(mod n).
Thus we have at most [x + (p−x2 − 1) + (p−x2 − 1) + (p − 1)] = 2p − 3 free choice
in Dcp4 . Similarly in the other cases of self-matching with (Ip, Jp,Kp, Lp) ∈ Dcp4 ,
the number of free vertices will be bounded by (2p − 3). Hence the maximum
contribution due to Dcp4 will be O(n
2p−3). Also 2k-th moment of bi(t) is (tk
(2k)!
2kk!
),
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therefore
Sc0 =
26
n2p−2
E[
∑
Dcp4
bIp(t− s)bJp(t− s)bKp(t− s)bLp(t− s)]
= 26(t− s)2pg(p)O(n2p−3
n2p−2
)
= 26(t− s)2pg(p)O(n−1)
= 26(t− s)2pg(p)h(n),(46)
where g(p) is some function of p and h(n) = O(n−1), that is, h(n) → 0 as n → 0.
Therefore there exists a positive constant M2, which depends only on p such that
26|g(p)h(n)| ≤M2 ∀ n ∈ N.
Hence
(47) Sc0 ≤M2(t− s)2p ∀ n ∈ N.
Now, using (45) and (47) in (44), we get
T0 ≤M3(t− s)2p ∀ n ∈ N,
where M3 = M1 +M2.
Proof of (42):
We calculate the term Td of (40) for 1 ≤ d ≤ (p− 1). First recall
Td =
24p+9
n2
E[Tr(Cn(t− s))d(Cn(s))p−d]4
=
24p+9
n2
E[
n
n
p
2
∑
Ap
bi1(t− s)bi2(t− s) · · · bid(t− s)bid+1(s)bid+2(s) · · · bip(s)]4.
For Ip = (i1, i2, . . . , id, id+1, . . . , ip) ∈ Ap and 1 ≤ d ≤ p − 1, we define Id =
(i1, i2, . . . , id) and Ip−d = (id+1, id+2, . . . , ip). Similarly, for Jp,Kp and Lp ∈ Ap we
define Jd, Jp−d;Kd,Kp−d and Ld, Lp−d, respectively.
Also define
bId(t− s) = bi1(t− s)bi2(t− s) · · · bid(t− s), bIp−d(s) = bid+1(s)bid+2(s) · · · bip(s).
Similarly, we define bJd(t−s), bJp−d(s); bKd(t−s), bKp−d(s) and bLd(t−s), bLp−d(s),
respectively. Using these notation, Td can be written as
Td =
24p+9
n2p−2
E[
∑
Ap,Ap,Ap,Ap
bId(t− s)bIp−d(s)bJd(t− s)bJp−d(s)
bKd(t− s)bKp−d(s)bLd(t− s)bLp−d(s)].
Now by the independent increment property of the Brownian motion, we have
Td =
24p+9
n2p−2
∑
Ap,Ap,Ap,Ap
E[bId(t− s)bJd(t− s)bKd(t− s)bLd(t− s)]
E[bIp−d(s)bJp−d(s)bKp−d(s)bLp−d(s)]
=Sd + S
c
d,(48)
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where
Sd =
24p+9
n2p−2
∑
Dp4
E[bId(t− s)bJd(t− s)bKd(t− s)bLd(t− s)]
E[bIp−d(s)bJp−d(s)bKp−d(s)bLp−d(s)],
Scd =
24p+9
n2p−2
∑
Dcp4
E[bId(t− s)bJd(t− s)bKd(t− s)bLd(t− s)]
E[bIp−d(s)bJp−d(s)bKp−d(s)bLp−d(s)]
and Dp4 , D
c
p4 are as defined in (22), (23), respectively.
Now, we calculate Sd. For maximum contribution, the total number of free
variables in
E[bId(t− s)bJd(t− s)bKd(t− s)bLd(t− s)]E[bIp−d(s)bJp−d(s)bKp−d(s)bLp−d(s)],
is [d+ d+ (p− d)− 1 + (p− d)− 1] = 2p− 2, which is same as the order of n in the
denominator of Td. Therefore by similar calculation as we have done for S0, we get
Sd ≤ 24p+9(t− s)2ds2(p−d)(3)2(d!(p− d)!)2
p−1∑
x,y=0
|Ap,x|
np−1
|Ap,y|
np−1
.
Since s ∈ [0, T ] and limn→∞ |Ap,x|np−1 = fp(x). Therefore there exists a positive
constant Md4 , which depends only on p, d and T , such that
24p+932s2(p−d)(d!(p− d)!)2|
p−1∑
x,y=0
|Ap,x|
np−1
|Ap,y|
np−1
| ≤Md4 ∀ n ∈ N.
Hence
(49) Sd ≤Md4 (t− s)2d ∀ n ∈ N.
Now following the similar arguments used in the proof of (47) and (49), we get
Scd ≤Md5 (t− s)2d ∀ n ∈ N,
where Md5 is a positive constant, which depends only on p, d and T . Hence
Td ≤Md6 (t− s)2d ∀ n ∈ N,
where Md6 = M
d
4 +M
d
5 .
Use (41) and (42) in (40), we get
R1 ≤M3(t− s)2p +
p−1∑
d=1
Md6 (t− s)2d ∀ n ∈ N and t, s ∈ [0, T ].
As s, t ∈ [0, T ], we get
|R1| ≤MT7 (t− s)2 ∀ n ∈ N and t, s ∈ [0, T ],
where
MT7 = M3T
2p−2 +
p−2∑
d=0
Md6 T
2d.
This complete the proof of Step 1.
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Step 2: Proof of (37).
We first recall the term R2 from (35),
R2 = 2
3
[ 1√
n
E[Tr(Cn(t))
p − Tr(Cn(s))p]
]4
.
Now by using (39) in the above equation of R2, we get
R2 = 2
3
[ 1√
n
E[Tr(C ′n(t− s))p] +
1√
n
p−1∑
d=1
(
p
d
)
E[Tr(C ′n(t− s))d(Cn(s))p−d]
]4
,
where C ′n(t− s) = Cn(t)−Cn(s). Now using (38), E[C ′n(t− s)] = E[Cn(t− s)] and(
p
d
) ≤ 2p for all 1 ≤ d ≤ p− 1, we get
R2 ≤ 23
[ 1√
n
E[Tr(Cn(t− s))p] +
p−1∑
d=1
2p√
n
E[Tr(Cn(t− s))d(Cn(s))p−d]
]4
= 23
[
W0 +
p−1∑
d=1
Wd
]4
, say.(50)
We first calculate the term W0 of (50).
W0 =
1√
n
E[Tr(Cn(t− s))p]
=
1√
n
E[
n
n
p
2
∑
Ap
bi1(t− s)bi2(t− s) · · · bip(t− s)]
=
1
n
p−1
2
∑
Ap
E[bi1(t− s)bi2(t− s) · · · bip(t− s)].(51)
For a non-zero contribution from E[bi1(t − s)bi2(t − s) · · · bip(t − s)], no random
variables can appear odd number of times as bi(t) is the standard Brownian motion.
Suppose there are m many distinct entries in (i1, i2, . . . , ip) with m < p and q
th
distinct entry appears exactly 2kq times, for 1 ≤ q ≤ m. Then
(52) 2k1 + 2k2 + · · ·+ 2km = p.
Since For a non-zero contribution from E[bi1(t − s)bi2(t − s) · · · bip(t − s)], each
random variables has to appear at least twice, therefore 2kq ≥ 2 for all 1 ≤ q ≤ m.
Hence
p = k1 + 2k2 + · · ·+ 2km ≥ 2m.(53)
Therefore from (51), we get
W0 =
1
n
p−1
2
∑
Ap
E[(bi1(t− s))2k1(bi2(t− s))2k2 · · · (bim(t− s))2km ].
As 2k-th moment of bi(t) is (t
k (2k)!
2kk!
), from the above equation we get
W0 = (t− s)(k1+k2+···+km)g0(p)O
(
nm−1
n
p−1
2
)
= (t− s) p2 g0(p)O(n
2m−p−1
2 )
= (t− s) p2 g0(p)h0(n),(54)
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where g0(p) is some function of p and h0(n) = O(n
2m−p−1
2 ). Note that limn→∞ h0(n) =
0 as 2m−p−12 < 0 from (53). Therefore there exists a positive constant M8, which
depends only on p, such that
|g0(p)h0(n)| ≤M8 ∀ n ∈ N.
Hence
(55) W0 ≤M8(t− s)
p
2 ∀ n ∈ N.
Now we calculate the term Wd of (50), for 1 ≤ d ≤ p− 1. First recall
Wd =
2p√
n
E[Tr(Cn(t− s))d(Cn(s))p−d]
=
2p√
n
E[
n
n
p
2
∑
Ap
bi1(t− s)bi2(t− s) · · · bid(t− s)bid+1(s)bid+2(s) · · · bip(s)]
=
2p
n
p−1
2
∑
Ap
E[bi1(t− s)bi2(t− s) · · · bid(t− s)bid+1(s)bid+2(s) · · · bip(s)].
Since bi(t− s) and bi(s) are independent for any i ≥ 0. We have
Wd =
2p
n
p−1
2
∑
Ap
E[bi1(t− s)bi2(t− s) · · · bid(t− s)]E[bid+1(s)bid+2(s) · · · bip(s)].
Now by the similar calculation, as we have done for W0, we get
Wd = 2
p(t− s) d2 s p−d2 gd(p)hd(n),
where gd(p) is some function of p and |hd(n)| ≤ |h0(n)|, h0(n) as in (54). Therefore
hd(n)→ 0 as n→∞. Since |s| ≤ T , therefore there exists a positive constant Md9 ,
which depends only on p, d and T , such that
|2ps p−d2 gd(p)hd(n)| ≤Md9 ∀ n ∈ N.
Hence
(56) Wd ≤Md9 (t− s)
d
2 ∀ n ∈ N.
Now, using (55) and (56) in (50), we get
R2 ≤ 23
[
M8(t− s)
p
2 +
p−1∑
d=1
Md9 (t− s)
d
2
]4
= 23(t− s)2[M8(t− s) p−12 + p−2∑
d=0
Md9 (t− s)
d
2
]4 ∀ n ∈ N.
As s, t ∈ [0, T ], we get
|R2| ≤MT10(t− s)2 ∀ n ∈ N and t, s ∈ [0, T ],
where
MT10 = 2
3
[
M8T
p−1
2 +
p−2∑
d=0
Md9 T
d
2
]4
.
This complete the proof of Step 2.
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Now from (35), (36) and (37), we get
E[wp(t)− wp(s)]4 ≤MT (t− s)2 ∀ n ∈ N and t, s ∈ [0, T ],(57)
where MT = M
T
7 +M
T
10, which depends only on T and p. This completes the proof
of Proposition 21 for α = 4 and β = 1. 
Remark 24. Since the constant MT of (57) depends on p, it may tends to infinity
as p → ∞. Therefore, Theorem 3 may not be true for all p ∈ N. But from the
proof of Theorem 3, we can conclude that as n→∞
{wp(t); t ≥ 0, 2 ≤ p ≤ N} D→ {Np(t); t ≥ 0, 2 ≤ p ≤ N},
for some fixed N ∈ N.
Acknowledgement: We would like to thank Prof. Arup Bose and Prof. K. Suresh
Kumar for their comments.
References
[1] Kartick Adhikari and Koushik Saha, Fluctuations of eigenvalues of patterned random matri-
ces, J. Math. Phys. 58 (2017), no. 6, 063301, 20. MR 3666201
[2] , Universality in the fluctuation of eigenvalues of random circulant matrices, Statist.
Probab. Lett. 138 (2018), 1–8. MR 3788711
[3] Greg W. Anderson and Ofer Zeitouni, A CLT for a band matrix model, Probab. Theory
Related Fields 134 (2006), no. 2, 283–338. MR 2222385
[4] L. V. Arharov, Limit theorems for the characteristic roots of a sample covariance matrix,
Dokl. Akad. Nauk SSSR 199 (1971), 994–997. MR 0309171
[5] Z. D. Bai and Jack W. Silverstein, CLT for linear spectral statistics of large-dimensional
sample covariance matrices, Ann. Probab. 32 (2004), no. 1A, 553–605. MR 2040792
[6] Sourav Chatterjee, Fluctuations of eigenvalues and second order Poincare´ inequalities,
Probab. Theory Related Fields 143 (2009), no. 1-2, 1–40. MR 2449121
[7] Nobuyuki Ikeda and Shinzo Watanabe, Stochastic differential equations and diffusion
processes, North-Holland Mathematical Library, vol. 24, North-Holland Publishing Co.,
Amsterdam-New York; Kodansha, Ltd., Tokyo, 1981. MR 637061
[8] I. Jana, K. Saha, and A. Soshnikov, Fluctuations of linear eigenvalue statistics of random
band matrices, Theory Probab. Appl. 60 (2016), no. 3, 407–443. MR 3568789
[9] Kurt Johansson, On fluctuations of eigenvalues of random Hermitian matrices, Duke Math.
J. 91 (1998), no. 1, 151–204. MR 1487983
[10] Dag Jonsson, Some limit theorems for the eigenvalues of a sample covariance matrix, J.
Multivariate Anal. 12 (1982), no. 1, 1–38. MR 650926
[11] Lingyun Li and Alexander Soshnikov, Central limit theorem for linear statistics of eigenvalues
of band random matrices, Random Matrices Theory Appl. 2 (2013), no. 4, 1350009, 50.
MR 3149439
[12] Yiting Li and Xin Sun, On fluctuations for random band Toeplitz matrices, Random Matrices
Theory Appl. 4 (2015), no. 3, 1550012, 28. MR 3385706
[13] Dang-Zheng Liu, Xin Sun, and Zheng-Dong Wang, Fluctuations of eigenvalues for random
Toeplitz and related matrices, Electron. J. Probab. 17 (2012), no. 95, 22. MR 2994843
[14] Dang-Zheng Liu and Zheng-Dong Wang, Limit distribution of eigenvalues for random Hankel
and Toeplitz band matrices, J. Theoret. Probab. 24 (2011), no. 4, 988–1001. MR 2851241
[15] A. Lytova and L. Pastur, Central limit theorem for linear eigenvalue statistics of random
matrices with independent entries, Ann. Probab. 37 (2009), no. 5, 1778–1840. MR 2561434
[16] Ivan Nourdin and Giovanni Peccati, Universal Gaussian fluctuations of non-Hermitian ma-
trix ensembles: from weak convergence to almost sure CLTs, ALEA Lat. Am. J. Probab.
Math. Stat. 7 (2010), 341–375. MR 2738319
[17] Sean O’Rourke and David Renfrew, Central limit theorem for linear eigenvalue statistics of
elliptic random matrices, J. Theoret. Probab. 29 (2016), no. 3, 1121–1191. MR 3540493
[18] B. Rider and Jack W. Silverstein, Gaussian fluctuations for non-Hermitian random matrix
ensembles, Ann. Probab. 34 (2006), no. 6, 2118–2143. MR 2294978
LINEAR EIGENVALUE STATISTICS OF RANDOM CIRCULANT MATRICES 27
[19] M. Shcherbina, Central limit theorem for linear eigenvalue statistics of the Wigner and
sample covariance random matrices, Zh. Mat. Fiz. Anal. Geom. 7 (2011), no. 2, 176–192,
197, 199. MR 2829615
[20] , On fluctuations of eigenvalues of random band matrices, J. Stat. Phys. 161 (2015),
no. 1, 73–90. MR 3392508
[21] Ya. Sinai and A. Soshnikov, Central limit theorem for traces of large random symmetric
matrices with independent matrix elements, Bol. Soc. Brasil. Mat. (N.S.) 29 (1998), no. 1,
1–24. MR 1620151
[22] Philippe Sosoe and Percy Wong, Regularity conditions in the CLT for linear eigenvalue
statistics of Wigner matrices, Adv. Math. 249 (2013), 37–87. MR 3116567
[23] Ward Whitt, Weak convergence of probability measures on the function space C[0, ∞), Ann.
Math. Statist. 41 (1970), 939–944. MR 261646
Department of Mathematics, Indian Institute of Technology Bombay, Powai, Mum-
bai, Maharashtra 400076, India
E-mail address: snmaurya [at] math.iitb.ac.in
Department of Mathematics, Indian Institute of Technology Bombay, Powai, Mum-
bai, Maharashtra 400076, India
E-mail address: koushik.saha [at] iitb.ac.in
