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Abstract
We give a proof of the Plancherel formula for real almost algebraic groups in the philosophy of the orbit
method, following the lines of the one given by M. Duflo and M. Vergne for simply connected semisimple
Lie groups. Main ingredients are: (1) Harish-Chandra’s descent method which, interpreting Plancherel for-
mula as an equality of semi-invariant generalized functions, allows one to reduce it to a neighbourhood of
zero in the Lie algebra of the centralizer of any elliptic element; (2) character formula for representations
constructed by M. Duflo, we recently proved; (3) Poisson–Plancherel formula near elliptic elements s in
good position, a generalization of the classical Poisson summation formula expressing the Fourier trans-
form of the sum of a series of Harish-Chandra type elliptic orbital integrals in the Lie algebra centralizing s
as a generalized function supported on a set of admissible regular forms in the dual of this Lie algebra.
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Dans [10], M. Duflo énonce la formule de Plancherel pour les groupes presque algébriques
réels unimodulaires. Dans un précédent article [23], nous avons esquissé les grandes lignes d’une
démonstration de celle-ci, utilisant à la fois la méthode de descente de Harish-Chandra et la
méthode des orbites, et le but du présent travail est d’en donner les détails. En fait cette démons-
tration suit, en l’adaptant au cas plus général qui nous occupe, la démonstration proposée par
M. Duflo et M. Vergne dans [13] de la formule de Plancherel–Harish-Chandra pour les groupes
semi-simples simplement connexes. Si, comme nous l’allons voir, la méthode de démonstration
utilisée généralise celle de Kirillov dans le cas des groupes nilpotents (voir [25]), elle diffère
sensiblement sur certains points de celle de Harish-Chandra dans le cas des groupes réductifs
(voir [17]).
De nombreux autres auteurs ont donné des démonstrations sensiblement différentes, quoique
dans l’esprit de la méthode des orbites, de la formule de Plancherel pour certaines classes de
groupes de Lie. Au risque d’en oublier, citons Duflo et Raïs [12] pour les groupes résolubles
exponentiels, Charbonnel [3] pour les groupes résolubles connexes, Andler [1] pour les groupes
de Lie algébriques complexes unimodulaires.
Il est particulièrement intéressant, du point de vue de l’analyse harmonique, de considérer
la classe des groupes presque algébriques. En effet, elle contient celle des groupes nilpotents et
celle des groupes réductifs pour lesquels de nombreux résultats sont connus, dont la formule de
Plancherel, elle est constituée de groupes de type I (voir [4]) et elle est stable par le passage
aux revêtements finis intervenant dans le procédé d’induction de Mackey. De plus, comme il
est expliqué dans [30], de nombreuses questions d’analyse harmonique sur un groupe de Lie
simplement connexe se ramènent à son groupe dérivé qui est presque algébrique.
Soit G un groupe de Lie de type I, dGx une mesure de Haar à gauche sur G, ΔG la fonction
module et Ĝ le dual unitaire de G, i.e. l’ensemble des classes d’équivalence de représentations
unitaires irréductibles de G. On sait qu’il existe une mesure dμĜ(T ) sur Ĝ et une famille d’opé-
rateurs (AT )T ∈Ĝ, où pour chaque T , AT est un opérateur fermé à domaine dense dans l’espace
de T , semi-invariant de poids Δ−1/2G , telles que l’on ait la formule d’inversion de Plancherel :
ϕ(1)=
∫
Ĝ
Tr
(
AT T (ϕ dGx)AT
)
dμĜ(T ), ϕ ∈D(G), (1.1)
la fermeture, notée de même, de l’opérateur AT T (ϕ dGx)AT étant à trace pour dμĜ(T )-presque
tout T . De plus, la classe de la mesure de Plancherel dμĜ(T ) est unique et la donnée de la mesure
détermine pour dμĜ(T )-presque tout T la famille d’opérateurs (AT )T ∈Ĝ (voir [11]). Lorsque le
groupe G est unimodulaire, on prend AT = Id, T ∈ Ĝ, auquel cas la mesure de Plancherel est
unique.
Les résultats de cet article permettent en principe de donner, pour un groupe presque algé-
brique G, une description explicite de la (classe de la) mesure de Plancherel dμĜ(T ) et de la
famille d’opérateurs (AT )T ∈Ĝ. D’une part, on dispose d’un espace de paramètres PG et d’une
application injective p → Tp de PG dans Ĝ dont l’image supporte la mesure de Plancherel
(voir [10]). D’autre part, la formule (9.2) du Théorème 9.1.1, qui dépend d’un caractère χ d’un
sous-groupe discret central Γ de G (voir aussi la formule (1.11) ci-après), combinée à la formule
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Γ ˆ (
∑
γ∈Γ ϕ(γ )χ(γ ))dχ , permet de décrire la (classe de
la) mesure dμPG(p) sur PG telle que l’on ait :
ϕ(1)=
∫
PG
Tr
(
ATpTp(ϕ dGx)ATp
)
dμPG(p), ϕ ∈D(G), (1.2)
la « formule de Plancherel concrète » (1.2) étant équivalente à la formule (1.1) et donnant donc
une description explicite de la mesure dμĜ(T ). Evidemment, ceci suppose que l’on a muni PG
d’une structure borélienne standard telle qu’un certain nombre d’applications naturelles définies
sur PG, dont l’application p → Tp , soient boréliennes. Si l’existence d’une telle structure est
plus que vraisemblable : elle a été démontrée par Andler pour les groupes algébriques complexes
unimodulaires (voir [1] et également [10]), sa construction reste au delà des objectifs de cet
article.
Dans la suite de cette introduction, G = (G, j,G) est un groupe de Lie presque algébrique
d’algèbre de Lie g (voir le numéro 2.17 ci-après).
Expliquons l’idée de la démonstration dans deux cas simples pour commencer. Supposons
d’abord que G soit un groupe de Lie nilpotent simplement connexe d’algèbre de Lie g de sorte
que exp :g →G est un difféomorphisme. La démonstration que nous présentons est, dans ce cas,
celle de Kirillov [25]. Si ϕ ∈ D(g), la formule d’inversion de Fourier pour l’espace vectoriel g
permet d’écrire :
ϕ(0)=
∫
g∗
(ϕ dgX)ˆ(g)dg∗g, (1.3)
où dgX est une mesure de Lebesgue sur g, dg∗g est la mesure de Lebesgue duale et (ϕ dgX)ˆ
désigne la transformée de Fourier de la densité ϕ dgX. Par ailleurs, on sait que toute orbite
coadjointe Ω de G dans g∗ est une variété symplectique et comme telle possède une mesure de
Liouville canonique dβΩ . Alors, divisant la mesure de Lebesgue dg∗g par les mesures dβΩ , on
obtient une mesure dμG sur l’espace des orbites G \ g∗ et la formule d’inversion (1.3) s’écrit :
ϕ(0)=
∫
G\g∗
{∫
Ω
(ϕ dgX)ˆ(g)dβΩ(g)
}
dμG(Ω). (1.4)
Maintenant, depuis Kirillov, on sait qu’il existe une bijection de G\g∗ sur le dual Ĝ du groupe G,
qui à l’orbite Ω fait correspondre la représentation à trace TΩ entièrement déterminée par le fait
que son caractère est donné par :
Tr
(∫
G
ϕ(x)TΩ(x)dGx
)
=
∫
Ω
(ϕ ◦ exp dgX)ˆ(g)dβΩ(g), ϕ ∈D(G), (1.5)
où dGx désigne la mesure de Haar sur G tangente à la mesure de Lebesgue dgX. Nous désigne-
rons par ΘΩ la fonction généralisée caractère de TΩ . Alors, compte tenu des Éqs. (1.4) et (1.5),
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ϕ(1)=
∫
G\g∗
ΘΩ(ϕ dGx)dμG(Ω), ϕ ∈D(G).
La mesure dμG est donc la mesure de Plancherel pour G, compte tenu de l’identification de
G \ g∗ avec Ĝ.
Nous allons voir que l’on peut généraliser cette méthode au cas d’un groupe presque algé-
brique, en l’adaptant. Pour ce faire, nous aurons besoin d’un analogue de la formule d’inversion
(1.3) et de la formule du caractère (1.5). Donnons un deuxième exemple simple qui fera mieux
appréhender les objets à introduire. On considère le tore G = R/Z dont l’algèbre de Lie est
g = R, l’application exponentielle étant la projection canonique de R sur R/Z. Dans ce cas, on
ne peut associer une représentation à une orbite coadjointe, d’ailleurs ici réduite à un point, que
si cette dernière est admissible, c’est-à-dire vérifie une condition d’intégralité. En effet, g∗ est
canoniquement isomorphe à R et Ĝ s’identifie au sous-ensemble g∗G = 2πZ au moyen de l’ap-
plication l → Tl , où Tl est le caractère de G défini par Tl(expX)= eilX , X ∈ g. Alors, la théorie
des séries de Fourier nous dit que, si dGx est la mesure de Haar sur G de masse totale 1, la
formule de Plancherel pour G s’écrit :
ϕ(1)=
∑
l∈g∗G
Tl(ϕ dGx), ϕ ∈D(G). (1.6)
Donnons une autre démonstration de cette formule, montrant une des idées importantes inter-
venant dans notre démonstration de la formule de Plancherel. On commence par interpréter la
formule (1.6) comme une égalité de distributions :
δ1 =
∑
l∈g∗G
Tl dGx,
ou entre fonctions généralisées :
δ1/dGx =
∑
l∈g∗G
Tl. (1.7)
Pour démontrer cette égalité, il suffit de montrer qu’elle est satisfaite au voisinage de chacun
des points de G. Soit donc s ∈ G ; alors l’application X → s expX induit un difféomorphisme
d’un voisinage ouvert assez petit de 0 dans g sur un voisinage ouvert de s dans G. Par suite, si
l’on remonte l’égalité (1.7) au moyen de ce difféomorphisme, on se ramène à montrer, dans un
voisinage ouvert assez petit de 0 dans g, les égalités suivantes :∑
l∈g∗G
eilX dgX = δ0
∑
l∈g∗G
Tl(s)e
ilXdgX = 0, si s = 1.
Or ces deux égalités sont des conséquences immédiates de la formule sommatoire de Poisson
sur R : ∑
ϕ(−S + k)=
∑
e2iπkS(ϕ dy)ˆ(2πk), ϕ ∈S (R), (1.8)
k∈Z k∈Z
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Posant EG,s = {X ∈ g: s−1 expX = 1}, on peut réécrire (1.8) comme suit :∑
X∈E
G,s−1
ϕ(X)=
∑
l∈g∗G
Tl(s)(ϕ dgX)ˆ(l). (1.9)
C’est cette dernière formule que nous allons généraliser, sous le nom de formule de Poisson–
Plancherel, au cas d’un groupe presque algébrique quelconque et qui nous permettra de démon-
trer la formule de Plancherel. Nous suivons en cela une idée de M. Vergne qui a conjecturé cette
formule lorsque s = 1 pour les groupes de Lie de type I dans [37,38], et l’a démontrée dans le
cas des groupes semi-simples linéaires dans [36].
D’autre part, du fait que l’application exponentielle n’est en général ni surjective, ni un dif-
féomorphisme local, nous sommes amenés à utiliser la méthode de descente de Harish-Chandra
qui permet de ramener une égalité entre fonctions généralisées semi-invariantes sur le groupe G
à une égalité de fonctions généralisées semi-invariantes dans un voisinage de 0 de g(s), le cen-
tralisateur de s dans g, s parcourant l’ensemble des éléments elliptiques de G.
Soit maintenant G = (G, j,G) un groupe presque algébrique quelconque. Pour rendre plus
agréable les calculs, nous fixons un caractère unitaire χ d’un sous-groupe Γ d’indice fini de ker j
et nous écrivons la formule de Plancherel modulo χ . De plus, pour simplifier, dans le cadre de
cette introduction, nous supposerons que le groupe G est unimodulaire. On se donne une mesure
de Haar dGx sur G et on munit g de la mesure de Lebesgue tangente dgX et g∗ de la mesure
duale dg∗g.
Soit pG : G˜ → G le revêtement métalinéaire de G associé à la représentation adjointe (voir
[14, Paragraphe 5.3] et aussi le numéro 4.6 ci-après). Le fait que l’action adjointe de G˜ se relève
de manière canonique en un morphisme A˜d à valeurs dans ML(g) permet de définir un caractère
ζ de ker j ◦ pG à valeurs dans {±1} (voir le numéro 4.7). On considère alors le caractère χ˘ =
(ζ |
p−1G (Γ )
)χ ◦ pG.
Tout d’abord, M. Duflo a donné une description en termes d’orbites d’une grosse partie du
dual de G supportant la mesure de Plancherel (voir [10]) et défini une mesure canonique sur
l’ensemble d’orbites correspondant. Soit g ∈ g∗ une forme linéaire fortement régulière : cela
signifie que g est régulière de sorte que l’algèbre de Lie algébrique g(g) est commutative et
de plus que l’unique facteur réductif jg de g(g), qui est un tore algébrique, est de dimension
maximale. La forme g est χ -admissible si et seulement si elle vérifie
eig(X) = χ˘(expG˜ X), X ∈ jg, expX ∈ Γ. (1.10)
On désigne par g∗r l’ensemble des formes linéaires fortement régulières et par g∗G,χ le sous-
ensemble de celles qui sont χ -admissibles : ce dernier est une sous-variété analytique régu-
lièrement plongée et G-invariante de g∗. Les sous-algèbres jg lorsque g parcourt g∗r sont ce
que l’on appelle les sous-algèbres de Cartan–Duflo de g et leur ensemble est noté car(g). Soit
j ∈ car(g), t la partie anisotrope de j, tΓ = {X ∈ t: expX ∈ Γ } = {X ∈ t: expG˜ X ∈ p−1G (Γ )} et
t∗Γ,χ = {μ ∈ t∗: eiμ(X) = χ˘ (expG˜ X), X ∈ tΓ }. Alors, tΓ est un réseau de t, t∗Γ,χ est un trans-
laté du réseau dual et il est clair que, si g∗j désigne le sous-espace de g∗ constitué des formes
centralisées par j, g∗jG,χ := g∗G,χ ∩ g∗j est l’ensemble des g ∈ g∗
j
r := g∗r ∩ g∗j dont la restric-
tion à t est dans t∗Γ,χ . Utilisant ce fait et la formule sommatoire de Poisson relative au réseau
tΓ , il n’est pas difficile de construire une fonction généralisée invariante canonique mG,χ sur
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On montre alors (voir [21, Théorème 4.10]) que mG,χ dg∗g, vue comme une mesure borélienne
concentrée sur g∗r , est une mesure de Radon tempérée sur g∗ notée dmG,χ . Par suite, la formule
mG,χ = dmG,χ/dg∗g permet de prolonger de manière naturelle mG,χ en une fonction générali-
sée tempérée sur g∗ tout entier. Enfin, on désigne par dμG,χ la mesure sur G \ g∗G,χ obtenue en
divisant la mesure dmG,χ par les mesures de Liouville des orbites coadjointes.
Introduisons alors l’ensemble des données de χ -admissibilité pour G, XG,χ = {(g, τ ): g ∈
g∗G,χ , τ ∈ XG,χ (g)}, où XG,χ (g), l’ensemble des données de χ -admissibilité pour g, est l’en-
semble des représentations unitaires irréductibles τ de l’extension métaplectique G(g)g définie
par l’action symplectique de G(g) dans g/g(g), telles que
(i) τ(expX)= eig(X)Id, X ∈ g(g),
(ii) τ()= −Id, où  est l’élément non trivial de la projection naturelle de G(g)g sur G(g),
(iii) τ(γ ) = χ(γ )Id, γ ∈ Γ , où on a relevé de manière évidente Γ en un sous-groupe de G(g)g
(voir le numéro 8.1).
Le groupe G agit naturellement dans XG,χ . M. Duflo a construit une application (g, τ ) → Tg,τ
passant au quotient en une injection de G \XG,χ dans le sous-ensemble Ĝχ de Ĝ des représen-
tations T ayant pour restriction à Γ un multiple de χ . Si pour (g, τ ) ∈ XG,χ , la représentation
Tg,τ est à trace, on note Θg,τ son caractère. Le fait que Tg,τ est à trace est équivalent au fait
que (la mesure de Liouville de) l’orbite coadjointe de g est tempérée (voir [18,19]). On ne sait
pas si c’est le cas pour tout g ∈ g∗G,χ . Cependant, on montre que dμG,χ -presque toute orbite
Ω ∈G \ g∗G,χ est tempérée.
Suivant M. Duflo dans [10], on définit sur XG,χ une fonction de Plancherel (g, τ ) → ξG(g, τ )
qui est G-invariante et s’exprime à l’aide des fonctions de Plancherel–Harish-Chandra des revê-
tements universels de certains sous-groupes réductifs connexes de G (voir les numéros 8.3 à 8.8).
Si Ω ∈G \ g∗G,χ est tempérée, on définit la fonction généralisée ΘΩ,χ sur G en posant :
ΘΩ,χ =
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τξG(g, τ )Θg,τ ,
où g est un élément quelconque de Ω . La formule de Plancherel pour le groupe G s’écrit alors,
comme une égalité entre distributions invariantes :∫
G\g∗G,χ
(ΘΩ,χ dGx)dμG,χ (Ω)=
∑
γ∈Γ
χ(γ )δγ , (1.11)
ou, comme une égalité entre fonctions généralisées invariantes :∫
G\g∗G,χ
ΘΩ,χ dμG,χ (Ω)=
(∑
γ∈Γ
χ(γ )δγ
)/
dGx. (1.12)
Pour montrer cette égalité entre fonctions généralisées invariantes, on tente d’appliquer la mé-
thode de descente de Harish-Chandra. Soit s un élément elliptique de G. Il existe un voisinage
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restriction Θs , formellement définie par
Θs(X)=Θ(s expX). (1.13)
De plus toute fonction généralisée G-invariante Θ est entièrement déterminée par la connais-
sance des fonctions généralisées Θs pour tout élément elliptique s de G. Pour montrer l’éga-
lité (1.12), on montrera alors, pour tout s ∈ G elliptique, la relation suivante entre fonctions
généralisées sur un voisinage de 0 dans g(s) :∫
G\g∗G,χ
ΘsΩ,χ dμG,χ (Ω)=
{
0, si s /∈ Γ,
χ(s)(δ0/dgX), si s ∈ Γ. (1.14)
Soit à nouveau (g, τ ) ∈ XG,χ , Ω l’orbite de g et s ∈ G un élément elliptique. Comme l’en-
semble Ωs des points fixes de s dans Ω est une réunion finie de G(s)-orbites dans g(s)∗, il est
muni d’une mesure de Liouville dβΩs . De plus, suivant Duflo, Heckman et Vergne dans [15],
on définit une fonction canonique G(s)-invariante sur Ωs , notée Φsg,τ . Dans [22], nous avons
démontré que si les mesures dβΩ et dβΩs sont tempérées, alors on a dans le voisinage de 0
considéré plus haut sur lequel la formule (1.13) est valable pour toute fonction généralisée inva-
riante :
Θsg,τ (X)= k−1g,s(X)
∫
Ωs
eil(X)Φsg,τ (l)dβΩs (l), (1.15)
où kg,s est une fonction analytique strictement positive, prenant la valeur 1 en X = 0 (voir les
numéros 9.3 et A.2).
La formule du caractère (1.15), ou plutôt sa généralisation aux ψ -caractères (voir le nu-
méro 9.1, la Proposition 9.3.1 et le Théorème A.2.1) est le dernier en date d’un ensemble de
résultats, à commencer par ceux de Kirillov qui contiennent cette formule pour les groupes nil-
potents [24], ainsi que des indications pour une formule générale au voisinage de s = 1 [26,27].
La formule pour s = 1 a été démontrée par Duflo et Raïs dans le cas résoluble exponentiel [12],
par Pedersen dans le cas résoluble [28], par Rossmann dans le cas réductif [32,33], et par Khalgui
dans le cas général [18,19]. Enfin, la formule pour s quelconque a été établie par Duflo, Heck-
man et Vergne pour les séries discrètes des groupes semi-simples connexes [15], et par Bouaziz
pour les représentations tempérées à caractère infinitésimal régulier des groupes réductifs [2].
Ducloux en a récemment donné une généralisation nettement plus élaborée valable pour toutes
les représentations tempérées d’un groupe réductif [7].
Pour revenir à notre sujet, nous ne savons malheureusement pas montrer que, si la mesure
dβΩ est tempérée, alors il en est de même pour dβΩs . Par suite, il n’est pas possible d’utiliser
directement la méthode de descente. En fait nous sommes amenés à distinguer deux cas, suivant
que s est en « bonne position » ou non. Un élément elliptique s ∈G est dit en bonne position s’il
existe g ∈ g∗r tel que j (s) soit contenu dans le tore algébrique connexe de G d’algèbre de Lie jgC.
Lorsque s n’est pas en bonne position, on montre directement, par récurrence sur la dimen-
sion de G, qu’il existe un voisinage invariant de s dans lequel, pour toute orbite tempérée Ω ∈
G \ g∗G,χ , ΘΩ,χ s’annule et, donc, que ΘsΩ,χ = 0, Ω ∈ G \ g∗G,χ . Il est alors clair que la rela-
tion (1.14) est vraie dans ce cas.
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dβΩs est tempérée pour dμG,χ -presque toute orbite Ω ∈ G \ g∗G,χ . Si les mesures dβΩ et dβΩs
sont tempérées, la formule (1.15) entraîne que, dans le même voisinage de 0 dans g(s) où elle
est valable, on a l’égalité de fonctions généralisées
ΘsΩ,χ = k−1g,sθ sΩ,χ ,
où θsΩ,χ est la fonction généralisée tempérée sur g(s) définie par
θsΩ,χ (X)=
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τξG(g, τ )
∫
Ωs
eil(X)Φsg,τ (l)dβΩs (l).
Pour établir l’égalité (1.14), nous sommes donc amenés à évaluer la fonction généralisée sur g(s)
donnée par ∫
G\g∗G,χ
θsΩ,χ dμG,χ (Ω).
Pour ce faire, nous devons introduire une distribution tempérée sur g(s) obtenue comme somme
d’une série d’intégrales orbitales à la Harish-Chandra. Tout d’abord, on se donne un élément s˜
du revêtement métalinéaire G˜ de G tel que pG(s˜) = s. Si T ∈ g(s) est un élément elliptique, on
définit une distribution tempérée G(s˜)-invariante sur g(s), MG(s˜),T , supportée par l’orbite de T
sous G(s˜) (voir le numéro 7.1). Si T est centralisé par G(s˜), on a MG(s˜),T = δT .
On pose EG,s,Γ = {T ∈ g(s): s−1 expT ∈ Γ } et on introduit alors la distribution sur g(s)
vG,χ,s˜ =
∑
T ∈G(s˜)\EG,s,Γ
χ˘
(
s˜−1 expG˜ T
)
MG(s˜),T .
On choisit une forme volume ηs sur le supplémentaire canonique (1 − Ad s)g de g(s) dans g. Ce
choix détermine un polynôme πg,g(s) sur g(s)∗ qui à g ∈ g(s)∗ associe le pfaffien relativement à
ηs de la restriction à (1 − Ad s)g de la forme alternée βg : (X,Y ) → 〈g, [X,Y ]〉. On note ∂πg,g(s)
l’opérateur différentiel à coefficients constants sur g(s) associé.
L’orientation définie par ηs détermine, quant à elle, un nombre σ(s˜) (voir le numéro 9.5, for-
mule (9.18)). La définition de ce nombre résulte des propriétés, en un élément elliptique e du
groupe métalinéaire ML(V ) d’un espace vectoriel V de dimension paire tel que det(1 − e) = 0,
du caractère de la représentation métaplectique des sous-groupes métaplectiques de ML(V )
contenant e (voir le numéro 4.5). Lorsque s est un élément de Γ , on a σ(s˜)= ζ(s˜).
Enfin, on munit g(s) de la mesure de Lebesgue dg(s)X telle que dgX = dg(s)X|ηs |. On dé-
montre alors l’égalité∫
G\g∗G,χ
θsΩ,χ (ϕ dg(s)X)dμG,χ (Ω)= σ(s˜)vG,χ,s˜−1
(
∂πg,g(s) (ϕ)
)
, ϕ ∈S (g(s)). (1.16)
Cette égalité généralise la formule sommatoire de Poisson (1.9) : on dit que c’est une formule de
Poisson–Plancherel. Elle entraîne bien la formule (1.14), car dans un voisinage assez petit de 0
dans g(s), on a vG,χ,s˜ = 0, si s /∈ Γ , et vG,χ,s˜ = χ˘(s˜−1)δ0, si s ∈ Γ .
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distribution tempérée vG,χ,s˜ . On définit g(s)∗r,χ comme l’ensemble des formes linéaires g forte-
ment régulières pour g(s) et qui vérifient la relation (1.10). On a g(s)∗G,χ := g(s)∗ ∩ g∗G,χ ⊂
g(s)∗r,χ et ces deux ensembles sont des sous-variétés analytiques régulièrement plongées de
g(s)∗. De plus, g(s)∗r,χ = g(s)∗G(s˜)˜s ,χs , où G(s˜)˜
s est le revêtement métalinéaire de G(s˜) construit
à l’aide de l’action adjointe de G(s˜) dans (1 − Ad s)g et χs un caractère de l’image in-
verse de Γ dans G(s˜)˜s naturellement associé à χ . La construction de la fonction généralisée
G-invariante mG,χ sur g∗ s’applique donc pour fournir la fonction généralisée tempérée cano-
nique G(s˜)-invariante mG(s˜)˜,χs , sur g(s)∗, notée plus simplement mG(s˜),χ , telle que, si dg(s)∗g
est une mesure de Lebesgue sur g(s)∗, dmG(s˜),χ := mG(s˜),χ dg(s)∗g soit une mesure de Radon
concentrée sur g(s)∗r,χ .
On montre alors qu’il existe un ouvert de Zariski G-invariant V de g∗ tel que, pour tout
élément elliptique en bonne position s de G et s˜ ∈ p−1G (s), d’une part l’ensemble Vs des éléments
de g(s)∗ qui sont u-équivalents dans g∗ (voir la Définition 5.5.1) à un élément de V soit un ouvert
de Zariski de g(s)∗ dont l’intersection avec g(s)∗r,χ est de complémentaire dmG(s˜),χ -négligeable
et d’autre part il existe une fonction qG,χ,s˜ , borélienne sur g(s)∗r,χ , analytique sur Vs ∩ g(s)∗r,χ et
telle que
(i) |qG,χ,s˜ |dmG(s˜),χ soit une mesure de Radon tempérée sur g(s)∗,
(ii) on ait la formule suivante :
vGˆ,χ,s˜ = qG,χ,s˜mG(s˜),χ . (1.17)
Cette formule est une autre généralisation de la formule (1.9) ; c’est également une formule de
Poisson–Plancherel.
Afin de pouvoir utiliser la formule (1.17) pour en déduire la formule de Poisson–Plancherel
(1.16), nous devons exprimer la restriction qG,χ (s˜, .) de la fonction qG,χ,s˜ à V ∩g(s)∗G,χ à l’aide
de la fonction de Plancherel ξG.
Le fait que l’action adjointe de G˜ se relève en un morphisme A˜d dans ML(g), permet, pour
tout g ∈ g(s)∗G,χ , d’envoyer s˜ sur un élément φg(s˜) de l’extension métaplectique G(g)g situé
au-dessus de s (voir le numéro 8.2). On obtient alors l’expression remarquablement simple de
qG,χ (s˜, .) suivante :
qG,χ (s˜, g)=
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τξG(g, τ )Tr
(
τ
(
φg
(
s˜−1
)))
, (1.18)
pour tout g ∈ V ∩ g(s)∗G,χ .
Lorsque G est semi-simple simplement connexe, le Lemme 33, qui est crucial pour établir
nos formules, permet de ramener cette égalité à la relation (81) de [13, Paragraphe II.10].
Il résulte de l’égalité (1.18) et de la définition de la mesure dμG,χ , que lorsque s = 1, les
formules (1.17) et (1.16) sont identiques et se ramènent à la formule conjecturée par Vergne dans
le cas des groupes unimodulaires de type I et démontrée par elle dans le cas semi-simple linéaire
[36–38], puis par Dourmashkin dans le cas des groupes simples simplement connexes de type Bn
[6]. Pour s quelconque et G semi-simple simplement connexe, elles sont démontrées par Duflo
et Vergne dans [13].
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duire de (1.18) une expression des fonctions de Plancherel ξG(g, τ ) à l’aide des fonctions de
Poisson–Plancherel qG,χ (s˜, .) (voir plus loin la formule (8.32) du Corollaire 8.11.1).
L’article s’achève par un errata à notre précédent travail [22] sur la formule du caractère. En
effet, la démonstration donnée est par endroits incorrecte et nous expliquons comment il faut la
modifier pour la rendre, nous l’espérons, juste et complète.
Nous tenons à remercier le rapporteur dont l’important travail a permis d’améliorer considéra-
blement le texte de cet article. En particulier la démonstration présentée du Lemme 33, nettement
plus simple que l’originale, lui est due.
2. Généralités et notations
2.1. Si t est un réel, on note sign t son signe, qui vaut 1, si t > 0, −1, si t < 0 et 0, si t = 0.
2.2. Si V est un espace vectoriel, on désigne par S(V ) l’algèbre symétrique sur V . Si V est
de dimension finie sur R, S(V ) s’identifie canoniquement à l’algèbre des opérateurs différentiels
à coefficients constants sur V . Si p ∈ S(V ), on note ∂p l’opérateur différentiel correspondant.
2.3. Si A est un ensemble, on désigne par 1A sa fonction caractéristique et, s’il est fini,
par |A| son cardinal.
Si G est un groupe et H est un sous-groupe d’indice fini, on note [G : H ] l’indice de H
dans G.
2.4. Par variété, on entend une variété C∞. Les groupes de Lie et les variétés considérés
sont toujours supposés séparables. Si V est une variété, on désigne par D(V ) l’espace des
fonctions C∞ à support compact sur V , muni de sa topologie habituelle. Soit dx une densité
strictement positive sur V : dx est une mesure borélienne dont la restriction à chaque ouvert
de carte s’exprime en coordonnées locales sous la forme f (ξ)dξ , où dξ est la mesure de Le-
besgue et f est une fonction C∞ strictement positive. Alors, l’application, ϕ → ϕ dx est un
isomorphisme d’espaces vectoriels topologiques de D(V ) sur l’espace des densités C∞ à sup-
port compact sur V . Une fonction généralisée sur V est un élément du dual topologique de ce
dernier. Si T est une distribution sur V , on note T/dx la fonction généralisée définie par
〈T/dx,ϕ dx〉 = 〈T ,ϕ〉, ϕ ∈D(V ).
Si α est une densité C∞ à support compact sur V , on note dα la mesure complexe qu’elle
définit : si φ ∈ D(V ), on a ∫
V
φ dα = ∫
V
(φα) où, dans le membre de gauche, on intègre la
densité à support compact φα.
Soit G un groupe de Lie muni d’une action C∞ sur V : (x, v) → x.v, x ∈ G, v ∈ V . On en
déduit, par transport de structure, une action à gauche de G sur les densités (respectivement les
fonctions) C∞ à support compact et sur les fonctions généralisées (respectivement les distribu-
tions) sur V , (x,α) → xα et (x, θ) → xθ . Ces actions sont telles que l’on ait〈
xθ,α
〉= 〈θ, x−1α〉,
pour tout x ∈G, toute densité (respectivement fonction) C∞ à support compact α et toute fonc-
tion généralisée (respectivement distribution) θ sur V .
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est une densité C∞ à support compact sur X, il existe une unique densité f∗α, C∞ à support
compact sur Y , telle que, pour toute fonction β , C∞ sur Y , on ait :∫
X
β ◦ f dα =
∫
Y
β df∗α.
De plus, le support de f∗α est contenu dans l’image par f du support de α et, si β est une fonction
mesurable sur Y , alors β est localement intégrable sur Y si et seulement si β ◦ f l’est sur X et,
dans ce cas, l’égalité ci-dessus reste vraie. Enfin, l’application α → f∗α est une surjection de
l’espace des densités C∞ à support compact sur X sur celui sur Y .
Pour ce qui précède, voir [35].
2.6. Si G est un groupe de Lie, on note G0 sa composante neutre et ΔG sa fonction module.
Si g est l’algèbre de Lie de G, on note expG, ou plus simplement exp, l’application exponentielle
de g dans G. On note Ad (respectivement ad) la représentation adjointe de G (respectivement g)
et Ad∗ sa représentation coadjointe.
2.7. Soit G un groupe de Lie d’algèbre de Lie g muni d’une action C∞ sur une variété V .
On note x.v le résultat de l’action de x ∈ G sur v ∈ V . Si v ∈ V , on note G(v) le stabilisateur
de v dans G et g(v) son algèbre de Lie. Si x ∈ G, on note V x l’ensemble des points fixes de x
dans V .
2.8. Soit g une algèbre de Lie réelle de dimension finie et V un g-module de dimension finie.
Si X ∈ g et v ∈ V , on note encore X.v le résultat de l’action de X sur v et on désigne encore par
V X le sous-espace de V constitué des éléments fixés, c’est à dire annulés, par X. De même, si j
est une partie de g et A de V , on note Aj le sous-ensemble des éléments de A annulés par j.
2.9. Si V (respectivement g) est un espace vectoriel réel (respectivement une algèbre de Lie
réelle), on désigne par VC (respectivement gC) son complexifié (respectivement sa complexifiée).
Si v est un vecteur de VC, on désigne par Rev (respectivement Imv) sa partie réelle (respective-
ment imaginaire), qui sont des vecteurs de V tels que v = Rev+ i Imv, et on définit son conjugué
v¯ comme étant le vecteur Rev − i Imv. Si W ⊂ VC est un sous-espace vectoriel, on définit son
conjugué W comme étant le sous-espace {v¯, v ∈ W }. Si λ est une forme linéaire sur VC, on dé-
finit sa conjuguée λ¯ comme étant la forme linéaire telle que λ¯(v) = λ(v¯). Si V est muni d’une
structure de g-module, celle-ci induit naturellement une structure de gC-module sur VC.
2.10. Soit G un groupe de Lie d’algèbre de Lie g. Si X ∈ g et si ϕ est une fonction C∞
sur G, on définit la fonction R(X)ϕ en posant
R(X)ϕ(x)= d
dt
ϕ(x exp tX)|t=0, x ∈G.
On prolonge R à gC en posant
R(X + iY)ϕ =R(X)ϕ + iR(Y )ϕ, X,Y ∈ g.
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soit un g-module algébrique défini sur k. Si j ⊂ g est un tore algébrique défini sur k, on désigne
par Δj,V l’ensemble des poids non nuls de j dans V et, si α ∈ Δj,V , on note V α le sous-espace
poids correspondant. Si k = R et si α ∈ΔjC,VC , alors α¯ ∈ΔjC,VC et V α¯C = V αC .
2.12. Si V est un espace vectoriel de dimension finie sur R, on note V ∗ son dual algébrique
et on désigne par 〈 , 〉 la dualité canonique entre V ∗ et V . Si E est une partie de V , E⊥ désigne
son orthogonal dans V ∗.
On désigne par GL(V ) (respectivement SL(V )) le groupe linéaire (respectivement spécial
linéaire) de V , vu comme un groupe algébrique défini sur R, et par gl(V ) (respectivement sl(V ))
l’algèbre de Lie sur R de ce dernier.
Soit X ∈ gl(V ) et soit W ⊆U ⊆ V deux sous-espaces vectoriels de V invariants par X. Alors,
on note detU/W X le déterminant et TrU/W X la trace de l’endomorphisme de U/W induit par
l’action de X.
2.13. Soit V un espace vectoriel réel de dimension finie. Si η est une forme volume sur V ,
on désigne par |η| la mesure de Lebesgue correspondante. Elle est caractérisée par le fait que,
pour tout ϕ ∈D(V ), l’on a ∫
V
ϕ d|η| =
∫
V
ϕη,
sachant que pour intégrer la forme différentielle ϕη on munit V de l’orientation définie par η.
Maintenant, soit dv une mesure de Lebesgue sur V . On désigne par S (V ) l’espace des fonc-
tions de Schwartz sur V . Alors, l’application φ → φ dv est un isomorphisme d’espaces vectoriels
topologiques de S (V ) sur l’espace des densités de Schwartz sur V .
Une fonction généralisée tempérée sur V est un élément du dual topologique de l’espace des
densités de Schwartz.
Si ϕ ∈ S (V ), on note (ϕdv)Vˆ ou plus simplement (ϕ dv)ˆ la transformée de Fourier de la
densité ϕ dv : c’est la fonction sur V ∗ définie par :
(ϕ dv)Vˆ (l)=
∫
V
ei〈l,v〉ϕ(v)dv.
On appelle mesure duale de la mesure dv, la mesure de Lebesgue dl sur V ∗ telle que l’on ait :
ϕ(0)=
∫
V ∗
(ϕ dv)Vˆ dl, ϕ ∈S (V ).
Si T est une distribution tempérée sur V , sa transformée de Fourier T ˆ est la fonction géné-
ralisée tempérée sur V ∗ définie par
〈
T ˆ, ϕ dl〉= ∫
V
( ∫
V ∗
ϕ(l)e−i〈l,v〉 dl
)
dT (v), ϕ ∈S (V ∗).
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une mesure borélienne sur V . Alors, il est bien connu que les conditions suivantes sont équiva-
lentes :
(i) il existe un nombre M > 0 tel que ∫
V
(1 + ‖v‖)−M dβ(v) <+∞,
(ii) pour toute fonction de Schwartz ϕ sur V , l’intégrale ∫
V
ϕ dβ est absolument convergente.
Si ces conditions sont satisfaites, l’application ϕ → ∫
V
ϕ dβ définit une distribution tempérée
sur V . On dit alors que dβ est une mesure positive tempérée sur V .
2.15. Soit G un groupe de Lie d’algèbre de Lie g et dgX une mesure de Lebesgue sur g. On
dit que la mesure de Haar à gauche dGx sur G et la mesure de Lebesgue dgX sont tangentes, si
dG expX/dgX est égal à 1 en X = 0. Il est clair que dans ces conditions, dGx est uniquement
déterminée par dgX et réciproquement.
Soit H un sous-groupe fermé de G d’algèbre de Lie h et dHx une mesure de Haar à gauche
sur H tangente à la mesure de Lebesgue dhX.
Il existe, à une constante multiplicative positive près, une unique forme linéaire non nulle
positive G-invariante par translations à gauche sur l’espace des fonctions ϕ continues sur G, à
support compact modulo H et vérifiant
ϕ(xy)= |detg/h Ady|ϕ(x), x ∈G, y ∈H.
On appelle « mesure quotient » sur G/H une telle forme linéaire et on la note
ϕ →
∫
G/H
ϕ(x)dG/H x˙.
En fait, il existe une unique mesure quotient dG/H x˙ sur G/H telle que∫
G
ϕ(x)dGx =
∫
G/H
{∫
H
ϕ(xy)|detg/h Ady|−1 dHy
}
dG/H x˙, ϕ ∈D(G). (2.1)
On dit alors que dG/H x˙ est la mesure quotient de dGx par dHx et écrirons parfois dG/H x˙ =
dGx/dHx ou encore dGx = dG/H x˙dHx. Lorsque G et H sont des espaces vectoriels sur R,
toutes ces mesures sont des mesures de Lebesgue. La mesure quotient dG/H x˙ déterminée par
la formule (2.1) ne dépend que de la mesure de Lebesgue quotient dgX/dhX des mesures de
Lebesgue tangentes à dGX et dHX. On dit alors que les mesures dG/H x˙ et dgX/dhX sont tan-
gentes.
Supposons maintenant que K soit un sous-groupe fermé de H et que dKx soit une mesure de
Haar à gauche sur K . Alors les mesures quotients dG/Kx˙ = dGx/dKx, dG/H x˙ = dGx/dHx et
dH/Kx˙ = dHx/dKx sont reliées par la formule :∫
G/K
ϕ(x)dG/Kx˙ =
∫
G/H
{ ∫
H/K
ϕ(xy)|g/hAdy|−1 dH/Ky˙
}
dG/H x˙. (2.2)
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(G, j) où G est un groupe de Lie et j :G → H est un morphisme surjectif de groupes de Lie
dont le noyau est discret et central. Si ker j est un groupe fini d’ordre n, on dit que (G, j), ou
plus simplement G, est un revêtement à n feuillets de H .
Supposons donc que (G, j) soit un revêtement du groupe de Lie H . Si x et y sont dans G,
l’élément xyx−1 de G ne dépend que de j (x) ∈H et on le note j (x)yj (x)−1. Alors, l’application
(x, y) → xyx−1 définit une action de H par automorphismes intérieurs dans G.
2.17. Un groupe presque algébrique réel G est la donnée d’un triplet (G, j,G) tel que G soit
un groupe de Lie réel séparable, G soit un sous-groupe algébrique affine défini sur R d’un certain
GL(V ), où V est un espace vectoriel défini sur R de dimension finie, et j soit un morphisme de
groupes de Lie de G dans le groupe GR des points réels de G tel que j (G) soit un sous-groupe
ouvert de GR, dense dans G pour la topologie de Zariski, dont (G, j) soit un revêtement. Nous
noterons g l’algèbre de Lie algébrique sur R de G, qui est une sous-algèbre de Lie de gl(V ) et que
nous appellerons l’algèbre de Lie de G. Il est clair que G est un groupe de Lie d’algèbre de Lie g.
On a une notion évidente de sous-groupe presque algébrique d’un groupe presque algébrique :
c’est un sous-groupe de Lie H de G tel que si on désigne par H l’adhérence de Zariski de j (H)
dans G, le triplet (H, j |H ,H ) soit un groupe presque algébrique. Un tel sous-groupe est toujours
fermé. Par exemple, la composante neutre G0 de G est un sous-groupe presque algébrique : plus
précisément, il s’agit du groupe presque algébrique (G0, j |G0,G0), où on désigne par G0 la
composante neutre du groupe algébrique G.
Un caractère réel du groupe presque algébrique réel G est dit rationnel s’il est le composé
d’un caractère rationnel défini sur R de G avec j . Il est dit semi-rationnel si sa restriction à G0
est de la forme Δα , où Δ est un caractère rationnel de G0 et α est un réel. Par exemple, Δ1/2G est
un caractère semi-rationnel de G.
Un morphisme de groupes presque algébriques réels de (G, j,G) dans (G′, j ′,G′), est la
donnée d’une paire (a,a), où a :G→G′ est un morphisme de groupes de Lie et a :G→G′ est
un morphisme de groupes algébriques tel que j ′ ◦a = a ◦j . En fait, la paire (a,a) est entièrement
déterminée par a, de sorte que se donner un tel morphisme revient à se donner a. On dit que a
est un isomorphisme de groupes presque algébriques si c’est un isomorphisme de groupes de Lie
et si a−1 est un morphisme de groupes presque algébriques, auquel cas a est un isomorphisme
de groupes algébriques.
Étant donné G un groupe algébrique affine défini sur R d’algèbre de Lie g sur R, nous note-
rons uG son radical unipotent, lequel est également défini sur R. De même nous noterons ug le
radical unipotent de g, qui est l’algèbre de Lie sur R de uG.
Si (G, j,G) est un groupe presque algébrique réel d’algèbre de Lie g, le sous-groupe uGR de
GR se relève de manière unique en un sous-groupe de Lie connexe uG de G appelé le radical
unipotent de G. Alors uG est le sous-groupe analytique fermé de G d’algèbre de Lie ug et
c’est un sous-groupe presque algébrique de G. Enfin, nous appellerons facteur réductif de G,
l’image réciproque par j du groupe des points réels d’un facteur réductif défini sur R de G.
Deux facteurs réductifs de G sont conjugués par un élément de uG. Tout facteur réductif de G en
est un sous-groupe presque algébrique et son algèbre de Lie est un facteur réductif de g. Enfin,
G est isomorphe au produit semi-direct de l’un de ses facteurs réductifs par son radical unipotent.
2.18. Soit (G, j,G) un groupe presque algébrique d’algèbre de Lie g. Rappelons que nous
avons choisi une réalisation de G comme sous-groupe algébrique défini sur R d’un certain
GL(V ), de sorte que g est une sous-algèbre de Lie algébrique réelle de gl(V ). Si X ∈ g, il se
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(semi-simple de valeurs propres imaginaires pures), H hyperbolique (semi-simple de valeurs
propres réelles) et N nilpotent, commutant deux à deux. Comme g est algébrique, S, H et N
sont dans g. On pose S = Xell (respectivement H = Xhyp, N = Xnil) et on l’appelle la partie
elliptique (respectivement hyperbolique, nilpotente) de X.
Un élément g de G sera dit semi-simple si j (g) est semi-simple, elliptique si de plus les
valeurs propres de j (g) sont de module 1, positivement hyperbolique s’il s’écrit g = expH avec
H ∈ g hyperbolique et unipotent s’il s’écrit g = expN avec N ∈ g nilpotent. Si g ∈ G, il se
décompose de manière unique dans G sous la forme g = shu avec s elliptique, h positivement
hyperbolique et u unipotent, commutant deux à deux. On pose s = s(g) et on l’appelle la partie
elliptique de g.
On note Gell l’ensemble des éléments elliptiques de G.
Il est facile de voir que les notions que nous venons d’introduire ne dépendent pas du choix
de la réalisation du groupe algébrique G comme sous-groupe d’un GL(V ).
2.19. On garde les notations du numéro précédent. Pour η > 0, on note gη (respective-
ment gη) l’ensemble des éléments X ∈ g tels que pour toute valeur propre λ de X dans VC
(respectivement de adX dans gC), on ait |Imλ|< η. Alors, gη (respectivement gη) est un ouvert
AdG-invariant de g et on a gη/2 ⊂ gη .
On pose Gη = expgη. Si 0 < η π , Gη est un ouvert G-invariant de G.
Définition 2.19.1. Un ouvert V de g sera dit G-elliptique, ou plus simplement elliptique lorsque
aucune confusion n’est à craindre, s’il est AdG-invariant et si un élément de g est dans V si et
seulement si sa partie elliptique est dans V .
Un ouvert W de G sera dit G-elliptique, ou plus simplement elliptique lorsque aucune confu-
sion n’est à craindre, s’il est G-invariant et si un élément de G est dans W si et seulement si sa
partie elliptique est dans W .
Les ouverts G-elliptiques de g (respectivement G) sont les ouverts d’une topologie, appelée
la topologie G-elliptique, sur g (respectivement G).
Par exemple, les ouverts gη, η > 0, sont G-elliptiques et ils constituent une base de voisinages
G-elliptiques de 0 dans g. Les ouverts gη , η > 0, sont eux-aussi elliptiques.
De même, les ouverts Gη, 0 < η  π , sont G-elliptiques et ils constituent une base de voisi-
nages G-elliptiques de 1 dans G.
Si z est un nombre complexe non nul, on note Arg z la détermination de son argument com-
prise dans l’intervalle ]−π,π].
Soit s ∈ Gell. Désignons par λ1, . . . , λk (respectivement μ1, . . . ,μl) les valeurs propres dis-
tinctes de s dans VC (respectivement de Ad s dans gC). On définit les nombres strictement positifs
′g(s) et G(s), que l’on note plus simplement ′(s) et (s) lorsque aucune confusion n’est pos-
sible, en posant :
′(s)= inf{|Argμi |, μi = 1;π}, (s)= 12 inf{|Argλiλ−1j |, i = j ;π}.
On a (s) 1′(s), ′(1)= π et (1)= π . Enfin, pour η > 0, on pose gη(s)= gη ∩ g(s).2 2
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définie par
γ (x,X)= xs expXx−1.
Avec ces notations, si 0 < η  ′(s) et si V ⊂ gη(s) est un ouvert G(s)-elliptique, l’image de γ
est un ouvert de G, noté WG(s,V ) ou plus simplement W (s,V ), qui est G-elliptique, et γ induit
une submersion de G×V sur W (s,V ). On note plus simplement W (s, η), l’ouvert W (s,g(s)η),
0 < η (s).
De plus, pour tout 0 < η  (s), l’application γ induit un difféomorphisme de l’ouvert
G×G(s) g(s)η du fibré vectoriel G×G(s) g(s) sur W (s, η).
Les ouverts W (s, η), 0 < η  (s) constituent une base de voisinages G-elliptiques de s
dans G. Enfin, si x ∈G et si 0 < η (s), on a x ∈W (s(x), η). En particulier, (W (s, ε(s)))s∈Gell
est un recouvrement de G par des ouverts elliptiques et une fonction généralisée sur G est entiè-
rement déterminée par ses restrictions aux ouverts de ce recouvrement.
Pour ce qui précède, voir [14]. Le résultat facile suivant nous sera utile :
Lemme 1. Soit (G, j,G) un groupe presque algébrique d’algèbre de Lie g. Les ouverts
G-invariants elliptiques de g sont les images réciproques par la projection canonique des ouverts
G/uG-invariants elliptiques de g/ug.
Démonstration. Soit r un facteur réductif de g et p :g → r la projection parallèlement à ug.
Soit V un ouvert G-invariant de g. Il s’agit de montrer que V est elliptique si et seulement si
V = V + ug = p(V )+ ug.
Tout d’abord, si X ∈ r, on a p(Xell)= p(X)ell, tandis qu’il existe x ∈ uG tel que Adx.Xell ∈ r.
De plus, comme pour tous x ∈ uG et X ∈ g, Adx.X ∈ X + ug, on voit que p(X)ell = p(Xell) =
Adx.Xell. Il est alors clair que, si X ∈ g, Xell est dans V si et seulement si p(X)ell est dans V ∩ r.
D’où le résultat. 
2.20. Soit g une algèbre de Lie de dimension finie sur R et g ∈ g∗. Alors, on désigne
par βg la forme bilinéaire alternée sur g qui lui est canoniquement associée et qui est définie
par βg(X,Y )= 〈g, [X,Y ]〉.
On suppose que G est un groupe de Lie d’algèbre de Lie g. Si g ∈ g∗, on note Ωg l’orbite
coadjointe de g sous G.
Si Ω ⊂ g∗ est une orbite coadjointe de G, elle est munie d’une structure symplectique natu-
relle définie par la 2-forme différentielle βΩ telle que βΩ(X.g,Y.g) = βg(X,Y ), X,Y ∈ g. En
particulier, Ω est de dimension paire, disons 2k. Alors, Ω supporte une mesure invariante cano-
nique, dβΩ = 1(2π)kk! | ∧k βΩ |, dite mesure de Liouville. Plus généralement, si Ω est une réunion
finie de G-orbites coadjointes, elle supporte une mesure invariante canonique dβΩ (appelée en-
core mesure de Liouville) dont la restriction à chaque G-orbite qu’elle contient est la mesure de
Liouville de cette dernière.
Soit s ∈ G un élément semi-simple. Alors, Ωs , l’ensemble des points fixes de s dans Ω , est
une réunion finie de G(s)-orbites coadjointes (voir, par exemple, [14, Lemme 63]), de sorte que
la mesure de Liouville dβΩs est bien définie.
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dual. Si Γ ′ est un sous-groupe de Γ , on désigne par Γ ′⊥ le sous-groupe de Γ ˆ constitué des
caractères triviaux sur Γ ′.
3. Revêtements métaplectiques
3.1. Soit V = (V ,β) un espace symplectique réel, i.e. V est en espace vectoriel réel non
nul de dimension finie muni d’une forme symplectique β . On désigne par Sp(V ,β) ou plus
simplement par Sp(V ), le groupe symplectique de V et par Mp(V ,β) ou Mp(V ) le groupe
métaplectique correspondant qui est le revêtement connexe à deux feuillets du précédent. On
note sp(V ,β) ou plus simplement sp(V ) l’algèbre de Lie commune à Sp(V ) et Mp(V ). On note
p : Mp(V ) → Sp(V ) le morphisme de revêtement et on désigne par  l’élément non trivial de
kerp. Lorsque V = 0, on convient que Sp(V ) est le groupe trivial et que Mp(V ) est le groupe à
deux éléments {1, }. Alors, (Mp(V ),p,Sp(V )) est un groupe presque algébrique réel.
Supposons que U soit un sous-espace symplectique de V . On identifie Sp(U) avec le sous-
groupe de Sp(V ) constitué des éléments agissant trivialement dans l’orthogonal U⊥ de U et
stabilisant donc U . Alors p :p−1(Sp(U))→ Sp(U) est un revêtement de Sp(U) canoniquement
isomorphe au revêtement métaplectique. Autrement dit l’injection considérée de Sp(U) dans
Sp(V ) se relève de manière canonique en une injection de Mp(U) dans Mp(V ).
Avec ces notations, tout élément x de Mp(V ) laissant stable U s’écrit sous la forme x = yy′
avec y ∈ Mp(U) et y′ ∈ Mp(U⊥). De plus, si x = zz′ est une autre décomposition avec z ∈
Mp(U) et z′ ∈ Mp(U⊥), il existe t ∈ {1, } tel que z = yt et z′ = y′t .
3.2. Un lagrangien  ⊂ VC est dit totalement complexe, si  ∩ ¯ = 0, et positif, si la forme
hermitienne définie sur  par (v,w) → iβ(v, w¯) est positive.
Nous rappelons la fonction δ, notée également δβ s’il est nécessaire de préciser, définie sur le
groupe métaplectique Mp(V ) par Duflo (voir, par exemple, [10, I.5]). Elle vérifie les propriétés
suivantes qui la caractérisent entièrement :
(i) si x ∈ Mp(V ), δ(x) ne dépend que de la partie elliptique de x,
(ii) soit T ⊂ Mp(V ) un tore compact d’algèbre de Lie t et soit ⊂ VC un lagrangien T -invariant
et positif. Alors, δ|T est le caractère de T de différentielle
ρ(X)= 12 Tr adX, X ∈ t,
(iii) δ()= −1 (cette condition est conséquence des deux autres si dimV > 0).
3.3. On se donne un espace vectoriel V de dimension finie sur R muni d’une forme bilinéaire
alternée β et on note encore β la forme symplectique induite par cette dernière sur V/kerβ .
On suppose que le groupe de Lie H agit dans l’espace V au travers d’automorphismes
laissant invariante la forme β ; autrement dit on dispose d’un morphisme de groupes de Lie
ψ :H → GL(V ) qui induit naturellement un morphisme ψ :H → Sp(V/kerβ). On désigne
alors par Hβ ou aussi HV l’extension métaplectique correspondante : Hβ est le sous-groupe
de H × Mp(V/kerβ) constitué des couples (x, y) tels que ψ(x) = p(y). Muni de la projection
canonique sur H , encore notée p, Hβ est un revêtement à deux feuillets, pas forcément connexe,
de H . On désigne encore par  l’élément non trivial du noyau de p.
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HV sur Mp(V/kerβ), de la fonction de Duflo sur le groupe métaplectique introduite au numéro
précédent.
Il est clair que si U est un sous-espace de V contenu dans kerβ , on a HV = HV/U et
δV = δV/U .
3.4. Soit g une algèbre de Lie de dimension finie sur R et g ∈ g∗. On reprend les notations
du numéro 2.20. Le noyau de βg est le stabilisateur g(g) de g dans g et βg induit une forme
symplectique, encore notée βg , sur l’espace quotient g/g(g). Soit H un groupe de Lie agissant
dans g au moyen d’automorphismes et dont l’action contragrédiente fixe g. Alors l’action de H
dans g passe au quotient en une action au moyen d’automorphismes symplectiques dans g/g(g).
D’après le paragraphe précédent, on peut associer à l’action de H dans g l’extension métaplec-
tique Hg =Hβg de H , ainsi que la fonction δg = δβg sur Hg .
3.5. Nous aurons besoin de propriétés de la fonction δ. Mais avant de les énoncer, nous de-
vons relier celle-ci à la représentation métaplectique. Soit donc (V ,β) un espace symplectique,
nV = V ⊕ RE l’algèbre de Lie de Heisenberg correspondante dont le centre est RE et dans
laquelle le crochet de deux éléments de V est donné par [u,v] = β(u, v)E et NV le groupe de
Heisenberg correspondant qui est le groupe unipotent d’algèbre de Lie nV . Le groupe métaplec-
tique Mp(V ) agit naturellement par automorphismes dans NV à l’aide de la formule
x. exp(v + tE)= exp(x.v + tE), x ∈ Mp(V ), v ∈ V, t ∈ R.
Soit E∗ la forme linéaire sur nV , nulle sur V et prenant la valeur 1 sur E et soit TV la représenta-
tion unitaire irréductible de NV qui lui correspond, via la méthode des orbites de Kirillov, et dont
on choisit une réalisation dans l’espace de Hilbert HV . Alors, il existe une unique représenta-
tion SV de Mp(V ) dans HV , appelée représentation métaplectique, telle que
SV (x)TV (y)SV (x)
−1 = TV (x.y), x ∈ Mp(V ), y ∈NV .
Soit  ⊂ VC un lagrangien positif. On désigne par D le sous-groupe unipotent de NV d’algèbre
de Lie ∩ ¯⊕ RE. Soit H,∞ l’espace préhilbertien des fonctions ϕ, C∞ sur NV , telles que
(i) R(X)ϕ = 0, X ∈ ,
(ii) ϕ(x exp tE)= e−it ϕ(x), x ∈NV , t ∈ R,
(iii) ∫
NV /D
|ϕ(x)|2 dx˙ <+∞.
On désigne alors par H l’espace de Hilbert complété de H,∞ et par T la représentation uni-
taire de NV dans H par translations à gauche. Alors T est équivalente à la représentation TV et
on choisit U :H →HV un opérateur d’entrelacement.
Maintenant, soit x ∈ Sp(V ) et soit  ⊂ VC un lagrangien positif stabilisé par x. On définit
l’opérateur unitaire S(x) dans H en posant(
S(x)ϕ
)
(y)= |detV/∩¯ x|−
1
2 ϕ(x−1.y), ϕ ∈H, y ∈NV . (3.1)
Alors, on a
S(x)T(y)S(x)
−1 = T(x.y), y ∈NV .
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S′V (x)= S′V
(
p(x)
)=US(x)U−1
est indépendant du choix de  et l’on a
SV (x)= δV (x)S′V (x), x ∈ Mp(V ). (3.2)
Enfin, S′V est une représentation projective de Sp(V ). Pour ce qui précède, voir [10, II].
3.6. Les résultats de ce numéro et du suivant réinterprètent ceux de [9, Lemmes II.8 et II.9].
On reprend les notations du numéro 3.3 et on se donne un sous-espace vectoriel H -invariant U
de V tel que l’orthogonal U⊥ de U pour β soit contenu dans U + kerβ , ce qui s’écrit aussi
U⊥ ⊂U + V ⊥. On munit U de la restriction de la forme β et on considère alors le produit fibré
HV ×H HU , qui est le sous-groupe de HV × HU constitué des couples (x, x′) tels que x et x′
aient même projection dans H .
Lemme 2. L’application (x, x′) → δV (x)δU (x′)−1 est un caractère unitaire du groupe
HV ×H HU .
Démonstration. Il est clair que l’on peut supposer que V ⊥ = 0. On considère l’algèbre de Hei-
senberg nV et le groupe de Heisenberg correspondant NV introduits au numéro précédent. Alors,
nU = U ⊕ RE est une sous-algèbre de Lie de nV et NU = exp(nU) est le sous-groupe unipo-
tent de NV d’algèbre de Lie nU . De plus, U⊥ est un idéal de nU , U1 = U/U⊥ est un espace
symplectique et le groupe de Heisenberg NU1 est canoniquement isomorphe au groupe quotient
NU/ exp(U⊥).
Pour simplifier, on pose (T ,H ) = (TV ,HV ) et (T1,H1) = (TU1 ,HU1). La représenta-
tion T1 se remonte alors en une représentation unitaire irréductible de NU et, comme U
contient des sous-espaces lagrangiens de V , le théorème d’induction par étage montre que l’on
a T = IndNVNU T1. Dans la suite de cette démonstration, nous réaliserons la représentation (T ,H )
comme cette induite.
Nous notons simplement S′ (respectivement S) la représentation projective S′V (respecti-
vement la représentation métaplectique SV ) de Sp(V ) (respectivement Mp(V )) introduite au
numéro précédent et réalisée dans l’espace H ci-dessus de T . De même, nous notons S′1 (res-
pectivement S1) le même objet relatif au groupe Sp(U1) (respectivement Mp(U1)) et réalisé
dans H1. Enfin, nous notons de la même façon les représentations projectives S′ et S′1, vues
comme des représentations de H et la représentation S (respectivement S1) vue comme une
représentation de HV (respectivement HU ).
Maintenant, soit x ∈ H et P un opérateur unitaire dans H1 tel que PT1(y)P−1 = T1(x.y),
y ∈ NU . Il existe un réel c > 0 tel que la formule (P ˜ϕ)(y) = cPϕ(x−1.y), ϕ ∈ H et y ∈ NV ,
définisse un opérateur unitaire dans H ; celui-ci vérifie de plus P ˜T (y)P ˜−1=T (x.y), y ∈ NV .
Avec cette notation, l’application x → S1(x)˜ définit une représentation unitaire de HU dans
l’espace H .
Cela étant, soit x ∈ H et soit  un lagrangien positif de V , stabilisé par x et contenu dans UC
(il en existe). Alors, 1 = /U⊥C est un lagrangien de U1, positif et stabilisé par x, et il est clair
que
T = IndNV T1,NU
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ment canonique de l’espace H ′ de Ind
NV
NU
T1 sur H en posant, pour ϕ ∈H ′ : Iϕ(x)= ϕ(x)(1),
x ∈ NV . D’autre part, on dispose des opérateurs S(x) et S1(x) dans les espaces respectifs H
et H1 . Grâce à la relation (3.1), on vérifie facilement que S(x)= IS1(x)˜I−1.
On déduit immédiatement de ces considérations que, pour tout x ∈H , on a
S′(x)= S′1(x)˜, x ∈H. (3.3)
Soit donc (x, x′) un élément de HV ×H HU et désignons par y la projection commune de x et
x′ sur H . Il résulte de (3.2) et (3.3), que l’on a
S(x)= δV (x)S′(y),
S1(x
′)˜ = δU (x′)S′1(y)˜ = δU (x′)S′(y),
de sorte qu’on obtient
S(x)= δV (x)δU (x′)−1S1(x′)˜ .
D’où le lemme. 
3.7. On conserve les notations du numéro 3.3. On se donne un sous-espace H -invariant U
de V et on pose W = U⊥. Alors, W est également H -invariant, si bien que l’on peut considérer
le double revêtement métaplectique (HU)W de H , ainsi que le produit fibré HV ×H (HU)W .
Les fonctions δU et δW se remontent en des fonctions sur le double revêtement (HU)W notées
de même.
Lemme 3. L’application (x, x′) → δV (x)δU (x′)−1δW (x′)−1 est un caractère du groupe HV ×H
(HU)W .
Démonstration. En utilisant le Lemme 2, on se ramène au cas où U + W = V . On suppose
également que V ⊥ = 0. On a donc V = U ⊕ W , U et W étant des sous-espaces symplectiques
orthogonaux H -invariants de V . On a alors NV = NUNW et la représentation TV de NV est
équivalente à la représentation dans HU ⊗HW donnée par TV (xy)= TU(x)⊗ TW (y), x ∈NU ,
y ∈NW .
On note de même les représentations projectives de H induites par S′V , S′U et S′W , ainsi que la
représentation de HV (respectivement (HU)W ) induite par la représentation métaplectique SV
(respectivement SU , SW ).
Il est alors immédiat que, si x ∈H , on a
S′V (x)= S′U(x)⊗ S′W(x).
Par suite, étant donné (x, x′) ∈HV ×H (HU)W et si y désigne la projection commune de x et x′
sur H , il vient
δW (x′)δU (x′)δV (x)−1SV (x)= δW (x′)δU (x′)S′U(y)⊗ S′W(y)= SU(x′)⊗ SW(x′).
D’où le lemme. 
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4.1. Soit V un espace vectoriel de dimension finie sur R et soit ML(V ) le groupe méta-
linéaire de V : c’est le revêtement à deux feuillets du groupe linéaire GL(V ) introduit dans
[14, Section 4.3]. Soit p : ML(V ) → GL(V ) la projection canonique. Alors kerp est un sous-
groupe central à deux éléments, notés 1 et , de ML(V ) et (ML(V ),p,GL(V )) est un groupe
presque algébrique réel.
Lorsque dimV = 0, ML(V ) est le groupe à deux éléments {1, }. Lorsque dimV > 0, on peut
obtenir une réalisation de ML(V ) de la manière suivante. On introduit l’espace V˜ = V ⊕Re˜ ainsi
que p : DL(V˜ )→ SL(V˜ ) le revêtement connexe à deux feuillets du groupe spécial linéaire de V˜ .
On réalise un plongement naturel du groupe GL(V ) dans SL(V˜ ) au moyen de l’application qui
envoie x ∈ GL(V ) sur l’élément de SL(V˜ ) qui stabilise V et Re˜ et qui agit comme x dans V .
Alors le groupe métalinéaire de V est ML(V )= p−1(GL(V )) muni de sa projection naturelle p
sur GL(V ).
On note GL+(V ) (respectivement GL−(V )) le sous-groupe (respectivement sous-ensemble)
de GL(V ) constitué des éléments de déterminant positif (respectivement négatif) et ML+(V )
(respectivement ML−(V )) son image réciproque dans ML(V ).
Supposons que V soit la somme directe de deux de ses sous-espaces, V1 et V2. Pour {j, k} =
{1,2}, on identifie GL(Vj ) avec le sous-groupe de GL(V ) constitué des éléments agissant trivia-
lement dans Vk et stabilisant Vj . Alors p :p−1(GL(Vj ))→ GL(Vj ) est un revêtement de GL(Vj )
canoniquement isomorphe au revêtement métalinéaire. Autrement dit l’injection considérée de
GL(Vj ) dans GL(V ) se relève de manière canonique en une injection de ML(Vj ) dans ML(V ).
Avec ces notations, tout élément x de ML(V ) laissant stable V1 et V2 s’écrit sous la forme
x = x1x2 avec xj ∈ ML(Vj ), j = 1,2. De plus, si x = x′1x′2 est une autre décomposition avec
x′j ∈ ML(Vj ), j = 1,2, il existe t ∈ {1, } tel que x′j = xj t, j = 1,2.
Soit a :V → V ′ un isomorphisme d’espace vectoriels. Il se prolonge naturellement en un iso-
morphisme a˜ : V˜ → V˜ ′ tel que a˜(e˜)= e˜. Alors l’application x → a˜xa˜−1 induit un isomorphisme
de groupes de Lie de SL(V˜ ) sur SL(V˜ ′), lequel se relève de manière unique en un isomorphisme
de DL(V˜ ) sur DL(V˜ ′). Ce dernier se restreint en un isomorphisme de groupes de Lie de ML(V )
sur ML(V ′) et, si x est un élément de ML(V ), on note axa−1 son image par cet isomorphisme.
Il est clair que l’on a
p
(
axa−1
)= ap(x)a−1, x ∈ ML(V ). (4.1)
4.2. On a le résultat suivant dont la démonstration est immédiate.
Lemme 4. Supposons que dimV  2. Soit T ⊂ ML(V ) un tore compact maximal, t son algèbre
de Lie, Δ+ ⊂ΔtC,VC un ensemble de poids positifs, i.e. une partie de ΔtC,VC telle que ΔtC,VC =
Δ+ unionsq −Δ+, et ρΔ+ = 12
∑
α∈Δ+ α|t.
Alors, ρΔ+ est la différentielle d’un unique caractère, noté ζΔ+ du tore T . De plus,  ∈ T et
ζΔ+()= −1.
Lorsque dimV  1, l’unique tore compact de ML(V ) est trivial. Alors, ζΔ+ désigne le carac-
tère non trivial du sous-groupe {1, } de Mp(V ).
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tel que p(s)= −Id. Alors, on a
xsx−1 =
{
s, si x ∈ GL+(V ),
s, si x ∈ GL−(V ). (4.2)
Démonstration. C’est une conséquence immédiate de [14, point 6 de la proposition]. Néan-
moins, nous en donnons une démonstration directe. Il est clair que l’application x → xsx−1 est
constante sur les composantes connexes de GL(V ) et donc que xsx−1 = s, s ∈ GL+(V ).
Maintenant, écrivons V = V1 ⊕ V2 avec dimV1 = 2 et, comme dans le numéro 4.1, s = s1s2
avec sj ∈ ML(Vj ), j = 1,2. Alors, remarquant que GL−(V1) est contenu dans GL−(V ) et agit
trivialement dans ML+(V2), puisqu’il centralise son algèbre de Lie, on se ramène à montrer la
deuxième égalité de (4.2) lorsque dimV = 2. Soit donc (e1, e2) une base de V . On peut supposer
que s = expML(V ) πW où W ∈ gl(V ) est tel que We1 = −e2 et We2 = e1. Alors, t = RW est
l’algèbre de Lie d’un tore compact maximal T de ML(V ) et si α est la forme linéaire sur t telle
que α(W)= i, Δ+ = {α} est un ensemble de poids positifs de tC dans VC. Soit enfin x ∈ GL−(V )
défini par xe1 = −e1 et xe2 = e2. Comme xWx−1 = −W , on a ζΔ+(xsx−1)= e−i π2 = −ζΔ+(s),
si bien que xsx−1 = s. 
4.3. Maintenant, soit β une forme bilinéaire alternée sur V . On note GL(V )(β) le sous-
groupe de GL(V ) constitué des éléments qui laissent β invariante et qui agissent trivialement
dans kerβ . Soit W un sous-espace supplémentaire de kerβ dans V : c’est un espace symplectique
pour la restriction de β à W . Alors, tout élément x de GL(V )(β) s’écrit dans la décomposition
en somme directe V = kerβ ⊕W sous la forme
x =
(
1kerβ xW,kerβ
0 xW
)
,
où xW,kerβ est un élément de Hom(W,kerβ) et xW est un élément du groupe symplectique
Sp(W). En particulier, GL(V )(β) est un groupe algébrique défini sur R dont le radical unipotent
est (canoniquement isomorphe à) Hom(W,kerβ) et dont un facteur réductif est Sp(W).
Tout élément x de GL(V )(β) induit par passage au quotient un élément φβ(x) du groupe
symplectique Sp(V/kerβ). Alors, φβ est un morphisme surjectif de groupes algébriques de
GL(V )(β) sur Sp(V/kerβ) dont le noyau est le radical unipotent Hom(W,kerβ).
On désigne par ML(V )(β) l’image inverse de GL(V )(β) dans ML(V ).
Lemme 5. Avec les notations précédentes, ML(V )(β) est un revêtement à deux feuillets de
GL(V )(β), connexe si la forme β n’est pas triviale, et le morphisme φβ se relève de manière
unique en un morphisme, encore noté φβ , de ML(V )(β) dans Mp(V/kerβ) tel que φβ() = .
De plus, pour tout sous-espace W supplémentaire de kerβ dans V , l’image inverse de Sp(W)
dans ML(V ) est canoniquement isomorphe à Mp(W).
Démonstration. On peut supposer que β est non triviale. Dans ce cas, le groupe symplectique
n’ayant à isomorphisme qu’un seul revêtement connexe à deux feuillets, il suffit de démontrer,
qu’avec les notations de la dernière assertion du lemme, l’image inverse de Sp(W) dans ML(V )
est connexe ou, de manière équivalente, que l’image inverse dans ML(V ) d’un tore compact
maximal de Sp(W) est connexe. Soit donc H ⊂ Sp(W) un tore compact maximal, h son algèbre
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un lagrangien H -invariant totalement complexe et positif. Comme les éléments de t commutent
à ceux de h et comme les poids de hC dans WC sont tous de multiplicité 1, il existe un ensemble
de poids positifs Δ+ dans ΔtC,VC tel que
=
⊕
α∈Δ+,α|h =0
V α
C
.
Par suite, avec les notations du Lemme 4, on a
ρΔ+(X)= 12 Tr adX, X ∈ h,
de sorte que, si H˜ désigne l’image inverse de H dans ML(V ), ζΔ+|H˜ est un caractère dont la
différentielle est 12 Tr ad. Or, il résulte de [10, I.5] que l’image inverse de H dans Mp(W) est
canoniquement isomorphe au tore
H = {(x, z) ∈H × C×: z2 = det det Adx}.
On voit donc que l’application x → (p(x), ζΔ+(x)) est un isomorphisme de H˜ sur H . D’où le
résultat. 
Désignons par δβ la fonction δ pour Mp(V/kerβ) introduite au numéro 3.2. La démonstration
du lemme précédent nous donne alors également le résultat suivant :
Lemme 6. Soit H ⊂ GL(V )(β) un tore compact maximal, H˜ son image inverse dans ML(V ),
W l’unique supplémentaire H -invariant de kerβ dans V ,  ⊂ WC un lagrangien H -invariant
totalement complexe et positif, T un tore compact maximal de GL(V ) contenant H , t son algèbre
de Lie et Δ+ un ensemble de poids positifs dans ΔtC,VC tel que
=
⊕
α∈Δ+, α|h =0
V α
C
.
Alors, pour tout x ∈ H˜ , on a
ζΔ+(x)= δβ ◦ φβ(x).
4.4. On suppose que l’espace vectoriel V est de dimension paire. On note A (V ) ou, lorsque
aucune confusion n’est possible, A , l’espace des formes bilinéaires alternées sur V et on désigne
par A ′(V ) ou A ′ l’ouvert de Zariski de A constitué des formes symplectiques. Le groupe
linéaire GL(V ) agit de manière naturelle dans A , et A ′ est l’unique orbite ouverte pour cette
action.
D’après ce qui précède, si β ∈ A ′ le groupe ML(V )(β) est canoniquement isomorphe, via
φβ , au groupe métaplectique Mp(V ,β) : dans ce qui suit, nous identifierons ces deux groupes au
moyen de cet isomorphisme.
Soit s ∈ ML(V ), un élément elliptique. On note A (V )(s) ou A (s) le sous-espace vectoriel
de A constitué des formes qui sont invariantes par s et on considère l’ouvert de Zariski A ′(s)=
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du groupe Mp(V ,β) et le nombre δβ(s) est bien défini.
Lemme 7. Soit V un espace vectoriel réel de dimension finie paire et s un élément elliptique de
ML(V ). Alors, l’application définie sur A ′(s) par β → δβ(s) est localement constante.
Démonstration. Désignons par sV l’image de s dans GL(V ). On considère l’action naturelle de
GL(V ) dans ML(V ) par automorphismes intérieurs (voir le numéro 2.16). Alors, il est clair que
les groupes GL(V )(s) et GL(V )(sV ) ont même composante neutre. Comme A ′ est une GL(V )-
orbite et comme sV est semi-simple, il suit d’un résultat de Richardson, que les GL(V )(sV )-
orbites, et donc les GL(V )(s)-orbites, dans A ′(s) sont en nombre fini et ouvertes. Cependant,
il est évident par transport de structure que la fonction β → δβ(s) est constante sur chaque
GL(V )(s)-orbite dans A ′(s). 
4.5. On garde les notations du numéro précédent et on pose dimV = 2n. On se donne une
forme volume η sur V . Si β ∈ A ′, on désigne par η(β) le signe du pfaffien de β relativement
à η : η(β) ∈ {±1} et on a η(β) = 1 si et seulement si ∧nβ et (−1)(n(n−1))/2η définissent la
même orientation sur V .
On se donne un élément elliptique s ∈ ML(V ) tel que det(1 − sV ) = 0. On définit alors une
fonction ση,s sur A ′(s) en posant :
ση,s(β)= det(1 − s)−1δβ(s)η(β), (4.3)
où  ⊂ VC est un lagrangien pour β , s-invariant et positif. Comme le suggère la notation, ce
nombre est indépendant du choix du lagrangien  comme indiqué (voir [15, II.2, Lemme 19]).
Lemme 8. Soit V un espace vectoriel réel de dimension finie paire et s un élément elliptique de
ML(V ) tel que det(1 − sV ) = 0. Alors la fonction ση,s est constante sur A ′(s).
Démonstration. C’est une conséquence immédiate de la Proposition 38 de [39] et de la formule
donnant le caractère de la représentation métaplectique dans [15, II.2, formules (27) et (28)] (voir
aussi [22, Théorème 4.2.1]). Il convient néanmoins de noter que, du fait des conventions faites,
la représentation métaplectique considérée dans [39, Proposition 38] est la conjuguée de celle
considérée dans les deux autres références : pour avoir une formule exacte, il est donc nécessaire
de changer i en −i dans la formule y apparaîssant. La comparaison des deux formules résulte
également de [7, Proposition 4.3].
Néanmoins, pour la commodité du lecteur, nous donnons une démonstration directe de ce
résultat. Désignons par spec+(s) l’ensemble des valeurs propres de sV dont la partie imaginaire
est strictement positive. Si λ est un nombre complexe, on pose V λ = ker(sV − λ) ⊂ VC et Vλ =
(V λ + V λ¯)∩ V .
Alors, on a
V =
⊕
λ∈{−1}∪spec+(s)
Vλ (4.4)
et, cette décomposition en somme directe est orthogonale pour tout β ∈A ′(s).
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des éléments agissant trivialement sur ⊕
λ′∈{−1}∪spec+(s),λ′ =λ
Vλ′ .
Il est clair que sV s’écrit comme un produit sV =∏λ∈{−1}∪spec+(s) sVλ , avec sVλ ∈ GL+(Vλ).
Par ailleurs, les sous-groupes ML+(Vλ), λ ∈ {−1} ∪ spec+(s), commutent deux à deux. On peut
donc choisir des éléments sλ ∈ ML+(Vλ) et des formes volumes ηλ sur Vλ, λ ∈ {−1}∪ spec+(s),
tels que s =∏λ∈{−1}∪spec+(s) sλ et η =∧λ∈{−1}∪spec+(s) ηλ.
Maintenant, soit β ∈A ′(s) et, pour λ ∈ {−1} ∪ spec+(s), posons βλ = β|Vλ . Alors, βλ est un
élément de A ′(Vλ)(sλ), et on voit, grâce à la décomposition (4.4), que l’on a
ση,s(β)= ±
∏
λ∈{−1}∪spec+(s)
σηλ,sλ(βλ),
le signe ± ne dépendant que de la dimension des Vλ. Il suffit donc de montrer le théorème
lorsque, soit sV = −1, soit sV possède deux valeurs propres distinctes.
Supposons d’abord que sV = −1. Dans ce cas, on a A ′(s) = A ′ et aussi ση,s(β) =
2−nδβ(s)η(β),β ∈A ′. Fixons β0 ∈A ′. On déduit du Corollaire 4.2.1 que
δx.β0(s)= sign(detx)δβ0(s), x ∈ GL(V ). (4.5)
Dans le même temps, on a
η(x.β0)= sign(detx)η(β0), x ∈ GL(V ). (4.6)
Notre assertion, résulte alors des égalités (4.6), (4.5) et du fait que A ′ est une GL(V )-orbite.
Supposons maintenant que sV possède deux valeurs propres distinctes. Alors, on a V = Vλ
avec spec+(sV )= {λ} et on peut supposer que, pour toute base e1, . . . , en de V λ,
inη(e1, . . . , en, e¯1, . . . , e¯n)= 1. (4.7)
Remarquons que l’application x → x|V λ induit un isomorphisme de GL(V )(sV ) sur le groupe
linéaire complexe GL(V λ) de V λ, de sorte que GL(V )(sV ) est un groupe connexe. Les groupes
GL(V )(s) et GL(V )(sV ), ayant même algèbre de Lie, sont donc égaux. D’autre part, si
x ∈ GL(sV ), on a detx = |detV λ x|2 > 0. On voit donc que la fonction ση,s est GL(V )(s)-
invariante. Il suffit donc de montrer qu’elle prend la même valeur sur un système de représentants
des GL(V )(s)-orbites dans A ′(s).
Pour décrire un tel système de représentants, on remarque que A ′(s) est exactement l’en-
semble des formes symplectiques sur V pour lesquelles V λ est un lagrangien complexe. Si
β ∈A ′(s), on désigne par hβ la forme hermitienne non dégénérée sur V λ définie par hβ(v,w)=
iβ(v, w¯). Alors, l’application β → hβ est une bijection GL(V )(s)-équivariante de A ′(s) sur
l’ensemble des formes hermitiennes non dégénérées sur V λ. Fixons une base e1, . . . , en de V λ.
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avec
hq(ej , ej )=
{−1, 1 j  q,
1, q + 1 j  n,
et soit βq ∈A ′(s) tel que hq = hβq . Alors, {βq,0 q  n} est un ensemble de représentants de
GL(s) \A ′(s) et il suffit de montrer que ση,s(βq) est indépendant de 0 q  n.
Soit T ⊂ GL(V ) un tore compact maximal contenant sV et t ⊂ gl(V ) son algèbre de Lie.
L’image inverse de T dans ML(V ) est un tore compact maximal contenant s. Par suite, T est
contenu dans GL(V )(s) et on peut supposer, quitte à conjuguer par un élément de ce dernier
groupe, que e1, . . . , en est une base de vecteurs poids pour l’action de t dans V λ. Soit alors X ∈ t
tel que expX = s et θj ∈ R tels que X.ej = iθj ej et eiθj = λ, 1 j  n.
Soit 0 q  n. Alors  = Ce¯1 ⊕ · · · ⊕ Ce¯q ⊕ Ceq+1 ⊕ · · · ⊕ Cen est un lagrangien pour βq ,
positif, T -invariant, T est contenu dans Sp(βq) et δβq (s) = e1/2 Tr X , si bien qu’un calcul facile
montre que
δβq (s)det(1 − s)−1 = (−1)qe 12 TrV λ X(1 − λ)−n. (4.8)
Maintenant, on a
βq = i
(
q∑
j=1
e∗j ∧ e¯∗j −
n∑
j=q+1
e∗j ∧ e¯∗j
)
,
e∗1, . . . , e∗n, e¯∗1, . . . , e¯∗n étant la base duale de la base e1, . . . , en, e¯1, . . . , e¯n de VC, et donc
1
n! ∧
n βq = (−1)q(−i)n
n∧
j=1
(
e∗j ∧ e¯∗j
)
.
On déduit de cette dernière relation et de (4.7) que η(βq) = (−1)q . Finalement, grâce à la
formule (4.8), on voit que
ση,s(βq)= e 12 TrV λ X(1 − λ)−n
est indépendant de q , comme voulu. 
4.6. Soit (G, j,G) un groupe presque algébrique réel dont on note g l’algèbre de Lie.
Considérons le revêtement métalinéaire pG : G˜Ad → G de G associé à la représentation ad-
jointe et que nous désignerons plus simplement par G˜ lorsque aucune confusion n’est possible
(voir [14, numéro 5.3]) :
G˜= {(g,h) ∈G× ML(g): Adg = p(h)},
le morphisme de revêtement étant donné par la première projection. On considère aussi le mor-
phisme j˜ = j ◦ pG de G˜ dans GR. Il est immédiat que ker j˜ est un sous-groupe central de G˜ et
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ML(g) défini par A˜dG(g,h)= h relève les morphismes Ad de G et de G˜ dans GL(g).
Soit (G′, j ′,G′) un autre groupe presque algébrique d’algèbre de Lie g′ et a : (G, j,G) →
(G′, j ′,G′) un isomorphisme de groupes presque algébriques, dont on note encore a :g → g′
la différentielle qui est un isomorphisme d’algèbres de Lie. Comme nous l’avons vu à la fin
du numéro 4.1, a induit un isomorphisme de groupes de Lie h → aha−1 de ML(g) sur ML(g′).
Compte tenu de la relation (4.1), on voit que l’application (g,h) → (a(g), aha−1) relève canoni-
quement a en un isomorphisme de groupes presque algébriques a : G˜→ G˜′ tel que p ◦a = a ◦p.
4.7. Nous supposons jusqu’à la fin de ce numéro que le groupe presque algébrique (G, j,G)
est tel qu’il existe un morphisme A˜d :G → ML(g) qui relève le morphisme Ad :G → GL(g),
i.e. qui vérifie Ad = p ◦ A˜d. Comme on vient de le voir, c’est le cas du revêtement métalinéaire
G˜ de G, le relèvement A˜dG étant alors canonique.
On a donc A˜d(ker j)⊂ {1, }. On définit alors un caractère ζG de ker j , noté plus simplement
ζ s’il n’y a pas ambiguïté, en décidant que, pour tout γ ∈ ker j ,
ζ(γ )=
{
1, si A˜d(γ )= 1,
−1, si A˜d(γ )= .
Maintenant, soit T ⊂ G un tore défini sur R et anisotrope. Soit T = j−1(T R), qui est un sous-
groupe fermé de G dont l’algèbre de Lie est notée t. On désigne par L (t) l’ensemble des sous-
espaces  de [tC,gC] qui sont t-invariants et tels que [tC,gC] =  ⊕ ¯. Si  ⊂ [tC,gC] est un
sous-espace t-invariant, on a
=
⊕
α∈ΔtC,gC
α,
où α =  ∩ gα
C
, α ∈ ΔtC,gC . Dans ces conditions  est un élément de L (t) si et seulement si
pour tout α ∈ΔtC,gC , on a dimα + dim−α = dimgαC.
Étant donné  ∈L (t), on définit la forme linéaire ρ sur tC en posant
ρ(X)= 12 Tr adX, X ∈ tC.
On a alors le résultat :
Lemme 9. Il existe un unique caractère ζ de T dont ρ soit la différentielle et tel que ζ|ker j = ζ .
Démonstration. L’unicité de ζ est claire. Maintenant, si  et ′ sont deux éléments de L (t),
ρ−ρ′ est la différentielle d’un caractère de T . On voit donc que pour montrer l’existence de ζ,
on peut supposer que  est somme de certains des gα
C
, α ∈ΔtC,gC . Considérons alors T˜ ⊂ ML(g)
un tore compact maximal contenant A˜d(T ) dont on note t˜ l’algèbre de Lie. Il existe un ensemble
de poids positifs Δ+ ⊂Δt˜C,gC tel que
=
⊕
α∈Δ+, α◦ad |t =0
gα
C
.
Il suffit alors de poser, avec les notations du Lemme 4, ζ = ζΔ+ ◦ A˜d|T . 
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5.1. On se donne désormais un groupe presque algébrique réel G = (G, j,G) d’algèbre de
Lie g. Soit g ∈ g∗.
Définition 5.1.1. Une sous-algèbre b de g sera dite coisotrope relativement à g si l’orthogonal bg
de b par rapport à βg est contenu dans b.
Soit g ∈ g∗ et b une sous-algèbre de g. On pose b = g|b et on désigne par b⊥ l’orthogonal de
b dans g∗. D’après [9, Chapitre I, numéro 4], on a alors le lemme :
Lemme 10. Le sous-espace b(b).g de g∗ est contenu dans b⊥. De plus b est coisotrope relati-
vement à g si et seulement si ces deux sous-espaces sont égaux.
5.2. Soit g ∈ g∗, b une sous-algèbre coisotrope relativement à g et b = g|b. Alors la sous-
algèbre de Lie b(b) est algébrique. D’autre part, soit B(b) le sous-groupe algébrique connexe
de G d’algèbre de Lie b(b)C. Enfin soit ω l’ensemble des g′ ∈ g + b⊥ tels que dimg(g′) soit
minimum. Alors ω est égal à l’ensemble des points réels de l’orbite B(b).g, lequel est un ouvert
de Zariski contenant g du sous-espace affine g + b⊥.
Définition 5.2.1. On dit que la sous-algèbre b, coisotrope relativement à g, vérifie la condition
de Pukanszky si l’on a ω = g + b⊥. On note Cos(g) l’ensemble des sous-algèbres algébriques
coisotropes relativement à g, vérifiant la condition de Pukanszky.
Un élément b de Cos(g) sera dit de type unipotent s’il possède un facteur réductif stabilisant
la restriction de g à ub. On note Cosu(g) le sous-ensemble de Cos(g) constitué des éléments de
type unipotent.
On dit que la sous-algèbre b, coisotrope relativement à g, est de type fortement unipotent si
elle est algébrique et si elle vérifie b = g(g)+ ub.
Le résultat suivant nous sera utile (voir la remarque dans [9, Chapitre I, numéro 5]) :
Lemme 11. Soit g ∈ g∗ et b une sous-algèbre coisotrope relativement à g vérifiant la condition
de Pukanszky. Alors, on a u(B(b))R.g = g + b⊥.
D’après [9, Chapitre I, numéro 9], toute sous-algèbre coisotrope de type fortement unipotent
est de type unipotent.
5.3. Nous rappelons dans ce numéro la notion de sous-algèbre induisante canonique bg (in-
troduite, sous le vocable de sous-algèbre acceptable canonique, par Duflo dans [9]) associée à la
forme linéaire g.
On définit bg par récurrence sur la dimension de l’algèbre de Lie algébrique g de la manière
suivante. Soit u= g|ug, h le stabilisateur de u dans g et h= g|h. Alors, on a
(i) bg = bh + ug, si dimh< dimg,
(ii) bg = g, sinon.
Par exemple, on a bg = g dès que g est réductive ou nilpotente. Remarquons d’autre part que, bg
étant canonique, elle est invariante par les automorphismes de g fixant g.
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Définition 5.4.1. Une forme linéaire g sur g est dite de type unipotent si les deux conditions
suivantes sont réalisées :
(i) il existe un facteur réductif de g(g) contenu dans kerg,
(ii) il existe une sous-algèbre coisotrope de type fortement unipotent relativement à g.
Il est clair que la condition (i) entraîne que g s’annule sur tout facteur réductif de g.
Si G est réductif, 0 est l’unique forme de type unipotent sur g.
Si g est une forme de type unipotent, tout élément de Cosu(g) est de type fortement unipotent
(voir [9, Chapitre I, numéro 22]).
Nous désignerons par g∗u le sous-ensemble de g∗ constitué des formes de type unipotent. C’est
une partie G-invariante de g∗.
5.5. Soit g un élément de g∗u. On note L(g) l’ensemble des formes linéaires λ ∈ g(g)∗ telles
que λ et g aient même restriction à u(g(g)) et on désigne par L l’ensemble des couples (g,λ)
tels que g ∈ g∗u et λ ∈ L(g). Le groupe G opère naturellement dans L.
Soit (g,λ) ∈ L, b ∈ Cosu(g) et f ∈ g∗ une forme linéaire ayant même restriction que g à ub
et dont la restriction à g(g) est λ. D’après [9, Chapitre I, Proposition 26], on a :
Proposition 5.5.1.
(i) L’orbite G.f de f dans g∗ ne dépend pas des choix de b et de f . On la note Ωg,λ.
(ii) L’application (g,λ) →Ωg,λ induit une bijection de G \L sur G \ g∗.
Définition 5.5.1. On dit que deux formes linéaires f et f ′ sur g sont u-équivalentes s’il existe
(g,λ) et (g,λ′) dans L tels que f ∈Ωg,λ et f ′ ∈Ωg,λ′ .
On voit que si f ∈ g∗, l’ensemble des formes de type unipotent qui sont u-équivalentes à f
est une G-orbite.
5.6. Soit g ∈ g∗ et b un élément de Cos(g) qui soit G(g)-invariant : il en existe toujours,
y compris dans Cosu(g), par exemple, l’élément canonique de Cosu(g) dont il est question au
numéro 5.3 (voir [9, Chapitre I, numéro 20]). On note B0 le sous-groupe analytique de G d’al-
gèbre de Lie b. Alors B =G(g)B0 est un sous-groupe presque algébrique de G, que l’on appelle
le sous-groupe induisant associé à b. Comme b possède des facteurs réductifs stabilisant la res-
triction u de g à ub, il en est de même de B .
Lorsque b = bg , on appelle B le sous-groupe induisant canonique relativement ou associé à g
et on le note Bg .
6. Formes linéaires fortement régulières et admissibles. Mesures canoniques
6.1. Rappelons qu’une forme linéaire g ∈ g∗ est dite fortement régulière si elle est régulière,
auquel cas g(g) est une algèbre de Lie algébrique commutative, et si de plus le tore jg , unique
facteur réductif de g(g), est de dimension maximale lorsque g parcourt l’ensemble des formes
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Zariski G-invariant non vide de g∗.
Les tores jg , g ∈ g∗r sont appelés les sous-algèbres de Cartan–Duflo de g. On désigne par
car(g) leur ensemble. Par ailleurs, l’ensemble CarG(g) de leurs classes de G-conjugaison est fini
et même réduit à un élément si l’algèbre de Lie g est complexe.
Si j ∈ car(g), on désigne par ZG(j) et NG(j) son centralisateur et son normalisateur dans G.
Ce sont deux sous-groupes presque algébriques de G d’algèbre de Lie gj. Par suite le groupe
quotient W(G, j)=NG(j)/ZG(j) est un groupe fini. Pour ce qui précède, voir [1, numéro 11].
6.2. Soit Γ un sous-groupe d’indice fini de ker j et χ un caractère unitaire de Γ . On reprend
les notations des numéros 4.6 et 4.7. Alors, on note χ˘ le caractère de p−1G (Γ ) défini par
χ˘ (γ )= χ ◦ pG(γ )ζG˜(γ ), γ ∈ p−1G (Γ ), (6.1)
et on pose
EG,Γ = {X ∈ g: expX ∈ Γ } =
{
X ∈ g: expG˜ X ∈ p−1G (Γ )
}=E
G˜,p−1G (Γ )
.
On note g∗G,χ le sous-ensemble de g∗r constitué des formes g qui vérifient
ei〈g,T 〉 = χ˘(expG˜ T ), T ∈ jg ∩EG,Γ . (6.2)
Alors, g∗G,χ est l’ensemble des éléments de g∗r , G-χ -admissibles, au sens du numéro 8.1.
Comme pour tout g ∈ g∗G,χ on a g ∈ g
∗jg
G,χ , g
∗
G,χ est réunion des G-orbites des éléments des
g∗jG,χ , j ∈ CarG(g). Soit donc j un élément de car(g) et t sa partie anisotrope ou elliptique. On
pose tΓ = t∩EG,Γ . C’est un réseau de t. Désignons par t∗Γ,χ le translaté du réseau dual constitué
des formes linéaires μ sur t qui vérifient
eiμ(T ) = χ˘ (expG˜ T ), T ∈ tΓ .
Alors, on a
g∗jG,χ =
{
g ∈ g∗jr : g|t ∈ t∗Γ,χ
}
.
6.3. On reprend les notations du numéro précédent. Supposons que le groupe G satisfasse
les hypothèses du numéro 4.7. Il s’identifie alors à un sous-groupe de G˜ au moyen du morphisme
x → (x, A˜dx) de sorte que l’on peut voir χ˘ , ou plutôt sa restriction, comme un caractère de Γ .
Dans ces conditions, on a
χ˘ (γ )= χ(γ )ζG(γ ), γ ∈ Γ. (6.3)
Si le caractère χ˘ de Γ peut dépendre du choix du relèvement A˜d de Ad, sa restriction à Γ ∩G0
n’en dépend pas.
On voit donc que dans ce cas, pour j ∈ carg, on a
t∗Γ,χ =
{
μ ∈ t∗: eiμ(T ) = χ˘ (expT ), T ∈ tΓ
}
.
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g∗G,χ = g∗˜G,χ◦pG.
6.4. Soit s ∈ G semi-simple. Comme on a la décomposition g = g(s) ⊕ (Ad s − 1)g, on
voit que g(s)∗ s’identifie de manière naturelle au sous-espace des éléments de g∗ fixés par s,
(Ad∗ s − 1)g∗ à l’orthogonal de g(s) et que l’on a la décomposition g∗ = g(s)∗ ⊕ (Ad∗ s − 1)g∗.
On pose alors g(s)∗tr = g(s)∗ ∩ g∗r .
Fixons ηs une forme volume sur (Ad s − 1)g. On définit alors le polynôme πg,g(s) sur g(s)∗
en décidant que, pour tout g ∈ g(s)∗, πg,g(s)(g) est le pfaffien relativement à ηs de la forme
bilinéaire alternée restriction de βg à (Ad s − 1)g. Le polynôme πg,g(s) est semi-invariant sous
l’action de G(s). Plus précisément, il vérifie :
πg,g(s)(y.g)= (detg/g(s) Ady)−1πg,g(s)(g), g ∈ g(s)∗, y ∈G(s). (6.4)
Si j ∈ carg, on note J le tore de G d’algèbre de Lie jC et J l’image inverse de J par j . On dit
que J est le sous-groupe de Cartan–Duflo de G d’algèbre de Lie j. Il est alors clair que p−1G (J )
est le sous-groupe de Cartan–Duflo de G˜ d’algèbre de Lie j.
Définition 6.4.1. Soit s un élément semi-simple. On dit que s est en bonne position s’il existe
j ∈ carg tel que s soit un élément du sous-groupe de Cartan–Duflo d’algèbre de Lie j. On désigne
par Gbp l’ensemble des éléments semi-simples en bonne position de G et par Gell,bp l’ensemble
de ces éléments qui sont elliptiques.
Si le groupe G est réductif et connexe, tout élément semi-simple de G est en bonne position.
Soit j ∈ car(g), T ∈ j tel que eα(T ) = 1 pour tout poids non nul α de jC dans gC et s = expT .
Alors s ∈Gbp et on a gj = g(s), de sorte que l’on peut définir le polynôme πg,j (modulo le choix
d’une forme volume ηg,j sur [j,g]).
Lemme 12. Soit s ∈Gbp. Alors les sous-algèbres de Cartan–Duflo de g(s) sont les sous-algèbres
de Cartan–Duflo j de g qui sont telles que s soit contenu dans le sous-groupe de Cartan–Duflo
d’algèbre de Lie j et, pour une telle sous-algèbre de Cartan–Duflo, on a gj ⊂ g(s) et aussi
(Ad s − 1)g ⊂ [j,g].
De plus, πg,g(s) est un polynôme non nul et une forme linéaire g ∈ g(s)∗ est fortement régu-
lière pour g, i.e. est dans g(s)∗tr, si et seulement si d’une part elle l’est pour g(s), i.e. elle est dans
g(s)∗r , et d’autre part πg,g(s)(g) = 0.
Démonstration. Soit j ∈ carg telle que s ∈ J . Il est clair que gj ⊂ g(s), (Ad s − 1)g ⊂ [j,g]
et g∗j ⊂ g(s)∗. Soit ψ l’application de G × g∗jr dans g∗r définie par ψ(x,g) = x.g et soit ψs sa
restriction à G(s)× g∗jr qui est à valeurs dans g(s)∗. Désignons par p aussi bien la projection sur
g(s) parallèlement à (Ad s − 1)g que celle sur g(s)∗ parallèlement à (Ad∗ s − 1)g∗. Pour g ∈ g∗jr
considérons la différentielle dψ(1, g) (respectivement dψs(1, g)) de ψ (respectivement ψs ) en
(1, g) qui vérifie dψ(1, g).(X,h)=X.g+h (respectivement dψs(1, g).(X,h) =X.g+h), X ∈ g
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suivant
g× g∗j
p×Id
dψ(1,g)
g∗
p
g(s)× g∗j
dψs(1,g)
g(s)∗
Comme ψ est une submersion (voir [1, Lemme 42]), il en résulte que ψs est également une
submersion. Il s’ensuit que g∗jr ∩ g(s)∗r = ∅ et donc que j ∈ car(g(s)). La première assertion du
lemme est alors conséquence de ce que, d’après [1, Lemme 43], deux éléments de car(g(s)) sont
conjugués sous G(s).
Remarquons qu’étant donné j ∈ car(g(s)), on peut choisir les formes volumes ηg,j, ηg(s),j
et ηs sur respectivement [j,g], [j,g(s)] et (Ad s − 1)g de telle sorte que ηg,j = ηg(s),j ∧ ηs , si
bien que l’on a πg,j = πg(s),jπg,g(s). La dernière assertion du lemme, est alors conséquence de
ce que, si j ∈ car(g), une forme linéaire g ∈ g∗j est fortement régulière relativement à g, si et
seulement si, d’une part, elle est régulière relativement à gj et, d’autre part, πg,j(g) = 0 (voir
[1, Lemme 43]). 
6.5. Désormais, on suppose que s ∈ G˜bp et on garde les notations du numéro précédent. Si
j ∈ car(g(s)), on note g(s)∗
r,j (respectivement g(s)∗tr,j) le sous-ensemble de g(s)∗r constitué des
formes linéaires qui sont G(s)-conjuguées à un élément de g(s)∗jr (respectivement g∗jr = g(s)∗jtr ).
Avec ces notations, on a
g(s)∗tr,j ⊂ g(s)∗r,j,
g(s)∗tr =
⊔
j∈CarG(s)(g(s))
g(s)∗tr,j, g(s)
∗
r =
⊔
j∈CarG(s)(g(s))
g(s)∗r,j.
On pose g(s)∗G,χ = g∗G,χ ∩ g(s)∗ et si j ∈ car(g(s)), g(s)∗G,χ,j = g(s)∗G,χ ∩ g(s)∗r,j.
Maintenant, on désigne par ps :G(s)˜s → G(s) le revêtement métalinéaire construit sur l’ac-
tion adjointe Ads de G(s) dans gs := (1 − Ad s)g: Ads x = Adx|gs , x ∈ G(s) et G(s)˜s =
{(x,m) ∈G(s)× ML(gs): Ads x = p(m)}, ps étant la première projection. On pose js = j ◦ps ,
Γs = p−1s (Γ ) et on désigne par H l’adhérence de Zariski de G(s) dans G. Alors, (G(s)˜s , js,H )
est un groupe presque algébrique, Γs est un sous-groupe d’indice fini de ker js et l’action ad-
jointe de G(s) dans gs se relève naturellement en le morphisme A˜ds :G(s)˜s → ML(gs) tel que
A˜ds(x,m)=m. On définit alors le caractère ζs de ker js en posant
ζs(γ )=
{
1, si A˜ds(γ )= 1,
−1, si A˜ds(γ )= ,
et on considère le caractère χs de Γs défini par χs(γ )= χ ◦ ps(γ )ζs(γ ).
Comme on a la décomposition en somme directe g = g(s) ⊕ gs , les groupes ML(g(s)) et
ML(gs) s’identifient à deux sous-groupes de ML(g) (voir le numéro 4.1). Alors, le revête-
ment métalinéaire associé à la représentation adjointe de G(s)˜s est donné par (G(s)˜s)˜ =
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morphisme ps se relève naturellement en le morphisme p˜s : (G(s)˜s)˜ → G˜(s) défini par
p˜s(x,m1,m2)= (x,m1m2).
Lemme 13. Avec les notations précédentes, on a
χ˘s(γ )= χ˘ ◦ p˜s(γ ), γ ∈ (pG(s)˜s )−1(Γs) (6.5)
et aussi
g(s)∗
G(s)˜s ,χs =
{
g ∈ g(s)∗r : ei〈g,X〉 = χ˘(expG˜ T ), T ∈ jg ∩EG,Γ
}
.
Démonstration. Soit G(s)˜ (respectivement (G(s)˜s)˜ ) le revêtement métalinéaire associé à
la représentation adjointe de G(s) (respectivement G(s)˜s ) et q : (G(s)˜s)˜ → G(s)˜ le mor-
phisme défini par q(x,m1,m2) = (x,m2). Alors, on a clairement ζ(G(s)˜s )˜ (γ ) = ζG(s)˜ ◦ q(γ ),
γ ∈ ker js ◦ pG(s)˜s et donc χ˘s(γ ) = χs ◦ pG(s)˜s (γ )ζG(s)˜ ◦ q(γ ), γ ∈ (pG(s)˜s )−1(Γs). Ce-
pendant, on a ps ◦ pG(s)˜s = pG ◦ p˜s et ζG˜ ◦ p˜s(γ ) = ζs ◦ pG(s)˜s (γ )ζG(s)˜ ◦ q(γ ), γ ∈
(pG(s)˜s )−1(Γs). Il vient alors, pour γ ∈ (pG(s)˜s )−1(Γs),
χ˘s(γ )= χ ◦ ps ◦ pG(s)˜s (γ )ζs ◦ pG(s)˜s (γ )ζG(s)˜ ◦ q(γ )= χ ◦ pG ◦ p˜s(γ )ζG˜ ◦ p˜s(γ ),
ce qui démontre la relation (6.5).
Mais alors, la dernière assertion du lemme est conséquence immédiate du fait que g(s) ∩
EG,Γ =EG(s)˜s ,Γs . 
Pour simplifier, on pose g(s)∗r,χ = g(s)∗G(s)˜s ,χs et si j ∈ car(g(s)), g(s)∗r,χ,j = g(s)∗r,χ ∩g(s)∗r,j.
On remarquera que, lorsque Ad s = 1, g(s)∗r,χ = g∗G,χ .
Il résulte de [1, Lemmes 42 et 44] qu’étant donné j ∈ car(g(s)), l’application (x, g) → x.g in-
duit un difféomorphisme de l’ouvert G(s)×NG(s)(j) g(s)∗jr du fibré G(s)×NG(s)(j) g∗j sur l’ouvert
g(s)∗
r,j de g(s)
∗
. On en déduit facilement que g(s)∗G,χ ⊂ g(s)∗r,χ sont des sous-variétés analy-
tiques régulièrement plongées de g(s)∗. De plus, on a clairement
g(s)∗r,χ =
⊔
j∈CarG(s)(g(s))
g(s)∗r,χ,j, g(s)
∗
G,χ =
⊔
j∈CarG(s)(g(s))
g(s)∗G,χ,j.
6.6. On garde les notations des numéros 6.4 et 6.5. Soit dGx une mesure de Haar à gauche
sur G, dgX la mesure de Lebesgue sur g tangente à dGx et dg∗g la mesure de Lebesgue duale.
On munit g(s) de la mesure de Lebesgue dg(s)X telle que dgX = dg(s)X|ηs |, G(s) de la
mesure de Haar à gauche dG(s)x tangente, g(s)∗ de la mesure de Lebesgue dg(s)∗g duale et
l’espace homogène G/G(s) de la mesure quotient invariante dG/G(s)x˙, tangente à |ηs |.
6.7. On garde les notations du numéro précédent. Soit j ∈ car(g(s)). Alors, avec les notations
du numéro 6.2, la série ∑
χ˘ (expG˜ T )e
−i〈g,T 〉 (6.6)T ∈tΓ
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lisée positive et NG(j)-invariante, mjG,χ . De plus, si dg∗jg est une mesure de Lebesgue sur g∗j,
dmjG,χ = mjG,χ dg∗jg est une mesure de Radon tempérée sur g∗j, dont la restriction à g(s)∗jr
est concentrée sur g(s)∗jr,χ . D’autre part, comme l’application (x, g) → x.g induit un difféo-
morphisme de l’ouvert G(s) ×NG(s)(j) g(s)∗jr du fibré G(s) ×NG(s)(j) g∗j sur l’ouvert g(s)∗r,j,
il existe une unique fonction généralisée mG(s),χ,j, G(s)-invariante sur ce dernier ouvert et
ayant même restriction que mjG,χ à g(s)
∗j
r (voir, par exemple, [21, Lemme 3.3]). De plus,
mG(s),χ,j dg(s)∗g est une mesure de Radon sur g(s)∗r,j, G(s)-semi-invariante de poids Δ
−1
G(s) et
concentrée sur g(s)∗
r,χ,j que l’on note dmG(s),χ,j. Comme g(s)
∗
r est réunion disjointe des ouverts
g(s)∗
r,j, j ∈ CarG(s)(g(s)), on prolonge mG(s),χ,j (respectivement dmG(s),χ,j) en une fonction gé-
néralisée (respectivement une mesure de Radon) sur g(s)∗r nulle sur le complémentaire de g(s)∗r,j.
On définit alors la fonction généralisée mG(s),χ (respectivement la mesure de Radon dmG(s),χ )
sur g(s)∗r en posant
mG(s),χ =
∑
j∈CarG(s)(g(s))
mG(s),χ,j, respectivement dmG(s),χ =
∑
j∈CarG(s)(g(s))
dmG(s),χ,j.
Enfin, on considère dmG(s),χ comme une mesure borélienne sur g(s)∗ concentrée sur g(s)∗r .
Alors, mG(s),χ (respectivement dmG(s),χ ) n’est autre que la fonction généralisée mG(s)˜ s ,χs (res-
pectivement la mesure dmG(s)˜ s ,χs ) relative au groupe G(s)˜ s et au caractère χs définie dans
[21, numéro 4.6]. Ainsi, il résulte de [21, Théorème 4.10(i)], que dmG(s),χ est une mesure de
Radon tempérée, qui est concentrée sur g(s)∗r,χ . On en déduit que mG(s),χ se prolonge de ma-
nière naturelle en une fonction généralisée tempérée sur g(s)∗, encore notée mG(s),χ et telle que
dmG(s),χ =mG(s),χ dg(s)∗g.
Lorsque s = 1 ou lorsque s centralise G, on le supprime des notations précédentes. En effet,
mG(s),χ est alors la fonction généralisée mG,χ définie dans [21, numéro 4.6].
6.8. On garde les notations du numéro précédent. Soit Γ ′ ⊂ Γ un sous-groupe d’indice fini
et χ ′ un caractère de Γ ′. Nous aurons besoin du résultat suivant donnant une description de
g(s)∗
r,χ ′ et de dmG(s),χ ′ à l’aide des objets analogues pour le groupe Γ :
Lemme 14. Soit j ∈ car(g(s)) et J le sous-groupe de Cartan–Duflo correspondant. Alors, on a
g(s)∗r,χ ′,j =
⊔
χ∈Γ ˆ/((Γ ∩J0)Γ ′)⊥
χ |Γ ′=χ ′
g(s)∗r,χ,j, (6.7)
mG(s),χ ′,j =
[
Γ ∩ J0 : Γ ′ ∩ J0
]−1 ∑
χ∈Γ ˆ/((Γ ∩J0)Γ ′)⊥
χ |Γ ′=χ ′
mG(s),χ,j. (6.8)
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χ ∈ Γ ˆ . Pour démontrer la relation (6.8), il suffit de démontrer la même pour la fonction gé-
néralisée mj
G,χ ′ . Or, utilisant la définition (6.6) et le fait que pour tout γ ∈ Γ , on a
∑
χ∈Γ ˆ , χ |Γ ′=χ ′
χ(γ )=
{ [Γ : Γ ′]χ ′(γ ), si γ ∈ Γ ′,
0, sinon, (6.9)
il vient
mjG,χ ′ =
[
Γ : Γ ′]−1 ∑
T ∈tΓ
∑
χ∈Γ ˆ , χ |Γ ′=χ ′
χ˘(expG˜ T )e
−i〈,T 〉 = [Γ : Γ ′]−1 ∑
χ∈Γ ˆ , χ |Γ ′=χ ′
mjG,χ .
(6.10)
Mais, il est immédiat que si χ1 et χ2 sont deux caractères de Γ , les fonctions généralisées mjG,χ1
et mjG,χ2 sont égales, si et seulement si χ1 et χ2 ont même restriction à Γ ∩ J0. Or, étant donné
χ ∈ Γ ˆ , l’ensemble des caractères de Γ qui ont même restriction que χ à Γ ′ et à Γ ∩ J0 a pour
cardinal [Γ : (Γ ∩ J0)Γ ′]. Tenant compte de ceci, la formule (6.10) s’écrit
mjG,χ ′ =
[
Γ ∩ J0 : Γ ′ ∩ J0
]−1 ∑
χ∈Γ ˆ/((Γ ∩J0)Γ ′)⊥, χ |Γ ′=χ ′
mjG,χ .
D’où le lemme. 
6.9. Afin de mieux comprendre les fonctions généralisées mG,χ et les mesures canoniques
dmG,χ , nous allons, dans ce numéro et les deux suivants, introduire et donner les propriétés d’un
analogue des intégrales orbitales de Harish-Chandra pour g∗. Nous utiliserons les notations de la
Section 5, particulièrement celles concernant les sous-groupes induisants canoniques.
Désignons par κV la forme bilinéaire symétrique sur gl(V ) définie par κV (X,Y )= TrXY .
Lemme 15. Soit g une sous-algèbre de Lie algébrique de gl(V ).
(i) Le noyau de la restriction de κV à g est égal au radical unipotent ug de g.
(ii) Soit j un tore algébrique contenu dans le centre de g et g1 l’orthogonal pour κV de j dans g.
Alors, g1 est une sous-algèbre de Lie algébrique définie sur R de g, supplémentaire de j.
Démonstration. Le noyau g⊥ de la restriction de κV à g est un idéal qui contient ug, d’après [5,
Proposition 1.4.7]. Inversement tout élément X ∈ g⊥ vérifie la relation TrX(Xell −Xhyp)= 0 et
est donc nilpotent. Ceci achève de démontrer le point (i).
Soit j un tore algébrique contenu dans le centre de g. Un calcul immédiat montre que le
crochet de deux éléments de g est contenu dans l’orthogonal de j. Il en résulte que g1 est une
sous-algèbre de Lie de g, supplémentaire de j d’après (i). Tout ceci montre en particulier que
l’algèbre de Lie g est somme directe orthogonale pour κV de l’idéal algébrique [g,g] + ug et du
tore facteur réductif de son centre. On se ramène donc à montrer que g1 est une sous-algèbre de
Lie algébrique définie sur R dans le cas où g est un tore.
Désignons alors par G (respectivement J ) le tore connexe de GL(V ) d’algèbre de Lie gC
(respectivement jC) et identifions le groupe X∗(G) (respectivement X∗(J )) des cocaractères
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rapport au sous-espace réel g (respectivement j), au moyen de l’application qui au cocaractère δ
fait correspondre δ′(1), la valeur en 1 ∈ C de sa différentielle en l’élément neutre du groupe
multiplicatif C×. Alors, X∗(J ) est un sous-module du Z-module X∗(G) et la forme κV ne prend
que des valeurs entières sur ce dernier, comme on le voit facilement en utilisant une base de
diagonalisation du tore G. Par ailleurs, le groupe des caractères X∗(G) de G s’identifie, au
moyen de l’application qui à un caractère fait correspondre sa différentielle en l’élément neutre,
au réseau dual de X∗(G). On voit alors que pour tout δ ∈ X∗(G), la forme linéaire fδ : X →
κ(X, δ′(1)) est un élément de X∗(G). Mais on a clairement g1 =⋂δ∈X∗(J ) kerfδ . 
Soit j ∈ car(g). Il résulte du lemme précédent que l’orthogonal gj,1 de j dans gj pour la forme
bilinéaire symétrique κV est une sous-algèbre algébrique, supplémentaire canonique (modulo le
choix effectué une fois pour toutes d’une réalisation de G comme sous-groupe algébrique défini
sur R d’un groupe linéaire GL(V )) de j dans gj. On a alors la décomposition en somme directe
associée
g∗j = (gj,1)∗ ⊕ j∗ (6.11)
et on note pj la projection de g∗j sur (gj,1)∗ qui s’en déduit.
On a alors le lemme suivant (voir [20, numéro 1, Corollaire 23, Lemmes 26 et 28] pour la
partie (a), [20, numéro 2, Théorèmes 30 et 28] pour les parties (b) et (c) et [21, Théorème 4.10]
pour la partie (d)).
Lemme 16.
(a) Soit g ∈ g∗r , j = jg et écrivons g = λ+ g1 avec λ ∈ j∗ et g1 ∈ (gj,1)∗. Alors,
(i) j est une sous-algèbre de Cartan de tout facteur réductif de bg le contenant,
(ii) g1 est une forme de type unipotent u-équivalente à g avec bg = bg1 , g1|ubg = g|ubg et
u(g(g1))= u(g(g)),
(iii) les éléments de g∗j de la forme μ+g1 avec μ ∈ j∗ sont u-équivalents à g et ils admettent
bg comme sous-algèbre induisante canonique.
(b) Il existe un ouvert de Zariski V de g∗r non vide, G-invariant ayant les propriétés suivantes :
(i) si j ∈ car(g), les facteurs réductifs des Bg dont l’algèbre de Lie contient j, g parcourant
une composante connexe de V j, sont deux à deux ZG(j)-conjugués,
(ii) si j ∈ car(g), si g ∈ V j et si rg est un facteur réductif contenant j de bg , la sous-algèbre
de Cartan j ∩ [rg, rg] de [rg, rg] et le système de racines Δj,s de jC dans rgC sont
indépendants des choix de ce facteur réductif et de g,
(iii) pour tout j ∈ car(g), si g ∈ pj(V j) et si λ ∈ j∗, alors λ+ g est dans V j si et seulement
si πj,s(λ) = 0, où on a posé πj,s = ∏α∈Δ+j,s Hα , Δ+j,s étant un ensemble de racines
positives dans Δj,s et Hα désignant la coracine de α dans jC ∩ [rg, rg]C.
(c) Pour tout j ∈ car(g), il existe πj,1 ∈ S(gj,1) tel que πg,j = πj,sπj,1.
(d) Soit V un ouvert de Zariski de g∗r vérifiant les propriétés du (b). Alors V ∩ g∗G,χ est de
complémentaire dmG,χ -négligeable dans g∗G,χ .
Désormais, on se donne un ouvert de Zariski V de g∗r vérifiant les propriétés du (b) du lemme
précédent. Lorsque G est réductif on peut prendre V = g∗r .
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πG,j,s et πG,j,1, respectivement.
En fait les propriétés (i) et (ii) du (b) du lemme ci-dessus sont énoncées dans les références
citées pour les sous-groupes « acceptables canoniques » au lieu des sous-groupes induisants cano-
niques : le sous-groupe acceptable canonique associé à une forme linéaire contient le sous-groupe
induisant canonique et a même algèbre de Lie (voir [20, numéro 1, Proposition 29]). Mais, il
résulte de [20, numéro 2, Remarque 16] et des démonstrations qui suivent que les résultats du
Théorème 30 de ce même numéro, et donc les propriétés (b)(i) et (ii) du lemme ci-dessus, sont en-
core vraies lorsque l’on y remplace le terme « acceptable canonique » par « induisant canonique ».
6.10. On garde les notations du numéro précédent, dont celles du Lemme 16.
Soit j ∈ car(g). Le nombre dimg/gj est un entier pair, indépendant du choix de j ∈ car(g) : on
le note 2dg.
On désigne par ηj la forme volume sur gj ayant servi à définir le polynôme πg,j et on munit gj
de la mesure de Lebesgue dgjX telle que dgX = dgjX|ηj|, g∗j de la mesure duale dg∗jg, ZG(j)
de la mesure de Haar à gauche tangente à dgjX et l’espace homogène G/ZG(j) de la mesure
quotient invariante dG/ZG(j)x˙, tangente à |ηj|.
On choisit des mesures de Lebesgue d(gj,1)∗g et dj∗λ sur (gj,1)∗ et j∗ respectivement telles
que dg∗jg = d(gj,1)∗g dj∗λ. Si j ∈ carg, on désigne par [V j] l’ensemble des parties de V j qui sont
réunion de composantes connexes de V j dont les images par la projection pj sur (gj,1)∗ sont
deux à deux ZG(j)-conjuguées. Si W ∈ [V j] et si ϕ ∈S (g∗), on pose
FWG,j,ϕ(λ)= πj,s(λ)
∫
G/ZG(j)
|det Adx|−1
{ ∫
pj(W )
ϕ
(
x.(λ+ g))πj,1(g)2 d(gj,1)∗g}dx˙, λ ∈ j∗.
(6.12)
Enfin, on pose
j∗r =
{
λ ∈ j∗: πj,s(λ) = 0
} (6.13)
et on désigne par L1∞(j∗r , |πj,s|dj∗λ) l’espace des fonctions sur j∗ qui sont C∞ sur j∗r et telles que
toutes leurs dérivées sont intégrables pour la mesure |πj,s|dj∗λ, muni de la topologie définie par
les semi-normes
ϕ →
∫
j∗
|∂pϕ||πj,s|dj∗λ,
p ∈ S(j∗), qui en fait un espace de Fréchet.
On a alors le résultat suivant (voir [21, Théorème 3.22])
Proposition 6.10.1. Soit W ∈ [V j]. Alors, pour tout ϕ ∈S (g∗) et tout λ ∈ j∗r , l’intégrale (6.12)
est absolument convergente et FW
G,j,ϕ est un élément de L
1∞(j∗r , |πj,s|dj∗λ). De plus, l’application
ϕ → FW est un morphisme continu sur S (g∗) à valeurs dans L1∞(j∗r , |πj,s|dj∗λ).G,j,ϕ
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simplement FG,j,ϕ au lieu de F
j∗r
G,j,ϕ . Dans ce cas les fonctions FG,j,ϕ sont les intégrales orbitales
introduites par Harish-Chandra pour lesquelles il a établi un résultat plus précis que le Lemme 31
(voir, par exemple, [35, pp. 39 et 50]).
Posons
j∗Γ,χ =
{
λ ∈ j∗: λ|t ∈ t∗Γ,χ
}
,
j∗G,Γ,χ =
{
λ ∈ j∗Γ,χ : πG,j,s(λ) = 0
}
.
Avec les notations du numéro 6.2 et du précédent, on a
V ∩ g∗j
G,χ
= j∗G,Γ,χ + pj
(
V j
)⊂ g∗j
G,χ
= (j∗Γ,χ + (gj,1)∗)∩ g∗r .
Alors, la série ∑
T ∈tΓ
χ˘(expG˜ T )e
−i〈λ,T 〉
converge dans l’espace des fonctions généralisées tempérées sur j∗ vers une fonction généra-
lisée positive NG(j)-invariante, mjΓ,χ , telle que dmjΓ,χ = mjΓ,χ dj∗λ soit une mesure de Radon
tempérée. De plus, il est immédiat que les mesures dmjG,χ et dm
j
Γ,χ sont reliées par :
dmjG,χ = dmjΓ,χ d(gj,1)∗g. (6.14)
Nous allons, pour des besoins ultérieurs, donner une description de la mesure dmjΓ,χ . On note a
la partie déployée de j de sorte que j = t⊕ a et j∗ = t∗ ⊕ a∗. On choisit des mesures de Lebesgue
dt∗μ et da∗ν sur t∗ et a∗ respectivement telles que dj∗λ = dt∗μda∗ν. Enfin, on désigne par
vol(tΓ ) le volume du réseau tΓ relativement à la mesure dt∗μ : si (e1, . . . , ek) est une base de
tΓ , vol(tΓ ) est le volume, pour la mesure de Lebesgue sur t dont dt∗μ est la mesure duale, de la
maille {t1e1 + · · · + tnen: 0 tj < 1,1 j  k} de tΓ . Avec ces notations, on a∫
j∗
ϕ(λ)dmjΓ,χ (λ)= vol(tΓ )−1
∑
μ∈t∗Γ,χ
∫
a∗
ϕ(μ+ ν)da∗ν. (6.15)
L’intérêt de considérer les intégrales « orbitales » FW
G,j,ϕ provient alors de ce qu’elles vérifient,
pour tout ϕ ∈S (g∗), la relation suivante∫
g∗
ϕ dmG,χ = (2π)−2dg
∑
j∈CarG(g)
[
W(G, j)
]−1 ∑
W ∈[V j]
∫
j∗
FWG,j,ϕ(λ)πj,s(λ)dm
j
Γ,χ (λ).
Plus généralement, on a le résultat suivant :
Lemme 17. Soit q une fonction G-invariante et dmG,χ -mesurable sur g∗G,χ telle que pour tout
j ∈ car(g) et tout g ∈ V j, q(g) ne dépende que de la composante connexe de g dans V j et de la
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contenant g.
(i) Si la mesure |q|dmG,χ est tempérée, on a∫
g∗
ϕ(g)q(g)dmG,χ (g)= (2π)−2dg
∑
j∈CarG(g)
[
W(G, j)
]−1 ∑
W ∈[V j]
∫
j∗Γ,χ
FWG,j,ϕ(λ)
× qW (λ)πj,s(λ)dmjΓ,χ (λ), ϕ ∈S
(
g∗
)
. (6.16)
(ii) Réciproquement, on suppose que pour tout j ∈ CarG(g) et tout W ∈ [V j], il existe une semi-
norme η continue sur S (g∗) telle que∫
j∗Γ,χ
∣∣FWG,j,ϕ(λ)∣∣∣∣qW (λ)∣∣∣∣πj,s(λ)∣∣dmjΓ,χ (λ) η(ϕ), ϕ ∈S (g∗).
Alors, |q|dmG,χ est une mesure tempérée.
Démonstration. L’assertion (i) est une conséquence facile des hypothèses, de la relation (6.14)
et de [21, Lemme 3.3]. La démonstration dans un cas particulier de l’assertion (ii), qui se trouve
dans [34, p. 140], est valable en toute généralité. 
De même, on montre que si Θ est une fonction G-invariante localement intégrable et tempérée
sur g∗ telle que, pour tout j ∈ car(g) et tout g ∈ V j, Θ(g) ne dépende que de la composante
connexe de g dans V j et de la restriction λ de g à j, de sorte que l’on puisse écrire Θ(g) =
ΘW (λ), où W est l’élément de [V j] contenant g, on a∫
g∗
ϕ(g)Θ(g)dg∗g = (2π)−2dg
∑
j∈CarG(g)
[
W(G, j)
]−1 ∑
W ∈[V j]
∫
j∗
FWG,j,ϕ(λ)
×ΘW (λ)πj,s(λ)dj∗λ, ϕ ∈S
(
g∗
)
. (6.17)
6.11. Dans ce numéro, on construit une mesure « de Plancherel » sur l’espace des orbites
G \ g∗G,χ . Cette mesure est presque canonique, en ce sens qu’elle ne dépend que du choix d’une
fonction borélienne positive sur g∗r semi-invariante de poids Δ
−1/2
G dont l’existence est assurée
par le lemme suivant.
Lemme 18. Il existe une fonction ψG borélienne positive sur g∗, strictement positive sur g∗r et
telle que, pour tout g ∈ g∗ et tout x ∈G, ψG(x.g)=ΔG(x)1/2ψG(g). De plus, on peut supposer
que, pour un bon choix de l’ouvert de Zariski V du (b) du Lemme 16, la restriction de ψG à V
est continue.
Démonstration. Soit j ∈ carg. D’après [31], il existe une stratification de g∗j
C,r
par des sous-
variétés algébriques lisses NG(j)-invariantes définies sur R, U0, . . . ,Un telles que :
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C,r
=⊔j=nj=0 Uj ,
(ii) ⊔nj=k Uj , 0 k  n, soit fermé dans g∗jC,r pour la topologie de Zariski,
(iii) pour 0 k  n, ZG(j) \ Uk possède une structure de variété algébrique lisse définie sur R
telle que la projection naturelle pk :Uk → ZG(j) \Uk soit un morphisme lisse défini sur R
et donc une submersion de variétés analytiques complexes,
(iv) l’image de G × U0 par l’application γ (x, g) = x.g contient un ouvert de Zariski de g∗C,r
dont l’ensemble des points réels a les propriétés du Lemme 16(b) (comme NG(j) laisse
invariant j∗
C
, l’action de ZG(j) y étant triviale, on peut choisir l’ouvert U0 tel que U0 =
(U0 + j∗C)∩ g∗C,r ).
En fait, [31] ne fournit à priori que des variétés ZG(j)-invariantes. Il suffit alors de remplacer,
à chaque étape de la construction, la variété obtenue Uk par
⋂
x∈NG(j)/ZG(j) x.Uk .
Fixons 0 k  n. Alors, on peut trouver un recouvrement ouvert localement fini (Vk,α)α∈Ak
de ZG(j) \ Uk pour la topologie analytique et pour chaque α ∈ Ak , une section analytique
σk,α :Vk,α → Uk de pk . Soit également (ϕk,α)α∈Ak une partition indéfiniment différentiable de
l’unité subordonnée au recouvrement (Vk,α)α∈Ak .
Comme pour tout g ∈ g∗
C,r
, gC(g) est une algèbre de Lie abélienne, l’action de G(g) dans gC
est unimodulaire. On voit alors qu’étant donné α ∈ Ak , on définit une fonction φk,α à valeurs
strictement positives sur p−1k (Vk,α) en posant, pour ω ∈ Vk,α et x ∈ ZG(j),
φk,α
(
x.σk,α(ω)
)= |det Adx|− 12 .
Par ailleurs, l’application (x,ω) → x.σk,α(ω) étant une submersion de ZG(j) × Vk,α sur
p−1k (Vk,α), on voit que la fonction φk,α est analytique. On définit alors une fonction φk indé-
finiment différentiable et à valeurs strictement positives sur Uk en posant
φk(g)=
∑
α∈Ak
ϕk,α ◦ pk(g)φk,α(g), g ∈Uk.
Un simple calcul montre que φk vérifie la relation de covariance
φk(x.g)= |det Adx|− 12 φk(g), x ∈ZG(j), g ∈Uk.
On définit ensuite une fonction φ à valeurs strictement positives, borélienne sur g∗j
C,r
et vérifiant
la même relation de covariance, en décidant que φ|Uk = φk , 0 k  n.
Maintenant, soit x1, . . . , xl un ensemble de représentants dans NG(j) de NG(j)/ZG(j). On
pose alors :
ψ(g)=
j=l∑
j=1
|det Adxj |− 12 φ
(
x−1j .g
)
, g ∈ g∗j
C,r
.
Il est clair ψ est une fonction à valeurs strictement positives, borélienne sur g∗j
C,r
, dont la restric-
tion à chacune des sous-variétés algébriques lisses Uk est continue et qui vérifie la relation de
covariance :
ψ(x.g)= |det Adx|− 12 ψ(g), x ∈NG(j), g ∈ g∗j .
C,r
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ψG(x.g)= |det Adx|− 12 ψ(g), x ∈G, g ∈ g∗jC,r .
Comme γ induit un morphisme lisse de l’ouvert de Zariski G ×NG(j) g∗jr,C du fibré algébrique
G×NG(j) g∗jC sur g∗r,C, les ensembles Vk = γ (G× Uk) sont des sous-variétés algébriques lisses
de g∗
r,C
et la restriction de la fonction ψG à chacun des Vk est continue.
Il est alors clair que la restriction de ψG à g∗r est la fonction ψG cherchée. 
Désormais on se donne une fonction ψG et un ouvert de Zariski V de g∗ comme dans le
Lemme 18. Lorsque G est unimodulaire, on prendra ψG ≡ 1.
Lemme 19.
(i) Si ϕ est une fonction borélienne positive sur g∗r , l’application
Ω →
∫
Ω
ϕ(g)ψ2G(g)dβΩ(g)
est une fonction borélienne sur l’espace mesurable quotient G \ g∗r .
(ii) Il existe sur l’espace quotient G \ g∗r une unique mesure borélienne σ -finie dμG,χ,ψG , sup-
portée par G \ g∗G,χ et telle que pour, toute fonction borélienne positive ϕ sur g∗G,χ , on ait∫
g∗G,χ
ϕ(g)dmG,χ (g)=
∫
G\g∗G,χ
{∫
Ω
ϕ(g)ψ2G(g)dβΩ(g)
}
dμG,χ,ψG(Ω). (6.18)
Lorsque G est unimodulaire, la mesure dμG,χ,ψG est notée plus simplement dμG,χ .
Les assertions (i) et (ii) du lemme se démontrent comme dans [12, Proposition 5.1.4 et Lem-
me 5.1.7].
Le fait que la mesure dmG,χ est tempérée et la formule (6.18) entrainent le :
Corollaire 6.11.1. Avec les notations précédentes, pour dμG,χ,ψG -presque toute orbite Ω dans
G \ g∗G,χ , la mesure ψ2G dβΩ est tempérée.
6.12. Le résultat suivant met en relation les mesures dμG,χ,ψG et dmG(s),χ , s ∈Gell,bp.
Lemme 20. Soit s ∈ Gell,bp. Alors, si ϕ est une fonction positive borélienne (respectivement
|πg,g(s)|dmG(s),χ -intégrable) sur g(s)∗, l’application
Ω →
∫
Ωs
ϕ(g)ψ2G(g)dβΩs (g)
est une fonction borélienne (respectivement dμG,χ,ψG -intégrable) sur G \ g∗r et on a
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G\g∗G,χ
{∫
Ωs
ϕ(g)ψ2G(g)dβΩs (g)
}
dμG,χ,ψG(Ω)
= (2π)−(dg−dg(s))
∫
g(s)∗
ϕ(g)
∣∣πg,g(s)(g)∣∣dmG(s),χ (g). (6.19)
Démonstration. Il suffit de montrer la partie du lemme concernant les fonctions boréliennes
positives. Cela dit, soit j ∈ car(g(s)). Si A est une partie de g(s)∗r , on pose Aj = A ∩ g(s)∗r,j. Si
Ω est une G-orbite dans g∗r , Ωsj est une réunion finie de G(s)-orbites coadjointes de sorte que
la mesure de Liouville dβΩs
j
est bien définie. Alors, pour toute fonction borélienne positive ϕ sur
g(s)∗ et toute G-orbite Ω ⊂ g∗r , on a∫
Ωs
ϕ(g)ψ2G(g)dβΩs (g)=
∑
j∈CarG(s)(g(s))
∫
Ωsj
ϕ(g)ψ2G(g)dβΩsj (g).
D’autre part, comme les G-orbites dans g∗r sont localement fermées et toutes de même dimension,
elles y sont toutes fermées, de sorte que pour tout Ω ∈G \ g∗r , l’on a∫
Ω
|ϕ|ψ2G dβΩ <+∞, ϕ ∈D
(
g∗r
) ∫
Ωs
|ϕ|ψ2G dβΩs <+∞, ϕ ∈D
(
g(s)∗tr
)
.
Il s’ensuit qu’il suffit de démontrer, pour tout ϕ ∈D(g(s)∗tr,j), les assertions suivantes :
l’application Ω →
∫
Ωsj
ϕ(g)ψ2G(g)dβΩsj (g) est borélienne, (6.20)
et ∫
G\g∗
G,χ,j
{∫
Ωsj
ϕ(g)ψ2G(g)dβΩsj (g)
}
dμG,χ,ψG(Ω)
= (2π)−(dg−dg(s))
∫
g(s)∗
r,j
ϕ(g)
∣∣πg,g(s)(g)∣∣dmG(s),χ,j(g). (6.21)
En effet, en utilisant le théorème de convergence dominée, on montre facilement que, si les
assertions (6.20) et (6.21) sont satisfaites par les fonctions ϕ ∈ D(g(s)∗tr,j), elles sont satisfaites
par les fonctions caractéristiques des ouverts et des compacts, puis par celles des fermés de
g(s)∗tr,j. De même, on voit que, si U est un ouvert relativement compact de g(s)
∗
tr,j, l’ensemble
de ses parties boréliennes dont la fonction caractéristique satisfait (6.20) et (6.21) est une classe
monotone ; par suite, toute fonction caractéristique d’une partie borélienne de U et donc, encore
par le théorème de convergence dominée, toute fonction borélienne positive sur g(s)∗tr,j, vérifie
(6.20) et (6.21).
M.S. Khalgui, P. Torasso / Journal of Functional Analysis 235 (2006) 449–542 491L’application (x, g) → x.g induit un revêtement à [W(G, j)]-feuillets (respectivement
[W(G(s), j)]-feuillets) de G ×ZG(j) g∗jr (respectivement G(s) ×ZG(s)(j) g∗jr ) sur g∗r,j (res-
pectivement g(s)∗tr,j). On en déduit que l’application (x, g) → x.g induit un revêtement à[W(G, j)/W(G(s), j)]-feuillets de G ×G(s) g(s)∗tr,j sur g∗r,j. Un calcul de jacobien montre alors
que pour toute fonction ϕ mesurable positive ou intégrable sur g∗
r,j, on a
∫
g∗
r,j
ϕ(g)dg∗g = (2π)−2(dg−dg(s))
[
W(G, j)/W
(
G(s), j
)]−1
×
∫
G/G(s)
|det Adx|−1
{ ∫
g(s)∗tr,j
ϕ(x.g)πg,g(s)(g)
2 dg(s)∗g
}
dx˙,
où dG/G(s)x˙ est la mesure quotient introduite au numéro 6.6.
On en déduit aussi que toute fonction généralisée θ , G-invariante sur g∗
r,j, possède une res-
triction θ |g(s)∗tr,j à g(s)∗tr,j et que l’application θ → θ |g(s)∗tr,j induit une bijection, bi-continue pour
la topologie faible, de l’espace des fonctions généralisées G-invariantes sur g∗
r,j sur l’espace des
fonctions généralisées G(s)-invariantes sur g(s)∗tr,j dont la restriction à g
∗,j
r est NG(j)-invariante.
L’application θ → θ |g(s)∗tr,j est entièrement déterminée par :
∫
g∗
r,j
ϕ(g)θ(g)dg∗g = (2π)−2(dg−dg(s))
[
W(G, j)/W
(
G(s), j
)]−1 ∫
G/G(s)
|det Adx|−1
×
{ ∫
g(s)∗tr,j
ϕ(x.g)θ |g(s)∗tr,j(g)πg,g(s)(g)2 dg(s)∗g
}
dx˙,
ϕ ∈D(g∗r,j). (6.22)
La formule (6.22) généralise celle déjà obtenue par Duflo pour les fonctions généralisées inva-
riantes dans le cas où G(s)= ZG(j) (voir, par exemple, [21, Lemme 3.3]).
Soit Ω une G-orbite coadjointe contenue dans g∗
r,j. On définit la fonction généralisée
G-invariante FΩ sur g∗r,j en posant :
FΩ(ϕ dg∗g)=
∫
Ω
ϕ(g)ψ2G(g)dβΩ(g), ϕ ∈D
(
g∗r,j
)
.
Nous allons calculer la restriction de FΩ à g(s)∗tr,j. Soit donc l ∈Ω ∩ g∗j et soit ωl ⊂Ω ∩ g(s)∗tr,j
la G(s)-orbite coadjointe de l. Tout d’abord, on a
FΩ(ϕ dg∗g)=
[
G(l)/G(l)0
]−1 ∫
ϕ(x.l)ψ2G(x.l)dx˙, ϕ ∈D
(
g∗r,j
)
,G/G(l)0
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telle que, si X1, . . . ,X2n est une base de g/g(l) univolumique pour η, on ait
(2π)−2n det
(〈
l, [Xi,Xj ]
〉)
1i,j2n = 1.
Par ailleurs, comme l ∈ g∗jr , on a G(l)0 ⊂ ZG(j) ⊂ G(s). On en déduit facilement que, pour
ϕ ∈D(g∗
r,j), l’on a
FΩ(ϕ dg∗g)=
[
G(l)/G(l)∩G(s)]−1 ∫
G/G(s)
|det Adx|−1
{∫
ωl
ϕ(x.g)ψ2G(g)δ(g)dβωl (g)
}
d′x˙,
où d′x˙ est la mesure invariante sur G/G(s) tangente à |η′|, où η′ est une forme volume sur g/g(s)
telle que, si X′1, . . . ,X′2(dg−dg(s)) est une base de gs = (1 − Ad s)g dont l’image dans g/g(s) soit
univolumique pour η′, on ait
(2π)−2(dg−dg(s)) det
(〈
l,
[
X′i ,X′j
]〉)
1i,j2(dg−dg(s)) = 1
et où
δ(y.l)= |detg/g(s) y|−1, y ∈G(s).
Il existe c > 0 tel que d′x˙ = c dG/G(s)x˙. Ce nombre c est donc tel que η′ = cηs . Ainsi, si on pose
p = 2(dg −dg(s)), l’image du système de vecteurs c1/pX′1, . . . , c1/pX′p dans g/g(s) est une base
univolumique pour ηs , de sorte que l’on a
πg,g(s)(l)
2 = c2 det(〈l, [X′i ,X′j ]〉)1i,jp = (2π)2(dg−dg(s))c2,
si bien que
c = (2π)−(dg−dg(s))∣∣πg,g(s)(l)∣∣.
Alors compte tenu de la relation (6.4), on trouve que, pour ϕ ∈D(g∗
r,j),[
G(l)/G(l)∩G(s)]FΩ(ϕ dg∗g)
= (2π)−(dg−dg(s))
∫
G/G(s)
|det Adx|−1
{∫
ωl
ϕ(x.g)ψ2G(g)
∣∣πg,g(s)(g)∣∣dβωl (g)}dx˙. (6.23)
Il est clair que cette dernière formule, reste valable si l’on y remplace l’orbite ωl par n’importe
quelle G(s)-orbite ω′ contenue dans Ω ∩ g(s)∗tr,j et l par n’importe quel point l′ ∈ ω′ ∩ g∗j.
Or, l’ensemble des G(s)-orbites contenues dans Ω ∩ g(s)∗tr,j est en bijection avec l’ensemble
NG(s)(j) \ NG(j)/G(l) : à la double classe x˙ ∈ NG(s)(j) \ NG(j)/G(l) représentant x ∈ NG(j),
correspond l’orbite ωx.l = G(s).x.l. De plus, si x ∈ NG(j), la G(l)-orbite à droite de NG(s)(j).x
a pour cardinal [G(x.l)/G(x.l)∩G(s)], de sorte que l’on a[
W(G, j)/W
(
G(s), j
)]= ∑
x∈N (j)\N (j)/G(l)
[
G(x.l)/G(x.l)∩G(s)].G(s) G
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ϕ ∈D(g∗
r,j),
FΩ(ϕ dg∗g)= (2π)−2(dg−dg(s))
[
W(G, j)/W
(
G(s), j
)]−1
×
∫
G/G(s)
|det Adx|−1
{ ∫
g(s)∗tr,j
ϕ(x.g)πg,g(s)(g)
2F sΩ,j(g)dg(s)∗g
}
dx˙, (6.24)
où on a posé
F sΩ,j = (2π)(dg−dg(s))|πg,g(s)|−1ψ2G dβΩsj /dg(s)∗g.
Comme les G(s)-orbites dans g(s)∗tr,j sont toutes de même dimension et donc fermées, on voit
que F s
Ω,j est une fonction généralisée G(s)-invariante sur g(s)
∗
tr,j. De plus, les mêmes calculs
que ceux effectués pour établir que FΩ satisfait la relation (6.24), montrent qu’elle vérifie, pour
un bon choix de la mesure invariante dG(s)/ZG(j)x˙,
F sΩ,j(ϕ dg(s)∗g)= (2π)(dg−2dg(s))
[
W
(
G(s), j
)]−1 ∫
G(s)/ZG(j)
|detg(s) Adx|−1
×
{∫
Ωj
∣∣πg,g(s)(g)∣∣−1ψ2G(g)ϕ(x.g)∣∣πg(s),j(g)∣∣dβΩj (g)
}
dG(s)/ZG(j)x˙,
ϕ ∈D(g(s)∗tr,j).
Grâce à la formule (6.22) appliquée avec G(s) à la place de G et ZG(j) à la place de G(s) (voir
aussi [21, Lemme 3.3]), il en résulte que la restriction à g(s)∗jtr de F sΩ,j est la fonction généralisée
(2π)dg |πg,j|−1ψ2G dβΩj /dg∗jg. Or cette dernière est clairement NG(j)-invariante.
Autrement dit, compte tenu de la formule (6.22), il résulte de (6.24) que l’on a
FΩ|g(s)∗tr,j = F sΩ,j. (6.25)
Cela étant, désignons par γ l’application (x, g) → x.g de G × g(s)∗tr,j sur g∗r,j et par pr la
deuxième projection de G × g(s)∗tr,j sur g(s)∗tr,j. Soit ϕ ∈ D(g(s)∗tr,j) et α une densité à sup-
port compact sur G× g(s)∗tr,j telle que |πg,g(s)|ϕ dg(s)∗g = pr∗(α) (voir le numéro 2.5). D’après
[35] (voir aussi [22, Proposition 3.2.2]), on a alors
(2π)(dg−dg(s))
∫
Ωsj
ϕψ2G dβΩsj = F sΩ,j
(|πg,g(s)|ϕ dg(s)∗g)= FΩ(γ∗(α)). (6.26)
Il résulte de (6.26) et du Lemme 19 que l’application Ω → ∫
Ωsj
ϕψ2G dβΩsj est borélienne. D’où
la première assertion du lemme.
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néralisée Φ sur g∗
r,j, G-invariante, définie par
Φ(ϕ dg∗g)=
∫
G\g∗
G,χ,j
{∫
Ω
ϕ(g)ψ2G(g)dβΩ(g)
}
dμG,χ,ψG(Ω).
D’une part, par définition de la mesure dμG,χ,ψG(Ω) on a Φ =mG,χ,j. Or, par définition même,
les fonctions généralisées mG,χ,j et (mG(s),χ,j)|g(s)∗tr,j ont même restriction à g∗jr qui les déter-
mine entièrement. On en déduit immédiatement que
Φ|g(s)∗tr,j = (mG(s),χ,j)|g(s)∗tr,j . (6.27)
D’autre part, on a
Φ =
∫
G\g∗
G,χ,j
FΩ dμG,χ,ψG
si bien que d’après la formule (6.25) et compte tenu de [22, Remarque 3.2.1], il vient pour
ϕ ∈D(g(s)∗tr,j),
Φ|g(s)∗tr,j
(
ϕ dg(s)∗g
)= (2π)(dg−dg(s)) ∫
G\g∗
G,χ,j
{∫
Ωsj
ϕ(g)
∣∣πg,g(s)(g)∣∣−1ψ2G(g)dβΩsj (g)
}
dμG,χ,ψG.
(6.28)
Comparant les formules (6.27) et (6.28), on en déduit immédiatement la formule (6.21) comme
voulu. 
Il résulte immédiatement du Lemme 20 le :
Corollaire 6.12.1. Soit s ∈Gell,bp. Pour dμG,χ,ψG -presque toute orbite Ω ∈G\g∗G,χ , la mesure
ψ2G dβΩs est tempérée.
Remarque 21. Soit s ∈Gell,bp et Ω ⊂ g∗r . La formule (6.25) exprime la restriction de la fonction
généralisée ψ2G dβΩ/dg∗g à g(s)∗tr comme combinaison linéaire à coefficients rationnels positifs
des fonctions généralisées ψ2
G(s)
dβω/dg(s)∗g où ω décrit G(s) \ Ω ∩ g(s)∗ et où la fonction
ψG(s) pour le groupe G(s) est choisie telle que |πg,g(s)| 12 ψG(s) et ψG aient même restriction à
g(s)∗tr.
Elle entraîne également le résultat suivant : si la mesure ψ2G dβΩ est tempérée, alors il en est
de même de la mesure |πg,g(s)|2ψ2G(s) dβΩs .
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7.1. Dans [20], on a défini pour tout élément elliptique T ∈ g une intégrale orbitale MG,T gé-
néralisant celles introduites par Harish-Chandra dans le cas réductif (voir [16]) et par Duflo dans
le cas complexe (voir [8]). Soit donc T un élément elliptique de g. On pose gT = [T ,g] de sorte
que l’on a la décomposition g = g(T )⊕ gT qui permet d’identifier naturellement g(T )∗ au sous-
espace de g∗ constitué des formes linéaires centralisées par T . On note u+T la sous-algèbre nil-
potente de gC somme des sous-espaces propres de adT associés aux valeurs propres λ telles que
iλ > 0 et on pose dT = dimC u+T . Alors, on a (gT )C = u+T ⊕ u¯+T . On choisit une forme volume ηT
sur gT telle que pour toute base e1, . . . , edT de u
+
T le nombre idT ηT (e1, . . . , edT , e¯1, . . . , e¯dT )
soit strictement positif. On munit l’espace homogène G/G(T ) de la mesure dG/G(T )x˙ tangente
à |ηT |. On définit la fonction polynôme πT sur g(T )∗ en décidant que, pour g ∈ g(T )∗, πT (g) est
le pfaffien relativement à ηT de la restriction à gT de la forme alternée βg . Vu comme un élément
de l’algèbre symétrique de g(T ), πT définit un opérateur différentiel à coefficients constants sur
cet espace que l’on note ∂πT . On définit aussi une fonction polynôme ωT sur g(T ) en posant
ωT (X)= detu+T adX. Alors, l’intégrale orbitale MG,T est la distribution tempérée sur g telle que
MG,T (ϕ)=
(
i
2π
)dT ∫
G/G(T )
∂πT
[
ωT (X)ϕ(x.X)
]
X=T dG/G(T )x˙, ϕ ∈S (g).
On remarquera que si T est centralisé par G, on a MG,T = δT .
On notera ΘG,T la fonction généralisée sur g∗, transformée de Fourier de la distribution tem-
pérée MG,T .
7.2. Soit s ∈ G˜ell,bp. On pose
EG,s,Γ =
{
T ∈ g(s): s−1 expG˜ T ∈ p−1G (Γ )
}= {T ∈ g(s): pG(s−1) expT ∈ Γ }.
Alors EG,s,Γ est un sous-ensemble de g(s)ell réunion dénombrable de G(s)-orbites. On définit
une distribution vG,χ,s sur g(s) en posant, sous réserve de convergence de la série :
vG,χ,s =
∑
T ∈G(s)\EG,s,Γ
χ˘
(
s−1 expG˜ T
)
MG(s),T . (7.1)
Le but de cette section est d’établir que la série vG,χ,s converge dans l’espace des distributions
tempérées sur g(s) et d’en calculer la transformée de Fourier
vGˆ,χ,s =
∑
T ∈G(s)\EG,s,Γ
χ˘
(
s−1 expG˜ T
)
ΘG(s),T .
7.3. Soit V ⊂ g∗ un ouvert de Zariski comme dans les Lemmes 18 et 16(b).
Lemme 22. Soit s ∈ G˜ell,bp et soit Vs l’ensemble des éléments de g(s)∗r qui sont u-équivalents
dans g∗ à un élément de V . Alors, Vs est un ouvert de Zariski G(s)-invariant de g(s)∗ ayant
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relativement à G(s).
De plus, si x ∈G, on a Vxsx−1 = Ad∗ x(Vs).
Enfin, lorsque G est réductif, on a Vs = g(s)∗r .
Démonstration. Il est clair que Vs est G(s)-invariant. Soit j ∈ car(g(s)) et g ∈ V j. Reprenant les
notations du numéro 6.9, on écrit g = λ+g1 avec λ ∈ j∗ et g1 ∈ (gj,1)∗. D’après le Lemme 16(a),
g1 est une forme de type unipotent u-équivalente à g et les éléments de g∗j u-équivalents à g sont
NG(j)-conjugués aux éléments de la forme μ + g1 avec μ ∈ j∗, lesquels admettent bg comme
sous-algèbre induisante canonique. On en déduit que V js = p−1j (pj(V j))∩ g(s)∗r , si bien que V js
est un ouvert de Zariski de g(s)∗jr . Il en résulte que Vs est un ouvert de Zariski G(s)-invariant de
g(s)∗r .
Soit g = λ + g1 ∈ V js , avec λ ∈ j∗ et g1 ∈ (gj,1)∗. Comme nous venons de le voir, g1 est
une forme de type unipotent u-équivalente à g admettant bg comme sous-algèbre induisante
canonique. Utilisant la construction donnée dans le numéro 5.3 de ces sous-algèbres, on voit
facilement que bg(s) est la sous-algèbre induisante canonique de g et g1 relativement à g(s) et
que si rg est un facteur réductif de bg contenant j, alors rg(s) est un facteur réductif de bg(s)
contenant j. Par ailleurs, on a ZG(j) = ZG(s)(j). Il résulte facilement de ces considérations que
Vs vérifie les propriétés (b)(i) et (ii) du Lemme 16 relativement à G et G(s).
Soit g1 ∈ pj(V js ). D’après [20, 1, Lemme 28], si μ ∈ j∗, on a g(μ + g1) = rg(μ) ⊕ u(g(g)).
Il en résulte que μ + g1 est dans g(s)∗r si et seulement si πG(s),j,s(μ) = 0. On voit donc que Vs
vérifie aussi la propriété (b)(iii) relativement à G(s).
Le fait que Vxsx−1 = Ad∗ x(Vs), x ∈G résulte de l’invariance de l’ouvert V .
La dernière assertion résulte de ce que, lorsque G est réductif, on a pris V = g∗r . 
Appliquant l’assertion (d) du Lemme 16 au groupe G(s)˜ s , à l’ouvert Vs et à la mesure
dmG(s)˜ s ,χs = dmG(s),χ (voir le numéro 6.7), on voit que Vs ∩ g(s)∗r,χ est de complémentaire
dmG(s),χ -négligeable dans g(s)∗r,χ .
Par ailleurs, il est clair par définition de la mesure dmG(s),χ que deux fonctions continues sur
un ouvert de g(s)∗r,χ sont égales dès qu’elles le sont dmG(s),χ -presque partout.
7.4. On se donne s ∈ G˜ell,bp et on reprend les notations du numéro précédent ainsi que celles
des Section 5 et numéro 4.6. Soit g ∈ Vs vu comme un élément de g∗, Bg ⊂ G le sous-groupe
induisant canonique associé, bg son algèbre de Lie, u la restriction de g au radical unipotent ubg
de bg , Rg un facteur réductif de Bg fixant u, rg son algèbre de Lie, Rg l’adhérence de Zariski
de j (Rg) dans G, R˜g le revêtement universel de la composante neutre de Rg , pg : R˜g → (Rg)0
la projection naturelle, jg = j ◦ pg et Γg = p−1g (Γ ∩Rg). Alors, (R˜g, jg, (Rg)0) est un groupe
réductif presque algébrique simplement connexe et Γg est un sous-groupe d’indice fini de ker jg .
Comme expliqué dans le numéro 3.4, l’action de Rg dans ubg permet de définir l’extension
métaplectique Rug de Rg ainsi que la fonction δu sur cette dernière. Soit pug :Rug →Rg la projec-
tion canonique, jug = j ◦pug et Γ ug = (pug)−1(Γ ∩Rg). Alors (Rug , jug ,Rg) est un groupe réductif
presque algébrique et Γ ug est un sous-groupe d’indice fini de ker jug . Comme R˜g est simplement
connexe, il existe un morphisme canonique νg : R˜g →Rug .
Comme δu|Γ ug est un caractère, on définit un caractère χug de Γ ug en posant :
χug (γ )= χ ◦ pug(γ )δu(γ ), γ ∈ Γ ug ,
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χg(γ )= χ ◦ pg(γ )δu
(
νg(γ )
)
, γ ∈ Γg. (7.2)
Comme R˜g est simplement connexe, pg se relève de manière unique en un morphisme p˜g de R˜g
dans le revêtement métalinéaire G˜ de G et, de même, Ad : R˜g → GL(rg) se relève en un unique
morphisme A˜d : R˜g → ML(rg). On peut donc, comme dans le numéro 6.3, voir χ˘g comme un
caractère de Γg . On a alors le :
Lemme 23. Pour tout γ ∈ Γg , on a
χ˘g(γ )= χ˘ ◦ p˜g(γ ). (7.3)
Démonstration. Comme deux facteurs réductifs de Bg stabilisant u sont conjugués par un
élément de uBg(u), il suffit de démontrer le résultat pour l’un d’entre-eux. Posons j = jg et,
reprenant les notations du Lemme 16(a), écrivons g = λ+ g1 avec λ ∈ j∗ et g1 ∈ (gj,1)∗. D’après
ce lemme, g1 est une forme de type unipotent u-équivalente à g admettant bg comme sous-
algèbre induisante canonique, g et g1 ont même restriction à ubg , g(g1) est contenu dans bg , tout
facteur réductif de g(g1) est un facteur réductif de bg et u(g(g1)) = u(g(g)). On peut donc sup-
poser que rg ⊂ g(g1), si bien que βg1 induit une dualité rg-invariante entre g/ubg et bg(u)/g(g1)
qui, d’après ce que l’on vient de voir, s’identifie à ubg(u)/u(g(g)). Soit t ⊂ rg un tore anisotrope
maximal et T ⊂ R˜g le sous-groupe analytique correspondant. Alors, Γg est contenu dans T et T
stabilise g1.
De plus, on peut choisir m ⊂ ubg (respectivement p ⊂ ubg(u), q ⊂ bg) un sous-espace
rg-invariant supplémentaire de ubg(u) (respectivement u(g(g)), ubg). Dans ces conditions, on
a Δ(tC,pC) = −Δ(tC,pC) = Δ(tC,qC), les sous-espaces poids pC,α et qC,−α , α ∈ Δ(tC,pC),
étant mis en dualité par βg1 . On voit alors qu’étant donné un sous-ensemble de poids positifs
Δ+ ⊂Δ(tC,pC), on peut trouver  ∈L (t) tel que
=
(⊕
α∈Δ+
(pC,α ⊕ qC,−α)
)
⊕ (∩mC)⊕
(
∩ (rg)C
)
,
∩mC étant un lagrangien positif pour βu|m. Il est alors clair que δu ◦ νg|T est l’unique caractère
de T de différentielle ρ − ρ∩(rg)C . Par suite, il résulte du Lemme 9 et des formules (6.1), (6.3)
et (7.2) que, si γ ∈ Γg et X ∈ t sont tels que γ = expX, on a
χ˘ ◦ p˜g(γ )= χ ◦ pg(γ ) exp〈ρ,X〉
= χ ◦ pg(γ ) exp〈ρ − ρ∩(rg)C ,X〉 exp〈ρ∩(rg)C ,X〉
= χ ◦ pg(γ )δu
(
νg(γ )
)
ζ∩(rg)C(γ )= χ˘g(γ ). 
Soit g ∈ Vs . On note Jg le sous-groupe de Cartan–Duflo de G d’algèbre de Lie jg . On désigne
alors par Rg un facteur réductif de Bg choisi comme plus haut et contenant Jg . On désigne par
J˜g l’image inverse de Jg dans R˜g . Avec ces notations, on a le résultat suivant :
Théorème 7.4.1. (i) Soit s ∈ G˜ell,bp. Alors, la série de distributions vG,χ,s converge faiblement
dans l’espace des distributions tempérées sur g(s). De plus, il existe une fonction qG,χ,s sur
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|qG,χ,s |dmG(s),χ soit une mesure de Radon tempérée et que
vGˆ,χ,s = qG,χ,smG(s),χ . (7.4)
(ii) Les fonctions qG,χ,s vérifient, pour tout s ∈ G˜ell,bp et tout g ∈ Vs , les relations suivantes :
qG,χ,xsx−1(x.g)= qG,χ (s, g), x ∈G, (7.5)
qG,χ,sγ,(g)= χ˘
(
γ−1
)
qG,χ,s(g), γ ∈ p−1G (Γ ). (7.6)
(iii) Soit (G′, j ′,G′), un deuxième groupe presque algébrique d’algèbre de Lie g′,
a: (G, j,G) → (G′, j ′,G′) un isomorphisme de groupes presque algébriques et a : G˜ → G˜′
son relèvement canonique. On désigne encore par a la différentielle de a, qui est un isomor-
phisme d’algèbres de Lie de g sur g′, ainsi que la transposée inverse de cette dernière, qui est un
isomorphisme de g∗ sur g′∗. Soit Γ ′ = a(Γ ) et χ ′ le caractère de Γ ′ tel que χ = χ ′ ◦ a. Alors,
V ′ = a(V ) est un ouvert de Zariski de g′∗ vérifiant les propriétés du Lemme 18 et de la partie (b)
du Lemme 16. De plus, a(s) ∈ G˜′ell,bp, V ′a(s) = a(Vs) et on a
qG′,χ ′,a(s)
(
a(g)
)= qG,χ,s(g). (7.7)
(iv) Soit s ∈ G˜ell,bp. Si g ∈ g(s)∗r,χ ∩Vs , pG(s) est un élément de Jg , g|rg appartient à rg(s)∗r,χg
et on a
qG,χ,s(g)=
{0, si pG(s) /∈ (Rg)0Γ,
χ˘(s−1sg)qR˜g,χg,s˜g (g|rg ), sinon, (7.8)
où s˜g ∈ J˜g est tel que sg = p˜g(s˜g) appartienne à sp−1G (Γ ).
Il résulte de la formule (7.6) et du Lemme 23 que le membre de droite de l’Éq. (7.8) est
indépendant du choix, comme indiqué, de s˜g ∈ R˜g .
D’autre part, si G satisfait aux hypothèses du numéro 4.7, par exemple, s’il est connexe et
simplement connexe, il est contenu dans G˜. Dans ces conditions, p˜g est à valeurs dans G et les
fonctions qG,χ,s vérifient la relation qG,χ,s = −qG,χ,s , où  est l’élément non trivial de kerpG.
Il suffit alors de démontrer le théorème pour s ∈Gell,bp et γ ∈ Γ .
Enfin, les assertions (ii) et (iii) sont des conséquences faciles de l’assertion (i).
Démonstration de Théorème 7.4.1. Compte tenu des remarques que nous venons de faire, le
théorème a été démontré dans [13] lorsque G est un groupe semi-simple, connexe et simplement
connexe et Γ est le centre de G, de sorte que G est le groupe adjoint complexe de g. Dans les
quatre numéros suivants, nous expliquons comment les résultats de cet article qui nous seront
utiles s’étendent au cas où G est réductif, connexe et simplement connexe.
7.5. Soit donc (G, j,G) un groupe réductif simplement connexe et soit s ∈ Gell,bp = Gell.
Soit D (respectivement D) le sous-groupe dérivé de G (respectivement G) et Z (respective-
ment Z) la composante neutre de son centre. Posons jd = j |D et jz = j |Z . Alors (D, jd,D) et
(Z, jz,Z) sont des sous-groupes presque algébriques de (G, j,G), D est semi-simple, connexe
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sur R et G est le produit direct D ×Z. On désigne par d (respectivement z) l’algèbre de Lie de
D (respectivement Z).
On a donc g = d × z et g∗ = d∗ × z∗. De plus, exp : z → Z est un isomorphisme permettant
d’identifier ces deux groupes et de voir ainsi ker jz comme un sous-groupe discret de z.
Si T (respectivement g) est un élément de g (respectivement g∗), on écrit T = (Td, Tz) (res-
pectivement g = (gd, gz)), avec Td ∈ d et Tz ∈ z (respectivement gd ∈ d∗ et gz ∈ z∗). De même,
on écrit s = (sd, sz), avec sd ∈D et sz ∈Z. On a alors g(s)= d(sd)× z et g(s)∗ = d(sd)∗ × z∗.
Dans ces conditions, pour tout élément elliptique T de g(s), on a
MG(s),T =MD(sd),Td ⊗ δTz , (7.9)
ΘG(s),T (g)=ΘD(sd),Td(gd)e−i〈gz,Tz〉, g ∈ g(s)∗. (7.10)
Soit e une sous-algèbre de Cartan fondamentale de g contenue dans g(s) et W(G(s), e) le groupe
de Weyl de e dans G(s). Soit T ∈ g(s) un élément elliptique. Le nombre |W(G(s), e).T | ne
dépend pas du choix de la sous-algèbre de Cartan fondamentale e de g(s) contenant T . On pose
alors
MG(s),T =
∣∣W (G(s), e).T ∣∣−1MG(s),T
et on désigne par ΘG(s),T la transformée de Fourier de MG(s),T qui est telle que
ΘG(s),T =
∣∣W (G(s), e).T ∣∣−1ΘG(s),T . (7.11)
Étant donné j ∈ car(g(s)), on pose jd = j∩ d. De plus, on écrit j = t⊕ a, où t (respectivement a)
est la partie anisotrope (respectivement déployée) de j et on pose jR = it ⊕ a. On désigne par
Φ = Φ(j,g(s)) le système des racines réelles de j dans g(s) qui est aussi celui de jd dans d(sd).
Si Φ+ ⊂ Φ est un système de racines positives, on désigne par C(Φ+) la chambre de Weyl
correspondante dans a∗ :
C
(
Φ+
)= {μ ∈ a∗: μ(Hα) > 0, ∀α ∈Φ+}.
Enfin, δu,v désigne le symbole de Kronecker des variables u et v.
Grâce à la formule (7.10), on déduit la proposition suivante de résultats dûs pour l’essentiel à
Harish-Chandra et exposés dans [13, II, Section 4].
Proposition 7.5.1. La fonction généralisée ΘG(s),T est une fonction localement intégrable et
G(s)-invariante sur g(s)∗, analytique sur g(s)∗r . De plus, pour j ∈ car(g(s)), Φ+ ⊂Φ(j,g(s)) un
système de racines positives et g ∈ j∗ tel que g|a ∈ C(Φ+), on a
ΘG(s),T (g)=
∑
Y∈ijR
bG,s,T
(
j,Φ+, Y
)
e−i〈g,Y 〉, (7.12)
où bG,s,T (j,Φ+, Y ) est une fonction des trois variables j ∈ car(g(s)), Φ+ un système de racines
positives dans Φ(j,g(s)) et Y ∈ ijR, ayant les propriétés suivantes :
(i) la fonction bG,s,T est G(s)-invariante,
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(iii) si on écrit Y ∈ ijR sous la forme Y = Y0 − iπy avec Y0 ∈ t et y ∈ a, on a
bG,s,T
(
j,Φ+, Y
)= 0, si y /∈ ∑
α∈Φ+
R
+Hα,
(iv) on a
bG,s,T
(
j,Φ+, Y
)= bD,sd,Td(jd,Φ+, Yd)δTz,Yz . (7.13)
De plus, les fonctions bG,s,T sont bornées sur leur domaine de définition, uniformément par
rapport à T .
On remarquera que la condition (ii) entraine que la somme dans (7.12) est finie.
7.6. On garde les notations du numéro précédent et on suppose dans ce numéro que D est le
groupe adjoint complexe de d, que G est le produit direct D ×Z et que Γ = ker j . On se donne
χ un caractère de ker j .
Pour simplifier, on pose EG,s = EG,s,ker j . On choisit Sz ∈ z tel que expSz = sz. Alors, on a
j = jd × jz et
EG,s =ED,sd,ker jd × (Sz + ker jz).
Posant χd = χ |ker jd et χz = χ |ker jz , il vient alors :
vG,χ,s = vD,χd,sd ⊗
( ∑
T ∈ker jz
χz(expT )δSz+T
)
. (7.14)
De plus, l’ensemble z∗Z,χz est défini, de même que la fonction généralisée mZ,χz , et l’on a
g(s)∗r,χ = d(sd)∗r,χd × z∗Z,χz , g(s)∗G,χ = d(sd)∗D,χd × z∗Z,χz , mG(s),χ =mD(sd),χd ⊗mZ,χz .
Par suite, si g ∈ g(s)∗r,χ , on a gd ∈ d(sd)∗r,χd et gz ∈ z∗Z,χz . Alors, utilisant le fait que le théorème
est vrai pour D et prenant la transformée de Fourier de l’égalité (7.14), on déduit que le théorème
est vrai pour G avec
qG,χ,s(g)= e−i〈gz,Sz〉qD,χd,sd(gd), g ∈ g(s)∗r,χ . (7.15)
Nous appuyant sur les résultats de [13], nous allons donner une description de la fonction qG,χ,s .
Soit j ∈ car(g(s)) et Φ+ ⊂Φ(j,g(s)) un système de racines positives. On pose
js =
{
X ∈ ijR: expGX = j (s)
}
,
as
(
Φ+
)= {x ∈ ∑
α∈Φ+
NHα | (−iπx + t)∩ js = ∅
}
,
t1 = t∩ j1.
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Lemme 4 de [13, II, Section 5].
Lemme 24. Soit T ∈ EG,s , j ∈ car(g(s)), Φ+ ⊂ Φ(j,g(s)) un système de racines positives et
X ∈ ijR tel que bG,s,T (j,Φ+,X) = 0. Alors
(i) X ∈ js ,
(ii) si on écrit X =X0 − iπx avec X0 ∈ t et x ∈ a, on a x ∈ as(Φ+).
Maintenant, on introduit la fonction bG,χ,s en posant
bG,χ,s
(
j,Φ+, Y
)= ∑
T ∈e∩EG,s
χ˘
(
s−1 expT
)
bG,s,T
(
j,Φ+, Y
)
, (7.16)
où e est une sous-algèbre de Cartan fondamentale de g(s). Il est clair que la somme dans (7.16)
est finie pour j, Φ+ et Y fixés et qu’elle ne dépend pas du choix de la sous-algèbre de Cartan
fondamentale e. Les résultats du lemme suivant sont conséquence de ceux de [13, II, Section 5,
Lemmes 4–6], de la Proposition 7.5.1(iii) et de la formule (7.13).
Lemme 25. (i) Soit j ∈ car(g(s)), Φ+ ⊂Φ(j,g(s)) un système de racines positives et X ∈ ijR.
Si bG,χ,s(j,Φ+,X) = 0, alors
(a) X ∈ js ,
(b) si on écrit X =X0 − iπx avec X0 ∈ t et x ∈ a, on a x ∈ as(Φ+).
De plus, pour tout Y ∈ t1, on a
bG,χ,s
(
j,Φ+,X + Y )= χ˘ (expY)bG,χ,s(j,Φ+,X). (7.17)
(ii) Il existe un réel d > 0 tel que |bG,χ,s(j,Φ+,X)| d , pour tout (j,Φ+,X).
Maintenant, pour j ∈ car(g(s)), on pose t∗χ = t∗ker j,χ (voir le numéro 6.2). Alors, il résulte de
la relation (7.17) que, le nombre bG,χ,s(j,Φ+,X)e−i〈μ,X0〉, où X = X0 − iπx ∈ js avec X0 ∈ t,
x ∈ a et μ ∈ t∗χ , ne dépend que de x. On peut donc définir la fonction cG,χ,s(j,Φ+,μ, x) des
quatre variables j ∈ car(g(s)), Φ+ un système de racines positives dans Φ(j,g(s)), μ ∈ t∗χ et
x ∈ a en posant :
cG,χ,s
(
j,Φ+,μ, x
)= {0, si x /∈ as ,
bG,χ,s(j,Φ
+,X0 − iπx)e−i〈μ,X0〉, si x ∈ as , (7.18)
où X0 ∈ t est tel que X0 − iπx ∈ js .
Alors, la proposition suivante, qui décrit la fonction qG,χ,s , est conséquence de [13, II, Sec-
tion 5, Lemme 7, Théorème 1′] et de la relation (7.15).
502 M.S. Khalgui, P. Torasso / Journal of Functional Analysis 235 (2006) 449–542Proposition 7.6.1. (i) Soit j ∈ car(g(s)) et Φ+ ⊂ Φ(j,g(s)) un système de racines positives.
Avec les notations du Lemme 25, on a pour ν ∈ C(Φ+) et μ ∈ t∗χ ,∑
x∈as
∣∣cG,χ,s(j,Φ+,μ, x)∣∣e−π〈ν,x〉  d ∏
α∈Φ+, α simple
(
1 − e−π〈ν,Hα〉). (7.19)
(ii) Si λ ∈ g(s)∗r,χ , j ∈ car(g(s)), Φ+ ⊂ Φ(j,g(s)) sont tels que λ ∈ j∗, ν = λ|a ∈ C(Φ+) et si
μ= λ|t, on a
qG,χ,s(λ)=
∑
x∈as
cG,χ,s
(
j,Φ+,μ, x
)
e−π〈ν,x〉. (7.20)
7.7. Dans ce numéro, on établit un résultat général permettant notamment de ramener le
cas d’un groupe reductif connexe simplement connexe quelconque à celui que nous venons de
traiter. On suppose donc que (G, j,G) est un groupe presque algébrique, sans plus. Si Γ ⊂ ker j
est un sous-groupe d’indice fini, χ ∈ Γ ˆ , s ∈ G˜ell,bp et g ∈ g(s)∗r,χ , on définit le caractère ηg de
Γ ∩ (Jg)0 en posant pour T ∈ jg tel que expT ∈ Γ ,
ηg(expT )= ei〈g,T 〉ζG˜(expG˜ T ). (7.21)
Avec ces notations, on a le résultat suivant :
Lemme 26. Si le Théorème 7.4.1 est vrai pour le sous-groupe Γ de ker j , il est vrai pour tout
sous-groupe d’indice fini Γ ′ de Γ . Plus précisément, si χ ′ est un caractère de Γ ′, pour tout
g ∈ g(s)∗
r,χ ′ ∩ Vs , on a
qG,χ ′,s(g)=
[
Γ ∩ (Jg)0 : Γ ′ ∩ (Jg)0
][
Γ : Γ ′]−1 ∑
χ∈Γ ˆ , χ |Γ ′=χ ′
χ |Γ∩(Jg)0=ηg
qG,χ,s(g). (7.22)
Démonstration. Soit χ ′ un caractère de Γ ′. Alors, utilisant la Définition (7.1) de la distribution
vG,χ ′,s et la formule (6.9) on a
vG,χ ′,s =
[
Γ : Γ ′]−1 ∑
χ∈Γ ˆ
χ |Γ ′=χ ′
vG,χ,s .
Prenant la transformée de Fourier, on en déduit que
qG,χ ′,smG(s),χ ′ = [Γ : Γ ′]−1
∑
χ∈Γ ˆ
χ |Γ ′=χ ′
qG,χ,smG(s),χ .
Soit j ∈ car(g(s)) et plaçons-nous sur l’ouvert g(s)∗
r,χ ′,j de g(s)
∗
r,χ ′ . Alors, compte tenu de la
formule (6.8) du Lemme 14, la relation précédente s’écrit
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( ∑
χ∈Γ ˆ/((Γ∩J0)Γ ′)⊥
χ |Γ ′=χ ′
mG(s),χ,j
)
= [Γ ∩ J0 : Γ ′ ∩ J0][Γ : Γ ′]−1
∑
χ∈Γ ˆ/((Γ∩J0)Γ ′)⊥
χ |Γ ′=χ ′
( ∑
η∈((Γ∩J0)Γ ′)⊥
qG,χη,s
)
mG(s),χ,j.
Soit g ∈ g(s)∗
r,χ ′ . Alors, si χ est un caractère de Γ , g est dans g(s)
∗
r,χ si et seulement si
χ |Γ ∩(Jg)0 = ηg . La formule (7.22) du lemme est alors conséquence de la formule précédente
et du Lemme 14. Les autres assertions du lemme s’en déduisent. 
7.8. Supposons maintenant que (G, j,G) est un groupe presque algébrique réductif connexe
simplement connexe quelconque et reprenons les notations du numéro 7.5. Soit D le groupe
adjoint de D, Z le tore algébrique défini sur R quotient de Z par le groupe fini Z ∩ D,
q :Z → Z la projection canonique, G = D × Z, p :G → G l’isogénie telle que p(xz) =
(Adx, q(z)), x ∈ D, z ∈ Z, et j¯ = p ◦ j . Alors (G, j¯ ,G) est un groupe presque algébrique
comme dans le numéro 7.6 et ker j est un sous-groupe d’indice fini de ker j¯ . Avec ces notations,
et compte tenu du Lemme 26, on a le résultat suivant :
Lemme 27. Le Théorème 7.4.1 est vrai pour tout groupe presque algébrique réductif conne-
xe simplement connexe (G, j,G). Plus précisément, si s ∈ Gell, Γ ⊂ ker j est un sous-groupe
d’indice fini et χ est un caractère de Γ , pour tout g ∈ g(s)∗r,χ , on a
qG,χ,s(g)=
[
ker j¯ ∩ (Jg)0 : Γ ∩ (Jg)0
][ker j¯ : Γ ]−1 ∑
χ ′|ker j¯∩(Jg)0=ηg
χ ′∈(ker j¯ )ˆ ,χ ′|Γ =χ
qG,χ ′,s(g). (7.23)
7.9. Revenons à la preuve du Théorème 7.4.1 dans le cas général, dont nous avons dit qu’il
suffit de montrer les assertions (i) et (iv). Soit T ∈ EG,s,Γ . Il résulte de [20, Théorème 14] que
ΘG(s),T est une fonction localement intégrable, analytique sur l’ouvert Vs du Lemme 22, de
complémentaire Lebesgue-négligeable, et qui vérifie
ΘG(s),T (g)=
∑
T ′∈Rg,s\G(s).T∩rg,s
ΘRg,s ,T ′(g|rg,s ),
où, pour g ∈ Vs , Rg,s est un facteur réductif du sous-groupe induisant canonique Bg,s de g
relativement à G(s), dont l’algèbre de Lie rg,s contient la sous-algèbre de Cartan–Duflo jg,s de
g(s) relative à g. Encore une fois, bien que le résultat soit énoncé dans [20], avec pour Bg le
sous-groupe acceptable canonique associé à g, il est immédiat, dans la mesure où le second est
inclus dans le premier et a même algèbre de Lie, qu’il reste vrai si Bg est le sous-groupe induisant
canonique.
Cela dit, comme on l’a vu dans la démonstration du Lemme 22, bg(s) est l’algèbre de Lie de
Bg,s , de sorte que l’on peut choisir le facteur réductif Rg de Bg tel que (Rg(s))0 ⊂Rg,s ⊂Rg(s)
et, si rg est l’algèbre de Lie de Rg , rg,s = rg(s). Comme dans le numéro 7.4 on considère le
groupe presque algébrique réductif simplement connexe (R˜g, jg, (Rg)0), revêtement universel
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et W ∈ [V js ], on choisit gW ∈ W . Alors, si g ∈ W , on a (voir la démonstration de la Proposi-
tion 3.13 de [20]) :
ΘG(s),T (g)=
∑
T ′∈RgW ,s\G(s).T∩rgW ,s
ΘRgW ,s ,T
′(g|rgW ,s ).
On peut de plus choisir RgW stabilisant la restriction uW de gW à ubgW . Il vient alors
ΘG(s),T (g)=
∑
T ′∈R˜gW (s)\G(s).T∩rgW (s)
ΘR˜gW (s),T
′(g|rgW (s)), g ∈W . (7.24)
Soit ϕ ∈S (g(s)∗). Alors, compte tenu de (7.24), (7.1) et (6.17), on a
vGˆ,χ,s(ϕ dg(s)∗g)= (2π)−2dg
∑
j∈CarG(s)(g(s))
[
W
(
G(s), j
)]−1 ∑
W ∈[V js ]
AWj (ϕ dg(s)∗g), (7.25)
où on a posé, pour j ∈ car(g(s)) et W ∈ [V js ], sous réserve de convergence des séries,
AWj (ϕ dg(s)∗g)=
∑
T ∈G(s)\EG,s,Γ
χ˘
(
s−1 expG˜ T
) ∑
T ′∈R˜gW (s)\G(s).T∩rgW (s)
∫
j∗
FWG(s),j,ϕ(λ)
×ΘR˜gW (s),T ′(λ)πG(s),j,s(λ)dj∗λ. (7.26)
Fixons donc j ∈ car(g(s)) et W ∈ [V js ]. Il est clair que la fonction généralisée AWj est non nulle
seulement si pG(s) ∈ (RgW )0Γ . Supposons que ce soit le cas et choisissons s˜gW ∈ R˜gW tel que
sgW = p˜gW (s˜gW ) ∈ s p−1G (Γ ). On a alors
R˜gW (s)= R˜gW (sgW ),
EG,s,Γ ∩ rgW (s)=ER˜gW ,s˜gW ,ΓgW
et, compte tenu du Lemme 23, formule (7.3),
χ˘
(
s−1 expG˜ T
)= χ˘(s−1sgW )χ˘gW (s˜−1gW expR˜gW T ), T ∈ER˜gW ,s˜gW ,ΓgW .
Reportons ceci dans la formule (7.26). Alors, comme R˜gW (s˜gW ) est un sous-groupe de
R˜gW (sgW ) de même algèbre de Lie (en fait connexe et d’indice fini) si bien que l’on a
ΘR˜gW (sgW ),T
=
∑
T ′∈R˜gW (s˜gW )\R˜gW (sgW ).T
ΘR˜gW (s˜gW ),T
′ ,
on obtient, toujours sous réserve de convergence des séries,
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(
s−1sgW
) ∑
T ∈R˜gW (s˜gW )\ER˜gW ,s˜gW ,ΓgW
χ˘gW
(
s˜−1gW expR˜gW T
)
×
∫
j∗
FWG(s),j,ϕ(λ)ΘR˜gW (s˜gW ),T
(λ)πG(s),j,s(λ)dj∗λ. (7.27)
Soit egW une sous-algèbre de Cartan fondamentale de rgW . Avec les notations du numéro 7.8,
on considère le groupe presque algébrique réductif simplement connexe (R˜gW , j¯gW , (RgW )0).
Avec ces notations et celles des numéros 7.4 et 7.8, on a
AWj (ϕ dg(s)∗g)= χ˘
(
s−1sgW
)[ker j¯gW : ΓgW ]−1 ∑
(χ ′∈ker j¯gW )ˆ
χ ′|ΓgW =χgW
AWj,χ ′(ϕ dg(s)∗g) (7.28)
où on a posé, sous réserve de convergence des séries,
AWj,χ ′(ϕ dg(s)∗g)=
∑
T ∈egW ∩ER˜gW ,s˜gW
χ˘ ′
(
s˜−1gW expR˜gW T
)
×
∫
j∗
FWG(s),j,ϕ(λ)ΘR˜gW (s˜gW ),T
(λ)πG(s),j,s(λ)dj∗λ. (7.29)
Maintenant, soit j = t⊕a la décomposition de j en partie anisotrope et partie déployée, Φ (respec-
tivement ΦI ) le système des racines réelles (respectivement imaginaires) de jC dans rgW ,C(s˜gW ),
W(Φ) le groupe de Weyl de Φ et Φ+ un système de racines positives dans Φ . On choisit des
mesures de Lebesgue dt∗μ et da∗ν telles que dj∗λ= dt∗ν da∗μ. On pose
πG(s),Φ+ =
∏
α∈Φ+
Hα
et on désigne par π ′
G(s),j,s le quotient de πG(s),j,s par πG(s),Φ+ . Étant donnés w ∈ W(Φ) et Φ+I
un système de racines positives dans ΦI , on pose
Ψ
Φ+I ,w
W ,ϕ (μ, ν)= 1C(Φ+I )(μ)F
W
G(s),j,ϕ(μ+w.ν)π ′G(s),j,s(μ+w.ν), μ ∈ t∗, ν ∈ a∗, (7.30)
C(Φ+I ) étant la chambre de Weyl positive définie par Φ
+
I dans t∗, et pour χ ′ ∈ (ker j¯gW )ˆ ,
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)=
∑
T ∈egW ∩ER˜gW ,s˜gW
χ˘ ′
(
s˜−1gW expR˜gW T
) ∫
t∗×C(Φ+)
Ψ
Φ+I ,w
W ,ϕ (μ, ν)
×ΘR˜ (s˜ ),T (μ+ ν)πG(s),Φ+(w.ν)dt∗μda∗ν, (7.31)gW gW
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ΘR˜gW (s˜gW ),T
sont W(Φ)-invariantes, on a pour χ ′ ∈ (ker j¯gW )ˆ ,
AWj,χ ′(ϕ dg(s)∗g)=
∑
Φ+I
∑
w∈W(Φ)
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g), (7.32)
la première sommation portant sur les systèmes de racines positives dans ΦI .
7.10. Dans ce numéro, nous allons étudier les expressions AW ,Φ
+
I ,w
j,χ ′ (ϕ dg(s)∗g), j, W , χ
′
, w
et Φ+I étant fixés. Pour T ∈ egW ∩ER˜gW ,s˜gW , on désigne par AT (ϕ dg(s)∗g) le terme d’indice T
dans la série (7.31), de sorte que l’on a, sous réserve de convergence,
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)=
∑
T ∈egW ∩ER˜gW ,s˜gW
AT (ϕ dg(s)∗g). (7.33)
Compte tenu de la Proposition 7.5.1, on a
AT (ϕ dg(s)∗g)= χ˘ ′
(
s˜−1gW expR˜gW T
) ∑
Y∈ijR
bR˜gW ,s˜gW ,T
(
j,Φ+, Y
)
×
∫
t∗×C(Φ+)
Ψ
Φ+I ,w
W ,ϕ (μ, ν)e
−i〈μ+ν,Y 〉πG(s),Φ+(w.ν)dt∗μda∗ν. (7.34)
Mais, il résulte des propriétés des fonctions FW
G(s),j,ϕ que Ψ
Φ+I ,w
W ,ϕ admet une transformée de
Fourier par rapport à la variable μ. Alors, posant pour ν ∈ a∗ et X ∈ t,
η
Φ+I ,w
W ,ϕ (X, ν)=
∫
t∗
Ψ
Φ+I ,w
W ,ϕ (μ, ν)e
−i〈μ,X〉 dt∗μ
et écrivant Y ∈ ijR sous la forme Y = Y0 − iπy avec Y0 ∈ t et y ∈ a, il vient
AT (ϕ dg(s)∗g)= χ˘ ′
(
s˜−1gW expR˜gW T
) ∑
Y∈ijR
bR˜gW ,s˜gW ,T
(
j,Φ+, Y
)
×
∫
C(Φ+)
η
Φ+I ,w
W ,ϕ (Y0, ν)e
−π〈ν,y〉πG(s),Φ+(w.ν)da∗ν. (7.35)
Posons alors pour T ∈ egW ∩ER˜gW ,s˜gW ,
aT (ϕ dg(s)∗g)=
∑
Y∈ijR
∣∣bR˜gW ,˜sgW ,T (j,Φ+, Y )∣∣
∫
+
∣∣ηΦ+I ,wW ,ϕ (Y0, ν)∣∣e−π〈ν,y〉πG(s),Φ+(ν)da∗ν,
C(Φ )
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D’autre part, si pour Y ∈ ijR, on pose
c(Y )=
∑
T ∈egW ∩ER˜gW ,s˜gW
∣∣bR˜gW ,˜sgW ,T (j,Φ+, Y )∣∣, (7.36)
on a
∑
T ∈egW ∩ER˜gW ,s˜gW
aT (ϕ dg(s)∗g)=
∑
Y∈ijR
c(Y )
∫
C(Φ+)
∣∣ηΦ+I ,wW ,ϕ (Y0, ν)∣∣e−π〈ν,y〉πG(s),Φ+(ν)da∗ν.
(7.37)
Il résulte de la Proposition 7.5.1 et du Lemme 24 que la fonction c(Y ) vérifie
(i) il existe M  0 tel que pour tout Y ∈ ijR, c(Y )M ,
(ii) si Y ∈ ijR est tel que c(Y ) = 0, alors Y ∈ js˜gW et, si l’on écrit Y = Y0 − iπy avec Y0 ∈ t et
y ∈ a, y ∈ as˜gW (Φ+).
Soit θ :as˜gW → t une application telle que θ(y)− iπy ∈ js˜gW , y ∈ as˜gW . Alors, on a
(t− iπy)∩ js˜gW = θ(y)− iπy + t1, y ∈ as˜gW , (7.38)
t1 étant le réseau de t relatif au groupe (R˜gW , j¯gW , (RgW )0) introduit au numéro 7.6. On déduit
de (7.37), (7.38) et des propriétés (i) et (ii) de la fonction c(Y ), la majoration∑
T ∈egW ∩ER˜gW ,s˜gW
aT (ϕ dg(s)∗g)
M
∑
y∈as˜gW (Φ+)
∫
C(Φ+)
∑
Y∈t1
∣∣ηΦ+I ,wW ,ϕ (θ(y)+ Y, ν)∣∣e−π〈ν,y〉πG(s),Φ+(ν)da∗ν. (7.39)
Soit (α1, . . . , αs) (respectivement (β1, . . . , βr )) une (respectivement la) base de racines simples
de ΦI (respectivement Φ+). Soit Φ∨I le système de racines dans t dual de ΦI . Alors, 2iπΦ∨I est
contenu dans t1 et il existe Hs+1, . . . ,Hn ∈ t1, complétant (iHα1 , . . . , iHαs ) en une base de t. Soit
t′1 le réseau de t engendré par 2iπΦ∨I et Hs+1, . . . ,Hn. C’est un sous-réseau de t1 et on choisit
dans t1 un ensemble de représentants, Y1, . . . , Yl , du groupe fini t1/t′1. On considère un système
de coordonnées (x1, . . . , xn) (respectivement (y1, . . . , yq)) sur t∗ (respectivement a∗) tel que
xj =
{ iHαj , 1 j  s,
1
2π Hj , s + 1 j  n,
yj =Hβj , 1 j  r.
Désignons par Cr,q le cône constitué des (y1, . . . , yq) ∈ Rq tels que yj > 0, 1 j  r .
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t∗ × a∗ avec Rn × Rq . Dans ces conditions, t∗ ×C(Φ+) s’identifie avec Rn ×Cr,q et le réseau
t′∗1 dual du réseau t′1 avec le réseau Zn de Rn.
Soit U = {x ∈ Rn: x1x2 · · ·xn = 0}. Dans [34, p. 128], nous avons introduit l’espace de Fré-
chet En,r,q des fonctions ϕ continues sur Rn ×Cr,q , C∞ sur U ×Cr,q et dont toutes les dérivées
partielles sont Lebesgue intégrables, muni des semi-normes
νp(ϕ)=
∫
Rn×Cr,q
∣∣∂pϕ(x)∣∣dx, p ∈ C[x1, . . . , xn, y1, . . . , yq ],
∂p étant l’opérateur différentiel p( ∂∂x1 , . . . ,
∂
∂xn
, ∂
∂y1
, . . . , ∂
∂yq
). La formule sommatoire de Pois-
son par rapport au réseau Zn de Rn s’applique aux éléments de En,r,q .
Si l’on considère πG(s),Φ+ comme la fonction (μ, ν) → πG(s),Φ+(ν), il résulte de la Pro-
position 6.10.1 et de [34, Proposition 5, p. 111 et Corollaire 2, p. 115] que l’application
ϕ → ΨΦ
+
I ,w
W ,ϕ (1 + πG(s),Φ+) est linéaire continue de S (g(s)∗) dans En,r,q . Mais alors, d’après
[34, Théorème 4, p. 119 et Lemme 26, p. 128], il existe p1, . . . , pk ∈ S(t∗) tels que
sup
X∈t
∑
Y∈t′1
∣∣ηΦ+I ,wW ,ϕ (X + Y, ν)∣∣ k∑
j=1
∫
t∗
∣∣∂pj Ψ Φ+I ,wW ,ϕ (μ, ν)∣∣dt∗μ, ν ∈ C(Φ+),
d’où l’on déduit que
∑
Y∈t1
∣∣ηΦ+I ,wW ,ϕ (X + Y, ν)∣∣= l∑
j=1
∑
Y∈t′1
∣∣ηΦ+I ,wW ,ϕ (X + Yj + Y, ν)∣∣
 l
k∑
j=1
∫
t∗
∣∣∂pj Ψ Φ+I ,wW ,ϕ (μ, ν)∣∣dμ,ν ∈ C(Φ+), X ∈ t.
Reportant cette inégalité dans (7.39), on trouve la majoration∑
T ∈egW ∩ER˜gW ,s˜gW
aT (ϕ dg(s)∗g)
 lM
k∑
j=1
∫
t∗×C(Φ+)
∣∣∂pj Ψ Φ+I ,wW ,ϕ (μ, ν)∣∣{ ∑
y∈as˜gW (Φ+)
e−π〈ν,y〉
}
πG(s),Φ+(ν)dt∗μda∗ν.
(7.40)
Cependant, comme as˜gW (Φ
+) ⊂∑α∈Φ+ NHα , il existe une constante M1 > 0 telle que pour
ν ∈ C(Φ+), on ait{ ∑
y∈as˜g (Φ+)
e−π〈ν,y〉
}
πG(s),Φ+(ν)
{ ∑
y∈∑α∈Φ+ NHα
e−π〈ν,y〉
}
πG(s),Φ+(ν)W
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{ ∏
α∈Φ+
α simple
(
1 − e−π〈ν,Hα〉)−1}πG(s),Φ+(ν)
M1
(
1 + πG(s),Φ+(ν)
)
.
Reportant ceci dans (7.40), on obtient∑
T ∈egW ∩ER˜gW ,s˜gW
aT (ϕ dg(s)∗g)
 lMM1
k∑
j=1
∫
t∗×C(Φ+)
∣∣∂pj Ψ Φ+I ,wW ,ϕ (μ, ν)∣∣(1 + πG(s),Φ+(ν))dt∗μda∗ν. (7.41)
La majoration (7.41) montre que la série∑T ∈egW ∩ER˜gW ,s˜gW aT (ϕ dg(s)∗g) converge et que l’ap-
plication ϕ →∑T ∈egW ∩ER˜gW ,s˜gW aT (ϕ dg(s)∗g) est une semi-norme continue sur S (g(s)∗).
Elle justifie aussi les égalités formelles (7.31), (7.29) et (7.25)–(7.27) en montrant que les séries
qui y apparaissent sont absolument convergentes. Elle montre également que la série de distribu-
tions vG,χ,s converge dans l’espace S ′(g(s)∗).
Maintenant, nous pouvons calculer AW ,Φ
+
I ,w
j,χ ′ (ϕ dg(s)∗g). En fait, compte tenu de la formule(7.16) définissant la fonction bR˜gW ,χ ′,s˜gW , la majoration (7.41) montre également que l’on peut
permuter les signes sommes et intégrale dans l’expression obtenue en reportant (7.35) dans (7.33)
pour écrire
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)
=
∫
C(Φ+)
{∑
Y∈ijR
bR˜gW ,χ
′,s˜gW
(
j,Φ+, Y
)
η
Φ+I ,w
W ,ϕ (Y0, ν)e
−π〈ν,y〉
}
πG(s),Φ+(w.ν)da∗ν, (7.42)
tout en ayant convergence absolue :∫
C(Φ+)
{∑
Y∈ijR
∣∣bR˜gW ,χ ′,s˜gW (j,Φ+, Y )ηΦ+I ,wW ,ϕ (Y0, ν)∣∣e−π〈ν,y〉
}
πG(s),Φ+(ν)da∗ν <+∞.
Mais alors, tenant compte des propriétés de la fonction bR˜gW ,χ ′,s˜gW énoncées dans le Lemme 25
et de la relation (7.38), il vient
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)
=
∫
C(Φ+)
{ ∑
y∈as˜gW
{∑
Y∈t1
η
Φ+I ,w
W ,ϕ
(
θ(y)+ Y, ν)χ˘ ′(expR˜gW Y)
}
× bR˜gW ,χ ′,s˜gW
(
j,Φ+, θ(y)− iπy)e−π〈ν,y〉}πG(s),Φ+(w.ν)da∗ν. (7.43)
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+
I ,w
W ,ϕ (1 + πG(s),Φ+) est dans En,r,q , de [34, Théo-
rème 4, p. 119 et Lemme 26, p. 128] et du fait que t′1 est un sous-réseau de t1 que l’on peut
appliquer la formule sommatoire de Poisson pour obtenir
∑
Y∈t1
η
Φ+I ,w
W ,ϕ
(
θ(y)+ Y, ν)χ˘ ′(expR˜gW Y)= vol(t1)−1 ∑
μ∈t∗
χ ′
Ψ
Φ+I ,w
W ,ϕ (μ, ν)e
−i〈μ,θ(y)〉.
Reportant cette relation dans (7.43) et tenant compte de la définition (7.18) de la fonction
cR˜gW ,χ
′,s˜gW
, il vient
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)= vol(t1)−1
∫
C(Φ+)
{ ∑
y∈as˜gW
{ ∑
μ∈t∗
χ ′
Ψ
Φ+I ,w
W ,ϕ (μ, ν)
× cR˜gW ,χ ′,s˜gW
(
j,Φ+,μ, y
)
e−π〈ν,y〉
}
πG(s),Φ+(w.ν)da∗ν. (7.44)
Cependant, pour μ ∈ t∗
χ ′ et Y = Y0 − iπy ∈ ijR, on a∣∣cR˜gW ,χ ′,s˜gW (j,Φ+,μ, y)∣∣ c(Y )M,
comme il résulte de la définition (7.36) et de la propriété (i) de la fonction c(Y ). On en déduit
que l’expression
a(ϕ)=
∑
y∈as˜gW
∑
μ∈t∗
χ ′
∫
C(Φ+)
∣∣ΨΦ+I ,wW ,ϕ (μ, ν)cR˜gW ,χ ′,s˜gW (j,Φ+,μ, y)∣∣
× e−π〈ν,y〉πG(s),Φ+(ν)da∗ν
est finie, l’application ϕ → a(ϕ) étant une semi-norme continue sur S (g(s)∗). Compte tenu de
la formule (7.20) satisfaite par la fonction qR˜gW ,χ ′,s˜gW , on en déduit d’une part que
b(ϕ)=
∑
μ∈t∗
χ ′
∫
C(Φ+)
∣∣ΨΦ+I ,wW ,ϕ (μ, ν)∣∣∣∣qR˜gW ,χ ′,s˜gW (μ+ ν)∣∣πG(s),Φ+(ν)da∗ν  a(ϕ), (7.45)
si bien que l’application ϕ → b(ϕ) est une semi-norme continue sur S (g(s)∗), et d’autre part
que l’on peut permuter les signes sommes et intégrale dans (7.44) pour écrire
A
W ,Φ+I ,w
j,χ ′ (ϕ dg(s)∗g)= vol(t1)−1
∑
μ∈t∗
χ ′
∫
C(Φ+)
Ψ
Φ+I ,w
W ,ϕ (μ, ν)qR˜gW ,χ
′,s˜gW
(μ+ ν)
× πG(s),Φ+(w.ν)da∗ν. (7.46)
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tant (7.46) dans (7.32), et tenant compte de (7.30) et du fait que la restriction à j∗ de la fonction
qR˜gW ,χ
′,s˜gW
est W(Φ)-invariante, on trouve
AWj,χ ′(ϕ dg(s)∗g)
= vol(t1)−1
∑
μ∈t∗
χ ′
∫
a∗
FWG(s),j,ϕ(μ+ ν)πG(s),j,s(μ+ ν)qR˜gW ,χ ′,s˜gW (μ+ ν)da∗ν. (7.47)
De même, utilisant (7.45), on voit que l’expression
aWj,χ ′(ϕ)= vol(t1)−1
∑
μ∈t∗
χ ′
∫
a∗
∣∣FWG(s),j,ϕ(μ+ ν)∣∣∣∣πG(s),j,s(μ+ ν)∣∣∣∣qR˜gW ,χ ′,s˜gW (μ+ ν)∣∣da∗ν
(7.48)
est finie et que l’application ϕ → aWj,χ ′(ϕ) est une semi-norme continue sur S (g(s)∗).
Cependant, avec les notations des numéros 6.2, 7.4 et 7.7, on a tΓ = tΓgW et
t∗Γ,χ = t∗ΓgW ,χgW =
⊔
χ ′∈(ker j¯gW )ˆ/(ker j¯gW ∩J0)⊥
χ ′|ΓgW =χgW
t∗χ ′ , (7.49)
tandis que, si μ ∈ t∗Γ,χ et χ ′ ∈ (ker j¯gW )ˆ est tel que χ ′|ΓgW = χgW , on a μ ∈ t∗χ ′ si et seulement
si χ ′|ker j¯gW ∩J0 = ημ. Alors reportant (7.47) dans (7.28) et compte tenu de la relation (7.23) du
Lemme 27, on trouve
AWj (ϕ dg(s)∗g)= χ˘
(
s−1sgW
)
vol(t1)−1[ker j¯gW ∩ J0 : ΓgW ∩ J0]−1
×
∑
μ∈t∗Γ,χ
∫
a∗
FWG(s),j,ϕ(μ+ ν)πG(s),j,s(μ+ ν)qR˜gW ,χgW ,s˜gW (μ+ ν)da∗ν.
Or, on a l’isomorphisme de groupes finis t1/tΓgW  ker j¯gW ∩J0/ΓgW ∩J0 de sorte que, compte
tenu de la relation (6.15) caractérisant la mesure dmjΓ,χ , il vient
AWj (ϕ dg(s)∗g)= χ˘
(
s−1sgW
) ∫
j∗Γ,χ
FWG(s),j,ϕ(λ)qR˜gW ,χgW ,s˜gW
(λ)
× πG(s),j,s(λ)dmjΓ,χ (λ). (7.50)
D’autre part, posons
aWj (ϕ)=
∫
j∗
∣∣FWG(s),j,ϕ(λ)∣∣ ∣∣qR˜gW ,χgW ,s˜gW (λ)∣∣ ∣∣πG(s),j,s(λ)∣∣dmjΓ,χ (λ). (7.51)
Γ,χ
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∣∣qR˜gW ,χgW ,s˜gW (λ)∣∣ [ker j¯gW ∩ J0 : ΓgW ∩ J0][ker j¯gW : ΓgW ]
∑
χ ′∈(ker j¯gW )ˆχ ′|ΓgW =χgW
χ ′|ΓgW ∩J0=ηλ
∣∣qR˜gW ,χ ′,s˜gW (λ)∣∣.
Alors, reportant cette inégalité dans (7.51) et tenant compte de (7.49), on obtient
aWj (ϕ) [ker j¯gW : ΓgW ]−1
∑
χ ′∈(ker j¯gW )ˆ/((ker j¯gW ∩J0)ΓgW )⊥
χ ′|ΓgW =χgW
aWj,χ ′(ϕ),
d’où résulte que aWj est une semi-norme continue sur S (g(s)
∗).
7.12. Pour tout j ∈ car(g(s)) et tout élément W ∈ W(G(s), j) \ [V js ], on choisit un de ses
représentants dans [V js ] noté de même W , un élément gW ∈ W et on considère les objets as-
sociés comme plus haut RgW , R˜gW , s˜gW , . . . . On définit alors une fonction q˜ , G(s)-invariante
sur g(s)∗r,χ en décidant qu’elle est nulle en dehors de Vs ∩ g(s)∗r,χ et que, pour j ∈ CarG(s)(g(s)),
W ∈W(G(s), j) \ [V js ] et g ∈W ∩ g(s)∗r,χ , on a
q˜(g)=
{0, si pG(s) /∈ (RgW )0Γ,
χ˘(s−1sgW )qR˜gW ,χgW ,s˜gW (g|rgW (sgW )), sinon.
(7.52)
Pour démontrer l’existence de q˜ , il faut s’assurer que la fonction q˜|W définie sur W par
l’Éq. (7.52) est invariante par
NG(s)(j)(W )=
{
x ∈NG(s)(j)/x.W =W
}
.
Si pG(s) /∈ (RgW )0Γ , il n’y a rien à démontrer.
Avant de traiter le cas contraire, il nous faut introduire une notation. Si x ∈G(s), g ∈ Vs et si
Rg est un facteur réductif de Bg vérifiant les conditions stipulées avant l’énoncé du Lemme 23,
l’application y → xyx−1 définit un isomorphisme de groupes presque algébriques de Rg dans un
facteur réductif Rx.g de Bx.g vérifiant les mêmes conditions pour x.g, lequel se relève de manière
unique en un isomorphisme de groupes presque algébriques, encore noté y → xyx−1, de R˜g
dans R˜x.g . Avec ces notations, il est clair que l’on a xΓgx−1 = Γx.g et χx.g(γ ) = xχg(γ ) :=
χg(x
−1γ x), γ ∈ Γx.g .
Supposons donc que pG(s) ∈ (RgW )0Γ et soit x ∈ NG(s)(j)(W ), g ∈ W ∩ g(s)∗r,χ . Compte
tenu des propriétés de l’ouvert Vs , il existe y ∈ ZG(s)(j) tel que yR˜x−1.gW y−1 = R˜gW . Utilisant
les propriétés d’invariance des fonctions de Poisson–Plancherel (7.5) et (7.7) déjà démontrées
dans le cas des groupes réductifs simplement connexes, on obtient alors
q˜|W (x.g)= χ˘
(
s−1sgW
)
qR˜gW ,χgW ,s˜gW
(x.g|rgW (sgW ))
= χ˘(s−1sgW )qR˜
x−1 .gW ,χx−1 .gW ,x
−1 s˜gW x
(g|r
x−1 .gW (x
−1sgW x)
)
= χ˘(s−1sgW )qR˜ −1 ,χ −1 ,x−1 s˜g x(g|j)x .gW x .gW W
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x−1.gW ,χx−1 .gW ,x
−1 s˜gW x
(
y−1.g|j
)
= χ˘(s−1sgW )qR˜gW ,yx−1χgW ,yx−1 s˜gW xy−1(g|j)
= χ˘(s−1sgW )qR˜gW ,χgW ,s˜gW (xy−1.g|rgW (sgW )),
où l’on considère xy−1 agissant par automorphisme dans R˜gW . Mais, il résulte du Lemme 23
que cet automorphisme fixe le caractère χgW et donc la distribution vR˜gW ,χgW ,s˜gW . Comme
la fonction généralisée mR˜gW (s˜gW ),χgW est canonique, on déduit alors de (7.4) que l’adjoint de
cet automorphisme laisse fixe la fonction qR˜gW ,χgW ,s˜gW . Compte tenu de ce qui précède, ceci
montre que
q˜|W (x.g)= q˜|W (g),
comme voulu.
Il est clair que la fonction q˜ est analytique sur Vs ∩ g(s)∗r,χ . Maintenant, il résulte de la dé-
finition de q˜ , du fait que, pour j ∈ car(g(s)) et W ∈ [V js ], aWj est une semi-norme continue sur
S (g(s)∗) et du Lemme 17(ii) que la mesure |q˜|dmG(s),χ est une mesure de Radon tempérée.
Mais alors, les formules (6.16), (7.50) et (7.25) montrent que
vGˆ,χ,s = q˜mG(s),χ ,
d’où l’assertion (i) du théorème. Il nous reste à voir que la fonction qG,s,χ vérifie la relation (7.8).
La définition de la fonction généralisée mG(s),χ montre que tout ouvert non vide de Vs ∩ g(s)∗r,χ
est de mesure strictement positive pour dmG(s),χ . Il résulte alors de l’analycité de la fonction
q˜ qu’elle est indépendante des choix faits. En particulier, étant donné g ∈ Vs ∩ g(s)∗r,χ , les
choix de W , gW et s˜gW tels que W  g, gW = g et s˜gW = s˜g permettent d’obtenir l’égalité
qG,s,χ |W ∩g(s)∗r,χ = q˜|W ∩g(s)∗r,χ qui, appliquée à g, fournit (7.8). 
7.13. Avec les notations du Théorème 7.4.1, on définit la fonction de Poisson–Plancherel
qG,χ sur l’ensemble des couples (s, g) tels que s ∈ G˜ell,bp et g ∈ g(s)∗G,χ en posant :
qG,χ (s, g)= qG,χ,s(g). (7.53)
Toujours avec les notations du Théorème 7.4.1, il est clair que la fonction qG,χ vérifie les rela-
tions suivantes :
qG,χ
(
xsx−1, x.g
)= qG,χ (s, g), x ∈G, (7.54)
qG,χ (sγ, g)= χ˘
(
γ−1
)
qG,χ (s, g), γ ∈ p−1G (Γ ), (7.55)
qG′,χ ′
(
a(s), a(g)
)= qG,χ (s, g), (7.56)
où s ∈ G˜ell,bp, g ∈ V ∩ g(s)∗G,χ = Vs ∩ g(s)∗G,χ , a : (G, j,G) → (G′, j ′,G′) est un isomor-
phisme de groupes presque algébriques et χ ′ est le caractère de Γ ′ = a(Γ ) tel que χ = χ ′ ◦ a.
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8.1. Soit g ∈ g∗. On dispose donc de l’extension métaplectique G(g)g de G(g) et de la fonc-
tion δg sur G(g)g introduites au numéro 3.4. On désigne toujours par  l’élément non trivial du
noyau de la projection naturelle de G(g)g sur G(g). D’autre part, le sous-groupe ker j se relève
de manière unique en un sous-groupe de G(g)g , encore noté ker j , au moyen du morphisme qui,
à γ ∈ ker j , fait correspondre l’unique élément γ de G(g)g situé au-dessus et tel que δg(γ )= 1.
On désigne par XG,χ (g) l’ensemble des données de G-χ -admissibilités pour g : c’est l’en-
semble des représentations unitaires irréductibles τ de G(g)g qui sont telles que :
τ()= −Id, τ (γ )= χ(γ )Id, γ ∈ Γ, τ(expX)= eig(X)Id, X ∈ g(g).
Alors, g est dite G-χ -admissible si XG,χ (g) est non vide. Si g est fortement régulière, elle est
G-χ -admissible si et seulement si elle appartient à g∗G,χ .
On remarquera que si τ ∈XG,χ (g), δgτ passe au quotient en une représentation projective de
G(g) dans l’espace de τ .
On note XG,χ l’ensemble des couples (g, τ ) tels que g ∈ g∗G,χ et τ ∈XG,χ (g). Alors G opère
de manière naturelle sur XG,χ , via l’action coadjointe sur le premier facteur et par transport de
structure sur le second.
Plus généralement, soit (G′, j ′,G′) un autre groupe presque algébrique d’algèbre de Lie g′
et a : (G, j,G) → (G′, j ′,G′) un isomorphisme de groupes presque algébriques. Reprenant les
notations du Théorème 7.4.1(iii), on voit aisément que a induit par transport de structure une
bijection a : XG,χ → XG′,χ ′ telle que, pour tout g ∈ g∗G,χ , a(XG,χ (g)) = XG′,χ ′(a(g)). En par-
ticulier, on peut écrire a(g, τ )= (a(g), aτ ), pour (g, τ ) ∈XG,χ .
À tout élément (g, τ ) ∈XG,χ , Duflo fait correspondre une représentation unitaire irréductible
TG,g,τ de G, notée plus simplement Tg,τ , de telle sorte que l’application (g, τ ) → Tg,τ induise
une injection de G \ XG,χ dans l’ensemble Ĝχ des classes d’équivalence des représentations
unitaires irréductibles de G dont la restriction à Γ est un multiple du caractère χ (voir [10, V.2,
p. 146]).
Nous ne rappellerons pas la construction des représentations Tg,τ , mais nous donnerons à la
Section 9.3 la description du ψG-caractère d’une grosse partie d’entre elles, ce qui suffit, lorsque
G est unimodulaire, à caractériser celles-ci.
8.2. Soit g ∈ g∗r . Comme Jg agit trivialement dans g(g), on voit que A˜dG(p−1G (Jg)) est
contenu dans ML(g)(βg) de sorte que le morphisme de Jg dans Sp(g/g(g)) induit par l’action
adjointe se relève en le morphisme φβg ◦ A˜dG|p−1G (Jg) de p
−1
G (Jg) dans Mp(g/g(g)) (voir le
numéro 4.3), lequel induit un morphisme injectif φg de p−1G (Jg) dans G(g)g .
Si G satisfait de plus aux hypothèses du numéro 4.7, il se relève naturellement en un sous-
groupe de G˜ (voir le numéro 6.3), de sorte que l’on peut considérer φg , ou plutôt sa restriction,
comme un morphisme injectif de Jg dans G(g)g .
8.3. Dans les paragraphes suivants, nous définissons la fonction de Plancherel ξG sur XG =⋃
χ∈Γ ˆ XG,χ et nous la relions à la fonction de Poisson–Plancherel qG,χ .
Nous commençons, dans ce numéro et le suivant, par décrire les fonctions de Plancherel pour
les groupes réductifs. On suppose donc que (G, j,G) est un groupe presque algébrique réductif
et, dans un premier temps, que G est un groupe connexe simplement connexe. Soit g ∈ g∗ .G,χ
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aux hypothèses du numéro 4.7 si bien que l’on peut considérer φg comme un morphisme injectif
de Jg dans G(g)g . On en déduit immédiatement que l’application τ → τ ◦ φg permet d’identifier
XG,χ (g) avec l’ensemble des (classes d’équivalence de) représentations unitaires irréductibles τ
de Jg qui vérifient les relations suivantes :
τ(γ )= χ˘ (γ )Id, γ ∈ Γ, τ(expX)= eig(X)Id, X ∈ jg.
Soit donc τ ∈XG,χ (g). Soit Φg le système des racines réelles de jg dans g et Φ+g ⊂Φg un sous-
ensemble de racines positives. Étant donné α ∈ Φg , on note Hα ∈ jg la coracine de α, on choisit
des vecteurs radiciels X±α ∈ g±α tels que [Xα,X−α] =Hα et on pose γα = exp(π(Xα −X−α)).
Alors, γα est un élément de Jg et, si γα peut dépendre du choix de Xα , le sous-ensemble
{γα, γ−1α } du groupe Jg n’en dépend pas et est stable par automorphismes intérieurs.
De plus, il résulte des définitions de δg et φg que δg ◦φg est un caractère de Jg (voir [10, III.2
et III.3]).
On déduit de tout ceci que l’opérateur 12 ((δ
gτ ) ◦ φg(γα)+ (δgτ ) ◦ φg(γ−1α )) est scalaire et ne
dépend que de α. On note alors xτ (α) l’unique valeur propre de cet opérateur : c’est un réel de
valeur absolue inférieure ou égale à 1.
Enfin, le nombre nα = 12
∑
β(Hα), où la somme est prise sur l’ensemble des β ∈ Δ(jg)C,gC
telles que β + β¯ ∈ R+α, est un entier, et on pose α = (−1)nα .
Avec ces notations, on a :
ξG(g, τ )=
∏
α∈Φ+g
| sinh(πg(Hα))|
cosh(πg(Hα))− αxτ (α) . (8.1)
La fonction ξG est la fonction de Plancherel–Harish-Chandra pour le groupe G. La formule (8.1)
la définissant est due à Harish-Chandra [17].
Soit (G′, j ′,G′) un autre groupe presque algébrique réductif connexe simplement connexe et
a : G → G′ un isomorphisme de groupes presque algébriques. Dans le numéro 8.1, on a vu que
si Γ ′ = a(Γ ) et si χ ′ est le caractère de Γ ′ obtenu en transportant le caractère χ de Γ à l’aide
de a, alors a induit une bijection a : (g, τ ) → (a(g), aτ ) de XG,χ sur XG′,χ ′ .
On vérifie facilement qu’avec ces notations, on a
ξG(g, τ )= ξG′
(
a(g), aτ
)
, (g, τ ) ∈XG,χ . (8.2)
En particulier, pour x ∈G, il vient
ξG(g, τ )= ξG
(
x.g, xτ
)
. (8.3)
8.4. Maintenant, on ne suppose plus que G est connexe simplement connexe. On note G˜ le
revêtement simplement connexe de la composante neutre G0 de G, p : G˜→G0 la projection na-
turelle, Γ˜ = p−1(Γ ∩G0), j˜ = j ◦p, χ˜ = χ ◦p|Γ˜ , G˜Ad le revêtement métalinéaire de G associé
à sa représentation adjointe et p˜ : G˜→ G˜Ad le relèvement canonique de p. Alors, (G˜, j˜ ,G0) est
un groupe presque algébrique et, avec les notations du numéro 7.4, pour tout g ∈ g∗r , on a R˜g = G˜,
Γg = Γ˜ , pg = p, p˜g = p˜, jg = j˜ et χg = χ˜ . Si g ∈ g∗r , on note J˜g l’image inverse de Jg par p et
on pose φ˜g = φg ◦ p˜|J˜ . Alors, φ˜g est un morphisme de J˜g dans G(g)g . De plus, g∗G,χ = g∗˜ et,g G,χ˜
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modulo l’identification du numéro 8.3.
Lemme 28. Soit g ∈ g∗G,χ et τ ∈ XG,χ (g). Alors, le nombre ξG˜(g, σ ) est indépendant du choix
de la composante irréductible σ de τ ◦ φ˜g .
Démonstration. On reprend les notations du numéro précédent que l’on applique au groupe G˜.
Étant donné α ∈Φ+g , on considère l’opérateur :
Ξ(g, τ,α)= ∣∣sinhπg(Hα)∣∣(coshπg(Hα))Id − 12α(δgτ(p(γα))+ δgτ(p(γ−1α )))−1.
Alors, Ξ(g, τ,α) laisse invariante, pour chaque σ ∈ XG˜,χ˜ (g), la composante isotypique de
type σ de τ ◦ φ˜g et y opère par multiplication par le scalaire
|sinh(πg(Hα))|
cosh(πg(Hα))− αxσ (α) .
Ainsi, les opérateurs Ξ(g, τ,α), α ∈Φ+g , commutent deux à deux, si bien que l’opérateur
Ξ(g, τ)=
∏
α∈Φ+g
Ξ(g, τ,α)
est bien défini. Par ailleurs, la fonction δg est centrale sur G(g)g . Comme G(g) permute les
paires {γα, γ−1α }, α ∈Φ+g , on voit que Ξ(g, τ) opère dans l’espace de τ par multiplication par le
scalaire ξG˜(g, σ ), où σ est une des composantes irréductibles de τ ◦ φ˜g . 
Avec les notations précédentes, on pose alors :
ξG(g, τ )= ξG˜(g, σ ). (8.4)
Soit (G′, j ′,G′) un autre groupe presque algébrique réductif et a :G → G′ un isomorphisme
de groupes presque algébriques. Alors, on voit facilement que les fonctions ξG et ξG′ vérifient
encore la relation (8.2). En particulier, ξG vérifie la relation (8.3).
Avant d’aller plus loin, nous aurons besoin du résultat suivant.
Lemme 29. Soit g ∈ g∗G,χ et s ∈ J˜g . Alors, on a
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
τ ◦ φ˜g(s)
)
= [J˜g : (J˜g)0Γg]−1 ∑
σ∈XG˜,χ˜ (g)
dimσ ξG˜(g, σ )Tr
(
σ(s)
)
. (8.5)
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phismes dans les revêtements de ce dernier, en particulier J˜g . Cette dernière action, centrali-
sant Γg , induit une action naturelle de G(g) dans XG˜,χ˜ (g). Ces actions remontent à G(g)g . Si
Γ g est l’image inverse de Γ dans G(g)g , on a Γ g = Γ unionsq Γ .
Soit σ ∈ XG˜,χ˜ (g) et G(g)σ (respectivement G(g)gσ ) le stabilisateur de σ dans G(g) (respec-
tivement G(g)g). Alors, σ passe au quotient en une représentation de G0(g)g qui se prolonge en
une représentation projective, encore notée σ , de G(g)gσ vérifiant les conditions suivantes :
(i) σ(xy)= σ(x)σ (y) et σ(yx)= σ(y)σ (x), x ∈G(g)gσ , y ∈G0(g)gΓ g ,
(ii) σ(γ )= χ(γ )Id, γ ∈ Γ ,
(iii) σ()= −Id.
On définit le deux-cocycle cσ du groupe G(g)gσ passant au quotient à G(g)σ /G0(g)Γ par
σ(xy) = cσ (x, y)σ (x)σ (y), x, y ∈ G(g)gσ . On note P(σ) l’ensemble des classes d’équivalence
de représentations projectives irréductibles σ ′ de G(g)σ /G0(g)Γ telles que
σ ′(xy)= cσ (x, y)−1σ ′(x)σ ′(y), x, y ∈G(g)σ /G0(g)Γ.
Si σ ′ ∈ P(σ), σ ′ ⊗ σ est une vraie représentations de G(g)gσ et on pose
τ(σ,σ ′)= IndG(g)g
G(g)
g
σ
σ ′ ⊗ σ.
Alors, il résulte de la théorie de Mackey que l’application σ ′ → τ(σ,σ ′) est une bijection de
P(σ) sur le sous-ensemble XσG,χ (g) de XG,χ (g) constitué des représentations τ telles que σ soit
une composante irréductible de τ ◦ φ˜g et que l’on a
XG,χ (g)=
⊔
σ∈G(g)\XG˜,χ˜ (g)
XσG,χ (g).
Désignons respectivement par A(s) et B(s) les membres de gauche et de droite de l’Éq. (8.5).
Alors, il résulte de ce qui précède et de la relation (8.4) que
A(s)= [G(g) :G(g)0Γ ]−1 ∑
σ∈G(g)\XG˜,χ˜ (g)
ξG˜(g, σ )
∑
σ ′∈P(σ)
dim τ(σ,σ ′)Tr
(
τ(σ,σ ′) ◦ φ˜g(s)
)
.
(8.6)
Mais, pour σ ∈XG˜,χ˜ (g) et σ ′ ∈ P(σ), on a
dim τ(σ,σ ′)= [G(g) :G(g)σ ]dimσ dimσ ′,
Tr
(
τ(σ,σ ′) ◦ φ˜g(s)
)= dimσ ′ ∑
x∈G(g)/G(g)σ
Tr
(
xσ (s)
)
,
tandis que ∑
′
(dimσ ′)2 = [G(g)σ :G0(g)Γ ].
σ ∈P(σ)
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A(s)= [G(g) :G(g)0Γ ]−1 ∑
σ∈G(g)\XG˜,χ˜ (g)
dimσ ξG˜(g, σ )
× [G(g) :G(g)σ ] ∑
σ ′∈P(σ)
(dimσ ′)2
∑
x∈G(g)/G(g)σ
Tr
(
xσ (s)
)
= [G(g) :G(g)0Γ ]−1[G(g) :G(g)σ ][G(g)σ :G0(g)Γ ]
×
∑
σ∈XG˜,χ˜ (g)
dimσξG˜(g, σ )Tr
(
σ(s)
)= B(s).
D’où le lemme. 
8.5. Revenant au cas général, nous allons exprimer les nombres ξG(g, τ ) à l’aide des fonc-
tions de Plancherel de groupes réductifs associés à certaines sous-algèbres coisotropes de type
unipotent relativement à g, parmi lesquelles se trouve bg .
Définition 8.5.1. Soit g ∈ g∗. Une sous-algèbre coisotrope relativement à g est dite acceptable
si elle est de type unipotent et si la dimension de ses facteurs réductifs est maximale parmi celles
des éléments de Cosu(g).
On note Cosu1(g) le sous-ensemble de Cosu(g) constitué des sous-algèbres coisotropes ac-
ceptables. Il résulte du numéro 20 et de la démonstration de [9, Proposition 28] que bg est un
élément de Cosu1(g) et qu’il existe une forme linéaire g1 de type unipotent et u-équivalente
à g telle que bg = bg1 . On en déduit que si b est un élément de Cosu1(g), la dimension de
ses facteurs réductifs est égale à celle des facteurs réductifs de g(g1), où g1 est une forme de
type unipotent u-équivalente à g. Remarquons aussi que si g est une forme de type unipotent,
Cosu1(g)= Cosu(g).
Proposition 8.5.1. Soit g ∈ g∗r et b un élément de Cosu1(g). On pose j = jg et, avec les notations
du numéro 6.9, g = λ+ g1 où λ ∈ j∗ et g1 ∈ (gj,1)∗. Alors, b est un élément de Cosu(g1).
Démonstration. Soit r un facteur réductif de b stabilisant la restriction u de g à ub et contenant j.
Alors ub est orthogonal à r pour la forme bilinéaire symétrique κ(X,Y ) = TrXY et on a les
décompositions en somme directe orthogonale pour κ
r = [j, r] ⊕ j, ub = [j, ub]⊕ ubj, bj = j⊕ ubj.
On en déduit facilement que g1|ub = g|ub = u et g1|r = 0. Désignant par b (respectivement b1)
la restriction de g (respectivement g1) à b, on voit alors que
b(b)= j⊕ (ub)(u), (8.7)
b(b1)= r⊕
(
ub
)
(u). (8.8)
Comme (ub)(u) est clairement égal à u(b(u)), on écrira simplement ub(u).
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m de b dans g qui est à la fois r-invariant et contenu dans l’orthogonal de r pour cette même
forme. Mais alors, m = mj ⊕ [j,m], avec mj ⊂ gj,1. Il s’ensuit que g et g1 ont même restriction
à m. En particulier, ils s’annulent tous deux sur [j,m].
Or, b vérifie la condition de Pukanszky relativement à g. Cela équivaut à ce que pour tout
h ∈ b⊥ on ait b(b).(g+h)= b⊥. Comme g est j-invariante, en prenant la composante j-invariante
dans l’égalité précédente, on trouve que (gj ∩ b(b)).(g + h) = b⊥ ∩ g∗j, pour tout h ∈ b⊥ ∩ g∗j.
Mais compte tenu de l’égalité (8.7), cette dernière relation équivaut à (gj ∩ ub(u)).(g + h) =
b⊥ ∩ g∗j, pour tout h ∈ b⊥ ∩ g∗j. Cela entraîne que l’espace affine g + b⊥ ∩ g∗j est une orbite
du centralisateur de j dans le sous-groupe unipotent uB(u) d’algèbre de Lie ub(u). Par suite,
il existe y ∈ uB(u) ∩ ZG(j) tel que y.g|mj = 0 et donc y.g|m = 0. Cependant, il résulte de la
relation (6.11) que ZG(j) opère trivialement sur j∗. On a donc y.g = λ + y.g1 et l’on voit que,
quitte à changer r et m en respectivement Ady−1(r) et Ady−1(m), on peut supposer que g et g1
s’annulent sur m. On déduit immédiatement de cette dernière propriété de g1, que r est contenu
dans g(g1). Comme b est acceptable r a la dimension d’un facteur réductif de g(g1), de sorte que
c’en est un.
Par ailleurs, d’après [20, numéro 1, Lemme 27], on a g(g) = j ⊕ u(g(g1)). Cela étant, b est
coisotrope relativement à g, si bien que l’on a j ⊂ g(g)⊂ b(b). Compte tenu de la relation (8.7),
on déduit de ces considérations et des précédentes que l’on a
u
(
g(g1)
)= (ub)(g) (8.9)
g(g1)= r⊕
(
ub
)
(g). (8.10)
Il résulte aussi du Lemme 10, du fait que b est coisotrope relativement à g et de la relation (8.7)
que l’on a ub(u).g = b⊥, si bien que dimb⊥ = dim ub(u)− dim(ub)(g).
Cependant, il suit de (8.9) et (8.10) que (ub)(g1) = (ub)(g). Or, la formule (8.8) montre que
ub(u).g1 ⊂ b(b1).g1, si bien que l’on a dimb(b1).g1  dim ub(u)− dim(ub)(g1)= dim ub(u)−
dim u(b)(g) = dimb⊥. Le Lemme 10 montre alors que b est bien coisotrope relativement à g1.
Mais, on a vu que u est également la restriction de g1 à ub, de sorte que b est bien de type
unipotent relativement à g1. 
8.6. Soit g ∈ g∗r , b un élément G(g)-invariant de Cosu1(g) et Bb le sous-groupe induisant
associé à b, que l’on note plus simplement B (voir la Section 5). On note ub ou plus simplement
u la restriction de g à ub et on choisit un facteur réductif Rb de B contenant un facteur réductif
de G(g) et stabilisant u. Alors l’algèbre de Lie rb de Rb contient jg . Enfin, soit Rb l’adhérence
de Zariski de j (Rb) dans G, R˜b le revêtement universel de la composante neutre (Rb)0 de Rb,
pb : R˜b → (Rb)0 la projection naturelle, jb = j ◦ pb, Γb = p−1b (Γ ∩ (Rb)0) et J˜g,b l’image
inverse de Jg dans R˜b, de sorte que (R˜b, jb, (Rb)0) est un groupe réductif presque algébrique
simplement connexe et Γb est un sous-groupe d’indice fini de ker jb.
On considère l’extension métaplectique Rub de Rb ainsi que la fonction δ
u sur cette der-
nière. Soit pub : Rub → Rb la projection canonique, jub = j ◦ pub et Γ ub = (pub)−1(Γ ∩Rb). Alors
(Rub, j
u
b ,Rb) est un groupe réductif presque algébrique et Γ
u
b est un sous-groupe d’indice fini
de ker jub . Comme R˜b est simplement connexe, il existe un morphisme canonique νb : R˜b →Rub,
tandis que le morphisme pb se relève de manière unique en un morphisme p˜b de R˜b dans le
revêtement métalinéaire G˜ de G.
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u
b de Γ
u
b en posant :
χub(γ )= χ ◦ pub(γ )δu(γ ), γ ∈ Γ ub ;
puis un caractère χb de Γb par la formule χb = χub ◦ νb.
Lorsque b est la sous-algèbre induisante canonique bg , conformément à celles introduites
dans le numéro 7.4, on remplacera dans les notations ci-dessus l’indice ou l’exposant b par g.
Supposons maintenant que g ∈ g∗G,χ et désignons par λ la restriction de g à jg , que l’on
peut considérer comme un élément de r∗b. On a alors le résultat suivant annoncé dans [10, IV.3,
formule (27)] et dont la démonstration s’inspire de [9, III.20, p. 198] :
Lemme 30. Le groupe Rb(λ) est un facteur réductif de G(g). De plus, jg est une sous-algèbre
de Cartan de rb, λ est un élément de (r∗b)Rub,χub = (r∗b)R˜b,χb et, étant donné τ ∈XG,χ (g), il existe
un unique élément τRub ∈XRub,χub (λ) tel que, pour tout x ∈Rub(λ)
δλτR
u
b(x)δu(x)= δgτ(pub(x)). (8.11)
Enfin, l’application τ → τRub est une bijection de XG,χ (g) sur XRub,χub (λ).
Démonstration. Pour simplifier les notations, au cours de cette démonstration on pose r = rb,
R =Rb, Ru =Rub χu = χub et χ˜ = χb.
Soit b la restriction de g à b. Alors, d’après la démonstration de la Proposition 8.5.1, on a
b(b)= jg ⊕ ub(u) et, par suite,
u
(
b(b)
)= ub(u). (8.12)
Il résulte alors du Lemme 11 que l’on a b⊥ ⊂ ub.g. Ceci montre que l’orthogonal (ub)g de ub
pour βg est contenu dans b. Il vient alors(
ub
)g = b(u)= r⊕ ub(u). (8.13)
D’autre part, si S est un facteur réductif de G(g) contenu dans R, on a S ⊂ R(λ). De plus,
il résulte de (8.12) que l’on a B(b) ⊂ B(u) = RuB(u), car u(B(b)) = uB(u), d’où résulte que
B(b) = R(λ)uB(u) et que R(λ) est un facteur réductif de B(b). D’après le Lemme 11, on a
B(b).g = uB(u).g = g + b⊥. Par suite, si x ∈ R(λ), il existe y ∈ uB(u) tel que yx ∈ G(g). Il
s’ensuit que, si p désigne la projection canonique de B(b) sur B(b)/u(B(b)), l’on a p(G(g)) =
p(R(λ)) = B(b)/u(B(b)). Ceci entraîne que p(u(G(g))) est un sous-groupe invariant unipo-
tent, donc trivial, du groupe réductif B(b)/u(B(b)) et, par suite, que p(S) = p(R(λ)) de sorte
que S =R(λ). D’où la première partie du lemme. Par ailleurs, le fait que λ soit un élément de
(r∗)Ru,χu = (r∗)R˜,χ˜ est immédiat.
Ainsi, le groupe R(λ) est un facteur réductif de G(g) et il stabilise ub. Compte tenu de la re-
lation (8.13), le Lemme 3 appliqué avec V = g, β = βg et U = ub montre alors que l’application
(x, x′) → δg(x)δu(x′)−1δλ(x′)−1 est un caractère du produit fibré R(λ)g ×R(λ) (Ru(λ))λ. Ceci
montre que la formule (8.11) définit bien une représentation τRu de (Ru(λ))λ.
Le reste du lemme est une conséquence du Lemme 3, du fait que R(λ) est un facteur réductif
de G(g) et des définitions de XG,χ (g) et XRu,χu(λ). 
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Proposition 8.7.1. On se fixe g ∈ g∗G,χ et τ ∈XG,χ (g). On choisit b une sous-algèbre coisotrope
acceptable relativement à g, G(g)-invariante, et un facteur réductif Rb du sous-groupe induisant
associé, contenant un facteur réductif de G(g) et stabilisant la restriction u de g à ub. On note
λ la restriction de g à jg vue comme un élément de r
∗jg
b . Alors, le nombre
ξRub
(
λ, τR
u
b
) (8.14)
est indépendant des choix faits.
Démonstration. Soit S un facteur réductif de G(g) et B le sous-groupe induisant associé à b.
Deux facteurs réductifs de B stabilisant u et contenant S sont conjugués par un élément du cen-
tralisateur de S dans (uB)(u), comme on le voit par les mêmes arguments que ceux développés
au début de la démonstration de [20, 2, Proposition 22] dans laquelle est traité le cas où l’en-
veloppe algébrique de j (S) est un tore. Alors, comme les fonctions de Plancherel des groupes
réductifs satisfont la relation (8.2), il est clair que le nombre (8.14) ne dépend pas du facteur
réductif Rb de B choisi.
Comme dans l’énoncé de la Proposition 8.5.1, posons j = jg et g = λ + g1 avec λ ∈ j∗ et
g1 ∈ (gj,1)∗. D’après cette proposition, b est un élément de Cosu(g1). D’autre part, comme G(g)
est contenu dans NG(j), il l’est également dans G(g1). On en déduit que B(g1)=G(g)G(g1)0 et
donc que les facteurs réductifs de B(g1) sont des facteurs réductifs de B . Ainsi, on peut supposer
que S ⊂ Rb ⊂ B(g1). Mais, G(g)G(g1)0 étant inclus dans Bg , Rb est aussi un facteur réductif
de Bg stabilisant g1. Cependant, pour tout b ∈ Cosu1(g), g et g1 ont même restriction à ub (voir
la démonstration de la Proposition 8.5.1), si bien que Rb stabilise aussi la restriction de g à ub.
Soit donc Rg un facteur réductif de Bg tel que S ⊂ Rb ⊂ B(g1). On se ramène alors à
montrer que ξRug (λ, τ
Rug ) est indépendant du choix de la sous-algèbre coisotrope b ∈ Cosu1(g),
G(g)-invariante et dont le sous-groupe induisant associé contient Rg .
Avec les notations des numéros 7.4 et 8.4, mais u désignant la restriction de g à ub, consi-
dérons le morphisme φ˜λ : J˜g → (Rug(λ))λ qui relève la restriction à J˜g du morphisme canonique
νb : R˜g → Rug . Mais alors, d’après la formule (8.4), l’expression ξRug (λ, τR
u
g ) ne dépend que de
la représentation τR
u
g ◦ φ˜λ de J˜g . Cependant, il résulte de la formule (8.11) définissant τRug que
l’on a
δg ◦ φg
(
p˜g(x)
)
τ ◦ φg
(
p˜g(x)
)= δλ ◦ φ˜λ(x)δu ◦ νb(x)τRug ◦ φ˜λ(x), x ∈ J˜g. (8.15)
La proposition est alors conséquence du lemme qui suit. 
Reprenant les notations précédentes, on se donne g ∈ g∗G,χ , b ∈ Cosu1(g) qui est
G(g)-invariante, Rb un facteur réductif du sous-groupe induisant B d’algèbre de Lie b asso-
cié à g, qui stabilise la restriction u de g à ub et qui contient un facteur réductif de G(g), et
on désigne par λ la restriction de g à jg vue comme une forme linéaire sur l’algèbre de Lie rb
de Rb. Remarquons que p˜b(J˜g,b) est contenu dans p−1G (Jg). On a alors le résultat suivant qui
généralise le Lemme 23 ainsi que [21, Lemme 4.8] :
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δg ◦ φg
(
p˜b(x)
)= δλ ◦ φ˜λ(x)δu ◦ νb(x). (8.16)
Démonstration. Posons j = jg et, reprenant les notations du numéro 6.9, écrivons g = λ + g1
avec λ ∈ j∗ et g1 ∈ (gj,1)∗. Raisonnant alors comme au début de la démonstration de la Proposi-
tion 8.7.1, on se ramène à démontrer le lemme lorsque Rb est un facteur réductif commun à B
et Bg , de sorte que l’on a Rb =Rg et J˜g,b = J˜g ⊂ R˜b = R˜g et p˜b = p˜g .
Dans ces conditions et d’après [20, 1, Lemmes 27 et 28], on a g(g1) = rg ⊕ u(g(g)), g(g) =
j ⊕ u(g(g)) si bien que la forme symplectique βg1 induit une dualité rg-invariante entre g/b et
b(u)/g(g1) qui, d’après (8.7) et (8.8), s’identifie à (ub)(u)/u(g(g)).
Comme ub est orthogonal à rg pour κ , on peut choisir des sous-espaces rg-invariants m, p et
w de g tels que
ub = m⊕ (ub)(u), (ub)(u)= p⊕ u(g(g)), m⊕ p ⊂ w, g = w⊕ g(g1),
avec w contenu dans l’orthogonal de rg pour cette forme. On voit donc que w = [j,w] ⊕ wj et
wj ⊂ gj,1, de sorte que g et g1 ont même restriction à w.
Il est clair que la restriction de βg1 à w et à m est non dégénérée. Soit m⊥ l’orthogonal de m
dans g relativement à βg1 . Alors on a p = w ∩ m⊥ ∩ ub = w ∩ (ub)(u) et c’est un sous-espace
de w totalement isotrope pour βg1 . Comme, on a b = p ⊕ m ⊕ g(g1) et comme les espaces g/b
et (ub)(u)/u(g(g)), étant mis en dualité par βg1 , sont de même dimension, il est alors clair que p
est un sous-espace lagrangien de l’espace symplectique w∩m⊥.
Il convient également de noter que, puisque w est rg-invariant et g et g1 ont même restriction
à ce sous-espace, c’est un supplémentaire orthogonal de g(g1) pour βg .
Remarquons enfin que, puisque l’action de j dans u(g(g)) = u(g(g1)) est triviale, il en est de
même de celle de rg . En particulier, si on pose A˜dg = A˜dG ◦ p˜g , on voit que A˜dg applique R˜g
dans le groupe ML(w ⊕ rg) identifié au sous-groupe de ML(g) constitué des éléments laissant
invariant w⊕ rg et agissant trivialement dans u(g(g)).
Comme R˜g est simplement connexe, son action dans le sous-espace w se relève en un unique
morphisme A˜dw : R˜g → ML(w). Désignons de même par A˜dR˜g le relèvement métalinéaire de la
propre action adjointe de R˜g . Identifions enfin ML(w) (respectivement ML(rg)) au sous-groupe
de ML(g) constitué des éléments laissant invariant w (respectivement rg) et agissant trivialement
dans g(g1) (respectivement w⊕u (g(g))). Alors, compte tenu de ce qui précède, on peut écrire
A˜dg(x)= A˜dw(x)A˜dR˜g (x), x ∈ R˜g.
Comme les espaces w et rg sont orthogonaux pour βg , et comme l’action des éléments de J˜g
dans ces espaces est symplectique, on déduit de cette relation que
δg ◦ φg
(
p˜g(x)
)= δβg|w(A˜dw(x))δλ(φ˜λ(x)), x ∈ J˜g. (8.17)
Pour t ∈ R, soit gt = g1 + (1 − t)λ. Alors, d’après [20, 1, Lemme 28], les formes bilinéaires
alternées βgt |w, t ∈ R sont non dégénérées et J˜g-invariantes. Par suite, il résulte du Lemme 7 que
l’on a
δβg|w
(
A˜dw(x)
)= δβg1|w(A˜dw(x)), x ∈ J˜g. (8.18)
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en somme directe orthogonale pour βg1 , w = w0 ⊕m. Désignons alors par A˜dm (respectivement
A˜dw0 ) le relèvement métalinéaire de l’action de R˜g dans m (respectivement w0). Comme l’action
de R˜g dans w est symplectique, on a
δβg1|w
(
A˜dw(x)
)= δβg1|w0 (A˜dw0(x))δβg1|m(A˜dm(x)), x ∈ R˜g.
Tenant compte de ce que les formes symplectiques βg et βg1 ont même restriction à m, cette
dernière relation s’écrit :
δβg1|w
(
A˜dw(x)
)= δβg1|w0 (A˜dw0(x))δβg|m(A˜dm(x)), x ∈ R˜g. (8.19)
Cependant, w0 admet le lagrangien p pour βg1 qui est R˜g-invariant. On en déduit facilement que
l’on a δβg1|w0 (A˜dw0(x)) = 1, x ∈ R˜g . Appliquant ce résultat à l’élément x de J˜g et le reportant
dans les Éqs. (8.19), (8.17) et (8.18), on en déduit finalement l’égalité
δg ◦ φg
(
p˜g(x)
)= δβg|m(A˜dm(x))δλ(φ˜λ(x))= δu ◦ νg(x)δλ(φ˜λ(x)). 
8.8. Compte tenu de la Proposition 8.7.1 et avec ses notations, la définition suivante est
justifiée :
Définition 8.8.1. On définit la fonction de Plancherel ξG en décidant que, pour (g, τ ) ∈ XG,χ ,
on a :
ξG(g, τ )= ξRub
(
λ, τR
u
b
)
. (8.20)
On voit aisément que les fonctions de Plancherel ξG satisfont encore dans le cas général les
relations (8.2) et (8.3).
8.9. Maintenant, nous pouvons relier la fonction de Poisson–Plancherel qG,χ et la fonction
de Plancherel ξG. On reprend les notations des numéros 7.4 et 8.2.
Théorème 8.9.1. Soit s ∈ G˜ell,bp et g ∈ V ∩ g(s)∗G,χ . Alors, pG(s) ∈ Jg et on a :
qG,χ (s, g)=
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
τ ◦ φg
(
s−1
))
. (8.21)
Avant de donner la démonstration de ce résultat, remarquons que si le groupe G satisfait
aux hypothèses du numéro 4.7, la formule (8.21) s’applique directement aux éléments s de
Gell,bp et démontrer le théorème dans ce cas revient à démontrer cette formule pour s ∈ Gell,bp
et g ∈ V ∩ g(s)∗G,χ .
Démonstration du Théorème 8.9.1. Nous allons montrer en premier lieu comment le cas où
(G, j,G) est réductif, connexe et simplement connexe se déduit du cas semi-simple, connexe et
simplement connexe. Pour ce faire, nous avons besoin du résultat préliminaire suivant, énoncé
dans le cas général :
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sous-groupe d’indice fini Γ ′ de Γ .
Démonstration. Soit χ ′ un caractère de Γ ′ et g ∈ V ∩ g(s)∗
G,χ ′ . Il est immédiat que
XG,χ ′(g)=
⊔
χ∈Γ ˆ,χ |Γ ′=χ ′,
χ |Γ ∩(Jg)0=ηg
XG,χ (g).
Reportant alors la formule (8.21) supposée vraie pour qG,χ (s, g) dans la formule (7.22) du
Lemme 26, on trouve
qG,χ ′(s, g)=
[
Γ ∩ (Jg)0 : Γ ′ ∩ (Jg)0
][Γ : Γ ′][G(g) :G(g)0Γ ]−1
×
∑
χ∈Γ ˆ,χ |Γ ′=χ ′
χ |Γ ∩(Jg)0=ηg
∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
τ ◦ φg
(
s−1
))
= [G(g) :G(g)0Γ ′]−1 ∑
τ∈XG,χ ′ (g)
dim τ ξG(g, τ )Tr
(
τ ◦ φg
(
s−1
))
,
comme voulu. 
Maintenant nous supposons que (G, j,G) est réductif, connexe et simplement connexe et on
reprend les notations des numéros 7.5 et 7.6. Compte tenu du lemme précédent, on se ramène
à montrer le résultat lorsque (G, j,G) vérifie les hypothèses du numéro 7.6. Or, il résulte de la
relation (7.15) que l’on a
qG,χ (s, g)= e−i〈gz,Sz〉qD,χd(sd, gd), g ∈ g(s)∗G,χ .
Supposant alors la formule (8.21) établie pour le groupe semi-simple simplement connexe D,
l’élément sd, le caractère χd et la reportant dans la relation précédente, on trouve
qG,χ (s, g)=
[
D(gd) :D(gd)0 ker jd
]−1
e−i〈gz,Sz〉
∑
τ∈XD,χd (gd)
dim τ ξD(gd, τ )
× Tr(τ ◦ φgd(s−1d )), g ∈ g(s)∗G,χ . (8.22)
Soit donc g ∈ g(s)∗G,χ . Si τ ∈XD,χd(gd), on définit la représentation τgz de G(g)g (ou de G(g),
puisqu’on est dans le cas simplement connexe) en posant :
τgz(x expS)= ei〈gz,S〉τ(x), x ∈D(gd)gd , S ∈ z.
Alors, l’application τ → τgz est une bijection de XD,χd(gd) sur XG,χ (g) et, pour τ ∈
XD,χd(gd), on a ξD(gd, τ ) = ξG(g, τgz). Enfin, il est clair que [G(g) : G(g)0 ker j ] = [D(gd) :
D(gd)0 ker jd]. Compte tenu de ces remarques, on voit que la formule (8.22) n’est autre que la
formule (8.21). Ceci achève de ramener le cas réductif simplement connexe au cas semi-simple
simplement connexe.
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compte tenu de la première remarque suivant l’énoncé du théorème, le résultat est conséquence
de [13, II, Section 3, Théorème 3, II, Section 10, formule (81), III, Section 1, Théorème 1] ainsi
que du Lemme 32 et de la formule (8.23) du Lemme 33 ci-après.
On utilise les notations du numéro 8.3. Étant donné g ∈ g∗r , on note tg , la partie anisotrope
de jg , T g le tore correspondant de G et Tg = j−1g (T g). Alors, suivant [13], on considère le
caractère ζg de Tg naturellement associé à g dont nous rappelons la définition. Tout d’abord, on
peut supposer que G est simplement connexe.
Soit  ⊂ gC un lagrangien pour βg qui soit jgC-invariant. C’est un sous-espace jgC-invariant,
contenant jgC et tel que ΔjgC,gC = ΔjgC, " −ΔjgC,. Grâce à l’hypothèse de simple connexité
sur G, la forme linéaire ρ = 12
∑
α∈ΔjgC, est la différentielle d’un caractère ζ bien déterminé
de J g .
On note Lg l’ensemble des lagrangiens  comme ci-dessus qui vérifient de plus les conditions
suivantes :
(i) pour toute racine réelle α ∈ΔjgC,, on a g(Hα) > 0,
(ii) pour toute racine imaginaire pure α ∈ΔjgC,, on a ig([Xα,Xα]) > 0, où Xα ∈ gαC \ {0},
(iii) pour toute racine complexe α ∈ΔjgC,, on a α¯ ∈ΔjgC,.
On notera que les conditions (ii) et (iii) sont équivalentes au fait que le lagrangien  est positif
pour βg .
Alors, la restriction à Tg du caractère ζ ◦ jg est indépendante du choix de  ∈ Lg . On la
note ζg .
Lemme 33. Soit g ∈ g∗r . Avec les notations ci-dessus, on a
δg ◦ φg(x)= ζg(x), x ∈ Tg. (8.23)
Démonstration. Il est clair que les caractères δg ◦ φg et ζg de Tg ont même différentielle.
Comme le groupe Tg est engendré par sa composante neutre et les γα , α ∈ Φg , il suffit de dé-
montrer que les caractères δg ◦ φg et ζg prennent la même valeur en chacun de ces éléments.
Pour simplifier, on pose j = jg , Φ = Φg , Δ = ΔjC,gC et ΔE = ΔjC,E , pour tout sous-espace
jC-invariant E de gC. Si β ∈Δ, Hβ désigne la coracine correspondante dans jC.
Soit donc α ∈ Φg . On pose Wα = Xα − X−α et V = (Adγα − 1)g. Le sous-espace V est
invariant sous l’action de j ainsi que de Wα = Xα − X−α . De plus, ΔVC = {β ∈ Δ: β(Hα) ≡
1 mod 2}, si bien que Adγα|V = −Id.
Cela dit, soit cα = exp−iπ4 (Xα + X−α) ∈ G, l’élément de Cayley associé à α. Soit H,X,Y
la base de Chevalley canonique de sl2 :
H =
(
1 0
0 −1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
,
et ψα le morphisme d’algèbres de Lie de sl2 dans gC tel que ψα(H) = Hα , ψα(X) = Xα et
ψα(Y ) = X−α , lequel se relève en un morphisme encore noté ψα de groupes de Lie complexes
de SL2(C) dans G. Avec ces notations, on a cα =ψα(exp−i(π/4)(X+Y)) et j (γα)=ψα(−Id).
Ainsi cα et j (γα) commutent, si bien que Ad cα(VC)= VC.
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nue dans g(γα), Ad cα|kerα = Id et Ad cα.Hα = iWα . Le sous-espace V est j′-invariant. On pose
Δ′ =Δj′
C
,gC et Δ
′
E =Δj′C,E , pour tout sous-espace j′C-invariant E de gC. On a
Δ′ = {cαβ := β ◦ Ad c−1α|j′ : β ∈Δ}
et plus généralement Δ′cαE = cαΔE , pour tout sous-espace jC-invariant E ⊂ gC.
Soit η une forme volume sur V . Posons U = ker(1−Adγα) et s = A˜dγα . On a g = V ⊕U , la
somme directe étant orthogonale et V étant un sous-espace symplectique de g pour la forme βg′ ,
g′ ∈ g(γα)∗tr. Comme sV = −Id, le Lemme 8 appliqué à V et à s, vu de manière canonique comme
un élément de ML(V ), montre alors que l’on a
δg ◦ φg(γα)η(βg|V )= δg′ ◦ φg′(γα)η(βg′|V ), g′ ∈ g(γα)∗tr. (8.24)
Maintenant, on se donne g′ ∈ g(γα)∗j′tr ainsi que  ∈Lg et ′ ∈Lg′ . Comme ′ est un lagrangien
positif j′
C
-invariant pour βg′ , on a
δg
′ ◦ φg′(γα)= eπρ′ (Wα). (8.25)
Cependant, iβ(Wα) est congru à 0 (respectivement 1) modulo 2, pour toute racine β dans Δ′UC
(respectivement Δ′VC ), cα est un lagrangien j′C-invariant pour βg′ et on a ρ(Hα) ∈ Z. On déduit
de ces considérations que, si q est le nombre de racines β ∈ Δcα∩VC telles que −β ∈ Δ′′∩VC ,
on a
eπρ′ (Wα) = (−1)qeπρcα(Wα) = (−1)qe−iπρ(Hα) = (−1)qζg(γα). (8.26)
Il résulte alors des relations (8.24)–(8.26) que l’on a
ζg(γα)= δg ◦ φg(γα)η(βg|V )(−1)qη(βg′|V ). (8.27)
Il nous reste donc à montrer que η(βg|V )(−1)qη(βg′|V )= 1, soit encore que les formes volumes
∧dβg|V et (−1)q ∧d βg′|V , où 2d = dimV , définissent la même orientation sur V .
Pour simplifier, on pose 1 =  ∩ VC. Comme β(Hα) ≡ 1 mod 2 pour tout β ∈ ΔVC , on voit
que ΔVC (respectivement Δ′VC ) ne contient pas de racine imaginaire (respectivement réelle). Par
suite, on a Δ1 = Δ1,R unionsq Δ1,C et Δ′cα1 = Δ′cα1,I unionsq Δcα1,C, l’indice R (respectivement I, C)
désignant l’ensemble des racines réelles (respectivement imaginaires, complexes). De plus, on a
les décompositions Δ1,C =Δ1,C0 unionsqΔ1,C1 et Δ′cα1,C =Δ′cα1,C0 unionsqΔcα1,C1 , avec
Δ1,C0 =
{
β ∈Δ1,C: sαβ = −β¯
}
, Δ′cα1,C0 =
{
β ∈Δ′cα1,C: sα′β = β¯
}
,
où on a posé α′ = cαα et où, d’une manière générale, sα désigne la réflexion par rapport à la
racine α.
Cela dit, pour tout β ∈ ΔVC , on a cαsαβ¯ = cαβ et cαsαβ = sα′cαβ . On note ∼ la rela-
tion d’équivalence induite sur ΔVC (respectivement Δ′VC ) par l’action du groupe {1,−1, σ,−σ,
sα,−sα} (respectivement {1,−1, σ,−σ, sα′,−sα′ }), σ désignant la conjugaison, et on définit les
fonctions 1 et cα1 sur respectivement Δ1,R et Δ′ en décidant que :cα1,C
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{
1 si sαβ ∈Δ1 ,−1 sinon, β ∈Δ1,R,
cα1(β)=
{
1 si β¯ ∈Δ′cα,−1 sinon, β ∈Δ
′
cα1,C.
Alors, on voit facilement que Δ′cα1,C0 = cαΔ1,R, Δ′cα1,I = cαΔ1,C0 et Δ′cα1,C1 = cαΔ1,C1 .
On déduit de ceci que Δ′cα1,I (respectivement Δ′cα1,C) est invariant par la transformation
β → −sα′β (respectivement β → sα′ β¯). De plus, les fonctions 1 et cα1 sont constantes sur
les classes d’équivalence dans leur domaine respectif pour la relation ∼ et l’on a cα1(cαβ) =
1(β), β ∈Δ1,R.
Soit ω ∈ ∧2dV \ {0} (respectivement ω′ ∈ ∧2dV \ {0}) l’orientation définie sur V par ∧dβg|V
(respectivement (−1)q ∧d βg′|V ). On choisit les vecteurs radiciels Xβ ∈ gβC \ {0} de sorte que
Xβ¯ = Xβ , β ∈ ΔVC , et [Xβ,X−β ] = Hβ , pour toute racine réelle β ∈ ΔVC . De plus, on pose
Xcαβ = cαXβ , β ∈ΔVC .
Supposons un moment que g ∈ g(γα)∗tr soit quelconque. Alors, l’orientation ω est, indépen-
damment du choix des vecteurs radiciels Xβ comme ci-dessus, le produit extérieur des :
• Xβ ∧X−β , où β décrit les racines réelles de ΔVC telles que g([Xβ,X−β ]) > 0,
• i(Xβ ∧Xβ), où β décrit les racines imaginaires de ΔVC telles que ig([Xβ,Xβ ]) > 0,
• i(Xβ ∧Xβ)∧ i(X−β ∧X−β), où β décrit un ensemble de représentants des racines complexes
de ΔVC modulo l’action de {1,−1, σ,−σ }.
Revenant à la situation qui nous intéresse, on déduit de ceci que ω′ est le produit extérieur des :
• i(Xβ ∧Xβ), où β décrit les racines imaginaires de Δ′cα1 ,
• cα1(β)i(Xβ ∧Xβ)∧ i(X−β ∧X−β), où β décrit un ensemble de représentants dans Δcα1,C
des racines complexes de Δ′VC modulo l’action de {1,−1, σ,−σ }.
Il résulte des considérations précédentes que ω = ωR ∧ωC0 ∧ωC1 et ω′ = ω′I ∧ω′C0 ∧ω′C1 , où :
• ωR est le produit des 1(β)Xβ ∧X−β ∧Xsαβ ∧X−sαβ , pour β ∈Δ1,R/∼,
• ωC0 est le produit des i(Xβ ∧Xβ)∧ i(X−β ∧X−β), pour β ∈Δ1,C0/∼,
• ωC1 est le produit des Xβ ∧ X−β ∧ Xβ ∧ X−β ∧ Xsαβ¯ ∧ X−sαβ¯ ∧ Xsαβ¯ ∧ X−sαβ¯ , pour
β ∈Δ1,C1/∼,
• ω′I est le produit des i(cαXβ ∧ cαXβ)∧ i(cαX−β¯ ∧ cαX−β¯ ), pour β ∈Δ1,C0/∼,
• ω′C0 est le produit des 1(β)cαXβ ∧ cαX−β ∧ cαXβ ∧ cαX−β , pour β ∈Δ1,R/∼,
• ω′C1 est le produit des cαXβ ∧ cαX−β ∧ cαXβ ∧ cαX−β ∧ cαXβ¯ ∧ cαX−β¯ ∧ cαXβ¯ ∧ cαX−β¯ ,
pour β ∈Δ1,C1/∼.
Comme pour tout β ∈ ΔVC , sαβ /∈ {β, β¯}, on peut de plus supposer que les vecteurs radiciels
correspondants ont étés choisis tels que Xsαβ =wαXβ , où wα = exp π2 adWα .
Soit β ∈ΔVC . Alors, compte tenu de nos hypothèses, on a
cαXsαβ = cαwαXβ =wαcαXβ = ei
π
2 β(Hα)cαXβ. (8.28)
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C1 , on trouve ω
′
C0 = cαωR et ω′C1 =
cαωC1 .
Maintenant, soit β ∈ Δ1,C0 . Alors, avec nos hypothèses on a X−β¯ = wαXβ . Ainsi compte
tenu de la relation (8.28), on a
cαX−β¯ = ei
π
2 β(Hα)cαXβ,
tandis que
cαXβ = cαw−1α X−β¯ =w−1α cαX−β¯ = ei
π
2 β(Hα)cαX−β¯ .
Reportant ces deux égalités dans l’expression précédente de ω′I et tenant compte de ce que
β(Hα)≡ 1 mod 2, on trouve que ω′I = cαωC0 .
Ainsi, on a ω′ = (detVC cα)ω. Remarquons enfin que cα est contenu dans l’image de SL2(C)
par ψα , laquelle, commutant à γα , laisse invariant VC, si bien que detVC cα = 1. 
8.11. Revenons donc au cas général et reprenons les notations du Théorème 7.4.1. Pour faire
le calcul, on peut supposer de plus que, comme dans le numéro 8.6, Rg contient un facteur
réductif de G(g). On commence par le résultat suivant :
Lemme 34. Soit s ∈Gell et g ∈ g∗G,χ , tels que s ∈G(g) mais que G.s ne rencontre pas (Rg)0Γ .
Alors, on a : ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
δgτ (s)
)= 0. (8.29)
Démonstration. On peut supposer que s ∈Rg . Alors, utilisant les formules (8.11) du Lemme 30
et (8.20) du numéro 8.8, on se ramène facilement au cas où G est réductif. Reprenons les nota-
tions introduites dans le numéro 8.4 et la démonstration du Lemme 28. Le membre de gauche de
l’équation s’écrit alors
σ(s, g)=
∑
τ∈XG,χ (g)
dim τ Tr
(
Ξ(g, τ)δgτ (s)
)
.
Cependant, on voit que de même que les opérateurs Ξ(g, τ,α), les opérateurs Zα(τ) =
1
2α(δ
gτ (p(γα))+ δgτ (p(γ−1α ))), α ∈Φ+g , commutent deux à deux, de sorte que l’on peut écrire
Ξ(g, τ)=
( ∏
α∈Φ+g
∣∣tanhπg(Hα)∣∣) ∑
k∈NΦ+g
(
cosh−1 πg(H.)
)k
Z.(τ )
k,
où, pour tout k ∈ NΦ+g et toute famille d’éléments (aα)α∈Φ+g d’éléments commutant deux à deux
d’une algèbre, on a posé ak. =
∏
α∈Φ+g a
kα
α .
On voit alors que l’on a
σ(s, g)=
( ∏
α∈Φ+g
∣∣tanhπg(Hα)∣∣) ∑
Φ
+
g
(
cosh−1 πg(H.)
)k ∑
τ∈XG,χ (g)
dim τ Tr
(
Z.(τ )
kδgτ (s)
)
.k∈N
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néaire d’expressions de la forme
∑
τ∈XG,χ (g) dim τ Tr(τ (φ˜g(x)s˜)), où x est un élément du sous-
groupe de J˜g engendré par les γα , α ∈ Φg et s˜ est un élément de G(g)g situé au dessus de s.
Or, il résulte facilement du théorème de Peter–Weyl pour les groupes finis modulo leur centre,
qu’une telle expression est nulle dès que s n’est pas dans p(J˜g)Γ ⊂ (Rg)0Γ . 
Supposons dans un premier temps que pG(s) /∈ (Rg)0Γ . Alors, il résulte du Lemme 34 que
le membre de droite de l’Éq. (8.21) est nul, ce qui, compte tenu de la formule (7.8), entraîne le
résultat cherché dans ce cas.
Supposons maintenant que pG(s) ∈ (Rg)0Γ et posons λ = g|rg . Alors, comme le résultat est
vrai dans le cas réductif simplement connexe, la formule (7.8) permet d’écrire :
qG,χ (s, g)= χ˘
(
s−1sg
)[
J˜g : (J˜g)0Γg
]−1 ∑
τ∈XR˜g,χg (λ)
dim τ ξR˜g (λ, τ )Tr
(
τ
(
φλ
(
s˜−1g
)))
, (8.30)
où φλ désigne le morphisme injectif de J˜g dans R˜g(λ)λ introduit au numéro 8.2.
Maintenant désignons par r(s, g) le membre de droite de l’Éq. (8.21). On voit aisément que,
si τ ∈XG,χ (g), γ ∈ p−1G (Γ ) et x ∈ p−1G (Jg), on a
τ ◦ φg(xγ )= χ˘ (γ )τ ◦ φg(x),
de sorte que l’on peut écrire
r(s, g) = χ˘(s−1sg)[G(g) :G(g)0Γ ]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
τ ◦ φg
(
s−1g
))
.
Rappelons-nous maintenant le morphisme νg : R˜g → Rug , lequel envoie J˜g dans Rug(λ). Avec les
notations du numéro 8.4, le morphisme φ˜λ : J˜g → (Rug(λ))λ relève la restriction de νg à J˜g . Alors,
la relation (8.15) du numéro 8.7, montre que si τ ∈XG,χ (g), on a
δg ◦ φg
(
s−1g
)
τ ◦ φg
(
s−1g
)= δλ ◦ φ˜λ(s˜−1g )δu ◦ νg(s˜−1g )τRug ◦ φ˜λ(s˜−1g ). (8.31)
Revenons maintenant à la démonstration de la formule (8.21). Tenant compte des relations (8.31),
(8.16), (8.20) et du fait que [G(g) :G(g)0Γ ] = [Rug(λ) : (Rug(λ))0Γ ug ], on a
r(s, g) = χ˘(s−1sg)[G(g) :G(g)0Γ ]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Tr
(
τR
u
g ◦ φ˜λ
(
s˜−1g
))
= χ˘(s−1sg)[Rug(λ) : (Rug(λ))0Γ ug ]−1 ∑
τ∈XRug ,χug (λ)
dim τξRug (λ, τ )Tr
(
τ ◦ φ˜λ
(
s˜−1g
))
.
Alors, l’égalité cherchée est conséquence immédiate de la formule (8.30) et du Lemme 29 (car
pG(s) ∈ Jg) appliqué au groupe réductif Rug et au caractère χug . 
On a alors le corollaire suivant du Théorème 8.9.1 et du Lemme 34 :
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s∈Jg/(Jg)0Γ
qG,χ (s, g) τ ◦ φg(s)
est bien définie et c’est un opérateur scalaire dans l’espace de τ . De plus, on a
ξG(g, τ )Id =
∑
s∈Jg/(Jg)0Γ
qG,χ (s, g)τ ◦ φg(s). (8.32)
Démonstration. Elle résulte des formules (8.21) et (8.29), des propriétés de la fonction de
Poisson–Plancherel qG,χ établies dans le Théorème 7.4.1 et de l’orthonormalité pour la mesure
normalisée des caractères projectifs du groupe fini G(g)/G(g)0Γ = G˜(g)/G˜(g)0p−1G (Γ ). 
9. La formule de Plancherel
9.1. On reprend les notations du numéro 6.11 concernant la fonction ψG et la mesure
dμG,χ,ψG . On renvoie à [22] pour les notions et résultats rappelés ci-après.
Soit (g, τ ) ∈XG,χ et ψ une fonction positive sur l’orbite Ωg de g, semi-invariante de poids un
caractère semi-rationnel Δ de G. Alors, ψ définit un opérateur Aψg,τ fermé, à domaine dense et
semi-invariant de poids Δ dans l’espace de Tg,τ . On dit que la représentation Tg,τ est ψ -traçable
si, pour tout ϕ ∈D(G), la fermeture de l’opérateur Aψg,τ Tg,τ (ϕ dGx)Aψg,τ , notée de même, est à
trace, auquel cas l’application ϕ dGx → Tr(Aψg,τ Tg,τ (ϕ dGx)Aψg,τ ) définit une fonction générali-
sée sur G, semi-invariante de poids Δ2, notée Θg,τ,ψ et appelée le ψ -caractère de Tg,τ .
Comme les éléments de g∗r sont bien polarisables (voir [1, Chapitre 12, Proposition 13]), le
Théorème 6.2.1 de [22] montre que la représentation Tg,τ est ψ -traçable si et seulement si la
mesure ψ2 dβΩg est tempérée. Il résulte alors du Corollaire 6.11.1 que, pour dμG,χ,ψG -presque
tout Ω ∈G \ g∗G,χ , les représentations Tg,τ , g ∈Ω , τ ∈XG,χ (g), sont ψG-traçables.
Soit g ∈ g∗G,χ et ψ une fonction positive sur l’orbite Ω de g, semi-invariante comme plus
haut, tels que les représentations Tg,τ , τ ∈ XG,χ (g), soient ψ -traçables. On définit une fonction
généralisée ΘΩ,χ,ψ sur G, semi-invariante de poids Δ2, en posant, pour tout ϕ ∈D(G),
ΘΩ,χ,ψ(ϕ dGx)=
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Θg,τ,ψ (ϕ dGx). (9.1)
En effet, il est clair que l’expression à droite du signe égale dans la formule (9.1) est indépendante
du choix de g ∈Ω .
Nous allons démontrer le résultat suivant, qui décrit la formule de Plancherel pour G, relative
au caractère χ .
Théorème 9.1.1. Soit ϕ ∈ D(G). Alors l’expression ΘΩ,χ,ψG(ϕ dGx), considérée comme une
fonction de Ω ∈G \ g∗G,χ , est dμG,χ,ψG -intégrable et l’on a∑
γ∈Γ
χ(γ )ϕ(γ )=
∫
G\g∗G,χ
ΘΩ,χ,ψG(ϕ dGx)dμG,χ,ψG(Ω). (9.2)
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des fonctions généralisées semi-invariantes dans un voisinage ouvert invariant assez petit de s
à celle de fonctions généralisées G(s)-semi-invariantes dans un voisinage ouvert G(s)-invariant
de 0 dans g(s) (voir [22, Proposition 3.2.3]).
En effet, selon cette méthode, si V est un ouvert G(s)-elliptique de g(s) tel que l’application
γ (x,X) = xs expXx−1 induise un difféomorphisme de l’ouvert G ×G(s) V du fibré vectoriel
G×G(s)g(s) sur l’ouvert G-invariant W (s,V ) de G, toute fonction généralisée θ semi-invariante
sur W (s,V ) possède une restriction θs à V , formellement définie par θs(X) = θ(s expX),
et l’application θ → θs est un isomorphisme de l’espace des fonctions généralisées semi-
invariantes de poids ! sur W (s,V ) sur celui des fonctions généralisées semi-invariantes de
poids ! |G(s) sur V , munis de la topologie de la convergence faible. De plus, d’après le nu-
méro 2.19, on peut prendre V = g(s)(s).
Désignons par θχ la fonction généralisée sur G qui à ϕ dGx associe
∑
γ∈Γ χ(γ )ϕ(γ ). Alors,
la formule de Plancherel (9.2) s’interprète comme une égalité de fonctions généralisées dans G :
θχ =
∫
G\g∗G,χ
ΘΩ,χ,ψG dμG,χ,ψG(Ω).
Si s ∈Gell, la fonction généralisée θsχ est donnée sur g(s)ε(s) par :
θsχ = 0, s /∈ Γ,
θsχ (ϕ dg(s)X)= χ(s)ϕ(0), s ∈ Γ,ϕ ∈D
(
g(s)ε(s)
)
.
Comme expliqué dans [13], le Théorème 9.1.1 se ramène alors à la proposition suivante :
Proposition 9.2.1. Pour tout s ∈ Gell et tout ϕ ∈ D(g(s)ε(s)), l’application Ω → ΘsΩ,χ,ψG
(ϕ dg(s)X) est dμG,χ,ψG -intégrable et on a :
∫
G\g∗G,χ
ΘsΩ,χ,ψG(ϕ dg(s)X)dμG,χ,ψG(Ω)=
{
0, si s /∈ Γ,
χ(s)ϕ(0), si s ∈ Γ. (9.3)
9.3. La fin de ce paragraphe est consacrée à la démonstration de la Proposition 9.2.1. Nous
commençons par rappeler la formule donnant, sous certaines conditions, une expression de
Θsg,τ,ψ (voir [22, Théorème 6.2.1] ou plutôt le Théorème A.2.1 ci-après). On utilise notamment
les notations du Numéro 2.19.
On rappelle que l’on définit une fonction jg analytique sur g et strictement positive sur gπ , en
posant
jg(X)= det sinh(adX/2) .
adX/2
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ment positive, kg,s , sur l’ouvert G(s)-elliptique g
′(s)(s) de g(s) en posant :
kg,s(X)= jg(s)(X) 12
(
detgs (1 − s expX)
detgs (1 − s)
) 1
2
. (9.4)
Soit g ∈ g∗G,χ , τ ∈ XG,χ (g) et s ∈ Gell. On définit une fonction ΦsG,g,τ , notée aussi plus simple-
ment Φsg,τ , sur Ω
s
g en décidant que si l ∈Ωsg et x ∈G sont tels que l = x.g, on a :
ΦsG,g,τ (l)= det(1−s).(1 − s)−1 Tr
(
δlxτ (s)
)
, (9.5)
où  est un lagrangien pour βl , positif et s-invariant. D’après [15, II.2, Lemme 19], le nombre
ΦsG,g,τ (l) ne dépend pas des choix de x et de .
Proposition 9.3.1. Soit s ∈ Gell, g ∈ g∗G,χ et ψ une fonction positive semi-invariante de poids
semi-rationnel sur Ωg . On suppose que les mesures ψ2 dβΩg et ψ2 dβΩsg sont tempérées. Alors,
si τ ∈ XG,χ (g), la représentation Tg,τ est ψ -traçable et la restriction Θsg,τ,ψ de la fonction
généralisée Θg,τ,ψ à tout ouvert G(s)-elliptique V contenu dans g
′(s)(s) et tel que l’applica-
tion γ induise un difféomorphisme de G ×G(s) V sur W (s,V ), en particulier, à V = g(s)(s),
est donnée par :
Θsg,τ,ψ (ϕ dg(s)Y )=
∫
Ωsg
(
k−1g,sϕ dg(s)Y
)
gˆ(s)Φ
s
g,τψ
2 dβΩsg , ϕ ∈D(V ). (9.6)
9.4. On commence par démontrer la Proposition 9.2.1 dans le cas où l’élément elliptique s
n’est pas en bonne position.
Tout d’abord, on a le résultat suivant, qui est une conséquence immédiate du Lemme 34 :
Lemme 35. Soit g ∈ g∗G,χ et s ∈Gell tels que G.s ne rencontre pas Jg . Alors, on a :∑
τ∈XG,χ (g)
dim τ ξG(g, τ )Φsg,τ (l)= 0, l ∈Ωsg. (9.7)
Avec les notations du numéro 2.19, on a alors la proposition.
Proposition 9.4.1. Soit Ω ∈ G \ g∗G,χ une orbite, ψ une fonction positive semi-invariante de
poids semi-rationnel sur Ω telles que la mesure ψ2 dβΩ soit tempérée, s ∈ Gell tel que s ne soit
contenu dans aucun des Jg , g ∈ Ω et V ⊂ g′(s)(s) un ouvert G(s)-elliptique tel que l’applica-
tion γ induise un difféomorphisme de G×G(s) V sur W (s,V ). Alors, on a
ΘΩ,χ,ψ |W(s,V ) = 0. (9.8)
Démonstration. Supposons tout d’abord que le groupe G soit ou bien réductif ou bien le pro-
duit semi-direct d’un groupe réductif par un groupe de Heisenberg dont le centre est central
dans G. Dans cette situation, les orbites des formes fortement régulières sont fermées (voir, par
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Proposition 9.3.1 et du Lemme 35 que l’on a ΘsΩ,χ,ψ = 0. D’où notre assertion dans ce cas.
Si nous ne sommes pas dans ce cas, c’est que g possède un idéal abélien G-invariant a, non
centralisé par G et contenu dans ug. Soit g ∈Ω et Δ le poids de ψ . On pose a = g|a, H =G(a),
H l’adhérence de Zariski de j (G(a)) dans G(a), h = g(a), h= g|h et q = kera. Alors (H, j,H )
est un sous-groupe presque algébrique de G et q est un idéal H -invariant de h. On désigne par A
(respectivement Q) le sous-groupe unipotent de H d’algèbre de Lie a (respectivement q) sur R
et par A (respectivement Q) le sous-groupe unipotent de H de même algèbre de Lie. On note Ga
le groupe quotient H/Q dont l’algèbre de Lie est ga = h/q, pa la projection canonique de H sur
Ga de même que sa différentielle, la projection canonique de h sur ga , Ga le groupe algébrique
quotient H/Q d’algèbre de Lie ga sur R, ga la forme linéaire h vue comme une forme linéaire
sur ga , celle-là même telle que h = ga ◦ pa , et Ωa la Ga-orbite de ga . Il est bien connu que
H.g = {g′ ∈Ω: g′|a = a} et que si g′ ∈H.g, on a A.g′ = g′ +h⊥ (voir [29, pp. 500, 501]). Il est
clair que Ωa est l’image de H.g par la projection canonique de g∗ sur h∗. Comme le caractère Δ
est semi-rationnel, il est trivial sur A et sa restriction à H passe au quotient en un caractère semi-
rationnel Δa de Ga . Par suite, la fonction ψ |H.g passe au quotient en une fonction ψa sur Ωa
semi-invariante de poids Δa . Il résulte alors de [22, numéro 5.1.8, formule (18)], que ψ2a dβΩa
est une mesure tempérée sur g∗a .
Le morphisme j , vu comme un morphisme de H dans H , passe au quotient en un morphisme
ja de Ga dans Ga , qui fait du triplet (Ga, ja,Ga) un groupe presque algébrique réel. Comme
ker j ∩Q est le groupe trivial, le noyau ker ja de ja s’identifie canoniquement à ker j . On désigne
alors par Γa le sous-groupe de ker ja provenant, via cette identification, du sous-groupe Γ de
ker j et par χa le caractère de Γa induit par χ . De plus, pa induit un isomorphisme du tore j = jg
sur son image ja = pa(j) dans ga . Comme d’après [29, pp. 500, 501], on a H(h)=G(g)A, il est
facile de voir que ga est une forme linéaire fortement régulière sur ga et que ja = jga .
Considérons le revêtement métaplectique H(h)h, vu comme un groupe presque algébrique
au-dessus de l’adhérence de Zariski L de j (H(h)) dans H (h). Comme Q est un sous-groupe
connexe de H(h) agissant trivialement sur h/h(h), il se relève de manière unique en un sous-
groupe invariant, encore noté Q, de H(h)h. Le groupe quotient H(h)h/Q est un groupe presque
algébrique au-dessus de L/Q, canoniquement isomorphe à Ga(ga)ga , vu comme un groupe
presque algébrique au-dessus de l’adhérence de Zariski de ja(Ga(ga)) dans Ga(ga).
Soit τ ∈ XG,χ (g). En utilisant le Lemme 2 on montre facilement les résultats suivants (voir
aussi [10, IV.2 (9)]). Il existe une unique représentation τH de H(h)h telle que
δgτ (x)= δhτH (x), x ∈G(g), (9.9)
τH (expX)= ei〈h,X〉Id, X ∈ h(h). (9.10)
De plus, la représentation τH passe au quotient en une représentation τa de Ga(ga)ga et l’ap-
plication τ → τa induit une bijection de XG,χ (g) sur XGa,χa (ga). En particulier on voit que
ga ∈ g∗Ga,χa .
Maintenant, d’après [10, IV.2, Théorème 11 et Remarque 13], on a
TG,g,τ = IndGH (TGa,ga,τa ◦ pa). (9.11)
Cela étant, si Ga est de même dimension que G, c’est soit un groupe réductif, soit le produit
semi-direct d’un groupe réductif par un groupe de Heisenberg dont le centre est central dans Ga .
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tat établi pour Ga . Cependant, avant d’aller plus loin dans l’utilisation de cette hypothèse, on
commence par démontrer le résultat suivant :
Lemme 36. Pour τ ∈XG,χ (g), on a
ξG(g, τ )= ξGa (ga, τa). (9.12)
Démonstration. Reprenant les notations du numéro 6.9, écrivons g = λ + g1, avec λ ∈ j∗ et
g1 ∈ (gj,1)∗. Soit b = bg la sous-algèbre induisante canonique associée à g. Nous avons vu que g1
est u-équivalente à g, admet b comme sous-algèbre induisante canonique, a même restriction u
que g à ub, que g(g1) est contenu dans b, que tout facteur réductif de g(g1) est un facteur réductif
de b et que b appartient à Cosu1(g). Soit B = Bg le sous-groupe induisant canonique associé à
g, R ⊂ B un facteur réductif stabilisant u et contenant un facteur réductif de G(g), et r l’algèbre
de Lie de R. Comme, par construction, ub contient ug, il est clair que R est contenu dans H .
Posons h1 = g1|h. Alors, il résulte de [9, Chapitre I, numéros 17, 18 et 26], que c = b ∩ h est
une sous-algèbre coisotrope de type unipotent à la fois pour h et h1, que uc = ub∩h, de sorte que
h et h1 ont même restriction v à uc et que h1 est une forme de type unipotent u-équivalente à h.
Comme H(h) = G(g)A et comme a ⊂ c, on voit que C = B ∩ H est le sous-groupe induisant
d’algèbre de Lie c associé à h, si bien que R est un facteur réductif de C stabilisant v.
Posons ba = pa(c)= c/q, ra = pa(r), Ba = pa(C)= C/Q, Ra = pa(R) et désignons par ga,1
(respectivement λa , ua), h1 (respectivement λ, v) considérée comme une forme linéaire sur ga
(respectivement ja , uc/q = uba). Alors, ba est une sous-algèbre coisotrope acceptable à la fois
pour ga et ga,1, lesquelles admettent ua comme restriction commune à uba , et ga,1 est une forme
de type unipotent u-équivalente à ga . De plus, Ba est le sous-groupe induisant d’algèbre de
Lie ba associé à ga , Ra est un facteur réductif de Ba stabilisant ua et contenant un facteur
réductif de Ga(ga), et pa induit un isomorphisme canonique de R (respectivement r) sur Ra
(respectivement ra) et donc de R˜ sur R˜a , tous deux encore notés pa . Soit J˜ (respectivement J˜a)
le stabilisateur de λ (respectivement λa) dans R˜ (respectivement R˜a), qui est aussi le sous-groupe
de Cartan de R˜ (respectivement R˜a) d’algèbre de Lie j (respectivement ja). Il est clair que pa
induit aussi un isomorphisme de J˜ sur J˜a .
Soit donc τ ∈ XG,χ (g). D’après la Proposition 8.7.1 et sa démonstration appliquées avec
Rub = Rug = Ru (respectivement Ruaba =R
ua
a ), on a ξG(g, τ ) = ξRu(λ, τRu) (respectivement
ξGa (ga, τa)= ξRuaa (λa, τR
ua
a
a )), le membre de droite de l’égalité ne dépendant que de la représen-
tation τRu ◦ φ˜λ (respectivement τRuaa ◦ φ˜λa ) de J˜ (respectivement J˜a). Il suffit donc de montrer
que, modulo identification de J˜ et J˜a via l’isomorphisme canonique pa , les représentations
τR
u ◦ φ˜λ et τRuaa ◦ φ˜λa sont identiques. Cependant, il résulte de la formule (9.9) que l’on a
δgτ (x)= δga τa
(
pa(x)
)
, x ∈ J.
Ainsi, avec les notations du numéro 8.5, compte tenu de la formule (8.15), de la formule (8.16)
du Lemme 31 et du fait évident que δλ ◦ φ˜λ = δλa ◦ φ˜λa ◦ pa , on se ramène à montrer que
δu ◦ νb(x)= δua ◦ νba
(
pa(x)
)
, x ∈ J˜ . (9.13)
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δu ◦ νb(x)= δv ◦ νc(x), x ∈ J˜ .
Il est immédiat que uC = (uB)(a) et le résultat de Pukanszky déjà mentionné montre alors que
(uC)(v)= (uB)(u)A, soit encore (uc)(v)= (ub)(u)+a. D’autre part, la forme bilinéaire alternée
βu sur
ub induit une dualité r-invariante entre ub/uc et a/a(u). On voit alors que l’on peut trouver
des sous-espaces r-invariants, l, m et w tels que
ub = uc⊕ l, a = a(u)⊕m, uc = (uc)(v)⊕w
et l⊕m soit un sous-espace symplectique de ub orthogonal au sous-espace symplectique w. De
plus, il est clair que m est un lagrangien de l⊕m.
Identifions alors Mp(w) (respectivement Mp(l ⊕ m)) au sous-groupe de Mp(ub/(ub)(u)) =
Mp(w ⊕ (l ⊕ m)) constitué des éléments agissant trivialement dans l ⊕ m (respectivement w).
L’action adjointe du groupe simplement connexe R˜ dans w (respectivement l⊕m) se relève alors
canoniquement en un morphisme A˜dw : R˜ → Mp(w) (respectivement A˜dl⊕m : R˜ → Mp(l⊕m)).
Enfin, comme m est un lagrangien invariant sous l’action du groupe connexe R˜, on a
δβu|l⊕m
(
A˜dl⊕m(x)
)= 1, x ∈ R˜.
On en déduit que, pour tout x ∈ R˜, on a
δu ◦ νb(x)= δβu|w
(
A˜dw(x)
)
δβu|l⊕m
(
A˜dl⊕m(x)
)= δβu|w(A˜dw(x))= δv ◦ νc(x). 
On reprend la démonstration de la proposition. On se donne des mesures de Haar dQx et dHx
sur Q et H respectivement et on munit Ga de la mesure de Haar dGax quotient de dHx par dQx
et G/H de la mesure dG/H x˙ quotient de dGx et dHx. Étant donné ϕ ∈D(G) et x ∈G, on définit
les fonctions ϕx ∈D(H) et (ϕx)a ∈D(Ga) en posant
ϕx(y)= ϕ(xyx−1), y ∈H,(
ϕx
)
a
(
pa(y)
)= ∫
Q
ϕx(yz)dQz, y ∈H.
Remarquons que le caractère rationnel detg/h Ad de H passe au quotient en un caractère rationnel
de Ga . On a alors le résultat suivant :
Lemme 37. Pour ϕ ∈D(G), on a
ΘΩ,χ,ψ(ϕ dGx)=
∫
G/H
Δ−2(x)|det Adx|ΘΩa,χa,ψa
(|detg/h Ad |− 12 (ϕx)a dGay)dG/H x˙,
(9.14)
l’intégrale étant absolument convergente.
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(9.11), de [22, formule (59), p. 1354] et du fait que, pour τ ∈ XG,χ (g) et ϕ ∈ D(H), on a
ΘΩa,τa (ϕa dGax)= TrTGa,ga,τa ◦ pa(ϕ dHx).
Dans le cas général, on note K le noyau de Δ. C’est un sous-groupe presque algébrique de G
qui contient ker j et A. On note k son algèbre de Lie et on pose k = g|k. On vérifie facile-
ment que k ∈ k∗K,χ . De plus, il résulte de [22, Lemme 5.1.2, numéros 5.2.2 et 5.3.3], que l’on a
K(k) = G(g)u(K(k)), qu’il existe une bijection τ → τK de XG,χ (g) sur XK,χ (k) entièrement
déterminée par la relation
δgτ (x)= δkτK(x), x ∈G(g),
et que, pour τ ∈ XG,χ (g), Tg,τ = IndGK TK,k,τK . Désignons par ω la K-orbite de k. Il résulte
alors de la formule décrivant Aψg,τ Tg,τ (ϕ dGx)Aψg,τ comme un opérateur à noyau (voir [22,
formule (45), p. 1340]) et du théorème de Mercer que l’on a, l’intégrale étant absolument conver-
gente et avec les conventions habituelles pour les mesures :
ΘΩ,χ,ψ(ϕ dGx)=ψ(g)2
∫
G/K
Δ(x)−2|det Adx|Θω,χ
(
ϕx |K dKz
)
dG/Kx˙, ϕ ∈D(G). (9.15)
Mais a est également la restriction de k à l’idéal abélien K-invariant a de k. Posons M =
K ∩H =K(a) et désignons par m son algèbre de Lie. Alors, exprimant Θω,χ à l’aide de (9.14)
appliqué dans le cas où Δ est trivial, tenant compte de ce que det Ady = detk Ady, y ∈ K , et
reportant l’expression obtenue dans (9.15), on trouve :
ΘΩ,χ,ψ(ϕ dGx)=ψ(g)2
∫
G/K
Δ(x)−2|det Adx|
∫
K/M
|detk Ady|
×Θωa,χa
(|detk/m Ad |− 12 (ϕxy |K)a dKaz)dK/My˙ dG/Kx˙
=ψ(g)2
∫
G/M
Δ(x)−2|det Adx|Θωa,χa
(|detk/m Ad |− 12 (ϕx |K)a dKaz)dG/Mx˙
=ψ(g)2
∫
G/H
Δ(x)−2|det Adx|
∫
H/M
Δ(y)−2|deth Ady|
×Θωa,χa
(|detk/m Ad |− 12 (ϕxy |K)a dKaz)dH/My˙ dG/H x˙,
les intégrales étant absolument convergentes.
Maintenant, on remarque que Ka = kerΔa , ka = ga|ka , ωa = Ka.ka , H/M = Ga/Ka
et (ϕxy |K)a = |detq Ady|−1((ϕx)a)y |Ka , pour x ∈ G, y ∈ H . Ainsi, comme detk/m Ad z =
detg/h Ad z, z ∈M , il vient
ΘΩ,χ,ψ(ϕ dGx)=ψ(g)2
∫
G/H
Δ(x)−2|det Adx|
∫
Ga/Ka
Δa(y)
−2|detga det Ady|
×Θωa,χa
(|detg/h det Ad |− 12 ((ϕx) )y |Ka dKaz)dGa/Ka y˙ dG/H x˙.a
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Revenons maintenant à la démonstration de la proposition. Soit donc ϕ ∈D(W (s,V )). Nous
devons montrer que ΘΩ,χ,ψ(ϕ dGx)= 0. Comme s est elliptique, G.s ∩H est une réunion finie,
éventuellement vide, de H -orbites d’éléments elliptiques de H , disons G.s ∩ H =⊔ni=1 H.si
(voir [14, Lemme 63]). Pour 1 i  n, soit xi ∈G tel que si = xisx−1i . Alors, d’après [22, Lem-
me 3.1.2], ou plutôt le Lemme 39 ci-après, on a W (s,V )∩H =⊔ni=1 WH (si,Adxi(V )∩ h).
Posons, pour 1  i  n, si,a = pa(si) et Vi,a = pa(Adxi(V ) ∩ h). Alors, il est clair que
si,a est un élément elliptique de Ga qui n’est contenu dans aucun des Jl , l ∈ Ωa et il est im-
médiat, d’après le Lemme 1, que Vi,a est un ouvert Ga(si,a)-elliptique de ga(si,a), contenu
dans g
′
ga (si,a)
a (si,a) et tel que l’application γ induise un difféomorphisme de Ga ×Ga(si,a) Vi,a
sur W (si,a,Vi,a). Ainsi, si,a et Vi,a satisfont les hypothèses de la proposition relativement au
groupe Ga , au caractère χa et à l’orbite Ωa .
Soit x ∈G. Pour 1 i  n, on pose (ϕx)i,a = 1W (si,a,Vi,a)(ϕx)a . Il est clair que (ϕx)i,a est un
élément de D(W (si,a,Vi,a)) et que (ϕx)a =∑1in(ϕx)i,a . On obtient alors
ΘΩa,χa,ψa
(|detg/h Ad |(ϕx)a dGay)= ∑
1in
ΘΩa,χa,ψa
(|detg/h Ad |(ϕx)i,a dGay). (9.16)
Mais, l’hypothèse faite sur Ga montre que chacun des termes de la somme ci-dessus est nul, si
bien que reportant l’égalité (9.16) dans la formule (9.14), on obtient que ΘΩ,χ,ψ(ϕ dGx) = 0.
Ceci achève la démonstration de la Proposition 9.4.1. 
On en déduit immédiatement que la Proposition 9.2.1 est vraie lorsque s ∈Gell \Gell,bp.
9.5. Examinons le cas restant. Soit donc s ∈ Gell,bp et s˜ ∈ G˜ell,bp tel que pG(s˜) = s. On
commence par le résultat suivant. Étant donné l ∈ g(s)∗r et  un lagrangien pour βl , positif et
s-invariant, on pose
σ(s˜, l)= det(1−s).(1 − s)−1δl
(
φl(s˜)
)
. (9.17)
Comme l’indique la notation choisie, ce nombre est indépendant du choix du lagrangien ,
s-invariant et positif pour βl (voir le numéro 4.5).
Lemme 38. Le nombre
πg,g(s)(l)
|πg,g(s)(l)|σ(s˜, l)
ne dépend pas du choix de l ∈ g(s)∗r .
Démonstration. C’est une conséquence immédiate du Lemme 8 appliqué à V = gs et à A˜dG(s˜),
que l’on peut voir de manière canonique comme un élément de ML(gs). 
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σ(s˜)= (2π)−(dg−dg(s))idg−dg(s) πg,g(s)(l)|πg,g(s)(l)|σ(s˜, l). (9.18)
On remarquera que, si s est dans ker j , on a πg,g(s) = 1 et σ(s˜)= ζ(s˜).
Le polynôme πg,g(s) est un élément de l’algèbre symétrique S(g(s)) et, à ce titre, définit un
opérateur différentiel linéaire à coefficients constants sur cet espace, noté ∂πg,g(s) .
Étant donné Ω ∈ G \ g∗G,χ telle que la mesure ψ2G dβΩs soit tempérée, on définit la fonction
généralisée tempérée θsΩ,χ,ψG sur g(s) en posant pour ϕ ∈S (g(s))
θsΩ,χ,ψG(ϕ dg(s)X)=
[
G(g) :G(g)0Γ
]−1 ∑
τ∈XG,χ (g)
dim τ ξG(g, τ )
×
∫
Ωs
(ϕ dg(s)X)gˆ(s)(l)Φsg,τ (l)ψ2G(l)dβΩs (l).
Cependant compte tenu du Théorème 8.9.1 et de la formule (9.17), on a sous les mêmes hypo-
thèses et pour tout ϕ ∈S (g(s)),
θsΩ,χ,ψG(ϕ dg(s)X)=
∫
Ωs
(ϕ dg(s)X))gˆ(s)(l)σ (s˜, l)qG,χ
(
s˜−1, l
)
ψ2G(l)dβΩs (l). (9.19)
D’autre part, il résulte des Corollaires 6.12.1, 6.11.1 et de la Proposition 9.3.1 que, pour
dμG,χ,ψG presque tout Ω ∈ G \ g∗G,χ , la fonction généralisée θsΩ,χ,ψG est définie et tempérée
et que
ΘsΩ,χ,ψG(ϕ dg(s)X)= θsΩ,χ,ψG
(
k−1g,sϕ dg(s)X
)
, ϕ ∈D(g(s)ε(s)).
Comme dans [13], on voit alors que la Proposition 9.2.1 est conséquence de la formule de
Poisson–Plancherel (9.20) suivante :
Théorème 9.5.1. Pour tout ϕ ∈S (g(s)), l’application Ω → θsΩ,χ,ψG(ϕ dg(s)X) est dμG,χ,ψG -
intégrable et on a la relation :∫
G\g∗G,χ
θsΩ,χ,ψG(ϕ dg(s)X)dμG,χ,ψG(Ω)= σ(s˜)vG,χ,s˜−1
(
∂πg,g(s) (ϕ)
)
. (9.20)
Démonstration. Soit ϕ ∈ S (g(s)). Compte tenu de ce qui précède et des formules (9.19) et
(9.18), pour dμG,χ,ψG presque tout Ω ∈G \ g∗G,χ , on a :
θsΩ,χ,ψG(ϕ dg(s)X)= (2π)(dg−dg(s))i−(dg−dg(s))σ (s˜)
×
∫
s
(ϕ dg(s)X)ˆ(l)qG,χ
(
s˜−1, l
) πg,g(s)(l)
|πg,g(s)(l)|ψ
2
G(l)dβΩs (l). (9.21)Ω
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l’application Ω → θsΩ,χ,ψG(ϕ dg(s)X) est dμG,χ,ψG -mesurable. Posons
I =
∫
G\g∗G,χ
∣∣θsΩ,χ,ψG(ϕ dg(s)X)∣∣dμG,χ,ψG(Ω).
L’égalité (9.21) et la formule (6.19) du Lemme 20 montrent que l’on a :
I  (2π)(dg−dg(s))
∣∣σ(s˜)∣∣ ∫
G\g∗G,χ
{∫
Ωs
∣∣(ϕ dg(s)X)ˆ(l)qG,χ (s˜−1, l)∣∣ψ2G(l)dβΩs (l)}dμG,χ,ψG(Ω)

∣∣σ(s˜)∣∣ ∫
g(s)∗
∣∣(ϕ dg(s)X)ˆ(l)πg,g(s)(l)∣∣∣∣qG,χ,s˜−1(l)∣∣dmG(s),χ (l).
Comme |qG,χ,s˜−1 |dmG(s),χ est une mesure de Radon tempérée sur g(s)∗, il est clair que l’inté-
grale I est convergente. Ceci montre la première assertion du théorème.
Étant assurés de l’absolue convergence de l’intégrale, nous pouvons, grâce aux mêmes calculs
et compte tenu de la formule de Poisson–Plancherel (7.4), écrire∫
G\g∗G,χ
θsΩ,χ,ψG(ϕ dg(s)X)dμG,χ,ψG(Ω)
= σ(s˜)
∫
g(s)∗
(ϕ dg(s)X)ˆ(l)i−(dg−dg(s))πg,g(s)(l)qG,χ,s˜−1(l)dmG(s),χ (l)
= σ(s˜)vG,χ,s˜−1
(
∂πg,g(s) (ϕ)
)
. 
Annexe A. Errata à l’article [22] « La formule du caractère pour les groupes de Lie
presque algébriques réels »
A.1. La démonstration donnée dans [22] de la formule du caractère au voisinage d’un élé-
ment elliptique est incorrecte. Le point est que les ouverts elliptiques W (s, (s)) ne sont pas
adaptés au raisonnement par récurrence, particulièrement lorsque l’hypothèse de récurrence s’ap-
plique à un quotient d’un sous-groupe du groupe considéré. Ainsi, dans [22, numéro 8.2.2], il est
indiqué que « (s) G1(s) », où G1 est le groupe quotient de G par un certain sous-groupe uni-
potent invariant. Or, la définition du nombre G1(s) suppose le choix d’un plongement du groupe
G1 dans un groupe linéaire et il n’est pas évident du tout qu’un tel plongement existe pour lequel
l’inégalité annoncée soit vraie.
Par contre, les ouverts elliptiques W (s,V ) introduits au numéro 2.19 sont tout à fait adaptés
au raisonnement par récurrence pour la démonstration de la formule du caractère. Dans les numé-
ros suivants, nous allons, en premier lieu, énoncer une version un peu plus générale de la formule
du caractère que celle de [22, Théorème 6.2.1], laquelle se prête bien à une démonstration par
récurrence sur la dimension, et ensuite expliquer ce qu’il faut modifier dans la rédaction de cet
article pour que cette démonstration soit complète.
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En particulier, ici XG désigne l’ensemble des couples (g, τ ) tels que g ∈ g∗ soit une forme
linéaire bien polarisable et admissible et τ soit un élément de XG(g) (voir [22, numéros 5.1.1 et
5.2.1]). Enfin on définit la fonction kg,s comme au numéro 9.3 du présent article.
On a alors le résultat suivant.
Théorème A.2.1. Soit G un groupe presque algébrique réel, (g, τ ) ∈XG, χ un caractère semi-
rationnel de G dont la restriction à G(g) est triviale, et ψ une fonction réelle positive semi-
invariante de poids χ sur Ωg . On suppose que l’algèbre de Lie g(g) est nilpotente. Alors,
(i) les assertions suivantes sont équivalentes :
(a) la représentation Tg,τ est ψ -traçable,
(b) la mesure ψ2 dβΩg est tempérée ;
(ii) si les conditions équivalentes du (i) sont satisfaites et si s est un élément elliptique de G
tel que la mesure ψ2 dβΩsg soit également tempérée, alors la restriction Θ
s
g,τ,ψ de la fonc-
tion généralisée Θg,τ,ψ à tout ouvert G(s)-elliptique V contenu dans g
′(s)(s) et tel que
l’application γ induise un difféomorphisme de G ×G(s) V sur W (s,V ), en particulier à
V = g(s)(s), est donnée par :
Θsg,τ,ψ (ϕ dY)=
∫
Ωsg
(
k−1g,sϕ dY
)
gˆ(s)Φ
s
g,τψ
2 dβΩsg , ϕ ∈D(V ), (A.1)
où dY est une mesure de Lebesgue sur g(s).
A.3. Tout d’abord, l’assertion (i) de [22, Lemme 3.1.2] n’est pas adaptée à la démonstration
de la formule du caractère (A.1). En fait, il convient d’utiliser le résultat suivant, qui la généralise
et dont la démonstration est identique. On utilise les notations du numéro 2.19.
Lemme 39. Soit 0 < η  ′(s) et X ∈ gη(s). Si un vecteur d’un s-sous-quotient de g ou de g∗
est fixé par s expX, alors il est fixé par s et par X.
A.4. Des modifications doivent également être apportées dans la rédaction de [22, nu-
méro 3.2.2].
Il convient de réécrire la première phrase du deuxième paragraphe comme suit : « Soit s ∈Gell
et V un ouvert G(s)-elliptique contenu dans g′(s)(s), de sorte que l’application γ est une
submersion de G × V sur W (s,V ) » et dans la suite du numéro, de remplacer partout où ils
apparaîssent g(s)a et W (s, a) par respectivement V et W (s,V ). Enfin, il convient de remplacer,
au début de l’énoncé de la Proposition 3.2.3, la phrase « Soit 0 < a < (s) » par « Soit V un ou-
vert G(s)-elliptique contenu dans g′(s)(s) tel que la restriction de l’application γ à G ×G(s) V
(qui est une submersion) soit injective ».
A.5. Maintenant, nous indiquons ce qu’il faut changer dans la rédaction de la démonstration
de l’assertion (ii) Théorème 6.2.1 de [22] afin d’obtenir une démonstration, que nous espérons
correcte cette fois, du Théorème A.2.1.
Les premières modifications concernent la réduction au cas où χ est le caractère trivial.
Dans le numéro 7.2.1, il faut remplacer le membre de phrase « (s) = K(s) et W (s, (s)) ∩
M.S. Khalgui, P. Torasso / Journal of Functional Analysis 235 (2006) 449–542 541K = WK(s, (s)) » de la fin du premier paragraphe par « ′(s) = ′K(s) et W (s,V ) ∩ K =
WK(s,V ∩ k) », tandis que dans le numéro 7.2.2 il faut remplacer, partout où elles apparaissent,
les expressions « g(s) » et «W (s, (s)) » respectivement par «V » et «W (s,V ) ».
Lorsque le caractère χ est trivial, dans la partie concernant le premier cas de réduction
(pp. 1346 à 1351), il convient de remplacer, partout où elles apparaissent, les expressions
« g(s)(s) », « r(s)(s) » et «W (s, (s)) » par, respectivement, «V », «V ∩ r(s) » et «W (s,V ) ».
D’autre part, dans la page 1350, il faut remplacer l’inégalité « (s) Rn(s˜) » du deuxième pa-
ragraphe par « ′(s) ′Rn(s˜) », et supprimer, dans la première phrase du troisième paragraphe,
le membre de phrase « D’une part, d’après 3.1.2, on a (s) 12′(s) et d’autre part, » lequel est
devenu inutile.
Maintenant, on s’intéresse au deuxième cas de réduction (p. 1351 et suivantes). Dans le
deuxième paragraphe du numéro 8.2.2, il convient de remplacer l’inégalité « (s)  G1(s1) »
par « ′(s)  ′G1(s1) » et de changer la dernière phrase en « De plus, p(V ) est un ouvert
G1(s)-elliptique de g1(s1) satisfaisant les hypothèses de l’assertion (ii) du thèorème et p en-
voie W (s,V ) sur l’ouvert W (s,p(V )) de G1 ».
Dans la suite, il convient de changer partout où elle apparaît, l’expression «W (s, (s)) » en
«W (s,V ) ».
D’autre part, il faut changer au début du quatrième paragraphe du numéro 8.2.2, le membre
de phrase « Alors α1 ∈D(W (s1, (s))) », en « Alors α1 ∈D(W (s1,p(V )) » et, dans la formule
du sixième paragraphe, l’expression « g1(s)(s) » en «p(V ∩ h) ».
Ensuite, les deux dernières phrases du deuxième paragraphe du numéro 8.2.5 doivent être
réécrites comme suit « Dans ces conditions et grâce au Lemme 3.1.2, on a H ∩ W (s,V ) =⊔
1inWH (si,Adxi(V )∩h). De plus, il est immédiat que pour 1 i  n, on a ′(s)= ′(si)
′H (si) ».
Enfin, il ne reste plus qu’à remplacer, partout où elles apparaîssent dans ce qui suit, les
expressions « h(s)(s) », «WH (s, (s)) » et «WH (si, (s)) » par, respectivement, «V ∩ h »,
«WH (s,V ∩ h) » et «WH (si,Adxi(V )∩ h) ».
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