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Abstract
We study the limit of the solution of a Semi-linear Variational Inequality (SVI for short) involving
a second order differential operator of parabolic type with periodic coefficients and highly oscillating
term. Our basic tool is the approach given by Pardoux [16]. In particular, we use the weak
convergence of an associated reflected Backward Stochastic Differential Equation (BSDE for short).
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1. Introduction
La théorie de l’homogénéisation s’est considérablement dévelopée ces dérnières années
et constitue une discipline à part entière. Dans leur livre Bensoussan, Lions et Papanicolaou
[2] ont démontré que cela pouvait se faire par les méthodes probabilistes (voir aussi [5]).
Depuis, cette approche s’est développée parrallèlement à l’approche analytique. On pourra
trouver un aperçu de la diversité des problèmes dans les références [3–7,11,15].
L’objectif de ce papier est l’étude de l’homogénéisation des Inégalités Variationelles
Semilinéaires (IVS) paraboliques de second ordre à coefficients périodiques. Notre
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approche, purement probabiliste, généralise le travail de Pardoux [16] au cas réfléchie en
se basant sur l’interprétation des solutions des IVS en terme des solutions des EDSRs
réfléchies (cf. Pardoux–Rascanu [18]).
Le papier est organisé comme suit : La Section 2 contient quelques rappels et hypothèses
pour la suite. Nous traitons la convergence de la famille des processus (Y ε,Zε,Uε)
solution d’une EDSR refléchie dans la Section 3. Dans la Section 4, nous donnons une
application pour l’homogénéisation d’une IVS parabolique à coefficients périodiques.
2. Préliminaire
On considère l’EDS suivante : pour ε > 0, x ∈ Rd ,
Xεs = x +
s∫
0
1
ε
b
(
Xεr
ε
)
dr +
s∫
0
c
(
Xεr
ε
)
dr +
s∫
0
σ
(
Xεr
ε
)
dBr (2.1)
où {Bt ; t  0} est un mouvement Brownien d-dimentionnel, c :Rd → Rd , b :Rd → Rd
et σ :Rd → Rd×d sont mesurables, bornées et périodiques de période un dans chaque
direction. On supposera que a(x) := σσ ∗(x) est continue, que
a(x) αI > 0, ∀x ∈ Rd, (2.2)
et enfin
d∑
i=1
∂aij
∂xi
∈ L∞(Rd), j = 1, . . . , d. (2.3)
Les conditions ci-dessus entrainent l’existence d’une solution de l’EDS (2.1) {Xεt ; t  0}
unique en loi (cf. Stroock–Varadhan [21]).
Pour tout x ∈ Rd , ε > 0, t > 0, soit {(Y εs ,Zεs ,Uεs ); 0  s  t} le processus
progressivement mesurable à valeurs dans Rk ×Rk×d ×Rk solution de l’EDSR reflechie :
Y εs = g
(
Xεt
)+ 1
ε
t∫
s
e
(
Xεr
ε
,Y εr
)
dr +
t∫
s
f
(
Xεr
ε
,Y εr
)
dr
−
t∫
s
Zεr dBr −
t∫
s
Uεr dr,(
Y ε,Uε
) ∈Gr(∂φ) dP× dt sur Ω × [0, t],
(2.4)
où g est continue, à croissance polynomiale et à valeurs dans un ouvert borné et convexe
Θ de Rk et
φ(x)=
{
0 si x ∈ cl(Θ),
+∞ sinon,
où l’on a noté cl(Θ) la fermeture de Θ .
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∂φ(u)= {u∗ ∈Rk: 〈u∗, v − u〉 + φ(u) φ(v), ∀v ∈Rk},
Dom
(
∂(φ)
)= {u ∈Rk: ∂φ(u) = ∅},
Gr(∂φ)= {(u,u∗) ∈Rk ×Rk: u ∈Dom(∂(φ)) et u∗ ∈ ∂φ(u)}.
On vérifie que φ est une fonction convexe, s.c.i, propre avec Dom(φ)= cl(Θ) et que
∂φ(x)= {y ∈Rk; 〈y, x − z〉 0, ∀z ∈ cl(Θ), pour x ∈ cl(Θ)}.
On note Td = Rd
Zd
et on suppose que : b satisfait la condition dite de centrage∫
Td
bi(x)µ(dx)= 0, i = 1, . . . , d, (2.5)
et a satisfait les conditions (2.2) et (2.3). e et f sont des fonctions mesurables de
R
d ×Rk →Rk périodiques de période 1 dans toutes les directions continues par rapport à
y , uniformément par rapport à x et ∀y ∈Rk∫
Td
e(x, y)µ(dx)= 0, (2.6)
et e deux fois continûement différentiable en y , uniformément par rapport à x . De plus
pour un µ ∈R, ∀x ∈Rd , y, y ′ ∈Rk ,〈
f (x, y)− f (x, y ′), y − y ′〉µ|y − y ′|2. (2.7)
On suppose de plus qu’il existe une constante K ′ telle que
|e(x, y)| +
∣∣∣∣ ∂e∂y (x, y)
∣∣∣∣+ ∣∣∣∣ ∂2e∂y2 (x, y)
∣∣∣∣K ′, ∀x ∈ Td , y ∈Rk, (2.8)
et
|f (x, y)|K, (2.9)
et que
0 ∈Θ. (2.10)
Soit {X˜t ; t  0} le processus à valeurs dans Td = Rd
Zd
de générateur
L= 1
2
d∑
i,j=1
aij (x)
∂2
∂xi∂xj
+
d∑
i=1
bi(x)
∂
∂xi
et µ(dx)= p(x) dx son probabilité invariante (cf. section 2 dans Pardoux [16]). De (2.5)
et (2.6), on déduit que pour tout y ∈Rk , les deux équations de Poisson{
Lbˆi(x)+ bi(x)= 0, i = 1, . . . , d ,
Leˆ(x, y)+ e(x, y)= 0, x ∈ Td , y ∈Rk ,
admet respectivement une solution donnée par
bˆi =
∞∫
0
Exb(X˜t ) dt, x ∈ Td, i = 1, . . . , d;
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respectivement
eˆ(x, y)=
∞∫
0
Exe(X˜s, y) ds,
qui satisfait : eˆ ∈ C0,2(Td ×Rk), eˆ(., y), ∂eˆ
∂y
(., y), ∂
2eˆ
∂y2
(., y) ∈W 2,p(Td ), ∀p  1, y ∈ Rk ,
et pour un K ′ > 0,
‖eˆ(., y)‖W 2,p(Td) +
∥∥∥∥ ∂eˆ∂y (., y)
∥∥∥∥
W 2,p(Td )
+
∥∥∥∥ ∂2eˆ∂y2 (., y)
∥∥∥∥
W 2,p(Td )
K ′
(voir Pardoux–Veretennikov [20]). Posons
A=
∫
Td
(I +∇bˆ)a(I +∇bˆ)∗(x)µ(dx),
C(y)=
∫
Td
(I +∇bˆ)
(
c+ a ∂
2eˆ∗
∂x∂y
(., y)
)
(x)µ(dx),
D(y)=
∫
Td
[〈
∂eˆ
∂x
, c
〉
(., y)− ∂eˆ
∂y
(., y)e(., y)+ ∂
2eˆ
∂x∂y
(., y)a
∂eˆ∗
∂x
(., y)
+ f (., y)
]
(x)µ(dx).
On pose aussi
Mεt =−
t∫
0
Zεr dBr et K
ε
t =−
t∫
0
Uεr ds.
Notre but est de démontrer que la famille (Xε,Y ε,Mε,Kε) converge en loi vers
(X,Y,M,K) où
Xs = x +
s∫
0
C(Yr) dr +Mxs avec {Mxs ; s  0} (2.11)
un mouvement Brownien non standard satisfaisant 〈〈Mx 〉〉s =As, et
Ys = g(Xt )+
t∫
s
D(Yr) dr +Mt −Ms +Kt −Ks.
E.H. Es-Saky, Y. Ouknine / Bull. Sci. math. 126 (2002) 413–431 417
A partir des théorèmes limites de (Xε,Y ε,Mε,Kε) on peut déduire des résultats d’homo-
généisation pour l’inéquation variationelle semilinéaire ci-dessous
∀s ∈ [0, t], x ∈Rd ,
∂uε
∂s
(s, x)− 1
2
d∑
i,j=1
aij
(
x
ε
)
∂2uε
∂xi∂xj
(s, x)−
d∑
i=1
(
1
ε
bi
(
x
ε
)
+ ci
(
x
ε
))
∂uε
∂xi
(s, x)
−
(
1
ε
e
(
x
ε
,uε(s, x)
)
− f
(
x
ε
,uε(s, x)
))
∈ ∂φ(uε(s, x)),
uε(0, x)= g(x), uε(s, x) ∈ Dom(φ)= cl(Θ).
3. Résultat principal
Le résultat fondamental de cet article est le théorème suivant :
Théorème 3.1. Sous les conditions précédentes la famille (Xε,Y ε,Mε,Kε) converge en
loi vers (X,Y,M,K) dansC([0, t],Rd)×(D([0, t],Rk))2×C([0, t],Rk), oùD([0, t],Rk)
est l’espace des fonctions càdlàg muni de la topologie de Meyer–Zheng et C([0, t],Rd)
est l’espace des fonctions continues muni de la topologie de la convergence uniforme et
Y ε0 → Y0 dans R.
Rappelons que {Xεs , 0 s  t} est la solution de l’EDS
Xεs = x +
s∫
0
(
1
ε
b
(
Xεr
ε
)
+ c
(
Xεr
ε
))
dr +
s∫
0
σ
(
Xεr
ε
)
dBr,
∀ε > 0, soit {(Y εs ,Zεs ,Uεs ), 0  s  t} le processus à valeurs dans Rk × Rk×d × Rk
progressivement mesurable solution de l’EDSR
Y εs = g
(
Xεt
)+ 1
ε
t∫
s
e
(
Xεr
ε
,Y εr
)
dr +
t∫
s
f
(
Xεr
ε
,Y εr
)
dr −
t∫
s
Zεr dBr −
t∫
s
Uεr dr.
(3.1)
La démonstration se fait en plusieurs étapes :
Démonstration.
Etape 1. Transformation des systèmes (2.1) et (3.1).
D’après le théorème d’Itô–Krylov (voir Krylov [9] ou plus précisement Pardoux–
Veretennikov [20]) et on pose Xεs = X
ε
s
ε
.
Xεs + ε
(
bˆ
(Xεs )− bˆ(xε
))
= x +
s∫
0
(I +∇bˆ)c(Xεr )dr + s∫
0
(I +∇bˆ)σ (Xεr )dBr,
(3.2)
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Y εs + ε
(
eˆ
(Xεt , Y εt )− eˆ(Xεs ,Y εs ))
= g(Xεt )+ t∫
s
(
〈∇x eˆ, c〉 − ∂eˆ
∂y
e+ f − ε ∂eˆ
∂y
f
)(Xεr ,Y εr )dr
+
t∫
s
∂2eˆ
∂x∂y
(Xεr ,Y εr )σ (Xεr )Zεr dr
+
t∫
s
(∇xeˆ(Xεr ,Y εr )σ (Xεr )−Zεr )dBr + ε t∫
s
∂eˆ
∂y
(Xεr ,Y εr )Zεr dr
+ ε
2
t∫
s
∂2eˆ
∂2y
(Xεr ,Y εr )∣∣Zεr ∣∣2dr − t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y εr )Uεr dr. (3.3)
On pose
Z˜εs =Zεs −∇xeˆ
(Xεs ,Y εs )σ (Xεs ), 0 s  t .
Notons que la différence entre Z˜ε et Zε est un processus uniformément borné. De (3.3), il
vient
Y εs + ε
(
eˆ
(Xεt , Y εt )− eˆ(Xεs ,Y εs ))
= g(Xεt )+ t∫
s
(
f + 〈∇x eˆ, c〉 − ∂eˆ
∂y
e− ε ∂eˆ
∂y
f + ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y εr )dr
−
t∫
s
Z˜εr
(
dBr −
(
∂2eˆ
∂y∂x
σ
)(Xεr ,Y εr )dr)+ ε t∫
s
∂eˆ
∂y
(Xεr ,Y εr )Zεr dBr
+ ε
2
t∫
s
∂2eˆ
∂2y
(Xεr ,Y εr )∣∣Zεr ∣∣2 dr − t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y εr )Uεr dr.
Posons ensuite
B˜s = Bs −
s∫
0
(
∂2eˆ
∂x∂y
σ
)(Xεr ,Y εr )dr.
D’après le théorème de Girsanov, il existe une probabilité P˜ équivalent à P telle que sous
P˜, {B˜s, 0 s  t} est un mouvement Brownien. On a
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Xεs + ε
(
bˆ
(Xεs )− bˆ(xε
))
= x +
s∫
0
(I +∇bˆ)
(
c+ a ∂
2eˆ∗
∂x∂y
)(Xεr ,Y εr )dr + s∫
0
(I +∇bˆ)σ (Xεr )dB˜r , (3.4)
Y εs + ε
(
eˆ
(Xεt , Y εt )− eˆ(Xεs ,Y εs ))
= g(Xεt )+ t∫
s
(
〈∇x eˆ, c〉 − ∂eˆ
∂y
e− ε ∂eˆ
∂y
f + ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y εr )dr
−
t∫
s
Z˜εr dB˜r + ε
t∫
s
∂eˆ
∂y
(Xεr ,Y εr )Zεr(dB˜r +( ∂2eˆ∂x∂y σ
)(Xεr ,Y εr )dr)
+ ε
2
t∫
s
∂2eˆ
∂2y
(Xεr ,Y εr )∣∣Zεr ∣∣2 dr − t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y εr )Uεr dr. (3.5)
Le fait que {Xε; ε > 0} est tendue, comme un élément de C([0, t],Rd) muni de la topologie
de la convergence uniforme, est clair, en particulier puisque ∂2eˆ
∂x∂y
est bornée et la dérivée
de Radon–Nikodym ∂P˜
∂P
∈ Lp ∀p > 0 et on a
sup
ε
E˜
∣∣Xεt ∣∣p <∞ ∀p > 0.
Ce qui implique que
sup
ε
E˜
∣∣g(Xεt )∣∣k <∞ ∀k > 0.
Etape 2. Estimation de {Y ε,Zε}.
On veut établir des estimations pour les moments de Y ε et Zε sous P˜, pour cela retournons
à l’ équation (3.1) et remplaçons B par son expression
Y εs = g
(
Xεt
)+ t∫
s
(
1
ε
e
(
Xεr
ε
,Y εr
)
+ f
(
Xεr
ε
,Y εr
)
−Zεr
(
∂2eˆ
∂y∂x
σ
)(Xεr ,Y εr ))dr
−
t∫
s
Zεr dB˜r −
t∫
s
Uεr dr.
Il résulte de la formule d’Itô que
eνt
∣∣Y εs ∣∣3 + t∫
s
eνr
(
3
∣∣Y εr ∣∣× ∣∣Zεr ∣∣2 + ν∣∣Y εr ∣∣3)dr
= eνt ∣∣g(Xεs )∣∣3 + 3ε
t∫
s
eνr
∣∣Y εr ∣∣Y εr e(Xεr ,Y εr )dr + 3 t∫
s
eνr
∣∣Y εr ∣∣Y εr f (Xεr ,Y εr )dr
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− 3
t∫
s
eνr
∣∣Y εr ∣∣Y εr Zεr( ∂2eˆ∂x∂y σ
)(Xεr ,Y εr )dr − 3 t∫
s
eνr
∣∣Y εr ∣∣Y εr Zεr dB˜r
−
t∫
s
eνr
∣∣Y εr ∣∣Y εr Uεr dr.
L’espérance de l’intégrale stochastique est nulle (voir Pardoux–Peng [17]), de plus par (2.9)∣∣Y εr ∣∣Y εr f (Xεr ,Y εr ) ∣∣Y εr ∣∣3 + c.
Comme (Y ε,Uε) ∈Gr(φ), alors 〈Y ε,Uε〉 0 et par suite −3|Y εr |〈Y εr ,Uεr 〉 0. De plus
−3Y εr
∣∣Y εr ∣∣Zεr( ∂2eˆ∂x∂y σ
)(Xεr ,Y εr ) 32 ∣∣Y εr ∣∣∣∣Zεr ∣∣2 + 32
∥∥∥∥ ∂2eˆ∂x∂y σ
∥∥∥∥∞∣∣Y εr ∣∣3.
Finalement, on prend l’espérance en tenant compte du fait que e est bornée, à condition de
bien choisir ν
E˜
t∫
s
eνr
∣∣Y εr ∣∣∣∣Zεr ∣∣2 dr  c
(
1+ 1
ε
E˜
t∫
s
∣∣Y εr ∣∣2 dr
)
.
Ce qui est équivalent à
εE˜
t∫
s
∣∣Y εr ∣∣∣∣Zεr ∣∣2 dr  c
(
ε +
t∫
s
∣∣Y εr ∣∣2 dr
)
. (3.6)
Admettons pour le moment le lemme suivant :
Lemme 3.1. Sous les conditions du théorème 3.1, on a
sup
ε
E˜
t∫
s
∣∣Uεr ∣∣2 dr <∞.
Retournons à (3.5), soit Ŷ εs = Y εs − εeˆ(Xεs ,Y εs ) et par application de la formule d’Itô,
nous avons
∣∣Ŷ εs ∣∣2 + t∫
s
∣∣∣∣Z˜εr − ε ∂eˆ∂y (Xεr ,Y εr )Zεr
∣∣∣∣2dr
= ∣∣g(Xεt )− εeˆ(Xεt , Y εt )∣∣2
+ 2
t∫
s
Ŷ εr
{(
〈∇x eˆ, c〉 − ∂eˆ
∂y
e+
(
1− ε ∂eˆ
∂y
)
f + ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y εr )}dr
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− 2
t∫
s
Ŷ εr Z
ε
r dB˜r + 2ε
t∫
s
Ŷ εr
∂eˆ
∂y
(Xεr ,Y εr )Zεr(dB˜r +( ∂2eˆ∂x∂y σ
)(Xεr ,Y εr )dr)
+ ε
t∫
s
∂2eˆ
∂2y
(
Xεr ,Y εr
)
Ŷ εr
∣∣Zεr ∣∣2 dr − 2 t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y εr )Ŷ εr Uεr dr.
Exploitons (3.5) et (3.6) avec le fait que (1 − ε ∂eˆ
∂y
(Xεr ,Y εr )  12 ) pour ε assez petit des
inégalités standards et lemme 3.1, nous déduisons
E˜
∣∣Y εs ∣∣2 + 12
t∫
s
∣∣Zεr ∣∣2dr  c
(
1+ E˜
t∫
s
∣∣Y εr ∣∣2 dr
)
.
Par le lemme de Gronwall, il viendra
sup
0st
E˜
∣∣Y εs ∣∣2 + E˜ t∫
s
∣∣Z˜εr ∣∣2 dr  c.
L’inégalité de Burkholder–Davis–Gundy, nous donne
sup
ε
E˜
(
sup
0st
∣∣Y εs ∣∣2 + t∫
0
∣∣Z˜εr ∣∣2 dr
)
<∞. (3.7)
Etape 3. Convergence en loi.
On réécrit (3.5) sous la forme
Y εs = g
(
Xεt
)+ V εt − V εs +Mεt −Mεs +Nεt −Nεs +Kεt −Kεs ,
où
V εs =
s∫
0
(
〈∇x eˆ, c〉 − ∂eˆ
∂y
e+ f + ∂
2eˆ
∂x∂y
a∇xeˆ∗)
(Xεr ,Y εr ))dr,
Mεs = −
s∫
0
Z˜εr dB˜r ,
Nεs = −εeˆ
(Xεr ,Y εr )− ε s∫
0
∂eˆ
∂y
f
(Xεr ,Y εr )dr + ε s∫
0
∂eˆ
∂y
(Xεr ,Y εr )Uεr dr
+ ε
s∫
0
∂eˆ
∂y
(Xεs ,Y εs )Zεr(dB˜r +( ∂2eˆ∂x∂y σ
)(Xεr ,Y εr )dr)
+ ε
2
s∫
0
∂2eˆ
∂2y
(Xεr ,Y εr )∣∣Zεr ∣∣2 dr,
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Kεs = −
t∫
0
Uεr dr.
Il est facile de voir que
E˜
(
sup
0st
∣∣Nεs ∣∣)→ 0,
lorsque ε → 0, alors sup0st |Nεs | → 0 tend vers 0 en probabilité ou en loi. Par
lemme 3.1, on trouve que pour tout 0 s  t
E˜
(∣∣Kεs −Kεt ∣∣2) C|s − t|,
et par suite la tension de la famille {Kε; ε > 0} s’obtient en utilisant le critère d’Aldous [1]
(voir aussi [8]). Pour traiter les autres termes on va adopter le point de vue de la
topologie de Meyer–Zheng [12] (voir aussi Kurtz [10] ou Pardoux [15]) qui donne un
critère garatissant la tension dans D([0, t]) muni de la topologie de convergence en ds
mesure : la famille de quasi-martingalesV ns , 0 s  t , définie sur un espace de probabilité
{Ω, Fs, 0 s  t, P} est tendue si
sup
n
{
sup
0st
E
∣∣V ns ∣∣+CV 0t (V n)}<∞,
avec CV 0t (V
n) sur [0, t] est définie par
CV 0t
(
V n
)= supE(∑
i
∣∣E(V nti+1 − V nti )∣∣/Fti).
Le “sup” est pris sur toutes les subdivisions de l’intervalle [0, t].
De (3.7), V ε et Mε satisfont le critère de Meyer–Zheng. Alors (Y ε,Mε) est tendue pour
la topologie de Meyer–Zheng [12] – sous P˜-, puisque de (3.4) {Xε} est tendue “dans le sens
usuel”, alors il existe une sous suite (que l’on note aussi par (Xε,Y ε,Mε,Kε)) telle que(
Xε,Y ε,Mε,Kε
)⇒ (X,Y , M, K),
dans C([0, t],Rd) × (D([0, t]))2 × C([0, t],Rd), avec le premier espace est muni de la
topologie de la convergence uniforme et le second de la topologie en ds mesure. Pour
conclure, on a besoin du lemme suivant (voir Pardoux [16]) :
Lemme 3.2. Soit h :Rd × Rk → Rk mesurable, périodique de période 1 dans toutes les
directions pour la première variable et continue par rapport au deuxième, uniformément
par rapport à la première. Alors
sup
0st
∣∣∣∣∣
s∫
0
h
(Xεr ,Y εr )dr − s∫
0
h(Yr) dr
∣∣∣∣∣→ 0
en P˜-probabilité quand ε→ 0, avec h(y)= ∫
Td
h(x, y)µ(dx).
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En passant à la limite dans (3.4), (3.5) on a
Xs = x +
s∫
0
C(Yr) dr +MXs
où {MXs } est un mouvement Brownien non standard satisfaisant〈〈
MX
〉〉
s
=As
et
Ys = g(Xs)+
t∫
s
D(Yr) dr + Mt − Ms + Kt − Ks.
Par un argument similaire à celui de Pardoux [15] section 4.c (voir aussi Pardoux–
Veretennikov [19]) théorème 6.1, on montre que MX et M sont FX,Y,Kt -martingales.
Etape 4. Identification de la limite.
Soit (Y,Z,U) l’unique solution de l’EDSRYs = g(Xs)+
t∫
s
D(Yr ) dr −
t∫
s
Zr dMXr −
t∫
s
Ur dr,
(Y,U) ∈Gr(∂φ),
telle que
ET r
t∫
0
Zr d
〈
MX
〉
r
Zr∗ <∞.
Il resulte du lemme 3.1 que {Kε, ε > 0} est borné dans L2(Ω,H1([0, t],Rd)) avec
H
1([0, t],Rd) est l’espace de Sobolev des fonctions absolument continues avec dérivée
dans L2([0, t]). Par conséquant {Ks, 0  s  t} est un processus à variation bornée
absolument continu à dérivée {Us, 0 s  t} telle que
∫ t
0 |Ur |2 dr <∞. Posons
Mt =
t∫
0
Zr dMXr et Kt =−
t∫
0
Us ds.
D’après la formule d’Itô, nous avons
|Ys − Ys |2 + [M − M]t − [M − M]s
= 2
t∫
s
(
D(Yr )−D(Yr), Yr − Yr
)
dr + 2
t∫
s
〈Yr − Yr , dMr − d Mr 〉
+ 2
t∫
s
〈Yr − Yr , dKr − d Kr 〉.
424 E.H. Es-Saky, Y. Ouknine / Bull. Sci. math. 126 (2002) 413–431
Maintenant, puisque pour tout, ε > 0 on a (Y ε,Uε) ∈ Gr(∂φ), en utilisant le théorème de
séléction de Skorohod, on montre que (Y, U) ∈ Gr(∂φ), où (Y, M, K = − ∫ t0 Ur dr) est
solution de l’EDSR
Ys = g(Xs)+
t∫
s
D(Yr) dr + Mt − Ms + Kt − Ks.
Par conséquant
∫ t
s
〈Yr − Yr , dKr − d Kr 〉  0. En prenant l’espérance dans l’égalité au
dessus on obtient
E|Ys − Ys |2 +E[M − M]t −E[M − M]s  2µE
t∫
s
|Ys − Ys |2 dr.
Par le lemme de Gronwall Ys = Ys, 0 s  t, M = M, Us = Us, 0 s  t . ✷
Avant de prouver le lemme rappelons quelques résultats concernant la méthode de
pénalisation (cf. Menaldi [13]). Soit
β(x)= 1
2
grad
(
min
{|x − y|2}, y ∈ Θ ).
Notons qu’il existe a ∈Rd , et γ > 0 tel que
(x − a)β(x) γ |β(x)|, ∀x ∈Rd ,
par conséquent
〈An(x), x − a〉 γ |An(x)|. (3.8)
Posons
An
(
Y εs
)= n(Y εs − PrΘ(Y εs )),
où PrΘ est la projection sur Θ .
Par une technique d’approximation (cf. A. Gegout [6]), on peut supposer que Θ est
borné, convexe et régulier i.e. ρ(x) := d2(x,Θ) = |x − Pr(x)|2 est convexe, deux fois
différentiable et
Θ = {x ∈Rd , ρ > 0}; ∂θ = {x ∈Rd, ρ = 0},
notons que ∇ρ(x)= 2β(x)= 2(x − Pr(x))∗.
Démonstration du lemme 3.1.
Soit (Y ε,nr ,Zε,nr ) l’unique solution de l’EDSR
Y ε,ns = g
(
Xεt
)+ t∫
s
(
1
ε
e
(
Xεr
ε
,Y ε,nr
)
+ f
(
Xεr
ε
,Y ε,nr
)
−Zε,nr
(
∂2eˆ
∂y∂x
σ
)(
Xεr
ε
,Y ε,nr
))
dr −
t∫
s
Zε,nr dB˜r −
t∫
s
An
(
Y ε,nr
)
dr.
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Montrons tout d’abord que
sup
ε,n
E˜
t∫
0
∣∣An(Y ε,nr )∣∣2dr <∞.
Soit a ∈Rk vérifiant (3.8), il en resulte de la formule d’Itô, que
eνs
∣∣Y ε,ns − a∣∣3 + t∫
s
eνr
(
3
∣∣Y ε,nr − a∣∣× ∣∣Zε,nr ∣∣2 + ν∣∣Y ε,nr − a∣∣3)dr
= eνt ∣∣g(Xεs )∣∣3 + 3ε
t∫
s
eνr
∣∣Y ε,nr − a∣∣(Y ε,nr − a)e(Xεr ,Y ε,nr )dr
+ 3
t∫
s
eνr
∣∣Y ε,nr − a∣∣Y ε,nr f (Xεr ,Y ε,nr )dr
− 3
t∫
s
eνr
∣∣Y ε,nr − a∣∣(Y ε,nr − a)Zε,nr ( ∂2eˆ∂x∂y σ
)(Xεr ,Y ε,nr )dr
− 3
t∫
s
eνr
∣∣Zε,nr − a∣∣(Zεr − a)Zεr dB˜r
− 3
t∫
s
eνr
∣∣Zε,nr − a∣∣(Zεr − a,An(Y ε,nr ))dr.
Grâce aux hypothèses ci-dessus, nous avons∣∣Y ε,nr − a∣∣(Y ε,nr − a)f (Xεr ,Y εr ) ∣∣Y ε,nr − a∣∣3 + c,
−∣∣Y ε,nr − a∣∣(Y ε,nr − a,An(Y ε,nr ))−γ ∣∣An(Y ε,nr )∣∣∣∣Y εr − a∣∣ 0.
On pose ν = 1+ 32‖ ∂
2eˆ
∂x∂y
‖2∞.
Comme e est bornée, alors en prenant ensuite l’espérence, on obtient
εE˜
t∫
s
∣∣Y ε,nr ∣∣∣∣Zε,nr ∣∣2 dr  c
(
ε+
t∫
s
∣∣Y ε,nr ∣∣2 dr
)
. (3.9)
Retournons à (3.5) et soit Ŷ ε,ns = Y ε,ns − εeˆ(Xεs ,Y ε,ns ). Par application de la formule d’Itô,
nous avons
∣∣Ŷ ε,ns − a∣∣2 + t∫
s
∣∣∣∣Z˜ε,nr − ε ∂eˆ∂y (Xεr ,Y ε,nr )Zε,nr
∣∣∣∣2 dr
426 E.H. Es-Saky, Y. Ouknine / Bull. Sci. math. 126 (2002) 413–431
= ∣∣g(Xεt )− eˆ(Xεt , Y ε,nt )∣∣2 + 2 t∫
s
(
Ŷ ε,nr − a
)(〈∇x eˆ, c〉 − ∂eˆ
∂y
e+
(
1− ε ∂eˆ
∂y
)
f
+ ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y ε,nr )dr − 2 t∫
s
(
Ŷ ε,nr − a
)
Zε,nr dB˜r
+ 2ε
t∫
s
∂eˆ
∂y
(Xεr ,Y ε,nr )Zε,nr (dB˜r + ∂2eˆ∂2y σ (Xεr ,Y ε,nr )dr
)
+ ε
t∫
s
∂2eˆ
∂y∂x
(Xεr ,Y ε,nr )(Ŷ ε,nr − a)∣∣Zε,nr ∣∣2 dr
− 2
t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y ε,nr )(Ŷ ε,nr − a,An(Y ε,nr ))dr.
Comme 0 ∈Θ , An(Y ε,nr )=An(Ŷ ε,nr ), de plus〈
Ŷ ε,nr − a,An
(
Y ε,nr
)〉
 γ
∣∣An(Ŷ ε,nr )∣∣= γ ∣∣An(Y ε,nr )∣∣.
En tenant compte du fait que (1−ε ∂eˆ
∂y
(Xεr ,Y ε,nr )) 12 , des inégalités standards et du lemme
de Gronwall, on a
sup
0st
sup
ε,n
(
E˜
∣∣Y ε,ns − a∣∣2 + t∫
s
∣∣Z˜ε,nr ∣∣2 dr
)
+ γ
t∫
0
∣∣An(Y ε,nr )∣∣dr <∞. (3.10)
Maintenant, par la formule d’Itô, la convexité de la fonction ρ et avec la notation
Ŷ
ε,n
r = Y ε,nr − εeˆ(Xεr ,Y ε,nr ), il vient
ρ
(
Y ε,ns − εeˆ
(Xεs ,Y ε,ns ))
 ρ
(
g
(
Xεt
)− εeˆ(Xεt , Y ε,nt ))+ 2n
t∫
s
An
(
Ŷ ε,nr
)(〈∇x eˆ, c〉 − ∂eˆ
∂y
e+
(
1− ε ∂eˆ
∂y
)
f
+ ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y ε,nr )dr − 2n
t∫
s
An
(
Ŷ ε,nr
)
Zε,nr dB˜r
+ 2ε
n
t∫
s
∂eˆ
∂y
(Xεr ,Y ε,nr )An(Ŷ ε,nr )Zε,nr (dB˜r + ∂2eˆ∂2y σ (Xεr ,Y ε,nr )dr
)
+ ε
n
t∫
s
∂2eˆ
∂y∂x
(Xεr ,Y ε,nr )An(Ŷ ε,nr )∣∣Zε,nr ∣∣2 dr
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− 2
n
t∫
s
(
1− ε ∂eˆ
∂y
)(Xεr ,Y ε,nr )An(Ŷ ε,nr )∗An(Y ε,nr )dr.
En tenant compte que 1− ε ∂eˆ
∂y
 12 , l’hypothèse (2.10), ε assez petit, il viendra
nρ
(
Ŷ ε,nr
)+ t∫
s
∣∣An(Y ε,nr )∣∣2 dr
 2
t∫
s
An
(
Y ε,nr
)(〈∇x eˆ, c〉 − ∂eˆ
∂y
e+
(
1− ε ∂eˆ
∂y
)
f + ∂
2eˆ
∂y∂x
a∇xeˆ∗
)(Xεr ,Y ε,nr )dr
+ 2ε
t∫
s
∂eˆ
∂y
(Xεr ,Y ε,nr )An(Y ε,nr )Zε,nr (dB˜r +( ∂2eˆ∂x∂y σ
)(Xεr ,Y ε,nr )dr)
− 2
t∫
s
An
(
Y ε,nr
)
Zε,nr dB˜r + ε
t∫
s
∂2eˆ
∂y∂x
(Xεr ,Y ε,nr )An(Y ε,nr )∣∣Zε,nr ∣∣2 dr. (3.11)
On veut trouver une majoration de cette dernière intégrale. On a
ρ
(
Ŷ ε,nr
)+ 1
2
t∫
s
trace
(
Zε,nr Z
ε,n
r
∗Hess
(
ρ
(
Y ε,nr
)))
dr
=
t∫
s
((
1
ε
e
(
Xεr
ε
,Y ε,nr
)
+ f
(
Xεr
ε
,Y ε,nr
))
−Zε,nr
(
∂2eˆ
∂y∂x
σ
))(
Xεr
ε
,Y ε,nr
)
∇ρ(Y ε,nr )dr
−
t∫
s
Zε,nr ∇ρ
(
Y ε,nr
)
dB˜r −
t∫
s
An
(
Y ε,nr
)∇ρ(Y ε,nr )dr.
Il en résulte de la formule d’Itô, que
eνsρ3/2
(
Y ε,ns
)+ 3
4
t∫
s
trace
(
Zε,nr Z
ε,n
r
∗Hess
(
ρ1/2
(
Y ε,nr
)))
ρ
(
Y ε,nr
)
dr
+ 3
8
t∫
s
∣∣Zε,nr ∣∣2∣∣∇ρ(Y ε,nr )∣∣2ρ−1/2(Y ε,nr )dr + t∫
s
νeνrρ3/2
(
Y ε,nr
)
dr
= 3
2
t∫
s
eνr
[(
1
ε
e
(
Xεr
ε
,Y ε,nr
)
+ f
(
Xεr
ε
,Y ε,nr
))
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−Zε,nr
(
∂2eˆ
∂y∂x
σ
)(
Xεr
ε
,Y ε,nr
)]
∇ρ(Y ε,nr )ρ1/2(Y ε,nr )dr
− 3
2
t∫
s
Zε,nr ∇ρ
(
Y ε,nr
)
ρ1/2
(
Y ε,nr
)
dB˜r
− 3
2
t∫
s
An
(
Y ε,nr
)∗∇ρ(Y ε,nr )ρ1/2(Y ε,nr )dr.
Comme |An(x)| = n2 |∇ρ(x)| et ρ1/2(x)= |x − Pr(x)|, on a
neνsρ
(
Y ε,nr
)3/2 + 3
2
t∫
s
trace
(
Zε,nr Z
ε,n
r
∗Hess
(
ρ
(
Y ε,nr
)))
ρ1/2
(
Y ε,nr
)
dr
+ 3
2
t∫
s
∣∣Zε,nr ∣∣2∣∣An(Y ε,nr )∣∣dr + n t∫
s
νeνrρ3/2
(
Y ε,nr
)
dr + 3
n
t∫
s
∣∣An(Y ε,nr )∣∣3 dr
= 3n
2
t∫
s
eνr
[(
1
ε
e
(
Xεr
ε
,Y ε,nr
)
+ f
(
Xεr
ε
,Y ε,nr
))
−Zε,nr
(
∂2eˆ
∂y∂x
σ
)(
Xεr ,Y
ε,n
r
)]∇ρ(Y ε,nr )ρ1/2(Y ε,nr )dr
− n
t∫
s
Zε,nr ∇ρ
(
Y ε,nr
)
ρ1/2
(
Y ε,nr
)
dB˜r .
Or
nZε,nr
∂2eˆ
∂y∂x
σ
(
Xεr ,Y
ε,n
r
)∇ρ(Y ε,nr )ρ(Y ε,nr )1/2
 n
2
∣∣Zε,nr ∣∣∥∥∥∥ ∂2eˆ∂y∂x σ
∥∥∥∥∞∣∣∇ρ(Y ε,nr )∣∣2
 n
4
∥∥∥∥ ∂2eˆ∂y∂x σ
∥∥∥∥(( |Zε,nr |2|∇ρ(Y ε,nr )|α
)
+ α∣∣∇ρ(Y ε,nr )∣∣3)
 1
4α
∥∥∥∥( ∂2eˆ∂y∂x σ
)(
Xεr ,Y
ε,n
r
)∥∥∥∥∞∣∣Zε,nr ∣∣2∣∣An(Y ε,nr )∣∣
+ αn
4
∥∥∥∥ ∂2eˆ∂y∂x σ (Xεr ,Y ε,nr )
∥∥∥∥∞∣∣∇ρ(Y ε,nr )∣∣3
= 1
4α
∥∥∥∥ ∂2eˆ∂y∂x σ (Xεr ,Y ε,nr )
∥∥∥∥∞∣∣Zε,nr ∣∣2∣∣An(Y ε,nr )∣∣
+ 2α
n2
∥∥∥∥ ∂2eˆ∂y∂x σ (Xεr ,Y ε,nr )
∥∥∥∥∞∣∣An(Y ε,nr )∣∣3
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et en choisissant plus tard α de telle sorte que 14α‖ ∂
2eˆ
∂y∂x
σ‖∞  38 et αn2 ‖ ∂
2eˆ
∂y∂x
σ‖∞  32n
pour n assez grand. La relation ab ap
p
+ aq
q
pour 1
p
+ 1
q
= 1 donne
nf
(
Xεr
ε
,Y ε,nr
)
∇ρ(Y ε,nr )ρ1/2(Y ε,nr )  nK(23
∣∣∣∣∇ρ(Y ε,nr )∣∣∣∣3/2 + ρ3/2(Y ε,nr )3
)
 4
3n1/2
(∣∣An(Y ε,nr )∣∣2 + 1)+ nK3 ρ3/2(Y ε,nr ).
De plus
ne
(
Xεr
ε
,Y ε,nr
)(
ρ1/2∇ρ)(Y ε,nr ) |e|∞n ∣∣An(Y ε,nr )∣∣2.
Enfin pour ν bien choisi, n assez grand et la relation (3.10), on a
εE˜
t∫
s
∣∣An(Y ε,nr )∣∣∣∣Zε,nr ∣∣2 dr
 C
(
1+ 1
n
E˜
t∫
s
∣∣An(Y ε,nr )∣∣2 dr + 1n1/2 E˜
t∫
s
∣∣An(Y ε,nr )∣∣2 dr
)
.
Pour n assez grand et ε assez petit, les inégalités (3.10) et (3.11) nous donnent
sup
ε,n
E˜
t∫
0
∣∣An(Y ε,nr )∣∣2 dr <∞. (3.12)
Maintenant
lim
n→∞ E˜
(
sup
0st
∣∣Kε,ns −Kεs ∣∣2)= 0,
où Kε,ns =−
∫ s
0 An(Y
ε,n
r ) dr (cf. [14] ou [18]).
L’inégalité (3.12) et le lemme de Fatou donnent le résultat. ✷
4. Application aux inégalités variationelles semilinéaires
Soit u la solution de l’IVS suivante
∀s ∈ [0, t], x ∈Rd ,[
∂u
∂s
(s, x)− 1
2
d∑
i,j=1
Aij
∂2u
∂xi∂xj
(s, x)−
d∑
i=1
Ci
(
u(s, x)
) ∂u
∂xi
(s, x)
−D(u(s, x))] ∈ ∂IΘ(u(s, x)),
u(0, x)= g(x).
(4.1)
Théorème 4.1. Supposons k = 1. Sous les hypothèses du théorème 3.1 uε(t, x) converge
vers u(t, x) quand ε→ 0.
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Remarque 4.1. Notons que dans ce cas Θ est un interval de R. Supposons par exemple
que Θ =]a, b[, on a alors
∂IΘ(x)=

∅ si x /∈ Θ ,
{0} si x ∈Θ ,
R+ si x = b,
R− si x = a.
Démonsrtration du théorème 4.1. Soit x ∈ Rd et {Xx,εs , 0  s  t} la solution de
l’équation (2.1). ∀t ∈ R+, on note par {Y t,x,εs , Zt,x,εs , U t,x,εs , 0  s  t} la solution de
l’EDSR refléchie suivante
Y t,x,εs = g
(
X
x,ε
t
)+ 1
ε
t∫
s
e
(
X
x,ε
r
ε
, Y t,x,εr
)
dr +
t∫
s
f
(
X
x,ε
r
ε
, Y t,x,εr
)
dr
−
t∫
s
Zt,x,εr dBr −
t∫
s
U t,x,εr dr.
Or la fonction uε :R+ × Rd → R définie par uε(t, x) = Y t,x,ε0 est l’unique solution de
l’IVS (2.12) (cf. Pardoux–Rascanu [18]). Soit {Y t,xs , Zt,xs , Ut,xs , 0 s  t} la solution de
l’EDSR réfléchie on a
Ys = g
(
Xxt
)+ t∫
s
D
(
Y t,xr
)
dr −
t∫
s
Zt,xr dBr −
t∫
s
U t,xr dr.
La fonction u : [0, t] × Rd → R définie par u(t, x) = Y t,x0 est l’unique solution de l’IVS
(4.1) et le théorème 3.1 donne le résultat. ✷
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