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Abstract
Energy-based modeling and control of dynamical systems is crucial since energy is
a fundamental concept in Science and Engineering theory and practice. While Inter-
connection and Damping Assignment Passivity-based Control (IDA-PBC) is a powerful
theoretical tool to control port-controlled Hamiltonian (PCH) systems that arise from
energy balancing principles, sensorless operation of energy harvesters is a promising
practical solution for low-power energy generation. e thesis addresses these two
problems of energy-based control and ecient energy generation.
e design via IDA-PBC hinges on the solution of the so-called matching equation
which is the stumbling block in making this method widely applicable. In the rst part
of the thesis, a constructive approach for IDA-PBC for PCH systems that circumvents
the solution of the matching equation is presented. A new notion of solution for the
matching equation, called algebraic solution, is introduced. is notion is instrumental
for the construction of an energy function dened on an extended state-space. is
yields, dierently from the classical solution, a dynamic state-feedback that stabilizes
a desired equilibrium point. In addition, conditions that preserve the PCH structure in
the extended closed-loop system have been provided. e theory is validated on four
examples: a two-dimensional nonlinear system, a magnetic levitated ball, an electro-
static microactuator and a third order food-chain system. For these systems damping
structures that cannot be imposed with the standard approach are assigned.
In the second part of the thesis, the design of a nonlinear observer and of an energy-
based controller for sensorless operation of a rotational energy harvester is presented.
A mathematicalmodel of the harvester with its power electronic interface is developed.
is model is used to design an observer that estimates the mechanical quantities from
the measured electrical quantities. e gains of the observer depend on the solution of
a modied Riccati equation. e estimatedmechanical quantities are used in a feedback
control law that sustains energy generation across a range of source rotation speeds.
e proposed observer-controller scheme is assessed through simulations and experi-
ments.
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Will it be easy? No.
Worth it? Absolutely.
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1 Introduction
1.1 “Putting energy back in control [77]”
e past few decades have witnessed a shi in the way nonlinear systems are con-
trolled from the classical approach that employ nonlinear cancellation and high gain
to impose predetermined dynamic behavior to techniques that exploit the structure of
the system. Traditionally, to control linear time-invariant systems, a signal processing
approach was sucient because signals could be discriminated by ltering. However,
for control of nonlinear systems, signal-processing is dicult due to frequency mix-
ing, complex control methods, and the large amount of control energy that is oen
required. Since most of these problems stem from not using the structural information
of the system which can be described using energy, it is possible to control complex,
nonlinear dynamical systems by using energy-based control. e idea that is central to
this change of paradigm from signal-based to energy-based control is passivity.
e notion of passivity has played an important role in analysis and control of linear
and nonlinear systems. Passivity theory provides an eective tool for studying stability
of uncertain nonlinear systems, especially high-order ones. It is a fundamental concept
in science and engineering practise that encompasses a broad range of systems with
nonlinear and time-varying dynamics. Passivity is based on a universal property of
physical system called energy-balancing.
e term Passivity-based Control (PBC), which was coined in [73], stems from the
seminal work of Takegaki and Arimoto [96]. is approach is employed for the reg-
ulation of conventional Hamiltonian systems and yields robust controllers the con-
trol action of which has a clear physical interpretation [79]. e control objective is
achieved by rendering the closed-loop system passive with respect to a desired storage
function and injection damping. e storage function typically consists of kinetic and
potential energy functions that have some desirable features, a minimum requirement
being that the energy function has a minimum at the desired operating point to ensure
stability. Tremendous amount of research has been devoted to PBC due to its useful-
ness and its applicability to a wide class of physical systems including mechanical sys-
tems [18,66,71], power systems [34,54,69], electro-mechanical systems [13,68,81,86,89],
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underwater vehicles [4, 104], spacecras [6] mechanical systems with non-holonomic
constraints and their combinations [31, 100].
e fundamental problem of feedback stabilization of nonlinear systems has been
reformulated using feedback passivation in [20] and [71]. e rst aempt to use feed-
back passivation for stabilization was made in [72]. In [72], the results presented in [57]
and the nonlinear Kalman-Yakubovich-Popov lemma of [41] have been used as design
tools for adaptive stabilization of non-feedback linearizable, passiable, nonlinear sys-
tems. e energy shaping approach is the essence of PBC [77]. e advantages in adopt-
ing the energy-based perspective of control are as follows
1. e energy function can describe the transient behavior of the system via the
energy transfer between the subsystems. erefore we can aim at not just sta-
bilization, but also at performance objectives that can be expressed in terms of
energy transfer.
2. Practitioners are familiar with energy concepts and can provide valuable knowl-
edge to include into the control paradigm. ey can also help in providing phys-
ical interpretations of the control action.
ere are many innovative modications to basic PBC which can be broadly classied
into two main groups. e rst, in which, the storage function to be assigned is decided
a priori and the second in which the desired structure of the closed-loop system is
chosen, but the storage function is not selected [70].
e aim of this chapter is to introduce the concept of energy balancing PBCs and
briey present the existing results in literature to give the reader an understanding of
one of the main contributions of this thesis. e organization of this chapter is as fol-
lows. Section 1.2 describes the contribution of the thesis, Section 1.3 provides some
preliminary denitions and notation while Section 1.3.3 revisits the relationship be-
tween Euler-Lagrange systems and the notion of port controlled Hamiltonian systems.
Section 1.4 and Section 1.5 illustrate the two main approaches of PBC and their vari-
ations. Section 1.7.2 discusses the application of IDA-PBC to modulated friction drive
microrobots with the Coulomb and the LuGre friction models.
e rest of the thesis is organised as follows. Chapter 3 outlines the problem un-
der investigation and discusses the notion of the so-called matching equation in the
classical sense. e notion of algebraic solution of the matching equation is introduced
and one of the main results of the thesis namely a sucient conditions to preserve the
PCH structure of the closed-loop system with dynamic state-feedback is given. e re-
sults are then specialized to the case of linear PCH systems. e theory is validated on
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three physical systems including a magnetically levitated ball, a third order food-chain
system and an electromechanical microactuator.
Chapter 2 presents the modelling of a rotational energy harvester. e mathematical
model is validated by experiments. It also proposes a nonlinear observer to estimate
the physical quantities from the mechanical quantities. e observed values are used
in a nonlinear state-feedback control to extract maximum energy from the harvester.
e scheme has been validated via experiments and simulations. A summary of the
construction of the harvester, its printed circuit board design and the C code that has
been used to obtain the experimental results are included in Appendix A.
Finally, the thesis is concluded in Chapter 4 with some remarks on the presented
results, a summary of the contributions and a few suggestions for further works.
1.2 Contribution of the thesis
e second class of IDA-PBC are of particular interest because they do not destroy the
Hamiltonian structure. However this class of IDA-PBC hinge on the solution to non-
linear partial dierential equations (PDE) that characterize all assignable energy func-
tions of the chosen closed-loop structure. To simplify the solution to the matching PDE
and incorporate more structure into the system dynamics, a port-controlled Hamilto-
nian model (PCH) representation has been suggested in literature. e contributions
of this thesis include the application of classical IDA-PBC to modulated friction drive
microrobots, a method to eliminate the need to solve nonlinear PDEs for IDA-PBC and
sensorless operation of a rotational energy harvester.
Firstly, a PCH model for a friction drive microrobot has been developed using two
dierent friction models, namely the Coulomb friction model and the LuGre friction
model. Both the linear and nonlinear models have been used to design stabilizing con-
trollers. e case of driving the robot to a new position has been considered. Results
have been presented in a special session in [58]
Secondly, a method has been proposed to circumvent the solution of the matching
PDEs while preserving the port-Hamiltonian structure in the extended closed-loop sys-
tem. e objective is achieved by dynamically extending the state-space of the system
and introducing the notion of algebraic solution of the matching equation. e notion
of algebraic solution is signicant for the construction of an auxiliary energy function
dened on an extended state-space. e proposed approach provides a dynamic state
feedback that stabilizes the desired equilibrium while imposing a Hamiltonian struc-
ture to the closed-loop system. e key point to note is that the proposed approach
employs dynamic extension to avoid solving partial dierential equations and searches
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for solutions of algebraic equations instead. Preliminary results have been presented
in [59] and [61] and the complete results have been submied [60].
irdly, the design of a nonlinear observer and a nonlinear feedback controller for
the rotational energy harvester developed in [98], yielding a sensorless closed-loop sys-
tem extracting maximum power from the harvester has been presented. It is important
to perform sensorless control in energy harvesting devices to determine the operat-
ing states of the system and take corrective control actions. A dynamic model of the
rotational energy harvester with its power electronic interface has been derived and
validated. is model is then used to design a nonlinear observer and a nonlinear feed-
back controller which yield a sensorless closed-loop system. e observer estimates the
mechanical quantities from themeasured electrical quantities while the control law sus-
tains power generation across a range of source rotation speeds. e proposed scheme
is assessed through simulations and experiments, both of which have been presented
in the thesis. e results have been published in [62] and [63].
1.2.1 List of Publications
1. K. Nunna and A. Astol. Passivity based control for microrobots. In Special pre-
sentation session, Int. Conf. on Control in Cardi, 2012.
2. K. Nunna, M. Sassano, and A. Astol. Constructive interconnection and damping
assignment for port-controlled Hamiltonian. In Proc. of the Amer- ican Control
Conference, pages 18101815, 2013.
3. K. Nunna, M. Sassano, and A. Astol. Constructive interconnection and damp-
ing assignment for port-controlled Hamiltonian systems. Submied to the IEEE
Transactions on Automatic Control, 2014.
4. K. Nunna, M. Sassano, and A. Astol. Dynamic interconnection and damping
assignment. Submied to the 53rd IEEE Conf. on Decision and Control, 2014.
5. K. Nunna, T.T. Toh, P.D. Mitcheson, and A. Astol. Sensorless estimation and
nonlinear control of a rotational energy harvester. In Journal of Physics: Confer-
ence Series, volume 476,1, page 12052. IOP Publishing, 2013.
6. K. Nunna, T.T. Toh, P.D. Mitcheson, and A. Astol. Nonlinear observer and con-
troller design for sensorless operation of a continuously rotating energy har-
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1.3 Preliminary denitions and notation
is section provides notation and mathematical background that are used throughout
the thesis. Some of the denitions or the preliminary results are standard. Nevertheless
they are reported in this section for ease of understanding and completeness.
1.3.1 Denition of passivity
Consider a system described by the equations
x˙ = f(x, u) ,
y = h(x) ,
with states x(t) ∈ Rn, which are interconnected to the external environment through
its port variables, namely the inputs u(t) ∈ Rm and outputs y(t) ∈ Rm. e power
variables are conjugated, i.e. their product has the units of power, such as forces and
velocities in mechanical systems and currents and voltages in electrical circuits. e
system is said to be passive if it satises the energy-balance equation
H(x(t))−H(x(0))︸ ︷︷ ︸
stored energy
=
∫ t
0
u(s)y(s)ds︸ ︷︷ ︸
supplied
− d(t)︸︷︷︸
dissipated
, (1.1)
whereH(x) is the total energy function of the system, and d(t) is a non-negative signal.
From equation (1.1), we conclude the following.
(i) e system’s energy H(x) is non-increasing with u(t) = 0 for all t > 0 and will
eventually reach a point of minimum energy if the energy function is bounded
from below and decreases in the presence of dissipation. In the presence of a
input u = −Ky with K = K⊤ > 0, the rate of convergence increases because
energy is extracted.
(ii) e total energy that can be extracted from a passive system is bounded by the
initial energy, that is, if H(x) is non-negative, we have
−
∫ t
0
u(s)y(s)ds ≤ H [x(0)] <∞ .
(iii) e property (1.1) is instrumental in identifying a class of systems that are stabiliz-
able with energy-balancing PBC. Unfortunately, energy-balancing stabilization is
22
stymied by the existence of pervasive dissipation that appears in many engineer-
ing applications. To overcome the dissipation obstacle the method of Intercon-
nection and Damping Assignment has been proposed. Application of IDA-PBC
endows the closed-loop system with a special structure called the port-controlled
Hamiltonian (PCH) structure [77].
1.3.2 Some useful results
Lemma 1.1. [3] Let M be an n × n symmetric matrix and C an m × n matrix with
rank(C) = m, wherem < n. Let Z denote a basis for the null space of C .
(i) If Z⊤MZ is positive semidenite and singular, then there exists a nite γ¯ ≥
0 such that M + γC⊤C is positive semidenite for all γ ≥ γ¯, if and only if
Ker(Z⊤MZ) = Ker(MZ). Moreover,M + γC⊤C is singular for all γ.
(ii) Z⊤MZ is positive denite if and only if there exists a nite γ¯ ≥ 0 such that
M + γC⊤C is positive denite for all γ > γ¯.
⋄
Consider a dynamical systems described by the equation
x˙ = f(x) , x(t0) = x0 , x(t) ∈ Rn . (1.2)
e system satises the standard conditions for existence and uniqueness of solutions.
For instance, the system f(x) is assumed to be Lipschitz continuous with respect to x,
uniformly in t and piecewise continuous in t. e basic theorem of Lyapunov allows
us to determine stability for a system by studying an appropriate energy function. e
time derivative of a continuous function V : Rn×R+ → R taken along the trajectories
of the system (1.2) is
V˙
∣∣∣
x˙=f(x)
=
∂V
∂x
f .
eorem 1.1. [47] Lyapunov’s stability theorem
Let x = 0 be an equilibrium point for (1.2) andD ⊂ Rn be a domain containing x = 0.
Let V : D → R be a continuously dierential function such that
V (0) = 0 and V (x) > 0 in D − 0 ,
x˙ ≤ 0 in D .
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en x = 0 is stable. Moreover if
x˙ < 0 in D − 0 ,
then x = 0 is asymptotically stable. ⋄
e theorem does not give a method to determine the Lyapunov function V (x). e
converse of the theorem described below also exists: if an equilibrium point is stable,
then there exists a function V (x) satisfying the conditions of the theorem. e theorem
can be modied for the case of exponentially stable equilibria, see [95] for a detailed
explanation.
In general, it is hard to obtain a function V such that V˙ < 0 for all x 6= 0. When V
is such that V˙ ≤ 0 a condition to guarantee asymptotic stability is given by LaSalle’s
invariance theorem.
eorem 1.2. [47] LaSalle’s theorem
Let Ω ⊂ D be a compact set that is positively invariant with respect to x˙ = f(x). Let
V : D → R be a C1 function such that V˙ (x, t) ≤ 0 in Ω. Let E be the set of all points
in such that V˙ (x) = 0. Let M be the largest invariant set in E. en every solution
starting in Ω approachesM as t→∞. ⋄
As a corollary of this theorem we have the following corollaries which are useful and
used in this thesis to prove stability.
Corollary 1.1. [47]
Let x = 0 be an equilibrium point for (1.2). Let V : D → R be a continuously dieren-
tiable positive denite function on a domain D containing the origin x = 0, such that
V˙ (x) ≤ 0 in D. Let S =
{
x ∈ D|V˙ (x) = 0
}
and suppose that no solution can stay
identically in S, other than the trivial solution x(t) ≡ 0. en, the origin is asymptoti-
cally stable. ⋄
Corollary 1.2. [47]
Let x = 0 be an equilibrium point for (1.2). Let V : Rn → R be a continuously
dierentiable, radially unbounded, positive denite function on a domain such that
V˙ (x) ≤ 0 for all x ∈ Rn. Let S =
{
x ∈ Rn|V˙ (x) = 0
}
and suppose that no solution
can stay identically in S, other than the trivial solution x(t) ≡ 0. en, the origin is
globally asymptotically stable. ⋄
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Figure 1.1: Feedback connection of two systemsH1 andH2.
Consider two systems H1 : Lme → Lqe and H2 : Lqe → Lme as shown in Figure 1.1
that are nite-gain L stable, that is
‖ y1r ‖L ≤ γ1 ‖ e1r ‖L +β1 , ∀ e1 ∈ Lem , ∀ r ∈ [0, ∞) ,
‖ y2r ‖L ≤ γ2 ‖ e2r ‖L +β2 , ∀ e2 ∈ Leq , ∀ r ∈ [0, ∞) .
Suppose, further, that the feedback system is well-dened in the sense that for every
pair of inputs u1 ∈ Lem and u2 ∈ Leq, there exist unique outputs e1, y2 ∈ Lem and
e2, y1 ∈ Leq. Dene
u =
[
u1
u2
]
, y =
[
y1
y2
]
, e =
[
e1
e2
]
.
e feedback interconnection of these systems, when viewed as a mapping from the
input u to the output e or a mapping from the input u to the output y, is nite-gain L
stable. e mapping from u to output e is nite-gainL stable if and only if the mapping
from u to y is nite-gain L stable. e following theorem gives a sucient condition
for nite-gain L stability of the feedback connection.
eorem 1.3. [47] Small-gain theorem
Under the preceding assumptions, the feedback connection is nite gain L stable if
γ1γ2 < 1. ⋄
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1.3.3 From Euler-Lagrange equations to port-controlled
Hamiltonian models
Port-controlled Hamiltonian (PCH) models have been introduced as a generalization
of conventional Hamiltonian systems [101]. PCH models characterize a class of -
nite dissipation systems, which include for instance - but are not limited to - electro-
mechanical systems. In fact, they arise from network modeling of energy-conserving
lumped-parameter physical systems with independent storage elements. According to
the above framework, a dynamical system is essentially described in terms of energy
which may be possessed or transformed by the system itself. is formulation appears
particularly useful whenever the plant to be controlled is obtained as the interconnec-
tion of possibly simpler subsystems, the individual energies of which determine the re-
sponse of the resulting complex plant. Interestingly, this class of dynamical systems is
stabilizable by PBC.ey are advocated as an alternative to the classical Euler-Lagrange
(EL) equations that describe a vast class of physical systems. is section describes the
relationship between both models and a few properties of PCH systems that make them
amenable to the application of PBC [101].
e standard EL equation is
∂
∂t
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) = τ , (1.3)
where q = (q1, . . . , qn)
⊤ describe the generalized position coordinates of the sys-
tems with n degrees of freedom, q˙ = (q˙1, . . . , q˙n)
⊤ are the generalized velocities,
τ = (τ1, . . . , τn)
⊤ is a vector of generalised forces acting on the system, the Lagrangian
L is the dierence between the kinetic energyK and the potential energy V [101]. e
kinetic energyK in standard form is
K(q, q˙) =
1
2
q˙⊤M(q)q˙ ,
where M(q) = M(q)⊤ > 0 ∈ Rn×n is the inertia matrix. e vector of generalized
momenta p = (p1, . . . , pn)
⊤ is given by
p =
∂L
∂q˙
= M(q)q˙ . (1.4)
Let the state vector be (q1, . . . , qn, p1, . . . , pn)
⊤. en the n second-order dierential
equations (1.3) become 2n rst-order dierential equations that are known as Hamil-
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tonian equations of motion and are given by
q˙ =
∂H
∂p
(q, p) =M−1(q)p ,
p˙ = −∂H
∂q
(q, p) + τ , (1.5)
where
H(q, p) =
1
2
p˙⊤M−1(q)p˙+ V (q) , (1.6)
is called the Hamiltonian of the system and represents the total energy of the system.
e energy balance equation which is the cornerstone of PBC can be derived using (1.5)
as
d
dt
H =
(
∂H
∂p
)⊤
q˙ +
(
∂H
∂q
)⊤
p˙ = q˙⊤τ . (1.7)
e energy balance equation for the Hamiltonian system (1.7) states that the rate of
change of the energy of the system is equal to the supplied energy q˙⊤τ .
e systemof equations (1.5) can bewrien in amore general formwith input-output
conjugate pairs whose product has the units of power (rate of change of energy), for ex-
ample, currents and voltages in electrical circuits or forces and velocities for mechanical
systems, namely
q˙ =
∂H
∂p
,
p˙ = −∂H
∂q
+ G(q)u ,
y = G⊤(q)∂H
∂p
(1.8)
with u(t) ∈ Rm, y(t) ∈ Rm, and input force matrix G(q) ∈ Rn×m. e energy balance
equation (1.7) for the system described by (1.8) is
dH
dt
(q(t), p(t)) = u⊤(t)y(t) .
If the Hamiltonian H of the systems (1.5) or (1.8) is non-negative or bounded from
below, then it follows from (1.7) that the systems are passive and lossless with inputs
u = τ and outputs y. If m < n, the system is called underactuated, whereas it is fully
actuated ifm = n.
An important generalisation of (1.8) is a class of systems called port-controlledHamil-
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tonian systems which are described as
x˙ = J(x)
∂H
∂x
(x) + g(x)u ,
y = g(x)⊤
∂H
∂x
(x), (1.9)
where x(t) ∈ Rn includes the generalised position and momenta vectors, u(t) ∈ Rm
and y(t) ∈ Rm. e structure matrix J(x) ∈ Rn×n is skew-symmetric which allows
the energy balance equation
dH
dt
(x(t)) = u⊤(t)y(t) to be satised. e system (1.9) is
lossless if H > 0 for all x 6= 0. Note that (1.8), and hence (1.5), is an instance of (1.9)
with
x = (q, p) ,
J =
[
0 I
−I 0
]
,
g(q, p) =
[
0
G⊤(q)
]
.
In (1.9), the structure matrix J(x) and the input matrix g(x) can be related to the net-
work interconnection structure and the Hamiltonian H is the sum of the energies of
all the energy-storing elements. erefore, Hamiltonian models capture the dynamics
of complex physical systems that are seen as the interconnection of various energy-
storing elements, power conserving elements like transformers and energy-dissipating
elements via basic laws such as Newton’s third law or Kirchho’s laws. ese models
formalize the basic interconnection laws together with the power-conserving elements
by a geometric structure, and dene the Hamiltonian as the total energy stored in the
system. Network models arising from bond graph language lead to the modeling de-
scribed here, see [35] for a detailed explanation.
1.4 Classical PBC
e classical PBC method is similar to standard Lyapunov method. It has been very
successful in control of physical systems that are described by Euler-Lagrange equa-
tions including mechanical, electrical and electromechanical applications. e reader
is referred to [71] and references therein for a detailed discussion.
e disadvantage of this method is that the storage function may not have anymean-
ingful physical interpretation. e design of the controller involves an inversion along
the reference trajectories which destroys the Lagrangian or equivalently the Hamilto-
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nian structure and imposes an unnatural stable invertibility requirement to the system.
In fact, it has been shown in [71] that the method is similar to system inversion instead
of energy shaping.
1.5 IDA-PBC
In this class of PBCs the desired structure of the closed-loop system is chosen. e
desired structure which is in a Lagrangian or a port-controlled Hamiltonian format
characterizes all assignable storage or energy functions in terms of partial dieren-
tial equations (PDE). e noteworthy methods in this class of PBC are the controlled
Lagrangian, and interconnection and damping assignment (IDA). e variations, ad-
vantages and disadvantages of two of the closed-loop structures namely the controlled
Lagrangian and the IDA-PBC control will be presented in Subsection 1.5.1 and Subsec-
tion 1.5.2, respectively.
1.5.1 Controlled Lagrangian
e algorithmic approach to stabilization of Lagrangian systems that involves making
admissible modications to the Lagrangian i.e. the kinetic and potential energy of the
system, is called the controlled Lagrangian. It provides an energy shaping tool for a
class of underactuated mechanical systems. is approach is motivated by the result
in [16] where an internal rotor was used to shape the kinetic energy of a spacecra to
enforce steady rotation about the intermediate principal axis of inertia. Later work pre-
sented in [17] generalized the method and provided an algorithmic approach to shape
energy for systemswhich exhibit a Lie group symmetry in the input directions. e idea
was then extended to potential energy shaping in mechanical systems in [15] and [18]
by addition of symmetry-breaking potentials. Additional control freedom is provided
to the designer by allowing generalized gyroscopic forces in the closed-loop dynamics.
Articial gyroscopic forces can be thought of as a modied damping structure Dd in
equation (1.11) in a Hamiltonian seing [24]. Gyroscopic control forces have been in-
vestigated in [105] and [23] to enhance the controlled Lagrangian design process even
though they predate the Lagrangian method that appeared rst in [90]. It is important
to note that the general formulation of the method of controlled Lagrangian, in which
there are no restrictions on the class of eligible mechanical systems, is equivalent to
the IDA-PBC technique described in Section 1.5.2 [14] and [75].
e essence of the controlled Lagrangian method is modifying the metric tensor
g(·, ·) that denes the kinetic energy 1
2
g(q˙, q˙), where q˙ is the generalized velocity vector
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of the system. ree modications, discussed in [105] are mentioned here.
(1) A dierent choice of horizontal space denoted byHorτ which is equivalent to mod-
ifying the mechanical connection of the system;
(2) a change g → gσ of the metric acting on the horizontal component of the velocity
vector;
(3) a change g → gρ of the metric acting on the vertical component of the velocity
vector.
e aim of this method is to determine conditions on the original kinetic energy, on the
energy modication parameters τ , gτ , gσ and on the potential energy function V such
that the feedback yields closed-loop dynamics that are Euler-Lagrange. ese condi-
tions are referred to as matching conditions and ensure that no inputs are necessary in
the uncontrolled directions to achieve the desired dynamics. e matching conditions
oen allow room for satisfying conditions on stability by leaving some freedom in the
control parameters. e reader is referred to any of the references mentioned in this
subsection for a mathematical treatment of the ideas discussed.
1.5.2 Interconnection and damping assignment passivity based
control and its properties
IDA-PBC has been introduced in [77] to control nonlinear systems described by port-
controlled Hamiltonian models. A large number of physical systems belong to this cat-
egory of models making it a thoroughly researched topic with various application ar-
eas [100]. ey arise from network modeling of energy-conserving lumped-parameter
physical systems with independent storage elements, and have been advocated as an
alternative to Euler-Lagrange models, see Section 1.3.3 for details of how PCH models
arise from EL models. In these approaches a complex nonlinear system is considered to
be built up of simpler lumped parameter physical subsystems. Each individual subsys-
tem consists of energy storage elements, resistive elements and ports. ese subsys-
tems are assumed to be interconnected to one another through their ports in a power
preserving manner. is modeling method is a powerful tool that overcomes the dissi-
pation obstacle in the standard formulation of PBC. PCHmodels that are generalization
of conventional Hamiltonian systems take the form
x˙ = (J(x)−D(x))∂H
∂x
(x) + g(x)u ,
y = g(x)⊤
∂H
∂x
(x), (1.10)
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where x(t) ∈ Rn denotes the state of the system, u(t) ∈ Rm is the input and y(t) ∈ Rm
is the output, J : Rn → Rn×n, J(x) = −J(x)⊤ for all x, is the interconnection matrix,
D : Rn → Rn×n,D(x) = D(x)⊤ ≥ 0 for all x, is the damping matrix andH : Rn → R
is a continuously dierentiable function. e mapping g : Rn → Rn×m is assumed to
be full rank for all x ∈ Rn. e system (1.10) is passive from the input u to the output
y, providedH is positive denite, with the total energy functionH as storage function.
Note that the variables u and y are power conjugate variables, such as currents and
voltages in electrical systems and forces and velocities in mechanical systems.
Stabilization (of a desired equilibrium) by IDA-PBC involves assigning a closed-loop
energy function where the kinetic and potential energy functions have some desirable
features. A static feedback law can be developed from the energy function by solving a
set of PDEs called matching equations, in the nonlinear case, and a set of linear matrix
equations, in the linear case [78]. If these PDEs can be solved then the original control
system and the target dynamic system are said to match.
e objective of the IDA-PBC design consists in determining a control input u such
that a desired equilibrium point x∗ of the closed-loop system is (asymptotically) stable
and that the closed-loop system is described by the equations
x˙ = (Jd(x)−Dd(x))∂Hd
∂x
(x) ,
y = g(x)⊤
∂Hd
∂x
(x), (1.11)
where Jd : R
n → Rn×n and Dd : Rn → Rn×n, Jd(x) = −Jd(x)⊤ and Dd(x) =
Dd(x)
⊤ ≥ 0 for all x, are the desired interconnection and damping matrices and
Hd : R
n → R+ is the desired energy function. e desired energy must be such that
Hd(x
∗) = 0 with x∗ a strict (local) minimizer of Hd.
Let g⊥ : Rn → R(n−m)×n denote a full rank le annihilator of the mapping g, i.e.
g⊥(x)g(x) = 0 for all x ∈ Rn. e solution of the IDA-PBC design problem hinges
upon the solution K : Rn → Rn of the so-calledmatching equation, namely the system
of equations
g(x)⊥
[
(J −D)∂H
∂x
(x)− (Jd −Dd)
(
∂Hd
∂x
(x)
)]
= 0 , (1.12)
where
∂Hd
∂x
=
∂H
∂x
+K(x) , (1.13)
denotes the gradient vector of the desired energy functionHd. As a direct consequence,
the mappingKmust satisfy the condition ∂K/∂x = (∂K/∂x)⊤, thus ensuring integra-
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bility of K. In other words, the added energy function K(x) is chosen such that the
storage functionHd has a minimum at the desired equilibrium. K(x) can be dened to
be the gradient of a function Ha(x)
∂Ha
∂x
= K(x) . (1.14)
e state-feedback u that renders the equilibrium x∗ of the closed-loop system (1.11)
(asymptotically) stable is nally given by
u = (g⊤g)−1g⊤ [(Jd −Dd)∇xHd − (J −D)∇xH ] . (1.15)
ematching equation PDE that we have to solve is parameterized by three matrices,
namely Jd,Dd and g
⊥ which have several interpretations. At the most basic computa-
tional level they can be simply viewed as degrees of freedom to simplify the solution
of the PDE. From a systems theoretic viewpoint, they can be thought of either as mul-
tipliers that help enforce the required passivity property, or as dynamic couplings that
permit the propagation of dissipation. In the case of physical systems the interconnec-
tion and the damping matrices determine the energy exchange and the dissipation of
the system, respectively, and consequently they can oen be chosen if these physical
interpretations of the three matrices are considered [70].
IDA-PBC eliminates the need for Casimir functions. Casimir functions are invariant
functions of the extended state-space (x, ξ) of the closed-loop system. e level sets of
the Casimir functions that can be expressed as
Ω , {(x, ξ) | ξ = C(x) + κ} , κ ∈ R , (1.16)
are invariant. It is required to nd a function such that
dC
dt
≡ dξ
dt
because the time
derivative of the Casimir functions should be zero along the closed-loop dynamics for
all Hamiltonians H(x). e PDE that needs to be solved to nd Casimir functions is
in general dicult to solve and moreover does not integrate system structure informa-
tion. Additionally, Casimir functions impose a severe restriction on the plant damping
structure, called the nite dissipation obstacle. e nite dissipation obstacle stems
from the fact that for the matching PDE to be satised the relation
D(x)
∂F
∂x
= 0 , (1.17)
where F : Rn → Rn×n such that F (x) = J(x)−D(x) must hold. e condition (1.17)
characterizes the admissible dissipations for energy balancing PBCs. It can be inter-
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preted as follows. Dissipation is only admissible on the coordinates that do not require
shaping of the energy. is condition is oen restrictive and cannot be satised by all
physical systems. erefore, IDA-PBC for PCH systems was proposed because it has a
suitable system representation to nd passive controllers and uses Willem’s “Control
as interconnection” viewpoint. For making IDA-PBC applicable to all physical systems
two assumptions have been made. First, the controller is assumed to be an innite
energy source. Second, the system is coupled to the controller via a state-modulated
interconnection. is of course, places the condition that we require full knowledge of
the system states to implement the feedback.
1.5.2.1 Control by interconnection
Projecting the system on invariant level-sets Ω yields reduced systems dynamics x˙ =
(J(x) − D(x))∇Hd, where Hd = H + Ha(C(x) + κ) represents the shaped energy
function. Proper selection of the initial conditions of the controller can be used to set
κ = 0, but the fact that the shaped energy function depends on a variable κ that has no
physical meaning is unnatural. us an alternative has been presented in [76] called
Control by interconnection (CbI) which is based on a Lyapunov approach.
CbI utilizes the non-uniqueness of the PCH system representation to generate new
passive outputs with new storage functions and replaces standard output feedback by
an appropriate state-modulated interconnection. ese changes enlarge the class of
PCH plants for which the standard PBC [18], [71], [75], [94] is applicable. e pa-
per [76] proves that the (static feedback) standard PBC laws are the restriction of the
(dynamic feedback) CbI on the invariant level-sets. is suggests that there is no ad-
vantage in considering dynamic feedback from a stabilization viewpoint. For a detailed
explanation with mathematical proofs, see [76] and references therein. It is important
to note here that the more general method IDA-PBC discussed in Section 1.5.2 does not
have a CbI version [76].
e next few subsections illustrate the properties of IDA-PBC followed by the dier-
ent methods available in the literature to solve the PDEs arising from IDA-PBC.
1.5.2.2 A few properties of IDA-PBC
is section reviews some properties of IDA-PBC that have been reported in the liter-
ature.
(i) Energy-Balancing
Stabilization of nonlinear passive systems is achieved by choosingHd with a min-
imum at the desired equilibrium as discussed in Section 1.5.2. In the case of phys-
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ical systems, an obvious choice ofHd is the dierence between the stored and the
supplied energies leading to the so-called energy-balancing control. is energy-
balancing property, given by the relation
Hd(x(t)) = H(x(t))−
∫ t
0
u⊤(s)y(s) , (1.18)
is particularly clear when applied to PCH systems (1.10) with additional damping
properties. It has been shown in [78] that if the natural damping of the system,
D(x) satises the condition
D(x)
∂Ha
∂x
= 0 , (1.19)
then the IDA-PBC is an energy-balancing stabilizer. e proof of this claim as
given in [78] is repeated here.
e rate of change of the total desired energy Hd as dened in (1.13) along the
trajectories of (1.10) and (1.11) is
∂Hd
∂t
= u⊤y −
[
∂H
∂x
(x)
]⊤
D(x)
∂H
∂x
(x)︸ ︷︷ ︸
H˙
+H˙a
=
[
∂Hd
∂x
(x)
]⊤
Dd(x)
∂Hd
∂x
(x) .
From the assumption that Dd(x) = D(x) we have
H˙a = −u⊤y −
[
2
∂H
∂x
(x) +
∂Ha
∂x
(x)
]⊤
D(x)
∂Ha
∂x
(x) .
erefore if the system’s natural damping D(x) satises (1.19) we have H˙a =
−u⊤y, that upon integration satises the energy-balance equation (1.18). Of par-
ticular interest are underactuated mechanical systems where it has been shown
that IDA-PBC is energy-balancing if we modify only the potential energy of the
system [75].
Note that even if the condition on the natural damping is not satised, the control
action of IDA-PBC can be interpreted in an energy-balancing like fashion. For
example, it has been shown in [43] that if modications are made to the intercon-
nection and damping matrices, then the storage function Hd(x) still satises the
energy-balancing property (1.18) provided the denition of y is altered.
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(ii) Universal stabilization property
Despite the fact that IDA-PBC hinges on the solution to the matching equation
PDE, it is universally stabilizing, in the sense that it generates all asymptotically
stabilizing controllers for systems of the form x˙ = f(x) + g(x)u.
Lemma 1.2. [75] If the system x˙ = f(x), f(x) ∈ C1 has an asymptotically
stable equilibrium point x∗ then there exists a C1 positive denite functionHd and
C0 matrix functions Jd, such that Jd(x) = −J⊤d (x) and Dd, such that Dd(x) =
D⊤d (x) ≥ 0 such that
f(x) = [Jd(x)−Dd(x)]∇Hd , (1.20)
⋄
with ∇Hd(x∗) = 0. e proof of Lemma 1.2 is constructive and depends on the
knowledge of the function Hd.
1.5.2.3 Variations of IDA-PBC
A few variations of IDA-PBC that assist in solving thematching PDE (1.12) by providing
additional degrees of freedom have been reported in the literature. e discussion that
follows elaborates on a few of these variations.
(i) Coordinate changes
Coordinate transformation is a technique that preserves the Hamiltonian struc-
ture of the original system and converts one generalized Hamiltonian system into
another [33]. Coordinate transformations is a powerful tool that provides new
insights into system analysis.
If the aim of IDA-PBC is to transform a general nonlinear system of the form
x˙ = f(x) + g(x)u ,
with mappings f : Rn → Rn, g : Rn → Rn×m to the closed-loop PCH form (1.11)
then the matching PDE in new coordinates q with x = φ(q) becomes [70]
g¯⊥(q)
{
(∇φ)−1f(φ(q))− [J¯d(q)− D¯d(q)]∇Hd
}
= 0 ,
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where
J¯d(q) = (∇φ)−1)J¯d(φ(q))(∇φ)−⊤) = −J¯⊤d (q) ,
D¯d(q) = (∇φ)−1)D¯d(φ(q))(∇φ)−⊤) = D¯⊤d (q) ,
g¯(q) = (∇φ)−1)g(φ(q)) .
e transformation φ can be viewed as an additional degree of freedom available
for the designer. is approach is applicable for time-varying stabilization of non-
holonomic systems that supports the importance of such transformations [32].
(ii) IDA-PBC with perturbation
e standard formulation of IDA-PBC aims at exact model matching between the
given and desired systems which might be a very stringent constraint in some
applications. e matching PDE might have no solution in such cases, so a per-
turbation term ξ that does not destroy the stability of the closed-loop dynamics is
added. e desired dynamics become
x˙ = [Jd −Dd]∇Hd + ξ(x) ,
where ξ(x) is such that
H˙d = −[∇Hd]⊤Dd(x)[∇Hd] + [∇Hd]⊤ξ(x) ≤ 0 ,
hence it preserves the stability of the closed-loop system. e disturbance ξ can
be viewed as an additional degree of freedom to solve the matching PDE [13].
(iii) Non-ane PCH [70] Consider a general nonlinear systems of the form
x˙ = f(x, u) .
If Jd −Dd is assumed to be non-singular, then the matching PDE can be dened
as
∇Hd := [Jd −Dd]−1[f(x, u)] .
Note thatHd : R
n → R needs to satisfy an integrability condition. is condition
is detailed in the following lemma.
Lemma 1.3. (Poincare’s Lemma) Let K : Rn → Rn, K ∈ C1 be such that K =
∇Hd. ere exists Hd : Rn → R if and only if
∇K = (∇K)⊤ ,
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where
∇K =


∂k1
∂x1
. . .
∂k1
∂xn
...
. . .
...
∂kn
∂x1
. . .
∂kn
∂xn

 ,
and k =
[
k1 k2 . . . km
]
.
⋄
ematching equation can be solved by xing Jd andDd and applying Lemma 1.3
as it results in PDEs parameterized by the control u. is approach yields a desired
system of the form
x˙ = [Jd(x, β(x))−Dd(x, u)]∇Hd .
is formulation of IDA-PBC may be useful for systems that switch between dif-
ferent dynamical systems in which the control action is the switching policy. It
has been used to design stabilising controller for power converters such as DC-DC
Boost converter and DC-DC Buck converter in [28] and [87].
(iv) Constrained PCH systems and sliding mode control
An idea that has been reported in [51] is that IDA-PBC can be used to drive tra-
jectories towards a given n−m dimensional sub-manifold of the state-space de-
scribed by
S , {x ∈ Rn|s(x) = 0} .
ere is an energy function that ensures aractivity of the sub-manifold S if the
relative degree with respect to the output s(x) is one and the function
(
g⊤(x)
∂s
∂x
)−1
[g⊤(x)∇Hd + s(x)] ,
is integrable. is technical assumption is needed to ensure sliding mode action of
the controller according to the position of the state relative to S. A sliding motion
is possible if a set of 2m inequalities that restrict the slope of the controller of the
energy function are satised [70]. e paper has shown that the zero-dynamics
of the PCH models with damping are Hamiltonian, thus extending the classical
result of IDA-PBC [51].
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1.6 PDEs that arise from IDA-PBC
e matching equations (1.12) which is generally a nonlinear PDE has received interest
because its solvability remains a stumbling block in making IDA-PBC a viable design
methodology. In the matching equation:
(i) the desired energy Hd(x) is fully or partially xed provided the condition x∗ =
argminHd(x) is satised where x∗ represents the desired equilibrium.
(ii) there is a degree of freedom in g⊥(x) which is not uniquely dened by g(x).
(iii) Jd(x) = −J⊤d (x) and Dd(x) = D⊤d (x) are free to be chosen by the designer
As a result there are a few ways to solve the PDE. In the case in which the desired
energy function is xed, the PDE becomes an algebraic equation in Jd,Dd and g
⊥ [33].
Restricting the desired energy function simplies the application of IDA-PBC for
some classes of systems. For example, in mechanical systems it is useful to express the
desired energy as a sum of the potential energy that depends only on the generalized
positions and the kinetic energy that is quadratic in terms of generalizedmomenta [75].
is method of solving PDEs is called parameterized IDA. Choosing a structure of the
energy function yields a new PDE with some constraints on the interconnection and
damping matrices. In [102] the PDE has been simplied by parameterizing the target
dynamics and introducing a change of coordinates in the original system. A set of
sucient conditions on the system for the solution of PDEs to exist is reported in [18],
while [10] and [14] provide techniques to solve the PDEs.
It was shown in [2] that the choice of g⊥(x) can be used to linearise a nonlinear
PDE that appears in mechanical systems with underactuation degree one. In addition,
it was proved that the PDEs have explicit solutions if the inertia matrix and the force
induced by the potential energy (on the unactuated coordinates) are independent of the
unactuated coordinates.
Fixing the interconnection structure Jd(x), the damping structure Dd(x) and g
⊥ of
the desired systems as adopted in [78], results in a non-parameterized PDE, hence the
name IDA. is choice results in a family of energy functions and the one that satises
the condition x∗ = argminHd(x) is chosen.
It can be inferred from the discussion here that the solution to the matching PDE is
crucial and many ways of solving it have been explored in the literature. is thesis
aims to provide a constructive procedure for IDA-PBC that does not involve solutions
of a nonlinear PDE, see Chapter 3.
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1.7 Application of IDA-PBC to dierent classes of
systems
It has been suggested in the previous sections in of this Chapter that it is sometimes
desirable to restrict the application of IDA-PBC to specic classes of systems as it sim-
plies solution to the matching equation. is section discusses the application of IDA-
PBC to dierent classes: mechanical systems, electromechanical systems and friction
drive microrobots. ere are many papers, see for example [4,6,18,31,34,54,69,89,100],
that discuss mechanical and electromechanical systems, but application of IDA-PBC to
modulated friction drive microrobots has not been studied (to the author’s best knowl-
edge).
1.7.1 IDA-PBC for mechanical systems and electromechanical
systems
1.7.1.1 Mechanical systems
Consider mechanical systems described by the equations [2, 75][
q˙
p˙
]
=
[
0 In
−In 0
][
∇qH
∇pH
]
+
[
0
G(q)
]
, (1.21)
with total energy
H(q, p) =
1
2
p⊤M−1(q)p+ V (q) ,
where q ∈ Rn and p ∈ Rn are the generalized position and momenta vectors, re-
spectively. e inertia matrix M(q) = M⊤(q) > 0 and V (q) is the potential energy
function.
One of the methods that has been presented in the literature for mechanical systems
represented by the model (1.21) relies on xing the desired energy function, which dic-
tates the desired interconnection and dampingmatriceswith a few free parameters [75].
e PDEs arising from IDA-PBC can be separated into the terms that depend on p, i.e.
kinetic energy shaping, and those that are independent of p, i.e. potential energy shap-
ing. If the interconnection structure is le unmodied, then the well-known potential
energy shaping procedure is recovered [96]. If only the kinetic energy is modied, then
the method of controlled Lagrangian is recovered [14, 18, 75]. Additionally, if both po-
tential and kinetic energies are modied, with the interconnection matrix xed, the
methods discussed in [10, 39] are recovered.
39
For a class of mechanical systems that have an underactuation of degree one, it is
possible to replace PDEs with ODEs [2]. Two key properties of this class of systems are
exploited:
• the given and desired inertia matrices for mechanical systems with underactua-
tion of degree one depend only on the position coordinate q;
• a suitable choice of Jd and g
⊥ that restricts the structure of the desired inertia
matrixMd(q).
1.7.1.2 Electromechanical systems
IDA-PBC has been applied successfully to a range of electromechanical systems includ-
ing motor control [11, 68, 81], stabilization of generators [55], and magnetic levitation
systems [33, 86]. In comparison to mechanical systems, the equilibria of open-loop
electro-mechanical systems depend on the mechanical potential energy and they may
correspond to non-zero electrical energy [70].
e position control problem for electromechanical systems was solved in [86] by
xing the structure for the energy function, much like in mechanical systems and solv-
ing the PDE for the desired interconnectionmatrix Jd. To preserve the PCH structure of
the desired system and assign the desired equilibria, coupling between the mechanical
and electrical sub-systems have to be introduced [77]. e generality of the methods in
electromechanical systems introduce complex controllers and requires full state mea-
surement and knowledge of system parameters which are dicult to know or obtain.
Results on partial state feedback control have been reported in [85].
1.7.2 Modulated friction drive microrobots
Mobile microrobots are scaled down or miniaturized mobile robots which are a few
mm3 in size and oer several advantages in terms of motion range and exibility over
stationary robots [44], [27]. ey combine fast motion with sub-micrometer resolution
[19], [40] and have many potential applications, see Table1.1. Mobile microrobots have
already proven to be commercially eective in elds like medicine and surveillance
but are yet to do so in other areas. is is because most proposed locomotion solutions
suer from two limitations. Firstly, they are oen not suitable for untethered operations
due to complex electronics or high power consumption. Secondly, they tend to have
limited degrees of freedom if they consume low power.
Among the various locomotion concepts proposed, friction drive actuation is most
widespread because of lower power consumption of actuators and less complex elec-
tronics. Modulated Friction Inertial Drive (MFID) is based on stepping motion which
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Advantage Applications
Access to restricted volumes
- inspection and repair of pipes
- operation in human body, drug applica-
tion and surgery
- fabrication and assembly tasks in a mi-
crofactory
Similarity of size to other small objects
- positioning of large number of micro-
objects
- interaction with small objects and in-
sects
- cell operations, cell sorting
- tracking of small organisms or animals
Small volume, mass and imperceptibility
- surveillance for security
- space applications: inspection, observa-
tion, repair
Prot from scaling laws
- increased thermal and mechanical sta-
bility for precision operations
- reduction of gravitational and inertial
forces-useful in vertical climbing, opera-
tion from a ceiling, ying, walking in wa-
ter, etc.
Table 1.1: Applications of microrobots [27]
decouples two essential functions of locomotion: slip generation and slip variation. In
this method of actuation, slip is generated by the inertial eect of a symmetric, axial
vibration, while the slip variation is obtained from an active modulation of the friction
force. e decoupling of slip generation and slip variation also has lead to the intro-
duction of the concept of on-board and o-board actuation. is concept allows for an
optimal trade-o between robot simplicity and power consumption on one hand and
on-board motion control on the other [27]. A prototype of a microrobot built using
MFID is shown in Figure 1.2.
1.7.3 Modeling and control of MFID microrobots with the
Coulomb and the LuGre friction model
e following sections discuss the mathematical model of the MFID microrobot with
two dierent friction models, namely the Coulomb friction model and the LuGre fric-
tion model. e sections illustrates the control design for the microrobots with both
these friction models using the classical IDA-PBC method.
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Figure 1.2: Experimental prototype of a friction drive microrobot [27].
1.7.4 MFID model with Coulomb friction model
e friction drive principle is illustrated in Figure 1.3 in which axial vibration of the
base creates a slip and at the same time perpendicular vibration of the base produces
the contact force variation. e equations of motion for the slider ms from the free
body diagram in Figure 1.3 are
N −msgr = msz¨s , (1.22)
Ff = msx¨s , (1.23)
whereN represents the normal force acting on the body, xs is the position of the slider
in the axial direction, zs is the vertical displacement of the slider and the friction force
Ff is given by the equation
Ff = −µNsign(x˙s − x˙) . (1.24)
Letms = 1 unit, the state vector [x1 , x2]
⊤ = [xs , x˙s]
⊤, and the input vector [u1 , u2]
⊤ =
[z¨s , x˙s]
⊤. e control inputs u1 and u2 govern the slip generation and the slip variation
of the microrobot by axial and vertical vibrations. e choice u1 = z¨s reduces (1.23) to
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Figure 1.3: Free body diagram of a friction drive microrobot.
N = gr + u1 and yields
x˙2 = −µ(gr + u1) sign(x2 − u2) ,
Using the approximation sign(x2) = ǫ tanh
(
Kx2
ǫ
)
, ǫ ≤ 1, K >> 1 yields
x˙2 ≈ −
µgrǫ tanh
(
Kx2
ǫ
)
x2
x2
+ µgr tanh (u2 − u1x2 + u1u2) (1.25)
Using equations (1.23)-(1.25) the PCH form of themicrorobot with the Coulomb friction
model is given by the equations
x˙ =


[
0 1
−1 0
]
︸ ︷︷ ︸
J(x)
−

0 0
0
µgrǫ tanh (Kx2/ǫ)x2
x2


︸ ︷︷ ︸
D(x)


∂H
∂x
(x)+
[
0
tanh (u2 − u1x2 + u1u2)
]
︸ ︷︷ ︸
gu
,
(1.26)
with H =
x22
2
.
1.7.4.1 Control design for a friction drive microrobot with the Coulomb
friction model
Linear control design Classical IDA-PBC is used to determine a stabilizing state
feedback control law by solving the matching equation (1.12) namely
g(x)⊥
[
(J −D)∂H
∂x
(x)− (Jd −Dd)
(
∂Hd
∂x
(x)
)]
= 0 , (1.27)
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where the interconnection matrix J and the damping matrix D are as in (1.26). Let
Jd = J and Dd = diag(r, r). e linearized model of the system equation around the
origin (1.26)
x˙ =
([
0 1
−1 0
]
−
[
0 0
0 Kx2
])
∂H
∂x
(x) +
[
0
tanh (u2 − u1x2 + u1u2)
]
︸ ︷︷ ︸
gu
. (1.28)
Since (1.28) is in a non-standard format i.e. , the system is non-ane in the input sig-
nals, dene a mapping g(x)u 7→ w where w = [w1 , w2]⊤ and rewrite (1.28) as
x˙ =
([
0 1
−1 0
]
−
[
0 0
0 Kx2
])
∂H
∂x
(x) +
[
0
1
]
w . (1.29)
It is now easy to show that the desired energy function
Hd(x) = −1
2
x21
r2
− x2x1
r
+ F1
(
x1 + x2r
r
)
,
where F1(·) is a function to be determined, is a solution to the matching equation (1.27)
with g⊥ = [1, 0]. If a simple quadratic function for F1 is chosen,Hd becomes
Hd = −1
2
x21
r2
− x2x1
r
+
(
x1 + x2r
r
)2
. (1.30)
Additionally note that Hd can be wrien as
Hd =
[
x1 x2
]
1
2r2
1
2r
1
2r
1


[
x1
x2
]
,
hence Hd ≥ 0 : ∀ r > 0 .
A state-feedback control law that stabilizes the zero equilibrium of the microrobot
system can be obtained from (1.15) with Jd = J , Dd = diag(r, r) and (1.30) as
w = −x1 + x2r
r2
− 3x2r − x1 +Kx2 . (1.31)
e mapping g(x)u 7→ w which is given by the relation
w = tanh(u2 − u1x2 + u1u2) ,
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allows to calculate the stabilizing state-feedback u1 and u2 by selecting for example
u1 = bu2 with b = 1 and
u = −1 + 0.5x2 − 0.5
√
4− 2x2 + 2x2 + x22 − 4 tanh−1(101x1 − 989.7x2) . (1.32)
Numerical simulations have been performed with r = 0.1, K = 1000 and ǫ = 1 to
stabilize the microrobot at x = [0, 0]⊤. Figure 1.4 and Figure 1.5 show the time history
of the position and velocity of the microrobot for the initial condition x(0) = [0.2, 0]⊤.
Figure 1.6 depicts the control action (1.32).
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Figure 1.4: Time history of the state x1 of the microrobot system (1.29) in closed-loop with the
control law (1.32)
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Figure 1.5: Time history of the state x2 of the microrobot system (1.29) in closed-loop with the
control law (1.32)
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Figure 1.6: Time history of the control input u in (1.32)
1.7.4.2 Nonlinear control design
In this section a controller for the nonlinear model of the microrobot (1.26) is designed
using the procedure outlined in Section 1.7.4.1.
e nonlinear model of the microrobot system with Coulomb friction model is given
by the equation
x˙ =

[ 0 1
−1 0
]
−

0 0
0
µgrǫ tanh (Kx2/ǫ) x2
x2



 ∂H
∂x
(x)
+
[
0
tanh (u2 − u1x2 + u1u2)
]
,
(1.33)
where H =
x22
2
. e desired energy function
Hd =
1
2
x22 + F1
(
−
(∫
(r(x2)dx2) + x1
))
,
is a solution to the matching equation (1.12) with g⊥ = [1, 0]. It can be inferred from
the linear control design that choosing damping r(x2) similar to the damping of the
system ensures stability. erefore r(x2) = sech
2(x2) is chosen. e desired energy
function becomes
Hd =
1
2
x22 +
1
2
(tanh(x2) + x1)
2 .
A stabilizing state-feedback control feedback law w 7→ gu can be determined from
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(1.15) with Jd = J , Dd = diag(sech
2(x2), sech
2(x2)) as
w = −2 tanh(x2)− 2x1 − sech2 x2(x2 + 2 tanh(x2)− 2 tanh3(x2) + 2x1
−2x1 tanh(x2)2) + tanh(Kx2) . (1.34)
e choice u1 = u2 in (1.34) yields
tanh(u2 − u2x2 + u22) = w ,
which results in the state feedback law
u = −1
2
+
x2
2
+
1
2
{
1− 2x2 + x22 + 4 tanh−1 [tanh(Kx2)− 2 tanh(x2)
−2x1 − sech2(x2)(x2 + 2 tanh(x2)− 2 tanh3(x2)
+2x1 − 2x1 tanh2(x2))
]}1/2
. (1.35)
In the following numerical simulation, the objective is to stabilize the microrobot at
x = [0, 0]⊤withK = 1000, Jd = J ,Dd = diag(sech
2(x2), sech
2(x2)) and the feedback
control law u in (1.35). e top and boom graphs of Figure 1.7 show the position
and the velocity of the microrobot system (1.33), respectively. e system has been
simulated for the initial condition x(0) = [2, 0]⊤ in closed-loop with the control law
(1.35). Figure 1.8 depicts the control law u in (1.35).
e Coulomb friction model is an example of a linear, memoryless, static model
which cannot reproduce the stick-slipmotion. ough this model captures the essential
properties of friction and it is simple to model, it does not represent the phenomenon
of stick-slip motion, that is crucial to the friction drive microrobot. Hence, the LuGre
friction model that captures the dynamic behavior of the stick-slip motion has been
used. e details of the LuGre friction model and the controller design are given in
Section 1.7.5.
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Figure 1.7: Top graph: Time history of the state x1 of the microrobot system (1.33) in closed-
loop with the feedback control law (1.35). Middle graph: Time history of the state x2 of the
microrobot system (1.33) in closed-loop with the feedback control law (1.35).
48
0 2 4 6 8 10
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
time(s)
u
1
,u
2
Figure 1.8: Time history of the control law in (1.35).
1.7.5 Modeling and control of a friction drive microrobot with
the LuGre friction model
e LuGre model was jointly developed by the control groups in Lund and Grenoble [9]
and describes phenomena such as predisplacement, rate dependence, and hysteresis. It
is an extension of the Dahl model that captures Stribeck eect and thus can describe
the stick-slip motion [21, 22, 64, 65]. e LuGre model has passivity properties that
are useful for designing friction compensators that give rise to asymptotically stable
closed-loop systems [22]. is property of the model is particularly aractive because
a negative feedback interconnection of passive systems results in a passive system.
Based on this principle, complex and multi-domain systems can be modeled by inter-
connecting port Hamiltonian descriptions of its sub-systems [49]. We use this idea to
model the microrobot system with the LuGre friction model.
e paradigm underlying the LuGre friction model is a pair of surfaces that are facing
each other with bristles (representing, for example, molecular bonds) extending from
each other. e distance between the bristles on each surface is a random variable that
has statistical properties consistent with the macroscopic friction characteristics. It is
assumed that the friction between the surfaces is caused by a large number of bristles
that contribute to a small portion of the total friction. e load contributed by each
bristle is proportional to its strain. e number of bristles that exist at any time is
a function of the relative velocity [37]. e standard form of the LuGre model that
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captures this physical paradigm is given by the equations
z˙ = − σ0vrN (vr)z + vr , (1.36)
F = (σ0z + σ1z˙ + σ2vr)N ,
where z denotes the virtual bristle deection, vr the relative velocity of the surfaces in
contact, and F the resulting force between the surfaces. e normal force is denoted
by N . e function N (vr) denotes the Gaussian model describing the nonlinear part
of the relation between velocity and friction force. Equation (1.36) can be expressed as
z˙ = −(Fsse−(
vr
vs
)
2
)z + vr ,
where Fss represents the friction force at steady-state. Let Fss = 1 and vs = 1 for
simplicity, then the LuGre model simplies to
z˙ = (1− v2r)z + vr ,
F = (σ0z + σ1z˙ + σ2vr)N , (1.37)
by using the approximation e(
vr
vs
)2 ≈ 1 − v2r . e microrobot system with the LuGre
friction model (1.37) can be wrien in state-space form with the state variable x =
[xs, x˙s, z]
⊤ and vr = (x˙2 − x˙), as
x˙1 = x2 ,
x˙2 = (σ0x3 + σ1x˙3 + σ2(x˙2 − x˙))N , (1.38)
x˙3 = (1− (x˙2 − x˙)2)z + (x˙2 − x˙) .
Since the microrobot is subjected to a harmonic excitation such as zs = z sin(ωt+ φ),
the normal force of the system becomes
N = gr + zω
2sin(ωt+ φ) . (1.39)
Leing u1 = gr + zω
2 sin(ωt + φ), u2 = (x˙2 − x˙), σ0 = σ1 = σ2 = 1 and substituting
(1.39) into (1.38) results in
x˙2 = x3u1 + ((1− u22)x3 + u2)u1 + u1u2 ,
x˙3 = x3 + (u2 − u22x3) . (1.40)
Using (1.38)-(1.40), the microrobot systemwith the LuGre friction model can be wrien
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in a PCH form as
H =
1
2
x22 +
1
2
x23 ,
x˙ =

 0 1 0−1 0 0
0 0 0


︸ ︷︷ ︸
J(x)
∂H
∂x
(x) +

 0x3u1 + ((1− u22)x3 + u2)u1 + u1u2
x3 + u2 − u22x3


︸ ︷︷ ︸
gu
, (1.41)
with u = [u1, u2]
⊤. Following a procedure similar to the one discussed in Section 1.7.4.1
the matching equation [77]
g⊥
[
J
∂H
∂x
]
−
[
(J −Dd)
(
∂H
∂x
+
∂Ha
∂x
)]
= 0 ,
has a solution
Ha = F
(
x1 + rx2
r
, x3
)
(1.42)
which was obtained by leing
g⊥ =
[
1 0 0
]
,
Dd = diag(r, r, r) .
Note that we assume that there exists a mapping w 7→ gu such that the column vector
gu in (1.41) can be replaced by w = [0, w1, w2]
⊤. e desired energy Hd with an
appropriate choice of F1 becomes
Hd =
x22
2
+
x23
2
+ k
(
x1 + rx2
r
+ x3
)2
,
which is positive for all r ∈ R. We obtain a stabilizing state-feedback using (1.15) as
w1 = −2(x1 + x2r + x3r)
r2
− 3x2r − 2x1 − 2x3r ,
w2 =
(−1− r)(2x1 + 3x2r + 3x3r)
r
+ x3 . (1.43)
Finally u1 and u2 can be obtained from (1.43) by noting that
w1 = x3u1 + ((1− u22)x3 + u2)u1 + u1u2 ,
w2 = x3 + u2 − u22x3 . (1.44)
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From (1.44) it is easy to see that the solution for u2 is the solution to a quadratic equa-
tion, i.e.
u2 =
1∓√1− 4x3(w2 − x3)
2x3
,
which can be modied to
u2 =
2w2
1−√1− 4x3w2
, (1.45)
imposing the condition
− 1
4 |x3| ≤ w2 ≤
1
4 |x3| .
e control inputs u1 and u2 can be found by using (1.45) in (1.43) as
u1 =
[
2x3(2x1 + 2rx2 + 2rx3 + 3r
3x2 + 2r
2x1 + 2r
3x3)
] [
r
(
r − 6r2x23
+4r2x3x2 + 2rx3
2 + 4x3rx2 + 4rx3x1 + 4x1x3
) (
r3 + 8r3x3x2
+12r4x23 + 12r
3x23 + 8r
2x3x1 + 8r
3x3x1 + 8r
4x3x2
)−1/2]−1
,
u2 =
r
2x3
− (2x3)−1
[
r2 + 8r2x3x2 + 12r
3x23 + 12r
2x23
+8rx3x1 + 8r
2x3x1 + 8x2x3r
3
]−1/2
. (1.46)
Numerical simulations have beenperformed to stabilize themicrorobot atx = [0, 0, 0]⊤
with the interconnection matrix Jd = J , the damping matrixDd = diag(0.1, 0.1, 0.1)
and the control law (1.46). e control law renders the origin globally asymptotically
stable since Dd > 0 and Hd ≥ 0 for all r ∈ R.
Figure 1.9 shows the time histories of the position, the velocity and the virtual bristle
deection, respectively, of the microrobot system (1.41) in closed-loop with the control
inputs (1.46) and with the initial conditions x = [2, 0, 0.001]⊤. Figure 1.10 displays the
time histories of the control inputs u1 and u2.
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Figure 1.9: Top graph: Time history of the state x1 of the microrobot system (1.41) in closed-
loop with the feedback control law (1.46). Middle graph: Time history of the state x2 of the
microrobot system. Boom graph: Time history of the state x3 of the microrobot system.
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Figure 1.10: Time histories of the control inputs namely u1 (top) and u2 (boom) in (1.46).
1.7.5.1 Driving the microrobot to a velocity set-point
e friction drive microrobot with the LuGre friction model that is described by the
mathematical model (1.41) can be driven to a new velocity x∗2 by modifying the desired
energy function of the system. For instance a choice of
Hd =
1
2
(x2 − x∗2)2 +
1
2
x23 , (1.47)
implies that the desired velocity is x2 = x
∗
2units/s. It is easy to show that the desired
interconnection and damping matrices dened as
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Jd =


0 −x3 − x2
x2 + x∗2
1
x3 − x2
x2 + x∗2
0 0
−1 0 0

 ,
Dd = diag(1, r2, r3) . (1.48)
solves the matching equation (1.12) with g⊥ = [1, 0, 0]. e control inputs w1 and w2
can be calculated from (1.48) and (1.47) as
w1 = −r2(x2 − x∗2) ,
w2 = −r3x3 .
Following a procedure similar to that of Section 1.7.5, the control inputs u1 and u2 can
be calculated as
u1 =
2r2(x2 − x∗2)x3
−1 − 2x23 +
√
1 + 4r3x
2
3 + 4x
2
3 + 2r3x
2
3
,
u2 =
4x3(1− r3)
2(1−√1 + 4r3x23 + 4x23) . (1.49)
Numerical simulations have been performed for x∗2 = 5units/s and for 10 sec. e
interconnection and damping matrices used were as given in (1.48) and the control law
(1.49) was used. e control law renders the desired equilibriumglobally asymptotically
stable since Dd > 0 and Hd ≥ 0.
Figure 1.11 depicts the control inputs u1 and u2 as given in (1.49). Figure 1.12 and
show the time history of the position, velocity and virtual bristle deection, respec-
tively of the microrobot system (1.41) in closed loop with the initial conditions x =
[0, 0, 0.1]⊤, r2 = 200 and r3 = 1. Note that some of the simulations show a shorter
duration because they reach steady-state before 10 sec.
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Figure 1.11: Time histories of the control inputs namely u1 (top) and u2 (boom) in (1.49) when
the desired energy is given by equation (1.47).
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Figure 1.12: Top graph: Time history of the state x1 of the microrobot system (1.41) in closed-
loop with the feedback control law (1.49) and the desired energy (1.47). Middle graph: Time
history of the state x2 of the microrobot system in closed-loop.
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1.8 Conclusion
e merits of the transition from signal based approach to energy based approach for
complex nonlinear systems has been discussed. A few preliminary denitions, use-
ful lemmas and theorems have been described. e relationship between the Euler-
Lagrange equations of motion and port-controlled Hamiltonian systems has been dis-
cussed. is has been followed by a discussion on two classes of PBC, namely classical
PBC and IDA-PBC. A few variations of IDA-PBC and Controlled Lagrangian have been
presented in detail. Properties of IDA-PBC that prove that it is energy balancing and is
universally stabilizing have been recalled. A few approaches that simplify the matching
PDE such as coordinate transformations, choosing the target dynamics and restricting
IDA-PBC to specic classes of systems have been discussed. Finally, a few applications
of IDA-PBC for mechanical and electromechanical systems have been discussed. e
approach has been validated on a new physical example: the modulated friction drive
microrobot with two friction models, namely the Coulomb friction model and the Lu-
Gre friction model.
e success of applying IDA-PBC to PCH systems relies on the possibility of solving
PDEs, which identify the total energy that can be assigned to the closed-loop system.
e discussions in this chapter suggests that the PDEs, are in general, dicult to solve.
is is because the PDEs that arise from IDA-PBC are nonlinear, inhomogeneous and
their solution must be positive denite to ensure stability. e next chapter presents a
method to replace the PDEs of IDA-PBCwith algebraic inequalities and gives conditions
that preserve the PCH structure of the desired system in closed-loop.
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2 Sensorless estimation and control
of a rotational energy harvester
2.1 Introduction
Energy harvesting is a promising solution to extend the operational lifetime of low-
power sensor networks, which over the past few decades, have relied on nite energy
sources such as baeries. Examples of ambient energy sources that can be converted
into useable electrical power include solar, radio frequency waves, vibrations and ro-
tations [80]. ese sensor networks are oen used to transmit data needed to monitor
condition of the device. ere are situations where these sensors need to be mounted
on a vehicle, turbine or a continuously rotating device. In these situations, generally,
vibration-driven energy harvesters have been used to power sensor networks. Vibra-
tion harvesters convert the vibrations caused by the rotational motion of the host struc-
ture into utilizable electrical power.
A few noteworthy examples of vibrational energy harvesters are the piezoelectric
harvester introduced in [46] for tire pressure monitoring, an electromagnetic energy
harvester that supplies 5.2mW for an input acceleration of 0.1 g at 60Hz [30] and a self-
tuning piezoelectric beam [36]. A comparative study of rotation-driven harvesters with
proof masses and vibration-driven harvesters can be found in [106]. ese harvesters
depend on source vibrations that are assumed to have xed amplitude and frequency
spectrum. However this is not the case because the harvested power decreases due to
wear and tear in the machine, for example, the commercially successful harvester [30]
is largely aected by deviations in frequencies. It is interesting to note that even though
there has been extensive work on harvesters that harness the ambient vibrations from a
rotating device, none of them use the energy from rotational motion directly. Moreover,
most well-designed new machines do not vibrate at all. erefore, a rotational energy
device such as that presented in [98] hasmany advantages over conventional vibration-
driven energy harvesters.
e rotational energy harvester in [98] is based on balancing the gravitational and
motor torques and exhibits non-resonant type harvesting behavior. e use of gravity
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as a technique to counteract the electrical torque from a velocity damper has been pro-
posed in [56, 106]. is counteraction results in a dierence in angular speed between
the proof mass and the host frame that can be tapped o as power. e rotational en-
ergy harvester is therefore independent of the operational frequency range. Another
advantage of this harvester is that it eliminates the need to anchor it to a stationary
structure and needs to be aached at a single point to the source rotation. is advan-
tage rests on the fact that gravity is used as an opposing torque, thus limiting the axis
of rotation of the source to be horizontal, or in other words perpendicular to the force
of gravity [97].
A few sources of ambient rotational energy are the wheels of a moving vehicle, rotat-
ing machinery in the industry and turbines. In all these application areas the rotation of
the host structure is dominant in comparison to the vibrations caused by the rotation of
the host. e performance of the harvester is improved greatly if the rotating compo-
nents of the host structure do not experience any wear or tear due to linear vibrations.
Rotational energy harvesters can be used to power sensors and devices that provide
condition monitoring of the host structure, examples of which include tire pressure
monitoring systems and tachometers [46, 97].
e interface electronics used in the harvester have beendesigned tominimize switch-
ing and conduction losses, improving the eciencyof the power conversion stage. Very
oen the interface of an energy harvester is a rectier stage aer which the gener-
ated voltage is regulated across a load. In this particular design a boost converter with
a controllable duty cycle has been used to achieve an impedance match between the
generation and load stage thus achieving optimal power transfer. In addition, the duty
cycle of the boost converter can be used to vary the angular position of the proof mass
by altering the motor torque of the harvester.
e overall eciency of the rotational energy harvester depends on both its mechan-
ical eciency, i.e. by creating the maximum possible dierence in speeds of rotation,
and its electrical eciency, i.e. impedance matching between the generator and the
load. To improve the mechanical eciency it is important to have precise knowledge
of the mechanical states of the harvester which commonly requires sensors. However,
the addition of rotational transducers and their associated circuits add cost and are of-
ten fragile, which reduces the robustness of the overall system. In addition, installation
of sensors can be physically unfeasible [7]. e use of sensors in the control architec-
ture increments the possibility of failure by altering the mechanical system for sensor
placement, sensor calibration, sensor accuracy or data acquisition and processing [29].
Hence, it is important to estimate the unmeasured states of the harvester from its mea-
surable states. is technique is referred to as “sensorless operation”.
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Elimination of sensors and transducers, i.e. sensorless operation, in these harvesters
reduces the cost and increases the system ruggedness and reliability. e main ap-
proaches to sensorless operation are based on saliency, Kalman lter and model refer-
ence techniques [84]. However, the estimation of mechanical quantities frommeasured
electrical quantities still remains challenging because the existing techniques are com-
putationally intensive, require special construction for estimation or require proper
initialisation [26]. While [84], [29], [48] and [50] and references therein illustrate prac-
tical approaches to sensorless control of motors, many of the strategies proposed have
one of the following disadvantages.
(i) e lack of a rigorous mathematical analysis.
(ii) e nonlinearities in the electromechanical system are oen neglected.
(iii) e complete model of the system is seldom considered.
To overcome these drawbacks, in this thesis, the practically important and theoreti-
cally challenging problem of improving the eciency of a rotational energy harvester
without measuring the mechanical quantities is considered. e control design relies
on a nonlinear dynamical model.
e control scheme discussed in [98] focuses on the impedancematching for optimal
power transfer from the generator to the load and includes a current limit to prevent
the mass from ipping around. e nonlinear controller presented here is based on
Lyapunov stability criterion and aims to improve the harvester eciency by using the
estimated mechanical states of the harvester, thereby providing sensorless operation.
is prevents the mass from synchronising with the source rotation thus enabling con-
tinuous harvesting of the maximum possible energy from the rotational source. Since
the need for sensors to measure physical parameters is eliminated we reduce power
consumption of the harvester and reduce the space requirements.
e rest of the chapter is organized as follows, Section 2.2 discusses the derivation
of the mathematical model of the rotational energy harvester using physical princi-
ples and its validation via experiments. e optimization problem of maximizing the
eciency of the harvester is converted to a stabilization problem of maintaining the
angular position of the mass at π/2 rad to the vertical axis in Section 2.3. e basics of
the observer design technique are presented in Section 2.5.1. is technique is applied
to design an observer for the harvester when the source rotation speed is assumed to
be known in Section 2.6.1, while Section 2.6.2 presents the design of a nonlinear con-
troller based on Lyapunov theory. Finally Section 2.6.3 provides experimental results.
e performance of the proposed scheme is compared with that of a PI controller in
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Section 2.6.4. e observer design for the harvester, with varying source rotation speed
is studied in Section 2.7 in addition to the control design. e simulation results for the
observer in closed-loop is given in Section 2.8. e Chapter is concluded by Section 2.9
with some nal remarks and comments.
2.2 Development of the harvester’s mathematical
model
e rotational energy harvester consists of a DC generator with its stator coupled to
a continuously rotating source and a semicircular mass m aached to the rotor at a
distance l from the axis of rotation (see Figure 2.1). When power is drawn from the
generator the torque between the stator and the rotor (motor torque) is counteracted
by the torque generated by the gravitational force acting on the proof mass (gravita-
tional torque). e dierence between these two torques creates a dierence in the
angular speeds of the stator and the rotor that can be tapped o as power. e gen-
erated power is collected in a storage supercapacitor for future use [98]. To ensure
optimal power transfer from the harvester to the load, the load resistance, RL, should
be closely matched to the harvester’s armature resistance, Ra. e input impedance of
a boost converter Rin can be controlled by varying its duty cycle δ as [88]
Rin = RL(1− δ)2 . (2.1)
erefore, a boost converter is used as a power electronic interface circuit between the
harvester and the load
From the free body diagram of the oset mass in Figure 2.1, the torque balance on
the mass aached to the rotor of the harvester is given by
Jω˙ = ΓM −mgl sin θ , (2.2)
where J is the moment of inertia of the semicircular mass calculated as
2mr2m
5
, ω is the
angular velocity, and θ is the deection angle of the mass measured from the vertical
axis. e motor torque ΓM is calculated as
ΓM = −kT Iin ,
where kT is the torque constant of the motor, and Iin is the current drawn by the DC
generator. e negative sign indicates that the current ows out of the generator and
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Figure 2.1: Schematic diagram of the rotational energy harvester.
into the boost converter. e voltage generated by the harvester,Eg, when it is aached
to a continuously rotating source at a constant angular speed ωs is calculated as
Eg = kE(ωs − ω) , (2.3)
where kE is the “motor constant” of the DC generator.
Eg
Ra
Vin
Iin
Boost
Converter
Figure 2.2: Equivalent circuit diagram to calculate Iin.
Application of Kircho’s voltage law to the circuit in Figure 2.2 and use of the rela-
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tions (2.1) and (2.3) gives
Vin = Eg − RaIin
= kE(ωs − ω)−Ra Vin
Rin
= kE(ωs − ω)−Ra Vin
(1− δ)2RL
=
kE(ωs − ω)(1− δ)2RL
(Ra + (1− δ)2RL) . (2.4)
Figure 2.3: Schematic of a boost converter.
A schematic of a boost converter that is composed of an inductor, a capacitor and a
load resistor is shown in Figure 2.3. e standard averaged model that describes the
dynamics of the boost converter is (see [88] and references therein),
I˙L = −(1− δ)VC
L
+
1
L
kE(ωs − ω)(1− δ)2RL
(Ra + (1− δ)2RL)︸ ︷︷ ︸
Vin
,
V˙C =
IL
C
− VC
RLC
, (2.5)
where VC is the voltage across the supercapacitor of capacitance C , IL is the current
owing through the inductor of inductance L, and Vin is as in (2.4).
From (2.4) and (2.5), the mathematical model of the harvester with the interface cir-
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cuit is given by


x˙1
x˙2
x˙3
x˙4


=


x2
−mgl sin x1
J
+
kEkT (ωs − x2)
J(Ra + (1− δ)2RL)
−(1− δ)x4
L
+
kE(ωs − x2)(1− δ)2RL
L(Ra + (1− δ)2RL)
(1− δ)x3
C
− x4
RLC


(2.6)
where x1, x2 describe the angular position θ and the angular velocity ω of the mass, re-
spectively, and x3, x4 describe the inductor current IL and the output capacitor voltage
VC of the boost converter, respectively.
2.3 From an optimization to a stabilization problem
e optimization problem, i.e. generating maximum energy for a given source rotation
speed is transformed into a stabilization problem, i.e. maintaining the angle of the
suspended mass at an angle of π/2 rad to the vertical axis. e energy generated from
the rotational host is Eg which is given by the equation (2.3). It can be inferred from
(2.3) that the energy generated is maximum when the proof mass is held stationary,
x2 = 0 for 0 ≤ x2 ≤ ωs. Using the fact that Eg is maximum when x2 = 0, we state the
following result.
Proposition 2.1. Consider the mechanical subsystem with states (x1, x2) of the har-
vester model (2.6). If δ is taken to be a constant with a value in the interval 0 ≤ δ ≤ 1
for a given constant source rotation speed ωs, then the condition
x1 = ±π
2
rad , (2.7)
ensures that the maximum amount of energy is extracted from the source. ⋄
Proof. e expression for x˙2 in (2.6) when the proof mass is stationary is
mgl sin x1
J
− kEkT (ωs)
J(Ra + (1− δ)2RL) = 0 (2.8)
Dierentiating the le hand side of equation (2.8) with respect to x1 and equating it to
zero gives x1 = ±π/2 rad, and taking the second derivative of the le hand side of the
equation (2.8) with respect to x1 at x1 = ±π/2 rad results in −1, hence the result. 
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Proposition 2.1 can be interpreted physically by noting that the operating condition
x1 = ±π/2 and x2 = 0 maximises the amount of gravitational torque, i.e. mgl sin x1
J
,
generated by the mass thereby ensuring the largest dierence in rotational speeds be-
tween the stator and the rotor, i.e. ωs−x2. Hence, this operating condition ensures that
the maximum possible power
Pmax = mglωs ,
is extracted from the host system.
Remark 2.1. As the source rotation increases maintaining the angular position of the
mass at π/2 prevents it from ipping over and synchronising with the source rotation.
erefore, it is extremely important to estimate the angular position of the mass with
respect to the vertical axis. N
Remark 2.2. e ip-over speed of the proof mass was reported in [97] is
ωf =
2mgl
kekT
RL .
is is obtained by leing RL = Ra for maximum achievable electrical load power
and by noting that the maximum extractable power is twice the achievable load power.
Alternatively, the expression for the ip-over speed can be obtained from the expression
of x˙2 by leing x2 = 0, δ = 0 and RL = Ra. N
Remark 2.3. Proposition 2.1 imposes restrictions on the operational range of the har-
vester expressed by ωs. is can be deduced noting that x˙2 = 0 at
(π
2
, 0
)
yields
kEkT
(Ra + (1− δ)2RL) −
mgl
ωs
= 0 ,
which, for δ ∈ [0, 1], implies
mglRa
kEkT
≤ ωs ≤ mgl(RL +Ra)
kEkT
.
N
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2.4 Experimental set-up and validation of the
mathematical model
Figure 2.4: Experimental set-up.
e experimental set-up for the harvester with its power electronic interface is illus-
trated in Figure 2.4. e circuit components have been chosen to minimize parasitic
losses and control overhead. It is especially important to transfer power eciently to
the load via the interface circuit for low input power harvesters. ese considerations
are one of the reasons a gate driver has not been used in this boost converter design.
For a more detailed explanation of the construction and the choice of the circuit com-
ponents refer to [98] and the references therein. Table 2.1 gives the values for various
mechanical constants and electrical components that have been used in the experi-
mental set-up. e same values have been used to simulate the models developed in
the thesis.
A Simulink schematic of the mathematic model (2.6) of the rotational energy har-
vester is shown in Figure 2.5. e boost converter model that has been used assumes
that there are no parasitic resistors for simplicity. To measure the output variable IL
in the experimental model a sense resistor Rsense has been placed on the input side of
the boost converter. e value of the current can be obtained by measuring the voltage
Vsense across Rsense and using the relation
IL =
Vsense
Rsense
.
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Components Values
kE 8.6436 rad/sV
kT 0.0610mNm/A
g 9.8 m/s2
m 100 g
l 0.03 m
L 680 µH
C 4.53 mF
rm 0.04 m
Ra 11.2 Ω
Microprocessor PIC18F1320
Maxon motor 118733
Table 2.1: Values of mechanical constants and electrical components.
It is crucial that the sense resistor be as small as possible due to the low armature
resistance Ra of the harvester.
To validate the model (2.6) the experimental set-up of the harvester and the simulated
model (Figure 2.5 with values given in Table 2.1) are driven by the same input and the
output data IL and VC are collected. e data is transmied wirelessly to a LabView
interface running on a computer, see [97] for the detailed design. e relative errors of
IL and VC for two selections of source rotations are ploed in Figure 2.6 and Figure 2.7
for δ = 70% and δ = 80%, respectively. ese errors, calculated as
ei,rel =
|xi,meas − xi,sim|
xi,meas
for i = 3, 4,
are below 0.2%which suggests that the mathematical model gives an accurate descrip-
tion of the system.
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Figure 2.6: Time histories of the source rotations (top), relative errors of the inductor current
(middle), and relative errors of the output capacitor voltage (boom) for a duty cycle of 70%.
Figure 2.7: Time histories of the source rotations (top), relative errors of the inductor current
(middle), and relative errors of the output capacitor voltage (boom) for a duty cycle = 80%.
2.5 Nonlinear observer and controller design
e observer design is based on the method described in [5, 45]. We aim to estimate
accurately the mechanical parameters i.e. angular position, angular velocity and source
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rotation speed from themeasured electrical variables, i.e. inductor current and capacitor
voltage. We rst revisit the main result for observer design of [5, 45] and then discuss
its application to the rotational energy harvester.
2.5.1 General reduced-order observer design
Consider a nonlinear, time-varying, system described by equations of the form
η˙ = f1(η, y, t) , (2.9)
y˙ = f2(η, y, t) , (2.10)
where η(t) ∈ Rn is the unmeasured part of the state and y(t) ∈ Rm is the measurable
output. It is assumed that the trajectories starting at time t0 are dened for all times
t ≥ t0.
Denition 2.1. e dynamical system
˙ˆη = α(y, ηˆ, t) , (2.11)
with η(t) ∈ Rp, p ≥ n, is called an observer for the system (2.9)-(2.10) if there exists
mappings
β(·) : Rn × Rm × Rp → Rp ,
φ(·) : Rn → Rp ,
with φ(·) le-invertible, such that the manifold
Mt = {(η, y, ηˆ) ∈ Rn × Rm × Rp : β(y, ηˆ, t) = φ(η)} (2.12)
is positively invariant i.e. all trajectories of the extended system (2.9)-(2.10)-(2.11) that
start on themanifoldMt remain there for all future times τ ≥ t, and is aractive, i.e. all
trajectories of the extended system that start in a neighbourhood ofMt asymptotically
converge toMt.
To construct an observer of the form given in Denition 2.1 we require the solution
of a PDE in β. In particular β should be such that the signal
z = β(ηˆ, y, t)− φ(η) ,
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converges asymptotically to zero, uniformly in η, y, t. is procedure is summarised in
the following theorem.
eorem 2.1. [5] Consider the system (2.9)-(2.10)-(2.11) and suppose that there exist
C1 mappings β(ηˆ, y, t) : Rp × Rm × R → Rp and φ(η) : Rn × Rm × R → Rp, with a
le-inverse φL : Rp × Rm × R→ Rn, such that the following hold.
(A1) For all y, ηˆ and t, β(ηˆ, y, t) is le invertible with respect to ηˆ and
det
(
∂β
∂ηˆ
)
6= 0 .
(A2)e system
z˙ =
∂β
∂y
(f2(η, y, t)− f2(φL(φ(η) + z), y, t)) + ∂φ
∂y
f1(η, y, t)
+
∂φ
∂η
∣∣∣∣
η=φL(φ(η)+z)
f1(φ
L(φ(η) + z), y, t) ,
has a (locally) asymptotically stable equilibrium at z = 0, uniformly in η, y and t.
en
α(ηˆ, y, t) = −
(
∂β
∂ηˆ
)−1(
∂β
∂y
f2(φ
L(φ(η) + z), y, t)− ∂β
∂t
+
∂φ
∂η
∣∣∣∣
η=φL(φ(η)+z)
f1(φ
L(φ(η) + z), y, t) ,
where ηˆ = φL(β(y, ηˆ, t), y, t), is such that (2.11) is a (global) observer for the system
(2.9)-(2.10). ⋄
e proof for eorem 2.1 involves dening the variable
z = β(y, ηˆ, t)− φ(η) ,
and nding a continuously dierentiable function β(·) such that condition (A1) holds.
Note that ‖ z ‖ is the distance of the system trajectories from the manifoldMt dened
in (2.12).
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2.6 Experimental implementation of the
observer-controller design
is section describes the design of a nonlinear observer and a nonlinear controller for
the sensorless operation of the rotational energy harvester system (2.6). e observer
design is based on the method described in Section 2.5.1 and the controller design uses
Lyapunov’s theorem 1.1. ese designs have been implemented on the microprocessor
using the backward Euler method, that approximates an ordinary dierential equation
of the form
dy
dt
= f(y) ,
with
yk+1 = yk + timestepf(yk+1) .
is has been implemented on the microprocesser where the timestep has been chosen
to be the sampling time of the microprocessor. e experimental implementation of
the design requires ωs to be constant due to the limited computational power available
on the chip. A varying ωs is considered as a theoretical case, the simulation results for
which are presented in 2.7.
2.6.1 Simple observer design
e source rotation speed is assumed to be a known constant due to practical limitations
of the design. erefore we estimate only the angular position and velocity from the
measured inductor current, the measured capacitor voltage and a xed source rotation
speed.
Proposition 2.2. Consider the rotational energy harvester system as described in (2.6).
e dynamical system
˙ˆx1 = xˆ2 + β2(x3)− ∂β1
x3
x3o ,
˙ˆx2 = −mgl sin(xˆ1 + β1(x3))
J
− ∂β2(x3)
x3
x3o
−
(
kEkT (ωs − xˆ2 − β2)
Ra + (1− δ)2RL
)
, (2.13)
with states [xˆ1(t), xˆ2(t)]
⊤ ∈ R2, b1 > 0, b2 < 0, inputs : x3(t) ∈ R, x4(t) ∈ R,
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δ(t) ∈ [0, 1] and ωs(t) ∈ R,
β1(x3) =
b1 − 1
ρ
x3 ,
x3o = −(1− δ)x4
L
+ ρ(ωs − xˆ2 − β2) ,
β2(x3) =
(
b2
ρ
− kEkT
ρ(Ra + (1− δ)2RL)x3
)
,
x4o =
(1− δ)x3
C
− x4
RLC
, (2.14)
is such that
lim
t→∞
(x1(t)− xˆ1(t)) = 0 ,
lim
t→∞
(x2(t)− xˆ2(t)) = 0 ,
which means that xˆ1 and xˆ2 are asymptotically converging estimates of x1 and x2,
respectively. ⋄
Proof. Dene
z = [β1(x3) + xˆ1 , β2(x3) + xˆ2]
⊤ − [x1 , x2]⊤ , (2.15)
and note that
[
z˙1
z˙2
]
=


0 1− ρ∂β1
x3
−mgl
J
kEkT
Ra + (1− δ)2RL − ρ
∂β2
x3


[
z1
z2
]
− mgL
J
[
0
Γ(x1, z1)
]
z1 ,
where
ρ =
kE(1− δ)2RL
L(Ra + (1− δ)2RL) ,
Γ =
sin(x1 + z1)− sin(x1)− z1
z1
.
e variables b1 and b2 are chosen such that b2 < 0 and
Jb2
mglb1
≤ 1‖ Γ ‖2 . e claim
then follows from standard arguments on stability of passive systems, see [47]. 
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2.6.2 Controller design
e equations of the model in (2.6) suggest that the angular position of the mass x1 can
be adjusted by changing the amount of torque acting on it. is can be changed using
the control variable δ.
Proposition 2.3. Consider the rotational energy harvester system (2.6). Assume ωs is
constant. e control law
δ = 1−
√
kEkT
µRL
− Ra
RL
, (2.16)
where
µ = −mgl(1 − sin x1)
(ωs − x2) + η (ωs − x2) cos x1 +
mgl
ωs
,
for 0 < η << 1 globally asymptotically stabilizes the equilibrium (π/2, 0) of the
(x1, x2) subsystem. In addition δ(t) ∈ [0, 1] and x2(t) < ωs for all t ≥ 0. ⋄
Proof. Consider the candidate Lyapunov function
V (x1, x2) = (1− sin x1) + J
η
(
ln |ωs − x2| − ωs
ωs − x2
)
.
Note that V ≥ 0 for 0 < η << 1, and V = 0 for x1 = π/2 + kπ and x2 = 0. In
addition, lim
x2→ωs
V =∞. e time derivative of V along the closed-loop trajectories is
V˙ = − mglx
2
2
(ωs − x2)2
≤ 0 .
e claim then follows from standard LaSalle arguments, see [47]. 
Remark 2.4. e physical characteristics of the harvester along with the choice of δ
as the control variable restrict the operational range of the harvester, see Remark 2.3.
is limitation can be overcome with a saturation control scheme
δ = min
(
max
(
µ,
kEkT
(RL +Ra)
− mgl
ωs
)
,
kEkT
Ra
− mgl
ωs
)
. (2.17)
N
2.6.3 Experimental results
In this section we illustrate the closed-loop performance of the proposed observer and
controller from Section 2.6.1 and Section 2.6.2. Note that the data collected from the
75
experiments are only available aer a few seconds due to the self-powered nature of
the harvester. is means that the transmission of data starts only aer the harvester
starts generating energy and storing it in the supercapacitors.
2.6.3.1 Case 1
Figure 2.8a demonstrates the performance of the observer described in Proposition 2.2
with ωs = 75 rad/s, δ = 0.8, b1 = 50 and b2 = −70. e observer is used to implement
the control law in Proposition 2.3. e error in angular position of the mass in the
experimental implementation is due to rounding errors in the microcontroller. e
experimental output VC begins to oscillate between t = 148 seconds and t = 150
seconds because the source rotation was increased from ωs = 75 rad/s to ωs = 94
rad/s, note that the drop in IL complements this rise. Figure 2.8b illustrates the closed-
loop currents and voltages from the experiments and simulations.
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(a) Estimated angular position (top) and angular velocity (boom).
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(b) Simulated/measured currents (top) and voltages (boom).
Figure 2.8: Performance of the proposed observer-controller scheme for ωs = 75 rad/s.
2.6.3.2 Case 2
Figure 2.9a demonstrates the performance of the observer given by the equations (2.13)
with ltered experimental data for ωs = 90 rad/s, δ = 0.90, b1 = 3, and b2 = −7. e
estimated values from the observer are used to implement a variation of the control law
in Proposition 2.5. Figure 2.9b illustrates the closed-loop performance of the proposed
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scheme in experiments and simulations.
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(a) Time histories of the angular position (top) and angular velocity (boom)
estimated from the ltered data collected from the experimental set-up.
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Figure 2.9: Performance of the proposed observer-controller scheme for ωs = 90 rad/s.
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(a) Stage 1. (b) Stage 2.
(c) Stage 3.
Figure 2.10: Dierent stages of the mass being moved to an angular position of approximately
pi/2 to the vertical axis.
Figure 2.10 shows the dierent stages of themass as it is moved to an angular position
of approximately π/2 rad to the vertical axis for source rotation speeds ωs = 75 rad/s
and ωs = 90 rad/s.
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2.6.4 Comparison of output power with a dierent control
scheme
To show that improving the physical eciency of the harvester results in harvesting
more energy, let us compare the design presented here with the PI controller reported
in [97]. e graph that shows how much energy is harvested experimentally and the-
oretically is given in Figure 2.11. It can be seen from the graph that the experimental
output power from the harvester for ωs = 850RPM ≈ 90 rad/s is 0.5W.
Figure 2.11: Experimental and theoretical power output from the rotational energy harvester
when a PI controller is used [97].
e power harvested for the same rotation speed ωs = 90 rad/s can be calculated
from the graphs in Section 2.6.3.2. From Figure 2.12, δ = 0.9041 and from Figure 2.9b,
the output voltage of the boost converter at steady-state is VC = 17.4V. erefore, the
actual voltage generated by the harvester using (2.1) is
Vin = (1− δ)VC = 1.6686 V .
erefore the power output from the scheme proposed in Proposition 2.2 and Proposi-
tion 2.3 when RL = 5 Ω is
Pout =
V 2in
RL
= 0.5569W . (2.18)
e power output shows an increase of 10.4% from (2.18) hence suggesting the pro-
posed scheme is benecial.
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Figure 2.12: Control input for Case 2 of Section 2.6.3
2.7 ird-order observer design
is section describes the observer design based on themethod outlined in Section 2.5.1
and a modication of an algebraic Riccati equation. e observer estimates the angular
position of the mass, the angular velocity of the mass and the input source rotation
speed that is assumed constant, from the duty cycle, the measured current and the
measured voltage.
To streamline the statement of the proposition let
A =


0 1 0
−mgl −v2 v2
0 0 0

 ,
C =
[
1 0 0
]
,
K =
[
0 ρ −ρ
]
,
P =
[
0
mgl
J
0
]⊤
.
Proposition 2.4. Consider the system
˙ˆx1 = xˆ2 + β2(x3)− ∂β1(x3)
x3
x3o ,
˙ˆx2 = −mgl sin(xˆ1 + β1(x3))
J
− ∂β2(x3)
x3
x3o
−
(
kEkT (ωˆs + β3(x3)− xˆ2 − β2(x3))
Ra + (1− δ)2RL
)
,
˙ˆωs = −∂β3(x3)
x3
x3o , (2.19)
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with states [xˆ1(t), xˆ2(t), ωˆs]
⊤ ∈ R3, inputs x3(t) ∈ R, x4(t) ∈ R, δ(t) ∈ [0, 1], with
x3o = −(1− δ)x4
L
+ ρ(ωˆs + β3(x3)− xˆ2 − β2x3) ,
βi(x3) = bix3 for i = 1 , 2 , 3 ,
(2.20)
where
ρ =
kE(1− δ)2RL
L(Ra + (1− δ)2RL) .
Let B =
[
b1 b2 b3
]⊤
. Suppose there exists a positive denite matrixX ∈ R3×3 such
that
A⊤X +XA+
XPP⊤X
(J + 1)−2
+ C⊤C − 2K⊤K < 0 . (2.21)
en the selection [
b1 b2 b3
]⊤
= −X−1K⊤ ,
is such that
lim
t→∞
(xˆ1(t) + β1(x3)− x1(t)) = 0 ,
lim
t→∞
(xˆ2(t) + β2(x3)− x2(t)) = 0 ,
lim
t→∞
(ωˆs(t) + β3(x3)− ωs(t)) = 0 ,
i.e. the system (2.19) is an asymptotically converging observer for the harvester (2.6). ⋄
Proof. In the same spirit of the procedure discussed in Section 2.5.1, let
z =

β1(x3) + xˆ1β2(x3) + xˆ2
β3(x3) + ωˆs

−

x1x2
ωs

 .
e time derivative of z can be wrien in the form of a feedback interconnected system,
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namely

z˙1z˙2
z˙3

 =




0 1 0
−mgl −v2 v2
0 0 0


︸ ︷︷ ︸
A
+

b1b2
b3


︸ ︷︷ ︸
B
[
0 ρ −ρ
]
︸ ︷︷ ︸
K



z1z2
z3


−


0
mgL
J
0


︸ ︷︷ ︸
P
u ,
ζ = z1 , (2.22)
where u = Γ(x1, z1)ζ , with
Γ =
sin(x1 + z1)− sin(x1)
z1︸ ︷︷ ︸
Γ1
−J ,
v2 =
kEkT
J(Ra + (1− δ)2RL) .
e system u = Γ(x1, z1)ζ has a L2 gain ‖Γ‖2 which can be calculated by noting that
the maximum of ‖Γ‖ is such that
dΓ1
dz1
=
cos(x1 + z1)
z1
− sin(x1 + z1)− sin(x1)
z12
= 0 ,
which yields ‖Γ‖2 ≤ 1+J . Note now that the Riccati equation (2.21) withB⊤X = −K
can be rewrien as
A⊤X +XA+
XPP⊤X
(1 + J)−2
+ C⊤C −K⊤K
−XBB⊤X +XBB⊤X + [K +B⊤X ]⊤[K +B⊤X ] < 0 ,
or equivalently as
(A+BK)⊤X +X(A+BK) +
XPP⊤X
(J + 1)−2
+ C⊤C < 0 . (2.23)
erefore, if there exists a X = X⊤ > 0 that solves (2.23) then the L2 gain of sys-
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tem (2.22) with input u and output ζ is less than 1 + J . e asymptotic convergence
claim then follows by invoking the small-gain theorem 1.3 (see [47], [99], [103]). 
Remark 2.5. e observer design presented can be extended to the case in which ωs
varies as a function of time. For instance, if ωs is assumed to be of the form
ωs(t) = ωs0 + ωs1t ,
A 4th order observer that estimates the “states” x1 , x2 , ωs0 , ωs1 can be derived. Leing
z be
z = [β1(x3) + xˆ1 , β2(x3) + xˆ2 , β3(x3) + ωˆs0 , β4(x4) + ωˆs1]
⊤ − [x1 , x2 , ωs0 , ωs1]⊤ ,
results in the matrices
A =


0 1 0 0
−mgl −v2 v2 0
0 0 0 1
0 0 0 0

 ,
C =
[
1 0 0 0
]
,
K =
[
0 ρ −ρ 0
]
,
P =
[
0
mgl
J
0 0
]⊤
.
Similarly to what is shown in Proposition 2.4, if there exists a positive denite matrix
X ∈ R4×4 such that the modied ARE (2.21) has a solution, then the selection
[
b1 b2 b3 b4
]⊤
= −X−1K⊤ ,
yields an asymptotically converging observer. N
2.7.1 Controller design
As discussed in Section 2.2, to improve the eciency of the harvester the angular posi-
tion of the mass should be maintained at π/2 rad for a range of source rotation speeds.
is enables continuous harvesting of energy from the source as the mass is prevented
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from ipping over and synchronising with the source rotation. e equations of the
model in (2.6) suggest that the angular position of themassx1 can be adjusted by chang-
ing the amount of torque acting on it. is can be changed using the control variable
δ. e proposed control law aims to hold the mass at π/2 rad. e implementation
of the control law described in this section requires the knowledge of all the states of
the system, hence the observer design in Proposition 2.4 to estimate the mechanical
quantities.
Proposition 2.5. Consider the rotational energy harvester system (2.6). Assume ωs is
constant. e control law
δ = 1−
√
kEkT
µRL
− Ra
RL
,
where
µ = −mgl(1− sin x1)
min (ε, ωs − x2) + η (ωs − x2) cos x1 +
mgl
ωs
,
for 0 < η << 1 and 0 < ε < 1 globally asymptotically stabilizes the equilibrium
(π/2, 0) of the (x1, x2) subsystem. In addition δ(t) ∈ [0, 1] and x2(t) < ωs for all t ≥ 0
⋄
Proof. Consider the candidate Lyapunov function
V (x1, x2) = (1− sin x1) + J
η
(
ln |ωs − x2| − ωs
ωs − x2
)
.
Note that V ≥ 0 for 0 < η << 1, and V = 0 for x1 = π/2 + kπ and x2 = 0. In
addition, lim
x2→ωs
V =∞. e time derivative of V along the closed-loop trajectories is
V˙ = − mglx
2
2
(ωs − x2)2
≤ 0 .
e claim then follows from standard LaSalle arguments, see [47]. 
Remark 2.6. e physical characteristics of the harvester along with the choice of δ
as the control variable restrict the operational range of the harvester. is limitation
can be overcome with a saturation control scheme
δ = min
(
max
(
µ,
kEkT
(RL +Ra)
)
,
kEkT
Ra
)
. (2.24)
N
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2.8 Simulation results for the third-order observer
and the nonlinear controller
e observer in Proposition 2.4 has been implemented in Matlab with b1 = 0.004,
b2 = −0.04 and b3 = 3.5. e errors between the estimated angular position, angular
velocity, source rotation estimated from the ltered experimental data collected and
the simulation data for ωs = 44 rad/s and δ = 0.70 are ploed in Figure 2.13. We
compare the observer output from the experimental data and the simulated data due to
the absence of sensors for measuring the angular position and the angular velocity in
the experimental set-up. e sensors have not been incorporated in the set-up due to
space and cost constraints. Figure 2.13 shows that the errors asymptotically converge
to zero indicating the eectiveness of this observer design.
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Figure 2.13: Time histories of the estimation errors on the angular position of the mass (top),
angular velocity of the mass (middle) and source rotation (boom).
Figure 2.14a demonstrates the performance of the observer and controller scheme
discussed in Proposition 2.4 and Proposition 2.5. is has been implemented in Matlab
with ωs = 44 rad/s for t ∈ [0, 120s] and ωs = 51 rad/s or t ∈ [120, 150s]. e
output voltage obtained in simulations is higher than the voltage obtained from the
experiment when it is subjected to the same variation in ωs for a constant duty cycle
δ = 0.70 without the controller. is suggests that the proposed scheme improves the
eciency of the harvester due to an increase in the generated voltage. e controller
varies the control input δ tomaintain the angular position of themass at π/2 rad and the
angular velocity of the mass at 0 rad/s as required with a varying ωs, see Figure 2.14b.
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(a) Time histories of the angular position of the mass (top le), the an-
gular velocity of the mass (top right), the inductor current (boom le)
and the supercapacitor voltage (boom right).
(b) Control input δ.
Figure 2.14: Performance of the third-order observer and the nonlinear controller.
2.9 Conclusions
e advantage of sensorless estimation and control for energy harvesters has been
highlighted. A mathematical model that describes the dynamics of the rotational en-
ergy harvester has been derived and validated via experiments. e model has been
used to design a nonlinear observer to estimate the mechanical quantities, i.e. the an-
gular position and the angular velocity of the mass from the measured electrical quan-
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tities. e estimated quantities have been used in a nonlinear control law to stabilize
the angular position of the mass at π/2 rad to the vertical axis. e observer-controller
scheme that has been implemented experimentally assumes that the rotational speed
of the harvester is known. is assumption has been made due to the limited comput-
ing capability of the microprocessor on-board the experimental model of the harvester.
Experimental results have been shown and analysed. e presented design improves
the eciency of the harvester by 10.4% which is a signicant improvement for a low
power energy harvester with limited computing capability. e observer design has
been extended to the case in which the source rotation varies with time and studied
theoretically. Simulation results for a third-order observer that estimates the angular
position, the angular velocity and the source rotation speed with a nonlinear controller
have been presented. e design method discussed in this chapter can be extended to
other types of harvester.
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3 Constructive IDA-PBC for PCH
systems
3.1 Introduction
Port-controlled Hamiltonian (PCH) models, introduced as a generalization of conven-
tional Hamiltonian systems, characterize a class of nite dissipation systems, which in-
clude for instance - but are not limited to - electro-mechanical systems. ey arise from
network modeling of energy-conserving lumped-parameter physical systems with in-
dependent storage elements. According to the above framework, a dynamical system
is essentially described in terms of energy which may be possessed or transformed by
the system itself. is formulation appears particularly useful whenever the plant to
be controlled is obtained as the interconnection of possibly simpler subsystems, the
individual energies of which determine the response of the resulting complex plant.
Interestingly, this class of dynamical systems is stabilizable by Passivity-based control
(PBC) [101].
A formulation of PBC known as Interconnection and Damping Assignment (IDA)
was presented in [77]. A brief history of Interconnection and Damping Assignment
Passivity-based Control (IDA-PBC), the variations of this technique in literature and
an application have been presented in Chapter 1.
In this scenario control signals should be interpreted in terms of actions aimed at
shaping the energy of the controlled system to match a desired behavior. is may be
achieved, for instance, by modifying the structure of the interconnection between the
dierent subsystems and/or by adding damping to the system. A useful advantage of
the method, in fact, is that there is a physical interpretation of the control action as
insertion of virtual springs, dampers and constraints [82]. e procedure for IDA as
described in [74] and [78] involves assigning a closed-loop energy function, together
with a desired interconnection and damping structure, from which a static feedback
law can be developed by solving a set of partial dierential equations (PDEs), usually
referred to as the matching equation, in the nonlinear case, and a set of linear matrix
equations, in the linear case.
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If thematching equation can be solved then the original control system and the target
dynamical system are said to match. Similar techniques have been reported for PCH
and Lagrangian systems in [71] and [53], respectively; see in particular [15, 18, 24, 38,
105] for the case of Lagrangian systems. Solution methods for the matching equation
have received interest because this remains the stumbling block in making IDA-PBC a
viable design methodology. Existing methods in the literature that discuss solution of
the matching PDE have been discussed briey in Section 1.6 of Chapter 1.
One of the main contributions of this thesis is a methodology that permits the ap-
plication of the IDA-PBC to PCH systems without involving the solution of any partial
dierential equation. A similar method has been considered in [12, 83]. erein IDA-
PBC is studied when the matching equation is not satised. Even though the methods
are similar in spirit, dierently from [12, 83] in which a good candidate for the desired
energy function is not known, we provide a structure for the desired energy function.
e result in the thesis has been brought about by introducing the notion of algebraic
solution of the so-called matching equation PDE and proposing a dynamic extension
to the system. A similar approach is explored in [91] and [92] in a dierent context,
namely optimal control of nonlinear input-ane systems. e notion of algebraic solu-
tion is used to construct an energy function on an extended state-space. is construc-
tive approach yields a dynamic state-feedback that stabilizes the desired equilibrium
while maintaining a (possibly perturbed) Hamiltonian structure of the closed-loop sys-
tem. Dynamic extension has already been considered in the same context in [8], where
the extension is exploited by dening equivalent matching equations for the extended
system and in [76], where there is no advantage in considering dynamic feedback from
the stabilization viewpoint.
In [8] the authors provide a somewhat negative result showing that the set of solu-
tions of the staticmatching equations coincides with the set of solutions of the extended
matching equations. e key dierence between [8] and the method in this thesis is
that the approach proposed here employs the dynamic extension to avoid solving par-
tial dierential equations and search for solutions of algebraic equations instead.
e rest of Chapter 3 is organized as follows. Section 3.2 introduces the problem
under examination. e topic of Section 3.3 is the denition of the notion of algebraic
solution of the matching equation together with some basic notation. e main result,
namely the proposed dynamic state feedback, is discussed in Section 3.4 for the case of
nonlinear PCH systems. Sucient conditions that allow to preserve the PCH structure
in the extended closed-loop system are discussed in Section 3.5. e above results are
then specialized to the case of linear systems in Section 3.6. e theory is validated
in Section 3.7 on a 2-dimensional nonlinear system to clarify the concepts discussed
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and on four example systems: a simple nonlinear system, the magnetic levitated ball, a
3-dimensional food chain, and an electrostatic microactuator.
A simple nonlinear system is presented rst to highlight the advantages of themethod
proposed in the thesis. For the magnetic levitated ball and the electrostatically actu-
ated microelectromechanical system a dynamic control law is constructed to assign a
damping factor that cannot be assigned by determining a closed-form solution of the
matching equations. We demonstrate that there is an improvement in performance
when the dynamic solution is used for the electrostatic microactuator because the per-
formance of the classical solution may be limited by the natural damping of the system.
A state-feedback controller is designed for the food-chain system by obtaining a solu-
tion for the algebraic matching equations since the matching PDE cannot be solved.
e chapter is concluded by Section 3.8 with some comments and a summary of the
presented results.
3.2 Classical IDA-PBC
is section revisits IDA-PBC that was discussed in Section 1.5.2 of Chapter 1 for ease
of understanding of one of the main result of this thesis and completeness. Consider
the class of nonlinear systems described by equations of the form
x˙ = (J(x)−D(x))∇H(x) + g(x)u ,
y = g(x)⊤∇H(x), (3.1)
where x(t) ∈ Rn denotes the state of the system, u(t) ∈ Rm is the input and y(t) ∈ Rm
is the output, the interconnection matrix J : Rn → Rn×n is such that J(x) = −J(x)⊤
for all x, D : Rn → Rn×n is the damping matrix such that D(x) = D(x)⊤ for all
x, and H : Rn → R is a continuously dierentiable function. e mapping g and
the matrix-valued functions J and D are continuously dierentiable. Moreover the
mapping g : Rn → Rn×m is assumed to be full column rank for all x ∈ Rn. Note
that the system (3.1) is passive from the input u to the output y, providedH is positive
denite, with the total energy function H as storage function.
e objective of the IDA-PBC design consists in determining a control input u such
that a desired equilibrium point x∗ of the closed-loop system is (asymptotically) stable
and the closed-loop system is described by the equations
x˙ = (Jd(x)−Dd(x))∇Hd(x) ,
y = g(x)⊤∇Hd(x) , (3.2)
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where Jd : R
n → Rn×n and Dd : Rn → Rn×n, with Jd(x) = −Jd(x)⊤ and Dd(x) =
Dd(x)
⊤ ≥ 0 for all x, are the desired interconnection and damping matrices and Hd :
R
n → R+ is the desired energy function. e desired energy must be continuously
dierentiable and such that
Hd(x
∗) = 0 ,
with x∗ a strict (local) minimizer of Hd.
Let g⊥ : Rn → R(n−m)×n denote the le annihilator of the mapping g, i.e.
g⊥(x)g(x) = 0 ∀x ∈ Rn .
e classical solution of the IDA-PBC design problem hinges upon the solution K :
R
n → Rn of the so-called matching equation, namely the system of equations
g(x)⊥ [(J −D)∇H(x)− (Jd −Dd) (∇H(x) +K(x))] = 0 , (3.3)
where∇Hd = ∇H +K(x) denotes the gradient vector of the desired energy function
Hd. As a direct consequence, the mapping K must satisfy the condition
∂K/∂x = (∂K/∂x)⊤ , (3.4)
thus ensuring integrability of K.
In the following we suppose without loss of generality that the equilibrium to be
stabilized is x∗ = 0. However, we do not require that the Hamiltonian system (3.1) has
an equilibrium at x = 0 for u = 0.
3.3 Algebraic Solution of Matching Equations
Assume, without loss of generality, that the energy function H of the system (3.1) is
described as
H(x) = d+ L⊤x+
1
2
x⊤H¯x+ h(x) , (3.5)
with d ∈ R, L ∈ Rn, H¯ = H¯⊤ ∈ Rn×n and h : Rn → R, h(0) = 0, containing at least
cubic terms in the variable x, i.e. ∇h|x=0 = 0 and∇2h|x=0 = 0. Moreover, let
J(x) = J(0) + J1(x) , J0 + J1(x) ,
and
D(x) = D(0) +D1(x) , D0 +D1(x) .
92
Similarly, let
Jd(x) = Jd(0) + Jd1(x) , Jd0 + Jd1(x) ,
and
Dd(x) = Dd(0) +Dd1(x) , Dd0 +Dd1(x) .
In the seing dened by the structure ofH in (3.5) the following denition of assignable
equilibrium is given.
Denition 3.1. e desired equilibrium x∗ = 0 can be assigned provided that
g(0)⊥(J0 −D0)L = 0
In the following we suppose thatx∗ = 0 is assignable. Consider now a notion of solution
of the system of partial dierential equations (3.3) as detailed in the following denition.
Towards this end, let the matrix-valued function N : Rn → Rn×n be such that
∇H = N(x)x+ L .
Denition 3.2. Consider system (3.1) and x Jd = −J⊤d and Dd = D⊤d ≥ 0. A
continuous matrix-valued function P : Rn → Rn×n, P (x) = P (x)⊤ for all x ∈ Rn, is
said to be a X -algebraic solution of (3.3) if the following conditions are satised.
(i) e matrix H¯ + P (0) , H¯ + P¯ is positive denite.
(ii) e condition
g(x)⊥ [(J −D)(L+N(x)x)− (Jd −Dd) (N(x) + P (x))x] = 0 (3.6)
holds for all x ∈ X ⊆ Rn, whereX is a non-empty open set containing the origin.
If X = Rn then P is said to be an algebraic solution of (3.3).
Note that the mapping x 7→ P (x)x does not need to satisfy any integrability condi-
tion, namely it may not be the gradient vector of any scalar function. e structure
of equation (3.6) is particularly appealing from the computational point of view. In
fact, a solution to (3.6) can be given in closed-form and can be shown to satisfy the
requirements in Denition 3.2 provided additional technical conditions hold.
Proposition 3.1. Consider system (3.1) and the function H in (3.5) with L = 0. Let
Jd = −J⊤d ,Dd = D⊤d ≥ 0 and the continuous matrix-valued function Λ : Rn → Rm×n
be such that the following hold.
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(i) For all x in a neighborhood X of the origin1
skew{(Jd −Dd)−1 [(J −D)N(x)− gΛ(x)]} = skew{N(x)} . (3.7)
(ii) e matrix (Jd −Dd)−1
[
(J −D) H¯ − BΛ(0)] is positive denite.
en the matrix-valued function
x 7→ P (x) , (Jd −Dd)−1 [(J − Jd −D +Dd)N(x)− g(x)Λ(x)] (3.8)
is a X -algebraic solution of (3.3). ⋄
Proof. To begin with, it is straightforward to note that the matrix-valued function P
in (3.8) satises item (ii) of Denition 3.2, namely solves equation (3.6). en, by (3.7)
it follows that
(Jd−Dd)−1 (g(x)Λ(x)− JN(x))−(g(x)Λ(x)− JN(x))⊤ (Jd−Dd)−⊤ = N(x)−N(x)⊤ ,
which aer rearranging the terms implies that the matrix P (x) in (3.8) is symmetric
for all x ∈ X ⊆ Rn. Finally, item (i) of Denition 3.2 is shown to be satised by noting
that
P¯ + H¯ = (Jd −Dd)−1
[
(J −D) H¯ −BΛ(0)] ,
and by recalling item (ii) of Proposition 3.1. 
Note that, if the matrix-valued function N , which is not uniquely dened, can be
given a symmetric structure for all x ∈ Rn, then the condition in (3.7) reduces to re-
quiring that
(Jd −Dd)−1 [(J −D)N(x)− gΛ(x)] = [(J −D)N(x)− gΛ(x)]⊤ (Jd −Dd)−⊤ .
Exploiting the notion of algebraic solution of the matching equation (3.3), we con-
struct an auxiliary energy function dened on an extended state-space, namely
Hd(x, ξ) = H(x)− (L⊤x+ d) + 1
2
x⊤P (ξ)x+
1
2
‖x− ξ‖2R , (3.9)
with ξ ∈ Rn, where R = R⊤ is a positive denite matrix to be determined and where
‖v‖2M denotes the Euclidean norm of the vector v ∈ Rn weighted by the positive de-
nite matrixM , namely ‖v‖2M = v⊤Mv. Note that the energy functionHd : Rn×Rn →
1e notation skew{A} describes the skew-symmetric part of the matrixA, i.e. skew{A} = 1
2
(A−
A⊤).
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R+ has a strict local minimizer at (x, ξ) = (0, 0) for any R. In fact, by the structure of
the energy function H in (3.5), the energy function Hd can be wrien as
Hd(x, ξ) =
1
2
[x⊤, ξ⊤]H¯d[x
⊤, ξ⊤]⊤ + hd(x, ξ) ,
where the matrix H¯d = H¯
⊤
d ∈ R2n×2n is dened as
H¯d =
[
H¯ + P¯ +R −R
−R R
]
and hd : R
n×Rn → R contains at least cubic terms in the variables x and ξ. Moreover,
a Schur complement argument shows that the matrix H¯d is positive denite for any R
provided item (i) of Denition 3.2 holds. Finally, if the algebraic solution is such that
P (x) = P (x)⊤ > 0 for all x ∈ Rn, then the extended energy function Hd in (3.9) is
globally positive denite.
Remark 3.1. An alternative denition of algebraic solution is discussed in [59], where
a continuously dierentiable mapping p : Rn → Rn is said to be an algebraic solution
if it satises
g(x)⊤ [(J −D)∇H(x)− (Jd −Dd)(∇H(x) + p(x))] = 0 .
However, mimicking the construction in (3.9) and according to the notion of solution
introduced in [59], the extended energy function Hd in (3.9) contains the term p(ξ)x,
which may preventHd from being globally positive denite. N
Remark 3.2. e dri vector eld in equations (3.1) may be replaced with a vector
eld f : Rn → Rn, thus abandoning the PCH interpretation of (3.1). en condition
(3.6) yields algebraic matching equations of the form
g(x)⊥ [F (x)− (Jd −Dd)P (x)] = 0 ,
where the matrix-valued function F : Rn → Rn×n is such that f(x)− f(0) = F (x)x.
Note, however, that the emphasis on the PCH form of (3.1) is motivated by the fact that
this structure is (approximately) preserved in closed-loop. N
95
3.4 Dynamic IDA-PBC
To streamline the presentation of the following result dene the continuous matrix-
valued function Φ : Rn × Rn → Rn×n such that
(P (x)− P (ξ))x = Φ(x, ξ)(x− ξ) ,
and the matrix-valued function ∆R : R
n × Rn → Rn×n as
∆R(x, ξ) = Ψ(x, ξ)
⊤R−1 (R− Φ(x, ξ))⊤ ,
with
Ψ(x, ξ) =
1
2
∂(P (ξ)x)/∂ξ) .
Note that, according to the above denitions, the partial derivatives of the energy func-
tion Hd in (3.9) are given by
∇xHd = ∇H − L+ P (ξ)x+R(x− ξ)
= (N(x) + P (x))x+ (R− Φ(x, ξ))(x− ξ) ,
∇ξHd = Ψ(x, ξ)x−R(x− ξ) .
(3.10)
Proposition 3.2. Consider the PCH system (3.1). Let Jd = J
⊤
d and Dd = D
⊤
d ≥ 0. Let
P : Rn → Rn×n be an algebraic solution of (3.3). Let R be such that
(N⊤+P )Dd(N+P )+
1
2
(N⊤+P )(Jd+Dd)∆
⊤
R+
1
2
∆R(Jd+Dd)
⊤(N+P ) > 0 , (3.11)
for all (x, ξ) in a non-empty open set Ω ⊆ Rn×Rn containing the origin. Consider the
dynamic control law
ξ˙ = −K∇ξHd(x, ξ) ,
u = (g(x)⊤g(x))−1g(x)⊤ [(Jd −Dd)∇xHd − (J −D)∇H ] + v .
(3.12)
en there exists K¯ = K¯⊤ ≥ 0 such that (x, ξ) = (0, 0) is a (locally) stable equilibrium
point of the closed-loop system (3.1)-(3.12) for all K > K¯ , with v = 0. Moreover,
system (3.1)-(3.12) is passive from the input v to the output yd = g(x)
⊤∇xHd. Finally,
if the system (3.1)-(3.12) is zero-state detectable with respect to yd then, seing v =
−κyd, (x, ξ) = (0, 0) is a (locally) asymptotically stable equilibrium of (3.1)-(3.12) for
allK > K¯ and κ > 0. ⋄
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Before presenting the proof of Proposition 3.2 a preliminary result, which discusses
the structure of the extended system (3.1)-(3.12) on a specic subset of Rn × Rn, is
given.
Lemma 3.1. e closed-loop system (3.1)-(3.12) preserves the PCH structure with Hd
as energy function for all (x, ξ) ∈ Ω ⊆ Rn × Rn such that
(Jd −Dd)∇xHd − (J −D)∇H ∈ Im(g(x)) .
⋄
Proof. e claim follows immediately by noting that, by assumption, system (3.1),
with u dened in (3.12) and v = 0, is described by the equation
x˙ = (Jd −Dd)∇xHd .
Moreover, leing z = (x⊤, ξ⊤)⊤ and recalling the denition of the dynamics of ξ as in
(3.12), the closed-loop system (3.1)-(3.12) can be wrien as
z˙ = (Jz −Dz)∇zHd , (3.13)
with Jz = blockdiag(Jd, 0) and Dz = blockdiag(Dd, K), which concludes the proof.

Proof of Proposition 1 Consider system (3.1) and the energy function Hd in (3.9).
Recalling that P is an algebraic solution of the matching equation (3.3), for all (x, ξ) ∈
R
n×Rn such that (Jd−Dd)∇xHd−(J−D)∇H ∈ Ker(g(x)⊤) the closed-loop system
(3.1)-(3.12) is described by
x˙ = (Jd −Dd)∇xHd − (Jd −Dd)(R− Φ(x, ξ))(x− ξ) + g(x)v ,
ξ˙ = −K∇ξHd .
(3.14)
e term in (3.14) that prevents the system from being in port-controlled Hamilto-
nian form stems from the mismatch between the mapping x 7→ P (x)x and the actual
solution of the system of partial dierential equations (3.3). Consider now the time
derivative of the energy function Hd along the trajectories of the system (3.14), which
can be wrien as
H˙d = −[x⊤(x− ξ)⊤](M + C⊤KC)[x⊤(x− ξ)⊤]⊤ + y⊤d v ,
where C(x, ξ) = [Ψ(x, ξ) − R] is a n× 2n matrix with constant rank, equal to n, for
97
all (x, ξ) ∈ Rn × Rn and
M(x, ξ) =
[
(N⊤ + P )Dd(N + P ) ΓR
Γ⊤R 0
]
, (3.15)
with
ΓR =
1
2
(N⊤ + P )(Jd +Dd)(R− Φ) .
By employing arguments similar to those introduced in [3], the inequality (3.11) implies
that the matrixM(x, ξ) is positive denite for all (x, ξ) ∈ Rn × Rn in the intersection
between Ω and the null space of the matrix C(x, ξ). is result, in turn, guarantees the
existence of a matrix K¯ = K¯⊤ ≥ 0 such that
M(x, ξ) + C(x, ξ)⊤KC(x, ξ) > 0 ,
for allK > K¯ and all (x, ξ) ∈ Ω. Hence
H˙d ≤ y⊤d v ,
ensuring passivity of the system (3.14). erefore, the proof is concluded by noting
that the results of Lemma 3.1 and the denition of the input v imply that the origin is
a (locally) stable equilibrium point of the closed-loop system. Asymptotic stability is
proved by seing
v = −κg(x)⊤∇xHd , κ > 0 ,
and exploiting the zero-state detectability property together with LaSalle’s invariance
principle. 
Remark 3.3. By the arguments employed in the proof of Proposition 3.2 it appears
evident that the assumption of zero-state detectability on the output yd may be replaced
by assuming that the matrixDd is positive denite for all x ∈ Rn. N
Remark 3.4. Since the dynamics of the auxiliary variable ξ is a design parameter, the
choice ξ˙ = x˙, ξ(0) = x(0) – which clearly ensures ξ(t) = x(t) for all t ≥ 0 – seems
to be appealing. In fact, this selection cancels the approximation error term in the
rst partial derivative in (3.10). A similar approach has been pursued in [1] where
the extended system is expressed in the error coordinates e = x − ξ. However, it
is interesting to note that the restriction of the energy function Hd to the invariant
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submanifold {(x, ξ) ∈ Rn × Rn : ξ = x}, namely
Hd(x, x) = H(x)− (L⊤x+ d) + 1
2
x⊤P (x)x ,
does not allow to ensure stability of the zero-equilibrium of the system (3.1). is is
due to the additional term
∇λx⊤P (λ)x|λ=x ,
in the partial derivative of the restricted energy function Hd(x, x). e corresponding
term in (3.10) is dynamically compensated for in H˙d by ξ˙ = −K∇ξHd. N
Remark 3.5. Dierently from the classical solution of the IDA-PBC design problem,
the algebraic solution allows to preserve the port-controlledHamiltonian structure only
in specic subsets of the state-space, as detailed in Lemma 3.1, unless additional tech-
nical conditions are satised, as discussed in the following section. However, the IDA-
PBC design is given in terms of the solution of a pde, representing a serious obstruction
to the applicability of the standard approach outside classes of specially structured sys-
tems. N
3.5 Extended PCH Systems
In this section we provide sucient conditions that allow to exactly preserve the PCH
structure in (3.14). In addition, we employ the above result to show that, if the match-
ing equation (3.3) does not admit a (classical) solution but an algebraic solution can be
obtained, then the extended energy function Hd is exploited to construct a classical,
hence static, solution to the partial dierential equation (3.3) corresponding to the in-
terconnection and damping structure which can be wrien as the sum of the desired
matrices Jd andDd and some continuous perturbation terms vanishing at the origin of
R
n.
Towards this end, let
τ(x, ξ) , ε‖∇xHd‖2Mx + ‖∇ξHd‖2Mξ , (3.16)
with Hd dened in (3.9), where ε > 0, Mx = M
⊤
x > 0 and Mξ = M
⊤
ξ > 0 are to be
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determined. Moreover, dene
Γx(x, ξ) ,
ρR(x, ξ)
τ(x, ξ)
(∇xHd)⊤Mx ,
Γξ(x, ξ) ,
ρR(x, ξ)
τ(x, ξ)
(∇ξHd)⊤Mξ , (3.17)
with
ρR(x, ξ) , (Jd −Dd)(R− Φ(x, ξ))(x− ξ) ,
and consider the submanifoldM⊂ Rn × Rn dened as
M , {(x, ξ) ∈ Rn × Rn : ∇ξHd(x, ξ) = 0} . (3.18)
Proposition 3.3. Consider the PCH system (3.1). Let Jd = −J⊤d and Dd = D⊤d ≥ 0
and let P be an algebraic solution of (3.3). Assume there exist positive denite matrices
Mx,Mξ and R and a non-empty set Ω˜, containing the origin, such that
span
{
ρR(x, ξ)(∇xHd)⊤Mx +Mx(∇xHd)ρR(x, ξ)⊤
} ⊂ span{Dd} , (3.19)
for all (x, ξ) /∈ M and
Γx(x, ξ) + Γx(x, ξ)
⊤ +Dd ≥ 0 ,
for all (x, ξ) ∈M∩ Ω˜. en there exist ε¯ > 0 and a non-empty set Ω ⊂ Rn ×Rn such
that system (3.1) in closed-loop with
ξ˙ = −K∇ξHd + Γ⊤ξ ∇xHd ,
u = (g⊤g)−1g⊤ [(Jd −Dd)∇xHd − εΓx∇xHd
−Γξ∇ξHd − (J −D)∇H ]− κg⊤∇xHd
(3.20)
can be wrien in PCH form for all (x, ξ) ∈ Ω and for any ε ∈ (0, ε¯). ⋄
Proof. By denition of τ in (3.16) and recalling that (x, ξ) = (0, 0) is a strict (local)
minimizer of Hd, it follows that τ(0, 0) = 0 and τ(x, ξ) > 0 for all (x, ξ) in a neigh-
borhood Ωˆ of the origin. Moreover, noting that each entry of the n × n matrices at
numerator and the scalar function at denominator of Γx and Γξ are, by (3.10), locally
quadratic functions of (x, ξ) implies that the matrices in (3.17) are continuous for all
(x, ξ) ∈ Ωˆ \ {0} and bounded for all (x, ξ) ∈ Ωˆ by the properties of τ . en note that
εΓx∇xHd + Γξ∇ξHd = ρR
τ
(
ε‖∇xHd‖2Mx + ‖∇ξHd‖2Mξ
)
= ρR . (3.21)
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erefore, by (3.21) and recalling the arguments in the proof of Proposition 3.2, the
closed-loop system (3.1)-(3.20) can be wrien as
x˙ = (Jd −Dd)∇xHd − εΓx∇xHd − Γξ∇ξHd + g(x)v ,
ξ˙ = −K∇ξHd + Γ⊤ξ ∇xHd ,
(3.22)
for all (x, ξ) ∈ Ωˆ. Let now Γsx and Γax denote the symmetric and the antisymmetric
parts of the matrix Γx, respectively, namely
Γsx = sym{Γx} = (Γx + Γ⊤x )/2 ,
and
Γax = skew{Γx} = (Γx − Γ⊤x )/2 .
en, by equation (3.19), there exist a suciently small ε¯ and a non-empty setW1 ⊆
Ωˆ \M such that
Dd + εΓ
s
x ≥ 0 ,
for all ε ∈ (0, ε¯) and for all (x, ξ) ∈ W1. Moreover, the matrix Dd + εΓsx is positive
semidenite by assumption for all
(x, ξ) ∈ W2 , (M∩ Ω˜) ∩ Ωˆ .
us, employing the notation introduced in the proof of Lemma 3.1, system (3.22) can
be wrien in port-controlled Hamiltonian form as
z˙ = (Jz(z)−Dz(z))∇zHd +G(z)v , (3.23)
with
Jz =
[
(Jd − εΓax) −Γξ
Γ⊤ξ 0
]
,
Dz =
[
(Dd + εΓ
s
x) 0
0 K
]
,
and G(z) = [g(x)⊤ 0]⊤, for all (x, ξ) ∈ W1 ∪W2 proving the claim. 
Corollary 3.1. Consider the PCH system (3.1). Let Jd = −J⊤d and Dd = D⊤d > 0
and let P be an algebraic solution of (3.3). en there exist ε¯ > 0 and a non-empty set
Ω ⊂ Rn×Rn such that the closed-loop system (3.1)-(3.20) can be wrien in PCH form
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for all (x, ξ) ∈ Ω and for any ε ∈ (0, ε¯). ⋄
Proof. e claim follows immediately from the arguments employed in the proof of
Proposition 3.3 and by noting that Dd is positive denite. 
Remark 3.6. As suggested by the proof of Proposition 3.3, the matrix εΓx, which per-
turbs the desired interconnection and damping matrices, can be rendered arbitrarily
small in some neighborhood of the origin by selecting a suciently small ε. Moreover,
the neighborhoodW1 and the constant ε¯ are strongly related since the setW1 can be
enlarged by considering increasingly smaller values of ε¯. On the other hand, for all
(x, ξ) ∈M the matrix
εΓx = ε
ρ(x, ξ)
τ(x, ξ)
(∇xHd)⊤Mx
=
ρ(x, ξ)
‖∇xHd‖2Mx
(∇xHd)⊤Mx
does not depend upon ε, hence it cannot be rendered arbitrarily small for suciently
small ε. N
We are now in the position to state the following result, which shows that if the
matching equation (3.3) does not admit a classical solution but it does admit an al-
gebraic solution, then there exists a classical, static, solution to a matching equation
corresponding to the interconnection and damping structure given by the sum of the
desired matrices and some continuous functions of x, which are zero at the origin of
R
n.
eorem 3.1. Consider the PCH system (3.1). Let Jd = −J⊤d and Dd = D⊤d > 0 and
suppose that the matching equation (3.3) admits2 an algebraic solution P . en there
exist continuous matrix-valued functions Js : R
n → Rn×n,
Js(0) = 0 , Js(x) = −Js(x)⊤ ,
and Ds : R
n → Rn×n,
Ds(0) = 0 , Ds(x) = Ds(x)
⊤ ,
and an energy functionHs : R
n → R that solves the partial dierential equations (3.3)
associated to the interconnection and damping structure given by Jd−Js andDd+Ds,
respectively. ⋄
2is assumption must be interpreted in the sense that the matching equation only admits an alge-
braic solution and a classical solution cannot be determined instead.
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Proof. By denition of algebraic solution
g(x)⊥(J −D)∇H = g(x)⊥(J −D)(L+N(x)x)
= g(x)⊥(Jd −Dd)(N(x) + P (x))x
= g(x)⊥(Jε −Dε)∇xHd − Γξ∇ξHd , (3.24)
with Jε = Jd−εΓax(x, ξ) andDε = Dd+ εΓsx(x, ξ), where the last equation is obtained
by (3.6), the results in Proposition 3.3 and Corollary 3.1. Recalling now that (x, ξ) =
(0, 0) is a strict local minimizer of Hd, it follows that
∇ξHd|(x,ξ)=(0,0) = 0 and∇ξξHd|(x,ξ)=(0,0) > 0 .
us, by the Implicit Function eorem there exists a continuously dierentiable func-
tion γ : Rn → Rn such that
∇ξHd|ξ=γ(x) = 0 .
en, by [8, Prop. 3], the function
Hs(x) , Hd(x, γ(x)) ,
solves the matching equation (3.3) corresponding to the interconnection matrix
Jd − εΓax(x, γ(x)) ,
and the damping matrix
Dd + εΓ
s
x(x, γ(x)) .
As discussed in Remark 3.6 the matrix εΓx(x, γ(x)) does not depend upon ε. Moreover,
by the properties of τ it follows that ‖∇xHd(x, γ(x))‖2Mx , namely the denominator of
εΓx(x, γ(x)), is (locally) positive denite and given by the sum of quadratic functions
of x and higher order terms. Finally, the choice
R = Φ(0, γ(0)) = 0 ,
which renders the function Hd(x, γ(x)) (locally) positive denite in the restricted x-
state space, is such that each entry of the matrix at the numerator of εΓx(x, γ(x)) has
at least cubic terms in the variable x. erefore, the matrix εΓx(x, γ(x)) is continuous
for all x ∈ Rn and is such that
εΓx(0, γ(0)) = 0 ,
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concluding the proof. 
Remark 3.7. e results ofeorem 3.1 can be interpreted as follows. Given any posi-
tive constant µ > 0 there exists a non-empty compact set C, containing the origin, such
that the existence of a solution to the dynamic matching equation implies the existence
of a solution to the static matching equation corresponding to an interconnection Js
structure satisfying
sup
i,j∈{1,...,n},x∈C
‖(Jd(x))i,j − (Js(x))i,j‖ < µ ,
and dampingDs structure satisfying
sup
i,j∈{1,...,n},x∈C
‖(Dd(x))i,j − (Ds(x))i,j‖ < µ .
In other words, the solution to the dynamic matching equation implies the existence
of a local solution to the static matching equation corresponding to an interconnection
and damping structure arbitrarily close to the desired one. N
Remark 3.8. Let
Hq(x) =
1
2
x⊤P¯ x ,
be a solution to the linearized matching equation. en, similarly to the results of
eorem 3.1, substituting Hq into the nonlinear matching equation (3.3) yields
g(x)⊥[(J −D)∇H − (Jd −Dd)(∇H +∇Hq)] = π(x) ,
where π : Rn → Rn−m is a continuous function such that π(0) = 0. However, dif-
ferently from eorem 3.1, the quadratic solution Hq may not preserve, even locally,
the PCH structure, namely there may not exist continuous functions Jq : R
n → Rn×n,
Jq(0) = 0, and Dq : R
n → Rn×n,Dq(0) = 0, such that π can be wrien as
π(x) = g(x)⊥(Jq(x)−Dq(x))(∇H +∇Hq) .
N
Remark 3.9. e nature of the results in eorem 3.1 is intrinsically local because of
the denition of γ as in the Implicit Function eorem. Hence, even though eorem
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3.1 shows that there exists a (local) classical static solution to an IDA-PBC problem
corresponding to interconnection and damping matrices arbitrarily close to the desired
ones, it may be preferable to implement the dynamic control law (3.20), in place of the
static feedback provided byeorem 3.1, since the laer may enforce a smaller domain
of stability of the assigned equilibrium. N
Finally, the PCH structure is completely preserved if an additional technical assump-
tion on the algebraic solution P is satised and if the matrix R is allowed to vary over
time.
Proposition 3.4. Consider the PCH system (3.1). Let Jd = −J⊤d and Dd = D⊤d ≥ 0.
Let P be an algebraic solution of (3.3) such that Φ(x, ξ) = Φ(x, ξ)⊤ > 0 in some non-
empty open neighborhood Ω of the origin. Let R(t) = Φ(x(t), ξ(t)) for all t ≥ 0. en
the closed-loop system (3.1)-(3.12) reduces to z˙ = (Jz − Dz)∇zHd for all (x, ξ) ∈ Ω,
with Jz = blockdiag(Jd, 0) and Dz = blockdiag(Dd, K). ⋄
Proof. e claim follows directly recalling the results of Lemma 3.1 and the argu-
ments in the proof of Proposition 3.2, namely the structure of system (3.14). 
Remark 3.10. Despite the fact that the closed-loop system (3.1)-(3.12) possesses a PCH
structure, an additional condition is required to ensure that H˙d ≤ y⊤d v, due to the
dependency of the energy functionHd on time via thematrixR. In particular, following
the same arguments as those in the proof of Proposition 3.2, the condition
Ψ⊤R−1Φ˙R−1Ψ < 2(N⊤ + P )Dd(N + P ) ,
implies the existence of K¯ = K¯⊤ such that
H˙d(t, x, ξ) ≤ y⊤d v ,
for allK > K¯ . N
Interestingly, the previous result suggests a convenient selection of the matrix R in
Proposition 3.2.
Corollary 3.2. Consider the PCH system (3.1). Let Jd = −J⊤d and Dd = D⊤d > 0. Let
P be an algebraic solution of (3.3) such that P¯ = P¯⊤. Let R = Φ(0, 0). en there
exists a non-empty open set Ω such that (3.11) holds for all (x, ξ) ∈ Ω. ⋄
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Proof. e claim is proved noting that the choice R = Φ(0, 0) = P¯ is such that the
le-hand side of (3.11) reduces, for (x, ξ) = (0, 0), to
(H¯ + P¯ )Dd(H¯ + P¯ ) > 0 .
en by continuity of the functions on the le-hand side of (3.11), there exists a neigh-
borhood of the origin in which the condition (3.11) is satised. 
3.6 Linear Systems
In this section we specialize the results to the case of linear, time-invariant, PCH sys-
tems. Let
x˙ = (J −D)∇H +Bu , (3.25)
where the energyH is dened as in (3.5), with the function h identically equal to zero,
and B ∈ Rn×m has rankm. e matching equation (3.3) reduces to
B⊥
[
(J −D)(L+ H¯x)− (Jd −Dd)(H¯ + P¯ )x
]
= 0 , (3.26)
for all x ∈ Rn, where the matrix B⊥ ∈ R(n−m)×n of rank n−m is such that B⊥B = 0.
Note that in the linear case the desired energy function becomes
Hd(z) =
1
2
z⊤H¯dz .
Corollary 3.3. Consider the PCH system (3.25). Let Jd = −J⊤d andDd = D⊤d ≥ 0. Let
P¯ be a solution of (3.26) such that H¯ + P¯ > 0 and consider the dynamic control law
ξ˙ = −K∇ξHd ,
u = (B⊤B)−1B⊤[(Jd −Dd)((H¯ + P¯ )x+R(x− ξ))
−(J −D)(L+ H¯x)]− κB⊤∇xHd .
(3.27)
en, leing R = 0, (x, ξ) = (0, 0) is a stable equilibrium point of the closed-loop
system (3.25)-(3.27) for all K > 0 and κ ≥ 0. If, in addition, (3.25)-(3.27) is zero-state
detectable with respect to the output
yd = B
⊤(H¯ + P¯ )x ,
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then (x, ξ) = (0, 0) is an asymptotically stable equilibrium point for all K > 0 and
κ > 0. Moreover, (3.27) reduces to the classical (static) solution of the IDA-PBC design
problem for linear PCH systems. ⋄
Proof. e proof of the claim can be obtained by employing arguments identical to
those utilized in the proof of Proposition 3.2. To begin with, the choice R = 0 yields
H¯d = blockdiag(H¯ + P¯ , P¯ ) ,
which is positive denite provided that H¯ + P¯ > 0. en note that ∆R = 0 and the
le-hand side of inequality (3.11), which becomes
(H¯ + P¯ )Dd(H¯ + P¯ ) ,
is positive semi-denite for any Dd ≥ 0. e laer implies that the matrixM in (3.15)
restricted to the kernel of C = [0 − R] is positive semi-denite. However, since only
the upper-le block ofM is dierent from zero and equal to
(H¯ + P¯ )Dd(H¯ + P¯ ) ,
Ker(Z⊤MZ) = Ker(MZ), where the columns of Z = [I 0]⊤ span C⊥. en the
results of [3] ensures the existence of K¯ ≥ 0 such that
H˙d ≤ y⊤d v ,
for allK ≥ K¯ . Finally, leing R = 0 in (3.27) yields
ξ˙ = 0 ,
and the second equation reduces to the classical static state feedback solving the IDA-
PBC problem for system (3.25). 
e statement of Corollary 3.3 entails that stability of the zero equilibrium of the
extended system (3.25)-(3.27) is enforced without additional restrictions on the choice
of the matrix R. e following proposition proves that the same result is achieved by
showing that system (3.25) in closed-loop with an other dynamic control law exhibits
a PCH structure.
Proposition 3.5. Consider the PCH system (3.25). Let Jd = −J⊤d and Dd = D⊤d ≥ 0.
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Let P¯ be a solution of (3.26) and consider the dynamic control law
ξ˙ = (Jd +Dd)∇xHd −K∇ξHd ,
u = (B⊤B)−1B⊤[(Jd −Dd)((H¯ + P¯ )x)− (J −D)(L+ H¯x)]− κB⊤∇xHd .
(3.28)
en the closed-loop system (3.25)-(3.28) can be wrien in PCH form. ⋄
Proof. Note that, seing v = 0, according to Corollary 3.3 the closed-loop system
(3.25)-(3.27) can be wrien as
x˙ = (Jd −Dd)(H¯ + P¯ )x ,
ξ˙ = (Jd +Dd)∇xHd −K∇ξHd .
(3.29)
Consider now the gradient of the auxiliary function Hd as in (3.10) which reduce, in
the linear case, to
∇xHd = (H¯ + P¯ )x+R(x− ξ) ,
∇ξHd = −R(x − ξ) .
(3.30)
Note now that (H¯ + P¯ )x = ∇xHd + ∇ξHd, which, substituted into the closed-loop
system (3.29), proves that the laer may be wrien as the PCH system
z˙ = (Jˆ − Dˆ)∇zHd ,
with
Jˆ =
[
Jd (Jd −Dd)
(Jd +Dd) 0
]
,
Dˆ = blockdiag(Dd, K)
Hence the claim. 
3.7 Applications of dynamic IDA-PBC
We motivate the constructive IDA-PBC approach presented in the thesis by designing
a state-feedback controller for a simple nonlinear system, a magnetically levitated ball,
an electrostatic microactuator and a 3-dimensional food-chain system. e controller
for the example systems is obtained from the application of the method described in
Sections 3.4 of chapter 3.
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3.7.1 2-dimensional nonlinear system
Consider a nonlinear port-controlled Hamiltonian system described by the equations
x˙1 = x1 + x2 + x
3
2 ,
x˙2 = −1
2
x1 − x2 + u ,
(3.31)
namely by the equations (3.31) with
J =
[
0 1
−1 0
]
,
g(x) = [0, 1]⊤ and the energy function
H(x) =
1
4
x21 + x1x2 +
1
2
x22 +
1
4
x42 . (3.32)
Let g⊥ = [1, 0] and note that a solution of the matching equation (3.3) is given by
Kcl(x) =


9
2
x1 + x2
x1 − 2
3
x32

 ,
which satises the integrability condition (3.4). To illustrate the results presented in
Section 3.4, consider additionally the mapping P : R2 → R2×2 dened as
P (x) =


9
2
1 + x22
1 + x22 0

 , (3.33)
is an algebraic solution of the system of equations (3.6) with
Jd =
[
0 −3
3 0
]
,
Dd =

5x1 + 2x2 + 2x
3
2 + 3x1x
2
2
5x1 + 2x2 + x32
0
0 0.01

 (3.34)
and
N =

12 1
1 1 + x22

 .
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Figure 3.1: Time histories of the rst component (dashed) and the second component (solid)
of the state of the system (3.1) with H as in (3.32) in closed-loop with the dynamic control
law (3.12).
Note that (3.33) does not satisfy the integrability condition (3.4), namely it is not the
gradient vector of any scalar function. In addition, P satises the conditions in items
(i) and (ii) of Denition 3.2. In fact, L = 0 and H¯ + P¯ is positive denite, since
P¯ =
[
9
2
1
1 0
]
.
e dynamic control law (3.12) with
R =
[
5 2
2 10
]
,
is compared with the static state feedback
ucl = (g
⊤g)−1g⊤
[
(Jd −Dd)
(
∂H
∂x
+Kcl
)⊤
− J ∂H
∂x
]
. (3.35)
with the interconnection and damping matrices are as dened in (3.34). Figure 3.4
displays the phase portrait of the system (3.1), initialized at (x1(0), x2(0)) = (2, 5),
with H as in (3.32), in closed-loop with the dynamic control law (3.12), leing K =
0.01I , and the control law ucl. e time histories of the state of the system in closed-
loop with the dynamic control law (3.12) are depicted in Figure 3.1. Figure 3.2 shows
the time histories of the state of the dynamic extension ξ(t). Note the dierent time
scale in the convergence of the dynamic extension, due to the small gain K which
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enforces a two-time scale structure to the closed-loop extended system. e choice
of the gain K is motivated by the fact that increasing K generates a peaking phe-
nomenon which drives ξ2(t) outside the region Ω dened in Proposition 3.2. e time
histories of the the dynamic control law (3.12) and the control law ucl are displayed
in Figure 3.3. Finally, Figure 3.4 shows the phase portrait on the x1 − x2 axis with
x(0) = [(1, 2), (1.5, 2.5), (2, 3.5), (0.5, 1.5), (0, 1)].
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Figure 3.2: Time histories of the rst component (dashed) and of the the second component
(solid) of the dynamic extension.
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Figure 3.3: Time histories of the dynamic control law (3.12) (solid) and the control law ucl
(dashed). Note the dierent time axes with respect to Figures 3.1 and 3.2.
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Figure 3.4: Phase portrait on the x1-x2 plane for x(0) = [(1, 2), (1.5, 2.5), (2, 3.5), (0.5, 1.5),
(0, 1)].
3.7.2 Magnetic levitated ball
A magnetic levitated system which consists of an iron ball of mass m, in a vertical
magnetic eld created by a single electromagnet is shown in Figure 3.5. e ux λ
generated by the magnet is assumed to be unsaturated, i.e. λ = L(θ)i where θ is the
dierence between the position of the center of the ball and its nominal position, with
the θ-axis oriented downward, i is the current owing through a coil of resistance
RΩ, L(θ) denotes the value of the inductance. By combining Kircho’s voltage law
and Newton’s second law and by considering an approximation for the inductance, the
dynamics of the system may be described by the equations [77]
λ˙+RΩi = u ,
mθ¨ = F −mg ,
(3.36)
where F is the force induced by the electromagnet, which is proportional to the deriva-
tive of the inductancewith respect to the displacement θ and to the square of the current
i, i.e. F ∝ (∂L/∂θ)i2 , while g denotes the acceleration due to gravity. In particular,
borrowing the approximation from [77] we let L(θ) = k/(1− θ), where k is some pos-
itive constant that depends on the number of coil turns, in the domain θ ∈ (−∞, 1). It
has been shown in [77] that system (3.36) can be wrien in PCH form with the state
variable x = [λ, θ,mθ˙], and the Hamiltonian function
H(x) =
1
2k
(1− x2)x21 +
1
2m
x23 +mgx2 , (3.37)
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Figure 3.5: A schematic representation of the magnetically levitated system
yielding
x˙ =

−RΩ 0 00 0 1
0 −1 0


︸ ︷︷ ︸
J−D
∂H
∂x
(x) +

10
0

 u . (3.38)
It has been shown in [77] the authors have proved that the energy shaping problem
cannot be solved for system (3.38) withH as in (3.37), i.e. the equilibrium x∗ cannot be
stabilized by assigning a desired energy functionHd(x) while preserving the intercon-
nection structure of system (3.38). is negative result may be intuitively explained by
noting the lack of coupling between the electrical and the mechanical subsystems re-
sulting from the interconnection matrix J associated to (3.38), which couples only the
velocity with the position. erefore, an Interconnection and Damping Assignment
passivity-based control problem should be solved. It is shown in [77] that selecting the
desired interconnection matrix Jd such that it couples the ux x1 and the velocity x3 -
while preserving the damping structure of system (3.37) or removing the damping from
the electrical subsystem and adding it to the position - yields a system of partial dier-
ential equations of the form (3.3), the solution of which can be provided in closed-form,
see [77] for more details.
To illustrate the results presented in Section 3.4 we let the desired interconnection
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and damping structure have two dierent structures namely the case when there is
only coupling between the states x1 and x2, and the case when all the three states of
the system are interconnected. Both these approaches have been described in Section
3.7.2.2 and Section 3.7.2.3, respectively.
3.7.2.2 Controller design when only x1 and x3 are coupled
e desired controller should stabilize the equilibrium x∗ = [
√
2kmg, x2∗ , 0], i.e. a
constant position of the ball. Towards this end, consider an interconnection matrix
such that only the states x1 and x3 are coupled and a damping matrix given by
Jd =

 0 0 −α0 0 1
α −1 0

 , Dd =

 d1 0 00 d2 0
0 0 d3

 , (3.39)
whereα, d1 , d2 , d3 are positive constants. Note thatJd is such that the uxx1 is coupled
with the velocity x3 as in [77] and, unlike in [77], a damping term is added in the
velocity. e interest for the selection of Jd andDd as in (3.39) lies in the fact that, with
this choice, the resulting matching equations (3.3)
d2
∂Ha
∂x2
− ∂Ha
∂x3
= d2
(
x21
k
−mg
)
,
−α∂Ha
∂x1
+
∂Ha
∂x2
+ d3
∂Ha
∂x3
=
α
k
x1(1− x2)− d3
m
x3 ,
(3.40)
which have been obtained by leing
g⊥ =
[
0 1 0
0 0 1
]
,
do not admit a solution K : R3 → R3. Note in fact that the rst equation is not con-
sistent with the second equation. However, we show in the following that an algebraic
solution can be determined for the above Interconnection and Damping Assignment
passivity-based control problem, leading to a dynamic control law of the form of (3.20).
Towards this end, and to t into the theoretical framework introduced in the previous
sections, consider the change of coordinates
x˜ = x− x∗ .
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In the new coordinates the gradient of the function H in (3.37) becomes
∂H
∂x
=


1
k
(1− x2∗ − x˜2)(x˜1 + x1∗)
mg − 1
2k
(x˜1 + x1∗)
2
1
m
x˜3

 , (3.41)
which yields
L = [x1∗(1− x2∗)/k 0 0]⊤ , [ℓ1 0 0] , (3.42)
according to the denition of H in (3.5). Now, let P (x˜) be given by


−ℓ1 + 12αk x˜21 + 1k (x˜1 + x1∗)x˜2 + 1αk x˜1x1∗ + d3αm x˜3 + mgα2d2 (x˜1 + (x˜2 + x˜3d2)α)
(
1
d2
+ d3
)
1
2k
x˜21 +
mg
αd2
2
(x˜1 + (x˜2 + x˜3d2)α)
(
1
d2
+ d3
)
+ 1
k
x˜1x1∗
mg
αd2
(x˜1 + (x˜2 + x˜3d2)α)
(
1
d2
+ d3
)


(3.43)
where d2 > 0, d3 > 0 are design parameter to be determined to satisfy item (ii) of
Denition 3.2. en the mapping P which is not the gradient of any scalar function -
as can be concluded by computing the Jacobian matrix of P and noting that it is not
symmetric - algebraically solves the equations (3.45) in the x˜-coordinates, namely it
satises item (iii) of Denition 3.2. Moreover, note that P (0) = −L⊤, as required
by item (i) of Denition 3.2, hence it is a candidate algebraic solution of (3.40). e
numerical values of r2 and r3 should be then selected to satisfy item (ii) of Denition
3.2.
In the following numerical simulation the objective is to stabilize the ball at x∗2 = 1.
Let RΩ = r1 = m = k = 1, r2 = r3 = 0.1 and suppose that the interconnection
structure is obtained seing α = −5. is selection is such that item (ii) of De-
nition 3.2 is veried. e dynamic control law u is obtained according to (3.20) with
R = diag({250, 600, 500}), which renders the origin of the x˜-coordinates a strict local
minimum of the extended desired energyHd dened in (3.9), K = I and κ = 0.1.
e top graph of Figure 3.6 shows the time history of the state, in the original x-
coordinates, of the electrical subsystemof (3.38), namelyx1(t), initialized at [x1(0), x2(0), x3(0)]
= [0, 0, 0] in closed-loopwith the dynamic control law (3.20), initialized at [ξ1(0), ξ2(0), ξ3(0)]
= [0, 0, 0]. e boom graph, on the other hand displays the time histories of the states,
in the original x-coordinates, of the mechanical subsystem of (3.36), namely x2(t) and
x3(t). Finally, Figure 3.7 shows the times histories of the states of the dynamic exten-
sion, ξ(t), and of the control law u in (3.20), top and boom graph, respectively.
115
0 1 2 3 4 5 6
−2
0
2
4
time(s)
x
2
,x
3
0 1 2 3 4 5 6
0
2
4
6
8
x
1
Figure 3.6: Top graph: Time history of the state, in the original x-coordinates, of the electrical
subsystem of (3.38), namely x1(t) initialized at [x1(0), x2(0), x3(0)] = [0, 0, 0] in closed-loop
with the dynamic control law (3.20), initialized at [ξ1(0), ξ2(0), ξ3(0)] = [0, 0, 0]. Boom graph:
Time histories of the states, in the original x-coordinates, of the mechanical subsystem of (3.38),
namely x2(t) and x3(t), solid and dashed line, respectively.
3.7.2.3 Controller design when x1, x2 and x3 are coupled
Consider a dierent structure of the desired interconnection and damping structure be
dened by the matrices
Jd =

 0 α β−α 0 γ
−β −γ 0

 , Dd =

 d11 d12 d13d12 d22 d23
d13 d23 d33

 , (3.44)
where d11 , d12 , d13 , d22 , d23 and d33 are such that Dd is positive denite. Note that Jd
is such that the ux x1 is coupled with the velocity x3, as in [77], and the position x2
and, unlike in [77], a positive denite damping matrix is considered. e laer matrix
allows to conclude about asymptotic stability of the desired equilibrium without the
need for the additional passive output injection, namely with κ = 0. e interest for
the selection of Jd andDd as in (3.44) lies in the fact that, with this choice, the resulting
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Figure 3.7: Top graph: time histories of the dynamic extension ξ1(t) (solid), ξ2(t) (dash-doed),
ξ3(t) (dashed), initialized at [ξ1(0), ξ2(0), ξ3(0)] = [0, 0, 0]. Boom graph: time histories of the
control input u in (3.20).
matching equations (3.3)
(α + d12)
∂K
∂x1
+ d22
∂K
∂x2
− (γ − d23) ∂K
∂x3
= −(α + d12)∂H
∂x1
− d22 ∂H
∂x2
+(γ − d23 − 1)∂H
∂x3
,
(β + d13)
∂K
∂x1
+ (γ + d23)
∂K
∂x2
+ d33
∂K
∂x3
= −(β + d13)∂H
∂x1
− d33 ∂H
∂x3
−(γ + d23 − 1)∂H
∂x2
,
(3.45)
which have been obtained by leing
g⊥ =
[
0 1 0
0 0 1
]
,
do not admit a solution K : R3 → R3. However, we show in the following that, by
leing the desired interconnection and damping matrices be possibly function of x,
an algebraic solution can be determined for the above Interconnection and Damping
Assignment passivity-based control problem, leading to a dynamic control law of the
form (3.20). Towards this end, and to t into the theoretical framework introduced in
the previous sections, consider the change of coordinates x˜ = x − x∗ as described
in Section 3.7.2.2. In the new coordinates the gradient of the function H in (3.37) is
as given in (3.41) and L according to the denition of H in (3.5) is dened in (3.42).
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Figure 3.8: Top graph: Time history of the state, in the original x-coordinates, of the electrical
subsystem of (3.38), namely x1 initialized at [x1(0), x2(0), x3(0)] = [0, 0, 0] in closed-loop with
the dynamic control law (3.20), initialized at [ξ1(0), ξ2(0), ξ3(0)] = [10,−20, 10]. Boom graph:
Time histories of the states, in the original x-coordinates, of the mechanical subsystem of (3.38),
namely x2 and x3, dark and gray line, respectively.
Suppose that the desired equilibrium to stabilize is x2∗ = 1, then a non-symmetric
matrix N as in Denition 3.2 can be dened as
N(x˜) =


0 −1
k
(x˜1 + x1∗) 0
−1
k
(
1
2
x˜1 + x1∗
)
0 0
0 0
1
m

 . (3.46)
Considering the equation (3.6) introduced in Denition 3.2 together with the com-
ments contained in Remark 3.2, let
Dd ,


cx˜21 0 0
0
1
m(3cx˜21 + 4)
3mx˜1 − 2k + 6mx˜1∗
12mk(3cx˜21 + 4)
− 1
3m
0
3mx˜1 − 2k + 6mx˜1∗
12mk(3cx˜21 + 4)
− 1
3m
(x˜1 + 2x1∗)(cx˜
2
1 + 1)
2k(3cx˜21 + 4)


, (3.47)
118
which is locally positive denite provided c > 0, and
Jd ,


0 jd12 jd13
−jd12 0 jd23
−jd13 −jd23 0

 , (3.48)
where the expressions for jd12 , jd13 , jd23 are given by
jd12 =
cx˜21 + 1
m(3cx˜21 + 4)
,
jd13 = −
(x˜1 + 2x1∗)(2cx˜
2
1 + 3)
2k(3cx˜21 + 4)
,
jd23 =
3mx˜1 + 2k + 6mx˜1∗
12mk(3cx˜21 + 4)
+
1
3m
.
It is now easy to show that the matrix-valued function
P (x˜) ,

 2 1 11 2 + cx˜21 1
1 1 2

 (3.49)
solves the algebraic equation (3.6) in the form discussed in details in Remark 3.2, namely
it is such that g(x˜)⊥[(J−D)N(x˜)−(Jd−Dd)P (x˜)] = 0. Moreover, item i of Denition
3.2 is satised by the function P in (3.49). Interestingly, the mapping x 7→ P (x)x is not
the gradient of any scalar positive denite function. In fact, the Jacobian matrix
∂P (x)x
∂x
=

 2 1 11 + 2cx1x2 cx21 + 2 1
1 1 2


is not symmetric for all x ∈ R3 with c strictly positive, which is on the other hand the
requirement needed to enforce (local) positive deniteness of the damping matrixDd.
In the following numerical simulation the objective is to stabilize the ball at x∗2 = 1.
Let R = m = k = 1 and consider the damping and interconnection structure in (3.47)
and (3.48), respectively. e dynamic control law u is obtained according to (3.20) with
c = 0.1, ε = 10−3 andR = I , which renders the origin of the x˜-coordinates a strict local
minimum of the extended desired energy Hd dened in (3.9), K = diag({10, 10, 10}).
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Figure 3.9: Top graph: Time histories of the dynamic extension ξ1 (solid), ξ2 (dash-doed), ξ3
(dashed), initialized at [ξ1(0) ξ2(0), ξ3(0)] = [10, −20, 10] for the magnetically levitated ball in
closed-loop. Boom graph: time histories of the control input u in (3.20).
Note that the control law (3.20) preserves the port-controlled Hamiltonian structure in
the closed-loop extended system, which allows, together with the fact that the damping
matrix Dd is positive denite, to enforce local asymptotic stability of the origin in the
x˜-coordinates without the additional output injection, namely with κ = 0 in the second
equation of (3.20).
e top graph of Figure 3.8 shows the time history of the state, in the original x-
coordinates, of the electrical subsystemof (3.38), namelyx1(t), initialized at [x1(0), x2(0), x3(0)]
= [0, 0, 0] in closed-loopwith the dynamic control law (3.20), initialized at [ξ1(0), ξ2(0), ξ3(0)]
= [10,−20, 10]. e boom graph, on the other hand displays the time histories of the
states, in the originalx-coordinates, of themechanical subsystem of (3.38), namelyx2(t)
and x3(t). Finally, Figure 3.9 shows the times histories of the states of the dynamic ex-
tension, ξ(t), and of the control law u in (3.20), top and boom graph, respectively.
3.7.3 An Electrostatic microactuator
3.7.3.1 Model
An electrostatic microactuator is a parallel plate capacitor with a movable top plate
and a xed boom plate. e top plate is aached to a spring and a damper where the
damper represents viscous damping due to structural and squeeze lm eects. e sys-
tem is actuated by controlling the input voltage v(t) and it is schematically represented
in Figure 3.10.
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Figure 3.10: Schematic of an electrostatic microactuator.
Let Q(t) represent the charge of the device, i(t) the current through the resistor,
l(t) the air gap, v(t) the input voltage, A the plate area, and ǫ the permiivity in the
gap. e zero-voltage gap l0 is the distance between the top and boom electrodes
when no voltage is applied. Constant voltage control cannot be used to adjust the gap
between the electrodes due to a saddle-node bifurcation commonly known as ”snap-
through” [93]. e control objective is to remove this bifurcation and (globally) stabilize
desired equilibrium gap.
e capacitance of the device is equal to ǫA/l(t), the aractive electrostatic force
on the top plate is F (t) = Q(t)
2
2ǫA
, and the current through the input resistance r is
1
r
(
v(t)− Q(t)l(t)
ǫA
)
. e equations ofmotion of the system are given by the equations
[25]
ml¨(t) = −bl˙(t)− k(l(t)− l0)− Q
2(t)
2ǫA
,
Q˙(t) =
1
r
(
v(t)− Q(t)l(t)
ǫA
)
. (3.50)
It has been shown in [25] that the system (3.50) can be wrien in a PCH form by per-
forming a change of variables and shiing the desired equilibrium to the origin. at
is, the system of equations can be expressed as
x˙ =

−1 0 00 0 1
0 −1 −2τω


︸ ︷︷ ︸
J−D
∂H
∂x
(x) +

10
0

 u , (3.51)
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with
H =
1
2
x21x2 +
1
2
x∗2x
2
1 + x
∗
1x1x2 +
1
2
ω2x22 +
1
2
x23 , (3.52)
where the state variable x = [q , lˆ ,
˙ˆ
l]⊤ is the normalized charge, normalized length and
normalized velocity respectively, ω is the angular frequency of the system, and τ de-
notes normalized time. e equilibrium to be stabilized is x∗ = [
√
2ω2(lˆ0 − x∗2),x∗2 , 0]
where lˆ0 is the normalized zero-voltage gap.
3.7.3.2 Controller desgin
It has been shown in [52] and [25] that a semi-globally or globally stabilizing controller
can be designed using classical IDA-PBC. e resulting controllers use only charge
feedbackwhichmay bemeasured in dierent ways. However, this class of controls does
not aect the transient performance of the system that is governed by the mechanical
subsystem. To address this IDA-PBC problem and illustrate the results presented in
Section 3.5 we let the desired interconnection and damping structure be dened by the
matrices
Jd =

 0 α 0−α 0 β
0 −β 0

 ,
Dd = diag(d1 , d2 , d3) . (3.53)
whereα , β are functions to be dened and d1 , d2 and d3 are such thatDd is positive def-
inite. Note that Jd couples the electrical subsystem, i.e. the charge on the electrode x1
with the mechanical subsystem, i.e. the position of the electrode x2 and Dd is positive
denite, unlike in [25] where Jd = J and a semi-positive deniteDd is considered. e
selectedDd allows to conclude asymptotic stability of the desired equilibrium without
the need for the additional passive output injection, namely with κ = 0. e Selection
of Jd and Dd as in (3.53) lies in the fact that, with this choice, the resulting matching
equations
α
(
∂K
∂x1
+ x1x2 + x1x
∗
2 + x2x
∗
1
)
− β
(
∂K
∂x3
+ x3
)
= −d2
(
∂K
∂x2
+ 0.5x21
+x1x
∗
1 + x2)− x3 ,
β
(
∂K
∂x2
+ 0.5x21 + x1x
∗
1 + x2
)
+ d3
(
∂K
∂x3
+ x3
)
= 0.5x21 + x1x
∗
1 + x2 + 2x3 .
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obtained by leing τ = 1, ω = 1 and
g⊥ =
[
1 0 0
0 1 0
]
,
does not admit a solution K : R3 → R3. However, we show that by leing the desired
interconnection and damping matrices be functions of x, an algebraic solution can be
determined for the above Interconnection and Damping Assignment passivity-based
control problem, leading to a dynamic control law of the form (3.20).
e gradient of the function H in (3.52) is
∇H =


x1x2 + x1x
∗
2 + x2x
∗
1
1
2
x21 + x1x
∗
1 + x2
x3

 ,
which yields L = 0 and the non-symmetric matrix N can be dened to be
N =


x∗2 + x2 x
∗
1 0
1
2
x1 + x
∗
1 1 0
0 0 1

 ,
in accordance to Denition 3.2. To nd a matrix-valued function P that satises items
(i) and (ii) of Denition 3.2 let and Jd be dened as in (3.54).
Jd =


0 0.04 0
−0.04 0 1.2 + 0.04x1 + 0.08x
∗
1
0.04x1 + 4
0 −1.2 + 0.04x1 + 0.08x
∗
1
0.04x1 + 4
0

 ,
Dd =

1 0 00 0.1 0
0 0 0.5

 , (3.54)
123
p11 = −(0.04x1 + 4)−4
(
0.15x21x2 − 10.24x1x2 + 90.35x21 + 1812.27x1 − 256x2
−0.3210−5x51 + 0.01x41 + 1.57x31 − 0.2510−5x2x41 − 0.001x2x31 + 7515.34 ,
p12 = −50(0.5 + 0.001x
2
1 + 0.058x1)
(0.04x1 + 4)4
,
p13 =
100(2.3 + 0.5x1 + 0.01x
2
1 + 0.001x
3
1)
(0.04x1 + 4)4
, (3.55)
p22 = 1 ,
p23 = −2(−1.3 + 0.04x1)
0.04x1 + 4
,
p33 =
4(10.3 + 0.2x1 + 0.0028x
2
1)
(0.04x1 + 4)2
.
Suppose the equilibrium to be stabilized is x∗1 = 2, x
∗
2 = 1, x
∗
3 = 0 with lˆ0 = 3 and
ω = 1. It is now easy to show that the matrix valued function
p ,

p11 p12 p13p12 p22 p23
p13 p23 p33


where p11 , p12 , p13 , p22 , p23 and p33 are dened in (3.55) solves the algebraic equation
(3.6) namely it is such that g(x)⊥[(J −D)N(x)− (Jd−Dd)P (x)] = 0. Moreover, item
(i) of Denition 3.2 is satised by the function P in (3.55). e mapping x 7→ P (x)x is
not the gradient of any positive denite scalar function. is can be inferred by noting
that the Jacobian matrix of P (x)x is not symmetric for all x ∈ R3.
Numerical simulations of the electrostatic microactuator have been performed to
stabilize the position of the top electrode at x∗ = [2, 1, 0] i.e., the zero-voltage gap
lˆ0 = 3, with the interconnection matrix Jd in (3.54) and the damping matrix Dd =
diag(1 , 0.1 , 0.5). e dynamic control law (3.20) is designed with κ = 0 and ǫ = 0.1.
e control law renders the origin of the extended desired system in the x-coordinates
a strict local minimizer while preserving the port-controlled Hamiltonian structure of
the closed-loop system. Local asymptotic stability of the origin of the extended system
in the x-coordinates is enforced since the damping matrixDd is positive denite for all
x ∈ R3. Note that this method allows to modify the damping of the mechanical sub-
system and hence its transient performance, if the natural damping is not adequate,
while circumventing the problem of solving PDEs and results in a closed-loop system
with a PCH structure.
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Figure 3.11: Top graph: Time history of the state x1 in the original coordinates of the electro-
static microactuator system (3.51) in closed-loop with the dynamic control law (3.12). Boom
graph: Time histories of the states x2 and x3 in the original coordinates in dashed-doed grey
and solid dark lines, respectively.
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Figure 3.13: Projection of the phase portrait on the x2− x3 axis for x(0) = [2.5, x2(0), 0] with
x2(0) = [−1, −0.8, −0.6, −0.4, −0.2, 0, 0.2, 0.4, 0.6, 0.8, 1] .
Figure 3.11 shows the time histories of the states namely x1, x2 and x3 in the original
coordinates for the initial conditions x(0) = [2.5, 0.8, 1.5] and ξ(0) = [10, 10, 20], with
the dynamic control law (3.20). e top graph of Figure 3.12 depicts the time histories
of the states of the dynamic extension ξ and the boom graph the time history of the
control law u. Figure 3.13 shows the projection of phase portrait on the x2−x3 axis for
x(0) = [2.5, x2(0), 0]with x2(0) = [−1, −0.8, −0.6, −0.4, −0.2, 0, 0.2, 0.4, 0.6, 0.8, 1]
and ξ(0) = [10, 10, 20], with the dynamic control law (3.20).
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Figure 3.12: Top graph: Time histories of the dynamic extension ξ1 (solid), ξ2 (dash-doed),
ξ3 (dashed) of the electrostatic microactuator system (3.51) in closed-loop with the dynamic
control law (3.12). Boom graph: Time history of the control input u in (3.20).
3.7.4 ird order prey-predator system
3.7.4.1 Model
Consider the normalized third order prey-predator system from [42] for which an IDA-
PBC controller was designed in [67]. In this food-chain system the variable xi for i =
1, 2, 3 represents the amount of the three prey and predator species. e growth rates
of the population is given by
x˙1 = f1(x)− x1 ,
x˙2 = −f1(x) + f2(x)− x2 ,
x˙3 = −f2(x)− x3 + u .
e functions f1(x) and f2(x) describe the predation mechanism, one of the classical
representations of this is the Lotka-Volterra mechanism. It is assumed that the rate of
predation upon the prey is proportional to the rate at which the predators and prey
meet i.e. f1(x) = x1x2 and f2(x) = x2x3. e terms −x1, −x2, −x3 represent the rate
of loss of predators due to natural death or emigration and the control action u is the
rate of preys being added to the system. It is clear that the prey-predator system (3.58)
can be wrien in a PCH form with H = x1 + x2 + x3, the total mass of the system,
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g = [0, 0, 1]⊤ and
J(x) =

 0 x1x2 0−x1x2 0 x2x3
0 −x2x3 0

 , D(x) =

 x1 0 00 x2 0
0 0 x3

 . (3.58)
e evolution of the system is restricted to the positive orthant with u ≥ 0. It can be
shown that the origin is an unstable equilibrium of the system for a u¯ > 0. ere-
fore, the control objective is to stabilize a given non-zero equilibrium x¯ ∈ R3+. e
achievable equilibria are x¯ = [x¯1, x¯2, x¯1]
⊤ = [x∗1, 1, 1 + x
∗
1], with the reference for x1,
x∗1 > 0.
3.7.4.2 Controller design
It has been shown in [67] that the matching equation PDE cannot be solved when
Jd = J andwith aDd > 0 because the distribution spanned by the vector elds dened
by the column vectors obtained from the rst 2 rows of J(x)−D(x) is not involutive.
To overcome this limitation the damping of the closed-loop system was modied to
be Dd = diag(0, 0, x3) which is clearly positive semi-denite because x3 > 0 for
all t ≥ 0. To address this IDA-PBC problem and illustrate the results presented in
Section 3.4 consider a shi of coordinates x˜ = x− x¯. is shi ts with the theoretical
framework, the system in the new coordinates is
˙˜x =

 0 x˜1x˜2 + x˜2x
∗
1 0
−x˜1x˜2 − x˜2x∗1 −x˜1 x˜2x˜3 + x˜2x∗1 + x˜3
0 −x˜2x˜3 − x˜2x∗1 − x˜3 −x˜2 − x˜3


︸ ︷︷ ︸
J(x)−D(x)
∂H˜
∂x˜
+

00
1

 u˜ (3.59)
with H˜ = x˜1 + x˜2 + x˜3 and u˜ = u − 2(x∗1 + 1). Let the desired interconnection and
damping matrices be
Jd(x) =

 0 α β−α 0 γ
−β −γ 0

 , Dd(x) =

 d1 0 00 d2 0
0 0 d3

 .
where di > 0 for i = 1, 2, 3 so thatDd is positive denite. e structure of Jd andDd is
motivated from the interconnection and damping matrices of the original system and
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from noting that the resulting matching equations
x˜2x
∗
1 + x˜1x˜2 + d1
(
∂K
∂x˜1
+ 1
)
= α
(
∂K
∂x˜2
+ 1
)
+ β
(
∂K
∂x˜3
+ 1
)
,
−x˜1 + x˜3 − x˜1x˜2 + x˜2x˜3 + d2
(
∂K
∂x˜2
+ 1
)
= −α
(
∂K
∂x˜1
+ 1
)
+ γ
(
∂K
∂x˜3
+ 1
)
,
that are obtained by leing
g⊥ =
[
1 0 0
0 1 0
]
,
do not admit a solution K : R3 → R. Note that the achievable equilibrium [0 , 0 , 0]⊤
satises the condition g⊥[(J0 − D0)L] = 0 with L = [1, 1, 1]⊤ and that the matrix
N in Denition 3.2 is a zero matrix. To nd a matrix-valued function P that satises
items i and ii of Denition 3.2, let
Jd(x) ,


0 1 −2x˜2 + x
∗
1 + 1
x˜2 + 1
−1 0 3x˜2 + x
∗
1 + 2
x˜2 + 1
−2x˜2 + x
∗
1 + 1
x˜2 + 1
−3x˜2 + x
∗
1 + 2
x˜2 + 1
0

 , Dd(x) , I .(3.60)
It is easy to show that the matrix-valued function P which is dened to be


1
2 + 4x˜2 + x˜
2
2 + x
∗
1
x˜2 + 1
1
2 + 4x˜2 + x˜
2
2 + x
∗
1
x˜2 + 1
6 + 22x˜2 + 23x˜
2
2 + 5x˜
3
2 ++5x
2
2x
∗
1 + x2(x
∗
1)
2 + 18x2x
∗
1 + 9x
∗
1 + 3(x
∗
1)
2
(x˜2 + 1)2
4 + x˜2(8 + x
∗
1) + 2x˜
2
2 + 3x
∗
1
x˜2 + 1
1
4 + x˜2(8 + x
∗
1) + 2x˜
2
2 + 3x
∗
1
x˜2 + 1
s x˜2 + 3


(3.61)
is a solution of the algebraic matching equation (3.6) namely g(x˜)⊥[(J −D)L− (Jd −
Dd)P (x˜)] = 0 and satises item i of Denition 3.2. e mapping x˜ 7→ P (x˜2)x˜ is not
the gradient of any positive denite scalar function. is can be inferred by noting that
the Jacobian matrix of P (x˜2)x˜ is not symmetric for all x ∈ R3.
e numerical simulation of the pre-predator system has been performed to stabilize
the population of the species at x¯ = [1, 1, 2] i.e. x∗1 = 1 with the interconnection and
damping matrices in (3.60). e dynamic control law (3.20) is obtained with κ = 0 and
ǫ = 0.01. e control law renders the origin of the extended desired system in the x˜-
coordinates a strict local minimum while preserving the port-controlled Hamiltonian
structure of the closed-loop system. Local asymptotic stability of the origin of the ex-
tended system in the x˜-coordinates is enforced since the damping matrixDd is positive
denite for all x˜ ∈ R3.
Figure 3.14 shows the closed-loop time histories of the states namely x1, x2 and x3
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in the original x-coordinates intialized at [x1(0), x2(0), x3(0)] = [2, 2, 4] with the dy-
namic control law (3.20) intialized at [ξ1(0), ξ2(0), ξ3(0)] = [10, 10, 12]. e top graph
of Figure 3.15 depicts the time histories of the states of the dynamic extension ξ and
the boom graph the control law u which is positive as required by the system.
Figure 3.14: Top graph: Time history of the state x1 in the original x-coordinates initialized
at [x1(0), x2(0), x3(0)] = [2, 2, 4] in closed-loop with the dynamic control law, initialized at
[ξ1(0), ξ2(0), ξ3(0)] = [10 , 10, 12]. Boom graph: Time histories of the states x2(t) and x3(t)
in the original x-coordinates in dashed-doed grey and solid dark lines, respectively.
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Figure 3.15: Top graph: Time histories of the dynamic extension ξ1 (solid), ξ2 (dash-doed), ξ3
(dashed), initialized at [ξ1(0), ξ2(0), ξ3(0)] = [10, 10, 12]. Boom graph: Time histories of the
control input u in (3.20).
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3.8 Conclusions
e IDA-PBC design methodology for PCH systems has been revisited. A dynamic
solution to the problem has been proposed by exploiting the notion of algebraic solu-
tion of the matching equation, hence permiing the construction of an energy function
dened on an extended state-space, without involving the solution of any partial dif-
ferential equation. Dierently from the standard solution, the stabilizing control law
is given in terms of a dynamic state feedback. Finally, the approach has been validated
on the IDA-PBC of a magnetic levitated system and a third order prey-predator system
by assigning an interconnection and damping structure that cannot be imposed with
standard approaches.
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4 Conclusions
4.1 Main Contributions
PBC is a design methodology which is based on the passivity property, in which stabi-
lization is achieved by rendering the system passive with respect to a desired storage
or energy function that has a minimum at the desired equilibrium point. PBC designs
may be classied into two groups. A rst group, a Lyapunov-like approach, where
the storage function to be assigned is selected a priori and the controller is designed
to render the storage function non-increasing along the trajectories of the closed-loop
system. e most notable method in the second group is the the IDA-PBC approach.
In the laer case, the closed-loop structure is selected instead of the storage function.
Selecting the structure of the closed-loop system helps in characterizing all the storage
or energy functions that are assignable via feedback and are suitable for this structure.
e conditions under which such a feedback law exists are called matching conditions
and consist of a set of nonlinear PDEs. e thesis presents as an example application
the IDA-PBC of friction drive microrobots to regulate their behaviour and assign a de-
sired closed-loop structure by solving a nonlinear PDE. If these PDEs can be solved
then the original control system and the target dynamic system are said to be matched.
However the solution of the matching equation cannot be guaranteed.
A key contribution of this thesis is a method that replaces the PDEs by algebraic in-
equalities. A constructive and systematic method for IDA-PBC which does not involve
solving partial dierential equations has been presented. e result was achieved by
introducing the notion of algebraic solution of the matching equation and dynamic ex-
tension. Algebraic solutions avoid two restrictive assumptions of the classical IDA-PBC
approach and its variations that have been proposed in the literature, namely integrabil-
ity and (partly) positivity of the solutions. e constructive approach can be applied to
general port-controlled Hamiltonian systems and it is not restricted to specic classes
of physically motivated system hence solving what is termed as a far-reaching problem
for PCH systems [77].
e notion of algebraic solution has been used to construct an energy function de-
ned on an extended state-space. erefore, dierently from the standard solution,
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the stabilizing control law is given in terms of a dynamic state-feedback that retains
the PCH structure and results in a (possibly perturbed) closed-loop Hamiltonian struc-
ture. e dynamic extension circumvents the solution of partial dierential equations
and searches for solutions of algebraic equations instead. e potential of the pro-
posed method has been illustrated with examples from various engineering domains:
mechanical, electromechanical and biological systems. For all the examples an inter-
connection and damping structure that cannot be imposed with the standard approach
has been assigned, thereby improving their transient performance.
Another main contribution is sensorless control of an energy harvester that scav-
enges rotational energy from wheels of moving vehicles, rotating machinery in the
industry or turbines. It is especially important to perform sensorless operation in har-
vesters because the measurement of electrical and mechanical quantities oen presents
a signicant challenge. A mathematical model that describes the dynamics of the rota-
tional energy harvester with its power electronic interface has been derived and vali-
dated via experiments. is model has been used for the design of a nonlinear observer,
for the estimation of mechanical variables, and for determining a feedback control law
which yield a sensorless closed-loop system extracting maximum power from the har-
vester developed by Toh et al. [98]. e control law ensures that the angular position of
the mass is maintained at π/2 rad to the vertical axis for dierent rotation speeds, thus
improving the physical eciency of the harvester by approximately 10%. Moreover,
maintaining the angular position of the mass perpendicular to the axis of rotation guar-
antees power generation by preventing the mass from ipping over and synchronising
with the rotational source. In addition, simulation results for higher order observer
design with stabilizing controllers have been presented.
4.2 Future research ideas
Two research directions from the results presented may be determined: the develop-
ment of a set of computational tools to automate the constructive method described
and extending the method to include non-ane physical models. Computational tools
which make nding the solutions practical problems, similar to the applications dis-
cussed in Chapter 3 should contain techniques to systematically obtain algebraic solu-
tions for dierent choices of interconnection and damping matrices. is would give
the designer leverage to choose between dierent closed-loop structures based on per-
formance requirements, thereby making this technique more aractive. Extending the
method to systems that are non-ane in the input would widen the domain of appli-
cability of this method since practical problems such as control of piezo-lms, ight
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systems and MEMS devices fall into this category.
e third-order observer design method for varying source rotation speeds that has
been presented in Section 2.7 could be implemented in experiments. It would be inter-
esting to see how this observer and the nonlinear control law behave on a miniature
model of the harvester. Redesigning the electronics with Field Programmable Gate Ar-
rays will certainly improve the performance of the harvester and increase the accuracy
of the implemented control algorithms.
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