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Abstract
In this work, we introduce a new residual distribution (RD) framework for the
design of matrix-free bound-preserving ﬁnite element schemes. As a start-
ing point, we consider continuous and discontinuous Galerkin discretizations
of the linear advection equation. To construct the corresponding local ex-
tremum diminishing (LED) approximation, we perform mass lumping and
redistribute the element residuals in a manner which guarantees the LED
property. The hierarchical correction procedure for high-order Bernstein ﬁ-
nite element discretizations involves localization to subcells and deﬁnition
of bound-preserving weights for subcell contributions. Using strong stabil-
ity preserving (SSP) Runge-Kutta methods for time integration, we prove
the validity of discrete maximum principles under CFL-like time step restric-
tions. The low-order version of our method has roughly the same accuracy as
the one derived from a piecewise (multi)-linear approximation on a submesh
with the same nodal points. In high-order extensions, we currently use a
ﬂux-corrected transport (FCT) algorithm which can also be interpreted as a
nonlinear RD scheme. The properties of the algebraically corrected Galerkin
discretizations are illustrated by 1D, 2D, and 3D examples for Bernstein ﬁnite
elements of diﬀerent order. The results are as good as those obtained with the
best matrix-based approaches. In our numerical studies for multidimensional
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problems, we use quadrilateral/hexahedral meshes but our methodology is
readily applicable to unstructured/simplicial meshes as well.
Keywords: advection equation, discrete maximum principles, Bernstein
ﬁnite elements, matrix-free methods, residual distribution, ﬂux-corrected
transport
1. Introduction
Numerical solution of hyperbolic equations using Galerkin methods based
on high-order continuous or discontinuous ﬁnite element approximations re-
quires implementation of certain control mechanisms for detecting and pre-
venting violations of discrete maximum principles (DMPs). In many cases, at
least local corrections of the standard Galerkin discretization are necessary,
to ensure that the ﬁnite element solutions are bounded above and/or below
as required by physical or numerical admissibility conditions. Depending on
the design criteria and qualitative properties of the unknown exact solution,
methods that are guaranteed to produce numerical solutions free of under-
shoots/overshoots are called monotone, positive, monotonicity-preserving,
local extremum diminishing, total variation diminishing, maximum principle
preserving, positivity-preserving, etc. In this article, we will generally call a
numerical scheme bound-preserving if it satisﬁes local or global DMPs con-
sistent with certain properties of the exact solution (e.g., nonnegativity or
boundedness in terms of the initial/boundary values), see Section 3.
Bound-preserving ﬁnite element schemes commonly use artiﬁcial diﬀu-
sion operators and/or limiting techniques to enforce relevant constraints.
Algebraic approaches modify the matrices or residuals of the Galerkin dis-
cretization in a way which provides the desired DMP properties. Examples of
such methods include ﬂux-corrected transport (FCT) algorithms of predictor-
corrector type [25, 29, 31], monolithic algebraic ﬂux correction (AFC) schemes
[10, 11, 12, 29, 33], and residual distribution (RD) methods [1, 2, 4, 18] (also
known as ﬂuctuation splitting schemes [15, 17]). In the framework of dis-
continuous Galerkin (DG) methods, preservation of global or local bounds
is commonly enforced using some kind of ﬂux or slope limiting [27, 28, 38].
If the piecewise-constant DG approximation is provably bound-preserving,
violations of DMP constraints can be prevented by limiting the numerical
ﬂuxes or steep gradients of a high-order ﬁnite element solution.
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As of this writing, the overwhelming majority of bound-preserving ﬁnite
element schemes are based on low-order (at most quadratic) polynomial ap-
proximations. However, the design of arbitrary high-order extensions has
been actively pursued by several research groups in recent years. In particu-
lar, the representation of ﬁnite element solutions in terms of Bernstein basis
functions has led to initial high-order generalizations of both RD and FCT
algorithms [5, 6, 8, 34]. As an alternative to global corrections of a high-
order Galerkin discretization, localization of limiting to thin layers of cells in
which violations of maximum principles (might) occur was proposed in the
context of partitioned ﬁnite element spaces [30] and DG methods based on
Multi-dimensional Optimal Order Detection (MOOD) [21].
A well-designed limiting strategy for ﬁnite elements of degree p > 1 should
lead to a bound-preserving scheme which is at least as accurate as the p = 1
version for the same number of degrees of freedom (DOFs). For this reason,
the use of localization procedures based on subcell decompositions is an es-
sential ingredient of modern high-order extensions [7, 21, 34, 37]. Moreover,
accuracy-preserving smoothness indicators are needed to avoid unnecessary
limiting at smooth extrema and circumvent the second-order accuracy bar-
rier for numerical schemes satisfying stringent DMP constraints [34, 30]. In
the case of implicit time discretizations and stationary problems, the design
of eﬃcient iterative solvers for linear and nonlinear systems becomes more
involved. At the same time, eﬃcient implementation of explicit high-order
ﬁnite element schemes calls for the use of approaches that avoid inversion of
consistent mass matrices [3, 5] and calculation of element matrices in the pro-
cess of residual assembly. The latter requirement rules out the use of artiﬁcial
diﬀusion operators based on discrete upwinding [8, 34] for high-order Bern-
stein elements. The Rusanov scheme, which is commonly used as a building
block in RD schemes [5] and FCT algorithms [25], can be implemented in a
matrix-free manner but its accuracy deteriorates rapidly as the polynomial
degree p is increased while keeping the total number of DOFs ﬁxed.
The objective of this work is to develop a uniﬁed framework for matrix-
free algebraic corrections of continuous Galerkin (CG) and DG methods
based on high-order Bernstein ﬁnite elements. In this context, an algorithm
is called matrix-free if it can be implemented without calculating global ma-
trices or even element matrices. Such implementations are feasible if the time
integration scheme is explicit or matrix-free iterative solvers are employed.
If the right-hand sides and residuals of discrete problems can be calculated
directly, dramatic speedups can be achieved by avoiding the overhead cost
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associated with the computation of matrix entries and indirect addressing.
Such matrix-free methods are also of increasing importance for modern com-
puter architectures [14] and next-generation high-order applications [9].
As a model problem, we use the linear advection equation but the pro-
posed methodology can be readily extended to general conservation laws.
We begin with the derivation of a matrix-free nonlinear low-order scheme.
Following the residual distribution approach to algebraic stabilization of
Galerkin methods, we extend it to the DG framework, simplify the def-
inition of the bound-preserving weights, propose a new subcell localization
procedure, prove the desired DMP properties, and perform bound-preserving
antidiﬀusive corrections using the element-based FCT algorithms developed
in [8, 34]. In contrast to classical RD approaches based on nonlinear exten-
sions of the Rusanov scheme, our matrix-free alternative to discrete upwind-
ing does not require estimation of the maximum wave speed and exhibits
p-independent convergence behavior with respect to the number of degrees
of freedom. The accuracy of diﬀerent low-order schemes and their FCT coun-
terparts is illustrated by numerical results for 1D, 2D, and 3D test problems.
In this numerical study, we consider both continuous and discontinuous ﬁnite
element approximations with Bernstein polynomials of degree up to p = 15.
Time integration is performed using explicit SSP Runge-Kutta [23] methods.
2. Galerkin discretization
Let u = u(x, t) be a scalar-valued function of the independent variables
x = (x1, . . . , xd)
T and t ≥ 0. Consider the linear advection equation
∂u
∂t
+ v · ∇u = 0 in Ω, (1)
where v = v(x) is a continuous velocity ﬁeld and Ω ⊂ Rd is a bounded
domain with Lipschitz boundary Γ = ∂Ω. The unit outward normal at a
point x ∈ Γ is denoted by n(x). The inﬂow boundary of Ω is deﬁned by
Γ− = {x ∈ Γ |v(x) · n(x) < 0}.
The formulation of our continuous model problem is completed by imposing
the initial and boundary conditions
u(x, t) = uin(x, t), x ∈ Γ−, t ≥ 0, (2)
u(x, 0) = u0(x), x ∈ Ω. (3)
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Additionally, we make the usual assumptions which guarantee existence and
uniqueness of a weak solution (see, e.g., [20]).
To discretize (1) in space, we use the standard (continuous or discontinu-
ous) Galerkin ﬁnite element method. Let Th be a computational mesh (also
called triangulation) composed of Eh = |Th| elements. For simplicity, we
approximate u using polynomials of the same degree p ≥ 1 in each element.
Let ϕe1, . . . , ϕ
e
N be the nonnegative Bernstein basis functions spanning the
corresponding polynomial space on Ke ∈ Th. The deﬁnition of these basis
functions for simplicial and tensor product meshes, as well as an in-depth
description of their properties, can be found, e.g., in [34]. The restriction of
the numerical solution uh to K
e is given by
ueh(x, t) =
N∑
j=1
uej(t)ϕ
e
j(x), x ∈ Ke, t ≥ 0. (4)
The local degree of freedom uej is the coeﬃcient multiplying the Bernstein
basis function ϕej : K
e → [0, 1] which attains its maximum at the j-th nodal
point xej of K
e. Its global number iej = Ie(j) can be retrieved using the DOF
mapping
Ie : {1, . . . , N} → {ie1, . . . , ieN} =: N e, j → iej .
The set of elements containing a node with the global number i ∈ {1, . . . , Nh}
is denoted by Ei. In the discontinuous Galerkin version, the Bernstein co-
eﬃcients corresponding to the internal and external traces of uh on ∂K
e\Γ
receive diﬀerent global node numbers. Hence, in the DG case the set Ei con-
sists of a single element and N e ∩N e′ = ∅ for any pair of diﬀerent elements
Ke, Ke
′ ∈ Th. In the case of a globally continuous approximation uh, diﬀerent
local mappings Ie may produce the same global index i.
The global index notation is used, e.g., for the piecewise-polynomial global
basis functions ϕi, i = 1, . . . , Nh, which satisfy ϕi|Ke = ϕej when Ie(j) = i.
If global node numbers are used in the same equation as local basis functions
ϕej or linear combinations thereof, the required index conversion is performed
automatically. For example, if ϕi appears in the same formula as u
e
h deﬁned
by (4), then the subscript i is just the shorthand notation for Ie(j). Using
this convention, the Galerkin discretization of problem (1) can be written as
∑
Ke∈Th
∫
Ke
ϕi
(
∂ueh
∂t
+ v · ∇ueh
)
dx+
∑
Ke∈Th
∫
∂Ke
ϕi(uˆ
e
h − ueh)v · neds = 0, (5)
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where ne is the unit outward normal to ∂Ke and
uˆeh(x, t) =
⎧⎪⎪⎨
⎪⎪⎩
lim
→+0
uh(x+ n
e(x)) if x ∈ ∂Ke\Γ−, v(x) · ne(x) < 0,
lim
→+0
uh(x− ne(x)) if x ∈ ∂Ke, v(x) · ne(x) ≥ 0,
uin(x, t) if x ∈ ∂Ke ∩ Γ−.
(6)
If uh is globally continuous in Ω¯, then uˆ
e
h = u
e
h on ∂K
e\Γ− and
∑
Ke∈Th
∫
∂Ke
ϕi(uˆ
e
h − ueh)v · neds =
∫
Γ−
ϕi(uin − uh)v · nds. (7)
In DG methods, uˆeh is the upwind-sided trace which equals u
e
h for x ∈ ∂Ke
with v(x) · ne(x) ≥ 0. Hence, the integral over ∂Ke reduces to∫
∂Ke
ϕi(uˆ
e
h − ueh)v · neds =
∫
∂Ke
ϕi(uˆ
e
h − ueh)min{0,v · ne}ds (8)
and can be interpreted as a penalty term incorporating a weakly imposed
inﬂow boundary condition for the local problem associated with Ke.
The set of edges or faces F that form the boundary ∂Ke of element Ke
will be denoted by F e. Let J e ⊂ {1, . . . , N} be the set of nodes belonging to
∂Ke =
⋃
F∈Fe F . The internal trace u
e
h|F and its external counterpart uˆeh|F
can be written in terms of the same basis functions {ϕei | i ∈ J e}. The corre-
sponding Bernstein coeﬃcients will be denoted by uei and uˆ
e
i , respectively. In
vectors uˆe = {uˆei}Ni=1 that we sometimes use in representations of boundary
terms as matrix-vector products, we set uˆei = u
e
i for i ∈ {1, . . . , N}\J e.
Decomposing integrals over ∂Ke into sums of integrals over F ∈ F e and
summing over Ke ∈ Th, we arrive at the DG generalization of (7),
∑
Ke∈Th
∫
∂Ke
ϕi(uˆ
e
h−ueh)v ·neds =
∫
Γ−
ϕi(uin−uh)v ·nds+
∑
F∈Fh
∫
F
ϕi[[uh]]v ·nds,
where Fh is the set of internal boundaries and [[uh]]v · n is the jump of the
convective ﬂux across the edge/face F ∈ F e.
Substitution of (4) into (5) yields the system of semi-discrete equations
Nh∑
j=1
mij
duj
dt
= ρHi + σ
H
i , i = 1, . . . , Nh (9)
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for the time-dependent Bernstein coeﬃcients ui(t) of the high-order (super-
script H) Galerkin approximation. By deﬁnition, we have
mij =
∑
e∈Ei∩Ej
meij, m
e
ij =
∫
Ke
ϕeiϕ
e
jdx,
N∑
j=1
meiju
e
j =
∫
Ke
ϕeiu
e
hdx, (10)
where mij is an entry of the consistent mass matrix MC = {mij}Nhi,j=1. The
contribution of Ke to the right-hand side of (9) is given by
ρHi =
∑
e∈Ei
ρe,Hi , σ
H
i =
∑
e∈Ei
σe,Hi , (11)
ρe,Hi = −
∫
Ke
ϕeiv · ∇uehdx =
N∑
j=1
ceiju
e
j , c
e
ij = −
∫
Ke
ϕeiv · ∇ϕejdx, (12)
σe,Hi = −
∑
F∈Fe
∫
F
ϕei (uˆ
e
h − ueh)min{0,v · ne}ds =
N∑
j=1
seij(uˆ
e
j − uej), (13)
seij = −
∑
F∈Fe
∫
F
ϕeiϕ
e
j min{0,v · ne}ds. (14)
In the CG version, the integrals over F ∈ Fh vanish because the one-sided
limits uˆeh and u
e
h of the ﬁnite element solution coincide on ∂K
e\Γ−.
For conciseness, we will sometimes consider element matrices and vec-
tors containing all contributions of Ke to system (9). For example, the
consistent element mass matrix is deﬁned by M eC = {meij}Ni,j=1. The ele-
ment contribution to the left-hand side of (9) is given by M eC
d
dt
ue, where
ue = {uei}Ni=1 is the vector of local degrees of freedom. The element vectors
ρe,H = {ρe,Hi }Ni=1 and σe,H = {σe,Hi }Ni=1 can be written as ρe,H = Ceue and
σe,H = Se(uˆe − ue), where Ce = {ceij}Ni,j=1 and Se = {seij}Ni,j=1 are element
matrices. However, we emphasize that the knowledge of element matrices
is not required for practical implementation purposes because element vec-
tors representing contributions of Ke to the residual of (9) do not need to
be expressed as matrix-vector products and can be calculated eﬃciently in
a matrix-free manner. In matrix-based implementations, the sparsity of Se
should be taken into account. Note that seij = 0 unless nodes i and j belong
to the same edge/face F ∈ F e and v · ne < 0 on a non-empty subset of F .
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3. Bound-preserving schemes
Since the Bernstein basis functions ϕej are nonnegative and form a parti-
tion of unity [34], the Bernstein polynomial ueh deﬁned by (5) is bounded in
terms of the local degrees of freedom as follows:
uemin := min
1≤j≤N
uej ≤ ueh(x) ≤ max
1≤j≤N
uej =: u
e
max ∀x ∈ Ke. (15)
Therefore, the range of solution values is determined by the maxima and
minima of the Bernstein coeﬃcients. This is an important advantage of the
Bernstein basis (e.g. compared to nodal bases) which makes it possible to
constrain uh in a desired manner by constraining its DOFs. For example,
a ﬁnite element scheme which is positivity-preserving with respect to the
Bernstein DOFs cannot produce negative solution values anywhere.
It is well known that the standard Galerkin discretization of the linear
advection equation is not bound-preserving. Therefore, we will modify it
using the design criteria presented in this section.
Consider a numerical scheme that leads to the semi-discrete problem
mi
dui
dt
= fi, i = 1, . . . , Nh, (16)
where fi is a Lipschitz-continuous function of the DOFs uj, j ∈ N e, e ∈ Ei
and mi =
∑Nh
j=1mij =
∫
Ω
ϕidx is a diagonal entry of the lumped mass matrix
ML = {δijmi}Nhi,j=1. Due to the nonnegativity of ϕi, we have mi > 0. This is
another important advantage of the Bernstein basis representation compared
to high-order Lagrange ﬁnite element approximations, for which row-sum
lumping can produce zero diagonal entries.
If time integration is performed using an explicit SSP Runge-Kutta method
[23], each stage corresponds to a forward Euler update of the form
miu˜i = miui +Δtfi(u), i = 1, . . . , Nh, (17)
where u = {ui}Nhi=1 is the vector of bound-preserving DOFs calculated at the
previous time step or Runge-Kutta stage and Δt is the time increment.
We say that such an update is local extremum diminishing (LED) if
ui,min ≤ u˜i ≤ ui,max ∀i = 1, . . . , Nh, (18)
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where ui,min and ui,max are deﬁned in terms of u
e
min and u
e
max as follows:
ui,min = min
e∈E¯i
uemin, ui,max = max
e∈E¯i
uemax. (19)
The set E¯i contains the numbers of all elements to which the point xi belongs.
If xi is an internal node of K
e ∈ Th, then E¯i = {e}. If xi is an internal node
of F = ∂Ke ∩ ∂Ke′ for Ke, Ke′ ∈ Th, Ke = Ke′ , then E¯i = {e, e′}. If xi is a
node on the boundary of F (i.e., a point on the edge of a 3D element or a
vertex), then the numbers of all elements meeting at this point are included
in the set E¯i of host elements. This deﬁnition of E¯i in (19) implies that the
same bounds are used for all Bernstein coeﬃcients uei associated with the
same space location xi. In the CG version, we have E¯i = Ei.
Theorem 1 (LED criterion). An update of the form (17) is LED if
κi(ui,min − ui) ≤ fi(u) ≤ κi(ui,max − ui) (20)
for some bounded coeﬃcients κi ≥ 0 and the time step Δt satisﬁes
κiΔt
mi
≤ 1 ∀i = 1, . . . , Nh. (21)
Proof. If condition (20) holds, then fi(u) = βiκi(uk − ui), where
uk =
{
ui,max if fi(u) > 0,
ui,min if fi(u) ≤ 0,
and βi ∈ [0, 1]. Condition (21) implies 0 ≤ νi ≤ 1 for the “CFL number”
νi =
Δt
mi
βiκi. It follows that the new value u˜i = ui+
Δt
mi
fi(u) = ui+νi(uk−ui)
= (1− νi)ui + νiuk is a convex combination of ui and uk, both of which are
bounded by the local extrema ui,min and ui,max. 
Theorem 1 implies that scheme (17) is LED for Δt > 0 if κi deﬁned by
κi =
⎧⎪⎨
⎪⎩
fi
ui,max−ui if fi > 0,
fi
ui,min−ui if fi < 0,
0 if fi = 0
(22)
is bounded. For practical design of LED ﬁnite element schemes, we formulate
localized suﬃcient conditions which provide this desirable property.
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Theorem 2 (Localized LED criterion). Consider system (16) with
fi(u) =
∑
e∈Ei
f ei , i = 1, . . . , Nh, (23)
where f ei are element contributions such that the coeﬃcients
κei =
⎧⎪⎨
⎪⎩
fei
ui,max−uei if f
e
i > 0,
fei
ui,min−uei if f
e
i < 0,
0 if f ei = 0
(24)
are bounded for all e ∈ Ei. Then update (17) is LED for time steps Δt
satisfying the CFL-like condition (21) with
κi =
∑
e∈Ei
κei . (25)
Proof. We have f ei = κ
e
i (u
e
i,max−uei ) or f ei = κei (uei,min−uei ) by (24). Hence,
fi(u) deﬁned by (23) satisﬁes (20) with κi given by (25). 
Below we show that the LED property holds (under time step restrictions)
for fi(u) assembled from element contributions of the form f
e = ρe+σe, where
ρe = C˜eue, σe = S˜e(uˆe − ue), (26)
and the element matrices C˜e ∈ RN×N and S˜e ∈ RN×N satisfy
N∑
j=1
c˜eij = 0, c˜
e
ij ≥ 0 ∀j ∈ {1, . . . , N}\{i}, (27)
s˜eij = δijs
e
i , s
e
i ≥ 0. (28)
Indeed, individual components f ei of the element vector f
e can be written as
f ei =
N∑
j=1
j =i
c˜eij(u
e
j − uei ) + sei (uˆei − uei ) = κei (uk − uei ),
where κei ≥ 0 is bounded and uk ∈ {ui,min, ui,max} is a local extremum.
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Let mei =
∑N
j=1m
e
ij > 0 be the i-th diagonal entry of the lumped element
mass matrixM eL = {δijmei}Ni,j=1. Introducing u˜ei = uei+Δtmei f
e
i and following the
proof of Theorem 1, we ﬁnd that ui,min ≤ u˜ei ≤ ui,max for Δtκei ≤ mei . In the
DG version, u˜i = u˜
e
i is the ﬁnal result since the set Ei = {e} contains exactly
one element number and node i receives just the element contribution f ei . In
the CG version, node i may belong to multiple elements and the uniquely
deﬁned Bernstein coeﬃcient u˜i satisﬁes (cf. [16, 34])
miu˜i =
∑
e∈Ei
mei u˜i =
∑
e∈Ei
(meiu
e
i +Δtf
e
i ) =
∑
e∈Ei
mei u˜
e
i .
Hence, u˜i is a convex combination of the one-sided approximations u˜
e
i which
possesses the LED property under the same time step restrictions.
Theorem 3 (LED corrections of element contributions). Consider
f e = ρe + σe + ηe, (29)
where ρe and σe satisfy the conditions of Theorem 2. Then the LED property
is preserved under the time step restriction of Theorem 2 if
mei
Δt
(ui,min − u˜ei ) ≤ ηei ≤
mei
Δt
(ui,max − u˜ei ), (30)
where u˜ei is the bound-preserving one-sided approximation deﬁned by
M eLu˜
e = M eLu
e +Δt(ρe + σe).
Proof. The corrected values u¯i of the Bernstein coeﬃcients are deﬁned by∑
e∈Ei
mei u¯i =
∑
e∈Ei
(meiu
e
i +Δtf
e
i ) =
∑
e∈Ei
(mei u˜
e
i +Δtη
e
i ) =
∑
e∈Ei
mei u¯
e
i ,
where u¯ei = u˜
e
i +
Δt
mei
ηei stay in the range [ui,min, ui,max] if condition (30) holds.

Theorem 3 provides a convenient tool for the design of ﬂux-corrected
transport (FCT) algorithms [8, 25, 31, 34]. Following the FCT approach, we
will (i) modify the element contributions of the high-order Galerkin method
so as to satisfy the conditions of Theorem 2 and (ii) correct the resulting
low-order scheme by adding ηe limited as required by Theorem 3.
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4. Linear low-order schemes
Replacing the consistent mass matrix MC by its lumped counterpart ML,
we transform (9) into a system of ODEs of the form (16). Since the Galerkin
element contributions f e,H = Ceue + Se(uˆe − ue) are not of LED type, the
element vectors ρe,H = Ceue and σe,H = Se(uˆe − ue) need to be replaced by
their LED counterparts ρe,L and σe,L. The superscript L indicates that the
resulting approximations will be of low order in accordance with the Godunov
theorem [22]. The modiﬁed scheme will remain conservative if
N∑
i=1
ρe,Hi =
N∑
i=1
ρe,Li ,
N∑
i=1
σe,Hi =
N∑
i=1
σe,Li . (31)
In the 1D case, the element matrix S˜e := Se satisﬁes (28). Hence, the
boundary terms σe,Li = σ
e,H
i do not endanger the LED property. To enforce
it in 2D or 3D, the diagonal matrix S˜e = {δijsei}Ni,j=1 with
sei =
N∑
j=1
seij = −
∑
F∈Fe
∫
F
ϕei min{0,v · ne}ds (32)
can readily be constructed using “mass lumping” for boundary terms. The
corresponding low-order element contributions are given by
σe,Li = s
e
i (uˆ
e
i − uei ). (33)
The conservation property
∑N
i=1 σ
e,H
i =
∑N
i=1 s
e
i (uˆ
e
i −uei ) =
∑N
i=1 σ
e,L
i follows
from the fact that
∑N
i=1 ϕ
e
i ≡ 1 and seij = seji for i, j = 1, . . . , N .
The element matrix C˜e of a low-order LED scheme can be deﬁned by
adding a discrete diﬀusion operator De = {deij}Ni,j=1 to Ce. The discrete
conservation property is preserved if De has zero column sums. The LED
condition (27) holds if C˜e = Ce +De has zero row sums and c˜eij ≥ 0 for all
j = i. For low-order ﬁnite elements (linear or multilinear, p = 1), the least
diﬀusive LED approximation of this kind is deﬁned by [12, 29, 31]
deij =
⎧⎪⎪⎨
⎪⎪⎩
max{−ceij, 0,−ceji} if j = i,
−
N∑
k=1
k =i
deik if j = i.
(34)
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As shown in [12, 33] for continuous ﬁnite elements, its provable order of
accuracy is 1
2
on general meshes. This approach to the deﬁnition of
ρe,L = C˜eue, C˜e = Ce +De (35)
is known as discrete upwinding [29]. It is readily applicable to Bernstein
elements of any degree but low-order solutions obtained using formula (34)
become less accurate as the degree p of Bernstein polynomials is increased
while keeping the total number of DOFs ﬁxed. As shown in [34], this side ef-
fect can be avoided (for constant velocity ﬁelds) or signiﬁcantly alleviated (for
general velocity ﬁelds) by using C˜e = P eCe + D˜e, where P e = M eL(M
e
C)
−1 is
the local mass lumping operator and D˜e is the artiﬁcial operator constructed
using discrete upwinding for P eCe. This “preconditioned” version yields
ρe,L = ρe,H + (M eL −M eC)(M eC)−1Ceue + D˜eue (36)
and is conservative since components of matrix-vector products involving dis-
crete diﬀusion operators (i.e., symmetric matrices with zero row and column
sums, as deﬁned in [29, 31, 33]) like M eL −M eC and D˜e sum to zero.
In contrast to the Galerkin residuals ρe,H , the element contributions ρe,L
of discrete upwinding schemes cannot be calculated in a matrix-free manner.
Indeed, the element matrix Ce is required for calculation of the artiﬁcial dif-
fusion coeﬃcients deij using formula (34), whereasM
e
C is additionally required
to compute ρe,L deﬁned by (36).
The need to calculate an optimal diﬀusion coeﬃcient deij for each pair of
local DOFs can be avoided by using
deij =
{
de if j = i,
−(N − 1)de if j = i, (37)
where de is an element-based diﬀusion coeﬃcient such that c˜eij = c
e
ij + d
e ≥ 0
for all j = i. Discrete diﬀusion operators of this kind were employed, e.g., in
[25]. The corresponding low-order element contributions can be written as
ρe,L = ρe,H + deN(u¯e − ue), (38)
where u¯e = 1
N
∑N
j=1 u
e
j is the arithmetic mean of the local DOFs. Obviously,
this modiﬁcation of ρe,H is well suited for a matrix-free implementation.
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Using the Cauchy-Schwarz inequality to estimate the magnitude of ceij,
we ﬁnd that the LED property of c˜eij can be enforced using
de = max
1≤i≤N
‖ϕei‖L2(Ke) max
1≤j≤N
‖v · ∇ϕej‖L2(Ke). (39)
In the literature on residual distribution (RD) methods, the matrix-free low-
order method deﬁned by (38) is known as the Rusanov scheme [5, 7]. It is
simple and eﬃcient but its accuracy deteriorates rapidly as the polynomial
degree p increases. Indeed, using the same artiﬁcial diﬀusion de for all oﬀ-
diagonal entries (even those with very small magnitudes) produces signiﬁcant
amounts of numerical diﬀusion as the size of the element matrix increases
and estimates of |ceij| become very pessimistic. For that reason, the Rusanov
scheme is not to be recommended as such. However, it can be used to
deﬁne the weights for more accurate nonlinear RD schemes as we demonstrate
below.
5. Nonlinear low-order schemes
The linear LED schemes presented so far are either matrix-based or too
inaccurate (especially for high-order Bernstein FEM). Using the framework
of residual distribution methods [1, 18], we will derive nonlinear matrix-free
LED schemes which exhibit p-independent convergence behavior. In this pa-
per, we call a LED ﬁnite element approximation an RD scheme if it replaces
the Galerkin element contributions ρe,Hi with element contributions ρ
e,L
i hav-
ing the same total ﬂuctuation ρe∗ =
∑N
i=1 ρ
e,H
i =
∑N
i=1 ρ
e,L
i . Adopting this
design principle, we generalize and simplify the nonlinear positive streamwise
invariant (PSI) correction [1, 13, 36] of the Rusanov scheme. To achieve the
desired p-invariant convergence behavior, we localize the process of residual
distribution to subcells in the next section. High-order extensions of the
resulting schemes are presented in Section 7.
In our new approach to residual distribution, we decompose ρe∗ into
ρe∗,+ =
N∑
i=1
max{0, ρe,Hi }, ρe∗,− =
N∑
i=1
min{0, ρe,Hi } (40)
and require preservation of ρe∗,±. This is generally a more stringent require-
ment than preservation of ρe∗. For linear elements and constant velocity ﬁelds,
we have ρe,Hi =
ρe∗
N
. Therefore, either ρe∗,+ = 0 or ρ
e
∗,− = 0 in this case.
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Let Φei,± be generic distribution weights (to be deﬁned later) satisfying
κ˜ei (u
e
min − uei ) ≤ Φei,− ≤ 0 ≤ Φei,+ ≤ κ˜ei (uemax − uei ) (41)
for some bounded κ˜ei ≥ 0. We additionally require that
N∑
j=1
Φej,± = 0 ⇒ ρe∗,± = 0. (42)
Given a set of weights Φei,± satisfying these conditions, we use them to
redistribute the ﬂuctuations ρe∗,± among the nodes of K
e. Speciﬁcally, the
LED element contributions of our element-based low-order RD scheme are
deﬁned by
ρe,Li =
ρe∗,+Φ
e
i,+∑N
j=1Φ
e
j,+ + 
+
ρe∗,−Φ
e
i,−∑N
j=1Φ
e
j,− − 
, (43)
where  > 0 is a small constant that we use to prevent division by zero.
Remark 1. To avoid introducing the parameter , the compact representa-
tion (43) of ρe,Li can be replaced with the more formal deﬁnition
ρe,Li =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ρe∗,+Φ
e
i,+
∑N
j=1 Φ
e
j,+
if
∑N
j=1Φ
e
j,+ > 0 ∧
∑N
j=1Φ
e
j,− = 0,
ρe∗,+Φ
e
i,+
∑N
j=1 Φ
e
j,+
+
ρe∗,−Φ
e
i,−
∑N
j=1 Φ
e
j,−
if
∑N
j=1Φ
e
j,+ > 0 ∧
∑N
j=1Φ
e
j,− < 0,
ρe∗,−Φ
e
i,−
∑N
j=1 Φ
e
j,−
if
∑N
j=1Φ
e
j,+ = 0 ∧
∑N
j=1Φ
e
j,− < 0,
0 if
∑N
j=1Φ
e
j,+ = 0 =
∑N
j=1Φ
e
j,−.
Mathematically speaking, the latter deﬁnition is equivalent to (43) in
the limit  ↘ 0. In practice, implementations based on the if-version are
preferable because the use of regularization constants in the denominators
leads to a lack of exact mass conservation. We adopt the  notation in this
paper just to avoid indeterminancies of the form 0
0
without distinguishing
between the cases of vanishing and nonvanishing denominators.
The element contributions ρe,Li of the generic RD scheme deﬁned by (43)
satisfy the localized LED criterion (Theorem 2) if the coeﬃcients
κe+ =
ρe∗,+∑N
j=1Φ
e
j,+ + 
≥ 0, κe− =
ρe∗,−∑N
j=1Φ
e
j,− − 
≥ 0 (44)
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of the equivalent representation ρe,Li = κ
e
+Φ
e
i,+ + κ
e
−Φ
e
i,− stay bounded for
 ↘ 0. That is why the weights Φei,± should be chosen to satisfy (41).
Interestingly enough, the RD schemes of Abgrall et al. [5, 7] can be writ-
ten in the form (43) with ﬂuctuations ρe∗,+ = max{0, ρe∗}, ρe∗,− = min{0, ρe∗}
and weights Φei,+ = max{0, ρ˜e,Li }, Φei,− = min{0, ρ˜e,Li }, where ρ˜e,Li are the
LED element contributions of the linear Rusanov scheme. The replacement
of ρ˜e,Li with the element contributions ρ
e,L
i deﬁned by (43) corresponds to the
PSI correction, a detailed analysis of which can be found in [13].
Remark 2. The PSI-corrected Rusanov scheme can be readily extended to
general conservation laws and has proved its worth in applications to gas
dynamics. We remark, however, that its original implementation in the con-
text of SSP Runge-Kutta methods does not express the ﬁnal solution as a
convex combination of bound-preserving forward Euler updates. Instead, the
nonlinear PSI correction is applied to time-discretized residuals that depend
on more than one intermediate solution (see [5] for a detailed description of
the second-order method). The resulting nonlinear schemes are essentially
nonoscillatory and more accurate than SSP implementations in which resid-
ual distribution is performed for element contributions to the right-hand side
of system (16) before invoking the Runge-Kutta time integrator. We favor
the latter approach because it guarantees the LED property, whereas high
accuracy can be achieved using FCT algorithms (see Section 7).
To avoid the need for calculating the Rusanov element contributions ρ˜e,Li
and estimating the magnitude of ceij to obtain a lower bound for the artiﬁcial
diﬀusion coeﬃcient de, we adopt the simplest choice
Φei,+ := u
e
max − uei , Φei,− := uemin − uei (45)
which yields
ρe,Li = κ
e
+(u
e
max − uei ) + κe−(uemin − uei ), (46)
κe+ =
ρe∗,+∑N
j=1(u
e
max − uej) + 
≥ 0, κe− =
ρe∗,−∑N
j=1(u
e
min − uej)− 
≥ 0. (47)
The so-deﬁned nonlinear RD scheme can be interpreted as a simpliﬁcation of
the one based on the Rusanov residuals. It provides the discrete conservation
property since
∑N
i=1 ρ
e,H
i = ρ
e
∗ =
∑N
i=1 ρ
e,L
i by construction.
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In the next theorem, we prove that κe± are bounded. Let the boundary
terms σe,Li be deﬁned by (33). Recalling deﬁnition (19) of the nodal bounds
in terms of uemax and u
e
min, and using Theorem 2 with
κei =
⎧⎪⎨
⎪⎩
κe+ + s
e
i if ρ
e,L
i > 0,
κe− + s
e
i if ρ
e,L
i < 0,
sei if ρ
e,L
i = 0,
(48)
we ﬁnd that the nonlinear low-order RD scheme with f ei = ρ
e,L
i +σ
e,L
i is LED
for time steps satisfying (21) with κi =
∑
e∈Ei κ
e
i . The computable sharp
CFL upper bound for Δt corresponds to κi deﬁned by (22).
Theorem 4. The LED distribution coeﬃcients κe± deﬁned by (47) are bounded
by a constant κ = κ(e,N) > 0.
Proof. Since the Bernstein basis functions ϕei form a partition of unity,
their gradients satisfy ∇ϕei = −
∑
j =i∇ϕej . Using this property, we ﬁnd that
ρe∗,+ =
N∑
i=1
max
⎧⎪⎨
⎪⎩0,
N∑
j=1
j =i
(uei − uej)
∫
Ke
ϕeiv · ∇ϕejdx
⎫⎪⎬
⎪⎭ ≤ κ
N∑
i=1
N∑
j=1
j =i
|uei − uej |,
where
κ = κ(e) := max
1≤i,j≤N
i =j
∣∣∣∣
∫
Ke
ϕeiv · ∇ϕejdx
∣∣∣∣ .
Without loss of generality, we assume that ue1 ≤ . . . ≤ ueN . Using this local
numbering convention, we obtain the estimate
N∑
i=1
N∑
j=1
j =i
|uei − uej | =
N∑
i=1
(
i−1∑
j=1
(uei − uej) +
N∑
j=i+1
(uej − uei )
)
≤
N∑
i=1
(
i−1∑
j=1
(uemax − uej) +
N∑
j=i+1
(uemax − uei )
)
(
N∑
i=1
i−1∑
j=1
uej =
N∑
i=1
(N − i)uei
)
=
N∑
i=1
((N − 1)uemax − (N − i)uei − (N − i)uei )
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(
N∑
i=1
(N − 1) = 2
N∑
i=1
(N − i)
)
=
N∑
i=1
(2(N − i)(uemax − uei ))
≤ 2(N − 1)
N∑
i=1
(uemax − uei ),
which implies
ρe∗,+ ≤ 2κ(N − 1)
N∑
i=1
(uemax − uei ).
A similar argument for the negative ﬂuctuation yields
ρe∗,− ≥ 2κ(N − 1)
N∑
i=1
(uemin − uei ),
which proves the theorem. 
Remark 3. The PSI-corrected Rusanov scheme [5, 7] can be analyzed simi-
larly. The corresponding element contributions ρe,Li are deﬁned by (43) with
Φei,+ = max{0, ρ˜e,Li } and Φei,− = min{0, ρ˜e,Li }. The LED property of the Ru-
sanov weights ρ˜e,Li implies the existence of bounded coeﬃcients κ˜
e
i,± ≥ 0 such
that Φei,+ = κ˜
e
i,+(u
e
max − uei ) and Φei,− = κ˜ei,−(uemin − uei ). Our deﬁnition (45)
of the weights Φei,± bypasses the computation of ρ˜
e,L
i by using κ˜
e
i,± := 1.
6. Subcell residual distribution
Following the recent trend toward the use of subcell approximations in
bound-preserving schemes derived from high-order ﬁnite element discretiza-
tions of conservation laws [7, 21, 34, 37], we localize the RD procedure of
Section 5 in a way which leads to optimal nonlinear LED schemes with com-
pact stencils. Instead of distributing the ﬂuctuations ρe∗,± among the nodes
of element Ke directly, we send them to subcells Ke,m, m = 1, . . . ,M and
perform residual distribution at the subcell level.
The natural subcell decomposition of a high-order Bernstein element is
deﬁned by its Be´zier net [24], i.e., by a submesh whose vertices are located
at the nodal points xei , i = 1, . . . , N . The numbers of subcells containing
xei are stored in the integer set Sei . The subset of {1, . . . , N} containing the
element-level numbers of all nodes belonging to a subcell Ke,m is denoted by
N e,m. An example illustrating the subcell notation is shown in Fig. 1.
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Fig. 1: Bernstein ﬁnite element approximation of polynomial degree p = 3 on a two-
dimensional element Ke. The nodal points xei , i = 1, . . . , N = (p+ 1)
2 = 16 and subcells
Ke,m, m = 1, . . . ,M = p2 = 9 are numbered in lexicographical order but any other
numbering may be used instead. Boundary and interior edges of the Be´zier net are shown
as black and blue line segments, respectively. Boundary and interior nodes are shown
as white and black bullets, respectively. The host subcell sets of the two nodes marked
by black crosses are Se6 = {1, 2, 4, 5} and Se9 = {4, 7}. Element-level numbers of nodes
belonging to the shaded subcell Ke,5 are stored in the set N e,5 = {6, 7, 10, 11}.
The process of localized residual distribution begins with the deﬁnition
of subcell ﬂuctuations ρe,m∗,± such that ρ
e
∗,± =
∑M
m=1 ρ
e,m
∗,± . The share of each
cell is proportional to the ﬂuctuation ρ˜e,m∗,± corresponding to the (multi-)linear
interpolant u˜e,mh of the Bernstein coeﬃcients u
e
j , j ∈ N e,m. Introducing
ρ˜e,m∗,+ = max
{
0,−
∫
Ke,m
v · ∇u˜e,mh dx
}
, ρ˜e∗,+ =
M∑
m=1
ρ˜e,m∗,+ ,
ρ˜e,m∗,− = min
{
0,−
∫
Ke,m
v · ∇u˜e,mh dx
}
, ρ˜e∗,− =
M∑
m=1
ρ˜e,m∗,− ,
we decompose the ﬂuctuations ρe∗,± into subcell contributions as follows:
ρe,m∗,± = γ
e
±ρ˜
e,m
∗,± , γ
e
± =
ρe∗,±
ρ˜e∗,± ± 
. (49)
This distribution procedure uses the Be´zier net ﬂuctuations ρ˜e,m∗,± as noncon-
servative targets which are multiplied by γe± to enforce conservation.
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Next, the subcell shares ρe,m∗,± are distributed among the nodes of K
e,m as
in Section 5 using localized LED-type weights Φe,mi,± to deﬁne
ωe,mi,+ =
⎧⎨
⎩
Φe,mi,+
Φe,m+ + 
if i ∈ N e,m,
0 otherwise,
Φe,m+ =
∑
j∈N e,m
Φe,mj,+ , (50)
ωe,mi,− =
⎧⎨
⎩
Φe,mi,−
Φe,m− − 
if i ∈ N e,m,
0 otherwise,
Φe,m− =
∑
j∈N e,m
Φe,mj,− (51)
and
ρe,m,Li = ρ
e,m
∗,+ω
e,m
i,+ + ρ
e,m
∗,−ω
e,m
i,− , i = 1, . . . , N. (52)
For example, a subcell version of the PSI-corrected Rusanov scheme (as de-
ﬁned in Section 5) can be constructed using the Be´zier net weights
Φe,mi,+ = max
{
0,−
∫
Ke,m
ϕ˜eiv · ∇u˜e,mh dx+ de,m|N e,m|(u¯e,m − uei )
}
, (53)
Φe,mi,− = min
{
0,−
∫
Ke,m
ϕ˜eiv · ∇u˜e,mh dx+ de,m|N e,m|(u¯e,m − uei )
}
, (54)
where ϕ˜ei , i ∈ N e,m is the Lagrange basis function of the p = 1 subcell approx-
imation, |N e,m| is the number of DOFs per subcell, u¯e,m = 1|N e,m|
∑
j∈N e,m u
e
j
is the subcell average of the Bernstein coeﬃcients, and
de,m ≥
∣∣∣∣
∫
Ke,m
ϕ˜eiv · ∇ϕ˜ejdx
∣∣∣∣ ∀i, j ∈ N e,m
is the artiﬁcial diﬀusion coeﬃcient of the subcell contribution. Although the
estimation of de,m is as cheap and easy as that of de in the case p = 1, it
is hardly worth the eﬀort. For reasons explained in Section 5, we prefer to
bypass the computation of de,m and replace (53),(54) with
Φe,mi,+ = u
e,m
max − uei , ue,mmax = max
j∈N e,m
uej , (55)
Φe,mi,− = u
e,m
min − uei , ue,mmin = min
j∈N e,m
uej . (56)
Summing over m ∈ Sei , we obtain the element contributions
ρe,Li =
∑
m∈Sei
ρe,m,Li = γ
e
+ρ˜
e,L
i,+ + γ
e
−ρ˜
e,L
i,−, i = 1, . . . , N, (57)
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where
ρ˜e,Li,+ =
M∑
m=1
ρ˜e,m∗,+ω
e,m
i,+ =
∑
m∈Sei
ρ˜e,m∗,+(u
e,m
max − uei )∑
j∈N e,m(u
e,m
max − uej) + 
, (58)
ρ˜e,Li,− =
M∑
m=1
ρ˜e,m∗,−ω
e,m
i,− =
∑
m∈Sei
ρ˜e,m∗,−(u
e,m
min − uei )∑
j∈N e,m(u
e,m
min − uej)− 
. (59)
The LED property of ρ˜e,Li,± can be shown following the proof of Theorem 4. The
element contributions deﬁned by (57) inherit it provided that the coeﬃcients
γe± are bounded. In the limit  ↘ 0, which is tacitly implied in all formulas
involving , the conservation property follows from the fact that
N∑
i=1
ρ˜e,Li,± =
N∑
i=1
M∑
m=1
ρ˜e,m∗,±ω
e,m
i,+ =
M∑
m=1
ρ˜e,m∗,±
N∑
i=1
ωe,mi,+ = ρ˜
e
∗,±, (60)
which implies
N∑
i=1
ρe,Li =
N∑
i=1
(
γe+ρ˜
e,L
i,+ + γ
e
−ρ˜
e,L
i,−
)
= ρe∗,+ + ρ
e
∗,− = ρ
e
∗.
The subcell RD scheme deﬁned by (57)–(59) is far more accurate than the
element-stencil version presented in Section 5. However, it has the theoretical
disadvantage that the LED property cannot be guaranteed under realistic
time step restrictions if the coeﬃcients γe± become unbounded or very large.
While violations of local bounds are very unlikely to occur in practice, we
propose a way to perform the necessary correction if this turns out to be the
case. The idea is to impose an upper bound γ  1 on γe± and redistribute the
remainders (γe±−min{γ, γe±})ρ˜e∗,± among the nodes of Ke using the element-
stencil weights (45) to ensure boundedness. The so-deﬁned failsafe version
of the subcell RD scheme replaces (57) with
ρe,Li = min{γ, γe+}ρ˜e,Li,+ +
(γe+ −min{γ, γe+})ρ˜e∗,+∑N
j=1(u
e
max − uej) + 
(uemax − uei )
+ min{γ, γe−}ρ˜e,Li,− +
(γe− −min{γ, γe−})ρ˜e∗,−∑N
j=1(u
e
min − uej)− 
(uemin − uei ). (61)
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If the coeﬃcients γe± become larger than γ, the unacceptable ﬂuctuation
is distributed using the element-stencil formula which guarantees the LED
property by Theorem 4. Since the high-order Bernstein polynomial ueh is at
least as smooth as its piecewise-multilinear Be´zier net approximation u˜eh [24],
situations in which the magnitude of ρe∗,± is much greater than that of ρ˜
e
∗,±
are rare. Following the design philosophy of a posteriori limiting [19, 21],
modiﬁcation (61) may be used to recalculate the solution in the unlikely case
in which deﬁnition (57) does produce an undershoot or overshoot.
Remark 4. Representations (57) and (61) of the subcell RD schemes are
convenient for theoretical analysis purposes. In practice, element contribu-
tions to each node should be assembled from subcell contributions in the
same way in which global vectors are assembled from element vectors in
CG methods. In the case γe± > γ, the numerically stable representation
ρe∗,± − min{γρ˜e∗,±, ρe∗,±} of (γe± − min{γ, γe±})ρ˜e∗,± or the if-deﬁnition of the
implied limit  ↘ 0 must be employed in (61) to avoid potentially signiﬁcant
conservation errors due to the presence of  > 0 in the denominators of γe±.
In addition to the LED structure of ρ˜e,Li,± and preservation of ρ
e
∗,±, the
failsafe subcell RD scheme (61) guarantees the LED property of ρe,Li,±.
Theorem 5. There exists a constant κ = κ(e,N, γ, d) > 0 such that the RD
scheme deﬁned by (61) is LED with bounded coeﬃcients κˆei,± ≤ κ.
Proof. Adapting the proof of Theorem 4 to subcells, it is easy to verify that
ρ˜e,Li,+ =
∑
m∈Sei
ρ˜e,m∗,+(u
e,m
max − uei )∑
j∈N e,m(u
e,m
max − uej) + 
≤ κi
∑
m∈Sei
(ue,mmax − uei ) ≤ κi|Sei |(uemax − uei ),
where |Sei | is the number of subcells containing the point xei . Similarly, we
have ρ˜e,Li,− ≥ κi|Sei |(uemin − uei ) for some bounded κi = κi(e) > 0.
Invoking the deﬁnition of γe±, we consider the cases γ
e
± ≤ γ and γ < γe±
separately. In both cases, there exist scaling factors βe± ∈ [0, 1] such that
(γe± −min{γ, γe±})ρ˜e∗,± = βe±ρe∗,±.
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Applying Theorem 4 with constant κ to element contributions, we obtain
min{γ, γe+}ρ˜e,Li,+ +
(γe+ −min{γ, γe+})ρ˜e∗,+∑N
j=1(u
e
max − uej) + 
(uemax − uei )
≤
(
γκi|Sei |+
βe+ρ
e
∗,+∑N
j=1(u
e
max − uej) + 
)
(uemax − uei )
≤ (γκi|Sei |+ κ)(uemax − uei ),
because βe± ≤ 1. A similar estimate for the negative part yields
min{γ, γe−}ρ˜e,Li,− +
(γe− −min{γ, γe−})ρ˜e∗,−∑N
j=1(u
e
min − uej)− 
(uemin − uei )
≥ (γκi|Sei |+ κ)(uemin − uei ).
This proves the existence of constants 0 ≤ κˆei,± ≤ (γκi|Sei |+ κ) such that
ρe,Li = κˆ
e
i,+(u
e
max − uei ) + κˆei,−(uemin − uei ). 
For γ ≥ max{γei,+, γei,−}, the γ-controlled subcell RD scheme (61) reduces
to the basic version (57). In this case, the LED property of ρe,Li can be shown
with respect to the tightened subcell-stencil bounds u˜i,min = minm∈Si u
e,m
min
and u˜i,max = maxm∈Si u
e,m
max. All numerical results to be presented in this
work were obtained with γ = 10 because this value was found to satisfy the
LED criterion for approximately the same CFL numbers as linear low-order
schemes. The choice γ = 1 produces more diﬀusive results because a smaller
fraction of the total ﬂuctuation can be distributed using the localized subcell
weights. The use of γ = 100 leads to violations of the CFL condition (21)
if the same time step is employed. To compensate the tenfold increase in
the value of γ and rule out formation of spurious oscillations, the time step
should be reﬁned by a factor of 10 in accordance with the proof of Theorem 5
in which linear dependence of the constant κ on γ was shown. The sharp
upper bound for time steps satisfying (21) can be calculated using κi deﬁned
by (22). If it turns out to be impractically small for some nodes, a smaller
value of γ may be employed in elements containing these nodes.
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7. High-order FCT-based schemes
For any p ∈ N, the accuracy of the nonlinear subcell RD scheme presented
in Section 6 is similar to that of the matrix-based discrete upwinding method
[12, 29] for a (multi-)linear ﬁnite element approximation on the submesh
with the same nodal points. To achieve optimal convergence behavior for
high-order Bernstein ﬁnite element discretizations, we invoke Theorem 3 and
perform bound-preserving antidiﬀusive corrections using the element-based
FCT algorithms developed for DG and CG methods in [8, 34].
The linear systems of the high- and low-order schemes read
Nh∑
j=1
miju
H
j =
Nh∑
j=1
mijuj +Δt
∑
e∈Ei
(ρe,Hi + σ
e,H
i ), i = 1, . . . , Nh, (62)
miu
L
i = miui +Δt
∑
e∈Ei
(ρe,Li + σ
e,L
i ), i = 1, . . . , Nh. (63)
Introducing the high-order Galerkin approximations
u˙Hi =
uHi − ui
Δt
≈ dui
dt
to the time derivatives of global DOFs, system (62) can be written as
miu
H
i = miui +
Nh∑
j=1
(miδij −mij)(uHj − uj) + Δt
∑
e∈Ei
(ρe,Hi + σ
e,H
i )
= miui +Δt
Nh∑
j=1
(miδij −mij)u˙Hj +Δt
∑
e∈Ei
(ρe,Hi + σ
e,H
i )
= miu
L
i −Δt
∑
e∈Ei
(ρe,Li + σ
e,L
i ) + Δt
∑
e∈Ei
N∑
j=1
(meiδij −meij)u˙e,Hj
+Δt
∑
e∈Ei
(ρe,Hi + σ
e,H
i ) = miu
L
i +Δt
∑
e∈Ei
ηe,Hi , (64)
where
ηe,Hi = (ρ
e,H
i + σ
e,H
i )− (ρe,Li + σe,Li ) +
N∑
j=1
(meiδij −meij)u˙e,Hj (65)
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are raw antidiﬀusive element contributions. Note that
∑N
j=1 η
e,H
j = 0 in view
of the requirement (31) and the fact that mei =
∑N
j=1m
e
ij by deﬁnition.
As shown in the proof of Theorem 3, it is suﬃcient to impose local bounds
on the one-sided approximations u¯ei to the Bernstein coeﬃcients. In the CG
version, the bound-preserving ﬁnal value is the convex average
u¯i =
1
mi
∑
e∈Ei
mei u¯
e
i , i = 1, . . . , Nh. (66)
The high- and low-order DG approximations to u¯ei are given by
meiu
e,H
i = m
e
iu
e,L
i +Δtη
e,H
i , (67)
meiu
e,L
i = m
e
iu
e
i +Δt(ρ
e,L
i + σ
e,L
i ). (68)
In the CG version, the low-order approximation ue,Li deﬁned by (68) may
be replaced with the solution uLi =
1
mi
∑
e∈Ei m
e
iu
e,L
i of (63). Both versions
produce the solution uHi =
1
mi
∑
e∈Ei m
e
iu
e,H
i of (64) after global assembly.
Note that ηe,Hi can be calculated in a matrix-free manner but computation
of the nodal time derivatives that appear in (65) requires solution of linear
systems with the mass matrix MC . In the DG version, this matrix is block-
diagonal and, therefore, u˙e,H can be obtained by solving the local problem
M eC u˙
e,H = ρe,H + σe,H . (69)
An algorithm for fast inversion of the simplicial Bernstein mass matrix in
DG methods can be found in [26]. Another way to calculate u˙e,H eﬃciently
in CG and DG methods is based on the truncated series approximation [25]
M−1C ≈ M−1L
m∑
k=0
(I −MCM−1L )k, m ≥ 0. (70)
For practical purposes, it is suﬃcient to use m = 1, which yields
u˙H =
[
I +M−1L (ML −MC)
]
M−1L
(
ρH + σH
)
. (71)
This deﬁnition makes it possible to calculate u˙H in a matrix-free manner. Re-
lated approaches to avoiding inversion of consistent mass matrices in explicit
Runge-Kutta time integrators for CG schemes can be found in [3].
To satisfy the LED condition (30) for u˜ei = u
e,L
i , we constrain the antid-
iﬀusive element contributions as follows [8, 34]:
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1. Replace ηe,Hi by the bound-preserving nonconservative approximation
η¯e,Hi =
mei
Δt
(
u¯e,Hi − ue,Li
)
, (72)
u¯e,Hi = min
{
ui,max,max
{
ue,Hi , ui,min
}}
. (73)
2. Perform additional limiting to enforce the conservation property
ηei =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
− η¯
e
∗,−
η¯e∗,+
η¯e,Hi if η¯
e,H
i > 0 ∧ η¯e∗,+ + η¯e∗,− > 0,
− η¯
e
∗,+
η¯e∗,−
η¯e,Hi if η¯
e,H
i < 0 ∧ η¯e∗,+ + η¯e∗,− < 0,
η¯e,Hi otherwise,
(74)
η¯e∗,+ =
N∑
j=1
max
{
0, η¯e,Hj
}
, η¯e∗,− =
N∑
j=1
min
{
0, η¯e,Hj
}
. (75)
This two-step correction procedure can be interpreted as pointwise limiting
of ηe,Hi followed by residual distribution with weights deﬁned in terms of η¯
e,H
j .
Replacing ηe,Hi by the limited antidiﬀusive element contributions η
e
i , the
constrained DOFs can be calculated using the formula
mei u¯
e
i = m
e
iu
e,L
i +Δtη
e
i (76)
in the DG version (in which u¯i = u¯
e
i is the ﬁnal result) and
miu¯i = miu
L
i +Δt
∑
e∈Ei
ηei (77)
in the CG version (in which u¯i is a convex average of u¯
e
i ). For a detailed
description of such FCT algorithms, we refer the reader to [8, 34].
8. Numerical examples
In this section, we illustrate the accuracy of the presented schemes by
1D, 2D, and 3D numerical examples for ﬁnite element approximations with
Bernstein polynomials of degree p ∈ N. A matter of particular interest is
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the ability or inability of a given method to deliver p-independent rates of
convergence with respect to the total number of DOFs (#DOFs). Therefore,
many examples depict results obtained with diﬀerent values of p for mesh
sizes h(p) corresponding to the same constant number of unknowns.
Let NCGh and N
DG
h denote #DOFs for the CG and DG version, respec-
tively. In one dimension, there are p+1 nodes per element and Eh−1 shared
DOFs in the CG case. It follows that NCGh = pEh+1 and N
DG
h = (p+1)Eh in
1D. In the multi-dimensional case, the values of NCGh and N
DG
h for diﬀerent
combinations of h and p on Cartesian meshes with the same resolution in
each dimension can be determined similarly. For example, NCGh = 121
2 =
(1 · 120 + 1)2 = (2 · 60 + 1)2 = (3 · 40 + 1)2 may correspond to bilinear,
biquadratic, or bicubic CG approximations (p = 1, 2, or 3) on grids with
sizes h = 1
120
, 1
60
, or 1
40
, respectively. In the DG case, the same values of NDGh
are obtained for (p, h) and (2p + 1, 2h). That is, a fair comparison of the
DG results for p and 2p + 1 requires the use of meshes that diﬀer by one
reﬁnement level. This criterion makes it possible to keep NDGh ﬁxed, e.g., for
p = 1, 3, 7, . . . or p = 2, 5, 11, . . . by using mesh sizes h, 2h, 4h, . . ..
The following deﬁnitions of ρe,Li are compared and evaluated in this study:
DU(p) discrete upwinding deﬁned by (34), (35);
PDU(p) preconditioned discrete upwinding (36);
RU(p) linear Rusanov scheme deﬁned by (37)-(39);
PRUp) PSI-corrected Rusanov scheme (cf. [1, 5, 36]);
RUS(p) subcell Rusanov scheme deﬁned by (50)–(54);
RD(p) nonlinear RD scheme (43) with weights (45);
RDS(p) subcell RD scheme (61) with weights (55).
The lumped-mass deﬁnition (33) of the boundary terms σe,Li is adopted in
2D and 3D implementations of all low-order schemes. In the 1D case, the
element matrices Se and S˜e coincide and, therefore, the Galerkin element
contributions σe,Hi = σ
e,L
i do not require any modiﬁcations.
The suﬃx FCT is appended to the above abbreviations if limited antid-
iﬀusive corrections of ρe,L + σe,L are performed. All FCT schemes are based
on the splitting (67),(68) and use algorithm (72)–(75) to calculate ηei .
In some 1D examples, we compare the CG and DG results for diﬀerent
methods. The corresponding ﬁnite element approximations of degree p are
denoted by CG(p) and DG(p), respectively. Numerical studies of multidi-
mensional problems are restricted to the DG version and conducted using
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the open-source C++ ﬁnite element library MFEM [35].
In all examples, we integrate in time using the optimal explicit SSP
Runge-Kutta methods of second order (in 1D) or third order (in 2D and
3D). The time step Δt is chosen to be suﬃciently small for the temporal
discretization error to be negligible and the CFL condition to be fulﬁlled.
8.1. Advection of smooth and discontinuous data in 1D
For a preliminary evaluation of diﬀerent schemes, we solve the one-dimen-
sional version of equation (1) with constant velocity v = 1 in Ω = (0, 1). In
this set of numerical experiments, we advect the smooth cosine hill
u0(x) =
{
1
2
[
1 + cos
(
π x−0.25
0.15
)]
if |x− 0.25| < 0.15,
0, otherwise
(78)
and the discontinuous step function
u0(x) =
{
1 if |x− 0.25| < 0.15,
0 otherwise.
(79)
The inﬂow boundary condition for both test cases is u(0, t) = 0, ∀t ≥ 0. The
exact solution of the initial-boundary value problem is given by
u(x, t) =
{
u0(x− vt) if x > vt,
0 otherwise.
(80)
Computations are performed on uniform meshes of one-dimensional linear
and cubic Bernstein ﬁnite elements such that NCGh = 121 = 1 · 120 + 1 =
3 · 40 + 1 and NDGh = 120 = 2 · 60 = 4 · 30. The results are presented
in Fig. 2–3. In each diagram, we show the initial condition and numerical
solutions at the ﬁnal time T = 0.5 computed with Δt = 10−3.
The relative performance of diﬀerent approximations is similar in both
examples. Basic discrete upwinding is inferior to the preconditioned ver-
sion because only the latter converges independently of p. Note that the
DU(1), PDU(1), and PDU(3) results are virtually indistinguishable, whereas
the DU(3) solution is less accurate. The same qualitative behavior is ob-
served for the RU/RUS and RD/RDS pairs of low-order schemes. As shown
in Fig. 4, the RU(3) approximation is signiﬁcantly more diﬀusive than the
RU(1) result. The PSI correction in PRU(3) leads to a marked improvement,
whereas RUS(3) performs almost as well as RU(1). The accuracy of RDS(3)
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(a) DU (b) PDU (c) RU
(d) RD (e) RDS (f) RDS-FCT
Fig. 2: Advection of a smooth proﬁle in 1D. Initial condition: black line, CG(1): dark
blue circles, DG(1): bright blue triangles, CG(3): red stars, DG(3): pink x-marks.
is superior to that of RD(3) and comparable to that of PDU(3). Among the
low-order schemes, PDU, RUS, and RDS produce the best results for large p
and ﬁxed #DOFs. The FCT correction step brings about a further dramatic
improvement, as demonstrated by the RDS-FCT results in Fig. 2f and 3f.
The initial shapes of the advected proﬁles are captured very well, and the
p-independent convergence behavior is largely preserved. Remarkably, there
is hardly any diﬀerence between the CG and DG results for NCGh ≈ NDGh .
As a preliminary conclusion that can be drawn from these 1D tests, we
recommend the use of PDU or RDS as low-order methods for p > 1 if the
Galerkin element matrices are readily available and RDS for matrix-free al-
ternatives. In what follows, we focus on numerical studies of DG-based PDU
and RDS approximations in 2D and 3D. The resolving power of these schemes
is illustrated by comparisons to DU results. Since the basic RD scheme was
found to be quite diﬀusive even in 1D, we show the RD results in just one 2D
example. The results obtained with Rusanov weights (i.e., using RU, PRU, or
RUS) are omitted because even RUS becomes less accurate than RDS while
the involved computational eﬀort is higher, as pointed out in Section 6.
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(a) DU (b) PDU (c) RU
(d) RD (e) RDS (f) RDS-FCT
Fig. 3: Advection of a discontinuous proﬁle in 1D. Initial condition: black line, CG(1):
dark blue circles, DG(1): bright blue triangles, CG(3): red stars, DG(3): pink x-marks.
8.2. Solid body rotation in 2D
In this standard 2D test [32], we use v(x, y) = (0.5−y, x−0.5)T to rotate
a slotted cylinder, a sharp cone, and a smooth hump around the center of
Ω = (0, 1)2. The initial condition, as shown in Fig. 5a and 5d, is given by
u0(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
uhump0 (x, y) if
√
(x− 0.25)2 + (y − 0.5)2 ≤ 0.15,
ucone0 (x, y) if
√
(x− 0.5)2 + (y − 0.25)2 ≤ 0.15,
1 if
{(√
(x− 0.5)2 + (y − 0.75)2 ≤ 0.15
)
∧
(|x− 0.5| ≥ 0.025 ∨ y ≥ 0.85) ,
0 otherwise,
where
uhump0 (x, y) =
1
4
+
1
4
cos
(
π
√
(x− 0.25)2 + (y − 0.5)2
0.15
)
, (81)
ucone0 (x, y) = 1−
√
(x− 0.5)2 + (y − 0.25)2
0.15
. (82)
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Fig. 4: Rusanov-based CG results for 1D advection of a smooth (left panel) and discon-
tinuous (right panel) proﬁle. Initial condition: black line, RU(1): dark blue circles, RU(3):
bright blue triangles, PRU(3): red stars, RUS(3): pink x-marks.
Homogeneous Dirichlet boundary conditions are prescribed at the inlets.
After each full rotation, the exact solution u(x, y, 2πk), k ∈ N coincides
with u0(x, y). The challenge of this test is to preserve the shape of the pro-
jected initial condition uh(·, 0) as accurately as possible. We present the DG
solutions at the ﬁnal time T = 2π (i.e., after one full rotation) obtained with
NDGh = 144
2 corresponding to p ∈ {2, 5} for all schemes under investigation
and, additionally, p = 11 for RDS and RDS-FCT. The time step Δt = π
2
·10−3
was used in all simulations for this test problem.
The snapshots of numerical solutions in Fig. 5 and slices displayed in
Fig. 6 conﬁrm that PDU is more accurate than DU. However, in contrast to
the 1D advection with constant velocity, PDU becomes slightly more diﬀu-
sive as p increases. We investigate this aspect further in Section 8.3. The
matrix-free RDS scheme outperforms both matrix-based approaches, and its
accuracy is largely independent of p. The strange-looking accumulation of
mass to the right of the hump in Fig. 6g–6i is caused by diﬀusive ﬂuxes that
transport the remainders of the cylinder in all directions, see Fig. 5b–5c,5e–5i.
The slices of the RDS-FCT solutions are not aﬀected by these ﬂuxes be-
cause their magnitude is signiﬁcantly reduced in the process of antidiﬀusive
corrections, cf. Fig. 5j–5l. The cuts through the slotted cylinder, as shown
in Fig. 6j–6l, illustrate the shock-capturing capabilities of diﬀerent methods
and the destructive eﬀect of numerical diﬀusion. All low-order schemes con-
vert the cylinder into a smooth hump, whereas RDS-FCT preserves the slot
fairly well. A comparison of the local minima inside the slot reveals that the
FCT results become more diﬀusive as p increases. This behavior reﬂects the
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(a) initial condition p = 2 (b) DU(2), uh ∈ [0.00, 0.51] (c) PDU(2), uh ∈ [0.00, 0.59]
(d) initial condition p = 5 (e) DU(5), uh ∈ [0.01, 0.40] (f) PDU(5), uh ∈ [0.00, 0.53]
(g) RDS(2), uh ∈ [0.00, 0.64] (h) RDS(5), uh ∈ [0.00, 0.64] (i) RDS(11), uh ∈ [0.00, 0.66]
(j) RDS-FCT(2)
uh ∈ [0.00, 0.98]
(k) RDS-FCT(5)
uh ∈ [0.00, 0.96]
(l) RDS-FCT(11)
uh ∈ [0.00, 0.95]
Fig. 5: Solid body rotation in 2D. Initial condition and numerical solutions uh(·, 2π)
obtained using low-order schemes and FCT for p ∈ {2, 5, 11}.
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(a) p = 2, slice along y = 0.25 (b) p = 5, slice along y = 0.25 (c) p = 11, slice along y = 0.25
(d) p = 2, slice along y = 0.75 (e) p = 5, slice along y = 0.75 (f) p = 11, slice along y = 0.75
(g) p = 2, slice along x = 0.25 (h) p = 5, slice along x = 0.25 (i) p = 11, slice along x = 0.25
(j) p = 2, slice along x = 0.5 (k) p = 5, slice along x = 0.5 (l) p = 11, slice along x = 0.5
Fig. 6: Solid body rotation in 2D. Slices of the initial condition and numerical solutions
uh(·, 2π) obtained using low-order schemes and FCT for p ∈ {2, 5, 11}.
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fact that low-order ﬁnite elements are better suited for numerical treatment
of discontinuities than high-order approximations using the same #DOFs.
The top of the smooth hump could be perfectly captured using the unlim-
ited high-order DG scheme but the LED constraints of the FCT correction
step do not distinguish between smooth and sharp peaks. Any change of
the bound-preserving low-order solution at a local maximum or minimum
is prevented by the limiter. In fact, even nonlinear schemes that strictly
enforce preservation of local bounds can be at most second-order accurate
in proximity to local extrema [39]. This order barrier can be circumvented
using smoothness indicators like those proposed in [19, 30, 34].
8.3. Advection of a Gaussian hill in 2D
The matrix-based PDU scheme was found to produce p-independent re-
sults for the 1D examples of Section 8.1 and CG discretizations of the solid
body rotation problem (as demonstrated by numerical studies in [34]). How-
ever, the DG results presented in Section 8.2 reveal that not only the DU
scheme but also the PDU version may become more diﬀusive as p increases.
To investigate possible reasons for this state of aﬀairs, we perform additional
studies of low-order schemes for the Gaussian initial condition
u0(x, y) = exp(−160((x− 0.25)2 + (y − 0.25)2). (83)
In the ﬁrst experiment, we translate u0 with constant velocity v(x, y) = (1, 1)
up to the ﬁnal time T = 0.5. In the second test, we use the velocity ﬁeld of
the solid body rotation benchmark and terminate computations at the time
T = π. In both cases, the exact solution is given by
u(x, y, T ) = exp(−160((x− 0.75)2 + (y − 0.75)2). (84)
The L1(Ω) and L∞(Ω) errors for an increasing sequence of polynomial
degrees p using (roughly) the same #DOFs are presented in Tables 1–2.
These results conﬁrm that the DU and RD schemes become more diﬀusive
as p increases. The accuracy of PDU and RDS is virtually independent of p
in the test in which the velocity is constant. In the solid body rotation test,
p-reﬁnements have a negative impact on the quality of PDU results. The
only scheme which converges independently of p in both tests is RDS.
The unsatisfactory convergence behavior of DU for large p can be ex-
plained by the fact that each pair of nodes i ∈ N e and j ∈ N e\{i} can
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produce a diﬀusive ﬂux of the form deij(u
e
j−uei ), where deij is the artiﬁcial dif-
fusion deﬁned by (34). If i and j are arbitrary nodes of a high-order Bernstein
ﬁnite element, the diﬀerence uej − uei is likely to be greater than the diﬀer-
ence between the DOFs of nearest neighbors. The only way to avoid large
diﬀusive ﬂuxes between nodes that lie far apart is to reduce the magnitude
of deij = max{−ceij, 0,−ceji}. As mentioned in Section 4, the PDU scheme
achieves this by using the lumped-mass approximation P eCe to the Galerkin
element matrix Ce. For constant velocity ﬁelds and CG discretizations on
simplex meshes, the “preconditioner” P e = M eL(M
e
C)
−1 converts Ce into an
element matrix which has the same compact sparsity pattern as the one of
the piecewise-linear subcell approximation with the same nodes [34]. Since
the boundary element matrix Se is treated separately, the modiﬁed element
matrices C˜e = P eCe + D˜e of the CG-PDU and DG-PDU schemes are the
same (the diﬀerence lies in the way in which they are inserted into the global
system). Hence, the analysis performed in [34] carries over to the DG version.
It turns out that the suboptimal convergence behavior of PDU in the solid
body rotation test is caused by the use of square elements. Contrary to the
case of a simplicial mesh, the application of P e does not make the element
matrix Ce of the high-order Bernstein ﬁnite element discretization (approx-
imately) sparse. However, the magnitude of oﬀ-diagonal entries associated
with pairs of distant neighbors decreases, which explains the superiority of
PDU over DU for large p. In Fig. 7, we present examples of element matrices
Ce and P eCe for the two tests considered in this section.
The conclusion of this study is that none of the matrix-based schemes
considered in this article is optimal in the sense that its convergence behavior
is independent of p for general meshes and velocity ﬁelds. This is another
reason that makes our new matrix-free RDS approach the method of choice
when it comes to calculating low-order predictors for FCT algorithms.
8.4. Twisting rotation in 2D
In the ﬁnal 2D example, we solve (1) in the domain Ω = (−1, 1)2 using
v(x, y) = π
2
d(x, y)2(y,−x)T , where d(x, y) = max{0, 1− x2} max{0, 1− y2}.
No boundary condition needs to be prescribed since d vanishes on Γ. In
contrast to the solid body rotation benchmark, the velocity ﬁeld is not
divergence-free. It deﬁnes a twisting deformation of the initial condition
u0(x, y) =
1
2
(sin(πx) sin(πy) + 1) (85)
which is composed of four humps and attains values in the range [0,1].
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10−2 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.67 −0.14 −0.14 −0.14 −0.56 −0.23 −0.14 −0.23 −0.09
0.97 0.56 −0.14 −0.00 −0.37 −0.56 −0.05 −0.19 −0.23
0.42 0.97 0.00 0.05 −0.00 −0.97 −0.00 −0.05 −0.42
0.97 −0.00 −0.05 0.56 −0.37 −0.19 −0.14 −0.56 −0.23
0.56 0.37 0.00 0.37 −0.00 −0.37 −0.00 −0.37 −0.56
0.23 0.56 0.14 0.19 0.37 −0.56 0.05 −0.00 −0.97
0.42 0.05 0.00 0.97 −0.00 −0.05 0.00 −0.97 −0.42
0.23 0.19 0.05 0.56 0.37 −0.00 0.14 −0.56 −0.97
0.09 0.23 0.14 0.23 0.56 0.14 0.14 0.14 −1.67
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(a) DU matrix Ce for velocity ﬁeld v = (1, 1)T .
10−2 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
3.70 −1.85 0.00 −1.85 −0.00 0.00 0.00 0.00 −0.00
0.93 1.85 −0.93 −0.00 −1.85 −0.00 0.00 −0.00 0.00
−0.00 1.85 0.00 0.00 −0.00 −1.85 −0.00 0.00 −0.00
0.93 −0.00 0.00 1.85 −1.85 −0.00 −0.93 −0.00 0.00
−0.00 0.93 0.00 0.93 −0.00 −0.93 0.00 −0.93 0.00
0.00 0.00 0.93 −0.00 1.85 −1.85 0.00 −0.00 −0.93
−0.00 −0.00 −0.00 1.85 −0.00 0.00 0.00 −1.85 −0.00
0.00 0.00 −0.00 −0.00 1.85 −0.00 0.93 −1.85 −0.93
−0.00 −0.00 −0.00 0.00 −0.00 1.85 0.00 1.85 −3.70
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(b) PDU matrix P eCe for velocity ﬁeld v = (1, 1)T .
10−2 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.46 0.76 0.01 −0.30 −0.00 −0.01 −0.01 0.01 0.00
−0.35 0.39 0.35 −0.03 −0.39 0.03 −0.00 0.00 0.00
−0.01 −0.76 1.23 0.01 0.00 −0.47 −0.00 −0.01 0.01
0.12 0.03 0.00 −0.85 0.85 −0.00 −0.12 −0.03 −0.00
−0.00 0.19 −0.00 −0.42 −0.00 0.42 −0.00 −0.19 0.00
−0.00 −0.03 0.27 −0.00 −0.85 0.85 0.00 0.03 −0.27
0.01 −0.01 −0.00 0.30 −0.00 0.01 −1.23 0.93 −0.01
0.00 −0.00 −0.00 0.03 0.39 −0.03 −0.50 −0.39 0.50
−0.00 0.01 −0.01 −0.01 0.00 0.47 0.01 −0.93 0.46
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(c) PDU matrix P eCe for velocity ﬁeld v(x, y) = (0.5− y, x− 0.5)T .
Fig. 7: Advection matrices of a biquadratic Bernstein element (p = 2, h = 112 , lexico-
graphical node numbering). Entries in gray vanish in the sparse matrix assembled from
subcell contributions of the piecewise-bilinear Be´zier net approximation.
At the ﬁnal time T = 9, the swirling ﬂow produces a snail-like deformed
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conﬁguration consisting of four intertwined spirals. The exact solution is con-
stant along the characteristics of the linear advection equation and, therefore,
attains the same maxima and minima as the initial data. Due to the narrow
gaps between adjacent spirals and a complex non-solenoidal velocity ﬁeld,
this example is well suited for testing the ability of numerical schemes to
resolve ﬁne-scale features in a crisp and nonoscillatory manner.
In Fig. 9, we show the results obtained with DU, PDU, RDS, and RDS-
FCT. Simulations are performed with p ∈ {1, 3} for all schemes and, ad-
ditionally, p ∈ {7, 15} for matrix-free schemes. The time step is set to
Δt = 2.5 · 10−3. All methods under investigation produce bound-preserving
numerical approximations, and their relative performance is similar to that
observed in previous examples. The accuracy of DU deteriorates as p in-
creases, while the convergence behavior of PDU and RDS is largely indepen-
dent of p. In terms of accuracy, RDS outperforms PDU by a wider margin
in this test. In contrast to the strongly smeared PDU results, the RDS solu-
tions are relatively well resolved, and their global maxima/minima are closer
to those of the exact solution. The distortions in the shapes of the RDS(7)
and RDS(15) solutions are caused by coarse mesh resolution and become less
pronounced on ﬁner meshes. We intentionally restrict ourselves to simula-
tions with relatively few global DOFs because the objective of our study is
to identify schemes that yield the best coarse-level approximations.
Once again, RDS turns out to be the only low-order method which pro-
duces satisfactory results independently of p. Moreover, the possibility of
a matrix-free implementation and the simple formula for the distribution
weights makes it very eﬃcient. The solutions produced by the RDS-FCT
version are remarkably crisp and free of numerical artifacts that were ob-
served in the RDS results for p ∈ {7, 15}. Moreover, the high quality of the
FCT solutions is not signiﬁcantly aﬀected by p-reﬁnements. Further improve-
ments of the limiting strategy (localization to subcells, use of smoothness
indicators) may lead to FCT schemes that recover the underlying high-order
approximation exactly for problems with suﬃciently smooth solutions.
8.5. Advection of “balls and jacks” in 3D
The last test problem that we consider in this article is the 3D advection of
“balls and jacks” with constant velocity v(x, y, z) = (5, 5, 5) in Ω = (0, 100)3
and homogeneous boundary conditions at the inlet. The simulation ends at
the ﬁnal time T = 8. The piecewise-constant initial condition [8]
u0 = u1 + 2u2 + 3u3,
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(a) DU(1), uh ∈ [0.20, 0.80] (b) PDU(1), uh ∈ [0.19, 0.81] (c) RDS(1), uh ∈ [0.18, 0.82]
(d) DU(3), uh ∈ [0.25, 0.75] (e) PDU(3), uh ∈ [0.22, 0.78] (f) RDS(3), uh ∈ [0.16, 0.84]
(g) RDS(7), uh ∈ [0.16, 0.84] (h) RDS(15), uh ∈ [0.14, 0.86]
(i) RDS-FCT(1)
uh ∈ [0.02, 0.99]
(j) RDS-FCT(3)
uh ∈ [0.04, 0.96]
(k) RDS-FCT(7)
uh ∈ [0.07, 0.93]
(l) RDS-FCT(15)
uh ∈ [0.11, 0.89]
Fig. 9: Twisting rotation in 2D. Numerical solutions uh(·, 9) for p ∈ {1, 3, 7, 15}.
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as shown in Fig. 10a–10c, is deﬁned using the characteristic functions
ui(x, y, z) =
{
1 if (x, y, z) ∈ Ωi,
0 otherwise,
of the subdomains Ωi, i = 1, 2, 3 with Ω1 = Ω\(Ω2 ∪ Ω3). The subdomain
Ω2 is composed of the 3D cross {(x, y, z) ∈ (7, 32) × (10, 13) × (10, 13) ∪
(14, 17) × (3, 26) × (10, 13) ∪ (14, 17) × (10, 13) × (3, 26)} rotated by −45
degrees in the xy-plane, the shell (i.e., the diﬀerence of two balls) centered at
(x, y, z) = (40, 20, 20) with radii 3 and 7, and the shell centered at (x, y, z) =
(40, 40, 40) with radii 7 and 10. The subdomain Ω3 combines the 3D cross
{(x, y, z) ∈ (2, 27)× (30, 33)× (30, 33)∪ (9, 12)× (23, 46)× (30, 33)∪ (9, 12)×
(30, 33) × (23, 46)}, the ball centered at (x, y, z) = (40, 20, 20) with radius
3, the ball centered at (x, y, z) = (40, 40, 40) with radius 7, and the shell
centered at (x, y, z) = (40, 20, 20) with radii 7 and 10.
Similarly to the example of Section 8.2, the challenge of this test is to pre-
serve the shape of u0 in the process of advection from one corner of the box Ω
into another. Numerical solutions are calculated using NDGh = 192
3 and the
time step Δt = 10−3. The RDS and RDS-FCT results for p ∈ {1, 3, 7} are
shown in Fig. 10. For comparison purposes, we also present the DU(1) and
PDU(1) results in Fig. 11. While all low-order solutions are signiﬁcantly dif-
fused, the balls and jacks are still recognizable. The range of uh is displayed
above each plot to quantify and compare the levels of numerical diﬀusion.
Even for p = 1, the PDU scheme is more accurate than DU but inferior
to RDS. Since the velocity is constant in this experiment, the PDU matri-
ces C˜e for p > 1 have the same sparsity pattern as the element matrix of
the corresponding piecewise-trilinear subcell approximation. Therefore, the
PDU scheme would be a viable alternative to RDS in this test. However,
the matrix-free nature and p-independent convergence behavior of the RDS
scheme make it a better choice for general 3D advection problems.
The combination of RDS with FCT produces much better results for the
3D advection of “balls and jacks” than the DU-FCT algorithm developed
in [8]. Remarkably, the RDS-FCT solutions presented in Fig. 10 are free
of numerical artifacts that motivated the use of restrictive local bounds in
[8]. In our experience, the use of extended bounds is admissible and has a
positive impact on the accuracy of FCT solutions if these bounds are deﬁned
using data from a properly chosen element-stencil neighborhood of a node.
In contrast to the extended bounds that were found to perform so poorly
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(a) initial condition p = 1
uh ∈ [1.000, 3.000]
(b) initial condition p = 3
uh ∈ [1.000, 3.000]
(c) initial condition p = 7
uh ∈ [1.000, 3.000]
(d) RDS(1), uh ∈ [1.000, 2.485] (e) RDS(3), uh ∈ [1.000, 2.610] (f) RDS(7), uh ∈ [1.000, 2.545]
(g) RDS-FCT(1)
uh ∈ [1.000, 3.000]
(h) RDS-FCT(3)
uh ∈ [1.000, 3.000]
(i) RDS-FCT(7)
uh ∈ [1.000, 2.987]
Fig. 10: Advection of “balls and jacks” in 3D. Initial condition and numerical (RDS,
RDS-FCT) solutions uh(·, 8) for p ∈ {1, 3, 7}, volume rendering with transparency.
in [8], the local extrema deﬁned by (19) use data from elements meeting
at the point xi rather than the local DOFs of the element K
e to which uei
belongs and the data in common edge/face neighbors. The high quality of
the DG results obtained with deﬁnition (19) of the local bounds for the FCT
correction step conﬁrms the ﬁndings of [34], where the use of element-stencil
bounds was shown to be preferable in the context of CG-FCT algorithms.
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(a) DU(1), uh ∈ [1.000, 2.125] (b) PDU(1), uh ∈ [1.000, 2.311] (c) RDS(1), uh ∈ [1.000, 2.485]
Fig. 11: Advection of “balls and jacks” in 3D. Low-order (DU, PDU, RDS) numerical
solutions uh(·, 8) for p = 1, volume rendering with transparency.
9. Conclusions
The residual distribution framework proposed in this work extends classi-
cal RD approaches to DG methods and localizes them to element subcells in a
simple way. The resulting nonlinear low-order schemes are provably local ex-
tremum diminishing and can be implemented in a matrix-free manner. Their
use in FCT algorithms for high-order Bernstein ﬁnite element approximations
produces excellent results for the time-dependent advection problems consid-
ered in the presented numerical study. Preliminary investigations indicate
that the same methodology can be used to construct bound-preserving ﬁnite
element schemes for anisotropic diﬀusion equations and stationary problems.
Work is under way to combine residual distribution ideas with monolithic
limiting approaches based on the theory developed in [12, 33]. The outcomes
of these eﬀorts will be reported in a forthcoming publication.
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