Modeling crop phenology using remotely sensed data by Lewis-Beck, Colin
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2018
Modeling crop phenology using remotely sensed
data
Colin Lewis-Beck
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Lewis-Beck, Colin, "Modeling crop phenology using remotely sensed data" (2018). Graduate Theses and Dissertations. 17239.
https://lib.dr.iastate.edu/etd/17239
Modeling crop phenology using remotely sensed data
by
Colin Lewis-Beck
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Statistics
Program of Study Committee:
Petrutza Caragea, Co-major Professor
Jarad Niemi, Co-major Professor
Zhengyuan Zhu
Emily Berg
Brian Hornbuckle
The student author, whose presentation of the scholarship herein was approved by the
program of study committee, is solely responsible for the content of this dissertation. The
Graduate College will ensure this dissertation is globally accessible and will not permit
alterations after a degree is conferred.
Iowa State University
Ames, Iowa
2018
Copyright c© Colin Lewis-Beck, 2018. All rights reserved.
ii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
CHAPTER 1. OVERVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2. MODELING CROP PHENOLOGY IN THE U.S. CORN BELT US-
ING SMOS VEGETATION OPTICAL THICKNESS DATA . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Data Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.1 Dynamic Linear Models . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.2 Analysis of the SMOS Data . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.3 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.4 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.1 Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.2 Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Conclusions and Areas for Future Research . . . . . . . . . . . . . . . . . . 21
iii
CHAPTER 3. A NONLINEAR HIERARCHICAL MODEL FOR MONITORING
CROP GROWTH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 SMOS Level 2 τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Nonlinear functions for vegetation data . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Data model for a single growing season . . . . . . . . . . . . . . . . 28
3.3.2 Borrowing information across regions and seasons . . . . . . . . . . . 30
3.4 Application to the SMOS data . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.1 Prior distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2 Model fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Hierarchical parameter estimates . . . . . . . . . . . . . . . . . . . . 32
3.5 Model comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5.1 Assessing the borrowing of information across regions and years . . . 35
3.5.2 Comparison of nonlinear mean functions . . . . . . . . . . . . . . . . 36
3.5.3 Comparison to USDA field surveys . . . . . . . . . . . . . . . . . . . 38
3.5.4 Comparison to the SMAP satellite . . . . . . . . . . . . . . . . . . . 40
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
CHAPTER 4. A SPATIAL ASYMMETRIC GAUSSIAN APPROACH FOR MOD-
ELING CROP GROWTH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Spatial Data Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.1 Priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Model fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
iv
4.3 Application to SMOS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 Spatial parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.2 Model comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
CHAPTER 5. A FUNCTIONAL APPORACH TO MODEL SPATIALLY REFER-
ENCED SMOS SATELLITE DATA . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 SMOS satellite data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Functional Spatial Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4.1 Smoothing the data . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4.2 Functional representation . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4.3 Modeling the fPCA scores . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5.1 Comparison to USDA data . . . . . . . . . . . . . . . . . . . . . . . 70
5.5.2 Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
CHAPTER 6. FORECASTING THE TIMING OF PEAK τ . . . . . . . . . . . . . 77
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 DLM forecast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Hierarchical forecast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4 Random forest forecast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4.1 Feature matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4.2 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4.3 Comparing forecasts . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
vCHAPTER 7. CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
APPENDIX A. NONLINEAR HIERARCHICAL MODEL . . . . . . . . . . . . . . 101
APPENDIX B. SPATIAL ASYMMETRIC GAUSSIAN MODEL . . . . . . . . . . . 105
APPENDIX C. SPATIAL FUNCTIONAL MODEL . . . . . . . . . . . . . . . . . . 110
APPENDIX D. FORECASTING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
vi
LIST OF TABLES
Table 2.1 Left three columns: Parameter values for 9 different sets of simulated
data. Right two columns: The median width (in days) of the CI for
the true peak, as well as the proportion of CIs covering the true
maximum value of τ in parentheses. . . . . . . . . . . . . . . . . . . 15
Table 4.1 95% CIs for the range parameters (φ) and spatial standard deviations
(ς) for the timing of the peak (δ), rate of increase (σ1), and rate of
senescence (σ2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Table 5.1 Posterior 95% Credible Intervals for fPC1 Model Parameters . . . . 68
Table 5.2 Posterior 95% Credible Intervals for fPC2 Model Parameters . . . . 68
Table 5.3 Posterior mean and standard deviation summarized by Crop Report-
ing District (2011, 2012). . . . . . . . . . . . . . . . . . . . . . . . . 72
Table 5.4 Posterior mean and standard deviation summarized by Crop Report-
ing District (2013). . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Table 5.5 Top: Mean difference and standard deviation between the estimated
DOY of peak τ for Xc(d) vs. Xc,boot(d). Middle: Xc(d) vs. µˆ(d) +∑2
k=1 ζckφk(d). Bottom: Xc(d) vs. µˆ(d) +
∑2
k=1 ζmed,ckφk(d). . . . 73
Table 6.1 Median and 95% CI for the estimated DOY of peak τ for region 1
in 2016. Units are in days. Length of forecast corresponds to the
number of days left in the 2016 season. . . . . . . . . . . . . . . . . 80
vii
Table 6.2 Ten most important features at each forecast date. Units are in days.
T is raw value of τ , ST is smoothed version of τ , and σ1 and σ2 are
parameters from the Bayesian hierarchical model. . . . . . . . . . . 87
Table C.1 Posterior mean and standard deviation summarized by Crop Re-
porting District. Left: 2014 growing season. Right: 2015 growing
season. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Table C.2 Posterior mean and standard deviation summarized by Crop Re-
porting District. Left: 2016 growing season. Right: 2017 growing
season. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Table D.1 Ten most important features at each forecast date. Units are in days.
T is raw value of τ , ST is smoothed version of τ , GDD is growing
degree days, and σ1 and σ2 are parameters from the Bayesian hier-
archical model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
viii
LIST OF FIGURES
Figure 2.1 Centroids (black dots) for 28 SMOS regions. Circles around each
centroid have a diameter of 45 kilometers corresponding to the region
over which τ is estimated. Black lines delineate county borders. . . 8
Figure 2.2 Time series of T for selected regions (6, 25) from the 2015 and 2017
season. The series has been log transformed and the mean subtracted
for each region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figure 2.3 Simulated time series of T for one growing season. For this simu-
lation σo = 0.50, σrw = 0.03, and σh = 0.05. Solid vertical line
corresponds to the true day of peak τ . . . . . . . . . . . . . . . . . 14
Figure 2.4 Posterior Distribution of σo, σh, σrw for the model fit to region 1 in
2016. The solid line is the half Cauchy prior distribution. . . . . . . 17
Figure 2.5 Smoothed latent states with 95% pointwise CI bands (shaded), for
regions 6 and 25 in 2015 and 2017. Solid vertical lines are 95% CI
for day of max τ ; dashed line is the median day of peak τ . . . . . . 18
Figure 2.6 95% CI (lines) for the day of the year where τ reaches its maximum
value. Plots subset by growing seasons. Vertical axis is sorted by
region latitude from highest (region 8) to lowest (region 26). . . . . 19
Figure 2.7 95% CI for the day of the year where τ reaches its maximum value
for the 2016 season. Red lines correspond to the original data set.
Blue lines are CIs for the model fit to the data set with outliers
removed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
ix
Figure 3.1 SMOS Level 2 τ for two representative regions in Iowa (2 and 25)
over the 2011 to 2017 growing seasons. . . . . . . . . . . . . . . . . 27
Figure 3.2 Centroids (dots) and approximate footprints (45km diameter circles)
for 28 SMOS regions. Counties are shaded by USDA Crop Reporting
District. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 3.3 Posterior medians (dots) and 95% CIs (segments) for the steady
state (β), maximum height (η), peak timing (δ), growth rate (σ1),
senescence rate (σ2), and length of growing season (L) for all seven
seasons (µs) in northwest Iowa. . . . . . . . . . . . . . . . . . . . . 34
Figure 3.4 Data from regions 18 and 22 in 2011 and 2012 (dots) with pointwise
95% CIs (lines) for τ from the year-region hierarchical model (solid),
region hierarchical (dashed), and region independent (dotted). . . . 36
Figure 3.5 Data from regions 17 and 27 in 2014 and 2017 (dots) with pointwise
95% CIs (lines) for τ using the AG (solid), Gaussian (dashed), and
DL (dotted) mean functions. . . . . . . . . . . . . . . . . . . . . . . 37
Figure 3.6 Day of year when 50% of crops have reached R3 based on crop re-
porting district USDA field surveys (solid vertical lines) compared
to region-specific peak timing estimates based on the nonlinear hier-
archical model posterior medians (points) and 95% CIs (segments)
using the AG (circles) and DL (triangles) functions. . . . . . . . . . 39
Figure 3.7 Vegetation optical depth (VOD) for the SMOS (top) versus SMAP
(bottom) satellite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 3.8 Median of seasonal peak timing (µs) for SMOS (solid vertical lines)
compared to SMAP (dashed vertical lines) along with region level
(δr) posterior medians (points) and 95% CIs (segments) using the
SMOS (triangles) and SMAP (circles) data. . . . . . . . . . . . . . 41
xFigure 4.1 Semivariograms for δ (solid), σ1 (dotted), and σ2 (dashed) for the
2013 growing season. Estimates based on posterior median of the
nonlinear AG hierarchical model parameters. . . . . . . . . . . . . . 45
Figure 4.2 Posterior 95% CI for δ for the hierarchical model (circles) versus the
spatial model (triangles). . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 4.3 Difference (circles) in the width of the 95% CI for δ. Lines correspond
to ± 1.96 times the Monte Carlo standard error. . . . . . . . . . . . 53
Figure 4.4 Difference (circles) in the width of the 95% CI for σ2. Lines corre-
spond to ± 1.96 times the Monte Carlo standard error. . . . . . . . 54
Figure 5.1 Centroids (dots) and footprints (45km diameter circles) for 30 SMOS
pixels. Shading by USDA Crop Reporting District. . . . . . . . . . 59
Figure 5.2 Raw and smoothed values (lines) of τ for pixel 6 and 15 in 2015 and
2017. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Figure 5.3 Overall mean function (solid line). Confidence bands (dashed lines)
are ±1.96 standard deviations above and below the mean curve for
functional PC curve 1 (top), and PC curve 2 (bottom). . . . . . . . 63
Figure 5.4 Total growing degree days plotted against fPC1 for 2011 to 2017
(colored points). Growing degree days are accumulated from when
50% of crops are planted until September 1st. . . . . . . . . . . . . 64
Figure 5.5 Left: Average variogram for fPC1 across all years. Right: Aver-
age variogram of the residuals from GDD on fPC1 across all years.
Dashed lines correspond to standard errors from the mean estimate. 65
Figure 5.6 Average variogram for fPC2 across all years. Dashed lines corre-
spond to standard errors from the mean estimate. . . . . . . . . . . 66
Figure 5.7 Median (dashed line) and point wise 95% CI (solid lines) for the
mean function for pixel 14 across all seasons. The thick black line is
the smoothed non-parametric curve. . . . . . . . . . . . . . . . . . 69
xi
Figure 5.8 Dashed lines are the estimated variograms for 50 simulated data sets
for the first fPC. Solid lines are the estimated variograms from the
true first fPC by year. . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figure 5.9 Dashed lines are the estimated variograms for 50 simulated data sets
for the 2nd fPC. Solid lines are the estimated variograms from the
true 2nd fPC by year. . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Figure 5.10 Predicted median day of peak τ for the 2012 growing season. Num-
bers correspond to observed pixel locations. . . . . . . . . . . . . . 74
Figure 5.11 Width of 95% CIs for peak τ predictions for the 2012 growing season.
Numbers correspond to the observed pixel locations. . . . . . . . . 75
Figure 6.1 Bands are 95% CIs (grey) for forecast values of τ for region 1 in 2016.
Observed data are solid circles; future data are cross hatches. Each
forecast runs though the entire 2016 growing season. Forecasts dates
run from top left to bottom right: July 15th, August 1, August 15,
September 1st, and September 15th. . . . . . . . . . . . . . . . . . 79
Figure 6.2 95% CIs for µδs at each forecast date. Plots are subset by the held
out growing season, S. Solid lines (red) are 95% CI bands using data
from all seven seasons. . . . . . . . . . . . . . . . . . . . . . . . . . 82
Figure 6.3 95% CIs for fAGθ20,2017(d) at each forecast date. Forecast dates from
top left to bottom right: July 15, August 1, August 15, September
1, and September 15th. . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figure 6.4 Root-mean-squared error (RMSE) for random forest (RF) model
(solid), random forest model with temperature data (dotted), Bayesian
hierarchical model (dashed), and DLM (long dash). Units of RMSE
are in days. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xii
Figure A.1 Posterior distribution and prior (solid line) for season level AG pa-
rameters (ψ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Figure A.2 Posterior distribution and prior (solid line) for within season stan-
dard deviations (Λθ). . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Figure A.3 Posterior distribution and prior (solid line) for across season stan-
dard deviations (Λµ). . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Figure A.4 Posterior distribution and prior (solid line) for season level correla-
tion matrix (Ωµ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Figure A.5 Posterior distribution and prior (solid line) for within season corre-
lation matrix (Ωθ). . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Figure A.6 Posterior distribution and prior (solid line) for seasonal stochastic
error term (νs). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Figure B.1 Posterior distribution and prior (solid line) for season level AG pa-
rameters (ψ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Figure B.2 Posterior distribution and prior (solid line) for nugget parameters
(Λθ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figure B.3 Posterior distribution and prior (solid line) for across season stan-
dard deviations (Λµ). . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figure B.4 Posterior distribution and prior (solid line) for season level correla-
tion matrix (Ωµ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Figure B.5 Posterior distribution and prior (solid line) for within season corre-
lation matrix (Ωθ). . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Figure B.6 Posterior distribution and prior (solid line) for spatial standard de-
viation (ςi). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figure B.7 Posterior distribution and prior (solid line) for spatial range param-
eters (φδ, φσ1 , φσ2). . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
xiii
Figure B.8 Posterior distribution and prior (solid line) for β and η standard
deviations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Figure B.9 Posterior distribution and prior (solid line) for seasonal stochastic
error term (νs). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Figure C.1 2011 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 111
Figure C.2 2013 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 112
Figure C.3 2014 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 113
Figure C.4 2015 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 114
Figure C.5 2016 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 115
Figure C.6 2017 Growing Season. Median predicted DOY of peak (top). Width
of 95% CI for predicted peak (bottom). . . . . . . . . . . . . . . . . 116
Figure C.7 Posterior Distribution for fPC1 parameters. Solid red line is the
prior distribution. Improper priors are omitted. . . . . . . . . . . . 117
Figure C.8 Posterior Distribution for fPC2 parameters. Solid red line is the
prior distribution. Improper priors are omitted. . . . . . . . . . . . 117
xiv
ACKNOWLEDGEMENTS
I would first like to thank my two major professors, Petrut¸a Caragea and Jarad Niemi,
for their feedback and support throughout the dissertation process. Thank you as well to
Brian Hornbuckle for his advice and enthusiasm for the project. I also learned a great deal
about teaching, and remote sensing, from taking his microwave remote sensing course. I am
also grateful to Zhenguyan Zhu and Emily Berg for inviting me to collaborate with them
on different projects outside of my dissertation. Lastly, I want to thank Bill Meeker for his
mentorship, and encouragement in turning a class project from his reliability course into a
journal article.
I also would like to thank Mike Lewis-Beck for collaborating with me on a Sage “little
green” book on applied regression analysis. Finally, thank you to Anna Reseitter for her
support and willingness to spend many weekends working alongside me in Snedecor Hall.
xv
ABSTRACT
Timely monitoring and prediction of the trajectory of crop development provides sci-
entific information to agronomists and climate scientists. For example, estimates of when
crops reach certain growth stages can help estimate the length of the growing season or the
timing of cessation of crop transpiration. The Soil Moisture and Ocean Salinity (SMOS)
and Soil Moisture Active Passive (SMAP) satellites collect data at high spatial and tem-
poral resolution compared to traditional remote sensing devices. In regions with intensive
agriculture, such as Iowa, their measurements track the progression of crops through their
growth stages.
Using data products from these two satellites, we develop three modeling approaches to
describe crop growth signatures over a collection of spatially referenced satellite footprints in
Iowa. We first propose a state space model, followed by a nonlinear parametric hierarchical
model, and lastly a functional modeling approach. In addition to describing the entire
seasonal growth curve, we estimate, and provide uncertainty quantification, for the timing
of when corn reaches its milk (R3) growth stage. Lastly, we develop forecasting methods to
predict the timing of R3 mid-season when only partial data is available.
1CHAPTER 1. OVERVIEW
In this introduction, we describe the content of the chapters of the thesis, and explain
their connection to each other. The underlying motivation behind all the chapters is to
develop reliable and accurate statistical models for assessing and predicting crop progress.
The scientific applications from this work are useful for a variety of disciplines. Detection of
deviations in crop development within or across seasons provides information to farmers and
agronomists about crop stress, changing climate conditions, or new agricultural practices.
Forecasting the time at which crop transpiration in the U.S. Corn Belt will cease is valuable
to the meteorological community, and could be used to produce higher quality weather
forecasts.
The data related to crop progress used in this thesis is gleaned from two new microwave
remote sensing satellites: NASA’s Soil Moisture Active Passive (SMAP) mission and the
European Space Agency’s Soil Moisture and Ocean Salinity (SMOS) mission. These data
products are unique in their high spatial and temporal resolution: especially compared to
current remote sensing instruments measuring vegetation growth, such as USDA ground-
based visual surveys. In this dissertation, we focus on one particular SMOS data product
referred to as Level 2 τ in the remote sensing literature, herein referred to as τ . The
variable τ is related to the amount of ground vegetation within a given region and tracks
the progression of crops from emergence through their development. We model τ over a
subset of satellite footprints in Iowa that have a high percentage of their land area devoted
to commercial agriculture.
2But the methodology developed in this thesis could be applied to larger geographic areas
or data products from other remote sensing satellites monitoring ground vegetation.
Chapter 2 of the thesis gives a brief overview of Dynamic Linear Models (DLMs), also
known as state space models, a flexible class of time series models. DLMs pair well remote
sensing data as they can easily handle missing observations, and account for nonstationarity
in the data. They also provide a single framework for analyzing observations retrospectively,
at the current time point, as well as making forecasts. Taking a Bayesian approach to
estimation, we analyze τ in order to retrospectively estimate development of crops over the
course of a growing season. We also provide estimates, and uncertainty quantification, for
the day of the year when τ reaches its maximum value.
Chapter 3 presents a parametric hierarchical model to jointly model τ across regions and
growing seasons. In the remote sensing literature, there is a class of nonlinear parametric
functions known to accurately describe the growth and senescence of the crop phenology
process. We nest these functions in the mean structure of a two-level hierarchical model
that borrows information about the shape of crop curves within and across growing seasons.
We validate different model specifications by comparing parameter estimates of the timing
of peak τ to ground-based data from the National Agricultural Statistics Service (NASS),
and find relatively strong agreement. Finally, we fit our preferred model to data from the
SMAP satellite to compare the sensitivity of sensors on the SMAP and SMOS satellite.
Chapter 4 builds upon the model of Chapter 3 by allowing for spatial correlation across
a subset of the parameters in the nonlinear mean function. Correlation across parameters
within a given growing season is modeled using an exponential covariance function. Ac-
counting for spatial dependence between regions provides a richer characterization of the
data generating process and reduces uncertainty in our parameter estimates. We investigate
properties of the proposed spatial model via a small simulation study, and discuss directions
for future improvement.
3In Chapter 5, we represent τ using a functional data approach and account for spatial
dependence between locations through coefficients from the functional curves. Modeling τ
across multiple growing years, and including growing degree days as a covariate, we estimate
the timing for when τ reaches its peak each season, and make predictions at unobserved
locations.
Using methodologies and model output from Chapters 2, 3 and 5, Chapter 6 applies them
to forecasting the timing of peak τ midway through the growing season. We first demon-
strate how to forecast with the DLM and nonlinear hierarchical model before introducing
a nonparametric machine learning algorithm as a third, and completely nonparametric, al-
ternative. Performing leave-one-season-out cross-validation, we compare the three methods
based on their accuracy forecasting the day of the year of peak τ .
Finally, Chapter 7 overviews the results from the previous chapters, and proposes
promising directions for model improvement.
4CHAPTER 2. MODELING CROP PHENOLOGY IN THE U.S. CORN
BELT USING SMOS VEGETATION OPTICAL THICKNESS DATA
2.1 Introduction
The demands on agriculture to feed an increasing world population continue to grow.
A 2009 report by the Food and Agriculture Organization (FAO) projects that by 2050
agricultural production must rise by 70% to meet expected demand (Economist, 2016). In
anticipation, farmers have started to employ automated technology and data (from drones,
sensors, and satellites) to transform farming into a precisely controlled scientific laboratory.
A major piece of technology under development is the use of remote sensing devices to
monitor crops, forecast yield, and analyze crop trends or patterns across seasons. Rather
than going out into the field to gather sample data, a farmer or agronomist can remotely
access information via ground level sensors or analyze satellite data collected across a region.
New research shows the European Space Agency’s Soil Moisture and Ocean Salinity
(SMOS) satellite can estimate the mass of water contained in vegetation tissue. Also re-
ferred to as the water column density of vegetation (Jackson et al., 2012) this variable is
proportional to the amount of ground vegetation, which varies over the course of a growing
season. Recent work by Hornbuckle et al. (2016) confirms this new variable τ mirrors the
growth and senescence of crops. Analyzing SMOS data from intensively cultivated agri-
cultural regions, τ consistently peaked around the same time as corn and soybean reached
their maximum water column density.
The goal of this paper is to use SMOS data to provide new information about crop
phenology. Although the spatial resolution of SMOS products are poorer than many other
5satellite products used to monitor vegetation (e.g, the Normalized Difference Vegetation
Index), SMOS is ten times better than USDA ground-based visual surveys, and has a much
higher temporal resolution (between 12 and 36 hours).
Because we are interested in applications relevant to Midwestern agriculture, we analyze
SMOS data restricted to an area within the US Corn Belt. This region is primarily rural
and predominantly covered by corn and soybean. Therefore, the information contained in τ
should be relatively stable (e.g., less signal interference, a homogeneous ground surface) with
differences due most likely to changes in environmental conditions or agricultural practices.
We will use the SMOS data to answer two main questions relevant to farmers and
agronomists. One, how can we accurately model the seasonal patterns of crop development
as measured by SMOS? As often the case with remote sensing data, the observed value of
τ is quite noisy with missing observations. Smoothing the data, and providing a measure
of uncertainty, will characterize the development of crops as they evolve over a growing
season and across years. In the short term this is useful for understanding how crops react
to changes in environmental conditions and agricultural practices. In the long term these
patterns are useful for detecting agricultural changes as a result of climate change. Two,
how can we estimate, and quantify the uncertainty, for when τ reaches its maximum value
each year? Retrospectively estimating this timing with a statistical measure of uncertainty
will provide useful information about changes in crop cycles across growing seasons.
2.2 Background
The European Space Agency launched the Soil Moisture and Ocean Salinity (SMOS)
remote sensing satellite in 2009 with a mission to collect global data on soil moisture and
ocean salinity. The satellite collects data using passive microwave sensing via an L-band
radiometer, which measures the Earth’s brightness temperature.
6Other environmental variables, such as the column density of water stored in vegetation, are
estimable from the signal. Initially, the majority of SMOS research focused on validation
and modeling of soil moisture (Jackson et al., 2012; Wigneron et al., 2017).
Recently, τ , which is proportional to the mass of water per ground area, is of interest
because it varies with the growth and senescence of crops. As plants grow the water column
density increases, reaching a peak as they begin their reproductive stages. As an example,
for corn, following the third reproductive stage (R3), the stalks begin to lose water, undergo
senescence, and dry out. Most agricultural planting areas are bare before and after the
growing season. This helps increase the sensitivity of the SMOS signal in identifying the
start and end of a growing season.
Previous papers have established a link between τ and crop development. Patton and
Hornbuckle (2013) found a positive linear relationship between changes in τ over the grow-
ing season and higher crop yields using SMOS data from 2010 in Iowa. More recently,
Hornbuckle et al. (2016) studied 5 SMOS regions in western Iowa from 2010 to 2013. They
found the timing of peak τ positively correlated with when maize reached its milk stage
(R3), as well as the first day when 1000 growing degree days (GDD) were accumulated.
Lawrence et al. (2014) analyzed SMOS data from 504 regions in high agricultural areas
over a two-year period. They also found τ roughly mirrors the rise and fall of the crop
growth cycle. In addition, they compared τ to other vegetation measures collected from the
Moderate Resolution Imaging Spectroradiometer (MODIS) satellite sensor. They found
moderate correlation between τ and indices such as NDVI, Enhanced Vegetation Index
(EVI), and the Leaf Area Index (LAI). Partly this low correlation is due to τ ’s sensitivity
to other environmental variables. For example, Hornbuckle et al. (2016) argues changes in
soil surface roughness cause τ to have a 2nd and 3rd minor peak at the beginning and end
of the growing season.
7Other researchers, such as Njoku and Chan (2006), have confirmed the effect of soil rough-
ness on τ . This is a function of the SMOS retrieval algorithm, which assumes a constant
soil surface even though in agricultural areas surface roughness changes due to tilling and
harvest.
2.3 Data
The SMOS satellite makes a pass over the earth approximately every 12 to 36 hours.
SMOS takes multiple measurements at different incidence angles over a fine grid during
each pass. However, after signal processing, what is released is an estimate of τ averaged
over a footprint roughly the shape of a circle with a diameter between 40 and 50 kilometers.
We refer to these as regions, and the centroid of each region is known. The satellite was still
undergoing mechanical adjustments during its first year (2010), so the time period analyzed
is from 2011 to 2017. There has also been development in the signal processing algorithms
used to process the SMOS data. The data used in this paper comes from the SMOS Level
2 User Data Product (version 06.20) software. For a more detailed review of the software’s
algorithm see Kerr et al. (2012).
The variables in the data set are as follows. Time is reported as the fractional day when
τ is measured. To make measurement times consistent across years, time is discretized to
integer days. In Iowa, crops are typically planted in late April or May and harvested in
late September or October. Therefore we subset the data to run from May 1st to October
31st. Days where multiple measurements of τ are reported are averaged (fewer than 1% of
observations). Occasionally, due to a numerical processing error, a missing value is reported.
However, for each region and season combination, fewer than 3% of observations are missing.
To minimize the influence of other crops and reduce signal noise from non-agriculture
areas, 28 regions were selected in western Iowa (Figure 2.1). Iowa is divided into 99 approx-
imately equal area counties and each region is about the size of a county. All the regions
have between 75 and 80 percent of their land area planted with a combination of corn and
8soybean. Unfortunately, because of SMOS’s wide spatial resolution, individual crop types
are not identifiable. However, the overall mixture of the two crops is consistent across re-
gions and years with approximately 60% of the crops in each region composed of corn, and
the other 40% soybean (Hornbuckle et al., 2016).
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Figure 2.1 Centroids (black dots) for 28 SMOS regions. Circles around each centroid
have a diameter of 45 kilometers corresponding to the region over which τ is
estimated. Black lines delineate county borders.
Before performing any analysis, for each time series the natural log of each observa-
tion was taken to reduce right skewness, and the mean subtracted. Figure 2.2 shows data
collected for 4 representative regions. Note that τ consistently reaches a maximum approx-
imately between late July and mid-August.
2.4 Data Model
2.4.1 Dynamic Linear Models
We use a Dynamic Linear Model (DLM) within a Bayesian framework to model the
SMOS data. This class of model is well suited to model τ and provides a single mechanism
to analyze the data retrospectively, at the current time point, and in the future.
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Figure 2.2 Time series of T for selected regions (6, 25) from the 2015 and 2017 season.
The series has been log transformed and the mean subtracted for each region.
A DLM can also quickly adapt to changes in the data generating process; for example,
non-stationary data or rapid changes in environmental conditions that alter the level or
seasonal pattern in the time series. Below is a brief overview of the DLM specification. For
a more detailed summary of DLMs, the canonical text is Bayesian Forecasting and Dynamic
Models by West and Harrison (1997). A DLM is typically composed via two independent
equations: the observation and system or state equation.
yt = Ftθt + vt vt
ind.∼ N(0, Vt) (observation eqn.)
θt = Gtθt−1 + wt wt
ind.∼ N(0,Wt) (evolution eqn.)
The observation equation models the observed data yt as a linear function of some un-
known latent state vector θt, and an additive error term assumed to be normally distributed.
The characteristic of interest in the time series is typically represented by θ, which can be a
vector or scalar. Understanding the location of θ and how it changes over time is often how
DLMs are applied to time series data. The system equation is what defines the evolution
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or change in the time series from time t − 1 to t. This equation models the latent state
vector θt as the product of the state vector at time t− 1 multiplied by an evolution or state
matrix, Gt, plus a normal additive error term, wt. The observation and evolution errors are
assumed to be independent of each other and internally independent across time. Typically,
Ft and Gt are assumed to be known and/or fixed over time. The unknown parameters in
the DLM are θt, Wt, and Vt.
DLMs are called “dynamic” because they can be considered a sequence of models up-
dated at each time step, t, when additional data is collected. For example, at time t− 1 a
DLM is fit using all the available information up to time t−1. The model can then forecast
θt or make inferences about the other DLM parameters at time t− 1. Once additional data
is collected at the next time point, t, θt is compared to the forecast value of θt, and the
model is updated using the new value of yt, as well as other relevant information. This pro-
cess of sequentially updating parameter information over time makes a Bayesian approach
a natural framework to estimate a DLM.
We can re-write the DLM to emphasize this Bayesian updating structure. Let Dt be
a generic variable for all the available data or information available at time t. At time
t0, when no data is available, we assume the latent state follows a normal distribution
θ0 ∼ N(mo, Co). Then, at time point t + 1, new data arrives and the model is updated as
follows:
Posterior at t− 1 : (θt−1|Dt−1) ∼ N(mt−1, Ct−1)
Prior at t− 1 : (θt, Dt−1) ∼ N(at, Rt)
One step forecast : (Yt|Dt−1) ∼ N(ft, Qt)
Posterior at t : (θt|Dt) ∼ N(mt, Ct)
Sometimes referred to as filtering, the mean of the prior for θt is updated from the mean
of the posterior of θt−1 by at = Gtmt−1, and its variance is updated as Rt = GtCt−1G
′
t+Wt.
The one-step-ahead predictive distribution of Yt is computed as ft = Ftat and the variance
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of the distribution follows as Qt = FtRtF
′
t +Vt. Lastly, the mean of the posterior is updated
through the equation mt = at +Ktet where at is the mean of the posterior, Kt = RtF
′
tQ
−1
t
is known as the gain matrix, and et = Yt−Ftat is the one step forecast error. The variance
of the posterior is updated at Ct = Rt − KtFtRt. This posterior for θt then becomes the
prior for θt and the process is repeated for the next time point, t+1. Each step is estimable
in closed form because all of the distributions are Gaussian, and thus completely specified
by their mean and variance.
2.4.2 Analysis of the SMOS Data
The time series of τ has two features we want to capture. The main interest is the timing
of peak τ . This is difficult, however, because the observed value of τ , which we denote as T ,
contains noise from measurement error and confounding environmental factors. In addition,
because SMOS is a new data product, there lacks information to cross validate or confirm
the true timing of the peak. Still, despite this uncertainty, there is a consistent range
when the maximum occurs each year, as exemplified in Figure 2.2. This sinusoidal rise and
fall of τ is modeled using a harmonic term (and its conjugate) with a period of 185 days
corresponding to one cycle per growing season. The second feature to account for is random
fluctuations, due to noise or changes in environmental conditions, that increase or decrease
the level of T . This is modeled using a random walk term, which allows the mean of the
time series to adjust over time. Lastly, as is characteristic of DLMs, both the harmonic and
random walk parameters have positive variance terms, allowing them to evolve over time.
Changes in the Fourier coefficients allow for variation in the amplitude and phase of the
harmonic components; for the random walk term the variation will adjust the overall level
of τ away from a constant mean.
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We assume each growing season is independent across years, and within a season the 28
regions are independent. We will denote each day of the growing season as d = 1 . . . D = 185.
Therefore, for each region (r = 1 . . . R = 28) and growing season (s = 1 . . . S = 7) we specify
the following DLM:
Td = Fθd + vd vd
ind.∼ N(0, σ2o)
θd = Gθd−1 + wd wd
ind.∼ N(0,W )
S1d = cos(dω1)S1,d−1 + sin(dω1)S∗1,d−1
S∗1d = −sin(dω1)S1,d−1 + cos(dω1)S∗1,d−1
where,
θd = [µd, S1d, S
∗
1d], ω1 =
2pi
185 , F = [1, 1, 0]
G =

1 0 0
0 cos(ω1) sin(ω1)
0 -sin(ω1) cos(ω1)

and,
W = diag{σ2rw, σ2h, σ2h}
The unknown parameters in the model are the latent states, θ, and the variances
σ2o , σ
2
rw, and σ
2
h. The latent states correspond to the unknown true (as opposed to mea-
sured) values of τ . The variance terms σ2rw, and σ
2
h quantify how much the DLM random
walk and harmonic terms evolve over the course of a growing season. The observation noise
is accounted for in the error term σ2o .
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2.4.3 Simulation Study
To investigate the uncertainty in estimating the day of peak τ , we simulate N sets of data
generated from the proposed DLM model. We fix the initial latent state parameter to θ0 ∼
N3(0, 1). For each of the three standard deviation parameters we look at 9 combinations
where σo ∈ (0.50, 0.25, 0.125), σrw ∈ (0.03, 0.015, 0.0075), and σh ∈ (0.05, 0.025, 0.0125).
The first value from each of the three parameters was chosen empirically based on prelim-
inary models fit to the SMOS data. The other two standard deviation terms are half the
previous value. Using different combinations of σo, σrw, and σh provides information about
how well the model could perform under a variety of data conditions we might expect to
see in this agricultural application.
We are interested in estimating the timing of peak τ after the growing season has
concluded. Therefore, for each of the N data sets we simulate draws of the smoothed latent
states to estimate the day of peak τ . For each simulated data set we run the following steps
based on the forward filtering backward sampling (FFBS) algorithm (Carter and Kohn,
1994; Kalman et al., 1960).
1. Run the Kalman filter to get the distribution of the final latent state, θD ∼ N(mD, CD).
2. Simulate a new value of θD ∼ N(mD, CD).
3. For d = D − 1 . . . 0 recursively draw θd from pi(θd|θd+1:D, T1:D).
4. Save the day of the year (d) when θ1:D reaches its maximum height.
5. Repeat steps 2 to 5 for m = 1 . . .M iterations.
Finally, we make a credible interval for the day of peak τ using the set of the M estimated
peak days. We construct both 50% and 95% credible intervals from this distribution. For
all 9 simulation settings we let N = 100 and M = 2, 500.
Figure 2.3 shows one simulated time series. Although it doesn’t have the 2nd minor
peak at the end of the season (the model only has one harmonic term), the overall time
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series looks similar to a realization of the SMOS data. The solid vertical line marks the
true value of the maximum day of peak τ . We also randomly removed 3% of the values
from the simulated data sets to further mimic the uncertainty in the SMOS data.
Figure 2.3 Simulated time series of T for one growing season. For this simulation
σo = 0.50, σrw = 0.03, and σh = 0.05. Solid vertical line corresponds to
the true day of peak τ .
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Table 1 below shows the results from the simulation study. It appears that the width of
the CIs for estimating peak τ are primarily driven by the observational noise, but reducing
the evolution parameters also decreases the uncertainty. When σo is set to 0.50, constraining
the evolution parameters to have standard deviations of σrw = 0.0075 and σh = 0.0125,
shrinks the width of the CI by about ten days from 31.5 to 22.50 days. This effect is
less dramatic when the observational standard deviation is set to 0.1250. In this case, the
three CIs have about the same width of 15 days. The 50% CIs tell a similar story: the
observational noise is the parameter that primarily controls the width of the smoothed
interval for estimating peak τ .
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Table 2.1 Left three columns: Parameter values for 9 different sets of simulated data.
Right two columns: The median width (in days) of the CI for the true peak, as
well as the proportion of CIs covering the true maximum value of τ in paren-
theses.
σo σrw σh Width of 95% CI Width of 50% CI
0.5000 0.0300 0.0500 31.50 (0.96) 10.00 (0.49)
0.5000 0.0150 0.0250 28.00 (0.93) 10.00 (0.43)
0.5000 0.0075 0.0125 22.50 (0.96) 8.00 (0.51)
0.2500 0.0300 0.0500 22.26 (0.96) 6.00 (0.50)
0.2500 0.0150 0.0250 22.00 (0.91) 7.00 (0.45)
0.2500 0.0075 0.0125 19.00 (0.95) 6.62 (0.48)
0.1250 0.0300 0.0500 14.00 (0.94) 4.00 (0.50)
0.1250 0.0150 0.0250 18.00 (0.92) 6.00 (0.44)
0.1250 0.0075 0.0125 16.00 (0.94) 5.50 (0.48)
2.4.4 Estimation
Because we are fitting a Bayesian model we need to define priors for all unknown pa-
rameters. To ensure a proper posterior we use proper priors. For the initial latent states
we use independent standard normal distributions θ0
ind.∼ N(0, 1). For the three variance
terms we specify independent half-Cauchy priors on the standard deviations (Gelman et al.,
2006). Thus, σo, σrw, and σh
ind.∼ Ca+(0, 1)
We employ a two step Gibbs sampler to simulate the latent states, followed by the
variance parameters. We first draw the states conditional on the data for the entire sea-
son (T1:D) and the parameters pi(θd|T1:D, σ2o , σ2rw, σ2h) using the forward filtering backward
sampling (FFBS) algorithm (Carter and Kohn, 1994). Starting at d = 0, the FFBS algo-
rithm first runs the Kalman filter to compute the filtering distribution pi(θ0:D|T1:D) (Kalman
et al., 1960). Because of the normality assumption for the observation and evolution dis-
tributions the filtering distribution is available in closed form. Next, given the full filtering
distribution, we recursively sample the smoothed latent states, θd, for d = D − 1 . . . 0.
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After simulating draws of the latent states we independently sampled the variance
parameters conditional on the latent states and observed data pi(σ2o , σ
2
rw, σ
2
h|θ1:D, T1:D).
The posterior distribution for the variance terms are not available in closed form. There-
fore, a Metropolis-Hastings algorithm with an Inverse Gamma proposal is used to sample
σ2o , σ
2
rw, σ
2
h (Chib and Greenberg, 1995).
2.5 Results
2.5.1 Computation
For each location and season 4 Markov chain Monte Carlo (MCMC) chains were run
for 20,000 iterations after 10,000 warmup iterations. For each chain a diffuse set of starting
values was chosen compared to the posterior distribution of the parameters. Convergence
was assessed by examining posterior plots and checking that potential scale reduction factors
(Rhat) were less than 1.2 (Brooks and Gelman, 1998). To calculate Rhat for each set of
chains we used the coda package (Plummer et al., 2006). For the 185 latent states all values
of Rhat were less than 1.05 for all seasons and regions. Approximately 15% of the variance
parameters had Rhat values greater than 1.2. For those parameters, additional sets of 5,000
iterations were run until convergence was achieved.
Figure 2.4 shows the posterior distribution of the standard deviations for region 1 in
2016. The solid red line corresponds to the half-Cauchy prior. The prior appears non-
informative for all three of the standard deviations. Posterior distributions for the parameter
estimates from the rest of the SMOS regions are similar. As a robustness check additional
scale parameters were tried for the half Cauchy prior distribution (s = 0.1, 1, 2, 5) but did
not affect the posterior.
2.5.2 Smoothing
In addition to simulated draws of the variance parameters, the Bayesian DLM provides a
posterior distribution of the latent states. Referred to as smoothing, the posterior states are
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Figure 2.4 Posterior Distribution of σo, σh, σrw for the model fit to region 1 in 2016. The
solid line is the half Cauchy prior distribution.
conditional on the full set of observed data, T1:D, providing a retrospective reconstruction
of the time series. With a full posterior distribution, quantifying the uncertainty in the
estimated time series or any functionals of the smoothed states is straightforward.
In Figure 2.5 we plot the median of θ̂1:D with 95% Credible Intervals (CIs) for the
regions shown previously in Figure 2.2. Compared to the raw data the smoothed states are
much less noisy and do not get pulled to points that significantly deviate from the gradual
rise and fall of T during a growing season.
We can also use the posterior states to estimate the timing of peak τ , the primary
scientific question of interest. For a fixed season and region, we define the peak as the
largest value of θ̂d,r,s over the integer days d = 1 . . . 185. After the maximum value of τ is
identified, the timing of the max is simply the corresponding integer day of the year (DOY)
when it occurred. The estimated day of maximum τ was calculated for all 10,000 posterior
sets of latent states. The median and 95% CI for the max DOY are overlaid on the plots
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Figure 2.5 Smoothed latent states with 95% pointwise CI bands (shaded), for regions 6
and 25 in 2015 and 2017. Solid vertical lines are 95% CI for day of max τ ;
dashed line is the median day of peak τ .
in Figure 2.5. The dashed line corresponds to the median DOY; the solid vertical lines are
the lower and upper 95% CIs.
The median of the peak timing ranges from August 24th for region 6 to August 26rd for
region 28 during the 2015 growing season. The CIs for the max DOY range from 31 days
for region 6 to 29 days for region 25. Although this is a fairly large range, the uncertainty
seems to reflect the noise in the data. For instance, region 25 has less of an acute peak and
more of a plateau of higher values running from late July though mid August: especially
during the 2017 season.
We can also look at the median and 95% CI for the DOY when τ hits its maximum for all
regions within a given year. Figure 2.6 show all regions for 2011 through 2017. Regions are
arranged on the vertical axis from lowest latitude (region 26) to highest latitude (region 8).
The 2012 season has much earlier estimates for when τ reaches its maximum value. In fact, τ
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reaches its peak in 2012 earlier in the year than any of the other six seasons. It is interesting
that no spatial trend emerges from the latitude of the region locations. Intuitively, crops
planted at a lower latitude should develop more quickly (due to warmer temperatures) and
reach their maximum growing stage earlier than crops at a higher latitude. However, there
does not appear to be a spatial relationship when the regions are sorted on this single
statistic. Given the clustering of the locations, there may not be enough spatial variation
to detect a statistically significant difference between the 28 regions.
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Figure 2.6 95% CI (lines) for the day of the year where τ reaches its maximum value.
Plots subset by growing seasons. Vertical axis is sorted by region latitude from
highest (region 8) to lowest (region 26).
Even with the full season of SMOS data available, the CIs for peak τ have widths
of over a month for some regions. This may be too wide for practical application, so we
investigate ways to reduce parameter uncertainty for the smoothed latent states. The results
of the simulation study suggest the most effective way to shrink the width of the credible
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intervals for peak τ is to reduce the observational noise (σo). To see how much we can
increase the precision in our estimates from the SMOS data, we remove all observations
from the model with residuals greater than plus or minus two standard deviations. This
is approximately 2-7% of observations depending on the region. We then refit the original
model and calculate CIs for peak τ using the smoothed states as before. On average,
removing the outliers slightly reduced the width of the CIs for peak τ by about 4 to 8 days.
Figure 2.7 compares the original model to the model fit using the outlier removed data set
for the 2016 season. Most CI bands for the outlier removed data set are more narrow. In
some instances, however, removing the points resulted in greater uncertainty as region 26
exemplifies. Investigating this region showed it had almost 7% of outliers removed, which
actually increased the observational noise.
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Figure 2.7 95% CI for the day of the year where τ reaches its maximum value for the 2016
season. Red lines correspond to the original data set. Blue lines are CIs for
the model fit to the data set with outliers removed.
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2.6 Conclusions and Areas for Future Research
The SMOS satellite’s ability to see though dense canopy, as well as its high temporal
resolution, are technological advancements that have generated new environmental data.
One recently discovered application is the ability of the SMOS satellite to track the growth
and senescence of vegetation growth. Similar to traditional vegetation indices, such as
NDVI, the SMOS signal has a seasonal harmonic curve, highly correlated with the phenology
of row crops. However, unlike NDVI, the SMOS data product, τ , contains signal and
noise from multiple processes. As mentioned previously, one likely confounding variable is
represented by changes in soil surface roughness; others include the signal processing itself
that relies on a changing algorithm that processes the data to reduce noise. The goal of this
paper has been twofold. One to smooth the data in order to better understand the seasonal
patterns of τ in respect to crop development. Second, to provide an estimate, along with
a measure of uncertainty, for the annual timing when crops reach their maximum growth
stage.
Estimating a DLM with a random walk and harmonic term, we were able to model the
time series of τ for 7 growing seasons from 2011 to 2017. The timing for when τ reached its
maximum value was fairly homogenous within a growing season. When ranking the regions
spatially from low to high latitude there were no statistically significant differences in the
credible intervals for the DOY of peak τ . There was, however, heterogeneity in the timing
of peak τ across growing seasons. Most notable, in 2012 when τ reached its peak faster
than any of the other 7 years. This early peak makes sense given the weather conditions of
2012. The Iowa Environmental Mesonet (IEM) has daily data on growing degree days for
each region across years. When the data is aggregated from May 1 to September 1, of all
the seasons analyzed, 2012 was hottest and driest growing season.
We should point out some important limitations from this analysis. We assumed mutual
independence of the regions and growing seasons. With only 7 years of data the assumption
of independent seasons seems reasonable; however, there is likely some seasonal and/or
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spatial dependence across regions within a fixed year. We also assumed the signal was a
function of a single harmonic and random walk term. However, there is an early dip at
the start of the growing season and second peak after harvest (early September). These
changes are hypothesized to be a result of changes in soil roughness, but could provide
information to agronomists if incorporated into the model. Lastly, the flexibility of the
DLM allows the estimates of the latent states to quickly change in the positive or negative
direction. However, as crops develop they accumulate moisture monotonically until they
research their peak, and then start to gradually lose moisture and dry out. Rapid changes
in measurements of τ are a result of noise in the satellite signal not rapid changes in τ .
Restricting the DLM to have non-decreasing/non-increasing latent states would make the
DLM model more congruous with the mechanism of the crop phenology process.
Other directions to improve the current model involve reducing the uncertainty of the
latent state estimates. As demonstrated in the simulation study, of all the model parameters,
the observational variance of the DLM primarily controls the width of the posterior CIs for
τ . Therefore, initially smoothing the data could improve the precision of the retrospective
estimates of τ . Another possibility is to add more parametric structure to the DLM–either
though covariates (such as accumulated thermal time) or additional model terms in the
evolution equation. Of course, as with all statistical modeling, reducing the variance of
parameter estimates comes with the cost of potentially inducing bias into the model.
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CHAPTER 3. A NONLINEAR HIERARCHICAL MODEL FOR
MONITORING CROP GROWTH
A paper submitted to the Journal of Agricultural, Biological and Environmental Statistics
(JABES)
Colin Lewis-Beck, Jarad Niemi, Petrut¸a Caragea, Brian Hornbuckle, Victoria Walker
3.1 Introduction
Accurately monitoring the development of row crops over a growing season is useful
for both agronomists and climatologists (Zeng et al., 2016). Satellite measurements can
be used to quantify the amount of ground vegetation present, and track the progression of
crops through their life stages. Time series of satellite measurements exhibit a relatively
stable signature across years, and certain characteristics, such as the maximum value over
a growing season, are related to phenological states (Hornbuckle et al., 2016). If a crop’s
vegetation index varies significantly from previous seasons, or differs from nearby crops
within a growing season, this provides information about regional or local weather condi-
tions, length of the growing season, timing of harvest, or expected crop yield (Bolton and
Friedl, 2013). Modeling these curves, however, is challenging because of annual differences
in crop development as well as heterogeneity across geographic regions within a season.
Varying environmental conditions, agricultural practices, and noise in the data collection
process contribute to differing vegetation patterns.
Much of the modeling using remote sensing vegetation data has sought to extract key
phenological growth stages retrospectively. These approaches use filtering and parametric
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models to smooth time series of vegetation data. Estimates of the start, peak, and end
of the growing season are then calculated using the processed data. For example, wavelet
and Fourier transformations have been applied to enhanced vegetation index (EVI) data to
extract the dates of key phenological stages (Sakamoto et al., 2005). Growing degree day
(GDD) models and moderate resolution imaging spectroradiometer (MODIS) image data
were integrated together to estimate of phenological stages of rice crops (Boschetti et al.,
2009). Other approaches include discrete stochastic models with GDD as an explanatory
variable to predict the bloom dates of fruit crops (Cai et al., 2014). More complex models
combine multiple covariates, such as historical crop data, simulated climate output, and
different vegetation indices to update growth forecasts throughout the year (Newlands et al.,
2014).
On the parametric side, a frequently used model is the asymmetric (AG) or double
Gaussian function. Related to the asymmetric Gaussian distribution, the asymmetric func-
tion has a similar shape but without the normalizing constant (Wallis et al., 2014). In
its most general form, the AG function has six parameters, which makes it more flexible
than the standard Gaussian curve. Nonlinear least squares was used to fit the asymmetric
Gaussian function to normalized difference vegetation index (NDVI) data (Jonsson and Ek-
lundh, 2002). More recent papers have smoothed vegetation data and estimated the dates
of key phenological events using the asymmetric Gaussian curve (Beck et al., 2006; Atkin-
son et al., 2012). Another parametric model appearing in the crop phenology literature is
the double logistic function. An extension of the logistic curve, the double logistic function
concatenates two logistic functions together to capture nonlinear patterns at the beginning
and end of the growing season. Applications of this function to chlorophyll index data in
in India, and EVI data in North America, are detailed in Atkinson et al. (2012) and Wu
et al. (2014). Parametric curves can accurately smooth the pattern of crop growth and
senescence but are typically fit using numerical optimization techniques that lack measures
of uncertainty.
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In order to describe a population of vegetation curves within and across seasons, we
propose a novel hierarchical model using the asymmetrical Gaussian function. Modeling
curves hierarchically within a season borrows information across satellite measurements
taken at different locations; jointly modeling growing seasons borrows data about crop
growth patterns across years. Estimation is performed using a Bayesian approach, which
provides measures of uncertainty for model parameters, and functionals of model parameters
that have practical importance, such as the length and shape of the growing season.
While nonlinear mean functions are familiar in the crop phenology literature, this paper
offers a new modeling framework that reflects the structure of the satellite data, borrows
information at multiple levels, incorporates prior information about crop phenology, and
provides uncertainty quantification. The combination of noisy satellite measurements and
nonlinear growth curves makes model parameters sensitive to outliers. As we will show,
borrowing information across regions and years imposes “soft” constraints on model pa-
rameters and more stable estimates. Lastly, we demonstrate our model using data from a
microwave remote sensing satellite and find it may provide an alternative to USDA ground-
based estimates of crop phenology stages. This is especially important because the USDA
stopped reporting key crop development stages after the 2013 growing season.
The remainder of the article is organized as follows. Section 2 introduces the satellite
data. Section 3 describes the nonlinear hierarchical model, and presents a Bayesian approach
to estimation. In Section 4, we compare estimated parameters from the AG function across
growing seasons. Section 5 compares the AG function against other parametric models,
estimates from USDA survey data, and data from another type of satellite. In Section 6,
we discuss the benefits of our approach, model assumptions, and possible extensions.
3.2 SMOS Level 2 τ
The European Space Agency (ESA) launched the Soil Moisture and Ocean Salinity
(SMOS) satellite in 2009. The satellite collects data using passive microwave sensing via
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an L-band radiometer, which measures the Earth’s brightness temperature. The satellite
makes a pass over local areas in the midlatitudes approximately every 12 to 36 hours. In
this paper, we focus on one particular SMOS data product referred to as Level 2 τ in the
remote sensing literature, herein referred to as τ .
Empirical studies show that τ is proportional to the mass of water contained within
vegetation tissue per ground area (Jackson and Schmugge, 1991). Thus, τ is related to the
amount of ground vegetation within a given region. In regions with a high proportion of
land devoted to agriculture, τ tracks the progression of crops from emergence through their
development (Figure 3.1). As plants grow, the water column density increases, reaching a
peak as they begin their reproductive stages. For example, corn has six reproductive stages
going from R1 (silking) to R6 (maturity). Corn’s water column density is highest following
the third (R3, or milk) reproductive stage (Hornbuckle et al., 2016). Following R3, corn
gradually loses water, undergoes senescence, and dries out. Papers analyzing SMOS data
in high agricultural areas have confirmed this relationship between τ and the rise and fall
of the crop growth cycle (Patton and Hornbuckle, 2013; Lawrence et al., 2014).
SMOS takes multiple measurements at different incidence angles over a fine grid during
each pass. However, after signal processing, the ESA releases an estimate of τ averaged
over a footprint with a diameter between 40 and 50 kilometers. We refer to these footprints
as regions, and the centroid of each region can be calculated.
SMOS reports τ and the time it was recorded. Occasionally, due to a corrupted signal,
a missing value of τ is reported. For each region and season combination, fewer than 3% of
observations are missing. Based on UDSA National Agricultural Statistics Service (NASS)
weekly crop reports, over the years analyzed, the earliest corn emerged was the first week in
May, and by the end of October all corn had reached maturity (R6 growth stage) (USDA,
2018). Therefore, we analyze SMOS τ data from May 1st to October 31st.
To minimize the influence of other crops and reduce signal noise from non-agriculture
areas, 28 regions were selected in northwest Iowa (Figure 3.2). Iowa is divided into 99
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Figure 3.1 SMOS Level 2 τ for two representative regions in Iowa (2 and 25) over the 2011
to 2017 growing seasons.
approximately equal area counties and each region is about the size of a county. The max-
imum distance between region centroids is 321 kilometers; the minimum distance between
centroids is 25 kilometers. All regions have between 75 and 85 percent of their land area
in agricultural row-crops of corn and soybean. Because of the wide spatial resolution of
the satellite, individual crops are not identifiable. However, the overall mixture of crops
is consistent across regions and years with approximately 60% of the crops in each region
composed of corn, and the other 40% soybean (Boryan et al., 2011).
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Figure 3.2 Centroids (dots) and approximate footprints (45km diameter circles) for 28
SMOS regions. Counties are shaded by USDA Crop Reporting District.
3.3 Nonlinear functions for vegetation data
Time series of vegetation indices (e.g., SMOS, NDVI, MODIS) that track the growth
and senescence of crops exhibit nonlinear behavior: an acceleration during early to mid-
summer as vegetation grows, a peak, and then a gradual decline as crops lose moisture and
turn brown. As exemplified in Figure 3.1, the SMOS variable τ mirrors this asymmetric
pattern. Therefore, there is both a theoretical and empirical justification to model τ using
a nonlinear mean function.
3.3.1 Data model for a single growing season
Let Tdrs be the observed satellite measurement of τ for region r = 1, . . . , R = 28 on day
d ∈ (121, 305) (May 1 to October 31) of season s = 1, . . . , S = 7 (corresponding to years
2011 to 2017). We assume Tdrs is normally distributed with mean fθrs(d) and variance ν
2
s
as in Equation (3.1).
Tdrs
ind∼ N(fθrs(d), ν2s ) (3.1)
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We define fθrs(d) as the value of a parametric function at day d, and θrs a vector of
parameters defining the shape of the curve for region r in season s. We consider here
three functions: an asymmetric Gaussian, a Gaussian, and a double logistic. As discussed
in Section 3.1, these parametric forms were chosen based on previous research analyzing
vegetation indices with a similar signature to the SMOS data.
The asymmetric Gaussian (AG) function has the flexibility to model the nonlinear ac-
celeration and decay of crops. As shown in Equation (3.2), the AG function is composed of
two half-normal curves joined at a peak, δ. The day of the year, d, determines which half
of the AG curve is activated. If d is less (greater) than δ the first (second) Gaussian curve
determines the shape of the function at time d.
fAGθ (d) =
 β + (η − β)exp
[
− (d−δ)2
2σ21
]
d ≤ δ
β + (η − β)exp
[
− (d−δ)2
2σ22
]
d > δ
(3.2)
The parameters of the AG function have meaningful interpretations within the context of
the SMOS variable τ as follows: β is the steady state or off-season level of ground vegetation;
δ is the time when the τ reaches its maximum; η is the maximum height of τ ; σ1 is the rate
at which the crops grow; and σ2 is the rate at which the crops dry out after they reach their
peak (Atkinson et al., 2012). A function of the AG parameters that is also of interest is the
length of the growing season, calculated as L = (σ1 + σ2)
√
2ln2. The Gaussian function is
simply a reduced version of the AG function with σ21 = σ
2
2.
The third function we consider is the double logistic (DL) function, which concatenates
two logistic functions together and has six parameters.
fDLθ (d) = β + (η − β)
[
1
1 + exp(−σ1(d− ζ)) +
1
1 + exp(σ2(d− α)) − 1
]
(3.3)
The parameters for the double logistic function are similar to the AG function except for
ζ and α (α > ζ), which are inflection points corresponding to the start and end of the
30
growing season, respectively (Lipovetsky, 2010). There is no parameter corresponding to δ,
so, unlike the AG function, numerical methods are required to estimate the timing of the
peak once model parameters are estimated.
3.3.2 Borrowing information across regions and seasons
Within a fixed growing season the parameters defining the nonlinear curve for each
region are related due to similar regional weather conditions for that season. Borrowing
information across regions provides a more precise estimate of the pattern of crop devel-
opment within a given growing season. In addition, we can borrow information about the
parameters of the curves across growing seasons. Modeling this distribution is important
for comparing annual changes in crop development. At both the region and season level we
assume all parameters for the nonlinear curves are exchangeable.
Multivariate normal distributions are specified for both hierarchical distributions. We
reparameterize the AG parameters in terms of θ = (θ1, θ2, θ3, θ4, θ5) where θ = (logit(β),
logit(η), log(δ), log(σ1), log(σ2)) in order to transform the support of each parameter to the
real line. Similar transformations are applied to the parameters of the other nonlinear
functions. The mean and covariance matrix of the season level distribution are fixed. For
the region level distribution we allow a seperate mean vector for each season, but a fixed
covariance matrix.
We assume the two hierarchical distributions have different covariances to allow for dif-
fering levels of variation in the parameters across, and within, growing seasons. A priori we
expect more variation across seasons due to changing environmental conditions. The covari-
ance matrices are modeled in terms of their corresponding standard deviations (Λµ,Λθ) and
correlation matrices (Ωµ, Ωθ). This separation approach improves estimation, and provides
a more intuitive interpretation of parameter estimates (Barnard et al., 2000). We define
µs = (µ1s, µ2s, µ3s, µ4s, µ5s) as the vector of means for the hierarchical distribution for sea-
son s, and ψ = (ψ1, ψ2, ψ3, ψ4, ψ5) as the overall mean vector for each season. Depending
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on the nonlinear mean function the dimension of the vectors will vary. Putting the seasonal
and region levels together, the full hierarchical model is,
µs
ind∼ N5(ψ,ΛµΩµΛµ) and θrs ind∼ N5(µs,ΛθΩθΛθ). (3.4)
We model the observation errors (ν2s ) independently across growing seasons. Within a
given season, the satellite noise is roughly the same order of magnitude across regions, so
we assume a common seasonal error term.
3.4 Application to the SMOS data
We now apply this general methodology to the SMOS satellite data. We use each of
the three mean functions (AG, Gaussian, and DL) to describe individual vegetation curves,
and for all three mean functions we apply the same hierarchical structure that borrows
information at the regional and seasonal level.
To estimate model parameters we take a Bayesian approach, selecting proper prior
distributions to ensure a proper posterior distribution. Because the transformed mean
parameters have support over the real line, we use normal prior distributions. Patterns
of crop growth are relatively stable, making prior information about the shape of a crop’s
growth pattern informative in selecting the location parameters of the prior distributions.
3.4.1 Prior distributions
We specify the following prior distributions for the AG model. The intercept (ψ1) and
peak height (ψ2), receive normal priors N(−1, 1) that put 95% of mass between 0.05 and
0.75, which covers reasonable values for the intercept and height of τ . From historical data
we know that corn and soybean typically reach R3 in the middle of August. A normal prior
N(5.5, (0.1)2) for ψ3 puts 95% of mass between June 15th and October 15th. This range
is approximately plus or minus two months from where we expect the peak to occur so we
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consider it weakly informative. The two scale parameters (ψ4, ψ5) receive diffuse normal
priors N(3, 1). This puts 95% of the mass between 3 and 140, a wide range for the scale
parameters given the consistency of the crop phenology process. For the double logistic we
select N(0, (0.1)2) for the two scale parameters. The intercept (β) and height (η) received
the same prior distributions as specified for the AG function. The two inflection points (α,
ζ) get independent N(5.5, (0.1)2) prior distributions.
For Ωµ and Ωθ we use the LKJ prior with shape parameter 1 which puts a uniform
prior over all possible correlation matrices (Lewandowski et al., 2009). For the standard
deviations of the two covariance matrices (Λµ,Λθ), as well as the standard deviations sea-
sonal stochastic error terms (νs), we specify independent half-Cauchy distributions (Gelman
et al., 2006; Polson et al., 2012).
3.4.2 Model fitting
Each model was fit using the rstan (Stan Development Team, 2016) package in R (Ihaka
and Gentleman, 1996), which implements Hamiltonian Monte Carlo (HMC) (Betancourt
and Girolami, 2015). One chain was run for 10,000 iterations with 5,000 used as warmup.
The Geweke diagnostic was used to check for adequate mixing (Geweke, 1992) using the coda
package (Plummer et al., 2006). There was no evidence of lack of convergence. Traceplots
and histograms of the posterior draws were inspected for parameters with the fewest effective
samples; these did not suggest features that were inadequately explored. Appendix A
contains histograms of the posterior distributions with priors overlaid on top. For all model
parameters, the priors are essentially non-informative.
3.4.3 Hierarchical parameter estimates
Although we specify three separate parametric mean functions, we focus on the results
from the AG function. We will argue in Section 3.5 that this is our preferred model. As
detailed in Section 3.3 the parameters of the AG curve have meaningful interpretations in
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the context of crop phenology. For the seasonal level distribution (ψ), the posterior 95%
credible intervals (CIs) for the intercept (β) (0.12, 0.14) and peak height (η) (0.34, 0.39)
have a narrow range suggesting little variation across growing seasons. The biggest variation
is in the timing of peak with a 95% credible interval (217, 237) covering dates from August
5th to August 24th–a range consistent with USDA historical data for when corn typically
reaches R3. The posterior distribution of the scale parameters are highly correlated with
the timing of the peak, and have similar widths of uncertainty. The rate of crop growth
(σ1) has a 95% CI from 19.4 to 33.0, and for the rate of senescence (σ2) the 95% CI is from
21.2 to 41.8, which suggest the growth rate is slightly faster than the rate at which crops
dry out.
Looking at the seasonal timing of the peak (δ), we see variation across growing seasons
that confirms estimates derived from surveys and field-based data (Figure 3.3). For example,
2012 was a notoriously hot summer so corn progressed through its development stages
quickly (Hornbuckle et al., 2016). The 95% CI from our model estimates corn reached
its peak growth stage between July 18th to 25th. In contrast, temperatures cooled in
later summer of 2017, resulting in a late harvest (Thiesse, 2018). While not statistically
significantly different than previous growing seasons, the median estimate for the peak
timing (August 23) in 2017 is later than all other years.
We can also look at the length of the growing season, L, which measures the length of
time for the AG function to reach its peak and return to a steady state. Using the posterior
draws for the shape parameters, this functional is estimable using the relationship described
in Section 3.3. Depending on the type of seed and growing conditions the time from growth
to harvest for corn ranges from 60 to 100 days (Abendroth et al., 2012). Our estimates fall
within this range with the 2011 season having the longest growth cycle (95% CI: (79, 87))
and 2014 the shortest (95% CI: (59, 63)).
The two correlation matrices estimate the dependency across the AG parameters. The
strongest correlation is between the rate parameters and the timing of the peak height
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Figure 3.3 Posterior medians (dots) and 95% CIs (segments) for the steady state (β),
maximum height (η), peak timing (δ), growth rate (σ1), senescence rate (σ2),
and length of growing season (L) for all seven seasons (µs) in northwest Iowa.
(Figure A.5). If crops are developing quickly, they reach R3 faster, and start to dry out
earlier as they begin senescence. In addition to improving the precision of model parameters,
modeling the correlation structure could be useful for forecasting crop growth mid-season
when only partial data are available. Lastly, as expected, the magnitude of the standard
deviation parameters of the seasonal level is greater than the standard deviation for the
within season distribution, which indicates the crop cycle is more homogeneous between
regions within a given year rather than across growing seasons (Figures A.1 - A.6).
3.5 Model comparison
We now compare our full AG hierarchical model to more parsimonious hierarchical
frameworks, as well as the additional nonlinear mean functions described in Section 3.3.1.
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We also validate the AG and DL model estimates for the timing of R3 against USDA
ground-based survey data.
3.5.1 Assessing the borrowing of information across regions and years
To see the effect of borrowing information across seasons and regions, we compare the full
year-region hierarchical model to two sub-models. The first, a region hierarchical model,
treats growing seasons as independent, but borrows information across regions within a
given growing season (i.e., we remove the top level distribution for µs). The second, a region
independent model, specifies no hierarchical distributions, and treats individual regions and
seasons (θrs) as mutually independent. For both sub-models the same prior distributions
as for the year-region hierarchical model (3.4) are applied.
Figure 3.4 plots pointwise 95% posterior CIs at each day over the growing season for two
representative regions. As expected, the region independent model (dotted lines) consis-
tently has wider uncertainty intervals. Yet a more interesting comparison is the estimated
timing of peak τ . For example, in region 22 in 2011 (lower left), the region independent
model agrees with the region and year-region hierarchical model. However, in other in-
stances (region 18 in 2012), the shape of the curves differ. Focusing on the peak (R3),
the year-region hierarchical model is a compromise between the sub-models. The region
independent model estimates a mid-August peak (δregion, med = 225) ignoring large values
of T in early July. The region hierarchical model, which borrows information across re-
gions within a given season, estimates peak τ around mid-July (δseason, med = 197), and is
highly influenced by large values of T in early summer. The year-region hierarchical model,
however, is slightly in-between with an estimated peak of late July (δfull,med = 209).
As we will discuss further in Section 3.5.3, estimates from the year-region hierarchical
model are in closer agreement with USDA ground-based data. Moreover, while there is
moderate heterogeneity in the timing of R3 across regions, within a given year, large dif-
ferences in the estimated timing of crop development (i.e., over a month) across regions are
36
likely due to noise in the satellite measurements rather than true differences in crop growth:
especially in Iowa where soil and temperature conditions are fairly homogeneous across this
region of the state.
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Figure 3.4 Data from regions 18 and 22 in 2011 and 2012 (dots) with pointwise 95% CIs
(lines) for τ from the year-region hierarchical model (solid), region hierarchical
(dashed), and region independent (dotted).
3.5.2 Comparison of nonlinear mean functions
Multiple functional forms are available to model remote sensing vegetation measure-
ments. To assess our choice of mean function, we compare the AG curve to the Gaussian
and DL curves detailed in Section 3.3.1. In certain years, such as 2014, the acceleration and
deceleration of τ is fairly symmetric and the three mean functions exhibit the same general
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shape. For example, Figure 3.5 plots pointwise 95% credible intervals for the Gaussian, AG,
and DL curves for region 12 and 27 in 2014 (left). The credible bands are in relatively close
agreement across the entire growing season. The DL function has a slight plateau at the
top. This is often the motivation for using the DL function, as certain vegetation indices
(e.g., NDVI) are known to exhibit less of an acute peak.
2014 2017
R
eg
io
n 
12
R
eg
io
n 
27
Ma
y 1
Jun
e 
1
Jul
y 1
Au
g 1
Se
pt 
1
Oc
t 1
No
v 
1
Ma
y 1
Jun
e 
1
Jul
y 1
Au
g 1
Se
pt 
1
Oc
t 1
No
v 
1
0.0
0.1
0.2
0.3
0.4
0.5
0.0
0.1
0.2
0.3
0.4
0.5
Days
T
Figure 3.5 Data from regions 17 and 27 in 2014 and 2017 (dots) with pointwise 95% CIs
(lines) for τ using the AG (solid), Gaussian (dashed), and DL (dotted) mean
functions.
In seasons with extreme weather conditions the models differ. For example, in 2017,
corn reached its R3 stage later than usual due to an unusually cool August (Thiesse, 2018).
The right panel of Figure 3.5 shows the same comparison of the nonlinear mean functions
for region 12 and 27 in 2017. Visually, the AG and DL functions are more flexible and
better capture the asymmetry in the growth cycle.
38
In addition to graphical comparisons, the AG and DL curves are significantly better fits
to the data than the single Gaussian when compared using the Watanabe-Akaike informa-
tion criterion (WAIC), a Bayesian measure of out of sample prediction error (Watanabe,
2010). WAIC is estimated using the expected log pointwise predictive density (elpd), and
for large sample sizes, elpd can be statistically compared across models using an asymptotic
normal approximation (Gelman et al., 2014). The expected difference and standard error
for the AG vs Gaussian model is êlpddiff,waic = 677 (44), and for the DL vs Gaussian model
êlpddiff,waic = 1353 (55). The DL model is also significantly better than the AG model
(êlpddiff,waic = 676 (42)). While useful, WAIC is a pointwise model comparison tool that
weights each observation equally. However, scientists are primarily interested in learning
about the timing of peak τ , so we now compare the AG and DL model estimates of peak τ
to the closest comparable ground-based measure.
3.5.3 Comparison to USDA field surveys
Although we do not know the true timing of peak τ , we can compare model estimates to
USDA ground-based survey data. The USDA collects data from farm operators and land
owners and subsets the results into nine reporting districts (Figure 3.2). Starting in April,
each week the USDA publishes the percentage of corn or soybean at each growth stage by
district. Until 2013, the USDA published weekly data on R3, the closest comparable measure
to what τ measures at its peak (Hornbuckle et al., 2016). Using linear approximations we
calculated the day of the year when 50% of corn reached R3 by crop reporting district
according to the USDA survey data. We then compared this point estimate to the 95%
CIs for peak timing (δrs) within the same district. Assuming the USDA estimates of R3
are unbiased, we prefer models that have more of their CIs overlaping with the USDA
ground-based estimates. Figure 3.6 shows the 95% CIs for δr,2011,2012,2013, as well as the
USDA 50% R3 estimates, plotted as a vertical line. The red (circles) bands correspond to
the AG model, the blue (triangles) bands the DL model. In 2011, approximately 82% of
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the AG region CIs overlap with the USDA field data compared to 25% of the DL model.
In addition, the DL model consistently over-estimates the timing of the peak. When we
include the 2012 and 2013 seasons, 61% of the CIs for δr,2011,2012,2013 cover the ground-based
estimates for the AG function versus 28% for the DL function.
This suggests the AG model fit to SMOS data could replace the USDA field-level report-
ing for estimating when corn reaches R3. Given the higher temporal and spatial resolution
of SMOS, R3 estimates could also be updated daily and provide more fine scale estimates.
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Figure 3.6 Day of year when 50% of crops have reached R3 based on crop reporting district
USDA field surveys (solid vertical lines) compared to region-specific peak timing
estimates based on the nonlinear hierarchical model posterior medians (points)
and 95% CIs (segments) using the AG (circles) and DL (triangles) functions.
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3.5.4 Comparison to the SMAP satellite
The Soil Moisture Active Passive (SMAP) satellite was launched in 2015 and also has
a Level 2 soil moisture product comparable to τ . However, the satellites are equipped
with different types of remote sensors. As it can be seen from Figure 3.7, SMOS takes
measurements and multiple incidence angles whereas SMAP only measures at one incidence
angle (Patton, 2014). To investigate whether SMAP (or a satellite with a similar sensor)
could be used to monitor crop growth, we fit the full hierarchical model (3.4) to SMAP data
from 2015 to 2017 collected at the same centroids as the SMOS data.
Figure 3.7 Vegetation optical depth (VOD) for the SMOS (top) versus SMAP (bottom)
satellite.
Figure 3.8 plots 95% CIs for the estimated timing of the peak for both sets of data. The
SMOS estimates (triangles) vary significantly more across growing seasons, peaking earlier
in 2015 and later in 2017, which is consistent with ground-based estimates. On the other
hand, the median timing of the peak (solid vertical line) is constant (August 19th) across
all years for the SMAP data. There is also less uncertainty in the SMAP data, exemplified
in narrower CIs (circles). SMAP’s inability to pick up on season differences in peak τ is
likely due to its sensor that only uses one incidence angle for retrieval.
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This comparison suggests that satellite sensors with multiple incidence angles (e.g., SMOS)
should be preferred for monitoring changes in crop phenology.
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Figure 3.8 Median of seasonal peak timing (µs) for SMOS (solid vertical lines) compared
to SMAP (dashed vertical lines) along with region level (δr) posterior medi-
ans (points) and 95% CIs (segments) using the SMOS (triangles) and SMAP
(circles) data.
3.6 Discussion
This paper offers a novel hierarchical nonlinear approach for modeling remote sensing
vegetation time series. The nonlinear AG function accurately describes the crop growth
cycle, and has parameters that correspond to key crop development stages. Moreover, our
model borrows information across regions and growing seasons to improve inference: specif-
ically, for the timing of R3, when corn’s water column density is highest. This hierarchical
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structure is especially important for satellite data where fitting stable nonlinear functions
is problematic due to outliers and noise in the data collection process.
We also compared three common nonlinear functions used to smooth crop phenology
data. While the DL function best fits the SMOS data over the entire growing season (and
has greater precision), we found the AG function is more congruous with R3 estimates from
USDA ground data. The DL curve, on the other hand, consistently estimates a later peak
timing. Assuming the USDA survey data is an unbiased measure of R3, the AG hierarchical
model offers an alternative to a labor-intensive USDA survey, that ended in 2013, to assess
crop development and the resulting estimates of R3. Lastly, we compared the SMOS and
SMAP data products ability to accurately monitor crop development and found the SMOS
satellite is much more sensitive to changes in ground vegetation compared to SMAP.
As SMOS continues to collect data, our model can be used by scientists to better un-
derstand regional climate changes and variations in agricultural practices. Although we
applied our method to the SMOS data, we believe our hierarchical approach is general-
izable to other remote sensing data. We now address some important assumptions and
directions for model improvement.
First, we assume the AG function is the correct functional specification for the shape
of the curves. We compared some of the frequently used nonlinear functions (e.g., double
logistic, and Gaussian), but there may be alternative parametric forms outside the remote
sensing domain. Second, we are working with a Level 2 data product and thus are likely
underestimating the amount of uncertainty in the data. However, to our knowlege, there
is not yet published research quantifying the amount of error in τ using either ground
truth validation or simulation-based methods. Third, we assume exchangeability of regions
and growing seasons. Within a fairly small homogeneous region like northwest Iowa this
is reasonable. However, incorporating the location of the region centroids into a spatial
model or adding spatially referenced covariate information (e.g., soil type) could improve
parameter estimates.
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A final possible extension of the the current model is forecasting. The ability to predict
the timing of R3 mid-season, and update the forecast as additional data are collected, would
provide real time updates of crop conditions as they develop over the course of a growing
season. This updating fits naturally in the Bayesian hierarchical framework presented here
and would allow vegetation curves from previous seasons to inform forecasts made in the
middle of a new growing season.
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CHAPTER 4. A SPATIAL ASYMMETRIC GAUSSIAN APPROACH
FOR MODELING CROP GROWTH
4.1 Introduction
In Chapter 3 we modeled SMOS τ using a hierarchical nonlinear parametric model
that borrowed information across regions within a given year. We assumed regions were
exchangeable and modeled the AG parameters as realizations from a season level multi-
variate normal distribution. We did not use any information about the spatial locations
of the regions. It is clear in Figure 3.2, however, that certain regions are closer together
than others, with some (e.g., 13 and 16) significantly overlapping. Especially in agricultural
and ecological applications, when observations are close together, we expect them to share
similar characteristics due to variables such as soil type, climate conditions or agricultural
practices. A model that ignores spatial dependence can still provide an adequate approxi-
mation to the true data generating process. But properly accounting for spatial variation
can increase prediction accuracy and precision of model estimates (Finley, 2011). Even
without significant improvement in model performance, properly partitioning uncertainty
between spatial and non-spatial components provides a more accurate representation of the
true ecological process (Cressie et al., 2009). In this chapter we extend the nonlinear hi-
erarchical AG model to incorporate spatial dependence between the SMOS measurements
of τ . Section 4.2 introduces the spatial model. Section 4.2.3 provides a brief simulation
study to illustrate the effectiveness of the proposed spatial model. In Section 4.3 we fit the
spatial model to the SMOS data and compare the results to those obtained in Chapter 3.
In Section 4.4 we discuss limitations and possible extensions of the model.
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4.2 Spatial Data Model
We saw in Section 3.4.3 that the rate of growth (σ1), timing of the peak (δ), and the rate
of senescence (σ2) exhibit the greatest variation within a growing season. These parameters
drive the shape of the AG curve and are sensitive to changes in environmental conditions.
We focus, therefore, on modeling spatial variation for these three parameters. Figure 4.1
plots semivariograms for σ1, δ, and σ2 for the 2013 growing season. Semivariograms are es-
timated using the posterior median for each parameter from the hierarchical model (Cressie
and Hawkins, 1980). The plot suggests some spatial dependence in the parameters. Other
seasons exhibited more mild spatial correlation, but with only 28 locations per season, there
is limited information to perform exploratory spatial analysis.
2013
40 80 12
0
16
0
0
50
100
150
200
Distance (km)
Se
m
iva
ria
nc
e parameter
Delta
Sigma1
Sigma2
Figure 4.1 Semivariograms for δ (solid), σ1 (dotted), and σ2 (dashed) for the 2013 growing
season. Estimates based on posterior median of the nonlinear AG hierarchical
model parameters.
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To model spatial dependence, we assume each of the three parameters follows an isotropic
exponential covariance function. We make this assumption for two reasons. One, the ex-
ponential covariance function is often used to model spatial dependence in soil moisture
(Hosseini et al., 2015; Reza et al., 2016). And while SMOS τ measures a slightly different
variable, it is a function of soil moisture and likely exhibits similar spatial dependence. Two,
given a paucity of spatial locations in the SMOS data, a two parameter covariance func-
tion is easier to identify than a more complicated parametric function, such as the Mate´rn
(Zhang, 2004).
Parameter notation and transformations for the spatial AG model are similar to Sec-
tion 3.3.2. Let r = 1 . . . 28 denote the pixel regions, and s = 1 . . . 7 the growing sea-
sons. We again reparameterize the AG parameters in terms of θ = (θ1, θ2, θ3, θ4, θ5) where
θ = (logit(β), logit(η), log(δ), log(σ1), log(σ2)). We define µs = (µ1s, µ2s, µ3s, µ4s, µ5s) as the
vector of means for the hierarchical distribution for season s, and ψ = (ψ1, ψ2, ψ3, ψ4, ψ5) as
the overall mean vector for each season. To model spatial dependence across locations with
a given season let θ
(δ,σ1,σ2)
rs = (log(δrs), log(σ1rs), log(σ2rs)) be a subvector of the AG param-
eters indexed by i = 1 . . . 3. We assume the spatial correlation is the same within each sea-
son, and allow each parameter to have its own covariance function H(ς2i , φi) = ς
2
i exp(−dφi),
where d is the distance between region centroids, ς2 is the spatial variance parameter, and
φ is the spatial range parameter. To account for any remaining variation, the residuals (or
nugget effect) are modeled using an unstructured covariance matrix to allow for correlation
across the parameters. The intercept (β) and height (η) are modeled using independent
normal distributions.
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The results from the first AG hierarchical model suggest these two parameters are mutually
independent from all other parameters (see Figure A.5). Putting these pieces together, the
complete specification for the spatial model is as follows,
Tdrs
ind∼ N(fAGθrs (d), ν2s )
µs
ind∼ N5(ψ,ΛµΩµΛµ)
logit(βsr)
ind∼ N(µβs , ς2β)
logit(ηsr)
ind∼ N(µηs , ς2η )
rs
ind∼ N3(0,Λθ(δ,σ1,σ2)Ωθ(δ,σ1,σ2)Λθ(δ,σ1,σ2))
α.si
ind∼ N28(0, H(ς2i , φi))
θ(δ,σ1,σ2)rs = µ
(δ,σ1,σ2)
θrs
+ αrs. + rs
(4.1)
4.2.1 Priors
To complete the model we specify the following proper prior distributions. The priors
on ψ and the covariance matrices are the same as in Section 3.4.1. For the covariance
functions we place a half-t distribution with 4 degrees of freedom on the reparameterized
the range parameter 1/φ (Flaxman et al., 2015). The standard deviations for the nugget
effect, spatial variation, and stochastic errors, received half-Cauchy distributions (Gelman
et al., 2006; Polson et al., 2012). Once again, we placed an LJK prior (η = 1) on the
correlation matrices (Lewandowski et al., 2009). Setting the value of η = 1 puts a uniform
prior over all possible correlation matrices. We consider all of these priors to be weakly
informative.
48
ψ1, ψ2
ind∼ N(−1, σ2 = 1)
ψ3 ∼ N(5.5, σ2 = 0.1)
ψ4, ψ5
ind∼ N(3, σ2 = 1)
λθ(δ,σ1,σ2)
ind∼ half-Cauchy(0, 1)
λµ
ind∼ half-Cauchy(0, 1)
Ωµ,Ωθ(δ,σ1,σ2)
ind∼ LKJ(η = 1)
ςi
ind∼ half-Cauchy(0, 1)
νs
ind∼ half-Cauchy(0, 1)
1/φi
ind∼ half-t(ν = 4)
4.2.2 Model fitting
Each model was fit using the rstan (Stan Development Team, 2016) package in R (Ihaka
and Gentleman, 1996), which implements Hamiltonian Monte Carlo (HMC) (Betancourt
and Girolami, 2015). One chain was run for 20,000 iterations with 5,000 used as warmup.
The Geweke diagnostic was used to check for adequate mixing (Geweke, 1992) using the coda
package (Plummer et al., 2006). There was no evidence of lack of convergence. Traceplots
and histograms of the posterior draws were inspected for parameters with the fewest effective
samples; these did not suggest features that were inadequately explored. Appendix B
contains histograms of the posterior distributions with priors overlaid on top. For all model
parameters, the priors are essentially non-informative.
4.2.3 Simulation study
To compare the non-spatial and spatial model we performed a small simulation study.
We generated 100 AG curves over a 150 × 150 grid using the proposed model (4.1). The
spatial range parameters were set to 75; the spatial variance terms were fixed at 0.50 for σ1
and σ2, and 0.05 for δ (commensurate with initial model estimates).
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We held out a random set of 25 curves, and fit the hierarchical and spatial model to the
remaining 75 curves.
We first compared overall model fit using the Watanabe-Akaike information criterion
(WAIC), the same Bayesian information criterion used in Chapter 3. WAIC measures the
predictive accuracy of the fitted model on the observed data points–quantified using the
expected log pointwise density (elpd) (Watanabe, 2010). Standard errors are available for
the estimated elpd, allowing for statistical comparisons across different model specifications.
For the spatial versus the hierarchical model the estimated difference in elpd was 6.1 (SE
= 2.3), indicating preference for the spatial model.
We also compared the two models on their performance predicting the 3 spatially vary-
ing parameters for the holdout locations. Predictive ability was assessed using the posterior
predictive densities of the parameters evaluated at the true simulated value. This compar-
ison criterion was chosen as it takes into account differences in precision between the two
models. A priori we expect the spatial model parameters to have greater precision. For
the hierarchical model, we used the set of MCMC draws from the fitted model, and run the
following algorithm for each location,
• Simulate θ(m)rs ∼ N5(µ(m)s ,Σ(m)) for m = 1 . . .M = 5, 000
• Estimate the density of the three posterior predictive distributions θ(δ,σ1,σ2)rs
• Evaluate the empirical density using the true values of the held out parameter vector
θ
(δ,σ1,σ2)
rs
For the spatial model we predicted the held out parameters jointly using their known
spatial locations as follows,
• Simulate α(m).si ind∼ N25(0, H(ς(m)i , φmi )) for the 25 held out locations from a conditional
multivariate normal distribution, conditional on the observed 75 locations.
• Simulate 25 independent sets of errors, (m)rs ∼ N3(0,Σ(m))
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• Calculate θ(m)rs. = µ(m)s + α(m)rs. + (m)r
• Estimate the density of the three posterior predictive distributions for θ(δ,σ1,σ2)rs
• Evaluate the empirical density using the true values of the held out parameter vector
θ
(δ,σ1,σ2)
rs
For the hierarchical and spatial model we sum the densities over all model parameters.
The model with better predictions for the held out locations should have a larger sum as
the posterior densities are closer to the true simulated values. For the hierarchical model
the sum of the densities over all locations at the true parameter values was 1.95 while for
the spatial model it was 2.10. Ideally, a measure of standard deviation would be useful to
compare these values, but given the computation time for the estimation (over 30 hours),
a distribution for this statistic is unavailable. Still, this simulation suggests that including
spatial information improves parameter inference compared to a non-spatial model.
4.3 Application to SMOS data
4.3.1 Spatial parameters
We first examine the additional parameters in the spatial model: the spatial variances
and ranges which define the exponential covariance function. Table 4.1 shows 95% credible
intervals (CIs) for these six parameters. Similar to the hierarchical model, there is little
within season spatial variation in the timing of peak τ . The strongest spatial correlation is
for the rate of growth (σ1) and senescence (σ2). However, this does not necessarily imply
that δ does not vary spatially as the model still allows for correlation in the error terms
(nugget effect) across these three parameters. In fact, as exemplified in Figure B.4, the
within season correlation between δ and σ1 and σ2 is stronger than compared to hierarchical
model.
Often the strength of spatial dependence is quantified in terms of the nugget-to-sill ratio
(Irvine et al., 2007). Higher values of the ratio indicate weaker spatial dependence.
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Table 4.1 95% CIs for the range parameters (φ) and spatial standard deviations (ς) for
the timing of the peak (δ), rate of increase (σ1), and rate of senescence (σ2).
δ σ1 σ2
φ (0, 15) (6, 174) (56, 326)
ς (8× 10−8, 0.01) (7× 10−2, 0.17) (.01, 0.19)
2
2+ς2
(0.96, 0.99) (0.49, 0.89) (0.50, 0.81)
Using the set of posterior draws, the last row of Table 4.1 presents 95% CIs of the nugget-
to-sill ratio for each spatial parameter. The spatial signal is very weak for δ, and about the
same strength for the two rate parameters σ1 and σ2.
4.3.2 Model comparison
We now compare estimates of the three main parameters of the AG function (rate of
growth, timing of R3, and rate of senescence) between the hierarchical and spatial model.
We highlight these parameters as they are of primary interest (especially δ, the timing of
R3), and exhibit the most variation within a given growing season. Unlike the simulation,
the true values of the parameters are unknown, so we compare the CIs between the two
model specifications. Figure 4.2 shows the 95% CIs for the timing of the peak (δ) for
the spatial and hierarchical model. Visually, the bands, and medians, fall almost right on
top of each other making it difficult to see any precision gained by accounting for spatial
dependence.
To better visualize improvement for the spatial model we plot the difference in the
widths of the 95% CI bands. We also show the Monte Carlo standard error of the difference
to account for variability in the MCMC estimation (Flegal and Hughes, 2017). Figure 4.3
presents the difference between the width of hierarchical CIs and the width of the spatial
CIs for δ. If the spatial model provides more precision we should see points falling to the
right of the vertical reference line at zero.
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Figure 4.2 Posterior 95% CI for δ for the hierarchical model (circles) versus the spatial
model (triangles).
Although there appears to be no difference between the two models, the δ parameter has
the weakest spatial dependence, so we now present the same comparison for σ2, which has
the strongest spatial dependence. Figure 4.4 presents the difference in widths for the rate of
senescence (σ2). Although not all the differences are significant, there appears to be greater
precision for the spatial model. For instance, in 2016, almost all of the hierarchical intervals
are wider than the intervals produced from the spatial model. From a practical perspective,
the difference is relatively small. However, we should note there was little within season
variation in the AG curves for the 28 selected regions. If the spatial model was extended to
a wider spatial range or an area with more variation in climate conditions, we could expect
to see greater improvement over the hierarchical model.
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Figure 4.3 Difference (circles) in the width of the 95% CI for δ. Lines correspond to ±
1.96 times the Monte Carlo standard error.
Lastly, we can compare the two approaches using an global model comparison criterion
(WAIC), and the size of the residual variation captured in the nugget effect. These are
two criterion suggested by Finley (2011) for evaluating non-spatial and spatial models. The
difference in elpd between the spatial and non-spatial model is 10.80 (SE = 6.4), which
shows marginal improvement for the spatial model. Also, as it can be seen from Figure B.2,
the error for the the σ1 and σ2 is now apportioned between spatial variation and random
noise, providing a richer interpretation than the hierarchical model.
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Figure 4.4 Difference (circles) in the width of the 95% CI for σ2. Lines correspond to ±
1.96 times the Monte Carlo standard error.
4.4 Discussion
This chapter offers an extension of the hierarchical AG model developed in Chapter 3.
Rather than assuming regions are exchangeable within a given season, we incorporated the
centroid coordinates of each region in order to model spatial dependence between the AG
curves. Following a similar approach by Finley (2011), we compared the proposed spatial
model to the non-spatial hierarchical approach using predictions at unobserved locations
(using a simulation study), a model comparison criterion, and comparison of the residual
error terms. Although the results did not show overwhelming support for the spatial model,
especially given the increase in computation time required fit the spatial model, there does
appear to be marginal improvement. We now discuss directions for model improvement.
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Given the small number of locations per growing season we assumed the spatial depen-
dence was fixed across all seasons, and isotropic. However, if the spatial variability varies
by year, averaging over all seven growing seasons could mask any signal, similar to the phe-
nomenon of Simpson’s paradox. One extension would be to allow the spatial parameters to
be modeled hierarchically. Each season would have its own spatial covariance parameters
that share a common distribution across all growing seasons. Additional regions would likely
be required to reliably estimate this model. Furthermore, while directional variograms did
not indicate any anisotropic spatial structure, it seems reasonable to assume dependence
could vary either along the Des Moines Lobe (due to changes in soil) or north to south due
to regional temperature conditions. Lack of evidence for this structure might be due to a
combination of noise in the data collection process and the poor spatial resolution of the
SMOS satellite signal.
Finally, another direction for incorporating spatial dependence is a new model where
the AG parameters covary jointly. Model 4.1 allows for dependence in the nugget effect, but
assumes the spatial processes are independent. Linear models of coregionalization (LMC),
however, capture joint spatial dependence through a linear combination of independent
spatial processes (Banerjee et al., 2014; Reich et al., 2007). Any remaining variation is
modeled using a diagonal covariance matrix. Previous research has shown the LMC models
exhibit lower sum of squared errors and predictive variability compared to models that treat
correlated spatial processes as independent (Gelfand et al., 2004). Future work applying
the LMC to the 3 AG parameters may show similar improvement.
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CHAPTER 5. A FUNCTIONAL APPORACH TO MODEL
SPATIALLY REFERENCED SMOS SATELLITE DATA
5.1 Introduction
The European Space Agency’s Soil Moisture and Ocean Salinity (SMOS) satellite has
recently been shown to collect data relevant to farmers and agronomists (Hornbuckle et al.,
2016). The new data product, referred to as Level 2 τ in the remote sensing literature,
measures the water column density of vegetation, which is proportional to the amount of
ground vegetation (Jackson and Schmugge, 1991). After plants emerge, the water column
density increases, reaching a peak during the reproductive growth stage. As an example, for
maize, following the third reproductive stage (R3), the plant begins to lose water, undergo
senescence, and dry out. Previous research has empirically found a connection between
Level 2 τ and the stages of crop development (Patton and Hornbuckle, 2013; Lawrence
et al., 2014).
The goal of this paper is to use the SMOS Level 2 τ data product (herein referred to
as τ) to provide new information about crop phenology. There are other data sets that
capture similar information as SMOS; for example, the Normalized Difference Vegetation
Index (NDVI), and the National Agricultural Statistics Service (NASS) Crop Progress Re-
ports. However, the SMOS satellite data is unique due to its combination of high temporal
(observations are collected approximately every 12 to 36 hours) and spatial resolution (over
10 times better than USDA ground-based visual surveys).
We analyze SMOS data from the U.S. corn belt to answer two main questions relevant
to farmers and agronomists. One, how can we accurately model the seasonal patterns of
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crop development? As often the case with remote sensing data, the observed values of τ are
quite noisy. Therefore, we first smooth the data using a kernel smoother appropriate for
dependent data. Next, we apply functional principal components analysis (fPCA) to reduce
the dimension of the data and represent τ as a linear combination of principal component
curves. Finally, to account for spatial dependence between locations, we fit a Bayesian
spatial model to the fPCA coefficients.
The second goal is to estimate, and quantify the uncertainty, for when τ reaches its
peak. The primary covariate affecting the timing of peak τ is accumulated thermal time
(Hornbuckle et al., 2016). In warmer growing seasons τ reaches its peak earlier in the
summer, whereas in cooler seasons τ increases more gradually as plants take longer to
develop. We incorporate growing degree days (GDD) as a covariate in the spatial model
to estimate the timing of peak τ at unobserved locations. Because the model is fit within
a Bayesian framework, estimating the peak with a statistical measure of uncertainty is
straightforward using parameter draws from the posterior distribution. Finally, we compare
our estimates of the peak timing to ground-based estimates from the NASS Crop Progress
Report.
5.2 Background
Previous work has analyzed vegetation remote sensing data using a functional data
approach. Liu et al. (2012) developed a factor rotation method for functional principal
components to decompose a time series of vegetation index measurements (EVI data) into
periodic and non-periodic functional components. Separating annual versus non-annual
variation in the fPCs resulted in more stable estimates and an interpretable decomposition
between cyclical and local trends in the curves. More recently, using the same point ref-
erenced EVI data, Liu et al. (2017) introduced a parametric model to account for spatial
correlation between fPC coefficients to improve curve reconstruction. Outside of vegetation
index measures, there are other applications of functional data analysis applied to spatial
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temporal point pattern data. Gromenko et al. (2012) developed a new method to estimate
the functional mean and principal components when functional curves are observed at spa-
tial locations. Baladandayuthapani et al. (2008) introduced a fully Bayesian hierarchical
approach to model spatial correlation between regression splines. Spatial dependence was
modeled on the spline coefficients using a Matern covariance structure. Lastly, there are
nonparametric approaches, such as Li et al. (2007), who propose a kernel-based method to
estimate correlation among functions where observations are sampled at regular temporal
grids, and smoothing is performed across different spatial distances.
5.3 SMOS satellite data
The SMOS satellite makes a pass over local areas in the midlatitudes every 12 to 36
hours. SMOS takes multiple measurements at different incidence angles over a fine grid
during each pass. However, after signal processing, the European Space Agency releases
an estimate of τ averaged over a footprint roughly the shape of a circle with a diameter
between 40 and 50 kilometers. We refer to these regions as pixels, and the centroid of each
pixel is known. The years we analyze are from 2011 to 2017.
The variables in the data set are as follows. The measurement time reported as a
fractional day. To make time intervals consistent across years each day is rounded to the
nearest integer day. Of the seasons studied, the earliest corn emerged was the first week
in May (soybean follows later), and by the end of October all corn has reached maturity
(R6 growth stage). Therefore, we subset each year to run from May 1st to October 31st.
Occasionally, due to a corrupted signal, a missing value is reported. Missing values are
imputed via a linear approximation using the observed data before and after the missing
observation. For each pixel and season combination, fewer than 3% of observations are
imputed.
To minimize the influence of other crops and reduce signal noise from non-agriculture
areas, 30 pixels were selected in western Iowa (Figure 5.1). Iowa is divided into 99 ap-
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proximately equal size counties and each pixel is approximately the size of a county. The
maximum distance between pixel centroids is 321 kilometers; the minimum distance be-
tween centroids is 25 kilometers. All the pixels have between 75 and 85 percent of their
land area planted with a combination of corn and soybean. Unfortunately, because of the
wide spatial resolution, individual crops are not identifiable. However, the overall mixture
of each of the two crops is consistent across pixels and years with approximately 60% of the
crops in each pixel composed of corn, and the other 40% soybean (Hornbuckle et al., 2016).
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Figure 5.1 Centroids (dots) and footprints (45km diameter circles) for 30 SMOS pixels.
Shading by USDA Crop Reporting District.
5.4 Functional Spatial Model
Rather than modeling τ as a series of discrete random variables, we represent each curve
as a smooth continuous function over a bounded interval corresponding to one growing
season. Treating τ as a smooth curve makes sense as the water column density of plants
changes gradually as they develop, reach their peak growth stage, and then dry out. The
raw data, however, is quite noisy, so before modeling τ as a function, smoothing is required.
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5.4.1 Smoothing the data
Multiple methods are available to smooth functional data. One option is to first smooth
the data using a nonparametric kernel smoother or local polynomial fitting technique. An-
other choice is projecting observations onto a set of basis functions while adding a roughness
penalty to control the total amount of curvature. We select a smoothing technique that
accounts for temporal dependence. Daily measurements of τ are correlated so standard
smoothing techniques, which assume uncorrelated errors, are known to under smooth the
data. The structure of the dependence, however, is unknown so we applied a smoother
outlined by Brabanter et al. (2011) that smooths time series data without requiring knowl-
edge of the true correlation structure. The smoother has two stages: the first selects the
optimal bandwidth; the second smooths the data. The first stage pre-smooths the data
using a third order polynomial with a bimodal weighting kernel K(u) = 2√
pi
u2 exp(−u2)
that removes temporal correlation in order to select an optimal smoothing bandwidth. The
optimal bandwidth is chosen that minimizes the residual sum of squares. After a bandwidth
is calculated for each curve, the second stage smooths the original data using a Gaussian
kernel with an adjusted bandwidth proportional to the bimodal bandwidth. The original
and smoothed data for two representative pixels are presented in Figure 5.2.
5.4.2 Functional representation
We now represent each pixel within a growing season as a function with support d ∈
(May 1,October 31), where d is the day of the year. Including all seasons and pixels there
are 210 curves in the data set which we denote as Xc, c = 1 . . . 210. To further reduce the di-
mension of the data we project the smoothed curves onto a set of basis functions. We choose
the Fourier basis because vegetation curves are stable functions that exhibit a consistent pe-
riodic curve each growing season. We want to compare curves across seasons so the same set
of basis functions is used for all curves. Using a saturated Fourier basis, each smoothed curve
is projected onto 185 orthogonal basis functions φk, k = 1 . . . 185. Coefficients for each curve
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Figure 5.2 Raw and smoothed values (lines) of τ for pixel 6 and 15 in 2015 and 2017.
are estimated by minimizing the L2 norm
∑D
d=1 (Xc(d)−
∑K
k=1 zckφk(d))
2. Each curve is
now represented as a function Xc(d) =
∑185
k=1 ζckφk(d) + (d), where ζck are the individual
scores corresponding to each of the 185 basis functions φk.
As exemplified in Figure 5.2, the shape of each smoothed time series has a similar
signature: a quadratic rise and fall as crops emerge, reproduce, and undergo senescence.
What differs across pixels within a year, and more clearly across years, is the timing of
the peak. To identify these dominant periods of variation we apply functional principal
components analysis (fPCA) to reduce the dimension of the data and capture this period
of interest (Ramsay et al., 2009). To calculate the fPCAs we first estimate the mean and
covariance function of the 210 curves.
We estimate the mean function as the sample average over all pixels and growing seasons
µˆ(d) = 1C
∑C
c=1Xc(d). It seems reasonable to assume curves are independent across growing
seasons, and, while there is likely correlation across curves within a season, we capture this
structure later using a parametric model. Next, the sample covariance function (for time
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points t and s) is estimated Σˆ(s, t) = 1C−1
∑C
c=1(Xc(s) − X¯(s)(Xc(t) − X¯(t)). Using the
basis function representation of the curves, and after subtracting the mean function, this
estimator simplifies to Σˆ(s, t) = 1C−1φ
T (s)ZTZφ(t). Estimating the functional principal
components requires an eigenvalue decomposition of the sample covariance matrix. Defining
the jth eigenfunction as ζj(s) = b
T
j φ(s), this eigen-equation becomes
1
Cφ(s)
T (Z)TZb =
ρφ(s)T b. Since this equation must hold for all time points, s, the solution reduces to a
standard multivariate PCA decomposition. After calculating the fPCA eigenfunctions and
eigenvalues, each curve is now represented as follows:
Xc(d) ≈ µ(d) +
K∑
k=1
ζckφk(d) (5.1)
The first two functional principal curves explain approximately 60% of the variation in
the curves. We can visualize what part of the curve they capture by plotting the overall
mean curve and adding and subtracting 1.96 times the standard deviation of each principal
component curve. As exemplified below (Figure 5.3), the first two fPC’s capture the ramp
up and decline of τ . The 3rd and 4th components account for variation at the beginning
and end of the growing season, a period of less interest.
5.4.3 Modeling the fPCA scores
We have reduced the SMOS data to a parsimonious form, but have yet to account for
any spatial structure between the pixels or include potential covariates that may explain
variation in the shape of the curves. To incorporate explanatory variables, as well as
spatial correlation between curves we select a stationary spatial process model with a linear
mean structure. For data coming from locations Y (si), i = 1 . . . n, we define f(Y |θ) ∼
N(Xβ, σ2H(φ) + τ2I). The two error terms can be combined into an overall covariance
matrix Σ = σ2H(φ) + τ2I. Here, H is a valid isotropic correlation function on R2, and the
uncorrelated errors (or nugget effect) are contained in τ2. The unknown parameters for this
model are θ = (β, σ2, τ2, φ).
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Figure 5.3 Overall mean function (solid line). Confidence bands (dashed lines) are ±1.96
standard deviations above and below the mean curve for functional PC curve
1 (top), and PC curve 2 (bottom).
5.4.3.1 Analysis of fPCA scores
The two main atmospheric variables that impact the growth of row crops are temper-
ature and precipitation (Hollinger and Angel, 2009). To investigate if these variables are
related to the fPCA coefficients, we obtained weather data from The Iowa Environmental
Mesonet (IEM). The IEM has daily data on temperature and precipitation at each pixel
location. Each curve corresponds to an entire growing season so temperature and precip-
itation are aggregated over each growing season. Following the convention in agriculture,
temperature is transformed to growing degree days (GDD), which is an integral approxi-
mation for the total time the temperature is above 10 degree Celsius after plants emerge
(McMaster and Wilhelm, 1997). Using data from the USDA National Agricultural Statis-
tics Service (NASS) the day where at least 50% of the corn was reported planted is the
starting day for the GDD calculation. This planting data is only available for 9 districts in
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Iowa, so each pixel centroid is mapped to the closest district. It is unknown when the crops
cease to grow, so to be conservative, GDD was summed until September 1st for each pixel
and year. Total precipitation was also calculated using the same starting and ending dates
as for GDD.
Precipitation and GDD were regressed on the first two fPC scores. The only significant
relationship was between the first fPC and GDD. This is unsurprising as accumulated
thermal time is known to be the main cause of changes in the timing of peak τ (Hornbuckle
et al., 2016). Figure 5.4 shows a scatterplot of GDD and fPC1 where the points are colored
by year. While the intercepts vary across years, there is an overall positive trend between
the two variables.
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Figure 5.4 Total growing degree days plotted against fPC1 for 2011 to 2017 (colored
points). Growing degree days are accumulated from when 50% of crops are
planted until September 1st.
We fit a linear model with a random effects term for the intercept, and GDD as a covari-
ate, to fPC1. We then examined the model residuals, as well as the scores from the other
fPCs, to see if any spatial structure remains. We assume the fPCA coefficients are uncorre-
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lated across scores, i.e., Cor(ζij , ζik) = 0, but spatial correlation exists for each fPCA score
individually across pixel locations within a given year. In Figure 5.5 we plot the empirical
variograms for fPC1, and the residuals for fPC1 after regressing GDD. Figure 5.6 shows
the empirical variogram for fPC2. The variograms are calculated using the Hawkins and
Cressie robust variogram estimator (Cressie, 2015). The solid line is the average variogram
across all seven years and the dashed lines the corresponding standard errors for the mean
estimate. Even after removing the linear trend from GDD there is spatial structure left in
the residuals for fPC1. Mild spatial correlation is also present in the 2nd fPC scores. We
explored directional variograms, but there was no evidence that an isotropic assumption
was inappropriate. The third and fourth functional principal components did not exhibit
spatial correlation.
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Figure 5.5 Left: Average variogram for fPC1 across all years. Right: Average variogram
of the residuals from GDD on fPC1 across all years. Dashed lines correspond
to standard errors from the mean estimate.
5.4.3.2 Spatial dependence of fPCA scores
We specify independent spatial models for each of the two fPCs. We allow for first
order statistics to vary across years, and for the first functional principal component to
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Figure 5.6 Average variogram for fPC2 across all years. Dashed lines correspond to stan-
dard errors from the mean estimate.
be a linear function of GDD as well as a yearly random effect. For the fPC2 scores we
model them using a constant mean and yearly random effect. For both models we assume
second order parameters are constant across seasons. Although the spatial correlation
could be heterogeneous from year to year, with 30 locations per season, there are too
few pixels to accurately estimate annual spatial parameters without strongly informative
prior distributions. Let D(σ2, φ) represent a Matern covariance structure with smoothness
parameter ν = 1/2 (exponential). We specify the following two models, one for each set of
functional principal component scores. Let p = 1 . . . P = 30 represent the 30 pixel locations,
and s = 1 . . . S = 7 be the growing seasons from 2011 to 2017.
ζp,s,1 ∼MVNPS(β0,1 + β0,1s + β1GDDp,s, DP×P (σ21, φ1)⊗ IS×S + τ21 IPS×PS)
ζp,s,2 ∼MVNPS(β0,2 + β0,2s, DP×P (σ22, φ2)⊗ IS×S + τ22 IPS×PS)
(5.2)
5.4.3.3 Prior distributions
We take a Bayesian approach to estimation and therefore to complete the model we
require prior distributions on all model parameters. The β parameters are given improper
uniform priors. For the spatial, and error, standard deviation terms log-normal (0, 1) priors
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are selected. Other priors, such as a half-Cauchy, were tried but did not significantly affect
the posterior. For the Matern class of covariance functions, the spatial range parameter is
difficult to estimate (Zhang, 2004). Often a weakly informative prior on the range or spatial
variances is required for identification (Banerjee et al., 2014). After reparameterizing the
range parameter in terms of 1/φ, a t distribution with 4 degrees of freedom is chosen
(Flaxman et al., 2015). This is slightly more informative than a half-Cauchy, but given the
lack of data, priors with heavy tails resulted in divergent MCMC draws and multimodal
posterior distributions. For the standard deviation of the the random effect terms, a half-
Cauchy prior is selected as suggested by Gelman et al. (2006).
5.4.3.4 Estimation
Each model was fit using the rstan (Stan Development Team, 2016) package in R (Ihaka
and Gentleman, 1996), which implements Hamiltonian Monte Carlo (HMC) (Betancourt
and Girolami, 2015). HMC jointly updates all model parameters by simulating energy
preserving paths with random initial momentums along the posterior density. This is done
to reduce autocorrelation and efficiently explore the posterior. Four chains were run for 5,000
iterations after 2,500 warmup iterations. The Gelman-Rubin potential scale reduction factor
was used to provide a check for adequate mixing of the multiple chains. Upon convergence,
Rˆ, converges to 1. For all model parameters the value of Rˆ was less than 1.1. Plots of the
posterior draws were inspected for parameters with the fewest effective samples; these did
not suggest features that were inadequately explored. Appendix C contains plots of the
posterior distributions with the prior distribution overlaid on top for all model parameters.
5.5 Results
After fitting the model we examine the posterior distribution of the parameters for each
model. Table 5.5 shows Credible Intervals (CIs) for the parameters modeling fPC1; Table
5.5 has CIs for the parameters for fPC2. For the fPC1 the parameter on GDD is positive
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and statistically significant. For each model we can calculate the effective practical range
(3φ) using the median value of φ from the posterior. For fPC1 the practical range is 264
km and for fPC2 it is 163 km.
Table 5.1 Posterior 95% Credible Intervals for fPC1 Model Parameters
Parameter 2.5% 50% 97.5%
β0 -3.0 -2.02 -1.12
β1 0.0005 0.0008 0.0012
σ 0.15 0.19 0.26
τ 0.02 0.06 0.09
σa 0.01 0.16 0.43
φ 48.4 88.2 194.5
Table 5.2 Posterior 95% Credible Intervals for fPC2 Model Parameters
Parameter 2.5% 50% 97.5%
β0 -0.16 0.02 0.20
σ 0.13 0.16 0.20
τ 0.02 0.05 0.09
σa 0.10 0.19 0.45
φ 35.9 54.2 100.40
To get an idea of how close the fitted curves match the data, we simulate draws from
the posterior predictive distribution. For each location and year, we simulate 2,500 draws
for fPC1 and fPC2. To reproduce the full curve, X(d), we multiply the basis functions by
the simulated coefficients and add them to the mean curve X¯(d). In Figure 5.7, we show
a representative pixel with the model fit. The dashed line is the median over all 2,500
simulated curves. The solid thick line is the smoothed curve. To get an estimate of the
uncertainty in our estimates, point-wise 95% credible intervals are plotted. For most years
we capture the timing running up to and after the main peak. The confidence bands do
miss the magnitude of peak τ certain years (e.g, 2013, and 2015). However, with only two
functional principal components we do not expect the model to fully capture all the local
features.
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Figure 5.7 Median (dashed line) and point wise 95% CI (solid lines) for the mean function
for pixel 14 across all seasons. The thick black line is the smoothed non-para-
metric curve.
We check if the model captures the spatial structure in the data using simulated replicate
data sets from the posterior predictive distribution and comparing the simulated data to
the observed data. This is a general approach recommended by Gelman et al. (1996)
for models where no classical goodness-of-fit test is available. We simulate 50 sets of 30
fPC1 and fPC2 scores, and for each set estimate the empirical variogram. We plot the 50
estimated variograms with the annual variograms from the true fPCs layered on top. The
simulated variogram estimates are plotted with dashed lines; the true variograms for each
year are the bold solid lines. As exemplified in Figures 5.8 and 5.9, the variograms from
the true data mainly fall within the center of the simulated variograms. The dispersion in
the simulated variograms also reflects uncertainty in the variogram as an exploratory tool
to detect spatial correlation: especially with only 30 locations available per year.
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Figure 5.8 Dashed lines are the estimated variograms for 50 simulated data sets for the
first fPC. Solid lines are the estimated variograms from the true first fPC by
year.
5.5.1 Comparison to USDA data
The primary feature of interest is estimating the day when τ reaches its peak value.
Because we are using a Bayesian framework, calculating the posterior for any functional,
such as the day when τ reaches its maximum value, is straightforward. For a fixed season and
pixel, we define the peak as the largest value of of X(d) over the days d = 121 . . . 305. After
the maximum value of T is identified, the timing of the max is simply the corresponding
day of the year (DOY). We estimate the maximum day of τ over 2,500 draws from the
posterior and calculate the mean and variance of this distribution.
The USDA divides Iowa into 9 Crop Reporting Districts (Figure 5.1). Each week the
USDA’s National Agriculture Statistics Service (NASS) publishes ground-based survey data
aggregated by district. Until 2013, the USDA Crop Reports provided weekly updates on
the percentages of crops having reached the R3 growth stage, which corresponds to the
timing of peak τ . To compare our model to the USDA data, we summarize our estimates
by Crop Reporting District as well.
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Figure 5.9 Dashed lines are the estimated variograms for 50 simulated data sets for the
2nd fPC. Solid lines are the estimated variograms from the true 2nd fPC by
year.
Looking at the distribution of the timing of peak τ , there is more variation across
years than within a growing season (Tables 5.3, 5.4). Given the relative homogeneity of
temperature conditions within Iowa, a larger seasonal (as opposed to pixel location) effect
makes sense. Comparing seasons, the 2012 season has the earliest estimate for the timing of
peak τ (see Appendix C for all years). This matches historical data that 2012 was the hottest
and driest growing season of the years analyzed. Also, while not statistically significant,
pixels closer to the equator (i.e., in the southwest corner of Iowa) have an earlier mean peak
day than locations further north. For 2011 to 2013 we also include an approximate 50%
interval for when crops reached R3 according to the USDA. This interval was calculated
using linear interpolation to find the DOY when 25% (and 75%) of crops reached R3 by
district. While our model underestimates the Crop Reports point estimates, the USDA
reported peak timing is within two standard deviations of our model estimates.
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Table 5.3 Posterior mean and standard deviation summarized by Crop Reporting District
(2011, 2012).
District Region Mean S.D USDA 50%
1 nw 230.50 6.8 (209, 222)
2 nc 230.6 6.8 (211, 221)
3 ec 228.8 6.2 (209, 219)
4 cent 228.9 6.2 (209, 219)
5 wc 228.1 5.9 (210, 221)
6 sw 226.6 5.2 (209, 223)
Mean S.D USDA 50%
218.5 7.5 (196, 213)
218.7 7.5 (194, 212)
218.2 7.5 (189, 212)
217.6 7.7 (194, 214)
216.3 7.7 (195, 212)
214.7 7.8 (192, 210)
Table 5.4 Posterior mean and standard deviation summarized by Crop Reporting District
(2013).
District Region Mean S.D USDA 50%
1 nw 237.7 7.9 (218, 237)
2 nc 237.8 8.0 (222, 234)
3 ec 237.3 8.0 (216, 232)
4 cent 236.9 8.0 (217, 235)
5 wc 235.7 8.0 (217, 232)
6 sw 234.0 7.8 (216, 231)
5.5.2 Prediction
A key advantage of estimating a spatial model is the ability to make predictions at new
locations, Y (s0), by sampling from the posterior predictive density p(Y (s0)|Y,X, θ(m), X0),
a conditional normal distribution that comes from the joint multivariate normal distribution
of Y (s0) and Y . To assess the model’s predictive ability we hold out one pixel location,
estimate the model, and then use MCMC samples m = 1 . . .M to generate predictive draws
of the two fPCA scores at the removed location. Using the mean curve and the sets of scores
we reconstruct a set of M curves at the held out location Xc0(d).
We have three sets of curves from which to compare estimates, and uncertainty, of
the timing of peak τ . First, the smoothed non-parametric curves; second, the reduced
functional PCA curves; and finally, the parametric spatial model for the fPCA scores.
Because the true signature of τ is unknown, we use the non-parametric curves from Section
5.4.1 as a proxy for the truth. To get an uncertainty interval for the true curve we run a
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wild bootstrap using a two point distribution for the errors as outline by Mammen (1993).
A wild bootstrap method was chosen because many of the residuals from the smoothed
curves (especially in 2011 and 2017) exhibit heteroskedasticity, with greater variance in the
middle of the summer. The number of bootstrap replications was set to 1,000. For each
bootstrap sample we apply the two stage smoother to the data, and extract the DOY when
T reaches its peak from each curve, Xc,boot(d). For the fPCA representation, we simply
use the reconstructed curve from the fPCA reduction to estimate peak τ . To compare the
performance of the spatial model, we use the median day of the peak over all M curves
constructed from the posterior predictive distribution of the scores, and compared this day
to the peak DOY from the non-parametric smoother.
Table 5.5 Top: Mean difference and standard deviation between the estimated DOY of
peak τ for Xc(d) vs. Xc,boot(d). Middle: Xc(d) vs. µˆ(d) +
∑2
k=1 ζckφk(d).
Bottom: Xc(d) vs. µˆ(d) +
∑2
k=1 ζmed,ckφk(d).
Comparison 2011 2012 2013 2014 2015 2016 2017
Smooth vs. Bootstrap Bias 0.8 0.2 1.3 -1.9 -0.3 0.5 -0.2
SD 9.4 7.6 7.9 7.2 4.1 7.6 12.1
Smooth vs. fPCA Bias 1.60 -1.2 0.1 -5.5 1.4 1.8 0.7
SD 10.3 11.2 11.4 8.2 6.4 8.6 15.2
Smooth vs. Spatial Pred. Bias 2.2 -7.6 1.5 -3.4 3.4 3.1 3.2
SD 10.1 12.7 13.5 9.6 6.6 9.5 17.1
Table 5.5 presents the bias and standard deviation for each method averaged across
pixels by growing season. In general, going from the non-parametric curves to the prediction
from the spatial model increases the bias and uncertainty in the estimates. However, in
terms of uncertainty, the standard deviations between the fPCA approximation and the
model predictions are fairly close, with the model standard deviations being slightly higher.
We examined the bias and uncertainty by location to see if any spatial pattern existed in
either the uncertainty or bias of the predictions; however, there was no clear evidence of
spatial structure left in the predictions.
In addition to estimating peak τ at known locations, we can predict SMOS curves at
unobserved locations. Weather data from the IEM is available at intervals of 0.25 degrees
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latitude/longitude. Using this resolution we construct a fine grid of points over north-
west/central Iowa and estimate seasonal GDD at each location using the method described
in Section 5.4.3.1. We predict growth curves over the grid using posterior draws from the
fitted model, and observed temperature data at the new locations. Below are two maps
showing the median DOY for peak τ in the 2012, and the widths of the credible intervals
(Figures 5.10, 5.11). Predictions are restricted to counties that overlap or are adjacent to
observed SMOS pixels. We also exclude the counties below pixel 26 since that is the start
of the Des Moines metro area. Although Iowa has a relatively homogeneous distribution of
temperatures across the state, we still see spatial structure: pixels closer to the Minnesota
boarder reach their peak later than locations in southern part of Iowa. There also appears
to be a small temperature pocket in the upper northwest corner of the state. As expected,
the uncertainty in our predictions increases when we predict at locations further away from
the observed data. See the Appendix (Figures C.1 - C.6) for similar plots from the other
growing seasons.
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Figure 5.10 Predicted median day of peak τ for the 2012 growing season. Numbers corre-
spond to observed pixel locations.
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Figure 5.11 Width of 95% CIs for peak τ predictions for the 2012 growing season. Numbers
correspond to the observed pixel locations.
5.6 Discussion
This paper offers a novel functional data approach to model remote sensing vegetation
time series data. Modeling τ as random curve smooths the data and provides a parsimo-
nious representation of the satellite signal. In addition, due to close proximity of the pixel
centroids, we were able to model dependence between locations using a stationary spatial
process model on the functional basis coefficients. Combined with the relationship between
accumulated thermal time (GDD) and when corn reaches its R3 growing stage, the pro-
posed model provides a framework to make predictions at new locations, as well as under
different temperature conditions.
We now address some important model assumptions and limitations from this analysis.
First, we assume spatial dependence is constant across years rather than allowing the spatial
parameters to vary across growing seasons. In addition, we reduced each curve to a linear
combination of the first and second functional principal component. While this captured
the acceleration and deceleration of τ , we did not capture the magnitude of the peak or
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other small scale variation at the beginning and end of the growing season. Lastly, there
are likely other explanatory variables, such as soil quality, seed type, and time of planting
that affect the growth rate of corn (and estimates of GDD) but are not incorporated in our
model.
There are a variety of future directions to build upon the current model. One improve-
ment would be to allow the coefficients of the basis functions to evolve over the course of the
season. In addition to greater flexibility in describing τ , a state-space approach could allow
covariates, like GDD, to have a time-varying effect on growth. Presumably, accumulated
GDD has a greater impact on τ early in the summer as opposed to in late August when
plants are closer to the end of their life-cycle. A state-space framework would also provide
a framework for forecasting growth mid-season given the partially observed satellite data
and accumulated thermal time. Finally, modeling the distribution of the basis coefficients
hierarchically, within or across seasons, could improve precision through borrowing of in-
formation. Pixel locations are close to each other, sometimes overlapping, suggesting the
satellite is likely measuring very similar signatures of τ at each location.
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CHAPTER 6. FORECASTING THE TIMING OF PEAK τ
6.1 Introduction
All of the previous methods in this dissertation have analyzed τ retrospectively. How-
ever, given the high temporal resolution of SMOS, another useful application is forecasting.
For any current year, the ability to provide forecasts of the timing of peak τ , along with
an associated forecasting error, could provide early information about the start of fall har-
vest, regional growing conditions, or the timing of cessation of crop transpiration. In this
chapter, we extend the models developed in Chapters 2 and 3 to forecast the timing of the
maximum value of τ mid-season. The outline of this chapter is as follows. In Section 6.2,
we apply the Dynamic Linear Model (DLM) from Chapter 2 to forecast peak τ . Section
6.3 leverages the hierarchical structure of the nonlinear model developed in Chapter 3 to
allow information from past growing seasons inform forecasts in the current season. In Sec-
tion 6.4 we introduce a new model using random forests, a highly flexible machine learning
technique, to compare our parametric approaches.
6.2 DLM forecast
We previously used DLMs to retrospectively estimate the day of the year of peak τ via
the smoothing distribution of the latent states. However, we can also look forward and
forecast future states using the DLM model framework. We provide a brief overview of the
forecasting algorithm using the same notation as in Section 2.4. Within a fixed growing
season assume we have observed SMOS data up until day d − 1. Conditional on this last
observation, Td−1, and the current distribution of the latent states (θd−1), we can simulate
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future states or observations by repeated applying the evolution equation, G. More formally,
the one-step-ahead predictive distribution for the latent states is,
Distribution of latent states at d− 1 : (θd−1|Td−1) ∼ N(ad−1, Rd−1)
One-step-ahead predictive distribution : (θd|Td−1) ∼ N(Gdad−1, GdRd−1G′d +Wd)
The errors of the evolution and observation equations are assumed to follow a Gaussian
distribution. Therefore, for fixed variances, a closed form is available to simulate a sequence
of latent states or observations k days into the future, θd+k,k≥1. As an illustration of this
method we forecast the day of the year (DOY) when τ will reach its peak for a representative
region.
At the beginning of a growing season there is no information about τ , so forecasting
starts on July 15th, which is shortly after crops emerge and a growth trend becomes visible
in the observed SMOS data. We then forecast on August 1st, August 15th, September 1st,
and September 15th. We stop on September 15th since in all growing seasons crops are
passed the R3 stage by this date. For each of the 5 dates the variance parameters and latent
states are estimated up to the forecast date using 10,000 MCMC draws discarding the first
5,000 as warmup. Then, using the estimated model parameters for the DLM, 2,500 forecasts
are simulated. Each forecast iteration starts with a draw from the posterior distribution of
the final observed latent state vector. To evolve the latent state forward we randomly draw
a vector of variance parameters from the posterior distribution.
The shaded regions in Figure 6.1 correspond to 95% credible intervals (CIs) for the
forecast time series of only the harmonic term. Solid black circles are the observed values
of T used to estimate the model parameters and filtering distribution. Crossed points are
the SMOS data values for future observed T .
As seen in Figure 6.1, the earlier we forecast in the season the greater the uncertainty.
On July 15th, the forecast CIs, while covering the true data, range from approximately -3 to
3, well outside the range of τ , which is constrained to the unit interval. However, given that
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Figure 6.1 Bands are 95% CIs (grey) for forecast values of τ for region 1 in 2016. Observed
data are solid circles; future data are cross hatches. Each forecast runs though
the entire 2016 growing season. Forecasts dates run from top left to bottom
right: July 15th, August 1, August 15, September 1st, and September 15th.
little growing information about the 2016 season is available mid-summer, the width of the
95% credible interval bands seems reasonable. As forecasts progress through the growing
season there is less uncertainty. However, there are also fewer days left in the growing
season and thus a shorter forecasting window. Using the same approach from Section 2.5.2
to estimate the peak day of τ , we can use the simulated latent states to come up with CIs
for the DOY when we expect τ to reach its maximum value.
Forecasts intervals for the DOY of peak τ are presented in Table 6.1. On July 15th
the 95% CI for the DOY of peak τ ranges from July 17 to October 31. The width of
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Table 6.1 Median and 95% CI for the estimated DOY of peak τ for region 1 in 2016. Units
are in days. Length of forecast corresponds to the number of days left in the
2016 season.
2.5% 50% 97.5% Length of Forecast Width of CI
July 15 77 116 185 110 108
Aug 1 94 115 185 93 91
Aug 15 108 124 185 80 77
Sept 1 125 129 185 63 60
Sept 15 139 142 185 49 46
the CIs gets smaller as the season progresses, yet so does the number of days left in the
growing season. In fact, the widths are approximately the length of the remaining days in
the season, which from a practical perspective provides little to no information about future
crop development. Another problem is the forecasts do not constrain τ to values within
the unit interval. However, agronomists know values of τ greater than one are not possible
within the US corn belt. These limitations from our implementation of the DLM suggest
two directions for model improvement. One, transforming forecasts of τ to the unit interval
using an inverse logit transformation. Two, incorporating data from past seasons to help
constrain forecasts to look similar to growth patterns observed in previous years. Accurate
forecasting models should not produce extreme deviations in the shape of the vegetation
curves in a homogeneous ecological region like Iowa.
6.3 Hierarchical forecast
As outlined in Chapter 3, the nonlinear hierarchical model with an asymmetric Gaussian
(AG) mean function accurately describes the SMOS data, and has parameters with a natural
interpretation in the context of crop phenology. Moreover, the hierarchical structure pro-
vides a model-based way to use information from previous growing seasons to inform future
vegetation curves. At the start of a new growing season, when no SMOS data is available,
we can simulate future curves using draws from the posterior predictive distribution.
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Then as new SMOS data is collected, the full hierarchical model is re-estimated to produce
vegetation curves that incorporate current observations.
Similar to Section 6.2 we restrict the training data to historical SMOS observations.
Data from seasons s = 1 . . . S is used to forecast vegetation curves in season S+ 1. Holding
out each season makes our approach more realistic to what we would do in practice if
truly forecasting a new, unobserved, growing season. We forecast on July 15th, August
1, August 15, September 1st, and September 15th for a total of five forecasts. Each time
the full MCMC algorithm is run using all S seasons and the partially observed observations
from the held out season, S+1. Once the MCMC has converged, we use the posterior draws
(M = 5, 000) for θr,S+1 and reconstruct M curves for each region, r, in season S + 1 using
the AG function. Uncertainty intervals for specific parameters (e.g., δ, the day of peak τ)
or point-wise credible intervals for the entire curve are generated using the full posterior
distribution of parameter draws.
Because we are interested in forecasting the timing of R3, we focus on the parameter, δ.
Figure 6.2 shows 95% CIs for the season level hierarchical parameter, µδs , at each forecast
date. The parameter from the hierarchical distribution is presented as it provides an overall
average of the forecasting ability for the R regions in the held out growing season. As a
reference point, the solid red lines are the posterior 95% CIs for µδs computed after all data
is available for season S + 1 on October 31st.
In growing seasons where the estimated peak arrives in late July or early August (2011,
2012, and 2015), forecasts stabilize by the September 15th forecast date. However, in seasons
where the peak occurs in late August (2013, 2014, 2016, and 2017), even on September 15th,
the forecast timing of the peak varies considerably when compared to the end of season
estimates. For all seasons, the width of the 95% uncertainty intervals for µδs are around a
week.
Figure 6.3 shows an example of how the whole AG curve updates as additional data is
collected over the growing season. The dashed line is the median of the AG curve, and the
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Figure 6.2 95% CIs for µδs at each forecast date. Plots are subset by the held out growing
season, S. Solid lines (red) are 95% CI bands using data from all seven seasons.
solid lines correspond to point-wise 95% credible intervals. On the first forecast date, July
15th, the data suggest a small value of σ1 corresponding to a quick ramp up to peak τ . The
first scale parameter is positively correlated with δ and negatively correlated with σ2. In
the context of crop phenology this means an early R3 stage followed by a longer period of
senescence. Once additional data is collected, however, the AG curve adjusts to reflect the
new information. On the final date, October 31st, the model suggests a much later peak
timing and a quick decrease back to the steady state, β.
While the Bayesian hierarchical forecasts improve upon the DLM approach in terms
of producing realistic looking vegetation curves with more precise measures of uncertainty,
they still are unable to consistently capture the timing of peak τ till the growing season has
almost concluded. As seen in Figure 6.3, despite historical data suggesting the peak should
typically occur around mid-August, the early season data overwhelms this prior information
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Figure 6.3 95% CIs for fAGθ20,2017(d) at each forecast date. Forecast dates from top left to
bottom right: July 15, August 1, August 15, September 1, and September 15th.
and predicts the peak at the current forecast date. Only in seasons where the peak truly
occurs in mid-summer (e.g., 2012) do the forecasts capture the true timing of the peak early
in the season. Therefore, as a final approach, we completely ignore the parametric structure
of the vegetation curves and simply try and predict the DOY of R3 using a non-theoretical,
highly flexible, machine learning method.
6.4 Random forest forecast
The last forecasting method uses random forests, one of the most accurate and popular
machine learning algorithms (Breiman, 2001). Random forests is a tree-based algorithm
used for classification and regression. It is extremely popular as it often achieves best-
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in-class performance compared to other machine learning algorithms and requires little
tuning to implement (Friedman et al., 2001). Moreover, because estimates are based on an
ensemble of regression trees it can capture complex structures in the data yet not succumb
to over-fitting. For regression analysis the algorithm works as follows (see Breiman (2001)
for details): 1) randomly select a bootstrap sample from a set of training data. 2) grow a
random forest tree on the training data and base each split of the decision tree on a random
sample of covariates. 3) repeat steps 1) and 2) to obtain a large collection of regression
trees. 4) make predictions on testing data using the average of the predictions generated
over the individual regression trees.
6.4.1 Feature matrix
Fitting random forests to the SMOS data requires a dependent variable for prediction,
as well as a design (or feature) matrix with covariates. Although we do not know the
true timing of peak τ , we use the posterior median from the Bayesian hierarchical model
(δrs) as a proxy for the truth. The predictive performance of random forests is highly
dependent on the selection of covariates, also referred to as feature engineering in the
machine learning literature (Heaton, 2016). To develop as rich as feature matrix as possible
we use a combination of raw SMOS data, smoothed data, as well as model output from the
Bayesian hierarchical model. Specifically, we put the following covariates into our model:
1) the measured value of τ , and a smoothed value of τ (see Section 5.4.1) from the SMOS
satellite starting May 1st up until the forecast date for the current season (S + 1), as well
as the the entire season of data (May 1 to October 31st) for the other growing seasons (S).
2) posterior medians of the two rate parameters σ1 and σ2 from the Bayesian hierarchical
model. These parameters were chosen as they are highly correlated with the timing of peak
τ , and therefore should improve prediction accuracy (Figure A.5). In addition to the SMOS
data, we construct a second design matrix with extra features estimated from temperature
data obtained through the Iowa Environmental Mesonet (IEM). Specifically, we add the
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average high and low monthly temperatures in Celcius, and growing degree days (GDD)
aggregated starting on the day when 50% of corn has been planted according to USDA
survey estimates. Only temperature variables were included since accumulated thermal
time is the primary covariate driving the rate at which crops progress through their life
stages (de Beurs and Henebry, 2010).
6.4.2 Estimation
The random forest model was estimated in R using the package randomForest (Liaw
et al., 2002). Similar to the hierarchical model forecasts in Section 6.3, we trained the model
using data from all growing seasons except for the current forecast year. We fit 1,000 trees
at each forecast date and selected the number of variables for each split (p) using 10 fold
cross-validation on the training data (Kuhn et al., 2008). Predictions using the fitted trees
were made using the partially observed data from the testing set as model input. All 1,000
predictions from the collection of trees were averaged to estimate the final forecast.
6.4.3 Comparing forecasts
Because measures of uncertainty are unavailable for random forest predictions, forecast-
ing methods are compared using root-mean-squared error (RMSE). In calculating RMSE
we assume the posterior median of δ from the Bayesian hierarchical model is the true timing
of peak τ . Figure 6.4 shows the RMSE for the four different forecasting methods: the DLM,
the Bayesian hierarchical model, random forest with only SMOS data features, and the ran-
dom forest model with additional temperature data. There is no uniformly best method.
In years with an early peak the Bayesian model has a lower RMSE whereas in years with a
peak in late August (e.g., 2017) the random forest approach has a consistently lower RMSE.
The DLM occasionally performs well early in the season (e.g., 2014); however, it does not
improve throughout the growing season and is unable to adapt to abnormal seasons, such
as 2017, when the peak arrives much later in the growing season. The random forest model
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with temperature data as features also does not significantly improve upon the random for-
est model with just the SMOS data and model output. This could be due to other variables,
such as σ1, already capturing the effect of GDD–thus making the temperature information
redundant.
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Figure 6.4 Root-mean-squared error (RMSE) for random forest (RF) model (solid), ran-
dom forest model with temperature data (dotted), Bayesian hierarchical model
(dashed), and DLM (long dash). Units of RMSE are in days.
Random forests also provide information about which variables are most important in
predicting the outcome variable. A common measure of variable importance for prediction
applications is the change in mean-squared-error (MSE) when covariate values are randomly
permuted (Louppe et al., 2013). If a variable is highly important, modifying its value will
significantly increase the prediction error on the hold out data; conversely, if a variable is
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less important, changing its value will have little effect on the prediction MSE. Table 6.2
shows the top ten most important variables at each prediction date. Early in the growing
season σ1, the rate of crop growth, is the most important featurr; later in the season, on
September 1st, σ2, which controls the rate of senescence, is the most important feature.
Given the high correlation between these parameters in the Bayesian hierarchical model, it
is not surprising they are useful in predicting the timing of peak τ . Values of τ (smoothed
and raw) close to the forecasting date are also selected as useful features for each forecast.
This suggests the development of τ is a Markov process, where only the most recent value
provides information about the timing of the peak. Appendix D provides similar importance
rankings for the model with GDD incorporated as a feature. Again, the growth rate (σ1)
and senescnece paramters (σ2) are important variables, as are the most recent values of τ
and GDD.
Table 6.2 Ten most important features at each forecast date. Units are in days. T is raw
value of τ , ST is smoothed version of τ , and σ1 and σ2 are parameters from the
Bayesian hierarchical model.
Feature Importance July 15 Aug 1 Aug 15 Sept 1 Sept 15
1 σ1 T166 T166 σ2 ST255
2 σ2 T197 T197 ST243 ST256
3 ST190 T125 ST196 ST245 ST257
4 ST191 T192 T192 T244 ST258
5 ST196 T200 T195 ST242 ST254
6 T125 T129 T223 ST191 σ1
7 T166 T210 T123 ST166 ST253
8 T192 ST196 T125 T192 T166
9 ST194 T138 T161 T197 T138
10 ST195 T124 T200 T205 T161
6.5 Discussion
In this chapter we presented four different models to forecast the timing of peak τ ,
when corn reaches its R3 growth stage. The DLM approach is attractive as the state space
framework provides a built-in mechanism to forecast future values of τ . Unfortunately,
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forecasting beyond a short time window resulted in uncertainty intervals far too wide for
practical application. It is also difficult to know ahead of time if the peak has already
passed, in which case the smoothing, rather than forecasting, distribution is more appropri-
ate. The Bayesian hierarchical forecasts produced more realistic looking vegetation curves
with less uncertainty. However, despite incorporating prior information from previous grow-
ing seasons, the hierarchical forecasts often failed to capture the true timing of the peak
until late in the growing season. This may simply reflect, however, the sensitivity of the
crop growth process to changes in environmental conditions. For example, August 2017
was an unexpectedly cool month, which slowed down crop development. Correspondingly,
the predictions from the hierarchical model failed to capture the timing of the peak till
late September. Adapting prediction intervals to variation in temperature may require
additional data sources such as climate model simulations.
Lastly, we used random forests, a non-parametric machine learning approach, using
SMOS as well as historical temperature data to train the model. While random forests was
superior in certain years in terms of lower RMSE, it was not uniformly better–even after
adding in GDD and average monthly temperature as covariates. In addition, a limitation
of random forests is there are not yet valid measures to quantify prediction uncertainty.
Going forward, adapting the Bayesian hierarchical model to include future GDD (see Cai
et al. (2014) as an example predicting the timing of fruit crop phenology stages) seems like
the most promising direction to improve upon the current models.
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CHAPTER 7. CONCLUSIONS
This dissertation has studied a number of different modeling approaches to describe and
predict the development of crop phenology as measured by the SMOS and SMAP satellites.
We now present a summary of the main findings from each chapter and some suggestions
for future work.
7.1 Summary
Chapter 2 modeled τ using dynamic linear models. This approach assumed τ was a
latent variable evolving over time as a linear combination of a random walk and a harmonic
trend. Using the DLM framework within a Bayesian context, we retrospectively estimated
the timing of peak τ along with a measure of uncertainty.
Chapters 3 and 4 are both based on nonlinear parametric functions used in the remote
sensing literature to model time series of vegetation indices. Chapter 3 compared 3 different
nonlinear functions to describe SMOS τ over a growing season. The parameters defining
the shape of the nonlinear curves were placed within a hierarchical framework to borrow
information about the patterns of crop development within and across growing seasons.
We also analyzed a subset of data (2015 - 2017) from SMOS and SMAP to compare the
sensitivity of the two satellites to differences in the timing of peak τ across years. The overall
conclusion was the asymmetric Gaussian (AG) function applied to the SMOS data product
provides the most accurate description of the crop phenology process when validated against
USDA ground-based survey data. Chapter 4 extended the AG hierarchical model from
Chapter 3 to include spatial dependence between the satellite footprints. The three main
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parameters of the AG function (δ, σ1, σ2) were each modeled using independent exponential
covariance functions. We compared this more complex model to the non-spatial hierarchical
and found modest, but not significant, improvement.
Chapter 5 modeled τ using a functional data approach that treats the entire vegeta-
tion curve as random, rather than the individual measurements of τ . Functional principal
components (fPCA) reduced the dimension of the curves into a small set of functions that
explain the majority of variation in the data. Using the first two functional principal com-
ponents, along with growing degree days, we fit a spatial model to the fPCA coefficients.
This approach provided a parsimonious representation of the data, and the ability to predict
the timing of peak τ at new locations.
Chapter 6 applied the models from Chapters 2 - 4 to forecast the day of the year of peak τ
mid-season, when only partial data is available. We also developed a nonparametric model
using random forests. The Bayesian hierarchical method performed well when the peak
arrived early in the growing season; the random forest model did well in seasons when the
timing of the peak was close to its overall average in mid-August. Unfortunately, the DLM
methodology we proposed was unable to provide forecasts with a reasonable uncertainy
intervals and did not improve as additional data was collected during the growing season.
7.2 Future work
Of the models presented, extensions of the nonlinear parametric functional approach in
Chapters 3 and 4 seems the most promising. The nonlinear parametric curves accurately
approximate the crop phenology process, and have parameters with meaningful scientific
interpretation. In Chapter 3, we selected the asymmetric Gaussian function to describe
the mean. We did not model the variance function, and assumed the stochastic errors
were normal, independent, and identically distributed. The data, suggests, however, that
there is more noise at the beginning and end of the growing season. This could be due to
changes in ground texture before planting and after harvest. In addition, vegetation data is
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known to exhibit higher variation in mid-summer when plants are largest (Tsai and Yang,
2016). Mild evidence of heteroscedasticity is seen in Figure 3.1. Explicitly modeling the
variance function, either parametrically or nonparametrically, could provide a more accurate
quantification of uncertainty.
In terms of the spatial AG model developed in Chapter 4, future work is required to
categorically demonstrate the benefits of modeling spatial dependence across the satellite
footprints. Even in our simulation studies when we generated spatially dependent param-
eters, the spatial AG model did not show overwhelming improvement compared to the
hierarchical model. Partly this is due to limited variability in the shapes of the growing
curves within a season. However, it could also be a function of our model specification that
assumes the spatial parameters are constant across seasons and the correlation functions
for the AG parameters are independent. Experimenting with models that allow the AG
parameters to have a joint spatial correlation structure, for example, linear models of co-
regionalization, is a logical extension. It would also be interesting to expand the number of
SMOS footprints to a larger spatial domain such as the Midwest. This would increase vari-
ability in the shapes of the AG curves and provide new information about regional changes
in crop development patterns.
With respect to the forecasting methods presented in Chapter 6, more work is needed to
consistently predict the timing of peak τ early in the growing season. The DLM forecasts in
their current form have too much uncertainty and do not adapt quickly enough to changes
in the growth rate of τ . The nonlinear parametric functions are very sensitive to changes in
τ and therefore, except in seasons when the peak arrives early in the summer (e.g., 2012),
estimates of the day of the peak (δ) do not stabilize until the end of September. The
random forest method, while sometimes accurate, does not have a predictive distribution to
quantify uncertainty. Future directions include making the Bayesian hierarchical forecasts
more robust to changes in τ . This could be accomplished though more informative or
restricted priors on the AG parameters; another option is to discount the latest observed
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data so it has less of an impact on the posterior distribution. Deviating from just using
historical SMOS data, a final direction for improvement is to incorporate the accumulation
of growing degree days (GDD) into the model as a covariate. Given the high correlation
between the timing of peak τ and accumulated GDD, using prospective temperature outputs
from climate models (e.g., from the North American Regional Climate Change Assessment
Program) as a time-dependent covariate could improve predictions.
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APPENDIX A. NONLINEAR HIERARCHICAL MODEL
Supplementary Figures
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Figure A.1 Posterior distribution and prior (solid line) for season level AG parameters
(ψ).
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Figure A.2 Posterior distribution and prior (solid line) for within season standard devia-
tions (Λθ).
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Figure A.3 Posterior distribution and prior (solid line) for across season standard devia-
tions (Λµ).
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Figure A.4 Posterior distribution and prior (solid line) for season level correlation matrix
(Ωµ).
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Figure A.5 Posterior distribution and prior (solid line) for within season correlation matrix
(Ωθ).
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Figure A.6 Posterior distribution and prior (solid line) for seasonal stochastic error term
(νs).
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APPENDIX B. SPATIAL ASYMMETRIC GAUSSIAN MODEL
Supplemental Figures
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Figure B.1 Posterior distribution and prior (solid line) for season level AG parameters (ψ).
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Figure B.2 Posterior distribution and prior (solid line) for nugget parameters (Λθ).
Figure B.3 Posterior distribution and prior (solid line) for across season standard devia-
tions (Λµ).
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Figure B.4 Posterior distribution and prior (solid line) for season level correlation matrix
(Ωµ).
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Figure B.5 Posterior distribution and prior (solid line) for within season correlation matrix
(Ωθ).
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Figure B.6 Posterior distribution and prior (solid line) for spatial standard deviation (ςi).
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Figure B.7 Posterior distribution and prior (solid line) for spatial range parameters (φδ,
φσ1 , φσ2).
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Figure B.8 Posterior distribution and prior (solid line) for β and η standard deviations.
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Figure B.9 Posterior distribution and prior (solid line) for seasonal stochastic error term
(νs).
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APPENDIX C. SPATIAL FUNCTIONAL MODEL
Supplemental Tables and Figures
Table C.1 Posterior mean and standard deviation summarized by Crop Reporting District.
Left: 2014 growing season. Right: 2015 growing season.
District Region Mean S.D
1 nw 232.1 7.0
2 nc 232.2 7.0
3 ec 231.4 6.9
4 cent 231.1 6.7
5 wc 229.9 6.2
6 sw 228.1 5.6
District Region Mean S.D
1 nw 230.2 6.9
2 nc 229.9 6.8
3 ec 228.4 6.2
4 cent 228.3 6.2
5 wc 227.7 5.8
6 sw 225.8 5.1
Table C.2 Posterior mean and standard deviation summarized by Crop Reporting District.
Left: 2016 growing season. Right: 2017 growing season.
District Region Mean S.D
1 nw 226.1 5.1
2 nc 226.4 5.2
3 ec 224.9 4.9
4 cent 224.8 5.0
5 wc 223.9 5.1
6 sw 222.3 5.6
District Region Mean S.D
1 nw 231.4 7.2
2 nc 231.7 7.3
3 ec 230.7 6.9
4 cent 230.1 6.8
5 wc 228.9 6.3
6 sw 227.2 5.8
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Posterior Predictive Distributions for Timing of Peak τ and Uncertainty Intervals for
Additional Growing Seasons
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Figure C.1 2011 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
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Figure C.2 2013 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
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Figure C.3 2014 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
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Figure C.4 2015 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
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Figure C.5 2016 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
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Figure C.6 2017 Growing Season. Median predicted DOY of peak (top). Width of 95%
CI for predicted peak (bottom).
Below are the posterior distributions for model parameters. The solid red line on each
figure is the prior distribution.
117
sigma_alpha beta0 beta1
sigma tau 1/phi
0.0 0.5 1.0 1.5 2.0 −3 −2 −1 0 1 2 −5e−04 0e+00 5e−04 1e−03
0.00 0.25 0.50 0.75 1.00 0.0 0.1 0.2 0.3 0.4 0.5 0.0 0.1 0.2 0.3 0.4 0.5
0
10
20
30
0
500
1000
1500
0
5
10
15
20
0.0
0.2
0.4
0.6
0
3
6
9
12
0
1
2
3
4
de
ns
ity
Figure C.7 Posterior Distribution for fPC1 parameters. Solid red line is the prior distri-
bution. Improper priors are omitted.
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Figure C.8 Posterior Distribution for fPC2 parameters. Solid red line is the prior distri-
bution. Improper priors are omitted.
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APPENDIX D. FORECASTING
Supplemental Tables
Table D.1 Ten most important features at each forecast date. Units are in days. T is raw
value of τ , ST is smoothed version of τ , GDD is growing degree days, and σ1
and σ2 are parameters from the Bayesian hierarchical model.
Feature Importance July 15 Aug 1 Aug 15 Sept 1 Sept 15
1 σ1 GDD159 GDD158 σ2 σ1
2 σ2 GDD158 GDD159 T244 GDD158
3 GDD158 GDD160 GDD160 GDD158 GDD159
4 GDD159 GDD161 GDD161 GDD159 GDD160
5 GDD160 T125 T138 σ1 GDD161
6 GDD161 T166 T125 GDD160 T244
7 T125 T138 T166 GDD161 T138
8 GDD156 ST209 T193 T138 GDD156
9 GDD157 ST210 GDD156 T125 σ2
10 T138 T207 ST210 T166 ST252
