This paper demonstrates the value of visualization with more than standard 256 colors used by most interpreters. We address the limitations of current commercial software and potential solutions. We show that using more than 256 colors in multiattribute display can reveal more features of interest and avoid artifacts.
Introduction
Many current commercial software limits the number of input colors to a 256 one-dimensional color table. However, the increasing use of coupled attribute volumes has resulted in increasing visualization capabilities. In this paper, we will review the most commonly used color models and introduce the problems and our solution to the software's limitation.
A review of common color models: RGB, HLS, HSV
The red, green, blue (RGB) color space is the most familiar color model and is widely used in computer graphics, digital projection, and commercial television hardware. Red, green, and blue are three primary colors that are added together to form a desired color represented by the 3D Cartesian coordinate system shown in Figure 1 . To generate a hardcopy, we use the subtractive cyan, magenta, yellow (CMY) color model. Since combining CMY only approximately reproduces black, we augment the CMY model and hardware with black to give rise to the CMYK model and the four color cartridges familiar to the owners of color printers. The hue, saturation, value (HSV) and hue, lightness, saturation (HLS) color models are two similar mathematical color models that are more intuitive in manipulating color and were designed to approximate the way humans perceive and interpret color (Robertson, 1988) . For HSV, the point at the base of the cylinder in Figure 2 is black with V = 0. The top of the cylinder represents pure colors and corresponds to V = 1. The value of hue ranges from 0 0 to 360 0 , or alternatively from -180 0 to 180 0 . Saturation varies smoothly from gray, S=0, on the vertical V-axis to a color S=1 on the sides of the cylinder. 
The value of visualization with more than 256 colors
To render either the HSV or HLS model on a computer monitor (or plotter), we need to convert to the values to RGB (or CMYK). The conversion from HLS to RGB color components is given by the rather complicated flow chart displayed in Figure 4 . Foley and van Dam, 1982) .
Color depth (How many colors are enough?)
Early seismic interpretation software began with computer monitor displays of variable area plots, followed by grayscale variable intensity displays, with colors being used to display picked horizons, well locations, and other information. Displays quickly moved into dual gradational color bars, with the simple red-white-blue color bar joining the grayscale color bar to remain a standard to this day. In the early 1980s, most major oil companies were developing their own interactive seismic interpretation systems. Considerable argument arose as to whether 8, 16, or even 32 colors were sufficient to render seismic data. In what we believe to be a classic analysis, Knobloch (1982) demonstrated that color perception is a learned response, and that the human eye-brain system can discriminate very subtle color differences when called upon. To demonstrate this, he used a photograph of the fashion model of the dayCheryl Tiegs -beginning with 4196, then 2048, then 1024 colors, at which point everyone in the audience saw a marked difference. We demonstrate this effect using a conventional photograph of one of the not-so-fashionable authors ( Figure 5 ).
Figure 5: An image of the second author contemplating using (a) 24-bit color (=16,777,216 colors) with 256 levels of red, green, and blue using conventional photographic display software. This image is then decimated to be (b) 16 levels or R, G, and B (4096 colors), and (c) 6 levels of R, G, and B (216 colors). Note the artifact starts to appear on the wall and the blazer. Marfurt also looks a little pastier than normal.
Commercial implementation
Due to both memory limitation and the due to the desire to quickly animate through large volumes of data, most seismic amplitude and attribute data can be stored in 8-bit format. Most, if not all, commercial interpretation packages allow for some type of dynamic scaling to improve visualization down the trace to store the 'exponent' of the seismic data. Although 8-bit data corresponds to only 256 quantized amplitude levels most interpreters (including the authors) do not see significant degradation for a single data type (e.g. seismic amplitude plotted against a yellow-redwhite-blue-cyan dual gradational color bar, or coherence against a single gradational gray scale color bar). While some of the older software packages were limited to 32 and 64 colors (and one current package to 230 colors) most now provide 256 colors -i.e. one color per data value. Several commercial packages provide 256 color defaults, but allow generation or importation larger color bars.
Multiattribute display
Although 256 colors is often enough for a single attribute, they are insufficient for most multiattribute displays. The most widely implemented version of multiattribute color display is of RGB blending of attributes of the same type. Originally introduced to the seismic industry by Onstott (1984) to co-render three common-offset images of the same cross-section, the RGB 'color stack' is most commonly used to co-render slices through three separate spectral magnitude volumes, and is very well implemented by at least four of the major interpretation software packages. Although the details are not published, such 24-bit color rendition can be easily generated using the OpenGL standard.
Review of color blending using opacity, 3-channel RGB, and color modulation using HLS
The value of visualization with more than 256 colors
Color blending using opacity is a quick and useful method to highlight the features falling within interpreter-defined ranges. Opacity (1.0-tranparency) can be considered as the fourth dimension thereby augmenting the 24-bit RGB color model to generate a 32-bit color model. An attribute's appearance can be adjusted according to the opacity curve, and blended with other attributes to 'co-render' them in a single image.
Most commercial photographic applications provide for independent manipulation of the RGB components of a digital image. For example, to sharpen a photograph image, we apply a sharpening filter independently to each of the RGB components. In multiattribute display, several vendors provide a means to map our already decomposed components (e.g. spectral magnitudes or angle-limited stacked amplitude) against R, G, and B, which are then composited into a single image.
Color modulation using HLS and HSV is an advanced technique that transforms the multi-attributes domain into a single attribute domain in which each attribute can be thought as being plotted against one axis of HLS or HSV space. The transformation takes the values of two or three attributes at the same sample and assigns each against an axis of HLS or HSV to generate a unique color for that combination. One of the examples is given by Wallet (2011) in which dip azimuth and dip magnitude are modulated to produce a better cross section that improves the localization of the sets of lineaments. In practice, to enhance the quality of the picture, the data can be clipped as desired according to its histogram before proceeding modulation. Because we have combined multiple attributes into a single output volume, the resulted visualization will be improved if there are more colors available to use. In Figure 6 , we display three spectral components using 24-bit color and blending (using 33% opacity) of three 8-bit color images.
Some limitations of current commercial software
In general all current commercial software provides preset color tables for frequently-used attributes, and allows customizing and creating a new color table. The most common way to create a new color table is to assign the red, green, blue (or alternatively HLS or HSV) values at specific points called control points. The software then interpolates the colors between any two adjacent points using the specified color model resulting in a continuous appearance for a finite number of control points. When imported and exported, most software limits the number of control points to 256. A better visualization with more than 256 colors requires programming the application using a developer's toolkit.
Most commercial software currently facilitates only onedimensional color tables which limits our ability to modulate one attribute by another (such as dip azimuth by dip magnitude). This problem can be solved by multiplexing a multi-dimensional color table into a singledimensional one. Unfortunately, the color interpolation between control points continues to interpolate into the second dimension, such that if the last point of one row or plane of a two-or three-dimensional color bar are adjacent, any values fall between them will be plotted incorrectly.
Our solution to anti-interpolation is to expand the old color table by padding either the end or the beginning of each cycle (row or plane of a 2D or 3D color table) with an unused color so that when modulating the attributes, the modulated values will fall either before the last point of first cycle or after the first point of the next cycle.
Although we have found a work-around to display multiple attributes against a two-or three-dimensional color bar, more challenges exist. First, we need to generate corresponding two-and three-dimensional histograms. Next we need to be able to interactively apply transparency to such two-and three-dimensional spaces. Note that this capability forms part of a continuum with multi-attribute geobody interpretation workflows and interactive cluster analysis.
Conclusions
For the increasing in demand in seismic visualization, a template with more than 256 colors is desired. However, this need has not grasped the attention it deserves from most current seismic software developers even though they facilitate many basic functions for colors already. We have presented a few examples of our solution to the addressed limitation.
Figure 6: Modulated HLS image of azimuth of reflector convergence (against H), coherence (against L) and magnitude of reflector convergence, co-rendered with seismic amplitude using a gray scale and the indicated opacity scale. Note that there is an erosional unconformity in the northern part of the image drained by channels. Several collapse features can be seen in the central part of the image while karst features dominate the eastern part of the image. (Seismic data courtesy of Burlington Resources).
