Let n, h be integers with n ≥ 6 and h ≥ 7. We prove that if G is a graph of order n with σ 2 (G) ≥ h, then G contains two disjoint cycles C 1 and C 2 such that |V (C 1 )| + |V (C 2 )| ≥ min{h, n}.
Introduction
In this paper, we consider only finite, simple, undirected graphs with no loops and no multiple edges. For a graph G, we denote by V (G) and E(G) the vertex set and the edge set of G, respectively. For a vertex x of a graph G, the neighborhood of x in G is denoted by N G (x), and we let d G (x) := |N G (x)|. Also let δ(G) := min{d G (x)| x ∈ V (G)}. For a noncomplete graph G, let σ 2 (G) :=min{d G (x) + d G (y)| xy / ∈ E(G)}; if G is a complete graph, let σ 2 (G) := ∞. For an integer n ≥ 1, we let K n denote the complete graph of order n. In this paper, "disjoint" means "vertex-disjoint". This paper is concerned with the existence of disjoint cycles. The following theorem was proved by H.Enomoto in [6] and by H.Wang in [9] : Theorem 1. ( [6, 9] ) Let k be an integer with k ≥ 2. Let G be a graph of order at least 3k, and suppose that σ 2 (G) ≥ 4k − 1. Then G contains k disjoint cycles.
We remark that complete bipartite graphs K 2k−1,m with m ≥ 2k − 1 show that in Theorem 1, the condition σ 2 (G) ≥ 4k − 1 is sharp. On the other hand, the following theorem had been proved by J.-C.Bermond in [1] :
Theorem 2. ([1])
Let n, h be integers with n ≥ 3 and h ≥ 4. Let G be a 2-connected graph of order n, and suppose that σ 2 (G) ≥ h. Then G contains a cycle C with |V (C)| ≥ min{h, n}.
In [8] , combining Theorems 1 and 2, H.Wang made a conjecture that if k, n, d are integers with k ≥ 2, n ≥ 3k, and d ≥ 2k, and if G is a graph of order n such that δ(G) ≥ d, then G contains k disjoint cycles such that |V (C 1 )|+. . .+|V (C k )| ≥ min{2d, n}. As can be seen from complete bipartite graphs K d,m with m ≥ d, in the conclusion of the conjecture, the lower bound 2d on |V (C 1 )| + . . . + |V (C k )| is best possible. For k = 2, the conjecture was settled in [8] : For k ≥ 3, the conjecture was settled in [3] ; in fact, the following σ 2 -version was proved: Theorem 4. ( [5] ) Let k, n, h be integers with k ≥ 3, n ≥ 3k, and h ≥ 4k − 1. Let G be a graph of order n, and suppose that σ 2 (G) ≥ h. Then G contains k disjoint cycles C 1 , . . . , C k such that |V (C 1 )| + . . . + |V (C k )| ≥ min{h, n}.
The purpose of this paper is to show that Theorem 4 holds for k = 2 as well; that is to say, we prove the following σ 2 -version of Theorem 4:
Main Theorem. Let n, h be integers with n ≥ 6 and h ≥ 7. Let G be a graph of order n, and suppose that σ 2 (G) ≥ h. Then G contains two disjoint cycles C 1 and C 2 such that |V (C 1 )| + |V (C 2 )| ≥ min{h, n}.
In the proof of the Main Theorem, we make use of the following two results (Lemma 5 is proved in [4] ; Lemma 6 is essentially proved in [3] , and can also be obtained by applying Theorem 2 to an appropriate endblock of the graph under consideration): 
We add that the case where h = n and h = n − 1 of Theorem 4 had already been considered by S.Brandt et al. in [2] and by K.Kawarabayashi in [7] , respectively:
) Let k, n be integers with n ≥ 4k − 1. Let G be a graph of order n, and suppose that
Theorem 8.
( [7] ) Let k, n be integers with k ≥ 2 and n ≥ 4k. Let G be a graph of order n, and suppose that σ 2 (G) ≥ n − 1. Then one of the following holds:
such that G − S is independent; or (iii) G is isomorphic to the graph obtained from K n−1 by adding a vertex and join it to precisely one vertex of K n−1 (i.e., G is isomorphic to
Our notation is standard except possibly for the following.
we let E(L, M) denote the set of edges of G joining a vertex in L and a vertex in M. A vertex x is often identified with the set {x}.
we define x +j = x i+j and x −j = x i−j (indices are to be read modulo |V (C)|). For simplicity, we let x
. . x j (indices are to be read modulo |V (C)|).
Proof of the Main Theorem
Let n, h, G be as in the Main Theorem. If n = 6, then the desired conclusion immediately follows from Theorem 1. Thus we may assume n ≥ 7. Then in view of the desired conclusion, we may also assume h ≤ n. Thus, consider n ≥ h ≥ 7. Now if n = h or h + 1, then applying Theorem 7 or 8 with k = 2, we see that G contains cycles with the desired properties. Consequently we may further assume n ≥ h + 2. First assume that G is disconnected.
, and hence we obtain the desired conclusion by applying Theorem 3 to H 1 . Thus we may assume δ(H 2 ) ≥ 2. Then by Lemma 6 , H i contains a cycle C i with |V (C i )| ≥ δ(H i ) + 1 for each i = 1, 2, and C 1 and C 2 are cycles with the desired properties. Next assume that G is connected but not 2-connected. Let B 1 , B 2 be two endblocks of G. For each i = 1, 2, let z i be the cut vertex of G lying in B i (it is possible that z 1 = z 2 ) and set
, and hence we obtain the desired conclusion by applying to B 1 the result for the case where G is 2-connected (note that our proof for the case where G is 2-connected does not depend on the result for the case where G is not 2-connected). Thus we may assume d 2 ≥ 2. Then by Lemma 6 B 2 contains a cycle C 2 with |V (
and C 1 and C 2 are cycles with the desired properties.
We henceforth assume that G is 2-connected. Suppose further that G is a counterexample to the Main Theorem. We distinguish two cases: the case where n ≥ h + 3 and h ≥ 11, and the case where n = h + 2 or 7 ≤ h ≤ 10.
Case 1: n ≥ h + 3 and h ≥ 11
−v contains cycles with the required properties, which contradicts the assumption that G is a counterexample.
2
Let C be a longest cycle in G. Then |V (C)| ≥ h by Theorem 2.
First we prove two claims.
, and one of the following holds:
(3) Note that k ∈ I 1 and l ∈ J 2 . For convenience, for a set X of integers and a positive integer t, we let X +t = {i + t| i ∈ X} and X −t = {i − t| i ∈ X}, and write X + and X − for X +1 and X −1 , respectively. By (2), J −t
(4) for each t with 1 ≤ t ≤ 4. Note that n / ∈ I 2 and 1 / ∈ J 1 by the definition of I and J. Thus applying (4) with t = 1, we get
, it follows from (1), (5), (6) that
We here prove three subclaims.
Subclaim 1. The following statements hold:
Proof. Suppose that there exist i ∈ I 1 , j ∈ J 1 such that i < j. We may assume that i and j are chosen so that j − i is as small as possible. By (4),
, which contradicts (7). Thus (i) is proved, and we can similarly prove (ii).
Subclaim 2. The following statements hold:
(i) Suppose that |J 1 | ≥ 2 and, in the case where
(ii) Suppose that |I 2 | ≥ 2 and, in the case where
by assumption, and hence l 2 = max ( (7), and hence
which contradicts the assumption that G is a counterexample. Thus (i) is proved, and we can similarly prove (ii). 2
Proof. Suppose that |J 1 | ≥ 2 and I 2 = ∅. Then by Subclaim 2(i), (|J 1 | = 2 and)
and hence J 1 = ∅ by Subclaim 2(ii), which contradicts the assumption that |J 1 | ≥ 2. Thus (i) is proved, and (ii) can be verified in a similar way. 2
We are now in a position to complete the proof of Claim 2.2. By Subclaim 3, |J 1 ∩ {2, 3}| + |I 2 ∩ {n − 2, n − 1}| ≤ 2, and hence |J
On the other hand, since {1, 2}∩I = ∅ and {n−1, n}∩J = ∅ by the definition of I and J, we have {1,
, and hence it follows from (7) that
10) Consequently equality holds in (9) and (10). The equality in (10) implies that equality holds in (7) and, in view of (5) and (6), it also implies
The equality in (7) together with (1), (3), (5), (6) implies that p = d − 2 and
, and hence it follows from (11) and Subclaim 1(i) that (ii) of the claim holds. Similarly if I 
and there exists an integer s with
Proof. As in Claim 2.2, we have
We now consider the case where i 1 = j q . By symmetry, we may assume 
We may assume u = v n and u 
Suppose that there exists a
In any case, we get a contradiction to the assumption that G is a counterexample. Thus (17) is proved.
this contradicts (16).
We now consider the case where Claim 2.2 (iii) holds. We show that
In any case, we get a contradiction. Thus (19) is proved. Further we show that
contradiction. Thus (20) is proved. Now by (19) and (
We first consider the case where j 1 ≥ 3. We show that
which contradicts (16).
We now consider the case where
, we can argue as in the preceding paragraph to get a contradiction. Thus we may assume i p = n − 1. This implies that (i) of Claim 2.3 holds (so j q = d − 1 and 
Subcase 1.2: |V (C)| < n
and D satisfy the properties required in the Main Theorem, which contradicts the assumption that G is a counterexample. Thus G − V (C) is a forest. We divide the proof further into two cases according as G − V (C) is isomorphic to K 1 or K 2 , or not.
In this case, by the assumption that
If possible, we choose a and b so that they lie in the same component of N G (a)∪N G (b))∩(V (C[u, v])) = {v i 1 , . . . , v is } and (N G (a) 
We now consider the case where a and b lie in distinct components of G − V (C). In this case, our choice of a and b implies that each component of G − V (C) is isomorphic to K 1 or K 2 . Our choice of a and b also implies that each component of G − V (C) which is isomorphic to K 2 contains a vertex whose degree in G is strictly less than h/2. Consequently there exists a component
We may assume a = x. Then by the maximality of
We may assume i 1 = 1. Then n / ∈ I by the maximality of |V (C)|. Write
Claim 2.1. By the assumption that σ 2 (G) ≥ h, we also get
(27) As in Subcase 1.1, for a set X of integers, we let X + = {i + 1|i ∈ X} and X − = {i − 1|i ∈ X}. By the maximality of |V (C)|,
We first consider the case where i 2 < j q−1 . Choose k ∈ I and l ∈ J with
(29) On the other hand, since 1, (29), and hence equality holds in (27). In particular, 
Consequently by the assumption that G is a counterexample, equality holds in (27). As before, this implies that
contains a cycle of order at least 2p−3, which contradicts the assumption that G is a counterexample. 
Consequently equality holds in (27). This implies that
is again a contradiction. This completes the proof for Case 1.
Case 2: n = h + 2 or 7 ≤ h ≤ 10 By Theorem 1, G contains two disjoint cycles C 1 and C 2 . We may assume that C 1 and C 2 are chosen so that |V (C 1 )|+|V (C 2 )| is as large as possible, and so that ω(G − V (C 1 ) − V (C 2 )) is as large as possible, subject to the condition that |V ( 
Proof. Statement (i) follows immediately from the maximality of |V (C 1 )| + |V (C 2 )|, and (i) implies (ii).
We now consider two subcases separately according as H is connected or not.
In this subcase, we divide the proof further into two cases. Subcase 2.1.1. n = h + 2.
Let H 1 , H 2 be two components of H. Let a 1 ∈ V (H 1 ) and a 2 ∈ V (H 2 ). By the assumption that σ 2 (G) ≥ h and by Claim 2.
Thus equality holds, which means that By the assumption that Note that Claim 2.5 implies that the order of H is at least 3, and that if H is not 2-connected, then H has an endblock of order at least 3. Now if H is 2-connected, let B = H ; if H is not 2-connected, let B be an endblock of H with |V (B)| ≥ 3. Fix z ∈ V (B). In the case where H is not 2-connected, we let z be the unique cutvertex of H which lies in B. We derive a contradiction by proving a series of claims. Before proving this subcase, we define the following notation. Let C = x 1 x 2 . . . x |V (C)| x 1 be a cycle and let Y be a subset of V (C). We define
Proof. Suppose that there exist
a, b ∈ V (H ) with a = b such that d H (a) = d H (b) = 1. Then by (31), |E(x, V (C 1 ) ∪ V (C 2 ))| ≥ h/2 − 1 for each x ∈ {a,Y + = {x + i | x i ∈ Y } and Y +2 = {x +2 i | x i ∈ Y }.
