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ABSTRACT
This thesis focuses on laboratory experiments of turbulent Rayleigh Bènard
convection. Emphasis is placed on describing the Lagrangian dynamics of
thermally-stratified flows at Rayleigh numbers Ra = 2.8× 109 and 1.1× 1010
for aspect ratios of Γ = 1.2, and 2. For this purpose, three-dimensional
particle tracking velocimetry (3D-PTV) was used to characterize the three-
dimensional Lagrangian paths of tracer particles in RB. The work also pro-
vides a general methodology for data pre-processing along with flow data
post-processing. Lagrangian statistics including velocity and acceleration
possibility density functions as well as pair dispersion are explored in detail.
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Rayleigh Bènard (RB)convection, or natural convection, is a thermally-driven
flow motion induced by heated bottom and cooled top boundaries. The phe-
nomenon has been studied for decades by researchers due to its relevance in
the environment and industrial processes. Examples include Earth’s mantle
motion and metal-production processes [1]. Here, three-dimensional parti-
cle tracking velocimetry (3D-PTV) technique is used to quantify RB flows
from a Lagrangian frame of reference. Complementary experiments with air
bubbles in RB convection are performed to gain preliminary insight on the
impact of these inertial particles. This chapter briefly summarizes research
efforts in the area.
1.1 On the 3D Particle Tracking Velocimetry
Three-dimensional tracking of particles has gone through substantial devel-
opment over the years. Chang et al. [2] first reconstructed three-dimensional
velocity of partiles by applying image processing to stereoscopic particle
tracking images. Racca and Dewey [3] further developed the method in
late 80s. A mirror splitter was used to create orthogonal views from a single
high-speed camera. Since then, the technique has been used widely, with con-
tinuous improvements [4, 5, 6]. These include algorithms of cross-correlation
digital particle image velocimetry (DPIV), which helped improving the PTV
post-processing [7], the use of sequential tomographic high-speed imaging to
detect and track increased number of particles [8], and advances in stereo-
scopic imaging with a four-view image splitter [9], providing more accurate
3D reconstruction.
1
1.2 Rayleigh Bènard Convection
Most studies on RB convection have been based on the Eulerian frame of ref-
erence [10, 11, 12, 13, 14, 15, 16], with Lagrangian-based studies being only
a relatively small fraction [17, 18, 19, 20, 21]. In general, Lagrangian point
of view is considered more natural and advantageous for describing fluid
element transport in turbulence mixing and dispersion [22]. Schumacher’s
performed numerical studies of RB convection and explored Lagrangian ac-
celeration statistics and pair dispersion [18, 20]. He found heavy tails of the
acceleration probability density function (PDF) and pair dispersion propor-
tional to ∼ t3 at scales larger than the Kolmogorov, which is consistent with
Richardson’s law. According to Ni’s [23] experimental investigation of pair
dispersion in convective turbulent flows with a range of initial separations
(from sub-Kolmogorov scale to the inertial range), the pair dispersion ex-
hibits ∼ t2 power-law behavior in the sub-Kolmogorov time scale for large
initial separations.
Relatively recent studies with particle tracking velocimetry (PTV) have
provided new insight on the RB phenomenon [19, 17]. Ni et al. [19] showed
experimentally that around the center of convection cells, there exists nearly
isotropic and homogeneous turbulence by analyzing the particles’ Lagrangian
statistics. Liot et al. [17] further extended the interrogation volume to include
more into the vertical direction, and partially capture the outer circulation.
Different from the results in the numerical studies by Schumacher [18, 20],
both experiments showed different acceleration PDFs, in which lateral and
vertical components collapsed. Ni et al. [19] and Liot et al. [17] argued that
the discrepancy is due to the absence of high vertical velocity induced by
the thermal plumes in their investigation volumes. In addition to constraints
on the investigation volume, the aspect ratio of the convection cell in those
experiments (Γ = 1 [19, 23] and 1.3 [17]) and simulations (Γ = 2 and 4
[18]) were significantly different. Such differences resulted in distinctive roll
dynamics. Multi-roll structures were in simulations while there are only
single-roll structures in experiments.
2
1.3 Thesis Outline
Chapter 2 describes the experimental setup. The treatment of the data pre-
processing and postprocessing is described in Chapter 3. The flow statistics




The experimental setups for the RB flow and air bubble measurements were
very similar but with minor differences in terms of illumination method, cam-
era configurations, calibration and data pre/post-processing. The common
setup, i.e., the convection tank and cooling plate, will be described first, and
then the discussion of the remaining setups would be divided into two parts,
one for flow measurements, and the other for the air bubble experiments.
2.1 Convection Tank
The core experimental setup was the convection tank, which has insulated,
lateral walls and temperature-adjustable bottom and top walls. The lateral
walls of the tank were made of four groups of 53 cm × 61 cm double-pane
tempered glass panels. Each glass pane was 0.3175 cm in thickness and
the two layers of each glass panel were separated by a 0.9525 cm barrier of
inert gas to provide heat insulation. The base of the tank was made of an
approximately 1cm-thick aluminum plate, overlying an 800 W, 46 cm × 46
cm square silicone heater. The back side of the heating element was lined
with high-temperature, pyramidal patterned silicone matt, which provided
an encapsulated air barrier for primary insulation. A 6.35 cm-thick layer
of fire-foam was applied under the silicone matt, and encased within the
tank wood frame. As a precaution, the closest surfaces of the wood frames
were at a minimum of 2.5 cm from the edge of the silicone heater so that
the wood frame remained at safe temperatures. A thermocouple was set in
contact with the underside of the heating element and embedded within the
foam while kept from direct contact with the foam and the wood. The frame
was capped off with a 1 cm-thick aluminum plate that served as the seating
surface of the underside of the tank. The glass walls, the aluminum plate, and
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the silicon heaters were adhered and sealed using high-temperature, water-
resistant, RTV silicone. The surface of the bottom aluminum plate (that
would be exposed to water) was coated with seven layers of high-temperature,
water-resistant, flat-black, ceramic paint. The entire tank was finished in
solid oak trim, which was secured with fiberglass mesh impregnated with
high-temperature silicone adhesive.
2.2 Cooling Units
A 48 cm × 48 cm × 2 cm cooling plate made of stainless steel was used
to control the convection top surface temperature. The cooling plate was
connected to a 1000 W capacity PolyScience 6000 series refrigerated recircu-
lating chiller, and was cooled by a coolant meandering through it from the
chiller. The coolant used was 50/50 mix distilled water and ethylene glycol
solution, which can provide below-zero chiller operating temperature. Four
rods were installed onto the cooling plate and connected to two wooden bars,
enabling the plate to hang from the top of the tank with adjustable hanging
height. The aspect-ratio of the RB convection in the tank thus could be
changed by adjusting the rods. As the result of the meandering flow design
inside the cooling plate, the plate temperature distribution was uniform with
a maximum temperature difference (between one at inlet and the other at
outlet) below 2%.
2.3 Camera Configurations
High-speed cameras are core components in the PTV/PIV data acquisition
system. The camera frame rate and resolution are important features in
terms of capability to capture the flow and particle motions. Pixel size is
determined by the resolution of the camera and the investigation area size.
For example, if a 1Mp camera views 10 cm × 10 cm area in space, the size of a
single pixel in each image is around 0.1 mm× 0.1 mm. In order for the camera
view to capture a certain particle, the particle size (or the light scattered by
the particle) needs to be at least as large as one pixel size. The frame rate is
closely associated with the tracking ability. In experiments, the frame rate
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should be adjusted so that the mean particle motion distance between two
consecutive frames is smaller than half of the mean particle distances. For a
given flow, either the camera flow rate or the seeding particle density can be
adjusted to give optimal tracking results. Other properties like shutter speed,
aperture and sensitivity, can also influence image quality. Shutter speed is a
measurement of how long the shutter is open when taking a photo. Aperture,
also known as f-number, controls how much light can be admitted through an
opening. Sensitivity determines the amount of light into the shutter that is
required to show the object in images. Usually, shutter speed and aperture
can be controlled. However, as the shutter speed increases as frame rate
increases, the light sensitivity of a camera decreases. Therefore, appropriate
light source (bright enough light source) is required to illuminate particles at
a certain frame rate.
2.3.1 On the Rayleigh Bénard convection Flow Experiment
Since smaller tracer particles in longer time duration were to be captured,
four complementary metal-oxide semiconductor (CMOS) cameras (Emergent
HT-2000M) of 2048 pixel × 1088 pixel with 50-mm macrolenses were simul-
taneously used to capture the motion of tracer particles from four distinct
views. Four distinct camera views enables the flow three-dimensional (3D)
information to be reconstructed in a larger scale (roughly the whole tank
span).
Since the investigation volume was covering a larger space, the cameras
were put away from the investigation volume. In the experiment, two-shelf
traversing system was utilized to allocate the four cameras with six degrees
of freedom. The traversing system allowed remote control for more efficient
and accurate camera allocation. The setup schematic is shown in section
2.7. The four cameras, together with the traverse system, was defined as
Large-Scale PTV (LSPTV) system. The frame rates of the cameras could
reach up to 338 fps.
When adjusting the camera configuration, one may use a laser pointer
to estimate and show the interrogation volume, since the view path will be
visible. And then, one could adjust the camera configuration by checking the
laser pointer in camera views.
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2.3.2 On the Air Bubbles in Rayleigh Bénard convection
Experiment
Three complementary metal-oxide semiconductor (CMOS) 4 MP (2048 pixels
× 2048 pixels) cameras (TSI 630085-12GB) were mounted perpendicularly
to capture the images of bubbles. Since they were allocated in perpendicular
planes, it is not possible to appropriately reconstruct three dimensional flow
information from only two camera views. Instead, in this experiment, the
each camera view was calibrated and reconstructed into two dimensional
planes separately, but with one shared axis (vertical axis).
2.3.3 Comparison between the PIV and large-scale PTV
systems
Compared with a typical PIV system using high-speed PIS cameras, the
four-camera, LS-PTV system has many advantages. One of the distinctive
advantages of the new PTV system is that the camera can send image data
to the computer without the need of internal RAM storage; this means that
data is sent to the computer simultaneously while the camera is capturing.
This can dramatically increase the capturing time frame resolution or total
investigation time since there is no data capturing limit due to RAM stor-
age limit. Higher time resolution means that more changes per unit time
can be captured, so the system can measure properties of faster flows. Al-
though there still exists a limit on the capturing data size due to limit of the
wire uploading speed (338 fps), this is more efficient. The LS-PTV cameras
are more compact compared to cameras used in the previous PIV system
or other PTV systems. Complex mirror system is also eliminated from the
setup. Also, more compact cameras allow easier allocation on external tra-
verse system and thus more camera configurations. Last but not least, as it
can be indicated by the name ”Large-scale PTV”, the LSPTV system can
capture flows in large investigation volumes.
On the other hand, the regular PSI high-speed camera system work bet-
ter in a smaller, more concentrated investigation areas and in faster, more
turbulent flows. It can provide high quality PIV measurements with high
spatial and temporal resolutions, but only for reduced time. PSI, high-speed
cameras fit better with high resolution PIV measurements, whereas LS-PTV
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system is more favorable for PTV measurements, especially in large volumes
with long duration.
2.4 Illumination
Proper light sources should be chosen to light up the target objects in flows
(seeding particles/inertial particles). The light source used for the flow mea-
surements and that for the air bubble measurements were different. For the
flow measurements, laser was used to illuminate small tracer particles be-
cause laser provides higher light intensity so that the small particles could
have enough illumination to appear in the images even with high shutter
speed and low light sensitivity. Diode 80 W pumped laser was used in the
experiment, together with a synchronizer to control the laser pulse and the
camera shutter. For air bubble measurements, it was enough to use LED
lights for illumination since the air bubbles were larger (∼ 1 mm order of
magnitude). Four LED light bars were attached at the tank corners to light
up the air bubbles.
2.5 Particles
For the RB flow measurements, tracer particles were added into the water
tank to visualize the flow motion. The particle density, size, and reflectivity
needed to be considered when it comes to choosing a proper type of seeding
particles. The density of particles should be very close to the flow media
density so that they would follow the flow motion without rising or sinking.
The size of particles also needed to be small to follow the flow and to reduce
impact on flows, but not too small (at least one equivalent pixel size) to
be seen by cameras. The dimensionless number which determines whether
tracer particles follow the flow is given by the Stokes Number, Stk, defined
as follows.
Stk = τ × Uo/dc (2.1)
τ is the relaxation time of the particle, Uo is a velocity scale, and dc is the
particle diameter. If Stk  1, it can be assumed that the particle motion ac-
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curately represents the fluid motion. Typically, 1 µm to 100 µm size particles
are used in 3D-PTV experiments. The reflectivity of a particle can be consid-
ered as a measure of how much it can amplify or enhance the light scattering
by choosing an appropriate light source with the most efficient wavelength.
The reflectance of silver-coated hollow ceramic spheres is 95% at the wave-
length of 750 nm. Here, silver-coated hollow ceramic spheres of diameter dp
= 55 µm and density ρp = 1.01 g/cm
−2 were used as tracer particles. For the
air bubble experiment, the RB convection is exactly the same, so no tracer
particles were added into the tank. The influence of relative small number
of air bubbles are expected to be negligible, and the flow statistics from the
previous experiment are used for discussion. The air bubbles were generated
from two porous stones connected to a 4W air pump. The sizes of air bubbles
range from 0.75 mm to 1 mm.
2.6 Calibration
The calibration process is essential for 3D-PTV. A target-block calibration
method was used in the experiments. It is a traditional method to perform
calibration using a three-dimensional calibration target. The calibration step
is of extra importance for the four camera LS-PTV system. It allows the four
camera views to establish 3D spacial connection, thus, three-dimensional in-
vestigation volume reconstruction. Target points with known coordinates on
the calibration block are viewed by four camera images and work as refer-
ence target points when reconstructing 3D positions of detected particles.
The calibration target was a planar plate, and there were 20 × 20 calibra-
tion points with 1 cm intervals between points. Images of the planar target
were taken at multiple depths across the interrogation volume to give three-
dimensional calibration. The calibration target was mounted on a MB40
UniSlide motor-driven traverse system with a spatial resolution of 6.4 µm
per step. The resulting rms of the recognized calibration points was ≈ 0.07η,
which allowed for the determination of pair separations much smaller than
the Kolmogorov length scale (η). The calibration and 3D reconstruction were
performed using the open source software OPENPTV.
For the air bubble experiment, two-dimensional calibration was carried
out for each camera view. The same planar calibration target was used, and
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images were captured at each stream location.
2.7 Experimental Setup
2.7.1 Measuring Rayleigh Bénard Convection Flow
Experiments were performed in a 500 mm × 500 mm cross-section, pris-
matic tank with heights of H = 400 mm and 0.625 H, i.e., aspect ratios Γ
= side/height = 1.2 and 2. The features of the main tank are described in
Section 2.1. The top wall consists of an adjustable height, cooling plate con-
nected to a 1000-W capacity PolyScience refrigerated circulator; details are
given in Section 2.2. Insulating foam panels are attached to the top of the
cooling plate and the sidewalls. Four thermocouples located at the bottom
and top surfaces provided feedback to ensure steady temperature. A basic
schematic of the RB convection setup is shown in Figure 2.1.
Four complementary CMOS cameras (Emergent HT-2000M) of 2048 pixel
× 1088 pixel with 50-mm macrolenses were simultaneously used to capture
the motion of tracer particles from four distinct views. The four-camera ar-
rangement allowed for reconstruction of the three-dimensional (3D) position
of the flow particles while accounting for the distortion induced by the ther-
mal plume. The temperature difference between the hot (TB at the bottom)
and cold (TT at the top) surfaces was ∆T = TB - TT = 10.2
◦C. This resulted
in Rayleigh numbers of Ra = gα∆TH3/κν ≈ 1.1 × 1010 for Γ = 1.2, and
Ra≈ 2.8 × 109 for Γ = 2.0, Nusselt numbers of Nu = QH/λ∆T ≈ 200 for
Γ = 1.2 and 125 for Γ = 2.0, and Prandtl number Pr = ν/κ ≈ 5.4. Here,
g is the acceleration of gravity, α is the thermal expansion coefficient of the
fluid, κ is the thermal diffusivity, ν is the kinematic viscosity, Q is the heat
flux across the cell, and λ is the thermal conductivity of water. The inves-
tigation volume was set to 200 mm × 100 mm times 100 mm, and fixed at
x/H ∈ [−0.25, 0.25], y/H = z/H ∈ [0.25, 0], where the origin was set at the
center of the apparatus for Γ = 1.2. Note that 50% of the domain span was
interrogated to capture the relatively high vertical-velocity region induced
by the thermal plume.
The local dissipation rates are estimated from the second-order Eulerian
velocity structure functions (SFs) D(r) = 〈[u(x+r)−u(x)]2〉. Within the in-
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Figure 2.1: Basic schematic of the experimental setup illustrating the
six-degree-of-freedom traversing system allocating the four-camera
participle tracking velocimetry and 80-W laser illumination, as well as
heating and cooling systems.
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vestigation volume, the compensated longitudinal DLL(r)/r
2 and transverse
DNN(r)/2r
2 SFs collapsed near the dissipative range (r ∼ η) with plateaus
of ∼0.1 for both aspect ratios. This results in local dissipation rates of
〈ε〉 ≈ 1.2 × 10−6 m2 s−3. The local dissipation rate is comparable to the
global 〈εb〉 = RaPr−2(Nu − 1)ν3/H4 ≈ 1.6 × 10−6m2s−3, and to the local
within the center of the cell 〈εc〉 = 1.05× 10−4Ra1.55±0.02Pr1.15±0.38κ3/H4 ≈
1.1 × 10−6 m2 s−3 (upper bound). A slight deviation from the cell center
is due to the anistropic nature of the measured flow in our investigation
volume. There were around 10 pixels per local Kolmogorov length scale
η = (ν3/〈ε〉)1/4 ≈ 8× 10−4 m in both cases. The dynamics of the convection
were tracked with 75,000 consecutive, four-view images at a frequency of 250
Hz. In comparison to the bulk Kolmogorov timescale τη,b =
√
ν/〈εb〉 ≈ 0.8s,
the sampling frame rate allowed inspecting sub-τη tracer trajectories. The
total measurement time resulted around 375τη, or around 70 times the free-
falling timescale τff =
√
H/(gα∆T ) = 4.37 s.
Silver-coated, hollow ceramic spheres of diameter dp = 55 µm and den-
sity ρp = 1.01 g cm
−2 were used as tracer particles. The associated Stokes
number based on the Kolmogorov length scale resulted in St = 1/18 ×
(ρp/ρf )(dp/η)
2 ≈ 1.0 × 10−3. The particles were magnetically stirred for
1 h and suspended in the stratified medium and allowed to evolve for 6 h
before taking measurements. The measured data processing is discussed in
Chapter 3.
2.7.2 Measuring air Bubbles in RB convection
The basic experimental setup for generating the convection flow was similar
to the experiment in the previous Section 2.7.1. The RB tank was filled with
clear tap water to the height of H = 400 mm, 333 mm, 250 mm, and 200 mm,
leading to aspect ratios of Γ = 1.25, 1.5, 2, and 2.5, respectively. For Γ =
1.25, the flows were investigated at two temperature differences, ∆T = 10◦C
and ∆T = 5◦C, resulting in Rayleigh numbers of Ra = gα∆TH3/κν ≈ 1.1×
1010 and 5.5×109, respectively; the Nusselt numbers were Nu = QH/λ∆T ≈
200 for ∆T = 10◦C, and Nu = 400 for ∆T = 5◦C. The Prandtl number was
Pr = ν/κ ≈ 5.4. For other aspect ratios, only one temperature difference
∆T = 10◦C was considered.
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Figure 2.2: Basic setup for inspecting the dynamics of air bubbles in
Rayleight Bénard convection.
Two CMOS 4MP (2048 pixels × 2048 pixels) cameras (TSI 630085-12GB)
were mounted perpendicularly to capture the bubbles. Four LED light bars
were installed at the tank corners and used to light up the bubbles. Each
camera had an investigation area of 250 mm × 400 mm, leading to a total
investigation volume of 250 mm × 250 mm × 400 mm. It covered x/H =
y/H ∈ [−0.3125, 0.3125] and z/H ∈ [0, 1], where the origin is set at the
center of the bottom of the tank. For each case, 1800 consecutive sets of
two-view images at 200 fps were captured.
As is discussed in the other experiment, the estimated local dissipation
rate was 〈ε〉 ≈ 1.2 × 10−6 m2 s−3, comparable to the global dissipation rate
〈εb〉 = RaPr−2(Nu − 1)ν3/H4 ≈ 1.6 × 10−6 m2 s−3. The local rate within
the center of the cell was εc = 1.05 × 10−4Ra1.55±0.02Pr1.15±0.38κ3/H4 ≈
1.1 × 10−6 m2 s−3. Consequently, the local Kolmogorov length scale was
η = (ν3/〈ε〉)1/4 ≈ 8 × 10−4 m, covering around 5 pixels per length scale at
the center of the investigation volume. With 200 Hz frame rate, the sam-
pling time scale allowed inspection for sub-Kolmogorov timescale trajectories,
given Kolmogorov timescale as τη,b =
√
ν/〈εb〉 ≈ 0.8 s. The total measure-
ment time was 9 seconds, equal to 11.25τη or around 2 times the free-falling
timescale τff =
√
H/(gα∆T ) = 4.73 s.
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Two streams of small air bubbles were generated from two porous stones
connected to a 4W air pump. The stones had cylindrical shape with diameter
of 1.5 cm and height of 0.5 cm. Soft, plastic hoses of 0.4 cm diameter were
connected to the air pump and the porous stones. The porous stones and the
hoses were considered to have negligible effect on the boundary layer. The
sizes of air bubbles ranged from db = 0.75 mm to db = 1 mm. The room air
temperature was 20◦C, and the associated density of the air was ρb = 1.204 kg
m−3. The bubble Stokes number was St = 1/18× (ρb/ρf )(db/η)2 ≈ 2×10−4.
For Γ =1.2, the two streams were separated diagonally with respect to the
center of the tank at distances of 17.5 cm, 8.75 cm, and 1 cm. In total, six
cases as well as one base case (bubbles released in still water) were measured.
For all other Γ =1.5, 2, 2.5, only one separation±17.5 cm was studied. Before
each measurement, the bubble generation was stopped and the flow was run
for 10 minutes to achieve steady state. The method to process data can be




The data processing is performed to obtain data sets with listed properties,
thus promoting efficient data analysis. It consists of pre-processing, where
the image data is organized into meaningful data sets, and post-processing,
where the data is directly used for the analysis. The process involves parti-
cle detection, pixel-distance ratio correction, filtering, trajectory generation,
and certain post-processing. In this chapter, the pre-processing method to
obtain trajectory information is discussed in section 3.1, and a sample of
post-processing is illustrated in section 3.2.
3.1 Pre-processing
In pre-processing, trajectory lines of image sequences are produced, and
velocity and its gradient of detected particles are calculated, or obtained
through the grid-interpolation. Consequently, it is possible to analyze the
data in numerous ways to study the underlying mechanics both in Lagrangian
and Eulerian frames.
3.1.1 Particle Detection and Trajectory generation
In the air bubble experiments, all the images were first converted into binary
images for bubble detection, as shown as in Figure 3.1. A matlab funtion
regionprops was used to detect bubbles in the binary images. This function
enables users to identify all isolated white regions and the corresponding
centroids. From all the detected bubbles, the irrelevant ones were cropped
by ignoring bubbles in certains regions. The sample filtering is shown in
Figure 3.2.
In RB convection flow experiments, approximately 3.5 × 107 reconstructed
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Figure 3.1: A raw image (Right camera view).
Figure 3.2: Detected (green) and removed irrelevant (red) articles.
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particles were tracked using the Hungarian algorithm, and linked by perform-
ing a three-frame gap closing for longer trajectories. Those trajectories and
associated temporal derivatives were evaluated and filtered using fourth-order
B splines; this approximation (B-spline) interpolation resulted in the best in-
terpolation scheme for particle tracking in turbulence. The sample trajectory
is shown in Figure 3.3.
In air bubble experiments, the ’NearestNeighbor’ method was used to track
the detected bubbles; they were linked into long trajectories by performing
half-frame gap-closing. More than 2×104 trajectories were tracked for one
camera view in each case. The unfiltered trajectories are shown in Figure 3.4.
3.1.2 Filtering
The first filtering was done by reducing the short trajectories that were con-
sidered irrelevant. The second filtering focused on noise trajectories. This
step mainly filtered out the bubbles on the walls and on the bubble genera-
tors. Then, trajectories with excessive fluctuations in lateral directions were
filtered. The last filtering was implemented by first calculating the standard
deviation of span-wise displacements for each trajectory in each camera view
ad each case, and then eliminating the trajectories with the standard de-
viation larger than the standard deviation of all standard deviations. The
mathematical process is shown in the Figure 3.5. The trajectories after fil-
tering is shown in Figure 3.6.
3.1.3 Pixel-Distance ratio correction
As pointed out in Section 2, the calibration was carried out separately for each
camera view. Since the investigation volume was relatively large, the pixel-
distance ratios were different across the volume, so three different calibration
images were taken at each separation distance for each camera view. A
planar 20 cm × 20 cm calibration target was set up parallel to the camera
views at each bubble release point. The difference between the pixel-distance
ratios of two camera views was within 1%, so the same ratio was applied to
both views. The difference between the pixel-distance ratios of the nearest
plan and the farthest plan was over 20%, so in the image pre-processing, the
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Figure 3.3: RB convection. (a) Sample of ≈30000, short-time (∆t = 0.12 s)
trajectories; colors represent vertical velocity. (b) Single trajectory within
∆t ≈ 1.5 s near the center of the cell; colors denote acceleration
magnitude [24].
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Figure 3.4: Unfiltered air-bubble trajectories from the left camera view.
Figure 3.5: The probability density function of the trajectory span-wise
displacement standard deviation.
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Figure 3.6: Filtered air bubble trajectories from left camera view.
pixel-distance ratios were applied to the corresponding bubbles.
3.2 Post-processing
In pre-processing, the trajectories and associated properties were organized
into easily-operable formats; in the post-processing, the data sets were further
treated to gain appropriate insight on the underlying processes. This includes




In this chapter, the pure Rayleigh Bénard flow is discussed first; then the
motion of air bubbles in the same RB flow is discussed in terms of the pure
RB flow. The discussion will mainly focus on the flow statistics and the pair
dispersion under various initial separations.
4.1 Pure Rayleigh Bénard flow
Grid-interpolated, 3D mean velocity fields are shown in Figure 4.1 for each
component to identify the convective roll structure. Within the interrogation
volume, the lateral velocity components [Figs. 4.1(a) and 4.1(b)] exhibited
negative values, and the vertical counterpart [Fig. 4.1(c)] contained positive
and negative trends. The lateral velocity profile along the vertical axis z at
x = 0 and the vertical velocity profile along the lateral axis x at z = 0 are
compared with particle image velocimetry (PIV) measurements by Xia et al.
[25] at Ra = 0.4 × 1010 and Ra = 3.5 × 1010; they show good agreement,
which indicate the presence of a central core [11].
Inspection of categorized Lagrangian acceleration reveals distinctive pat-
terns. In particular, PDFs of the lateral and vertical components for Γ
= 1.2 are shown in Fig 4.2; it includes a conditional PDF with threshold
uzτη/η < 35. This case with comparatively low vertical velocity allows partic-
ular comparisons with similar conditions in other studies [19, 17], where ther-
mal plumes were not evident. The symmetric and heavy tail, exponential-like
distributions reveal the strong intermittency of the Lagrangian motions as
observed in isotropic turbulence [26]. Remarkably, the conditional PDFs of
the lateral and vertical accelerations collapse [Fig 4.2(a)]. They also show
good agreement with previous measurements.
A distinctive difference is evident when considering the span of the data
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Figure 4.1: Mean velocity field of the (a) x-component ux, (b) y-component
uy, and (c) z-component uz. (d) Lateral velocity profile along the vertical
axis z/H at x/H = 0. (e) Vertical-velocity component along the lateral
axis x/H at z/H = 0. The solid and dotted lines show PIV measurements
by Xia et al. [25] at Ra = 0.4× 1010 and Ra = 3.5× 1010.
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Figure 4.2: PDF of the Lagrangian acceleration components. (a) Case with
vertical-velocity threshold ||uzτη/η|| < 35 Lagrangian acceleration PDF of
low vertical velocity. (b) Entire span of the data. Measurements by Ni et
al. [19] in the center of a convective cell and by Liot et al. [17] in the
extended vertical span are included for reference. Around 3.5× 107 events
are included in the analysis [24].
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[Fig 4.2(b)]. The PDF of the vertical acceleration component exhibits heavier
tails, different from reported numerical simulations by Schumacher [18, 20] in
which the lateral acceleration had heavier tails than the vertical component,
and previous measurements by Ni et al. [19] and Liot et al. [17] where
lateral and vertical components collapsed. It is also worth noting that the
lateral PDFs with and without the vertical-velocity threshold do not show
noticeable differences. This result suggests that the vertical motion of the
thermal plumes does not affect the lateral acceleration, which is different
from the analysis by Ni et al. [19]. Based on the inspection of high-order
acceleration PDF, they argued that the intense vertical motion induces strong
lateral acceleration. They showed that the vertical component at the peak
in the second-order PDF was smaller than that in the lateral direction. This
would indicate an increase in the probability of the high lateral acceleration
compared with the vertical direction; also, it would result in heavier tails
of the first-order PDF of the lateral component if the investigation volume
was larger, similar to the numerical work by Schumacher [18]. It is worth
pointing out that the peak value in a high-order PDF is not sufficient to
describe the tail of the distribution. Indeed, the PDF in the simulation
by Schumacher [18] showed a higher probability in the vertical direction
compared to the lateral counterpart around the peak of the second-order
PDF (within ±9ak,rms), which is not the case of Ni et al. [13]. To further
inspect the apparent discrepancy related to the effect of vertical velocity in
the acceleration PDFs, the second-order PDFs with various vertical-velocity
magnitude thresholds (uzτη/η < α,withα = 35, 45, and 55) are shown in
Fig 4.3. Notably, the peak value of the vertical component decreases with
an increase of the threshold a, whereas the second-order moment PDF of the
lateral acceleration component does not show differences with respect to the
vertical counterpart. The peak locations (a/arms ≈ 1) and the lower peaks
of the vertical component compared to the lateral are in agreement with Ni
et al. [19], but the difference between lateral and vertical peaks is larger
due to the larger measured vertical velocity. This indicates that the lower
peaks in the high-order PDF lead to a heavier tail in the first-order PDF.
Consequently, the intense vertical motion induced by the thermal plumes
promotes comparatively strong vertical acceleration, not necessarily lateral.
The differences in the tails of the PDFs between simulations and experi-
ments are likely associated with the aspect ratio (Γ) of the domain, which
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Figure 4.3: Second-order moment of the vertical acceleration PDF with
various thresholds of the vertical velocity [24].
modulates the dynamics of the flow roll structure. Indeed, the single-roll
structure breaks down into a two-roll structure at the critical aspect ratio Γc
(namely, 1.66±0.22 < Γc < 3.66±0.46), and may undergo unstable multi-roll
structures at higher aspect ratios (Γc > 3.660.46). Such a distinctive struc-
ture population may modulate the Lagrangian statistics. It is worth noting
that previous measurements (Γ = 1 [19] and Γ = 1.3 [17]) and current work
(with Γ = 1.2), shown in Fig 4.2, exhibit single-roll structures, whereas the
simulations exhibit a two-roll structure (Γ = 2 [18]) and multi-roll structures
(Γ = 4 [20]). Insight into the modulation of a roll structure in the vertical
acceleration PDF is illustrated in Fig 4.4(a) with our experiments (Γ =1.2
and 2) and two direct numerical simulation (DNS) studies (Γ = 2 and 4).
Note the good agreement for the case sharing Γ = 2, which exhibits a two-
roll structure. In general, the PDFs show different kurtosis associated with
roll dynamics; heavier tails occur with a lower order of roll structure. This
suggests that a single-roll structure promotes more intermittent Lagrangian
acceleration in the vertical direction. As the cases in Fig 4.4(a), the lateral
acceleration PDFs with various roll dynamics are shown in Fig 4.4(b). Unlike
the vertical PDF, differences are observed between experiments and simula-
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tions. Those are attributed to the effect of the thermal boundary layer, which
is accounted for in the full domain of the DNS. Indeed, large fluctuations of
the lateral acceleration were found by Schumacher [20] close to the top and
bottom surfaces, whereas the vertical acceleration PDF was independent of
the cell height.
The pair dispersionR2(t) = 〈[∆(t)−∆(0)]2〉L in a sub-Kolmogorov timescale
t/τη < 1 for both lateral and vertical components and Γ = 1.2 and Γ = 2
are shown in Fig 4.5; here, 〈∆〉L indicates the average operator. Unlike
the larger time scales, namely, t/τη > 1, where the dispersion exhibits
R2(t) = C〈ε〉t3 [18], the pair dispersion exhibits a t2 behavior in all cases.
TheR2(t) = f [∆(0)]t2 scaling law over a short timescale τη < t < [∆(0)
2/ε]1/3
was investigated in isotropic homogeneous turbulence by Batchelor [27], and
experimentally observed in the vicinity of the center of a convection cell by
Ni et al. [23], as well as in simulations by Schumacher [18] considering
the entire cell of convective flows. The dotted lines in Fig 4.5 indicate the
upper and lower limits of the pair dispersion for different initial separations,
ranging from ∆(0) = 0.9ηto = 15.1η, observed in the experimental work of
Ni et al. [23]. As expected, pair dispersion from the current measurements,
which takes into account a range of initial separations, fit within the limits.
It is worth noting that the average initial separation is 〈∆(0)〉11η. The value
of f [∆(0)] can be obtained as the plateau height of the compensated relation
(t/τη)
−2(R/η)2 as shown in the inset of Fig 4.5. For Γ = 1.2, f [∆(0)] ≈ 25,
which is in good agreement with reported measurements [23], and its iner-
tial range scaling, f [∆(0)] = [11
3
C∆(0)2/3/η2/3] ≈ 28, where C = 1.56 is the
Kolmogorov constant. The pair dispersion of the lateral and vertical com-
ponents for Γ = 1.2 does not show a clear difference. In contrast, the lateral
component for Γ = 2 shows a higher dispersion. This behavior was observed
in the simulation by Schumacher [18] at the same aspect ratio.
The relatively high sampling frequency (τηf = 200) allows for the esti-
mation of the PDFs of the lateral and vertical dispersions at very small
timescales t/τη ∼< 0.1. Those PDFs for both directions at three selected
time steps in the vicinity of t/τη = 0.25 are illustrated in Figs 4.6(a) and
4.6(b). Others with smaller time steps t/τη ≤ 0.1 are shown in Figs 4.6(c)
and 4.6(d). At the larger timescale set, the PDFs collapse to a Richardson-
like shape and deviate from the Gaussian limit similar to DNS simulations
on convective turbulence by Schumacher [18]. However, at smaller time
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Figure 4.4: Acceleration PDFs of the (a) vertical and (b) lateral
components for various aspect ratios. DNS simulation by Schumacher et al.














Figure 4.5: Particle pair dispersion R2 = 〈[∆(t)−∆(0)]2〉L of a
sub-Kolmogorov scale timescale in turbulent convection at various aspect
ratios. The inset shows the t2-compensated pair dispersion [24].
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Figure 4.6: PDF of the pair dispersion at various time steps for the (a), (c)
vertical and (b), (d) lateral components. (a), (b) Time step in the vicinity
of 2× 10−1, and (c), (d) smaller time steps ≤ 1× 10−1 (included DNS data
from Schumacher [18]) [24].
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steps (t/τη ≤ 0.1), the PDFs exhibit monotonic trends as a function of
t/τη approaching the larger time step given in Fig 4.6(a) [or the DNS with
t/τη ∼ O(1) [18]]. The heavier tail of the PDFs with an increased time
step indicates that the probability of a relatively large dispersion increases
with the timescale in a short time frame. Finally, the vertical component
[Fig 4.6(c)] exhibits a heavier tail compared with the lateral counterpart
[Fig. 4.6(d)], evidencing a relatively more intense vortical motion with the
direction of vorticity in the vertical [12]. Complete discussion of this section
is given in Kim et al. [24].
4.2 Air bubbles in turbulent Rayleigh Bénard flow
In the base case with no flow, it was noticed that the air bubbles underwent
lateral fluctuations; this phenomenon is known as path instability. In the BR
case, one of the two bubble streams was located where the convection roll
had downward motion, henceforth stream 1; the other stream was located
where the convection roll had upward motion, henceforth stream 2. The
higher Rayleigh number under which the experiment was conducted was
1.1 ×1010. Figures 4.7 and 4.8 illustrate the bubbles’ instability. They show
lateral velocity profiles and associated standard deviations. The mean bubble
spanwise velocity in the base case was around zero, and the change of velocity
signs at the center height demonstrates the influence of the convection roll
on the bubbles motion. The profiles also show a decrease of bubble lateral
velocity standard deviation in convection flows compared with pure rising,
which may be seen as a result of the convection flows stabilizing the bubble
fluctuation while rising. The small wakes produced by bubbles free rising
are canceled in the more turbulent forcing convection flow. The stabilization
effect of the convection flows is shown stronger when the bubbles are rising
where the roll is downward. The bubble lateral velocity profile shows similar
behavior between the two stream locations.
Figures 4.11 and 4.12 show the bubbles mean vertical velocity profile and
associated standard deviation. The profiles reveal that the bubble rising
velocity is uniform in all cases, and is at around 100 mm s−1 in quiescent
water. The stream-wise velocity standard deviation profile shows a larger
value for the free rising case compared with cases with convection flows,
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Figure 4.7: Vertical profiles of the spanwise velocity of the air bubbles for
the stream 1 (convection roll is downward), and associated standard
deviations.
Figure 4.8: Vertical profiles of the spanwise velocity of the air bubbles for
the stream 2 (convection roll is upward), and associated standard
deviations.
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Figure 4.9: Vertical profiles of the spanwise velocity of the air bubbles,
second dimension - stream 1 (convection roll going downward), and
associated standard deviations.
Figure 4.10: Vertical profiles of the spanwise velocity of the air bubbles,
second dimension - stream 2 (convection roll is upward), and associated
standard deviations.
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Figure 4.11: Vertical profiles of the streamwise velocity of the air bubbles -
stream 1 (convection roll is downward), and associated standard deviations.
and the vertical velocity standard deviation is larger than that of the lateral
velocity.
With a temperature difference of ∆T = 5◦C, the lower Rayleigh number
was Ra = 5.5×109. Figures 4.15-4.22 provide similar insight for the bubbles
rising in convective flow. The cases with two temperature differences give
large Rayleigh numbers, Ra = 1.1×1010 and 5.5×109, within the turbulence
regime. In genera the convection roll stabilized the bubble rising spanwise
fluctuations as well as the streamwise variations, but only to a minor extent
for the latter.
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Figure 4.12: Vertical profiles of the streamwise velocity of the air bubbles -
stream 2 (convection roll is upward), and associated standard deviations.
Figure 4.13: Vertical profiles of the streamwise velocity of the air bubbles,
second dimension - stream 1 (convection roll is downward), and associated
standard deviations.
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Figure 4.14: ertical profiles of the streamwise velocity of the air bubbles,
second dimension - stream 2 (convection roll is upward), and associated
standard deviations.
Figure 4.15: Vertical profiles of the spanwise velocity of the air bubbles
under low Rayleigh Number - stream 1 (convection roll is downward), and
associated standard deviations.
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Figure 4.16: Vertical profiles of the spanwise velocity of the air bubbles
under low Rayleigh Number - stream 2 (convection roll is upward), and
associated standard deviations.
Figure 4.17: Vertical profiles of the spanwise velocity of the air bubbles
under low Rayleigh Number, second dimension - stream 1 (convection roll is
downward), and associated standard deviations.
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Figure 4.18: Vertical profiles of the spanwise velocity of the air bubbles
under low Rayleigh number, second dimension - stream 2 (convection roll is
upward), and associated standard deviations.
Figure 4.19: Vertical profiles of the streamwise velocity of the air bubbles
under low Rayleigh Number - stream 1 (convection roll is downward), and
associated standard deviations.
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Figure 4.20: Vertical profiles of the streamwise velocity of the air bubbles
under low Rayleigh number - stream 2 (convection roll is upward), and
associated standard deviations.
Figure 4.21: Vertical profiles of the streamwise velocity of the air bubbles
under low Rayleigh number, second dimension - stream 1 (convection roll is
downward), and associated standard deviations.
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Figure 4.22: Vertical profiles of the streamwise velocity of the air bubbles
under low Rayleigh number, second dimension - stream 2 (convection roll is




This thesis aims to provide insight on Rayleigh Bènard convection flows uti-
lizing the 3D-PTV technique. For this purpose, three different cases were
inspected in detail. Description of the various setup are also described and
discussed. Results revealed distinctive features of the RB flows including that
the Lagrangian acceleration is significantly influenced by the roll structure
and the vertical velocity. The acceleration PDFs indicated that the strong
vortices induced by the thermal plumes leads to higher vertical accelera-
tion. The pair dispersion exhibited a ∼ t2 behavior at the local Kolmogorov
timescale. However, at a sufficiently small timescale, there is a departure
from this t2 behavior. Inspection of the air bubbles illustrate the modulation
of the RB convention on the dynamics of such buoyant particles. The new
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