ABSTRACT Due to the problem that local binary fitting model is easy to fall into local extremum, based on the hypothesis that the brightness of the image on both sides of the target boundary has contrast, an improved method of adding contrast constraints to the fitting function is proposed in this paper. The contrast-constrained model can effectively overcome the problem that energy is easily trapped in local extremum, but there is still a problem that requires the initialization curve to be close to the edge of the target. Therefore, balloon force is added to the contrast-constrained model, which enlarges the scope of external force and enhances the robustness of the model to initialization. Meanwhile, the diffusion filtering method with adaptive image structure is introduced into image registration, and the anisotropic diffusion function with the ability of feature preservation and consistency enhancement is defined as the regularization term of the model. The improved model can effectively maintain image features and achieve accurate registration of complex images. In this paper, brain image (MRI) in Mcgill database is taken as an example to verify the simulation results. The simulation results verify the reliability and validity of the partial differential equation-based algorithm.
I. INTRODUCTION
In recent years, due to the continuous development of computer technology, the research and application of digital image processing technology in medical field has been greatly promoted [1] - [3] . Medical image processing technology plays an increasingly important role in breaking the era of medicine [4] . Medical image processing technology plays an important role in teaching, scientific research and clinical diagnosis and treatment [5] . The combination of computer image processing technology and image technology has fundamentally changed the traditional diagnostic methods of medical staff. Practice has proved that making full use of these technologies can improve the accuracy and accuracy of diagnosis, reduce medical costs, improve diagnostic efficiency, and give full play to the performance of various medical equipments. In addition, with the development of digitalization and intellectualization, image processing technology will have a broader application prospect in the field of The associate editor coordinating the review of this manuscript and approving it for publication was Victor Hugo Albuquerque. medical and health care [6] , [7] . With the rapid development of image processing technology and the increasing needs of users, the problems that need to be solved are becoming more and more complex, which leads to huge challenges in the field of image segmentation [8] . There is an urgent need for more effective image segmentation methods. The level set method proposed in recent years has made great achievements in the field of image segmentation, providing a solution to many puzzles of traditional image segmentation technology [9] . It's a good way. In this method, the closed planar curves are implicitly expressed as zero level sets of three-dimensional continuous surfaces, so that the evolution of curves can be skillfully transformed into the evolution of three-dimensional surfaces [10] . Image segmentation is transformed into the problem of finding numerical solutions of partial differential equations related to three-dimensional level set functions [11] . The advantage of Level Set method is that it keeps smoothness and continuity throughout the curve evolution process, and can realize closed and continuous target extraction. Compared with traditional image segmentation method, it has great advantages [12] .
Image segmentation and image registration are two key basic tasks in image processing, and they are important components in machine vision, pattern recognition and other fields [13] , [14] . Registration and segmentation have existed since the image was produced. Many researchers have proposed a large number of processing methods [15] . However, because of the complexity of image content and the different needs of users, each method is usually only applicable to specific images or needs, so these two problems are still the research hotspots in image engineering [16] . In addition, based on the interrelationship between registration and segmentation, researchers have proposed a coincidence model to realize registration and segmentation at the same time, and the exploration of coincidence method has become a hot issue in recent image processing [17] , [18] .
The application of partial differential equations in image processing originated in the last century. Thermal diffusion equation was first introduced into image processing to solve the problem of image denoising, and gradually it formed a kind of image processing method based on diffusion partial differential equation theory [19] . The most famous method is the denoising model of the nonlinear diffusion partial differential equation proposed by Perona, they proved that the discrete form of the equation satisfies the basic properties of multi-scale analysis and is a multi-scale operator and the model has good filtering performance [20] . Furthermore, Thchumperla proposes a directional diffusion filtering method with curvature preservation ability based on line integral convolution, which achieves effective curvature preservation. Hermosillo, Weickert and other researchers use diffusion filter function to define the regular terms in the registration model, and achieve the effective preservation of image features in the registration process [21] . Snake model is a classical application of partial differential equation in image segmentation [22] . It uses the internal and external force constraints of image edges to establish energy functions to represent the contour curve of the region. The internal force constraints the shape of the curve and the external force guides its behavior, so as to guide the curve to approach the target edge and this model is widely used and continuously developed in image segmentation.
In this paper, an improved method of adding contrastconstraints to the fitting function is proposed. Contrastconstrained model can effectively overcome the problem that energy is easily trapped in local extremum, but there is still a problem that requires the initialization curve to be close to the edge of the target. Therefore, balloon force is added to the contrast-constrained model, which enlarges the scope of external force and enhances the robustness of the model to initialization. Meanwhile, the diffusion filtering method with adaptive image structure is introduced into image registration, and the anisotropic diffusion function with the ability of feature preservation and consistency enhancement is defined as the regularization term of the model. The improved model can effectively maintain image features and achieve accurate registration of complex images. In this paper, brain image (MRI) is taken as an example to verify the simulation results. The simulation results verify the reliability and validity of the proposed algorithm.
The contributions of the paper can be summarized as follows:
1. The introduction of the balloon force solves the problem of the local extremum of the traditional partial differential equation. And the segment accuracy has a significant improvement compared with other segment algorithms.
2. The application of our improved algorithm can be extended to the colorful brain segment, and the algorithm obtains excellent segment results.
II. IMAGE SEGMENTATION AND REGISTRATION BASED ON TRADITIONAL PARTIAL DIFFERENTIAL EQUATION
Firstly, the concept of image segmentation is introduced in detail. Next, this chapter introduces the traditional algorithms in brain image segmentation in detail, and In-depth analysis of the problems that occur when applying commonly used algorithms to image segmentation is introduced. Furthermore, the LBF model and its problems are analyzed for developing our improved algorithm. Finally, the differential optical flow field model is introduced for developing the improved algorithm to in the next section.
A. THE INTRODUCTION OF IMAGE SEGMENTATION
Image segmentation is a very critical step in image processing, and its segmentation results are directly related to the follow-up image analysis work. Therefore, image segmentation technology has always been a research hotspot of experts in the entire world. After years of research, various segmentation methods have been proposed and applied to the field of medical image processing. Image segmentation is a process of dividing an image into several regions according to the similarity in the image region and the difference between the image regions [5] . Image segmentation is defined as: a pair of images is regarded as a large area, which is represented by geometricS. Image segmentation is the segmentation of region S. Set S is divided into several subsets. These subsets are all subsets of set S which are represented by S 1 , S 2 , · · · , S N respectively. And five conditions should be satisfied:
(1)
Where P(S i ) represents the attribute in the set S i . It shows that each pixel in the image needs its own region in (1) . And there can be no overlap between regions in (2) . It shows that all the pixels in each region need to conform to the connectivity criterion in (3) . Condition (4) shows that the pixels in the same region have the same or similar attribute. Condition (4) shows attributes of different regions are also different [23] . In this paper, brain image segmentation and registration is taken as an example. Figure 1 is a concrete schematic diagram of the segmentation results, the registration standard is shown in (a), the segment results is shown in the (b), (c), (d).
B. IMAGE SEGMENTATION BASED ON TRADITIONAL PARTIAL DIFFERENTIAL EQUATION
Image segmentation is the process of dividing an image into meaningful regions or extracting objects from the background [24] . Image segmentation is a key basic operation in image processing, which provides a basis for image recognition and understanding. The problem of image segmentation exists with the generation of image [16] . Up to now, there have been many image segmentation methods, but each method has its specific scope of application. However, because there are differences between images, and users often have different needs for the same image, image segmentation has always been a research hotspot in computer vision [25] .
Active contour model ACM based on partial differential equation proposed by KASS et al. is an early model that combines high-level knowledge with low-level knowledge of image to realize image processing and understanding [26] . The model combines edge, texture, gray level, color of low-level visual attributes based on image itself with prior knowledge of shape, brightness and color of object to realize the constraint of segmentation process. In this model, the curve evolves under the combined action of internal force and external force without user interaction [27] . It is an autonomous curve deformation evolution, so it is called active contour model [28] . The outstanding advantage of this model is that no matter what the image quality is, it can always get smooth and closed target boundary, which is computationally efficient, suitable for modeling and can extract deformed contours of arbitrary shape. Therefore, it is very suitable for processing images with significant individual differences and complex structures. The proposed level set method further extends the application of active contour model in image segmentation and other fields. In the active contour model based on level set method, the evolution of curve is no longer controlled by curve parameters, but mainly related to the geometric characteristics of curve, thus avoiding the problem that parameters of parametric active contour model need to be adjusted constantly because of curve deformation. In addition, the active contour model based on level set can solve the problem of topological change of evolutionary curve. In recent years, many researchers have done extensive and indepth research on active contour model.
C. LBF MODEL AND ITS PROBLEMS
LBF model can effectively overcome the problem of brightness inconsistency [29] . The basic idea of the model is that the image brightness of the local area on both sides of the target boundary can be approximated to two constants. Therefore, the problem of image segmentation can be reduced to finding the optimal contour curve C and the fitting function f 1 and f 2 which can approximate the brightness of the local area on both sides of the curve. This optimization problem can be achieved by minimizing the following binary fitting VOLUME 7, 2019 C Tian, H. Zhang: Application of PDE in Brain Image Segmentation and Registration functions [30] :
where λ 1 , λ 2 are the weight parameters f 1 (x) and f 2 (x) are the image brightness approximations of the regions. K (x − y) is a weight function, the value increases with the distance decreases, the weight function is chosen as Gaussian kernel function.
where a is a normalized constant, it can ensure K (u) = 1. σ is the standard variance of a Gaussian function. ρ denotes the radius of the neighborhood, f 1 (x) and f 2 (x) is the center of the fitting function, and σ is used to adjust the radius of the neighborhood. Therefore, the whole target boundary is obtained by finding a curve that can minimize the fitting energy function ε Fit x of all points x in the image field .
Using curve C as zero level set function of level set function φ. Then regions out(C) and in(C) can be tabled in φ ≤ 0 and in φ > 0, respectively. In addition, the smoothness of the curve is guaranteed by arc length penalty term L(φ) = | H (φ)|dx. The regularity of the level set function is expressed by the level set regularization function
2 dx. The complete LBF model is represented as follows:
When the curve is near the target boundary, the contrast constraint will converge over the local extremum to the real target boundary, but when the curve is far away from the target boundary, the contrast between the two sides of the curve will often be very small. At this time, the contrast constraint does not play a role, and the localization attribute of the model makes the image force very small. In this case, the curve is likely to be able to act because of its ability. The quantity falls into local extremum and stays in the area far from the target boundary. Therefore, the contrast constrained model still has the problem of requiring the initialization curve to be close to the target boundary in the original model.
D. DIFFERENTIAL OPTICAL FLOW FIELD MODEL
Since the image registration process can be considered as the process from the source image to the target image, that is, the displacement field of the solution required for registration can be regarded as the velocity field solved by the optical flow field, the image registration can be realized by solving the velocity field in the optical flow field model [31] . Optical flow field constraint equation based on brightness constant assumption is:
where u := (u 1 , u 2 ) T is the velocity field to be solved. In order to solve the optical flow field, only the constraint equation of optical flow field is not enough, and additional constraints are needed. Horn first proposed adding smoothness constraints to the optical flow field constraints to transform the solution of the optical flow field into the following minimum problem [32] :
where α is a smoothing factor, and the larger the value, the more obvious the smoothing effect of the evolution process on the image is. Generalized Horn model for differential optical flow field, the solution of velocity field u is transformed into the following minimum problem:
The splitting flow field model consists of two parts. The first part is constant constraints, the second part is smooth operators and the second part is regular terms. The starting point of adding regularization term to differential optical flow field model is smoothness constraint, but in order to meet the requirements of feature preservation, it is necessary to improve smoothness constraint to make it have a specific regularization performance. The flow of the optical flow field is shown as Figure 2 :
III. PDE-BASED BRAIN IMAGE SEGMENTATION AND REGISTRATION
Image segmentation and image registration are two key basic tasks in image engineering [33] . They are important components in machine vision, pattern recognition and other fields. The problem of image segmentation and registration has existed since the generation of image. Many researchers have proposed a lot of processing methods. However, the differences between images and the particularity of users' needs make image segmentation and registration a hot research topic in image engineering. The theory of partial differential equation (PDE) has become one of the most popular basic theories of image processing because of its complete mathematical theory and good scalability. It has penetrated into all aspects of image processing and achieved good results. The image segmentation method based on active contour model and the image registration method based on physical models such as optical flow field are PDE theory diagrams. In this section, based on the theory of partial differential equation, the theory and method of image segmentation with inconsistent brightness and non-rigid image registration are studied.
A. THE DESIGN OF RESEARCH FRAMEWORK FOR BRAIN IMAGE SEGMENT AND REGISTRATION
The LBF model is an effective image segmentation model with inconsistent brightness, but it is easy to fall into local extremum. In this paper, an improved method of adding contrast constraints to the fitting function of the model is proposed. The model defines the fitting function by using the local information of the image. The localization attribute of the fitting function can overcome the problem of inconsistent brightness, and at the same time, the model is easy to fall into local extremum. Based on the hypothesis that the brightness of the image on both sides of the target boundary has contrast, an improved method is proposed to add contrast constraints to the fitting function to avoid energy trapping into local extremum. Balloon forces are added to the model to expand the scope of external forces. The contrast constrained model proposed in this paper can effectively overcome the problem that the original model is easy to fall into local extremum, and has stronger initialization robustness.
The research framework is designed as Figure 3 , As is shown in the figure, the original Brain image is taken as the input, and LBF model combined with balloon force algorithm is proposed to solve local minimization of LBF model, and the anisotropic diffusion regular term is added into the optical flow field model to improve the performance of the registration algorithm, and flow-driven anisotropic regularization term is constructed to maintain image discontinuity, and a non-quadratic penalty function is used to enhance the robustness of the model.
B. CONTRAST CONSTRAINED LBF MODEL WITH BALLOON FORCE
In view of the problem that the initial curve of the parametric active contour model needs to be close to the edge of the target due to the small action range of external forces, Cohen proposed to add a pressure term to the model so that the model can be like an inflated balloon passing through the weak edge and capturing the strong edge. The pressure is called balloon force. The model with balloon force is called active contour model of balloon force. The basic idea of this model is to apply a constant force or adaptive force to the model when the image energy is zero, balance the inherent inward contraction trend of internal force, force the curve to evolve to the target, change the energy field, increase the distance of force or change the direction of force, so that the model is controlled by the field force containing the target characteristic information. In the domain, the model is finally fitted to the desired target features. Balloon force can enlarge the range of image force, thus allowing the initial curve to be far away from the target boundary. In addition, balloon force can force the curve to evolve towards the target by balancing internal force, thus accelerating the convergence speed of the curve to the target boundary.
Therefore, the balloon force term is added to the contrast constrained model to overcome the problems that still exist in the contrast constrained model, such as the requirement that the initialization curve be close to the target boundary and the convergence speed.
Cohen's definition of balloon force is:
where N (c) is the unit normal vector of the model inward from the point, and α is the weight coefficient. Its symbol can control the direction of the curve movement, i.e. the driving curve shrinks inward or expands outward. The balloon force is essentially an anisotropic pressure potential energy. Its function is to control the evolution of the area contained in the curve. The balloon force is applied to the geometric active contour model. According to the nature of the area surrounded by the balloon force control curve, the balloon force can be defined by the area contained in the zero level set curves:
The LBF model of balloon force is defined as:
C. IMAGE REGISTRATION METHOD BASED ON IMPROVED OPTICAL FLOW FIELD MODEL
Registration is the basic task in image processing, the pretreatment of segmentation and other work, and the information fusion process of synthetic technology such as three-dimensional reconstruction. Multimodal image registration can also provide more abundant and accurate information for medical diagnosis. Based on the similarity between the displacement field solved by registration and the velocity field solved by optical flow field model, Palos et al. proposed an image registration method based on optical flow field model. All these registration methods adopt Horn's differential optical flow field model. Since the smoothness constraints adopted in the model can not maintain the discontinuity of the image, the image is seriously blurred in the evolution process. The basic model of differential optical flow field is composed of data terms and regular terms. The improvement of the model is mainly aimed at these two items. The improvements in this paper include constructing flow-driven anisotropic regularization term to maintain image discontinuity, and using non-quadratic penalty function to enhance the robustness of the model.
One of the most important problems in image processing is noise. Gauss convolution is the most direct denoising method for data items. In particular, since the data items in the minimization energy function are quadratic, i.e., the data items are composed of the square of constraints, and the quadratic forms can be expressed by the structural tensor composed of velocity field and image gradient:
A constant is added to the displacement vector and the displacement is changed. A vector is defined as a component. u = (u 1 , u 2 , u 3 ) T . In order to increase robustness of the strong model requires Gaussian smoothing of the above constraints, which can be achieved by smoothing the components of the structure tensor composed of image gradients.
Gauss convolution can eliminate noise, but it also causes blurring of edges. In order to keep the edges of image while denoising data items, this paper restricts quadratic data items, which are defined as non-quadratic penalty functions for constant constraints. The penalty functions are required to accelerate homogeneous region smoothing and suppress discontinuous region smoothing. Therefore, this paper chooses the non-linear total variation mode which has been successfully applied to image denoising and has good adaptability.
where ε 1 > 0, ε 2 1, λ > 0. When the above penalty function acts on the brightness constraints after convolution processing, the following data term expressions in the form of quadratic penalty can be obtained:
Differential optical flow field is regularized by smoothness constraints. Its general form can be regarded as the energy function of velocity field u = (u 1 , u 2 ) T . The solving process of velocity field can be reduced to the following initial value problem by using variation method:
Unlike homogeneous diffusion, anisotropic diffusion can effectively preserve image features. Flow-driven diffusion can reduce motion boundary blurring in texture images. Therefore, for brain images, the regular term of this chapter chooses flow-driven anisotropic diffusion, its expression and corresponding diffusion equation:
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The eigenvector represents the direction of the fastest change of the image at each pixel and the direction perpendicular to it, thus reflecting the local structure of the image. The feature vectors of the newly constructed structure tensor should be consistent with those of the original image (v 1 , v 2 ) = (v 1 , v 2 ). Then the anisotropic diffusion regular term can be expressed as:
In this way, an improved optical flow field model is implemented.
IV. EXPERIMENT AND RESULTS
In this section, the simulation experiments are carried out for verified the effectiveness of our proposed model. First, the simulation environment is introduced. Second, the effectiveness and superiority of the LBF model with balloon force is illustrated in the section A, and the effectiveness of the improved optical flow field model is introduced in the section B.
A. THE SIMULATION RESULTS OF LBF MODEL WITH BALLOON FORCE
The following experiments mainly verify the improvement of the balloon force on the initial condition and convergence VOLUME 7, 2019 C Tian, H. Zhang: Application of PDE in Brain Image Segmentation and Registration speed of the contrast constrained model. Unless specified, the experimental parameters are taken as follows:
The sign of κ depends on the direction of curve evolution. When the initial curve contains the target, the negative sign is taken to promote the expansion of the curve; otherwise the positive sign is taken.
The simulation is compared with the LBF model, CS model, C-V model, simulations explanation is given from two aspects of segmentation accuracy and convergence speed. The simulation results are as follows.
As is shown in the figure 4, the first column is the original image and initialization curve, and the second column is the segmentation result of contrast constrained model before and after adding balloon force. From the segmentation results of the third column of the contrast constrained model without balloon force, we can see that the contrast constrained model can better segment the target area without balloon force. The segmentation results do not show that the curve stays inside the target, but some of the segmentation results of each image remain in the background area. The main reason for this result is that the external force is not strong enough. When the curve is near the target, under the condition of contrast constraints, the curve will find the exact target boundary without falling into the local extremum. But when the evolution curve is far from the target boundary, because the contrast constraints act on the fitting function, and the fitting function is defined on the local area, the contrast is limited. Beams can not play a role in areas far from the target boundary. Evolution curve is still affected by image localization attributes and falls into local extremum, which leads to the evolution curve staying in the image background and not convergence to the real target boundary. In the first row of the graph, the segmentation results of the contrast constrained model with balloon force are given. It can be seen that the balloon force can help the curve to cross the background area with little external force and converge to the target boundary completely, so as to obtain the ideal segmentation results.
Fifteen human brain images were segmented by contrast constrained model before and after adding balloon force. The results were quantitatively analyzed by using the definition section. As can be seen from Figure 5 , the segmentation results of the contrast constrained model without balloon force are all above, while the segmentation results of the contrast constrained model with balloon force are below, that is to say, the sub-pixel accuracy is achieved. The distribution of the values is consistent with the experimental results of our images. That is to say, the curve will stay far from the target boundary in the background in the model without balloon force, while the model with balloon force has stable segmentation performance, and the curve will not stay in the target or background, so the ideal result curve can be obtained.
The initial curves of human brain images are shown, and the contrast constraints model before and after adding balloon force is used to carry out experiments, and the number of iterations required by the two methods is recorded, as shown in Figure 6 . It can be seen that the model with balloon force can converge only by about 50 iterations. For the thirteenth image with poor image quality, only 80 iterations are needed, but for the model without balloon force, more than 150 iterations are needed to converge. Especially for the thirteenth image with poor image quality, 448 iterations are needed. It can be seen that the balloon force can effectively promote the convergence of the curve. The detailed segment results is shown in the Table 1 , the mean and standard deviation of WM (white matter), GM(Grey matter), and CSF(cerebrospinal fluid) is shown in the table. It can obvious to see that the LBF model with balloon force has more accuracy than other models, and the deviation of proposed model is less than other model. The effectiveness and superiority of the proposed model is verified in the table 1.
B. THE SIMULATION VERIFICATION OF REGISTRATION METHOD
In order to verify the validity of the proposed model for color image registration, we chose the real human brain image in the virtual human project to do the registration experiment in the environment of Matlab 2012 B under PIV 3.0 GHz CPU and 4 GHz memory platform. In order to illustrate that the general method of color image registration based on gray-scale image registration can not accurately register large chromatic aberration images, we compare the results with the results of our model. The general method uses the registration method based on optical flow field to achieve the registration of corresponding channels. The image registration method based on optical flow field model is non-rigid registration using partial differential equation.
The model emphasizes the synthesis of information from each channel and the ability to effectively maintain image features. It can avoid color aliasing caused by inconsistency of displacement fields from each channel and obtain smooth displacement fields that stop diffusing at the edges and corners of the image. The following comparative analysis of experimental results is mainly discussed from the above two aspects. As is shown in the table 2, our proposed model can obtain more channel information during the brain image segment, and it can improve the application of colorful image segment.
In addition, in order to reflect the displacement field corresponding to the registration process more clearly, each group of experiments gave the vector map and pseudo-color map corresponding to the displacement field. For the evaluation of color image registration effect, mutual information was used to measure the corresponding. The correlation of channels reflects the accuracy of registration results. Mutual information between two images A and B is 
where H (A) and H (B) are entropy corresponding to image A and B respectively. H (A, B) is joint entropy. In this experiment, different levels of brain images were registered from Chinese Men No. 1 data selected from the Chinese Virtual Human Project. The experimental results are shown in Figure 7 .
Figures 7a and 7b show the image after manual shelling of the original image in the database. The registration results after 200 iterations using the model in this paper are shown in Figure 7C . Figure 7e shows that the model can accurately locate the tissue position and displacement direction of the displacement occurring in the registration process. The pseudo-color figure 7f shows that the displacement field obtained by the model in this paper is smooth without drastic changes, so it can b e used. As shown in Fig. 7d , the brightness difference of each channel leads to the great difference of the registration results of each channel, so the final composite image is cluttered and not practical; Figure. 7g and its pseudo-color Figure. 7h reflect the miscellaneous position of the displacement field and the drastic change of the displacement amount. The model can maintain the details of the brain ventricles and other structures as shown in the figure, but the tissues under the general method will be seriously blurred and the color overlap is serious, so it can not be recognized. The mutual information values in Table 2 further illustrate that the method in this paper can achieve effective registration of complex brain images.
C. THE JOINT SIMULATION OF iMAGE SEGMENT REGISTRATION METHOD
In the analysis of experimental results, the model in this paper mainly highlights two points compared with the existing model, which can achieve more accurate displacement field segmentation for regions of interest than the model using parametric registration method. The following experiments are carried out on multimodal brain images, all of which take parameters α = 0.001, λ = 3.0, µ = 0.04, ν = 4.0. The time step is taken as dt = 0.2, and the maximum displacement is taken as the basis for judging the termination of iteration. The contour curves in each figure are all shown in red. In addition, we compare this model with the representative Wang model. Quantitative analysis of segmentation results is measured by JS( Jaccard similarity) and DC( Dice coefficient), and registration results are evaluated by mean gray difference, mean square deviation(Var) and mutual information(MI).
Two T1 mode brain MR images are registered and the caudate nucleus is segmented. The experimental results are shown in Figure. 
D. COMPARISON OF TRAINING COEFFICIENT
The training efficiency directly determines the superiority of the algorithm. In order to verify the rapidity of the algorithm, this paper compares with the following algorithms, e.g. BMAP [13] , FCM [37] , MAP [15] , MLC [21] , TSKMEANS [28] , FLGMN [31] . The training is aimed at gray matter and white matter in brain MR images, and the training speed is shown as Figure 9 .
As we can see from the Figure 9 , our proposed model has excellent performance compared with other model. And especially, for grey matter, the training coefficient can maintain the value of 0.75, compared with the white matter; the training coefficient has a major vibration between the 0.63 to 0.8.
V. CONCLUSION
