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Context-free hypergraph grammars generate the same string languages as deterministic tree- 
walking transducers. The number of tentacles of the nonterminals of the grammar is directly 
related to the crossing number of the transducer. 0 1991 Academic Press, Inc. 
A graph grammar generates a set of labeled graphs, also called a graph language. 
To obtain an overview of the usefulness of graph grammars, see [ClaEhrRoz, 
EhrNagRoz, EhrNagRosRoz]. Since strings can be viewed as (chain-like) labeled 
graphs, every string grammar can be viewed as a graph grammar in an obvious 
way. More importantly, every type of graph grammar may also be used as a type 
of string grammar: just restrict attention to those graph grammars that generate 
strings only. Thus the sentential forms of such a grammar may be arbitrary graphs, 
but the generated graphs are strings. 
In this paper we investigate the string generating power of a particular type of 
graph grammar: the context-free hypergraph grammar (cfhg), recently (re-)intro- 
duced in [BauCou, HabKrel] and also studied in [Cou1,4,5, EngRoz, HabKre2, 
Laul,2, MonRos]. In such a grammar the sentential forms are directed hyper- 
graphs, of which the hyperedges are labeled by terminal and nonterminal symbols. 
One derivation step consists of replacing one hyperedge (labeled by a nonterminal) 
by a hypergraph, according to some production of the grammar. These grammars 
are of interest because ( 1) they generate a reasonably large class of (hyper) graph 
languages, and (2) the way they work is easy to understand and to visualize (a vital 
feature of graph grammars). Other types of hypergraph grammars have been 
studied in [BatDAt, JanRoz, Pav]. 
We will characterize the string languages generated by cfhg’s to be those 
generated by the deterministic tree-walking transducers of [AhoUll], thus answer- 
ing question (4) in the conclusion of [HabKrel]. Such a deterministic tree-walking 
transducer (dtwt) translates trees into strings. Its input trees are the derivation trees 
of a given context-free (string) grammar. The dtwt is a finite state automaton that 
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moves from node to node on such a derivation tree. In one step it reads the label 
of the current node, changes state, puts a piece of string on its output tape, and 
moves to a neighbouring node. The string language generated by the dtwt is the 
range of the transduction it defines, i.e., the set of all its output strings. 
Intuitively, this characterization can be understood through the notion of deriva- 
tion tree of a cfhg which can be defined in a way very similar to the case of 
ordinary context-free grammars (cf. [Kre, Laul]). In fact, the way in which a string, 
generated in a derivation of a cfhg, is distributed over the corresponding derivation 
tree, reminded us of the route taken on a derivation tree by a dtwt. 
A hyperedge in a hypergraph may be incident with any number of nodes rather 
than with two, as in the case of ordinary graphs. Thus, in a string generating cfhg, 
a nonterminal hyperedge may be connected to several points in the growing string, 
instead of just two, as in the case of an ordinary context-free grammar. As a conse- 
quence of this feature, it is easy to construct cfhg’s that generate noncontext-free 
string languages such as (a’%“~” 1 n > 0} (which are therefore context-free after all!): 
see [HabKrel,2]. The maximal number of nodes incident with a nonterminal 
hyperedge of a cfhg G will be called the rank of G (it is called the order of G in 
[HabKrel,2]). We will show that the rank of a cfhg is closely related to the 
crossing number of a dtwt, i.e., the maximal number of times that the transducer 
crosses each edge of its input tree. 
As in the case of context-free grammars, a cfhg is linear if every right-hand side 
of a production contains at most one nonterminal hyperedge. Linear cfhg’s are 
particularly easy to understand, and are still quite powerful (e.g., the language 
(a”b”c”Jn >O} can be generated by a linear cfhg). We will show that linear cfhg’s 
generate the same languages as the usual two-way finite state transducers (also 
called two-way dgsm’s). Again, the rank of the linear cfhg corresponds to the 
crossing number of the finite state transducer (i.e., the maximal number of times 
that the transducer crosses the boundary between each two cells of its input tape). 
Tree-walking transducers and two-way finite state transducers have been studied 
extensively in the literature, in particular with respect to their crossing number (see 
[EngRozSlu] for references). Thus, results on tree-walking transducers can be 
directly transferred to context-free hypergraph grammars. 
The basic idea behind our characterization is not really new. Equivalences 
between parallel rewriting systems and sequential two-way machines are well 
known in the literature (see, e.g., [Raj, Gre, EngRoz, EngFil]). What is new is that 
hypergraph grammars appear as parallel rewriting systems in this context. 
This paper is organized in 6 sections. The first (small) section contains some 
basic terminology, and the second section contains the definitions of a directed 
hypergraph, a context-free hypergraph grammar, and a derivation tree of such a 
grammar. In this section we also define the representation of strings by hyper- 
graphs. Section 3 contains two auxiliary technical results on cfhg’s. In Section 4 we 
define tree-walking transducers, and show how a cfhg can be simulated by a dtwt. 
Section 5 contains the simulation of a dtwt by a cfhg. Finally, in Section 6, we state 
our results, and discuss their consequences in view of what is known about dtwt’s. 
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As an example, it follows that increasing the rank of cfhg’s by 2 increases their 
string generating power (as first shown in [HabKrel] ). Section 6 ends by discussing 
an alternative representation of strings by hypergraphs. 
A preliminary version of this paper [Eng] appeared in a CWI Tract dedicated 
to Leo Verbeek. 
1. TERMINOLWY 
N denotes the set of all nonnegative integers, and, for a, b E N, [a, b] denotes the 
interval (x E IY~ 1a <X < b}. For a set A, #A denotes its cardinality, and A* denotes 
the set of all finite sequences of elements of A, including the empty sequence ,4 = ( ). 
In case A is an alphabet, A* is the set of all strings over A, and a sequence 
(a 1, -.., a,) will also be written as a string a, ... a,. For w E A*, ) w ( denotes its 
length. An alphabet Z is a ranked alphabet if it is equipped with a mapping 
rank,: Z --) N. When 2 is clear from the context we write rank instead of rank,. 
We assume the reader to be familiar with elementary formal language theory 
(see, e.g., [HopUll]). A context-free grammar (cfg) is denoted G = (I’,, V,, P, Vin), 
where Y, is the nonterminal alphabet, Vr is the terminal alphabet (disjoint 
with V,), P is the set of productions (of the form X-r w with XE VN and 
w E ( VN u VT)*), and I’,, s I’, u VT is the set of initial symbols. Note that we 
allow any number of initial symbols rather than just one initial nonterminal. We 
use the usual notion of derivation tree of G. The nodes of a derivation tree are 
labeled by terminals or nonterminals, and its leaves are labeled by terminals 
(or by A). A complete derivation tree is one in which the root is labeled by an initial 
symbol. The language generated by G is the set of all yields of complete derivation 
trees. CF denotes the class of context-free languages. 
2. HYPERGRAPHS AND CONTEXT-FREE HYPERGRAPH GRAMMARS 
A directed hypergraph consists of a set of nodes and a set of (hyper)edges, just 
like an ordinary graph except that an edge may be incident with any number of 
nodes rather than two. The edges are directed in the sense that with every edge a 
sequence of nodes is associated (possibly with repetitions). Moreover, in our hyper- 
graphs, each edge is labeled with a symbol from a ranked alphabet, in such a way 
that the rank of its label equals the length of its sequence of incident nodes. Finally, 
we assume that every hypergraph has a sequence of designated nodes, called exter- 
nal nodes. Formally (cf. [BauCou, MonRos]), a hypergraph is defined as follows. 
DEFINITION 2.1. Let C be a ranked alphabet. A hypergraph over Z (or, 
abbreviated, a graph over C) is a tuple H = (V, E, nod, lab, ext), where V is the 
finite set of nodes, E is the finite set of hyperedges (or edges), nod: E + V* is the 
incidence function, lab: E-P C is the labeling function, and ext E V* is the sequence 
of external nodes. It is required that for every e E E, rank,(lab(e)) = 1 nod(e)l. 
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If nod(e) = (ui, . . . . o,), m E f%J, then ui is also denoted by nod(e, i), and we say 
that e and vi are incident. Similarly, if ext = (vl, . . . . a,), then vi is denoted by ext(i). 
Moreover, m = 1 ext 1 is said to be the rank of H, denoted rank(H). 
For a given hypergraph H, its components are denoted by V,, E,, nod,, lab,, 
and ext,, respectively (but the subscript H is dropped if it is clear from the 
context). 
For a ranked alphabet C, the set of all hypergraphs over Z is denoted by 
HGR(Z). A (hyper)graph language is a subset of HGR(C), for some ranked 
alphabet C. 
We assume the reader to be experienced in the problem of concrete us abstract 
graphs (where an abstract graph is a class of isomorphic concrete graphs). As usual 
in the theory of graph grammars we consider graph languages to consist of abstract 
graphs; however, in all our constructions we deal with concrete graphs (taking an 
isomorphic copy when necessary). The notion of isomorphism is the obvious one, 
preserving the incidence structure, the edge labels, and the sequence of external 
nodes. 
As an example, let Z= {a, b, c} be the ranked alphabet with rank(a) = 0, 
rank(b) = 3, and rank(c) = 2. Figure 1 contains a picture of a hypergraph H over C. 
A node of H is indicated by a fat dot, as usual, and an edge e of H is indicated by 
a box containing lab(e), with a line between e and nod(e, i) labeled by i. These lines 
(or the corresponding integers) are also called the “tentacles” of the hyperedge e 
(see [HabKrel]). An edge e with 2 tentacles (i.e., with 1 nod(e)1 = 2) is also drawn 
as a directed line from nod(e, 1) to nod(e, 2), with label lab(e), as usual in ordinary 
graphs. The external node ext(i) is indicated by a label i. In Fig. 1, H has nodes 
VI 3 ve.9 us, and edges e,, . . . . e4 (both enumerated from left to right), and it satisfies 
nocUe,) = (ul, vl, v2), nod(e,) = (u2, ~1, nod(e,) = (v2, v3, v,), nod(e,) = ( ), 
lab(e,) = b, lab(e,) = c, lab(e,) = b, lab(e,) = a, and ext = (v,, v5, vz). Note that 
rank(H) = 3. Note finally that Fig. 1 is also a picture of all graphs isomorphic with 
H (i.e., it is a picture of an abstract graph). 
Since we will be interested in particular in the generation of strings, we now 
define the graphs that we use to model strings; see [HabKrel,2]. 
DEFINITION 2.2. Let C be an ordinary alphabet; we view Z as a ranked alphabet 
with rank,(a) = 2 for all CY E C. Let w = c1 . . . trm be a string over Z, with m > 0 and 
I.-l b 
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oi E z. The string graph corresponding to w, denoted gr(w), is the hypergraph 
(V, E, nod, lab, ext)c HGR(C) with V= [0, m], E= [I, m], nod(i) = (i- 1, i) and 
lab(i) = ci for every ie [l, m], and ext = (0, m). 
The two external nodes of the string graph indicate the start and the end of the 
string, respectively; thus, they will also be called the start node and the end node of 
gr(w). Note that gr(A), where 1 is the empty string, consists of one node (which is 
both the start and the end node) and no edges. As an example, Fig. 2 shows the 
string graph gr(abaa). In what follows we will often not distinguish between a string 
w and the string graph gr( w), and, similarly, between a string language L z C* and 
the graph language gr(L) = {g ( )I r w w E L} c HGR(G). Note that gr is an injective 
mapping from C* to HGR(C), even when the elements of HGR(C) are viewed as 
abstract graphs. 
For a ranked alphabet Z: such that rank,(o) = 2 for all OEC (as in Defini- 
tion 2.2), the elements of HGR(Z) are ordinary graphs (when disregarding ext). 
For HEHGR(C) and DE I’,, the out-degree of u, denoted outdeg,(u), is 
# {ee E,Inod,(e, 1) = u}, and the in-degree of u, denoted indeg,(u), is 
#{eEEHlnod,(e,2)=u). 
We now turn to the context-free hypergraph grammars. A cfhg is similar to an 
ordinary context-free grammar, but (labeled) edges of graphs are rewritten rather 
than symbols of strings. Thus, a production of a cfhg is of the form (X, H) where 
X is a (nonterminal) edge label and H is a hypergraph of the same rank as X. The 
application of this production to an edge e (with label X) of a sentential form K of 
the grammar consists of substituting H for e in K, identifying nod,(e, i) with 
ext,(i) for all iE [l, rank(H)]. To define this formally, it is convenient to use the 
following two operations on hypergraphs: identification and substitution. 
(1) Identification of nodes. Let HE HGR(C) and R E VH x I’,. Intuitively, we 
want to identify nodes u and u’, for every pair (u, u’) E R. Let = R denote the 
smallest equivalence relation on V/H containing R. For u E V,, let [u] R denote the 
equivalence class of u with respect to = R, and let I’“/ = R = { [u] R 1 u E VH}. Then 
we define H/R = (V,/= R, E,, nod, lab,, ext) such that if ext, = (ul, . . . . u,), then 
ext=( [ullR,..., [u,]~), and, for every edge eEEH, if nod,(e) = (u,, . . . . urn), then 
nod(e)= (CuIIR, . . . . CGJ,A. 
(2) Substitution. Let K, HE HGR(C), and let eE E, such that 
rank(lab,(e)) = rank(H). Then K[e/H], the result of substituting H for e in K, is 
defined as follows. We assume that V, n V, = @ and E, n E, = 0 (otherwise an 
isomorphic copy of H should be taken). Let R be the result of removing e from K 
and adding H (disjointly); i.e., R= (V, E, nod, lab, ext) where I/= I/, u V,, 
a b a a 
m - * - w - w - 0 
1 2 
FIG. 2. A string graph. 
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E=(E,-{e})uE,,nod=nod,unod,, restricted to E, lab=lab,ulab,, 
restricted to E, and ext =ext,. Then K[e/H] = K/R, where R = { (nod,(e, i), 
ext,(i))l iE [l, rank(H)]}. 
Furthermore, if e,, . . . . e, are distinct edges of K, and Hio HGR(Z) with 
rank(lab,(e,)) = rank(Hi) for 1~ i < m, then we define K[e,/H1, . . . . em/H,,,] = 
K[e,/H,][e,/H,] . . . [e,/H,]. It is easy to prove that this simultaneous substitu- 
tion does in fact not depend on the order of the single substitutions. 
Finally, to define the start of a derivation of a cfhg, we also need a notation for 
a hypergraph consisting of a single edge, with the appropriate number of nodes. 
For (T EC, with rank(o) = m, sing(o) denotes the hypergraph ([l, m], {e}, 
nod, lab, ext) with nod(e) = ext = (1,2, . . . . m) and lab(e) = 0‘. 
We are now prepared for the definition of context-free hypergraph grammar 
(cf. [ BauCou] ). 
DEFINITION 2.3. A context-free hypergraph grammar (cfhg) is a tuple G = 
(2, A, P, S), where Z is a ranked alphabet, A c Z is the terminal alphabet (and 
C - A is the nonterminal alphabet), P is the finite set of productions, and SE Z - A 
is the initial nonterminal. Every production in P is of the form (X, H) with 
XE Z - A, HE HGR(Z), and rank=(X) = rank(H). 
For a production R = (X, H), X is the left-hand side and H is the right-hand side 
of 71, denoted lhs(n) and rhs(rr), respectively. 
For an edge e of a graph HE HGR(Z), e is called a terminal edge if lab,(e) E A 
and a nonterminal edge otherwise. We denote the set of all terminal (nonterminal) 
edges of H by term(H) (nont(H), respectively). Thus, E, is partitioned into 
term(H) and nont(H). Whenever technically convenient, we assume that nont(H) 
is given an (arbitrarily) fixed order; the kth nonterminal edge in this order is 
denoted nont(H, k). The terminal part of H is the graph (I’,, term(H), 
nod, lab, ext,), where nod and lab are nod,, and lab, restricted to term(H). 
Let G = (Z, A, P, S) be a cfhg. Formally, application of a production K = (X, H) 
of G is defined as follows. Let KE HGR(C), and let eEnont(K). Then z is 
applicable to e if lab,(e) = X, and the result of the application is the graph K[e/H]. 
We write K =S (e,nJ K’, or just K =z- K’, if K’ is the result of applying 7r to e of K; i.e., 
if K’ is (isomorphic to) K[e/H]. As usual, a* denotes the transitive reflexive 
closure of *. 
DEFINITION 2.4. Let G = (Z, A, P, S) be a cfhg. The (graph) language generated 
byG,denotedL(G),isL(G)= {H~HGR(d)lsing(S) =-* H}. Agraph HEHGR(Z) 
is a sentential form of G if sing(S) ** H, 
Note that rank(H) = rank,(S) for every sentential form of G. Thus, to generate 
a string language rank(S) should be 2. 
The class of all languages generated by cfhg’s is denoted CFHG. The class of all 
string (graph) languages generated by cfhg’s is denoted STR(CFHG). Thus 
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A ::= 
2 0 
FIG. 3. A context-free hypergraph grammar. 
STR(CFHG) = (L E CFHG 1 L 5 gr(A*) for some alphabet A }. We note here that, 
using the decidability results of [Coul], it is easy to show that it is decidable 
whether an arbitrary cfhg generates a string language. 
An interesting complexity measure of a cfhg is the rank of its nonterminals. For 
a cfhg G, the rank of G, denoted rank(G), is the maximal rank of the nonterminals 
of G. For s E N, we denote by CFHG, the class of languages generated by cfhg’s G 
with rank(G) <s. Similarly, STR(CFHG,) denotes CFHG, n STR(CFHG). 
A cfhg G = (C, A, P, S) is reduced if each production of G is applied in at least 
one derivation sing(S) =>* H with HE HGR(A). It should be clear that any cfhg 
can be turned into an equivalent reduced cfhg by dropping its useless productions. 
Throughout the paper we assume our cfhg’s to be reduced whenever necessary. 
As an example of a cfhg, consider G = (Z, A, P, S) with C= {S, A, a), A = {a}, 
all ranks are 2, and the productions of P are given in Fig. 3, where a production 
(X, H) is denoted X : : = H. Clearly L(G) consists of all “ladders” of the form given 
in Fig. 4. The “feet” of a ladder are distinguished by external nodes. 
FIG. 4. A “ladder.” 





FIG. 5. A string generating cfhg. 
In the next two examples we will see that cfhg’s can generate string languages 
that are not context-free (in the usual sense). This power is clearly due to the fact 
that, although the graphs generated by such a cfhg are strings, its sentential forms 
need not be strings! 
The grammar G of Fig. 5 generates the language gr(L) with L = 
{u”b”c”d”ln >O}. Thus, identifying L and gr(L), LE STR(CFHG), and, in par- 
ticular, LE STR(CFHG4). Using the productions of G in the way suggested by 
Fig. 5, one can see that G generates the string a”b”c”d” in a “snake-like” fashion, as 
a a a a 
l* = 1 A a A - - 
b b 
C C C 
- - 
d d d d 
20 = l = s = = = 
FIG. 6. A snake-like string. 
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s ::= 
Y::= 1. y /4 
v ::= 1 
FIG. 7. A cfhg generating a”b”‘a”b”. 
shown in Fig. 6 for it = 5. It will be shown in Section 6 that L cannot be generated 
by any cfhg G’ with rank(G’) < 4. 
The grammar of Fig. 7 generates the string language { u”bmanbm 1 n, m 2 1 }. In this 
figure, either (Y,y)= (A, a) or (Y, y) = (B, b); thus, the grammar has 5 produc- 
tions. This time, the way the productions are drawn suggests that the strings are 
generated as chains rather than snakes. Figure 8 shows a typical sentential form of 
this grammar. 
As a final example, Fig. 9 shows a cfhg that generates the string language 
of all well-formed parenthesis expressions (where a is the left- and b the right- 
FIG. 8. A sentential form. 
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s ::= a S b S 1. = e = - = * = 02 
s ::= ‘r’ 
FIG. 9. A cfg as cfhg. 
parenthesis). It corresponds directly to the cfg with productions S-+ aSbS and 
S + i. From this example it should be clear that all context-free string languages 
are in STR(CFHG,): just turn every production X+ w of a cfg into the production 
(X, gr(w)) of a cfhg. It will be shown in Section 6 that, in fact, STR(CFHG,) = CF, 
the class of context-free string languages. 
As a technical tool in the comparison of string generating cfhg’s and tree-walking 
transducers we need the notion of derivation tree of a cfhg (see, e.g., [Kre, Laul]). 
Since the reader is familiar with derivation trees of cfg’s, we will associate a cfg 
cf(G) with every cfhg G, and let the derivation trees of G be those of cf(G). The 
nodes of the derivation trees of G are labeled by productions of G. 
DEFINITION 2.5. Let G = (Z, A, P, S) be a cfhg, and assume that, for every 
rc E P, nont(rhs(rr)) is given a fixed order. The context-free grammar associated 
with G, denoted cf( G), is ( V,, V,, P’, Vi,) where V, u V, = P, VT = 
{neP[ #nont(rhs(rr))=O}, Vin= {rcEPIlhs(rr)=S}, and P’ is defined as follows. 
Let rc = (X, H) E P, let #nont(ti) = m > 0, and let x1, . . . . rr,,, be productions in P 
such that, for every ke [ 1, m], lhs(n,) = lab,(nont(& k)). Then x + rc, . . . rem is a 
production in P’. 
We now define the notion of derivation tree of a cfhg, together with its yield. 
DEFINITION 2.6. Let G = (Z, A, P, S) be a cfhg, and let cf(G) be defined as 
above. A (complete) derivation tree of G is a (complete, respectively) derivation tree 
of cf(G). For a derivation tree t, the yield of t, denoted yield(t), is the hypergraph 
in HGR(A) defined recursively as follows. If t consists of one node with label 
7cE VT, then yield(t) = rhs(n). If t consists of a root with label n and m direct 
subtrees tl, . . . . t, (in that order), with #nont(rhs(n))=m>O, then yield(t)= 
H[nont(H, l)/yield(t,), . . . . nont(H, m)/yield( t,)] where H = rhs(rr). 
It can be shown in a straightforward way that, as in the case of ordinary 
context-free grammars, a graph can be generated by a cfhg G if and only if 
it is the yield of a complete derivation tree of G (cf. Theorems 4.5 and 4.8 of 
[Kre], and Example 2.20 of [COUP]). More strongly, for every XEC- A, 
(HE HGR(A)l sing(X) a* H} = (yield(t)1 t is a derivation tree of G, of which the 
root is labeled with some z E P such that lhs(r) = X}. The formal proof of this is 
left to the reader. 
A corresponding, easy way of computing the yield of a derivation tree t is to 
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consider for every node n of t an isomorphic copy of the terminal part of rhs(n), 
where 71 is the label of n, in such a way that all these copies are disjoint. The yield 
of t is obtained by taking the union of all these graphs, with their nodes identified 
as follows. Let production rc + n, . . . rt,,, occur in t, and let Z-I= rhs(z) and 
H(k) = rhs(x,) for every k E [ 1, m]. Then nod,(nont(H, k), i) should be identified 
with ext,(,,(i) f or all kE [ 1, m] and in [l, rank(H(k))], where, of course, the 
corresponding nodes in the copies of the terminal parts of H and H(k) are meant. 
FIG. 10. A derivation tree. 
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FIG. 11. The yield of a derivation tree, 
As an example, Fig. 10 shows a derivation tree t with yield(t)=gr(a2b3a2b3) of 
the grammar of Fig. 7. In the production A for S it is assumed that nont(rhs(sc), 1) 
is the edge labeled A, and nont(rhs(rr), 2) is the one labeled B. In Fig. 11 it is shown 
by dotted lines which nodes of the terminal parts of the rhs(n) have to be identified 
to obtain yield(t); the arrows in the dotted lines should be ignored. 
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3. Two LEMMAS ON cfhg’s 
In this section we show two useful lemmas for cfhg’s (Lemmas 3.2 and 3.4), one 
on identification and one on degree. We start with the one on identification, which 
is useful in general. 
As we have seen in the previous section, application of a production (X, H) of 
a cfhg to a sentential form K may result in the identification of some of the nodes 
of K. This is due to the fact that the sequence of external nodes of H may contain 
repetitions. A cfhg in which this is not allowed is called identification-free. Thus, for 
an identification-free cfhg, the terminal part of a sentential form K is always a sub- 
graph of the terminal graph F generated from K. In other words, the part of F that 
has already been generated in K will not change by the remainder of the derivation. 
This property simplifies visualizing the derivations of a cfhg. We will show that 
every cfhg can be made (almost) identification-free. This was first suggested by 
[COUP], and then proved in [EngRoz] in an indirect way. Here we give a more 
understandable and direct proof. 
DEFINITION 3.1. A hypergraph H is identification-free (abbreviated id-free) if 
ext,( i) # ext,(j) for all i, j E [ 1, rank(H)] with i #:j. A cfhg G is identification-free 
if rhs(rr) is identification-free for every production rt of G. 
Since sing(S) is id-free, an id-free cfhg generates id-free hypergraphs only. Thus, 
not every cfhg is equivalent to an id-free cfhg. We now show that every cfhg can 
be turned into an id-free cfhg that generates the same id-free hypergraphs. This 
result is similar to the removal of i-productions from an ordinary context-free 
grammar. Note that gr(1) is the only string graph that is not id-free. 
LEMMA 3.2. For every cfhg G there is an identfication-free cfhg G’ such that 
L(G’)= {H&(G)IH is identification-free), and rank(G’) = rank(G). 
Proof: The construction will be in two steps. In the first step we construct a 
cfhg that is “dynamically id-free,” and in the second step one that is (“statically”) 
id-free. A cfhg will be called dynamically id-free if the following holds: for all 
sentential forms K and K’ such that K =-Ce,nj K’, and for all i,jE [l, rank(rhs(x))], 
if ext rhs(di) = eXtrhs(n) 1 ( ‘) then nod,(e, i) = nod,(e,j). In words this means that 
application of a production to a sentential form K does not result in the identifica- 
tion of nodes of K. We first show the second step: for every dynamically id-free 
cfhg G there is an equivalent id-free cfhg G’. Let G = (C, A, P, S). Then 
G’ = (C, A, P’, S), where P’ is defined as follows. For every hypergraph H, let H’ 
be any (fixed) id-free hypergraph of the same rank such that H’/R = H, 
where R = { (ext,, (i), ext,, (j))l ext,(i) = extH(j)}. It is easy to see (by “splitting” 
external nodes) that such an H’ always exists. Then P’= {(X, H’)I(X, H)E P}. 
Since G is dynamically id-free, the effect of applying (1, H’) or (X, H) to any 
sentential form of G is the same. Hence L(G’) = L(G). 
It remains to show the first step: for every cfhg G there is a dynamically id-free 
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cfhg G’ such that L(G’) = {HE L(G)1 H is id-free}. Let G = (C, A, P, S). In a deriva- 
tion of G it may happen that two nodes that are generated at the m th and y1 th step 
of the derivation are identified in the pth step, where p is (much) larger than m and 
n. In the simulating derivation of G’, these two nodes will be identified as soon as 
they are generated, i.e., at step max(m, n). (This means, in fact, that they are never 
separate nodes in the derivation of G’.) Thus, the productions of G’ are obtained 
from those of G by identifying the appropriate nodes of their right-hand sides. In 
order to know which of these nodes should be identified, we add information to the 
labels of the nonterminal edges of G concerning which of their incident nodes they 
will identify. More precisely, for a nonterminal X, if sing(X) generates a terminal 
graph F then X is replaced by (X, I), where Z= { (i,j) ext,(i) = ext,(j), i#j). This 
information can be computed “bottom-up”: for every production (X, H) of G, if the 
information is known for the nonterminal edges of ZZ, then it can be computed 
for X. 
Formally, G’ = (C’, A, P’, S’) where 
- Z’=C,uA, 
- C,={(X,Z)IXEC-A,Z~[l,rank,(X)]*}, 
- rank,, (0) = rank,(a) for all CJ E A, 
rank,.((X, Z))=rank,(X) for all (X, Z)cCN, 
- s’= ($I$), and 
- the productions of P’ are constructed as follows. 
Let rc = (X, H) be a production in P. Let, for every k E [l, #nont(H)], (X,, Zk) 
be in C,, where X, = lab,(nont(Z-Z, k)). Then P’ contains the production 
((X, I), H’) obtained as follows. Relabel H; i.e., construct A= ( vH, E,, 
nod,, lab, ext,) with 
lab(e) = (X/c, Zk) 
if e = nont(ZZ, k) 
lab,(e) if e E term(H). 
Identify the appropriate nodes of R, i.e., construct H’ = n/R where 
R = {(nod,(nont(H, k), i), nod,(nont(H, k),j))lk E [l, #nont(ZZ)], (i,j) E I,}. 
Compute Z; i.e., let I= {(i,j)l i,je [l, rank(X)], ext,.(i) = extH’(j), i#j}. 
This ends the construction of G’. It can easily be shown by induction on the 
length of the derivations that, for every (X, Z) E C, and every FE HGR(A), 
sing((X, I)) a* Fin G’ iff 
sing(X) * * Fin G and I= { (i,j)( ext,(i) = ext,(j), i #j}. 
Since s’ = (S, q5), this shows that L(G’) = {FE L(G)/ F is id-free}. It remains to 
show that G’ is dynamically id-free. G’ is constructed in such a way that if (X, Z) 
labels an edge e of a right-hand side K of a production, and (i, j) E Z, then 
nod,(e, i) = nod,(e, j). This implies that the same holds for every sentential form 
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K. Thus, if a production ((X, Z), H’) is applied to e in K, and ext,,(i) = ext,.(j), 
then (by the construction of G’) (i,j)~ Z, and so (by the above) 
nod,(e, i) = nod,(e,j). This shows that G’ is dynamically id-free. 1 
As an illustration of (the proof of) Lemma 3.2, consider the cfhg G of Fig. 5. The 
corresponding (reduced) dynamically id-free cfhg G’ has the same productions rcl 
and 7r2 as G (where S and A should be read as (S, 0) and (A, Qr ), respectively), 
together with the productions rr4 and rc5 of Fig. 12, where A’ stands for (A, Z) with 
Z= {(1,2), (2, I), (3,4), (4, 3)). It should be clear that L(G’)=L(G)- {gr(J)}; 
note that, since L(G) is a string language, gr(i) is the only element of Z,(G) that is 
not id-free. An equivalent id-free cfhg G” can be obtained from G’ by replacing 
production R, by production rc6 of Fig. 12 (thus, G” has productions x1, 7r2, rr5, 
and rc6). 
We now turn to the second lemma of this section. Let G be a cfhg, let X be a 
nonterminal of G, and consider a derivation sing(X) =>* F in G of a terminal graph 
F. In several constructions it is convenient to know the out- and in-degree of the 
external nodes of F, in the sense that this information is stored in X. We will show 
that this can be done, restricting ourselves to the cases we need. 
DEFINITION 3.3. Let G = (E, A, P, S) be a cfhg such that rank(a) = 2 for every 
UE A, and such that, for every HE L(G) and every UE V,, outdeg,(o) < 1 and 
indeg,(o) < 1. A nonterminal X of G is degree consistent if there are functions 
TJ4 : 0 1,2 
A' :I= 
0 3,4 
FIG. 12. Making a cfhg identification-free. 
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&,,(-V, din(X): CL rank(-Ul+ (0, 1) with the following property: for every 
FE HGR(d), if sing(X) ** F in G, then outdeg,(ext,(i)) = d,,,(X)(i) and 
indeg,(ext,(i)) = d,,(X)(i) for every ic [ 1, rank(X)]. G is degree consistent if all its 
nonterminals are degree consistent. 
The grammar of Fig. 5 is not degree consistent, because outdeg,(ext,( 1)) may be 
both 1 or 0 for graphs F generated by sing(A). The grammar of Fig. 7 is degree 
consistent, with, e.g., d,,,(A)(i) = 1 for i= 1, 3, and d,,(A)(i)= 1 for i=2,4. 
LEMMA 3.4. Let G = (C, A, P, S) be a cfhg such that rank(a) = 2 for every a E A, 
and such that, for every HE L(G) and every VE V,,, outdeg,(v) < 1 and 
indeg,(v) < 1. If S is degree consistent, then there is a degree consistent cfhg G’ such 
that L(G’) = L(G). Moreover, rank(G’) = rank(G), and if G is id-free, then so is G’. 
Proof. Let d:“,(S) and d:(S) be the functions [ 1, rank(S)] --f { 0, 1 } that exist 
because S is degree consistent in G. G’ is constructed from G by adding the relevant 
degree information to the nonterminals of G, in a bottom-up fashion. The set C, 
of nonterminals of G’ is ((X, 0, Z)IXEC- A, and 0, I: Cl, rank(X)] --t (0, l}}. 
The d,,, and din functions are defined for G’ as follows: for every (X, 0, Z) E .ECN, 
d,,,( (X, 0, I)) = 0, and di,( (X, 0, I)) = I. G’ is defined by G’ = (C’, A, P’, S’) 
where 
- Z’=C,vA, 
- rank,, (a) = rank,(o) for all r~ E A, 
rank,,((X, O,Z))=rank,(X)for all (X,O,I)EC~, 
- S’= (S, d,G,,(S), d:(S)), and 
- the productions of P’ are constructed as follows. 
Let z = (X, H) be a production in P. Let, for every k E [ 1, #nont(H)], 
(xk, Ok,Ik> be in &, where X, =lab,(nont(H, k)). Then P’ contains the 
production ((A’, 0, Z), H’) where 
- H’ is the result of relabeling nont(H, k) with (A’,, Ok, Zk), for all 
kE Cl, #nont(H)], 
- for every iE [l, rank(X)], O(i) = 1 iff there exists a terminal edge e of H 
such that ext,(i) = nod,(e, l), or there exist a nonterminal edge nont(H, k) and 
Jo IV such that O,(j) = 1 and ext,(i) = nod,(nont(H, k),j), and 
- I is defined similarly. 
This ends the construction of G’. The easy correctness proofs are left to the reader 
(to show that G’ is degree consistent, use the fact that G is assumed to be 
reduced). 1 
Note that in case L(G) is a string language Lemma 3.4 is applicable whenever S 
is degree consistent; i.e., either gr(1) 4 L(G) or L(G) = {gr(l)}. 
571/43/2-6 
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4. SIMULATION OF cfhg’s BY TREE-WALKING TRANSDUCERS 
In this section we show that every string language that can be generated by a 
cfhg can also be generated by a deterministic tree-walking transducer. The idea is 
that the transducer, given a derivation tree of the cfhg as input, produces the yield 
of the tree as output string, while walking over the tree. Let us first define these 
transducers (for more details, see [AhoUll, EngRozSlu]). 
A deterministic tree-walking transducer is an automaton with a finite control, an 
input tree, and an output tape. The input trees are the derivation trees of a given 
context-free grammar. At any moment of time the automaton is at a certain node 
of the input tree. Depending on the state of its finite control and the label of the 
node, it changes state, outputs a string to the output tape, and either stays at the 
node or moves to the father or a specific son of the node. The automaton starts in 
its initial state at the root of the input tree, and halts when it reaches a final state 
after “moving to the father of the root.” In this way it translates the input tree into 
an output string. Formally, the transducer is defined as follows. 
DEFINITION 4.1. A deterministic tree-walking transducer (dtwt) is a tuple 
M= (Q, G, d, 6, qo, F), where Q is a finite set of states, q. E Q is the initial state, 
Fs Q is the set of final states, G = ( V,, V,, P, Vi,) is a context-free grammar 
without I-productions, A is the output alphabet, and 6: Q x ( VN u V,) -+ 
Q x D x A* is the transition function, with D = {stay, up} u (down(k)1 k E N, 
k> l}. 
Note that, as usual, a I2-production is a production of the form X+ 1 with 
XE VN. 
A configuration of M is a tuple (q, t, n, w), where q E Q, t is a complete derivation 
tree of G, n is either a node of t or n = “father of the root,” and w E A*. Here, father 
of the root just denotes a special object that is not a node of t. If n is a node of 
t, X is the label of n, and 6(q, X) = (q’, d, y), then M moves in one step from con- 
figuration (q, t, n, w) to configuration (q’, t, n’, wy), where n’ = n in case d = stay, 
n’ is the father of n in case d = up (in particular, if n is the root of t, then n’ = father 
of the root), and n’ is the kth son of n (if it exists) in case d= down(k). A computa- 
tion of M consists of a sequence of such moves, starting in an initial configuration; 
it is successful if it ends in a final configuration. For a given input tree t, the initial 
configuration is (qo, t, r, 1) where r is the root of t. A final configuration is any con- 
figuration (q, t, father of the root, w) with q E F; it is said to have output w. For a 
complete derivation tree t we define M(t) to be the output of the final configuration 
of M, which it reaches in the computation that starts in the initial configuratiorrfor 
t. Since the computation of M may not end in a final configuration, M(t) may be 
undefined. The output language of M (or the language generated by M), denoted 
OUT(M), is OUT(M) = { w E A* 1 w = M(t) for some complete derivation tree t 
of G}. By OUT(DTWT) we denote the class of all output languages of dtwt’s. 
A well-known complexity measure of a dtwt M is the maximal number of times 
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it visits a subtree of the input tree (cf. [EngRozSlu]). Let this number be s. Since 
M enters a subtree by walking along the edge that leads to the root of the subtree, 
and leaves the subtree by walking along that same edge, in the opposite direction, 
2s is the maximal number of times that M crosses an edge of the input tree. For 
this reason, s is called the crossing number of M. More precisely, in the terminology 
used above, in a (one-step) move of it4 with d= up or d = down(k) we say that M 
crosses the edge between n and n’. For s > 1, a computation of M with input t is 
s-crossing if each edge of t is crossed at most 2s times in that computation. A4 is 
s-crossing if all its successful computations are s-crossing. By OUT(DTWT,) we 
denote the class of all output languages of s-crossing dtwt’s. 
It is important to observe that every dtwt is s-crossing for some s (see [AhoUll, 
EngRozSlu]). In fact, let s= #Q. If a computation of M is not s-crossing, then 
there is an edge of the input tree that is crossed twice in the same direction and in 
the same state. Since M is deterministic, this means that the computation is infinite. 
The definition of a dtwt in [EngRozSlu] differs slightly from ours: the input trees 
are taken from a regular tree language rather than from the set of derivation trees 
of a cfg. However, since every regular tree language is a projection of such a set of 
derivation trees (see [Tha]), it is easy to see that the definitions are equivalent. In 
[EngRozSlu], a dtwt is called a dct-transducer (which is a special case of a ct-pd 
transducer, defined in Definition 4.1 of [EngRozSlu] ), OUT(DTWT) is denoted 
DCT( REC), and OUT(DTWT,) is denoted DCT,(,,(REC). As shown in 
Corollary 4.11 of [EngRozSlu], OUT(DTWT) is equal to the class yT,(REC) of 
yields of images of the regular tree languages under finite-copying top-down tree 
transducers (where the copying bound corresponds to the crossing bound). 
We now show that string generating cfhg’s can be simulated by dtwt’s, in such 
a way that the crossing number of the dtwt is directly related to the maximal 
number of tentacles of the nonterminals of the cfhg. 
LEMMA 4.2. For eoery s 2 1, STR(CFHG,,+ 1) E OUT(DTWT,). 
Proof: Let G = (Z, A, P, S) be a cfhg such that L(G) is a string language, and 
such that rank(X) < 2s + 1 for every XE Z - A. By Lemma 3.2, together with the 
easily understandable fact ihat if L is in OUT(DTWT,) then so is L u { 11, we may 
assume that gr(l) # L(G), and that G is identification-free. Moreover, since L(G) is 
a string language not containing gr(n), we may assume by Lemma 3.4 that G is 
degree consistent. Let, for every XE C - A, d,,,(X) be the corresponding function 
[ 1, rank(X)] + (0, 1 > (see Definition 3.3; we do not need di”(X)). Finally, we may 
assume that, for every rc E P, the edges in nont(rhs(n)) all have distinct labels; this 
property can be realized by an elementary technique. As an example, the grammar 
of Fig. 7 satisfies all these assumptions (with s = 2). 
The dtwt M to be constructed walks on the derivation trees of G (i.e., the con- 
text-free grammar of M is cf(G); see Definitions 2.5 and 2.6; note that cf(G) has no 
i-productions). For every input tree t, M produces the yield of t as string on its 
output; i.e., M(t) = @-‘(yield(t)). To do this, M virtually walks on the string graph 
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yield(t), from its start node ext(1) to its end node ext(2), outputting the label of 
each edge e when walking from nod(e, 1) to nod(e, 2). As explained in Section 2, 
yield(t) can be viewed as the union of the terminal parts of all rhs(rc) that appear 
in t, modulo the appropriate identification of nodes. Thus, when M is at a node n 
of t, and the label of n is rc, then M also keeps track in its finite control of a node 
of rhs(rr); in other words, M is also “at a node of rhs(n),” and thus “at a node of 
yield(t).” In this way M can walk on yield(t), while walking on t (as an example, 
Fig. 11 shows the snake-like route of M on the derivation tree of Fig. 10). M starts 
at the root of t, at the node ext,i,sCltJ( l), w h ere rc labels the root of t. When M 
returns to the root at node ext rhsCn)(2), it moves to the father of the root, in a final 
state. Now suppose that M is at node n of t, labeled n = (X, H), and at node u of 
H. Then M has the following three possibilities for its next move. 
(1) If H has a terminal edge e with nod,(e) = (u, u’), then M “moves” to 
node u’ of H, stays at node n of t, and outputs lab,(e). Thus, M has moved to the 
next node of yield(t). 
(2) Otherwise, if H has a nonterminal edge e = nont(H, k) with 
nod,(e, i)=u, and d,,,(lab,,(e))(i)= 1, then M moves to n’, the kth son of n in t, 
labeled, say, by (lab,(e), H’), and moves to node ext,.(i) of H’, without producing 
output. Since nod&e, i) and ext,.(i) are identified in yield(t), M stays at the same 
node of yield(t). But it knows that the edge that leaves that node is generated by 
e, i.e., is in yield(t,.) where t,, is the subtree of t with root rz’. 
(3) Otherwise, u =ext,(i) for some in [l, rank(H)], and M knows that the 
terminal edge that leaves u in yield(t) is not in yield(t,), where t, is the subtree of 
t with root n. Then M moves to n’, the father of n, without producing output. Sup- 
pose that n is the kth son of n’, and that n’ is labeled (X’, H’). Then M moves to 
node nod,(nont(H’, k), i) of H’. Again, M stays at the same node of yield(t). 
We now describe it4 = (Q, cf(G), A, 6, qo, F) formally. First, Q = { at(o)1 u E VrhsCn) 
for some ~~P}u{lind(i)~i~[1,2s+1]}u(find(X,i)lX~C-A, i~[1,2s+l]}. 
Note that “at” and “find” are just syntactic sugar. Intuitively, in state at(v), M is 
at node u of rhs(rc), as explained above. M is in a state find(i) or lind(X, i) when 
just arriving at a node of t (from above or below, respectively); it uses this state to 
find the correct at(u)-state. 
Second, q. = lind( l), and F= {find(S, 2)). Third, the transition function 6 is 
defined as follows, where rc denotes an arbitrary element of P, and H denotes 
rhs( n). 
(a) For every iE [l, rank(H)], 
G(lind(i), z) = (at(ext,(i)), stay, 1). 
(b) For every XEZ- A and iE [l, rank(X)], 
G(find(X, i), rc) = (at(nod,(e, i)), stay, A) 
if e E nont(H) is such that lab,(e) = X. 
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(c) For every u E I/,, if there is an edge e E term(H) with 
u=nod,(e, l), then 
G(at(v), x) = (at(nod,(e, 2)), stay, lab,(e)). 
(d) For every VE V,, if there are k and i such that 
u = nod,(nont(H, k), i) and &,,(lab,(nont(K k)))(i) = 1, then 
G(at(u), n) = (find(i), down(k), A). 
(e) For every u E VH, if cases (c) and (d) do not apply, and there is an i such 
that v = ext,(i), then 
G(at(o, rc) = (find(lhs(n), i), up, A). 
This ends the formal definition of M. Note that (c), (d), and (e) correspond to (1) 
(2), and (3) above, respectively. 
We first show that A4 is deterministic, i.e., that 6 is a well-defined function. This 
is immediate in case (a). In case (b) it is due to our assumption that all elements 
of nont(H) are distinctly labeled. For cases (c) and (d) together, it follows from the 
fact that, for every input tree t, every node of yield(r) has out-degree < 1. Finally, 
since G is identification-free, it holds for case (e). 
Next we show that A4 is s-crossing. Consider a successful computation of M on 
a complete derivation tree t of G (as an example, the computation of M in Fig. 11 
is 2-crossing: each edge of the tree is crossed precisely 4 times). Let (x, v) be an 
arbitrary edge of t, where x and y are nodes of t such that x is the father of y. Let 
t’ be the subtree of t with root y, and let rr = (X, H) be the label of y. When M 
crosses (x, y) from x to y, it must be a down-move of type (d); in that case we say 
that M enters t’ through ext,,(i). Similarly, when A4 crosses (x, y) from y to x, it 
must be an up-move of type (e); in that case we say that A4 leaves t’ through 
ext,(i). Now we consider the following three facts. 
- The number of crossings from x to y is equal to the number of crossings 
from y to x (and hence, the total number of crossings is even). This follows from 
the fact that A4 starts and ends its computation at the root of t. 
- M leaves and enters t’ through distinct external nodes of H. In fact, M does 
not enter t’ twice through the same external node ext,(i), because in that case M 
would be twice at the same node y in the same state at(ext,(i)), and, thus, its com- 
putation on t would be infinite. The same argument holds for leaving. Moreover, 
the same argument holds for a combination of leaving and entering. Note that M 
cannot enter t’ through ext,(i) and immediately leave t’ through ext,(i). In fact, 
when A4 enters t’ through ext,(i), we know from case (d) that &,,(X)(i) = 1. 
Hence, after entering state at(ext,(i)), either case (c) or (d) must apply, and A4 
does not leave t’. 
- H has at most 2s + 1 external nodes. 
From these facts it follows immediately that the number of crossings of (x, y) is 
at most 2s. Hence it4 is s-crossing. 
It now remains to show that A4 generates L(G). We first discuss a general 
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property of string generating cfhg’s. Let t be a complete derivation tree of G, let t’ 
be a subtree of t, and consider yield( t’) E HGR(A ). Since all elements of A have 
rank 2, hypergraphs over A are ordinary graphs (when ext is disregarded). Thus, 
we can use ordinary graph terminology for yield(t) and yield( t’). Clearly, every con- 
nected component C of yield(t) is an induced subgraph of yield(t), in other words, 
it corresponds to a substring of gr-‘(yield(t)). In fact, C is a chain, i.e., an acyclic 
connected graph of which all nodes have in- and out-degree < 1. For such a chain 
C, we denote by start(C) the unique node of in-degree 0, by end(C) the unique 
node of out-degree 0, and by str(C) the string of all edge labels of C, written down 
from start(C) to end(C). Since the start and end nodes of yield(t) are external nodes 
of yield(t), it easily follows that, for every connected component C of yield(t), 
start(C) and end(C) are external nodes of yield(t’). 
We now formulate a claim from which the correctness of A4 follows. 
Claim. Let t be a complete derivation tree of G, and let t’ be a subtree of t. Let 
rc be the label of the root of t’. Let C be a connected component of yield(t’), and 
let i and j be such that start(C) = ext,i,,d(t,,(i) and end(C) = extyieid(t,)(j). If, during 
its computation on t, A4 enters t’ in state find(i), then M generates str(C) on its 
output tape, and leaves t’ in state find(lhs(n),j). 
This claim can be proved by induction on the structure of t’, for fixed t. In fact, 
C can be cut into pieces, such that each piece is either a terminal edge of H, or a 
connected component (with at least one edge) of the yield of a direct subtree of t’. 
The induction hypothesis can be applied to these pieces. The detailed proof is left 
to the reader. Taking t’ = t in this claim it follows that M(t) = str(yield(t)) = 
gr-‘(yield(t)). Thus, OUT(M)=gr’(L(G)). This proves the lemma. 1 
5. SIMULATION OF TREE-WALKING TRANSDUCERS BY cfhg’s 
In this section we will show that a language that is generated by a dtwt can 
also be generated by a cfhg. In particular, we will show that for every s > 1, 
OUT(DTWT,) E STR(CFHGZs). When constructing a cfhg for a given dtwt M, it 
is convenient to assume M to have the following properties: (1) A4 has no stay- 
moves, and (2) at each move it4 outputs preciselyly one symbol. We first show that 
these properties may indeed be assumed. Property (1) can be realized by a standard 
construction, as follows. 
LEMMA 5.1. For every dtwt M there is a dtwt M’ without stay-moves, such that 
OUT(M) = OUT(M). Moreover, if M is s-crossing, then so is M’. 
Proof. The obvious idea is to incorporate the stay-moves into the first subse- 
quent move that is not a stay-move. Note that in a successful computation there is 
always such a move, because the computation ends by moving to the father of the 
root. Let M = (Q, G, A, 6, qO, F) be a dtwt, with G = ( VN, VT, P, Vi,). Consider the 
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dtwt M’ = (Q, G, A, 6’, q,,, F), where 6’ is defined as follows. Let XE V, u VT. Let 
ql, . . . . qm be a sequence of states of M, with m > 1, such that 
- for every iE [l, m - 11, d(q,, X) = (qi+ r, stay, wi) for some wie A*, and 
- S(q,, X) = (q’, d, y) for some q’E Q, d# stay, and y E A*. 
Then 6’(ql,X)=(q’,d,wl...w,-ly). 
It should be clear that OUT(M’) = OUT(M), and that M’ has the same crossing 
number as M. 1 
Next we consider property (2). 
LEMMA 5.2. For every dtwt M there exist a dtwt M’ and a (string) 
homomorphism h such that OUT(M) = h(OUT(M’)) and M’ outputs one symbol at 
each move. Moreover, if M has no stay-moves then neither has M’, and if M is 
s-crossing then so is M’. 
Proof. If M has transition function 6, and 6(q, X) = (q’, d, y), then M’ has 
transition function 6’ with &(q, X) = (q’, d, a,,), where a,, is a “new” symbol, with 
h(a,) = Y. I 
We will show that every dtwt M satisfying the above two properties can be 
simulated by a cfhg G. By Lemmas 5.1 and 5.2 it then s&ices to show that 
STR(CFHG) is closed under homomorphisms. This is done first in the next lemma. 
LEMMA 5.3. For every s 2 2, STR(CFHG,) is closed under homomorphisms. 
Proof: Let G = (Z, A, P, S) be a cfhg that generates a string language, and let 
h: A* + 52* be a string homomorphism. It may clearly be assumed that a n Z = 0. 
S 
a 
FIG. 13. Route of a dtwt. 
350 ENGELFRIET AND HEYKER 
Then the following grammar G’ generates h(L(G)): G’ = (Cu Sz, Sz, P’, S), where 
P’= Pu {(a, gr(h(a)))l UE A}. Note that the elements of A have rank 2; thus, 
rank(G’) = rank(G). 1 
Intuitively, the cfhg G that simulates a given dtwt M (with properties (1) and 
(2)), generates, for every derivation tree t of the cfg of M, a string graph that shows 
the route of M on t: one edge of the string graph for every move of M (and with 
the output of that move as edge label). We first illustrate this with an example. 
EXAMPLE 5.4. Consider the dtwt M= (Q, G,, A, 6, qO, F) that walks on the 
derivation trees of the cfg G, with productions S + A, A -+ A, and A + a, with non- 
terminals S and A, initial symbol S, and terminal a. For a derivation tree t, A4 
walks down and up t, and again down and up t (and so, M is 2-crossing). Each 
time M leaves a node, it outputs the label of the node; thus A = {S, A, a}. See 
Fig. 13 for an example of the snake-like route of M on t. The corresponding cfhg - - 
G is shown in Fig. 14. It has nonterminals S, A, and ti, with initial nonterminal S. 
x is meant to stand for A or 5; thus the grammar has 4 productions. The produc- 
tions are drawn so as to suggest the generation of the “route” of Fig. 13. Note that 
OUT(M) = L(G) = {SA”aA”SA”uA”S~ n > l}, and that rank(G) = 4. For complete- 
ness’ sake we give the states and transition function of M: Q = { qi 1 i E [0, 5]} with 
F= {q5}, and 
&q,, S) = (ql, down(l), S), 
6(q,,A)=(q,,down(l),A),6(q,,a)=(q,,up,u), 
&q,, A) = (q2, up, A), &q,, S) = (qj, down(l), S), 
6(q,, A)= (q3, down(l), A), &q,, a)= (q4, UP, a), 
~(q,, A) = (%I, up, A), &q,, S) = (45, up, S). 
Note that M satisfies properties (1) and (2). 
We now prove the simulation result. 
LEMMA 5.5. For every s 2 1, OUT(DTWT,) s STR(CFHGzs). 
Proof Let M= (Q, Go, A, 6, qO, F) be an s-crossing dtwt, with G,, = 
(V,, I’-,., P,, I’,,). As argued in Lemmas 5.1, 5.2, and 5.3, we may assume 
that if 6(q, X) = (q’, d, y), then d# stay and y E A. We will construct a cfhg G = 
(Z, A, P, S) such that L(G) = OUT(M) and rank(G) < 2s. The nonterminals of G 
aredefinedasfollows:C-A={S}u{(X,p(l),q(l),...,p(cr),q(a))~X~V~u~~, 
aE [0, s], and p(i), q(i)E Q for all icz [l, a]}. Furthermore, rank,(S)= 2, and 
rank, ((X, p( l), q(l), . . . . p(a), q(a))) = 2a (one tentacle for each state). Thus, 
rank(G) < 2s. The intuition behind these nonterminals is the following. Let n be a 
node of a complete derivation tree t of G,,, let t’ be the subtree with root n, and 
let X be the label of n. Since M is s-crossing, it will visit t’, say, a times, where a 6 s. 
Let p(i) be the state in which M enters t’ for the ith time, and let q(i) be the state 
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FIG. 14. A cfhg simulating a dtwt. 
in which M leaves t’ for the ith time. More precisely, A4 is in state p(i) at node n 
just after entering t’ for the ith time, and, similarly, M is in state q(i) at the father 
of n just after leaving t’ for the ith time. Thus, here we view a visit to t’ as starting 
at n and ending at its father. Then G will be constructed such that (X, p(l), q( 1 ), . . . . 
p(u), q(a)) generates the a substrings of M(t) that M generates during its visits 
to t’ (as the connected components of a hypergraph over A, with the start- and 
end-nodes of these components as its 2a external nodes). The correct state 
sequences, to be added to the symbols of GO, are guessed in the productions of G. 
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Of course, only consistent guesses are allowed, i.e., state sequences that are 
consistent with the possible behaviour of M. We now define the productions in P. 
To start with, P contains all productions (S, sing( (X, qO, q) )) with XE Vi,, and 
q E F. Intuitively, the whole input tree t is just visited once; M enters t in the initial 
state q,,, and, in case of success, leaves t in a final state. 
The next part of P is constructed as follows. Let 8= (X, p( l), q(l), . . . . 
p(a), q(a)) be a nonterminal of G with XE VT, and such that, for every ic [l, LY], 
&p(i), W = (q(i), up, 40) f or some u(i) EA. Intuitively, such a nonterminal 
corresponds to a possible sequence of visits of M to a leaf of a derivation tree. Then 
P contains the production (X, H), where H has nodes u(i) and u(i) for every 
ic [ 1, a], H has an edge e(i) with nod&e(i)) = (u(i), u(i)) and lab,(e(i)) = u(i) for 
every iE [l, a], and ext,=(u(l), v(l), . . . . u(a), U(X)). An example of such a produc- 
tion is the one for 8 in Fig. 14 (where ti stands for (a, q, , q2, q3, q4)). 
All other productions of P are constructed as follows. Let X0 -P X, .‘. X, be a 
production in P,, with m > 1, X0 E V,, and Xk~ V,u V, for kE [l,m]. Let, for 
every k E [0, m], Xk = (X,, p( 1, k), q( 1, k), . . . . ~(a,, k), q(a,, k)) be a nonterminal 
of G. Thus, intuitively, xk is (guessed to be) the number of visits of M to (a subtree 
with root labeled) X,. Define W={(i,k)jk~[l,m], iE[l,a,]}. Intuitively, we 
will use (i, k) to stand for the ith visit of M to X,. Consistency of the guessed state 
sequences is checked as follows. There should exist sequences &l), . . . . b(aO) in W* 
with the following two properties. Intuitively, for iE [ 1, a,], d(i) is the sequence of 
visits that are paid to the sons of X0 during the ith visit of M to X0. 
Property (1). Let 4 = d( 1) ... d(a,) be the concatenation of the sequences 
d(l), . . . . &a,,). Every (i, k) E W occurs exactly once in 4, and, if i, < i,, then (iI, k) 
occurs before (i,, k) in 4. 
Property (2). For every iE [l,aO], let ti(i)=((i,,k,), . . . . (i,,k,)), where n 
depends on i. (Thus, intuitively, during the ith visit to X0, n visits are paid to its 
sons; note that the ith visit to X0 should start in state p(i, 0) and end in state 
di, 01.1 
If n = 0, then d(p(i, 0), X0) = (q(i, 0), up, a) for some a E A. 
If n>O, then 
- 6(p(i, 0), X,,)= (p(il, k,), down(k,), a) for some UE A, 
- @dij,kjh xc1)=(P(ij+l9 ,+I Y k- ) down(kj+ ,), a) for some a E A, for every 
.i~[l,n--11, and 
- h(q(i,, k,), X,,) = (q(i, 0), up, a) for some a E A. 
In case such sequences 4(i) exist, we add the production (I,,, H) to P, where H 
is defined as follows. Note that, in property (2) above, all moves of M that start 
at X0 are accounted for; production (YO, H) will produce all terminal edges corre- 
sponding to these moves (cf. Figs. 13 and 14). 
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- H has nodes u(i, k) and o(i, k) for every ke [0, m] and in [ 1, ak]. 
Intuitively, u(i, k) and u(i, k) represent the start and end of the ith visit to xk; thus, 
they correspond to states p(i, k) and q(i, k). 
- H has external nodes extH = (u( 1, 0), ~(1, 0), . . . . u(a,, 0), u(a,,, 0)), corre- 
sponding to the state sequence of X0. 
- H has nonterminal edges e,, . . . . e,, with lab,(e,) = zk and nOd,(e,) = 
(41, k), ~(1, k), . . . . u(ak, k), u(ak, k)) for every ke [l, m]. The nodes incident with 
ek correspond to the state sequence of xk. 
- Let iE [l, a,,] and d(i)= ((iI, k,), . . . . (i,, k,)), as in property (2). If n=O, 
then H has a terminal edge e with nod,(e) = (u(i, 0), u(i, 0)) and lab,(e) is the last 
element of d(p(i, 0), X,,). If n > 0, then 
- H has a terminal edge e with nod,(e) = (u(i, 0), u(i,, k,)) and lab,(e) is the 
last element of 6(p(i, 0), X0), 
- for every Jo [ 1, n - l] H has a terminal edge e with nod,(e) = (u(ij, kj), 
u(ij+ i, kj+ 1)) and lab,(e) is the last element of d(q(i,, k,), X0), and 
- H has a terminal edge e with nod,(e) = (u(i,, k,), u(i, 0)) and lab,(e) is the 
last element of 6(q(i,, k,), X0). 
Clearly, these terminal edges correspond to the transitions mentioned under 
property (2) above. 
This ends the construction of G. 
Figure 15 shows an example of a right-hand side H, with m = 2, a,, = 3, 
a,=%=& and &l)=((l, 11, (1,2), Cl)), d@)=( 1, and 4(3)=((2,2)). The 
dotted lines do not belong to H; they symbolize the parts of the terminal string 
graph to be generated by R, and x,. The identity of the nodes is indicated, but the 
terminal edge labels are dropped. 
It remains to show the correctness of the construction. This follows from the 
v(l,O) v(2,O) v(3,O) 
6 
FIG. 15. A typical right-hand side. 
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following two claims, of which the formal proofs are left to the reader. Concerning 
connected components of a graph in HGR(d) we use the terminology introduced 
just before the claim in the proof of Lemma 4.2. 
Claim. Let n be a node of a complete derivation tree t of G,, let t’ be the sub- 
tree with root n, and let X be the label of n. Assume that M, during its (s-crossing) 
computation on t, visits t’ CI times, where (r E [0, s]. For every i E [ 1, a], let p(i) be 
the state in which M enters t’ (i.e., moves to n) for the ith time, let q(i) be the 
state in which M leaves t’ (i.e., moves to the father of n) for the ith time, and 
let w(i) be the string that M generates during its ith visit to t’. Then 
sing( (X,p(l), q(l), . . . . p(a), q(u))) ** F in G, where FEHGR(~), and F consists 
of tx connected components C(l), . . . . C(m) such that, for every iE [l, ~1, C(i) is a 
chain, str(C(i)) = w(i), start(C(i)) = ext,(2i- l), and end(C(i)) = ext,(2i). 
This claim can be proved by induction on the structure of t’, for fixed t. Taking 
t’ = t it follows that if M has a successful computation on t, then there exist XE V,, 
and qEF such that sing((X, q,, q)) =* gr(M(t)), and hence M(t) E L(G). Thus, 
OUT(M) E L(G). 
Claim. Let (X, p(l), q(l), . . . . p(a), q(a)) be a nonterminal of G, and assume 
that sing((X p(l), q(l), . . . . A~), q(u))) =s* F in G, with FE HGR(d). Then F con- 
sists of CY connected components C( 1 ), . . . . C(X) such that, for every iE [l, CI], C(i) is 
a chain, start(C(i)) = ext,(2i- l), and end(C(i)) = ext,(2i). Moreover, there exists 
a derivation tree t’ of Go with root labeled X such that, for every complete deriva- 
tion tree t of G, and every occurrence of t’ as a subtree of t, the following holds. 
For every iE [ 1, cl], if, during its computation on t, M enters t’ in state p(i), then 
M generates str( C( i)) on its output tape, and leaves t’ in state q(i). 
This claim can be proved by induction on the length of the derivation. For a 
derivation sing(S) S= sing( (X, qo, q ) ) ** F, with XE Vi” and q E F, it follows that 
F is a string graph, and that there exists a successful computation of M with output 
str(F). This shows that L(G) E OUT(M). 1 
In Example 5.4, the cfhg G is the grammar constructed from the dtwt M accord- 
ing to the construction in the proof, after reducing the grammar and dropping the 
production (S, sing(S)). In fact, S= (S, qo, q5), A= (A, ql, q2, q3, q4), and a= 
(a, ql, q2, q3, q4). For the production with left-hand side s the visit-sequence is 
$( 1) = (( 1, l), (2, l)), and for the two productions with left-hand side A the 
visit-sequences are &l)=((l, 1)) and 4(2)=((2, 1)). 
6. RESULTS AND CONCLUSIONS 
In this section we state our main result, discuss some of its corollaries, and men- 
tion some related results. The main result follows immediately from Lemmas 4.2 
and 5.5. 
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THEOREM 6.1. For every s L 1, 
STR(CFHG,,) = STR(CFHGZs+ r) = OUT(DTWT,). 
The equality of STR(CFHG,,) and STR(CFHG,,+,) was first shown in 
[HabKrel], where it is also shown that CFHG, 5 CFHG,, I for all s. 
An immediate corollary of Theorem 6.1 is that cfhg’s and dtwt’s have the same 
string generating power. 
THEOREM 6.2. STR(CFHG) = OUT(DTWT). 
Quite a lot is known about the classes OUT(DTWT) and OUT(DTWT,); see 
[ EngRozSlu] and references mentioned therein. In [ EngRozSlu] these classes 
are denoted DCT(REC), or DCTr,(REC), and DCT,,,,(REC), respectively. As 
observed before, it is shown in [EngRozSlu] that dtwt’s are strongly related to 
top-down tree tranducers. Thus, these classes are also denoted yT,(REC) and 
yT,,,,(REC), respectively, in [EngRozSlu]. 
As a first example, it follows from Theorem 3.2.7 of [EngRozSlu] that 
STR(CFHG) contains Parikh languages only, i.e., languages of which the Parikh 
image is semi-linear. Thus, e.g., (8 1 m = 2” for some n} is not in STR(CFHG). As 
a second example, the classes of output languages of dtwt’s have nice closure 
properties, as shown in Theorems 5.1 and 5.7 of [EngRozSlu]. We assume the 
reader to be familiar with the notion of a full AFL. A two-way deterministic 
generalized sequential machine (abbreviated 2dgsm) is a usual finite state 
automaton with a two-way input tape and a one-way output tape. A 2DGSM 
mapping is a transduction defined by such a 2dgsm. 
COROLLARY 6.3. Let s > 1. STR(CFHG) and STR(CFHG,,Y) are substitution- 
closed fill AFLs. STR(CFHG) is closed under 2DGSM mappings. 
As a third example, shown in [HabKre2], STR(CFHG,) = CF, the class of 
context-free languages. This follows from the well-known fact that the regular 
tree languages are closed under linear top-down tree transducers (see Corollary 6.6 
of [GecSte]), and hence STR(CFHG,) = yT,,,,(REC) = yREC = CF. As a 
fourth example, Theorem 3.2.4 of [EngRozSlu] provides a pumping lemma for 
OUT(DTWT,). From this pumping lemma it follows (in Theorem 3.2.5 of 
[EngRozSlu.] ) that the classes OUT(DTWT,) form a proper hierarchy. Thus we 
obtain the following result, that was first shown in [HabKrel] (also through a 
pumping lemma). 
COROLLARY 6.4 [HabKrel]. For every s 2 2, 
STR(CFHG,,_,) s STR(CFHG,,). 
The counter-example given in [EngRozSlu] and [HabKrel] is the language 
L,, = {a;& . . . als 1 n > 0}, where u, , . . . . uZs are distinct symbols. Thus, the language 
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L, = { anbncndn 1 n 2 01, generated by the cfhg of Fig. 5, is in STR(CFHG,) but not 
in STR(CFHG,). In view of Corollary 6.3, also the languages ((anb)2sln 20) are 
counter-examples. In the same way it can be shown that the language 
{(a’%)” ( n, m 2 0) is not in STR(CFHG). 
We now turn to a special case of Theorems 6.1 and 6.2, viz. the linear case. A 
cfhg is linear if, for each of its productions n, rhs(a) has at most one nonterminal 
edge. This is the obvious generalization of a linear context-free grammar. However, 
as shown in [EngLei] for another type of grammar, linear graph grammars have 
more generating power than one would expect. By STR(LIN-CFHG,) we denote 
the class of all string languages generated by linear cfhg’s of rank <s, and by 
STR(LIN-CFHG) we denote the union of STR(LIN-CFHG,) for all s. The cfhg’s 
in Figs. 3, 5, and 14 are linear, but those in Figs. 7 and 9 are not. Linear hyper- 
graph grammars are studied in [Pav], and, in the “disguise” of finite graph 
automata, in [ JanRoz]. 
For dtwt’s a corresponding notion of linearity can be defined as follows, A dtwt 
is linear if all productions of its context-free grammar are of the form X+ Y with 
XE I’, and YE V, u V, (the dtwt of Example 5.4 is linear). Since the derivation 
trees of the cfg are really strings rather than trees, the linear dtwt may be viewed 
as a definitional variant of the 2dgsm. For s 2 1, let OUT(2DGSM,) denote the 
class of all output languages of s-crossing linear dtwt’s (i.e., of s-crossing 2dgsm’s). 
In [EngRozSlu] this class is denoted DCS,(,,(REG), and is shown to be equal to 
ETOLm,,, : a class of languages generated by a particular type of parallel rewriting 
systems [RozSal]. By OUT(2DGSM) we denote the class of all output languages 
of 2dgsm’s (i.e., linear dtwt’s). We now have the following results for the string 
languages generated by linear cfhg’s. 
THEOREM 6.5. For every s 2 1, 
STR(LIN-CFHG*,) = STR(LIN-CFHGZJ+ i) = OUT(2DGSM,). 
Proof It is easy to see that all our proofs preserve linearity, except the one of 
Lemma 5.3. However, that proof can easily be adapted. In fact, referring to that 
proof, let G” = (Z”, 52, P”, S) where C” = (C - A) u Sz, and P” is defined as follows. 
Let (X, H) be a production from P, let H’ E HGR(C”), and let H a* H’ be a 
derivation in G’ iri which only productions (a, gr(h(a))) are applied. Then (X, H’) 
is a production in P”. Intuitively, P” is obtained from P by applying h to each 
right-hand side of a production. m 
THEOREM 6.6. STR(LIN-CFHG) = OUT(2DGSM). 
Also, a lot is known about the classes OUT(2DGSM) and OUT(2DGSM,) (see 
again [EngRozSlu] and its references). Thus, as a first example, we conclude that 
STR(LIN-CFHG) is a substitution-closed full AFL that is closed under 2DGSM 
mappings, and STR(LIN-CFHG,) is a full semi-AFL (cf. Theorem 5.1 and 
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Corollary 5.8 of [EngRozSlu]). As a second example ,we observe. that the counter- 
examples Lls mentioned for Corollary 6.4 are in STR(LIN-CFHG,,). Thus the 
classes STR(LIN-CFHG,,) also form a proper hierarchy, inside the hierarchy 
STR(CFHGZs). As a last example, we conclude that STR(LIN-CFHG) 5 
STR(CFHG). There is even a context-free language (i.e., a language in 
STR(CFHG,)) that is not in STR(LIN-CFHG), as shown in [Gre], where 
OUT(2DGSM) is denoted FINITE-VISIT(REGL). 
It is shown in [EngRoz] that the string languages generated by B-edNCE graph 
grammars are the same as those generated by cfhg’s (see Section 10 of [EngRoz]). 
In [EngLei] an example is given of a B-edNCE graph language that cannot be 
generated by any linear B-edNCE grammar. It now follows from the previous 
paragraph that there is even a B-edNCE string language that cannot be generated 
by a linear B-edNCE grammar. 
We end this section and this paper by an observation on the representation of 
strings by graphs, chosen in Section 2. One may wonder whether other, natural, 
representations lead to the same results. As an example we consider a representa- 
tion by hypergraphs of rank 0 rather than rank 2. For a string w = o1 . . . c,,, (with 
ci E Z), let gr,( w) be the hypergraph ( V, E, nod, lab, ext), where I’, E, nod, and lab 
are defined as in Definition 2.2, but ext = ( ). Obviously, gr, is also an injection 
from C* to HGR(C). Let STR,(CFHG) = {LE CFHGl L c gr,(d*) for some 
alphabet A}, and similarly for STR,(CFHG,). In the following theorem we show 
that the same class of string languages is obtained, i.e., STR,(CFHG) = 
STR(CFHG), or, more precisely, {L 1 gr,(L) E CFHG} = {L 1 gr(L) E CFHG}. In 
the proof, the rank of the grammars is not preserved. 
THEOREM 6.7. STR,(CFHG) = STR(CFHG). 
Proof: It is easy to see that STR(CFHG) s STR,(CFHG). In fact, let G be a 
cfhg that generates strings as hypergraphs of rank 2, and let S be the initial nonter- 
minal of G. Construct the cfhg G’ from G by adding a new initial nonterminal S,, 
of rank 0, and adding the production (S,, H), where H is sing(s) except that 
ext, = ( ). Then G’ generates the same strings, as hypergraphs of rank 0. 
Let us now show that STRJCFHG) c STR(CFHG). Let G = (C, A, P, S) be a 
cfhg such that L(G) c gr,(A*). By Lemmas 3.2 and 3.4 we may assume that G is 
identification-free and degree consistent. Let, for every XEC- A, d,,,(X) and 
d,,(X) be the corresponding functions [l, rank(X)] --) (0, 1 } (see Definition 3.3). 
We will construct a cfhg G’ = (Z’, A, P’, s’) that generates the same strings as G, 
but as hypergraphs of rank 2. The problem is that the start and end nodes of a 
string may be generated at any time during a derivation of G, whereas in G’ they 
have to be present in sing(r). The solution is to have two additional tentacles for 
each nonterminal, connected to the start and end node in sing(S). When G 
generates the start or end node (and this can be detected with the d,,,(X) and 
d,“(X)), G’ identifies it with the corresponding node in sing(Y). We now describe 
G’ in an informal, but hopefully clear way. First, C’ is the same as C, except that 
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rank,.(X) = rank,(X) + 2. In particular, S’ = S but rank,(S) = 2. Second, the 
productions of P’ are constructed as follows from those of P. Let (X, H) be 
in P. For every node v E V,, let outd(v) = # {e E term( nod,(e, 1) = v} + 
# {(e, i) E nont(H) x N I nod,(e, i) = v, d,,,(lab,(e))(i) = 1 }. Intuitively, outd(v) is 
the out-degree of v in the terminal graph generated from H. Let the in-degree ind(v) 
be defined similarly. The hypergraph H’ is constructed from H in the following 
steps: 
- add two new external nodes “start” and “end” to H, 
- add “start” and “end” to nod(e) for every nonterminal edge e, 
- if v is a nonexternal node of H such that ind(v) = 0, then identify nodes v 
and “start,” and similarly, 
- if v is a nonexternal node of H such that outd(v) = 0, then identify nodes 
v and “end.” 
Then (X, H’) is in P’. This ends the description of G’. Note that if v is a nonexternal 
node of H, then outd(v) equals the out-degree of v in the terminal graph generated 
from sing(S), because G is identification-free (and similarly for ind(v)). This shows 
that the start and end nodes can be detected as described above. [ 
From the proof of this theorem (and from Theorem 6.1) it follows that, for every 
s Z 1, STR(CFHG,& c STR,(CFHG,,) c STRO(CFHGZB+ i) E STR(CFHG,,+,). 
As mentioned in [EngRozSlu] (after the proof of Theorem 3.2.5), the languages 
L zs-l = {u;u;wz;s~, 1 n B 0} are also counter-examples for Corollary 6.4. Thus, 
L 2s+ i is not in STR(CFHGZs). But it is easy to see that L2s+ 1 is in 
STRo(CFHG,s + I ). Hence STR(CFHG*,) 5 STR,(CFHG,,+ i). We do not know 
whether the other inclusions are proper. 
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