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Given a finite sequence a :=[a1 , ..., aN] in a domain 0/Cn, and complex scalars
v :=[v1 , ..., vN], consider the classical extremal problem of finding the smallest
uniform norm of a holomorphic function verifying f (aj)=vj for all j. We show that
the modulus of the solutions to this problem must approach its least upper bound
along a subset of the boundary of the domain large enough so that its A(0)-hull
contains a subset of the original a large enough to force the same minimum norm.
Furthermore, all the solutions must agree on a variety which contains the hull (in
an appropriate, weaker, sense) of a measure supported on the maximum modulus
set. An example is given to show that the inclusions can be strict.  2000 Academic Press
Key Words: analytic discs; extremal problems; extension of analytic functions;
PickNevanlinna.
0. INTRODUCTION AND STATEMENT OF RESULTS
Given a finite sequence a :=[a1 , ..., aN] in a domain 0/Cn, and
complex scalars v :=[v1 , ...vN], consider the classical extremal problem:
inf[& f & : f # H(0), f (aj)=vj , 1 jN]=: m. (1)
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It will be convenient to consider the data v as lying in H(0)Ia , where
H(0) is the algebra of functions holomorphic and bounded on 0, and Ia
is the ideal associated to a,
Ia :=[ f # H(0) : f (aj)=0, j=1, ..., N].
Then m=&v&H (0)Ia , by the definition of the quotient norm. By Montel’s
Theorem, we know that this problem always admits an extremal function
f, i.e., a representative of the class v such that & f &=&v&H (0)Ia .
When n=1 and 0=D, it is a classical fact that f is unique, and indeed
given by a constant multiple of a Blaschke product of degree N&1. In
particular, it is holomorphic in a neighborhood of D and of constant
modulus on D, and the same properties hold when D is replaced by any
bounded domain 0 with smooth boundary in the complex plane, and in
even more general one-dimensional cases (see [Gr], or for instance [Gm]
and references therein).
Those properties cannot hold in higher dimension. Consider the simple
example where a=(:, 0)/D_[0]/Bn, the unit ball of Cn, with : :=
[:1 , ..., :N]/D. Then, given any solution f # H(Bn) to the problem (1),
the function f0 # H(D) defined by restriction ( f0(‘) :=f (‘, 0)) will be a
solution to the classical extremal problem in the disk, therefore &v&H  (Bn)Ia
&v&H  (D)I: . But given any solution f0 to the problem in the disk, the
trivial extension f (z) :=f0(z1) will solve the problem in the ball, thus
&v&H  (B n)IA=&v&H  (D)I:=& f0& , and we have a solution given by a con-
stant multiple of a Blaschke product in z1 which has modulus &v&H  (Bn)Ia
on D_[0] and strictly less than &v&H  (Bn)Ia elsewhere on B
n.
Furthermore, this solution, if nonconstant, is not unique. Indeed, on the
unit circle, | f0(ei%)| is maximal everywhere. At any point where f $0 would
vanish, studying the first non-zero nonconstant term in the Taylor series,
we see that the maximum principle would be violated. So f $0 does not
vanish anywhere on the circle, thus there exists a #>0 such that | f0(‘)|
& f0&&#(1&|‘|2) for all ‘ # D. On the other hand, if (z1 , z$) # Bn/
C_Cn&1, then |z$|2<1&|z|2. Therefore any function of the form g(z1 , z$) :=
f0(z1)+#h(z), where |h(z)||z$|2, will provide another solution to the
problem.
We are interested in the relationship between our extremal problem,
notably the sequence a, and the subsets of 0 where its solutions reach
their maximum modulus &v&H (0)Ia . This notion of maximum modulus set,
which coincides with the classical definition [Du-St] in the case of func-
tions continuous up to the boundary, gives sets larger than the ones
considered by Ramey [Ra] in the case of strictly pseudoconvex domains.
Our sets M( f ), for instance, are always closed.
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Definition. For any function f # H (0), let
M( f ) :=[! # 0 : lim sup
z  !, z # 0
| f (z)|=& f &].
It will be useful to highlight those subproblems of the original problem
which yield the same extremal norm.
Definition. We say that a$ defines a sufficient subproblem of (1) if and
only if &v&H (0)Ia$=&v&H  (0)Ia .
We say that a problem (a, v) is minimal when it does not contain any
strictly smaller sufficient subproblem.
Note that this definition depends on the values v. That a$ be sufficient
implies of course that the points of a"a$ are ‘‘inactive constraints’’, in the
sense that removing them will not change the extremum we are looking for.
Note however that the converse is not true: it is quite possible to have
problems (a, v), every constraint (ai , vi) of which is inactive, but of course
removing them all (resp. all but one) would lead to a problem without
constraints whose solution is  (resp. the modulus of the remaining vj).
Take for instance three points in the disk and values at those three points
of a Mo bius automorphism of the disk. Then any pair of points will
provide a minimal sufficient subproblem.
We denote by A(0) the algebra of functions holomorphic on 0 and
continuous on 0 . For any compact set K/0, the A(0)-hull is defined to
be
K A(0) :=[z # Cn : \F # A(0), |F(z)|max
K
|F |].
In the case where 0 has a neighborhood basis of Runge domains (for
instance when 0 is convex), then we can replace A(0) by Cn[Z], the set
of all (holomorphic) polynomials in n variables, and we just get the
polynomial hull, denoted by K .
We will restrict attention to open sets where bounded holomorphic func-
tions are well approximated by functions continuous up to the boundary,
in the following sense.
Defintion. We say that 0 has property (A) if and only if 0 is a bounded
domain and for any g # H(0), there exists a sequence [gn]/A(0) such
that for any open subset U of 0, limn   &gn&L (U)=&g&L (U) , and gn  g
uniformly on compacta of 0.
This property holds in particular when 0 is convex and bounded (use
dilations).
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Theorem 1. Suppose that 0 has property (A). Let f # H(0), and
& f &=&v&H (0)Ia . There exists a sufficient subproblem (a$, v|a$) such that
[M( f )]7A(0) #a$.
In particular, if all the points of a are active constraints, then [M( f )]7A(0)
#a, and in general [M( f )]7A(0) & a{<.
Notice that it follows from the maximum principle that, when v is not
constant, a subsequence a$ giving a sufficient subproblem must contain at
least two points. In the case of the example given above, M( f )#D_[0]
and [M( f )]7#D _[0]. In fact there is always a single set M( f0)
contained in all the M( f ), for any f solution to the problem.
Lemma 2. Given any a and v as above, there exists a holomorphic solution
f0 to the problem (1) such that
M( f0)= ,
f # H  (0) : f (a)=v, & f &=&v&H (0)Ia
M( f ).
In the case of the example, M( f0)=D_[0]. Theorem 1 says that
M( f0) cannot be too small. We give some well-known consequences in the
case when 0=Bn.
Corollary 3. (1) The set M( f0) has positive ( possibly infinite) length.
(2) The set M( f0) cannot be a peak-interpolation set.
(3) If M( f0)/D_[0], then M( f0)=D_[0].
Proof. By applying an automorphism of the ball, we may assume that
0 # [M( f0)]7 & a. Then [Fo] and [La] show that the length of M( f0) is
at least 2?, so remains positive after applying the inverse automorphism.
For (2), see [Ru]; (3) is elementary.
Representing measures. Let + be a Borel measure on 0 . We define the
hull of +, E+ /0 by z # E+ if and only if there exists a probability measure
&z , absolutely continuous with respect to +, which is a representing
measure for z, i.e. for any f # A(0), f (z)=0 f d&z .
Lemma 4. If + is supported on the (closed ) set K, that is, if +(0 "K)=0,
then E+ /K A(0) .
Proof. For any z # E+ , the measure &z given by the above definition is
also supported on K. For any f # A(0),
| f (z)|= } |0 f (‘) d&z(‘)}= } |K f (‘) d&z(‘)}supK | f | &&z&=supK | f |.
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Notice that E+ could be much smaller than the A(0)-hull of the closed
support of +. To see it, take for instance any measure on the unit circle,
singular with respect to the Lebesgue measure, but with closed support
equal to the circle. Then the trace of E+ on the open unit disk is empty.
With the help of Lemma 4, Theorem 1 is a consequence of the following
result.
Theorem 5. Let f0 be a solution to the extremal problem (1). There
exists a$ giving a sufficient subproblem of (a, v) and a Borel measure + on 0 ,
supported on M( f0), such that a$/E+ .
1. PROOF OF THEOREM 5
The methods needed to prove Theorem 5 rely on concepts developed
long ago by the first-named author [Am1], and recently put to use to
study PickNevanlinna problems in several variables [Am2]. They parallel
an earlier construction of Brian Cole’s [Bo-Du, Chapter 7, Section 50,
Theorem 7, p. 272], [We], put to use by Cole and Wermer to study
problems similar to ours in [Co-We, Section 3]. These authors worked in
the framework of a general uniform algebra, so we shall indicate the minor
adaptations needed to fit their proof to our needs, rather than recapping it
entirely.
First we reduce ourselves to A(0). We will write Ja :=Ia & A(0).
Lemma 6. For any finite sequence a and values v, &v&H (0)Ia=&v&A(0)Ja .
Proof. Take any f0 # H  such that f (aj)=vj , 1 jN and & f0&=
&v&H  (0)Ia . If [ fn]n1 is the sequence given by property (A), supa | f0&
fn |  0 as n  . Let Ln be the Lagrange polynomial interpolating the
values ( f0& fn)(aj) at the points aj , then fn+Ln provide representatives of
the class of f (i.e. ( fn+Ln)& f # Ia) and & fn+Ln&  & f0& , so &v&A(0)Ja
&v&H  (0)Ia , and the reverse inequality is trivial.
A representation of A(0). Let + be a probability measure on 0. (In
what follows, we could also have worked with measures supported on the
Shilov boundary of 0). Let H2(+) be the closure in L2(+) of A(0). First we
consider the case where the sequence a reduces to a single point b # 0.
Orthogonal complements are always taken with respect to the inner
product induced by +.
Lemma 7. If J =b {[0], then the evaluation map f [ f (b) is continuous
on H2(+) and in particular b # E+ .
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Proof. Let 0{eb # J =b /H
2(+). For all f # A(0), f & f (b) # Jb , so
( f, eb)= f (b)(1, eb) . This is true in particular for f =eb , so (1, eb){0.
Then kb :=((1, eb) )&1 eb is a reproducing kernel for the point b.
If the hypothesis of the lemma is not met, then Jb is dense in H 2(+) and
we set eb=0. That is what happens when, in relation to the basic example
given in the introduction, + is the normalized length measure on D_[0]
and b  D_[0].
Definition. For a finite sequence a/0, let Pa be the orthogonal
projection in H2(+) to J =a .
For any f # A(0), define a map from H2(+) to itself by S +a[ f ](h) :=
Pa( fh).
Notice that the map ?+a( f ) in [Am2] verifies ?
+
a( f )=S
+
a[ f ]*, the
adjoint of S +a[ f ] considered as a map from J
=
a to itself.
Lemma 8 [Co-We]. (i) Let a be a finite sequence in 0. S +a[ f ] only
depends on the class of f in A(0)Ja and &S +a[ f ]&op& f & , so &S
+
a[ f ]&op
& f &A(0)Ja .
(ii) If eb # J =b , S
+
a[ f ]* (eb)=f (b) eb .
Proof. (i) is essentially Lemma 3.1 in [Co-We]. (Essentially: since
A(0) is dense in H2(+), it is enough to check all statements on vectors in
A(0), where they are easily obtained).
(ii) This is Lemma 3.2 in [Co-We]. That lemma, however, is stated
under the assumption that the measure + be dominating, that is, that for all
points aj in the sequence a, the evaluation functional at aj be continuous
on H2(+). With our notations, this is the case whenever eaj {0 (see the
considerations before Lemma 8), and there the proof from [Co-We]
applies. On the other hand, when eaj=0, there is nothing to prove, and we
are done.
The above constructions could be made for any measure +; now we will
be using a measure * depending on a solution of the problem (1). To avoid
trivialities, we assume throughout that v is not identically 0.
Proposition 9. For any v # A(0)Ja , there exists a probability measure
* such that for any g # A(0) representing v,
&S *a(g)&op=&g&A(0)Ja=&g&A(0)Ja$ ,
where a$ :=[aj # a : J =aj {[0]].
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Proof. Observe first, that a$ cannot be empty, otherwise J =a would be
reduced to [0], and Ia would be dense in H , which is impossible when
v{0, because then we’d have solutions of the problem (1) with arbitrarily
small norm.
The definition of a$ implies that J =a =J
=
a$ . Indeed it will be enough to
prove that Ja$ =Ja . One clearly has Ja /Ja$ . To prove Ja$ /Ja , it is
enough (by induction) to consider the case where a"a$ reduces to a point
b. Then any f # Ja$ can be approximated by a sequence [ fn]/Jb , and by
Lemma 7, for all aj # a$, fn(aj)  f (a j), so using again a Lagrange inter-
polant Ln , Ja #fn+Ln  f. K
Therefore S *a=S
*
a$ . Applying this to the same function g, we get the same
operator norms, so it will be enough to prove the first equality, thus the
next lemma will complete the proof.
We still denote m :=&v&A(0)Ja .
Lemma 10 [Co-We]. (i) There exists a probability measure * on 0
such that, given a function f # A(0) such that & f &A(0)Ja=m, then |Pa( f )|
=m, *-almost everywhere, 1 # J =a , and &S *a( f )&op=m.
(ii) Furthermore, there exists F* # f +Ja (the closure is taken in
H2(*)), F* # L(0) & L(*) such that &F*&L (*)=m, |F*|=m, *-almost
everywhere, and &F*&L (0)m; * is supported on the (closed ) set M( f0),
for any f0 # H , & f0&=m, f0(aj)=vj for all j.
Proof. The first two statements in part (i) are just [Co-We, Lemma 3.3].
They easily imply the third, since
S *a( f )(1)=Pa(1 f )=Pa( f ),
and |Pa( f )|=m, *-almost everywhere. So &S *a(g)&opm, and since by
Lemma 8(i), &S *a(g)&opm, the proof of Proposition 9 is complete.
To prove part (ii), take a sequence Fn :=fn+Ln as in the proof of
Lemma 6. (This is the sequence denoted by [ f &jn], with jn # Ja , in
[Co-We, p. 101]). By weak* compactness of the unit balls of L(0) and
L(+), [Fn] admits a subsequence which converges weakly to some
F* # L(0) & L(+), &F*&m. The first assertion about F* follows
from the proof of [Co-We, Lemma 3.3], and the second is immediate.
Let ‘ # 0"M( f0) and  # C(0, [0, 1]) such that supp /B (‘, r) &
0/0"M( f0), #1 on B (‘, r2). Then by definition of M( f0), there
exists =>0 such that
max
B (‘, r) & 0
| f0 |m&2=;
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for n large enough, by property (A), maxB (‘, r) & 0 |Fn |m&=, so
} | Fn(F*)&1 d* }(m&=) m |  d*,
thus
m2 |  d*= } |  |F*| 2 d* }(m&=) m |  d*,
thus *(B (‘, r2))=0. K
End of Proof of Theorem 5. We take for our + the measure * given by
Lemma 10(i). By Proposition 9, the subproblem defined by a$ is sufficient.
Lemma 10(ii) shows that * is supported on [‘: |F*(‘)|=m]/M( f0). And
by Lemma 7, the a$ we have obtained is included in E* .
2. QUESTIONS OF UNIQUENESS
Definition. The uniqueness variety for the problem (1) is defined by
U(a, v) :=[z # Bn : \f, g solving (1), ( f &g)(z)=0].
Clearly, U(a, v) is an analytic variety containing a.
Proposition 11. Whenever + is chosen as in Theorem 5, E+ /U(a, v).
Proof. We reuse the notations of Lemmas 6 and 10. Suppose f and f
are distinct solutions to the problem (1). Take two sequences of functions
in A(0), [ fn] (resp. [ f n]) converging uniformly on compacta of 0 to f
(resp. f ) and in L(+) to F* (resp. F *). The proof of Lemma 10 shows
that in fact F*=F * +-a.e.
Suppose b # E+ . Then, denoting by &b a representing measure for b that
is absolutely continuous with respect to +,
f (b)& f (b)= lim
n   | ( fn(‘)& f n(‘)) d&b(‘)=0
by the dominated convergence theorem.
Examples. In the case of the example given in the introduction, U(a, v)
=D_[0]/B2; we shall see presently that there are some cases when
U(a, v)=0, that is to say, the solution to the problem (1) is unique.
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Theorem 12. For 0=B2, there exists a :=[a1 , ..., a4] and v such that
M( f0) is a 2-real-dimensional torus in B2, and the solution to the problem
(1) is unique.
The above theorem will reduce to a result about extension of inner func-
tions from an analytic disk embedded into the ball B2. For the convenience
of the reader, we next prove the following classical fact.
Lemma 13. Let a :=[a1 , ..., aN] be distinct points in D and BN&1 a
Blaschke product of degree exactly equal to N&1. Let vj :=BN&1(aj),
1 jN. Then BN&1 is the unique solution to the extremal problem (1).
Proof. It will be enough to show that &v&H  (D)Ia=1. The proof will
proceed by induction. For N=1, BN&1 is a unimodular constant and the
property is obvious. Suppose it is true for N, and consider a :=
[a1 , ..., aN , aN+1].
For any : # D, denote by .: the involutive automorphism of D which
exchanges 0 and :. Suppose f # H(D), f (a)=v, and & f &<1. Let g=
.BN (aN+1) b f b .aN+1 . We have g(0)=0, so g(‘)=‘h(‘), with &h&=&g&<1.
Set a$j :=.aN+1(a j), v$j :=.BN (aN+1)(BN(aj)), 1 jN+1. We have v$j=
B (a$j), 1 jN+1, where B :=.BN (aN+1) b BN b .aN+1 . This implies that
B (‘)=‘BN&1(‘), where BN&1 is a Blaschke product of degree N&1
exactly.
Now letting vj" :=v$j a$j , 1 jN, we have vj"=BN&1(a$j) and
&v"&H  (D)Ia$&h&<1,
a contradiction with the inductive hypothesis.
From now on we are considering the disk embedded in the unit ball B2
of C2 given by .(D)=[.(‘): ‘ # D] where .(‘) :=1- 2 (‘, ‘2). Observe
that .(D)=[(z1 , z2) # Bn : z2=- 2 z21].
Lemma 14. Suppose that g # H(D ) is an inner function (i.e. | g(ei%)|=1
for all % # R), analytic in a neighborhood of the closed unit disk, such that
there exists g~ # H(B2) with g~ (.(‘))= g(‘) for all ‘ # D and &g~ &=
&g&=1. Then g$(0)=0, and if we write g$(‘)=‘h(‘), there exists H
holomorphic in B2 such that
g~ (z1 , z2)=g(- 2 z1)+(z2&- 2 z21)
- 2
3
h(- 2 z1)
+(z2&- 2 z21)2 H(z1 , z2).
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Proof. Step 1. Claim. For any differentiable function f on the ball, set
Lf (z) :=\ z1 f &- 2 z1

z2
f+ (z).
Then for any ‘ # D, Lg~ (.(‘))=0.
This is to be compared with [Ru, Theorem 11.4.7].
If g~ was assumed to be smooth in a neighborhood of B2, it would be
enough to notice that for each z # .(D)/B2, L is a derivation along the
complex tangent line to B2 at z. Since | g~ | is maximal on .(D) with
respect to B2, its derivative Lg~ should vanish there. The slightly more
intricate argument that follows merely extends this to the case where
&g~ &=1.
Notice first that since g is smooth across the unit circle, its derivative is
bounded in a neighborhood of it and we have c1>0 such that 1&| g(‘)|2
c1(1&|‘|2) for all ‘ # D.
Now consider the complex line L passing through the point .(‘0) and
parallel to the vector (1, &‘0)=: X(‘0). We claim that there exists a c2>0
such that the disk of center .(‘0), of radius c2(1&|‘0 |2)12 along the line
L is contained in B2. Indeed, for any ‘0 of modulus close enough to 1,
choose an orthogonal basis [=1 , =2] of C2 in the following way. Let
.(‘0)* :=.(‘0)|.(‘0)| (the projection of .(‘0) to the boundary of the
ball). The complex line normal to B2 at .(‘0)* is directed by the vector
.(‘0)*, or equivalently by the vector =1 :==1(‘0) :=(1, ‘0). Let =2 give the
complex-tangential direction to B2 at the point .(‘0)*: ’2(‘0) :=(1, &1‘ 0).
When |‘0 |=1, .(‘0)=.(‘0)* and =2(‘0)=X(‘0). In general
X(‘0)=(1&|‘0 |2) :(‘0) =1(‘0)+;(‘0) =2(‘0),
where :, ;, &=1&, &=2& and (1&|.(‘0)|2)(1&|‘0 |2) are bounded and
bounded away from 0 when ‘0 is in a neighborhood of the unit circle.
In these new coordinates, it is well-know and easy to check that there
exists c3>0 such that for all !1 , !2 # D(0, c3)/C,
.(‘0)+!1(1&|.(‘0)| 2) =1+!2(1&|.(‘0)|2)12 =1 # B2.
From this and the expression of X in our basis, we deduce easily that there
exists c2>0 and $>0 such that for 1&|‘0 |2<$ and * # D(0, c2)/C,
.(‘0)+*(1&|‘0 | 2)12
X
&X&
# B2. K
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Then the function
f (‘) := g~ (.(‘0)+c2(1&|‘0 |2)12 ‘(1, &‘0))
is bounded by 1 in modulus on the unit disk, and SchwarzPick’s lemma
(see [Gr, Chapter I, Lemma 1.2]) shows that
| f $(0)|1&| f (0)|2=1&| g~ (.(‘0))|2=1&| g(‘0)|2c1(1&|‘0 |2),
and since f $(0)=c2(1&|‘0 |2)12 Lg~ (.(‘0)) (notice that along .(D), z1 - 2
=‘), we have |Lg~ (.(‘0))|C(1&|‘0 |2)12. Now Lg~ (.(‘)) is a holo-
morphic function on D, so it must be identically zero, which proves the
Claim.
Step 2. Consider the change of variables
{w1=z1w2=z2&- 2 z21= {
z1=w1
z2=w2+- 2 w21 = .
If we set g~ 1(w1 , w2) :=g~ (z1 , z2), we then have L1 g~ 1(w1 , 0)=0, where
L1 g~ 1(w)=((w1) g~ 1&3 - 2 w1(w2) g~ 1)(w).
Since g~ 1(w1 , 0)= g(- 2 w1), we have (w1) g~ 1(w1 , 0)=- 2 g$(- 2 w1),
and the above partial differential equation becomes
- 2 g$(‘)=3‘

w2
g~ 1 \ ‘- 2 , 0+ ,
which can be solved if and only if g$(‘)=‘h(‘). We then have
(w2) g~ 1(w1 , 0)=(- 23) h(- 2 w1), and this provides the expansion of
order 1 of g~ 1 near [w2=0], so
g~ 1(w1 , w2)= g(- 2 w1)+w2
- 2
3
h(- 2 w1)+w22H1(w1 , w2),
for some H1 holomorphic on the image of B2 under the change of
variables. Going back to the (z1 , z2) variables, we get the Lemma.
We now make a small aside to look into the problem of extending a
family of simple functions (the monomials ‘k) from the analytic disk .(D)
to B2 with the smallest possible H norm.
Lemma 15. (i) For any g~ # H(B2) such that g~ (.(‘))=‘, &g~ &- 2,
and this bound is attained by g~ (z1 , z2)=- 2 z1 .
(ii) For any k{1, there exists g~ k # H(B2) such that g~ k(.(‘))=‘k and
&g~ k&=1.
In particular, one can take g~ 2(z1 , z2)=(23)(z21+- 2 z2), g~ 3(z1 , z2)=2z1z2 .
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Remark. We know that the only analytic disks in the ball that allow the
uniform norm-preserving extension of any bounded holomorphic function
are the affine embeddings of D [St], [Su]; this is to be compared with
Lempert’s result that the only disks which admit a holomorphic retraction
are geodesic disks for the Kobayashi distance, i.e., in this instance affine
disks once again [Le1], [Le2]. For our disk .(D), the above lemma gives
explicit examples of the functions which do or don’t admit norm-preserving
extensions.
Proof. (i) Since g~ (‘- 2, ‘2- 2)=‘, (1- 2)(z1) g~ (0, 0)=1. Apply-
ing Schwarz’s Lemma, we get supz # D g~ (z, 0)- 2, whence the result.
(ii) When g(‘)=‘2, g$(‘)=2‘, h(‘)=2, and setting H=0, we find g~ 2 .
Checking the norm inequality for (z1 , z2) # B2 is elementary.
In the same way, or by inspection, we find g~ 3 . Given any integer k2,
we can find two non negative integers a, b such that k=2a+3b. We then
set g~ k= g~ a2 g~
b
3 .
The next result will essentially complete the proof of Theorem 12.
Lemma 16. The function g~ 3 in Lemma 15 is the only g~ # H(B2) such
that g~ (.(‘))=‘3 and &g~ &=1.
Proof. Let us first consider the simpler case where g~ is holomorphic in
a neighborhood of the closed ball. Then so is H (the function obtained in
Lemma 14).
For any & # ]0, 2?[, consider the map from the disk to the ball given by
&(‘) :=(‘- 2, ei&(‘2- 2)). Then, applying Lemma 14,
g~ (&(ei%))=ei&e3i%+ 12 e
4i% (e i&&1)2 H(&(ei%)).
A winding number argument then shows that H must vanish at some point
along the curve &(D). We will show that in fact H is identically zero.
Now remove the additional assumption;
g~ (&(‘))=ei&‘3[1+ 12‘(e
i&&1)2 H(&(‘))].
Set f (‘)= 12‘(e
i&&1)2 H(&(‘)). This function can only be constant if H=0.
Suppose this is not the case.
We claim that for any r # ]0, 1[, there exists %r # ]0, 2?[ such that
f (rei%r)>0. Indeed, there exists $>0 such that this is true for all r # ]0, $[,
by the Open Mapping Theorem, since f (0)=0. Let r0 be the largest
number such that the conclusion of the claim holds for all r # ]0, r0[. If
r0<1, since the winding number of the curve f (re i%) around 0 is positive
for r small enough and can only change for a value of r at which the curve
523INTERPOLATION WITH MINIMUM NORM
goes through 0, there must be 0<r1r0 such that f (r1e i%r1)=0. Then there
is r2] # 0, r1[ such that f (r2ei%r2) is maximal (we use the compactness of
f [D (0, r1)]). But this violates the Open Mapping Theorem in a neighbor-
hood of the point r2e i%r2.
By the same argument, we can see that the function which to r associates
the largest possible value f (rei%r) cannot have a local maximum, and that
(with a slight abuse of notation) lim supr  1& f (rei%r)>0. This yields
lim sup
r  1&
| g~ (&(rei%r))|lim sup
r  1&
r3[1+ f (re i%r )]>1,
a contradiction. Thus we must have H#0. K
End of Proof of Theorem 12. Pick aj :=.(‘j) where ‘1 , ..., ‘4 are distinct
points in the unit disk, and vj :=‘3j . By Lemma 13, any solution to the
problem (1) must be equal to ‘3 at the point .(‘), for any ‘ # D, and
&v&H  (B2)Ia1. By Lemma 15, &v&H (B2)Ia=1, and by Lemma 16, the solu-
tion to the problem is unique and assumes its maximum modulus on the
set [ |z1|=|z2 |=1- 2].
This example shows that the inclusions proved in Theorem 1 and
Proposition 11 can be strict. Here f0(z)=2z1 z2 , U(a, v)=B2, and M( f0)=
[ |z1|=|z2 |=1- 2], so M( f0)7=[ |z1|1- 2, |z2 |1- 2].
On the other hand, since f0 # A(B2) already, we have F*= f0 |B2 . It is
easy to see (by using what is known about the unit disk) that we may take
+=.
*
((12?) d%), and E+=.(D). So we have the strict inclusions that we
had announced.
ACKNOWLEDGMENTS
The second-named author thanks Makhlouf Derridj, Norman Levenberg, and Zbigniew
Slodkowski for useful discussions.
REFERENCES
[Am1] E. Amar, ‘‘Suites d’interpolation dans le spectre d’une alge bre d’ope rateurs,’’ The se,
Universite Paris XI, Orsay, 1977.
[Am2] E. Amar, ‘‘Representation of Quotient Algebras and PickNevanlinna Measures,’’
preprint, 1997.
[Bo-Du] F. Bonsall and J. Duncan, ‘‘Complete Normed Algebras,’’ Ergeb. Math. Grenzgeb.,
Vol. 80, Springer-Verlag, BerlinHeidelbergNew York, 1973.
[Co-We] B. Cole and J. Wermer, Pick interpolation, von Neumann inequalities, and hyper-
convex sets, in ‘‘Complex Potential Theory’’ (P. M. Gautier, Ed.), pp. 89129,
Kluwer, Dordrecht, 1994.
524 AMAR AND THOMAS
[Du-St] T. Duchamp and E. L. Stout, Maximum modulus sets, Ann. Inst. Fourier (Grenoble)
31 (1981), 3769.
[Fo] F. Forstneric, The length of a set in the sphere whose polynomial hull contains the
origin, Indag. Math. (N.S.) 3 (1992), 169172.
[Gm] T. W. Gamelin, Extremal problems in arbitrary domains, Michigan Math. J. 20
(1973), 311.
[Gr] J. Garnett, ‘‘Bounded Analytic Functions,’’ Academic Press, New York, 1981.
[La] M. Lawrence, Polynomial hulls of sets of finite length in strictly convex boundaries,
manuscript.
[Le1] L. Lempert, La me trique de Kobayashi et la repre sentation des domaines sur la
boule, Bull. Soc. Math. France 109 (1981), 427474.
[Le2] L. Lempert, Holomorphic retracts and intrinsic metrics in convex domains, Anal.
Math. 8 (1982), 257261.
[Ra] W. Ramey, On the behavior of holomorphic functions near maximum modulus
sets, Math. Ann. 276 (1986), 137144.
[Ru] W. Rudin, ‘‘Function Theory in the Unit Ball of Cn,’’ Springer-Verlag, Berlin, 1980.
[St] C. Stanton, Embedding Riemann surfaces in polydisks, Duke Math. J. 43 (1976),
791796.
[Su] T. J. Suffridge, Common fixed points of commuting holomorphic maps of the
hyperball, Michigan Math. J. 21 (1974), 309314.
[We] J. Wermer, Quotient algebras of uniform algebras, in ‘‘Symp. on Function Algebras
and Rational Approximation,’’ University of Michigan, 1969.
525INTERPOLATION WITH MINIMUM NORM
