Abstract. The restarted Arnoldi algorithm, implemented in the ARPACK software library and MATLAB's eigs command, is among the most common means of computing select eigenvalues and eigenvectors of a large, sparse matrix. To assist convergence, a starting vector is repeatedly refined via the application of automatically constructed polynomial filters whose roots are known as "exact shifts." Though Sorensen proved the success of this procedure under mild hypotheses for Hermitian matrices, a convergence proof for the non-Hermitian case has remained elusive. The present note describes a class of examples for which the algorithm fails in the strongest possible sense; that is, the polynomial filter used to restart the iteration deflates the eigenspace one is attempting to compute. 1. Setting. Large-scale matrix eigenvalue problems typically derive from applications in which one seeks only some small subset of the spectrum, such as the largest magnitude or rightmost eigenvalues for stability analysis of dynamical systems. Given a matrix A ∈ C n×n , one can approximate such eigenvalues by projecting A onto an appropriate low-dimensional subspace and then solving a small eigenvalue problem with a dense method such as the QR algorithm. The Arnoldi method [1, 13] orthogonally projects A onto the Krylov subspace
1. Setting. Large-scale matrix eigenvalue problems typically derive from applications in which one seeks only some small subset of the spectrum, such as the largest magnitude or rightmost eigenvalues for stability analysis of dynamical systems. Given a matrix A ∈ C n×n , one can approximate such eigenvalues by projecting A onto an appropriate low-dimensional subspace and then solving a small eigenvalue problem with a dense method such as the QR algorithm. The Arnoldi method [1, 13] orthogonally projects A onto the Krylov subspace K k (A, v) := span{v, Av, . . . , A k−1 v} generated by the starting vector v ∈ C n . This subspace-the span of iterates of the power method-often produces eigenvalue estimates that fall on the "periphery" of the spectrum [16] , though the quality of such approximations depends on the distribution of the eigenvalues of A, the angles between associated eigenvectors, and the starting vector v. Provided that dim K k+1 (A, v) = k + 1, by the end of the kth iteration the Arnoldi algorithm has produced orthonormal vectors v 1 , . . . , v k+1 such that span{v 1 , . . . , v j } = K j (A, v) for all j = 1, . . . , k + 1. Accumulating v 1 , . . . , v k into the columns of V k ∈ C n×k , the algebra affecting the construction of the basis can be summarized in the Arnoldi factorization
where e k denotes the last column of the k × k identity matrix and H k = V * k AV k is an upper Hessenberg matrix. The eigenvalues of H k , the Ritz values, approximate eigenvalues of A in the sense that if H k u = θu, then
These Ritz values must fall within the numerical range (or field of values) of A, W (A) := {z ∈ C : z = x * Ax for some x ∈ C n with x = 1}, (2)
The numerical range of a normal matrix is the convex hull of its spectrum [5] ; for nonnormal matrices, the numerical range may contain points far from any eigenvalue (see, e.g., [17, Ch. 17] ), a fact critical to the examples we shall present. Given the Arnoldi algorithm's broad utility, its nontrivial convergence behavior has attracted considerable attention [3, 4, 6, 7, 8, 13] .
The computational cost of enlarging the Krylov subspace in the Arnoldi algorithm grows with the subspace dimension, k, and for large problems storage of the basis vectors alone becomes burdensome. Unfortunately, in many cases practical values of k fail to produce sufficiently accurate eigenvalue estimates. A simple solution is to restart the iteration, using information culled from the factorization (1) to refine the starting vector v in a manner that enriches components in the direction of desired eigenvectors while damping unwanted eigenvectors. This process is most commonly implemented through a polynomial filter : the starting vector for the new Arnoldi factorization takes the form
for some polynomial ψ, generally of low degree. Strategies for constructing ψ vary. Saad advocated a choice designed to produce v + as a linear combination of the desired Ritz vectors [13] . Later methods chose ψ to be small over an adaptively identified region of the complex plane containing only the unwanted eigenvalues, but such procedures proved difficult to reliably automate. Sorensen proposed a less elaborate strategy: take ψ to be a polynomial whose roots match the undesired Ritz values [14] . More precisely, suppose we seek m eigenvalues and have already built an Arnoldi factorization of dimension k = m + p for some p > 0. Sort the eigenvalues of H k into the m possessing the desired trait (e.g., those rightmost or largest in magnitude), labeled θ 1 , . . . , θ m , and the remaining p values θ m+1 , . . . , θ m+p , which we implicitly assume are coarse approximations to eigenvalues we do not seek. Set
These roots of ψ, the undesired Ritz values, are called exact shifts. Such shifts form an essential part of the ARPACK library [9] , and their efficacy is responsible in no small part for the popularity enjoyed by that software and MATLAB's subordinate eigs command. (In the same paper that advocated exact shifts, Sorensen also proposed a robust method of implicitly restarting the Arnoldi algorithm using the roots of an arbitrary filter polynomial [14] . An alternative implementation, Stewart's KrylovSchur algorithm, requires the use of exact shifts [15] .)
Numerous computational examples demonstrate the success of exact shifts; see, e.g., [3, 4, 9] . A convergence proof would require that one make precise the notion that the p Ritz values used as shifts approximate the unwanted eigenvalues. For Hermitian A an appeal to the interlacing theorem [11] suffices. Labeling the eigenvalues of A as λ 1 ≤ λ 2 ≤ · · · ≤ λ n , there can be at most one Ritz value in the interval (λ 1 , λ 2 ), two Ritz values in (λ 2 , λ 3 ), and so on. This interlacing forms the basis of Sorensen's proof that for a Hermitian matrix the restarted Arnoldi algorithm converges to extreme eigenvalues. 1 In the years since the introduction of exact shifts, a convergence proof for non-Hermitian matrices has remained elusive. Several results ensure convergence provided the exact shifts satisfy an appropriate distribution [3, 4, 8] , but conditions guaranteeing that exact shifts exhibit such behavior have not yet been established. Indeed, few fine results about the Ritz values of non-Hermitian matrices are known.
The purpose of this note is to provide a counterexample to the conjecture that the restarted Arnoldi algorithm with exact shifts must converge under hypotheses resembling those sufficient for the Hermitian case. Our examples illustrate the failure of the algorithm in the strongest sense, in that the filter polynomial ψ exactly deflates a sought-after (perfectly conditioned) eigenvalue.
Throughout we assume that all computations are performed in exact arithmetic and in particular that eigenvalues of the upper Hessenberg matrix H k are determined exactly.
Simple example.
We begin with a small example that clearly demonstrates how restarting with exact shifts can produce catastrophic results. Suppose we seek the largest magnitude (and rightmost) eigenvalue λ = 1 and associated eigenvector
We denote the bottom-right 3 × 3 submatrix of A by
The desired eigenvalue λ = 1 of A is far from the rest of the spectrum, σ(D) = {0}, and is also fairly well separated [16, p. 46] :
In the language of pseudospectra [17] , this implies 1 ∈ σ ε (D) for all ε < 0.0837 . . . , where
Furthermore, the eigenvector u 1 is orthogonal to the complementary invariant subspace associated with the zero eigenvalue; that is, λ = 1 is perfectly conditioned [2] .
Apply the restarted Arnoldi method to A with the starting vector v = [1 1 1 1] T . We seek the m = 1 eigenvalue and will build the Krylov subspace out to dimension k = m + p = 2 before restarting. Two steps of the Arnoldi algorithm produce the orthonormal basis vectors
and upper Hessenberg matrix
and hence the Ritz values are θ 1 = 2 and θ 2 = 1 (ordered by decreasing magnitude). The smaller magnitude (and leftmost) of these is chosen as the exact shift; hence the filter polynomial ψ(z) = z − 1 produces the new starting vector
Note that v + has no component in the desired eigenvector u 1 -that is, v + is contained in the invariant subspace associated with the zero eigenvalue, and hence the eigenvalue λ = 1 will exert no influence upon further Arnoldi iterations.
One might suspect that this starting vector has been specially engineered to yield this behavior. While this is true of the last three components of v, it is curious that the phenomenon persists even when v is arbitrarily enriched in the eigenvector we wish to compute. If we set v = [α 1 1 1] T for any α ∈ R, then two steps of the Arnoldi algorithm yield the upper Hessenberg matrix
The Ritz values θ 1 = 2 and θ 2 = 1 are independent of the bias of the starting vector v toward the desired eigenvector. As demonstrated in the next section, this behavior is an instance of a broader phenomenon that will facilitate the design of larger examples. 
and define the companion matrix
for constants c 1 , . . . , c k ; unspecified entries equal zero. A direct calculation reveals
for the vector
there exists some invertible R k ∈ C k×k such that
Recalling that H k = V * k AV k , pre-and postmultiply (4) by V * k and R
−1
k to obtain
i.e., the companion matrix C k and the upper Hessenberg matrix H k are similar and thus have the same eigenvalues. This development facilitates the following result. Proof. To write a Krylov factorization for K k (D, w), we define
with coefficients c 1 , . . . , c k chosen, e.g., via the Gram-Schmidt process, to ensure
Since σ(T) ⊆ {θ 1 , . . . , θ k } (respecting multiplicity), the polynomial
annihilates T, leaving r = 0 r .
It follows that r is orthogonal to K k (A, v), and hence the Ritz values for A and v drawn from this subspace must be θ 1 , . . . , θ k .
As Ritz values are invariant to unitary similarity transformations, the matrix A and v in the theorem could be replaced by Q * AQ and Q * v for any unitary matrix Q ∈ C n×n . Of fundamental importance is the fact that the invariant subspace associated with σ(T) be orthogonal to the one associated with σ(D). The matrix T need not be normal nor even diagonalizable.
This result (which relates to the example of maximal Krylov subspaces for derogatory matrices given in [3, p. 1081]) suggests a procedure for manufacturing examples like the one presented in section 2. The following approach presumes that one seeks the largest magnitude eigenvalues of a matrix (as is typical, e.g., after performing a shift-invert or Cayley transformation of the original matrix [10] ).
1. Find a matrix D and starting vector w such that the Ritz values produced by k ≥ 2m steps of the Arnoldi process, when ordered by decreasing magnitude, satisfy
2. Construct a matrix T ∈ C m×m with eigenvalues θ m+1 , . . . , θ 2m ; take x ∈ C m to be any vector.
Build the matrix and starting vector
We wish to compute the largest magnitude eigenvalues of A, which by (5) are the eigenvalues θ m+1 , . . . , θ 2m of T. Apply k steps of the Arnoldi process, resulting in the same Ritz values obtained in step 1. 4. The exact shift procedure will select Ritz values θ m+1 , . . . , θ k as the roots of the filter polynomial. These shifts include the eigenvalues of A we seek, which are thus deflated from v and hence cannot be recovered by the restarted iteration.
Examples of this sort rely on Ritz values that fall well beyond all the eigenvalues of D. If that matrix is normal, then all its Ritz values would be contained in the convex hull of its spectrum. Hence no normal D will give Ritz values larger in magnitude than (or further to the right of) its eigenvalues, and consequently no such matrix is suitable for use in the above construction. Nonnormality thus plays a central role in examples of this form. Both the example of section 2 and the one we shall next present have been designed so that the eigenvalues of interest are not unduly influenced by this nonnormality and hence would likely be meaningful in applications (e.g., D may be far from normal, but the desired eigenvalues of A are well separated from D). As in [4, section 4.4], nonnormality associated with undesired eigenvalues complicates convergence to desired, ideally conditioned eigenvalues.
Larger example.
Next we follow the procedure just described to produce a scenario that perhaps appears less contrived than the 4 × 4 example of section 2. To begin, consider the upper triangular matrix D = Λ + β S γ , where
for parameters α, β, γ ≥ 0. The spectrum of this matrix is uniformly distributed over the interval [−α, α]. For α > 0 the matrix is diagonalizable, with β and γ controlling the conditioning of the eigenvalues. Qualitatively, the growth of s j with j causes eigenvalues on the right end of the spectrum to exhibit greater sensitivity than those on the left. Increasing β magnifies the ill-conditioning throughout the spectrum, while increasing γ improves the conditioning, most acutely for the leftmost eigenvalues.
In the example that follows, D has dimension n = 100 with α = 1/2 and β = γ = 4. Figure 1(a) shows the spectrum, numerical range (2), and ε-pseudospectra (3) of D. The matrix exhibits a moderate departure from normality, with the right half of the spectrum especially sensitive. We now follow the recipe outlined above to obtain an A and v for which these shifts would be catastrophic. Let T ∈ C 5×5 be a diagonal matrix whose eigenvalues equal those five smallest magnitude Ritz values, and set A to be the 105 × 105 matrix A = diag (T, D) ; the eigenvalues of A are shown in Figure 1(c) . By design, the eigenvalues of T are the largest magnitude eigenvalues of A, and they all fall beyond the ε = 10 T , but that choice has no influence on the figure.) As ensured by the theorem, these Ritz values are identical to those obtained from D and w. To compute the largest magnitude eigenvalues of A, the exact shift strategy picks as shifts the five smallest Ritz values-which coincide with the five largest magnitude eigenvalues of A. Again, the exact shift procedure will deflate precisely those eigenvalues we wish to compute.
5. Discussion. Our aim here has been to address a theoretical question concerning the convergence of the restarted Arnoldi algorithm with exact shifts. In no way do we suggest that the behavior our examples exhibit is commonplace. The exact shift procedure remains the most robust general-purpose method for restarting the Arnoldi method, endorsed by years of successful computation. Our constructions rely on special choices for the starting vector (the components in w) and a fixed number of steps; by changing w, or increasing or decreasing k, one may well converge to the correct eigenvalues without incident. Even with problematic w and k, the rounding errors that occur in practical computations can allow the desired eigenvectors to emerge after numerous additional iterations. (Indeed, when applied to the example in section 4, eigs eventually finds the five desired eigenvalues.)
On those occasions when ARPACK fails to converge, the culprit is likely more mundane than the extreme failure exhibited here. For example, the requested eigenvalues may form part of a tight cluster, in which case any shift procedure would struggle to develop, in a tractable number of iterations, a polynomial filter that is large on the desired eigenvalues while being small on those nearby undesired eigenvalues. Such behavior is explained by the conventional restarted Arnoldi convergence analysis cited in the introduction.
The mere existence of examples for which the restarted Arnoldi algorithm with exact shifts deflates the desired eigenvalues underscores the need for a deeper understanding of the behavior of Ritz values of non-Hermitian matrices. Though these eigenvalue estimates must fall within the numerical range, little else is known, deterministically or stochastically, about their distribution. Progress on this important problem could provide a foundation for a robust convergence theory for the restarted Arnoldi algorithm and illuminate many other corners of iterative linear algebra.
