Abstract When operating from the cloud, traces of user activities and behavioral patterns are accessible to anyone with enough privileges within the system. This could be, for example, the case of dishonest technical staff who may well be interested in selling user logs to competitors. In this paper, we investigate some of the security and privacy leakages derived from the analysis of user activities. We show that the working behavioral patterns exhibited by users can be easily captured into computationally useful representations that would allow an adversary to predict future activities, detect the occurrence of events of interest, or infer the organization's internal structure. We then introduce the idea of obfuscating user behaviour through Online Action Randomization Algorithms. In doing so, we introduce an indistinguishability-based definition for perfectly obfuscated actions and a concrete scheme to randomize user traces in an incremental way. We report experimental results confirming the obfuscation quality and other properties of the proposed schemes.
Introduction
One major danger of externalizing an organization's computing activities is the potential loss of some of the security and privacy properties intrinsically provided by an owned, perimetered network. Operating from the cloud is undoubtedly very attractive from an economic perspective due to its flexibility, technical advantages, and cost efficiency, but it also entails a number of security concerns. It has been pointed out that many such security issues are essentially old problems in a new setting, although they may be more acute [1] . This is precisely the case of the so-called insider threats, i.e., security risks posed by authorized users who enjoy enough privileges to compromise some security properties of the organization's assets. Yet in a cloud computing environment, the concept of 'insider' acquires a renewed relevance, since the technical staff employed by the cloud operator may enjoy the same, or even more privileges, than any truly internal user. In fact, the malicious insider problem is systematically found in the top seven security threats of cloud computing published by the Cloud Security Alliance [2] , as many providers do not reveal how they hire staff, how they grant them access to computing assets, or how they monitor them.
These and other concerns have encouraged organizations to heavily rely on different cryptographic primitives to securely store and process data in the cloud. Appropriate use of these techniques can minimize the risk exposure to, for example, privacy leakages, integrity breaches, or data theft. Yet what these techniques cannot offer so far is protection against an insider attempting to gain information about the organization's assets and ongoing operations by simply observing user behavior. The situation is somewhat similar to traffic analysis attacks in communication networks [3] , where the mere observation of traffic flows (or the lack of them) enables an observer to infer sensitive information about what it is going on.
Ideally, users should be provided with guarantees that their logs and traces are conveniently anonymized or, at least, that they are processed in a privacy-preserving way [4] . Work in privacy-preserving data processing has proliferated over the last decade in many domains, and the cloud computing setting poses some interesting challenges. In our opinion, cloud users must be aware that any activity performed in the cloud can be potentially monitored, recorded, and analyzed by an attacker with enough privileges in the cloud infrastructure. Consequently, not only data but also actions (or the lack of them) must be conveniently processed in order to preserve some privacy properties.
Contributions
In this work, we investigate some of the security and privacy threats posed by any passive observer with access to users' activities on a computing infrastructure. As discussed above, this is the case of cloud operators and others insiders with enough privileges to monitor users accessing the cloud remotely, either in real time or offline, through logs and other historical records.
In particular, we make the following contributions:
1. We show through the analysis of real-world user traces that the behavioral patterns exhibited by users can be easily captured into a computationally useful representation by anyone with access to the raw data. 2. We argue that these models can be subsequently used to carry out activities that violate some security and privacy properties of the organization. This includes predicting future activities to be executed by users, even in the absence of complete information; detecting unusual work patterns that in turn could reveal the occurrence of events of interest; or deducing the organization's internal structure by inferring the role played by different users. We evaluate and discuss some of these attacks. 3. We describe a potential countermeasure based on obfuscating user activities to prevent profiling attacks. To that end, we introduce an indistinguishabilitybased definition for perfectly obfuscated actions and a concrete scheme to randomize user traces in an incremental way. 4. We propose and explore the performance of four different heuristic procedures to randomize users activities. All of them constitute practical schemes that could be deployed with little extra cost on the organization. We discuss their obfuscation quality and other properties related to the influence on the adversary's perceived state.
Related Work
Security and privacy concerns constitute strong obstacles to wide adoption of cloud computing. Most classic security problems translate easily into equivalent, or even more acute, threats in the cloud domain, while others become particularly worrisome. Thus, for example, recent research has shown that multitenancy opens some doors for potential privacy leaks through traffic patterns and other side channels, making it possible for an attacker to infer private information about a victim whose virtualized application is on the same physical machine [5] . In most current cloud computing frameworks, users do not have access to the cloud's internal operational details. Consequently, both users' data and activities could be examined and recorded without the users' consent and, more importantly, in an undetectable way. Even if the cloud service provider is trusted in the sense that it guarantees the privacy of its users, it is unclear whether a malicious insider will do the same. Apart from stealing valuable data stored in the cloud, the traces of activity left by users contain sensitive information about the users' identities and preferences, and the role played in the organization, etc. Several decades of research in user modeling techniques have revealed that users tend to display patterns of actions throughout their normal working activities [6] . Such patterns are extremely regular and often have very low complexity. Thus, for example, experiments conducted by Davison and Hirsh [7, 8] showed that in most cases, the last two commands executed by a user suffice to predict the next action with an accuracy of around 38 %.
In a recent experiment, the MIT Reality Mining Project [9] provided further evidence about the risks of user profiling. In this case, the location and communication activities of 100 users chosen among students and staff were monitored during several days. The logs were used to construct classifiers that revealed huge amounts of sensitive information about each user's preferences, intentions, relations with others, etc. For example, it was found that staff and students have very different behavioral patterns, so it is easy to classify them. Furthermore, only a few parameters could serve to guess the relationship between two users, and predicting future actions and locations is extremely easy in almost all cases.
The interested reader can find in [10] a more detailed discussion about challenges in cloud computing security and privacy.
Background

Definitions and Notation
We first introduce and discuss some definitions and notation that will be extensively used throughout this paper.
Definition 1 (Actions) For each system user U, let ActðUÞ ¼ fa 1 ; . . .; a K g be the set of possible actions available to U. For the purposes of this paper, we will assume each action to be atomic, i.e. with no duration. This is a quite simplified model of user actions. Nonetheless, for the purposes of this work, we attempt to keep behavioral profiles as simple as possible, and therefore we choose not to use a richer data model, e.g., including action modifiers and attributes. We also will not use a fine-grained data model for actions related to communications. Thus, for example, one action could represent the fact that the user sends an email, but the recipient and other message attributes will be omitted, effectively making all email actions indistinguishable. Later on, we show how such a simplistic model suffices to obtain reliable behavioral profiles of most users, even though we acknowledge that a richer data model could provide us with more interesting information. Definition 2 (Trace) A trace TrðUÞ ¼ ho 1 ; . . .; o ' i, with o i 2 ActðUÞ, is an ordered sequence of actions executed by user U. We assume the order is implicit in the sequence. Thus, o 1 was executed before o 2 , which was executed before o 3 , and so on. We will denote by jTrðUÞj ¼ ' the length of TrðUÞ.
Here we deliberately avoid the use of timestamps and other contextual information associated with each action executed. Even though such information is generally available in most log formats, we will make no use of it in this work. Only the temporal relation among actions will be explicitly used in our model. N-grams capture temporal relations and dependencies among actions. As we will show later, the majority of tasks performed by users are composed of sequences of repetitive actions. Such routines can be reliablly represented by a few, highly probable short sequences.
Evaluation Framework
The proposal and empirical work introduced in this paper will be evaluated using a dataset of user traces introduced by Schonlau et al. (SEA) [11] . The dataset 1 consists of sequences of truncated UNIX commands corresponding to the normal activity of 70 users and collected over a period of several months. These user traces were originally released to provide a framework for the evaluation of different masquerade detection methods. Roughly speaking, a masquerader is an attacker who succeeds in obtaining a legitimate user's credentials and attempts to use the stolen identity to carry out malicious actions (e.g. credit card fraud). Masquerade detection algorithms construct models of user behavior and then measure departures from them to identify if someone other than the authorized user is impersonating him. In the SEA dataset, 50 users were chosen as intrusion targets and the remaining 20 as masqueraders. The dataset provides 15,000 commands for each one of the target users, organized as follows. The first 5,000 commands contain actions actually executed by the user. The remaining 10,000 commands are split in blocks of 100 commands, each block being either self (i.e., corresponding to the user) or non-self. Non-self blocks represent masquerade attempts and contain commands issued by a randomly chosen masquerader user.
As introduced in [11] , the main task for a masquerade detection algorithm is to accurately identify non-self blocks as anomalous (and, therefore, implicitly marked as masquerade attempts), while correctly classifying the self blocks as belonging to the user. The work in [11] explores the performance of six different machine learning algorithms for this task. Work on masquerade detection (and, more generally, on profiling user behavior for security purposes) has proliferated over the last decade, especially concerning the study of different detection strategies. Some of the proposals include the use of Bayes classifiers and Support Vector Machines [12] [13] [14] [15] [16] ; information-theoretic approaches [17, 18] ; hidden Markov models [19] ; or sequence-and text-mining [20] [21] [22] [23] schemes, among others. Despite the diversity of principles behind these methods, the reported results show that they all perform similarly in terms of accuracy.
In this paper, we will first use the SEA dataset to evaluate the extent to which users are generally susceptible to profiling attacks. As we will have no interest in the detection of masquerade attempts, all the data blocks labeled as such in the dataset will be simply ignored. Subsequently, we will use the same dataset to study the performance of different obfuscation strategies.
User Profiling Attacks
In this section, we motivate our work by showing how an adversary, who can observe the activities carried out by a user during a prolonged period of time, is able to obtain a computationally useful profile of his behavior. Such profiles can be used for a number of purposes, including predicting the user's future activities, detecting unusual work patterns, which could reveal the occurrence of events of interest, or inferring users with a similar role in the organization by clustering similar behavioral profiles.
Experiment 1: Measuring the Complexity of User Behavioural Patterns
One reason why user behaviour can be efficiently profiled into a computationally useful model is its low complexity. This fact has been repeatedly pointed out in works devoted to modeling user activities and reveals the intrinsically repetitive nature of most computer tasks. In order to obtain some numerical estimates of such a phenomenon, we have computed several metrics for each one of the 50 users in the SEA dataset. Figure 1 shows the fraction of used commands and each user's entropy. The former is simply computed by dividing the number of observed commands into 856, which is the total number of actions available. The entropy, on the other hand, is given in relative terms, i.e. divided by the maximum possible attainable entropy:
where P(a i ) is the probability of action a i , as computed from TrðUÞ. Both charts confirm the hypothesis that users tend to repeat themselves by using only a reduced set of actions, generally less than 20 % of those available in the system. As a result, user entropy oscillates roughly around 50 % of its maximum and, in some cases, notably lower. Although not shown in this graph, the subset and frequencies of used actions is relatively unique to each user, a fact that facilitates the construction of user-specific profiles and therefore, can serve to distinguish among them.
In order to further explore the low complexity of user behavior, we have computed the number of different N-grams appearing in each user trace. Figure 2 shows the curves obtained for different values of N. We note here that a perfectly random process will yield the maximum (856 N in this case) number of possible N-grams over a statistically significant sample. The case here is quite the contrary. Firstly, for each value of N the number of different N-grams is considerably lower than the maximum; and secondly, the number of different N-grams observed is sublinear in N, quite different from the exponential behavior expected from a truly random process.
Experiment 2: User Predictability
The results obtained in the previous section indicate that users exhibit a fairly regular behavior susceptible to modeling. Such models could be used to anticipate, in a probabilistic sense, the actions that users will execute in the near future. Several machine-learning techniques can be applied here, especially those developed in the context of user modeling for security purposes (e.g., [16] ) or plan recognition and task prediction [6, [24] [25] [26] [27] . To illustrate the extent to which user behavior can be predicted, we conducted a series of experiments based on the use of an incremental probabilistic action modeling (IPAM) algorithm similar to that presented by Davison and Hirsh in [25] . The algorithm relies on a low-order Markov assumption that each action depends only on the few preceding actions. Contrary to the approach followed in [25] , where only the last executed action is used to predict the next one, we use a more general algorithm, denoted IPAM-N, in which the order N of the model will be a user-specified parameter.
The algorithm relies on a data structure called state to keep track of the occurrences of all N-grams observed so far. The state is represented as a tree where each node has degree jActðUÞj. Each node n i in the tree is associated with one action a i and maintains a counter initially set to zero. For each node n i other than the root r, the path r ! n 1 ! Á Á Á ! n i represents the N-gram ha 1 ; . . .; a i i. We denote by stateha 1 ; . . .; a i i the counter kept at the last node, indicating how many times the N-gram ha 1 ; . . .; a i i has been observed so far. This is a very compact and efficient representation of all the N-grams seen so far and their frequencies. In fact, nodes can (and should) be added dynamically. As discussed in Fig. 2 , not all possible N-grams will appear in a user trace, and the actual state will be far smaller than the one theoretically expected.
The two main operations performed over the state are: i.e., the most likely next action according to the observations so far.
We implemented IPAM-N and explored its performance on the SEA dataset. For each user trace, we incrementally learn by using the first 5,000 actions, and then use the model to predict the remaining commands in the trace. We deliberately chose to stop the learning process after 5,000 actions, as this proved to be enough to capture the behavioral patterns exhibited by users.
The prediction accuracy, defined as the fraction of correctly predicted actions, is shown in the boxplots given in Fig. 3 for different values of N. Each boxplot represents the distribution of accuracies computed for the 50 users. In general terms, the prediction error is much lower for 2-and 3-grams than the one obtained by simply relying on the last action. This fact has been reported before in experiments conducted in other contexts (see e.g. [7, 8] ). Furthermore, larger values of N result in a loss of accuracy, mainly due to the overly complicated model and the spread of probabilities over too many and too long N-grams. Fig. 4 shows the prediction accuracy for all users using IPAM-2. In most cases, it is possible to correctly predict the next action with a probability higher than 0.5, which constitutes a very significant gain over the a-priori 1/856 likelihood. The variability among users (prediction-wise) is high, and generally depends on the user role within the organization, the tasks he generally carries out, etc. As discussed before, these and other factors make each user profile relatively unique, a fact that would entail other security risks. 
For illustration purposes,
Further Attacks
In this section, we have given practical evidence about the low complexity of behavioral patterns exhibited by users and their intrinsic susceptibility to modeling. These are by no means the only class of attacks that users under surveillance may experience. As indicated before in this paper, a number of related threats can be demonstrated, including:
• Clustering users with similar profiles. Such clusters could represent behaviors exhibited by users who are functionally similar, e.g. because they play a similar role within the organization. This information may be useful to an adversary who attempts to reconstruct a picture of the whole structure of the organization and the position of each user within it.
• Detecting abnormal working patterns, e.g., by using an anomaly detector. These could indicate a change in the user role (for example, due to an internal promotion) or his assignment to a new task (e.g., a new project).
In this paper, we have omitted results related to these attacks due to space reasons. They will be covered in future work. Nonetheless, the countermeasures we introduce in the next section should suffice to prevent them as well.
Obfuscating Behavioral Patterns with Online Action Randomization Algorithms (OARA)
We next introduce and evaluate practical countermeasures to prevent an observer from learning anything useful from a user trace of actions. We will first introduce the problem in more precise terms and then describe and evaluate concrete schemes.
Online Action Randomization Algorithms
One classical way of reducing the amount of information a process gives to an observer is by obfuscating its observable outcome. Thus, for example, traffic analysis prevention measures rely on primitives such as rerouting network flows through different paths and padding them with dummy traffic (see e.g. [3] ). We will make use of an analogous idea here, but first we provide a more formal treatment of the problem.
Definition 4 (Perfectly obfuscated trace)
A trace TrðUÞ is perfectly obfuscated if there is no algorithm A such that, for all N-grams n 2 ½½TrðUÞ N and all values of N; AðnÞ cannot predict the action next to n in TrðUÞ with a probability greater than 1=jActðUÞj.
Roughly speaking, a perfectly obfuscated trace is one such that at any given point, all future histories of user actions are equally probable. Naturally, any sequence of truly random actions will satisfy this. However, in practice, the problem we deal with is to randomize a sequence of user actions over which we have no influence, i.e., the actions executed by users must be executed and in the same order provided.
Our approach consists in adding padding to the sequence of user-provided actions. Such padding will consist of dummy actions generated by an automated process, preferably operating in an incremental fashion rather than in offline mode. Ideally the result of such dummy actions (opened windows, text output, etc.) should be filtered out, in such a way that the overall operation of the obfuscation process becomes transparent to the final user. We believe that implementing such a filter is technically feasible, although we do not underestimate the technical complexities involved. Figure 5 shows the general architecture of an Online Action Randomization Algorithm (OARA). The main building block is a padding generator function that will be responsible of choosing what action(s) should be executed next. The process is controled by a padding intensity parameter x 2 ½0; 1 and is invoked after each action provided by the user. The output is given by the following expression:
where x s y indicates concatenation, i.e., action x is executed before action y. The variable state will be used by the function to maintain any information necessary to produce the next padding action p. We emphasize that the padding insertion process is performed locally, i.e., at the user's terminal before being sent to execution. Thus, the adversary has only access to the (presumably) randomized sequence, but not to the original one. By following this scheme, a natural consequence of obfuscating a user trace TrðUÞ is that its length will increase to ð1 þ xÞjTrðUÞj. We deliberately choose this model as it allows the user to specify the amount of padding that can be afforded. The reason for that is that many cloud computing providers establish a pricing model based on usage time. If we assume that there is a proportional relation between the amount of actions executed by a user and their economic cost, then x admits a simple interpretation as a budget. A final but important remark is that we will assume that the entire OARA algorithm is public. This implies that the adversary will have access to it, so we cannot rely on trivially breakable schemes such as those based on precomputed tables whose effects the adversary can easily undo.
Randomization Heuristics
We now describe various heuristic strategies to generate padding actions within an online action randomization algorithm. Even though the overall goal is common to all methods (i.e., to increase the prediction error by introducing some distortion into the perceived behavior), each one attempts to maximize a different property of the internal state maintained by the generation process, and presumably by a learner. For clarity, we group them into two classes:
(i) Indistinguishability heuristics that attempt to make the user history indistinguishable from a perfectly random process; and (ii) Concept drift heuristics that attempt to force the learner into learning a concept (i.e., a behavioral pattern) different from the actual one exhibited by the user. Even though these strategies will not satisfy the security notion given in Definition 4, we believe they may be useful in many contexts.
In the following, p t denotes the action produced by the padding generator when adding padding to action a t :
1. RAND-Randomly choose one action in ActðUÞ:
The goal pursued here is to approximate a flat distribution over the set of possible N-grams ½½TrðUÞ N , for every N.
MAX-Choose the most likely next action for the last observed N-gram:
p t arg max x t stateha tÀN ; . . .; a tÀ1 ; x t i ð 5Þ
No specific shape of the distribution over ½½TrðUÞ N is attempted. Rather, by always repeating the so-far most likely next action, the heuristic tries to force the profiling process into learning a wrong behavioral pattern. 
This heuristic can be seen as an intermediate point between the previous ones. By increasing the second most likely next action, the generator attempts to produce a flat distribution, but only among those N-grams seen so far. Here we attempt to achieve the same goal as with RAND but but only among those N-grams seen so far.
RAND and NZMIN are indistinguishability heuristics, whereas MAX and 2MAX belong to the concept drift class. In the case of MAX, 2MAX, and NZMIN, the generator must maintain a state structure equivalent to that described for the IPAM-N algorithm. The parameter N must be chosen by the user. In general, higher values will obfuscate better, but this will depend on the intrinsic complexity of user behavior.
Empirical Evaluation I: Obfuscation Metrics
In this section, we report results obtained after the evaluation of the previously described randomization heuristics on the SEA dataset. The experimental methodology is equivalent to that used in Section 4.2: each user's first 5,000 actions are used to train IPAM-N, and the prediction accuracy is computed over the remaining elements in the trace. Here, however, we provide each user with an online action randomization algorithm, so the learner observes 'actual' actions interleaved with padding.
We first evaluate the amount of obfuscation introduced by the OARA, which we measure as the reduction in prediction accuracy. Thus, a higher obfuscation value translates into a more successful strategy to avoid profiling. Figure 6 shows the distribution of obfuscation obtained for the 50 users with the 4 randomization heuristics and different values of the padding intensity x. These plots correspond to IPAM-2, though the figures for other values of N are completely equivalent.
In terms of obfuscation, RAND and NZMIN are significantly poorer than both MAX and 2MAX. This admits a simple explanation; for each possible N-gram, a prediction error is induced only when a padding action becomes more probable than the actual one. After padding, each possible next action is uniformly chosen and its probability is increased by a small amount. Consequently, prediction errors will only be forced over long periods of time and at high padding intensities, as confirmed by the plots. Restricting the randomization to only those N-grams actually executed by the user (as in NZMIN), translates into better obfuscation quality. Nevertheless, padding intensities over x = 0.8 are required to introduce more than 20 % of the prediction errors.
MAX and 2MAX, on the other hand, perform quite well obfuscation-wise. As expected, 2MAX obfuscates much better due to its ability to flatten some parts of the distribution of N-grams. In both cases, it is possible to achieve high amounts of obfuscation with relatively little padding overhead.
A different picture of how each method acts over the learner's internal state is given in Fig. 7 . Here we plot how the distance between the distribution given by the state and a flat one over all possible N-grams of length 1; 2; . . .; N evolves over time. We use the Kullback-Leibler divergence [28] to measure such deviation, and then average the distance over all possible N-grams:
PðnÞ log 2 ðjActðUÞjÞ i PðnÞ ð 8Þ
The behavior shown in Fig. 7 conforms to our intuition. RAND and NZMIN significantly decrease the average KL distance to an ideal distribution; compare both curves with the baseline one that corresponds to not using padding at all. On the other hand, MAX and 2MAX do not attempt to increase the indistinguishability of the state, so KL values are similar to, or even greater than, those intrinsic to the user. In a way, these figures confirm the intuitive idea that indistinguishability heuristics decrease the information content of a behavioral pattern, whereas concept drift heuristics simply changes it to something different but with a similar amount of information 2 .
Empirical Evaluation II: Overheads
The introduction of padding sequences by each randomization heuristic can affect the size of the state required both by the padding generator and the learner. Here we focus on the latter. Figure 8 shows the state size, measured in the number of Both MAX and 2MAX do not involve any significant increment of the number of different N-grams observed, regardless of the padding intensity. NZMIN, on the contrary, requires both the padding generator and the learner to maintain a bigger internal state. The explanation for this comes from the attempt of the heuristic to maintain a flat distribution over all seen N-grams. Finally, RAND generates as many different N-grams as possible, and this will translate into a continuously growing state. In this last case, we note that this fact is only applicable to the learner, as the padding generator does not need to maintain any internal state for this heuristic. These overheads are also intimately related to the intrinsic goal of each heuristic. RAND and NZMIN will increase the perceived complexity of user behavior. This will translate in a much higher number of different N-grams. On the contrary, MAX and 2MAX will alter the distribution of N-grams, but the overall complexity remains approximately the same.
Concluding Remarks and Future Work
In this paper, we have investigated the threat posed by cloud operators and other 'passive insiders' on the security and privacy of users and organizations that choose to externalize their infrastructure and applications. In particular, we have shown that the regularity and behavioral patterns associated with users' workflows and daily routines can be easily captured by anyone with access to their traces. We argue that this will be generally the case in most anything-as-a-service environment, and we have discussed some of the inherent risks that an organization faces by giving full access to a record of its activities.
Following an approach loosely inspired by that used to counteract traffic analysis attacks, we have proposed to obfuscate user activities as a general measure to prevent profiling attacks. To that end, we have introduced an indistinguishabilitybased definition of perfectly obfuscated actions and a concrete scheme to randomize user traces in an online fashion. Finally, we have empirically evaluated four different obfuscation heuristics and discussed their performance and tradeoffs in terms of obfuscation quality, influence on the adversary's perceived state, etc. All of them constitute practical schemes that could be deployed with little extra cost on the organization.
The work presented here can be refined and improved in a number of directions. For simplicity, we have assumed that all actions have the same cost. This is unlikely to be the case in a real-world environment. In this regard, it would be interesting to extend our proposal towards minimum cost padding schemes. A priori it is unclear to us what strategy will perform the best under such constraints. Similarly, the notion of a padding intensity is motivated by a pricing model based on cloud usage time. This could be clearly suboptimal under other assumptions.
In this work, we have not discussed the possibility of a more powerful insider who, being aware of the presence of a randomization scheme on the user's side, attempts to separate real from dummy actions. A similar problem was attacked in [16] for mimicry masqueraders. In this setting, some external information could be of help to the attacker (e.g., a priory unlikely actions). We believe this is an interesting direction to evaluate the practical strength of randomization heuristics.
Finally, a richer trace model could enable the construction of behavioral patterns more sophisticated than those analyzed here; for example, the inclusion of time, location, and other contextual atributes. Modeling communication patterns explicitly would be particularly interesting, as it may give a clear picture of who communicates with whom within the organization and the correlations, if any, among their activities. We anticipate that these problems could lead to privacyprotection schemes combining classical traffic analysis prevention measures with the sort of techniques introduced in this work.
