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Resumen
Se estudian superficies regladas y se abordan sus elementos ba´sicos como la linea
de estriccio´n y el para´metro de distribucio´n. Se estudian algoritmos para el disen˜o
de superficies desarrollables, a saber el algoritmo de Aumann y el algoritmo proyec-
tivo de Pottmann, en este u´ltimo las superficies desarrollables racionales de Be´zier se
interpretan como curvas en el espacio proyectivo dual (P3)∗. Se estudia de manera
exhaustiva el problema de disen˜o de superficies desarrollables de grado polinomial
3; cuando la curva base es una curva de Be´zier cu´bica no plana y la generatriz es
cuadra´tica. Las te´cnicas estudiadas se implementan en el disen˜o de superficies desa-
rrollables a lo largo de curvas B-spline cu´bicas.
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Introduccio´n
En este trabajo se estudia el disen˜o de superficies desarrollables sobre curvas
polino´micas y en especial para curvas polino´micas de grado 3, para tal estudio con-
sideramos dichas curvas representadas en la base de polinomios de Bernstein; poli-
nomios que surgen naturalmente al estudiar la geometrı´a afı´n de Rn. Adema´s consi-
deramos curvas B-spline de grado 3. Previo a esto ofrecemos nociones ba´sicas sobre
geometrı´a afı´n, geometrı´a proyectiva y curvas de Be´zier. Las nociones de geometrı´a
proyectiva se presentan con el fin de abordar el algoritmo proyectivo para disen˜ar
superficies desarrollables racionales dado por H. Pottmann y G. Farin en [8].
El marco teo´rico de este trabajo se desarrolla en el capı´tulo 2, en el cual se ofre-
cen con detalle las herramientas ba´sicas para el estudio de las superficies regladas y
desarrollables. A continuacio´n ofrecemos un resumen de este capı´tulo.
Una superficie reglada es una superficie que esta´ conformada por rectas llamadas
reglas o generadores, de lo cual se sigue que dado cualquier punto de la superficie
reglada, existe una recta que pasa por dicho punto y dicha recta esta´ totalmente con-
tenida en la superficie. Usualmente, una superficie reglada se expresa por medio de
una curva base llamada directriz y un vector sobre cada punto de la curva base, este
vector es el que otorga la direccio´n al generador en dicho punto. El cilindro y el cono
son ejemplos de superficies regladas, otro ejemplo es el hiperboloide de una hoja.
Todos los generadores de un cilindro son rectas paralelas y todos los generadores de
un cono tienen un punto en comu´n, a saber; el ve´rtice del cono. La diferencia funda-
mental entre el cilindro y el hiperboloide de una hoja es el comportamiento del plano
tangente a lo largo de un generador; en el caso del cilindro el plano tangente a lo lar-
go de un generador es siempre el mismo, esto no se cumple para el hiperboloide de
una hoja.
Para cualquier superficie reglada no cilı´ndrica se puede definir una curva sobre
la superficie llamada lı´nea de estriccio´n, esta curva es de gran importancia, debi-
do a la siguiente propiedad: Si una superficie reglada tiene singularidades, e´stas se
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Vencuentran sobre su lı´nea de estriccio´n.
Una clase importante de las superficies regladas lo constituyen las superficies
desarrollables. Una superficie es desarrollable si el plano tangente a lo largo de cada
uno de sus generadores es el mismo. En este sentido el cilindro y el cono son su-
perficies desarrollables pero el hiperboloide de una hoja no lo es. Otro ejemplo muy
importante de superficie desarrollable son las superficies regladas que se obtienen
tomando como generador el vector tangente a la curva base, estas superficies se lla-
man superficies tangentes.
Por medio de un ”pegado suave” entre generadores de superficies desarrollables
(i.e., haciendo que los planos tangentes sobre los generadores coincidan) es posible
obtener de nuevo una superficie desarrollable. En general las superficies desarrolla-
bles son de gran intere´s en aplicaciones de disen˜o geome´trico, debido a que se pue-
den ”aplicar” sobre una regio´n plana de forma isome´trica; es decir, sin deformacio´n
me´trica i.e., sin alterar distancias entre puntos.
Capı´tulo 1
Preliminares
En este capı´tulo se enunciara´n algunas definiciones y resultados ba´sicos sobre
geometrı´a afı´n, teorı´a ba´sica de curvas, curvas de Be´zier, curvas B-spline y geometrı´a
proyectiva, los cuales sera´n necesarios para el estudio sobre superficies desarrolla-
bles realizado en este trabajo.
1.1. El espacio afı´n
Para los propo´sitos del disen˜o geome´trico, es conveniente expresar ciertos luga-
res geome´tricos (conjuntos de puntos del espacio euclı´deo), en te´rminos de la geo-
metrı´a afı´n. Consideramos el conjunto de n-tuplas de nu´meros reales Rn con la es-
tructura de espacio vectorial usual y a la vez como un espacio afı´n, para esto hacemos
una distincio´n entre vectores y puntos en Rn.
Cuando se habla de la estructura afı´n de Rn, se hace referencia a este como un
conjunto de puntos, el cual no cuenta con puntos privilegiados (como el origen de
Rn, visto como espacio vectorial) y cada par de puntos determina una direccio´n
(un elemento de Rn visto como espacio vectorial). Las propiedades y subestructu-
ras (subespacios) de intere´s, son aquellas que son invariantes bajo transformaciones
lineales compuestas con traslaciones.
Daremos a continuacio´n la definicio´n general de espacio afı´n.
Definicio´n 1.1.1. Sea A un conjunto (sus elementos se llamara´n puntos) y sea V un
espacio vectorial sobre un campo K, se dice que A es un espacio afı´n con direcciones
en el espacio vectorial V si existe una funcio´n ϕ : A×A → V, con ϕ(a,b) = v, que
verifica lo siguiente:
I. Para todo a ∈ A y v ∈ V existe un u´nico b ∈ A tal que ϕ(a,b) = v.
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II. Si ϕ(a,b) = 0 entonces a = b.
III. Para toda terna de puntos a,b, c en A se da la identidad ϕ(a, c) = ϕ(a,b) +
ϕ(b, c).
La dimensio´n de A es por definicio´n la dimensio´n de V.
Ejemplo 1.1.1. En este ejemplo veremos la estructura afı´n que posee el conjunto for-
mado por las rectas del plano que no pasan por el origen. Consideremos
A =
{
l ⊂ R2 : l es una recta que no pasa por el origen
}
.
Cada punto (aunque en realidad es una recta ) l ∈ A puede representarse (de manera
u´nica) por medio de una ecuacio´n de la forma ax + by + 1 = 0, con a y b en R2,
ası´ dados dos puntos l1 y l2 en A, e´stos tienen representaciones u´nicas a1x + b1y +
1 = 0 y a2x + b2y + 1 = 0 respectivamente, definimos entonces ϕ : A → R2 como
ϕ(l1, l2) = (a2 − a1, b2 − b1). La funcio´n ϕ definida satisface las tres condiciones de
la definicio´n de espacio afı´n.
Denotamos por An al espacio afı´n cuyos puntos son n-tuplas de nu´meros reales
con direcciones en el espacio vectorial Rn. La estructura afı´n queda introducida por
medio de la aplicacio´n ϕ : An × An → Rn con ϕ(a,b) = b − a. Esta definicio´n
permite hacer una distincio´n entre lo que vamos a llamar puntos (denotados por
a,b, c, etc.) en An y lo que vamos a llamar vectores (denotados por a, b, c, etc.) en Rn.
Es importante tener en cuenta que dado un vector v existen infinitas parejas de
puntos a y b tales que b− a = v, pues basta considerar los puntos a+ w y b+ w,
para cualquier vector w, con estos nuevos puntos tambie´n se sigue que (b+ w)−
(a+ w) = v. A continuacio´n veremos parte del a´lgebra permitida en el espacio afı´n
An.
Definicio´n 1.1.2. Sean b0,b1, . . . ,bk puntos enAn, un punto b que pueda ser escrito
de la forma
b =
k
∑
i=0
αibi, (1.1)
con ∑ki=0 αi = 1 se denomina una combinacio´n afı´n de los puntos bi, con i = 0, 1, . . . , k.
La ecuacio´n (1.1) puede reescribirse como
b = b0 +
k
∑
i=1
αi(bi − b0),
la cual expresa al punto b como la suma del punto b0 mas una combinacio´n lineal
de los vectores b1 − b0,b2 − b0, . . . ,bk − b0.
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Definicio´n 1.1.3. Un conjunto de puntos {b0,b1, . . . ,bk} de An se dice que es afin-
mente independiente si el conjunto de vectores {b1 − b0,b2 − b0, . . . ,bk − b0} de Rn
es linealmente independiente.
Definicio´n 1.1.4. Sea a un punto en An y {v1, v2, . . . , vn} un conjunto linealmente
independiente deRn, el conjunto {a, v1, v2, . . . , vn} se llama sistema de referencia para
An.
En te´rminos de la definicio´n anterior y de resultados ba´sicos del a´lgebra lineal, se
tiene que, dado cualquier punto b enAn existen numeros reales (u´nicos) α1, α2, . . . , αn
tales que
b = a+ α1v1 + α2v2 + . . . + αnvn.
Los escalares αi se denominan coordenadas afines respecto al sistema
{a, v1, v2, . . . , vn}. Equivalentemente se tiene el siguiente resultado: Dado un conjun-
to B = {b0,b1, . . . ,bn} afinmente independiente en An y un punto b de An existen
escalares (u´nicos) α0, α1, . . . , αn con ∑ni=0 αi = 1 tales que
b =
n
∑
i=0
αibi,
en este caso los nu´meros αi se llaman las coordenadas barice´ntricas de b respecto a B.
Un caso especial a considerar es cuando ocurre que αi ≥ 0 para i = 0, 1 . . . , n, en tal
caso el punto b pertenece a la ca´psula convexa (convex hull) generada por B la cual se
define como
hull(B) =
{
n
∑
i=0
αibi :
n
∑
i=0
αi = 1 y αi ≥ 0 para i = 0, 1, . . . , n
}
.
En un espacio vectorial las propiedades de mayor intere´s son aquellas que son
invariantes por aplicaciones lineales; en un espacio afı´n se estudian las propiedades
que son invariantes afines, es decir las propiedades que son invariantes bajo aplica-
ciones afines.
Definicio´n 1.1.5. Una aplicacio´n afı´n es una funcio´n f : An → Am que envı´a combi-
naciones afines en combinaciones afines, es decir, para cualquier par de puntos x e
y en An y todo α en R se da que
f ((1− α)x+ αy) = (1− α) f (x) + α f (y).
De la definicio´n anterior se sigue lo siguiente: Si f : An → Am es una aplica-
cio´n afı´n; b0,b1, . . . ,bk puntos en An y si los escalares α0, α1, . . . , αk cumplen que
∑ki=0 αi = 1 entonces
f
(
k
∑
i=0
αibi
)
=
k
∑
i=0
αi f (bi).
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Una caracterizacio´n muy u´til que tienen las aplicaciones afines, es la siguiente:
Si f : An → Am es una aplicacio´n afı´n, entonces, una vez fijados sistemas afines para
Rn y Rm existe una matriz A de taman˜o m× n y un vector v ∈ Rm tal que
f (x) = Ax+ v.
Lo anterior muestra que una aplicacio´n afı´n esta´ compuesta por una aplicacio´n lineal
y una traslacio´n.
1.2. Nociones ba´sicas sobre curvas
Para el objetivo del disen˜o con curvas y superficies es conveniente tratar e´stas de
una manera ligeramente distinta a como se manejan con las herramientas cla´sicas de
la geometrı´a diferencial.
Definicio´n 1.2.1. Sea p : [a, b] → An una funcio´n. Decimos que p es diferenciable en
un punto t de (a, b) si existe
lı´m
h→0
p(t + h)− p(t)
h
.
Cuando t es un extremo del intervalo se toma el lı´mite lateral. Definimos la derivada
de p en t como el vector p′(t) = lı´mh→0
p(t+h)−p(t)
h . Decimos que la funcio´n p es de
clase Cr en [a, b] si existe la r−e´sima derivada p(r)(t), para todo t ∈ [a, b].
Notemos que en la definicio´n anterior las derivadas (de cualquier orden) son
funciones vectoriales definidas en [a, b] sobre el espacio vectorial Rn.
Definicio´n 1.2.2. Sea p : [a, b] → An de clase Cr en [a, b]. Definimos una curva pa-
rametrizada de clase Cr como el conjunto de puntos {p(t)/t ∈ [a, b]}. La funcio´n
p : [a, b] → An se llama una parametrizacio´n de la curva. Por simplicidad denotare-
mos a la curva simplemente por p.
Si un punto sobre la curva p en t tiene coordenadasp(t) = (x1(t), x2(t), . . . , xn(t))
entonces su derivada en dicho punto viene dada por el vector
p′(t) =
(
x′1(t), x
′
2(t), . . . , x
′
n(t)
)
.
Veamos ahora algunos elementos ba´sicos sobre curvas en A3. Sea p una curva
parametrizada contenida en A3 definida sobre un intervalo [a, b].
El vector tangente unitario a la curva p en el punto p(t) se define como
T(t) =
p′(t)
‖p′(t)‖ .
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Otro vector importante asociado a la curva es el vector normal principal N(t), el cual
es ortogonal a T(t). N(t) apunta en la direccio´n en la cual esta´ cambiando la curva,
e´ste se puede calcular con la fo´rmula
N(t) =
T′(t)
‖T′(t)‖ .
Un tercer vector importante asociado a la curva en el punto p(t) es el vector binormal
B(t), el cual es ortogonal a T(t) y N(t) y se calcula mediante el producto vectorial.
B(t) = T(t)×N(t).
El conjunto de estos tres vectores, {T(t), N(t), B(t)} es conocido como el triedro de
Frenet. Este conjunto forma una base ortonormal para cada punto p(t) (donde T(t)
y N(t) existan y sean no paralelos).
T(t)
N(t)
B(t)
Figura 1.1: Triedro de Frenet.
El plano que pasa por p(t) y es generado por los vectores T(t) y N(t) se conoce
como plano osculador en p(t), ası´, un punto q sobre este plano se escribe como q =
p(t) + αT(t) + βN(t), donde α y β son escalares reales. El plano osculador en p(t)
se expresa implı´citamente como el conjunto formado por los puntos x en A3 que
satisfacen la ecuacio´n
(x− p(t)) · B(t) = 0.
El plano que pasa por p(t) y es ortogonal al vector normal principal N(t) se
conoce como plano rectificante, ası´ e´ste queda definido como el conjunto de puntos x
de A3 que satisfacen la ecuacio´n
(x− p(t)) ·N(t) = 0.
Ya que el plano rectificante es normal a N(t) entonces este se puede generar con T(t)
y B(t), de lo cual se desprende que los puntos x del plano rectificante se pueden
escribir como x = p(t) + αT(t) + βB(t), donde α y β son escalares reales.
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Plano
 rectificante
Plano
 osculador
T(t)
N(t)
B(t)
Figura 1.2: Planos osculador y rectificante en p(t).
En la teorı´a ba´sica de curvas se tienen adema´s dos cantidades escalares que de-
terminan (salvo traslacio´n y rotacio´n) de manera local a la curva en cada punto p(t),
estas son la curvatura κ(t) y la torsio´n τ(t)
κ(t) =
‖p′(t)× p′′(t)‖
‖p′(t)‖3 (1.2)
τ(t) = − (p
′(t)× p′′(t)) · p′′′(t)
‖p′(t)× p′′(t)‖2 . (1.3)
La curvatura puede interpretarse como la medida de que tan lejos esta´ la curva de
ser una linea recta. Sobre el plano osculador se puede construir un cı´rculo que toca
a la curva de tal forma que la primera y segunda derivada del cı´rculo y la curva en
el punto p(t) coinciden. Este cı´rculo llamado cı´rculo osculador, tiene la propiedad de
que su radio ρ(t) es ρ(t) = 1/κ(t) y tiene su centro ubicado sobre la recta del plano
osculador que tiene direccio´n N(t). Ası´, podrı´amos pensar, que la curvatura se hace
mas grande a medida que el cı´rculo osculador se hace mas pequen˜o y de esta forma
la curva tenderı´a a verse mas ”cerrada”.
Por otra parte, la torsio´n se puede ver como la medida de que tan lejos esta´ la
curva de ser una curva plana (es decir, que e´sta este´ contenida en un plano). En otras
palabras, la torsio´n mide la variacio´n del plano osculador a lo largo de la curva.
Se tiene entonces, que una curva con torsio´n nula, τ(t) ≡ 0, tiene plano osculador
constante a lo largo de e´sta.
1.3. Curvas de Be´zier y curvas b-spline
El algoritmo de de Casteljau es una herramienta ba´sica empleada en el disen˜o
geome´trico, en el cual, dados un conjunto de m + 1 puntos en An se obtienen los
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puntos de una curva polino´mica interpolante de grado menor o igual que m.
Algoritmo de de Casteljau. Seanb0,b1 · · · ,bm puntos enAn el algoritmo esta´ da-
do por la siguiente recursio´n:
b0i (t) = bi
bji(t) = (1− t)bj−1i (t) + tbj−1i+1(t), con j = 0, . . . , m; i = 0, . . . , m− j. (1.4)
Para fijar ideas se ilustra el caso m = 3, para el cual el algoritmo se representa con
el siguiente diagrama:
b0
b1 b10(t)
b2 b11(t) b
2
0(t)
b3 b12(t) b
2
1(t) b
3
0(t)
Q
Q
QQs
1−t
-t
Q
Q
QQs
1−t Q
Q
Qs
1−t
-t
Q
Q
QQs
1−t
-t
Q
Q
Qs
1−t Q
Q
Qs
1−t
-t -t -t
b0
b1
b3
b
3
0
= b(t)
b
1
1
b
2
0
 
b2
b
1
2
b
2
1
b
1
0
Figura 1.3: Curva obtenida con el algoritmo de de Casteljau.
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Tomando el polı´gono de cuatro lados con ve´rtices b0,b1,b2 y b3 (Figura 1.3) , se to-
man sobre e´ste los puntos b10,b
1
1 y b
1
2 dados por el algoritmo, luego sobre el polı´gono
determinado por estos tres puntos nuevos, se toman b20 y b
2
1 como aparece en el dia-
grama, finalmente en el segmento determinado por estos dos puntos se toma b30
como el punto sobre la curva para el valor t ∈ [0, 1]. Se define entonces b(t) como
b(t) = b30(t) y la fo´rmula explı´cita para b(t) es
b(t) = (1− t)3b0 + 3t(1− t)2b1 + 3t2(1− t)b2 + t3b3.
Notemos que b(t) es una combinacio´n afı´n de los puntos b0, b1, b2 y b3, ya que
(1− t)3 + 3t(1− t)2 + 3t2(1− t) + t3 ≡ 1.
En general, al aplicar el algoritmo de de Casteljau a los m+ 1 puntos,b0,b1 · · · ,bm
se obtiene una curva polinomial de grado m en An, parametrizada por
b(t) =
m
∑
i=0
(
m
i
)
ti(1− t)m−ibi
con t ∈ [0, 1]. Las curvas obtenidas por medio del algoritmo de de Casteljau se cono-
cen como curvas de Be´zier. Usualmente se denotan por
b(t) =
m
∑
i=0
Bmi (t)bi (1.5)
con
Bmi (t) =
(
m
i
)
ti(1− t)m−i,
para i = 0, 1, . . . , m. Los puntos b0,b1, . . . ,bm son llamados puntos de control o puntos
de Be´zier y los polinomios Bmi (t) se conocen como los polinomios de Bernstein de grado
m.
Antes de iniciar el estudio ba´sico sobre curvas de Be´zier es necesario mencionar
algunas de las propiedades ma´s importantes del conjunto de polinomios {Bmi (t)}mi=0.
1. {Bmi (t)}mi=0 es un conjunto linealmente independiente en el espacio vectorial
real de polinomios de grado menor o igual que m en la variable t, denotado
por Pm[t].
Pm[t] = {amtn + am−1tm−1 + . . . + a1t + a0 : a0, a1, · · · , am en R}.
Lo cual implica que {Bmi (t)}mi=0 forma una base para Pm[t].
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2. Notando que
1 = (t + (1− t))m
=
m
∑
i=0
(
m
i
)
ti(1− t)m−i
=
m
∑
i=0
Bmi (t),
se concluye que {Bmi }mi=0 forma un particio´n de la unidad en [0, 1].
3. Calculemos la derivada a Bmi (t)
dBmi (t)
dt
=
(
m
i
)
d(ti(1− t)m−i)
dt
=
(
m
i
)
(iti−1(1− t)m−i − (m− i)ti(1− t)m−i−1)
= m
((
m
i
)
ti−1(1− t)m−1−i −
(
m
i
)
ti(1− t)m−1−i
)
= m
(
Bm−1i−1 (t)− Bm−1i (t)
)
.
Se tiene entonces la fo´rmula recursiva para la derivada del polinomio Bmi (t),
para i = 0, 1, . . . , m
dBmi (t)
dt
= m
(
Bm−1i−1 (t)− Bm−1i (t)
)
donde se toma Bm−1(t) = B
m
m+1(t) = 0 para todo t ∈ R y todo m ∈ N
Veamos ahora algunas de las propiedades de las curvas de Be´zier, las cuales sera´n
usadas en este trabajo. Consideremos la curva de Be´zier b(t) = ∑mi=0 B
m
i (t)bi en A
n.
1. Es claro que b(0) = b0 y que b(1) = bm, lo cual exhibe la propiedad interpo-
lante que tiene una curva de Be´zier sobre sus puntos de control, en los extre-
mos.
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2. Calculemos la derivada de b(t).
b′(t) = db(t)
dt
=
m
∑
i=0
dBmi (t)
dt
bi
=
m
∑
i=0
m
(
Bm−1i−1 (t)− Bm−1i (t)
)
bi
=
m
∑
i=0
mBm−1i (t)(bi+1 − bi)
= m
m−1
∑
i=0
Bm−1i (t)(bi+1 − bi)
adoptando la notacio´n ∆bi = bi+1 − bi, se tiene la fo´rmula
b′(t) = m
m−1
∑
i=0
Bm−1i (t)∆bi. (1.6)
Las diferencias ∆bi son vectores deRn, se tiene que
b′(t)
m es una curva de Be´zier
de grado m− 1 y sus ”puntos” de control son ∆bi.
3. Los vectores tangentes a la curva en t = 0 y en t = 1 vienen dados por b′(0) =
m∆b0 y b′(1) = m∆bm−1.
1.3.1. Forma polar
Dada una curva de Be´zier b de grado m en An, es posible asociar a e´sta una
funcio´n polinomial p : Rm → An de grado m, la cual es multiafı´n y sime´trica. Ser
multiafı´n significa que es una aplicacio´n afı´n en cada componente, es decir, para
i = 1, 2, . . . , m y para todo α ∈ R
p(t1, . . . , αs + (1− α)t︸             ︷︷             ︸
i−e´sima posicio´n
, . . . , tm) = αp(t1, . . . , s, . . . , tm) + (1− α)p(t1, . . . , t, . . . , tm)
y que la funcio´n sea sime´trica significa, que para toda permutacio´n σ de {1, 2, . . . , m}
se da que
p(tσ(1), tσ(2), . . . , tσ(m)) = p(t1, t2, . . . , tm).
Este polinomio p(t1, t2, . . . , tm) es comu´nmente conocido como la forma polar o
blossom asociado a la curva b. La principal caracterı´stica la forma polar es que sobre
la diagonal, es decir, cuando t1 = t2 = . . . = tm = t se tiene que
p(t, t, . . . , t) = b(t).
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Es ma´s, si los puntos de control de la curva b son b0,b1, . . . ,bm entonces
p(0, 0, . . . , 0, 0) = b0
p(0, 0, . . . , 0, 1) = b1
p(0, 0, . . . , 1, 1) = b2
...
p(1, 1, . . . , 1, 1) = bm.
Dados los puntos de Be´zier b0,b1, . . . ,bm existe un algoritmo que permite calcu-
lar la forma polar asociada a la curva de Be´zier determinada por los puntos dados.
Este algoritmo se conoce como el Algoritmo de de Casteljau Generalizado.
Algoritmo de de Casteljau Generalizado. Sean b0,b1 · · · ,bm puntos en An el
algoritmo esta´ dado por la siguiente recursio´n:
b1i (t1) = (1− t1)bi + t1bi+1
bji(t1, . . . , tj) = (1− tj)bj−1i (t1, . . . , tj−1) + tjbj−1i+1(t1, . . . , tj−1),
con j = 1, . . . , m; i = 0, . . . , m− j.
La forma polar p asociada a la curva de Be´zier b resulta ser
p(t1, t2, . . . , tm) = bm0 (t1, t2, . . . , tm).
Para m = 3 el algoritmo se puede representar con el siguiente diagrama
b0
b1 b10(t1)
b2 b11(t1) b
2
0(t1, t2)
b3 b12(t1) b
2
1(t1, t2) b
3
0(t1, t2, t3)
HHHHHHj
1−t1
-t1
HHHHHHj
1−t1 HHHHHj
1−t2
-t1
HHHHHHj
1−t1
-t2
HHHHHj
1−t2 HHHHHj
1−t3
-t1 -t2 -t3
explı´citamente la forma polar obtenida es
p(t1, t2, t3) = (1− t1)(1− t2)(1− t3)b0
+ [t1(1− t2)(1− t3) + (1− t1)t2(1− t3) + (1− t1)(1− t2)t3]b1
+ [t1t2(1− t3) + t1(1− t2)t3 + (1− t1)t2t3]b2
+ t1t2t3b3.
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1.3.2. Curvas B-spline de grado 3
Una curva B-spline de grado 3 es una curva polinomial por trozos y cada trozo es
una curva de Be´zier de grado 3. La curva B-spline es de clase C2, o sea, las derivadas
por la izquierda y por la derecha en el punto comu´n de trozos adyacentes coinciden.
(Figura 1.4).
Figura 1.4: B-spline cu´bico formado por tres curvas de Be´zier.
Para definir una curva B-Spline de grado 3 y k pedazos se necesita:
1. k + 5 numeros reales x−2, x−1, x0, x1, . . . , xk, xk+1, xk+2, llamados nodos.
2. k + 3 puntos p0,p1, . . . ,pk+2 en An. Estos puntos son llamados puntos de de
Boor.
Iniciamos la construccio´n definiendo k formas polares de grado 3, pi con i =
1, 2 . . . , k, tal que cada pi esta definida por los puntos pi−1, pi, pi+1 y pi+2. Cada
forma polar pi debe cumplir
pi(xi−3, xi−2, xi−1) = pi−1
pi(xi−2, xi−1, xi) = pi
pi(xi−1, xi, xi+1) = pi+1
pi(xi, xi+1, xi+2) = pi+2.
Con esta asignacio´n de puntos que se da para cada forma polar pi es suficiente pa-
ra obtener las expresiones generales pi(t1, t2, t3) como una combinacio´n afı´n de los
puntos pi−1, pi, pi+1 y pi+2, este hecho se desprende de la multiafinidad y la simetrı´a
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de cada forma polar. Para obtener dicha expresio´n nos basamos en el siguiente dia-
grama:
pi(xi−3, xi−2, xi−1)
pi(xi−2, xi−1, xi) pi(xi−2, xi−1, t3)
pi(xi−1, xi, xi+1) pi(xi−1, xi, t3) pi(xi−1, t2, t3)
pi(xi, xi+1, xi+2) pi(xi, xi+1, t3) pi(xi, t2, t3) pi(t1, t2, t3)
ff xi
HH
HH
HH
HY
xi−3
HH
HH
HH
HY
xi−2
ffxi+1
HH
HH
HH
HY
xi−2
ff xi
HH
HH
HH
HY
xi−1
ffxi+2
HH
HH
HH
HY
xi−1
ff xi+1
HH
HH
HH
HY
xi−1
ff xi
Para fijar ideas mostramos so´lo el primer paso (mirando el diagrama de derecha a
izquierda). Se escribe a t1 como una combinacio´n afı´n de xi−1 y xi, con lo cual se tiene
t1 =
xi − t1
xi − xi−1 xi−1 +
t1 − xi−1
xi − xi−1 xi,
luego, de la multiafinidad de la forma polar se sigue
pi(t1, t2, t3) = pi
(
xi − t1
xi − xi−1 xi−1 +
t1 − xi−1
xi − xi−1 xi, t2, t3
)
=
xi − t1
xi − xi−1p
i (xi−1, t2, t3) +
t1 − xi−1
xi − xi−1p
i(xi, t2, t3).
Ası´, siguiendo el diagrama usando la idea mostrada en el primer paso, se obtiene
que la fo´rmula explı´cita para pi es
pi(t1, t2, t3) = qi0(t1, t2, t3)pi−1 + q
i
1(t1, t2, t3)pi + q
i
2(t1, t2, t3)pi+1 + q
i
3(t1, t2, t3)pi+2
donde
qi0(t1, t2, t3) =
(xi − t3)(xi − t2)(xi − t1)
(xi − xi−1)(xi − xi−2)(xi − xi−3)
qi1(t1, t2, t3) =
(xi−t3)(xi−t2)(t1−xi−3)
(xi−xi−1)(xi−xi−2)(xi−xi−3) +
(xi−t3)(t2−xi−2)(xi+1−t1)
(xi−xi−1)(xi−xi−2)(xi+1−xi−2)
+
(t3−xi−1)(xi+1−t2)(xi+1−t1)
(xi−xi−1)(xi+1−xi−1)(xi+1−xi−2)
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qi2(t1, t2, t3) =
(xi−t3)(t2−xi−2)(t1−xi−1)
(xi−xi−1)(xi−xi−2)(xi+1−xi−2) +
(t3−xi−1)(xi+1−t2)(t1−xi−2)
(xi−xi−1)(xi+1−xi−1)(xi+1−xi−2)
+
(t3−xi−1)(t2−xi−1)(xi+2−t1)
(xi−xi−1)(xi+1−xi−1)(xi+2−xi−1)
qi3(t1, t2, t3) =
(t3 − xi−1)(t2 − xi−1)(t1 − xi−1)
(xi − xi−1)(xi+1 − xi−1)(xi+2 − xi−1)
Es importante notar que para i = 1, . . . , k− 1, las formas polares pi y pi+1 toman
los mismos valores pi, pi+1 y pi+2, lo cual ocurre cuando se evalu´an en las ternas de
nodos (xi−2, xi−1, xi), (xi−1, xi, xi+1) y (xi, xi+1, xi+2). Al tomar en la forma polar pi,
para i = 1, . . . , k, los puntos
bi0 = pi(xi−1, xi−1, xi−1) (1.7)
bi1 = pi(xi−1, xi−1, xi)
bi2 = pi(xi−1, xi, xi)
bi3 = pi(xi, xi, xi)
son los puntos de control de la curva de Be´zier bi(u(t)) = pi(u(t), u(t), u(t)), donde
u : [0, 1]→ [xi−1, xi], con u(t) = (1− t)xi−1 + txi, bi es una curva de Be´zier parame-
trizada sobre el intervalo [xi−1, xi]. La variable u introducida es una variable sobre
el intervalo [x0, xk], esta se conoce como para´metro global del B-spline p, el cual se
define como p(u) = bi(u) cuando u ∈ [xi−1, xi]. El siguiente teorema garantiza la
continuidad y la diferenciabilidad de orden 2 del B-spline sobre los nodos.
Teorema 1.3.1. Para i = 1, . . . , k las curvas de Be´zier bi(u) parametrizadas sobre [xi−1, xi]
satisfacen que
1. bi(xi) = bi+1(xi).
2. dbidu |u=xi = dbi+1du |u=xi .
3. d
2bi
du2 |u=xi =
d2bi+1
du2 |u=xi .
Demostracio´n. Usando la forma polar pi se calculan los puntos de control de bi como
en (1.7) y se tiene que
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bi0 =
(xi−xi−1)2
(xi−xi−2)(xi−xi−3)pi−1+
(
(xi+1−xi−1)(xi−1−xi−2)
(xi−xi−2)(xi+1−xi−2) +
(xi−xi−1)(xi−1−xi−3)
(xi−xi−2)(xi−xi−3)
)
pi
+
(xi−1−xi−2)2
(xi−xi−2)(xi+1−xi−2)pi+1
bi1 =
xi+1 − xi−1
xi+1 − xi−2pi +
xi−1 − xi−2
xi+1 − xi−2pi+1
bi2 =
xi+1 − xi
xi+1 − xi−2pi +
xi − xi−2
xi+1 − xi−2pi+1
bi3 =
(xi+1−xi)2
(xi+1−xi−1)(xi+1−xi−2)pi+
(
(xi+2−xi)(xi−xi−1)
(xi+1−xi−1)(xi+2−xi−1)+
(xi+1−xi)(xi−xi−2)
(xi+1−xi−1)(xi+1−xi−2)
)
pi+1
+
(xi−xi−1)2
(xi+1−xi−1)(xi+2−xi−1)pi+2.
Note que bi3 = bi+1 0, lo cual significa que bi(xi) = bi+1(xi).
Ahora, usando la regla de la cadena se obtiene la derivada de las curvas de Be´zier
bi(u) y bi+1(u) en u = xi.
dbi
du
|u=xi =
dbi
dt
dt
du
|u=xi
=
3
xi − xi−1 (bi3 − bi2) (1.8)
y
dbi+1
du
|u=xi =
dbi+1
dt
dt
du
|u=xi
=
3
xi+1 − xi (bi+1 1 − bi+1 0). (1.9)
Simplificando adecuadamente las expresiones (1.8) y (1.9) se obtiene que e´stas coin-
ciden, lo cual implica el resultado deseado. Para ver que las segundas derivadas
coinciden en u = xi, es suficiente simplificar las expresiones
d2bi
du2
|u=xi =
d2bi
dt2
(
dt
du
)2
|u=xi
=
6
(xi − xi−1)2 [(bi3 − bi2)− (bi2 − bi1)]
y
d2bi+1
du2
|u=xi =
d2bi+1
dt2
(
dt
du
)2
|u=xi
=
6
(xi+1 − xi)2 [(bi+1 2 − bi+1 1)− (bi+1 1 − bi+1 0)]
verificando que e´stas coinciden. 
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1.4. El espacio proyectivo
Actualmente la geometrı´a proyectiva ocupa un papel importante en el disen˜o de
curvas y superficies, ya que e´stas se pueden ver como envolventes de familias de
lugares geome´tricos (por ejemplo familias, de rectas, de planos, de cı´rculos, etc.) en
R3 y estas familias pueden ser vistas como conjuntos de puntos en algu´n espacio
proyectivo.
Por conveniencia, consideramos la definicio´n de espacio proyectivo con cierto
nivel de generalidad
Definicio´n 1.4.1. Dado un espacio vectorial real V de dimensio´n n + 1, se define la
relacio´n de equivalencia ∼ sobre V dada por:
u ∼ v si y so´lo si, existe λ , 0 tal que u = λv
El espacio proyectivo de dimensio´n n basado en V se define como el cociente Pn(V) =
(V − {0})/ ∼.
En particular, denotamos el espacio proyectivo basado en el espacio vectorial
Rn+1 simplemente por Pn.
Para una interpretacio´n del espacio proyectivoPn, tomemos un punto B en Pn, B
resulta ser una clase de equivalencia, es decir, B = [b] para algu´n b ∈ Rn+1 − {0}, si
escogemos a b como representante de B, entonces cualquier otro representante v de
B serı´a v = λb, es decir, v es un vector sobre la recta generada por b que pasa por el
origen, de lo cual se sigue que todos los representantes de B esta´n sobre dicha recta,
de esta forma es natural identificar o pensar en los elementos de Pn como las rectas
de Rn+1 que pasan por el origen.
1.4.1. Coordenadas homoge´neas y afines
Definicio´n 1.4.2. Si B es un punto en Pn, entonces B = [b], con b = (b0, b1, . . . , bn)
un vector de Rn+1, el vector b se conoce como vector de coordenadas homoge´neas de
B.
Es claro que el vector de coordenadas homoge´neas de B no es u´nico, ya que para
cualquier λ , 0 se tiene que B = [λb], ası´ λb es tambie´n un vector de coordenadas
homoge´neas para B.
La siguiente definicio´n exhibe la relacio´n entre Pn y Rn.
Definicio´n 1.4.3. Si b = (b0, b1, . . . , bn) son las coordenadas homoge´neas de un pun-
to B enPn, decimos que B es un punto en el infinito o direccio´n si b0 = 0, en caso contra-
rio decimos que B es un punto finito, de lo cual se sigue que el vector
(
1, b1b0 , . . . ,
bn
b0
)
1.4. EL ESPACIO PROYECTIVO 17
es tambie´n un vector de coordenadas homoge´neas para B el cual se conoce como
vector de coordenadas afines de B.
Es fa´cil ver que las coordenadas afines de un punto finito B no dependen de
las coordenadas homoge´neas tomadas, de esto se desprende que las coordenadas
afines de un punto finito son u´nicas. Ahora, los puntos de Rn esta´n unı´vocamente
asociados con los puntos finitos de Pn, basta considerar el siguiente diagrama.
Rn R
n+1
x0=1 P
n-i -
p
donde Rn+1x0=1 = {(x0, x1, . . . , xn) : x0 = 1}, i(x1, x2, . . . , xn) = (1, x1, x2, . . . , xn) y
p(1, x1, x2, . . . , xn) = [(1, x1, x2, . . . , xn)].
1.4.2. Rectas y planos en espacios proyectivos
Las rectas en un espacio proyectivo pueden definirse parame´tricamente por me-
dio de dos puntos distintos. Dados dos puntos distintos A y B en el espacio proyec-
tivo Pn con n > 1, se define una recta proyectiva por medio del siguiente diagrama.
R2 Rn+1
P1 P
n
-
φ
?
p1
?
pn
-
φ¯
donde φ(s, t) = sa + tb, con a y b coordenadas homoge´neas para A y B respec-
tivamente, p1(s, t) = [(s, t)], pn(x0, x1, . . . , xn) = [(x0, x1, . . . , xn)], ya que φ es una
aplicacio´n homoge´nea, queda bien definida φ¯, la cual se define como
φ¯[(s, t)] = pn(φ(s, t)).
Se define entonces las recta proyectiva que pasa por los puntos A y B como φ¯(P1).
Similar a la construccio´n parame´trica de rectas proyectivas presentada anterior-
mente, se puede definir un 2-plano proyectivo en Pn con n > 2, a partir de tres
puntos no colineales (esto es, que no este´n sobre una misma recta proyectiva) de Pn.
Sean A, B y C puntos de Pn no colineales y sean a, b y c coordenadas homoge´neas
para estos puntos, respectivamente. Se define la funcio´n φ : R3 → Rn+1, definida
por φ(s, t, u) = sa + tb + uc, la cual es homoge´nea, luego esta se puede extender a
φ¯ : P2 → Pn dada por φ¯[(s, t, u)] = [φ(s, t, u)]. Ası´, Π = φ¯(P2) es el 2-plano pro-
yectivo que pasa por los puntos A, B y C. Al conjunto de coordenadas homoge´neas
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B = {a, b, c} lo llamaremos sistema de coordenadas homoge´neas para el plano proyec-
tivo Π. Note que cualquier terna de puntos no colineales en un plano proyectivo
define un sistema de coordenadas homoge´neas.
Hiperplanos en Pn
Un vector a = (a0, a1, . . . , an) en Rn+1, define un hiperplano en Rn+1 como el es-
pacio vectorial n-dimensional
pi = {(x0, x1, . . . , xn) : a0x0 + a1x1 + . . . + anxn = 0} .
E´ste define, de forma natural, un hiperplano en Pn, el cual tambie´n se conoce como
(n− 1)-plano proyectivo en Pn, e´ste se describe por medio de
Π = {[(x0, x1, . . . , xn)] : a0x0 + a1x1 + . . . + anxn = 0} .
En particular, con n = 3 se tiene que un 2-plano en P3 tiene ecuacio´n a0x0 +
a1x1 + a2x2 + a3x3 = 0. Con n = 2 la ecuacio´n a0x0 + a1x1 + a2x2 = 0, define en P2
un 1-plano, mejor conocido como una recta proyectiva. La interseccio´n de dos planos
proyectivos enP3 (lo cual siempre ocurre) determina una recta proyectiva de manera
implı´cita. Note que una recta proyectiva tiene dos definiciones: la parame´trica y la
implı´cita. Ası´, una recta proyectiva L en P3 se representa como
L = Π1 ∩Π2 =
{
[(x0, x1, x2, x3)] :
a0x0 + a1x1 + a2x2 + a3x3 = 0
b0x0 + b1x1 + b2x2 + b3x3 = 0
}
(1.10)
donde
Π1 = {[(x0, x1, x2, x3)] : a0x0 + a1x1 + a2x2 + a3x3 = 0}
Π2 = {[(x0, x1, x2, x3)] : b0x0 + b1x1 + b2x2 + b3x3 = 0}
con (a0, a1, a2, a3) y (b0, b1, b2, b3) vectores no paralelos.
Coordenadas en R3 para rectas de P3
Si L es una recta de P3 definida como en (1.10) esta recta puede ser representada
como
L = {[sa + tb] : (s, t) ∈ R2},
donde {a, b} es una base para el conjunto solucio´n de las ecuaciones en (1.10). Ahora,
sea B = {v1, v2, v3} un sistema de coordenadas homoge´neas para Π1. Sea X un
punto en L, con coordenadas homoge´neas x = (x0, x1, x2, x3) ∈ R4 y sean (x)B =
(x¯0, x¯1, x¯2), (a)B = (a¯0, a¯1, a¯2) y (b)B = (b¯0, b¯1, b¯2) los vectores de coordenadas de x,
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a y b respecto a la base B, respectivamente. Como X ∈ L, entonces existen s y t en R
tales que x = sa + tb, luego
(x)B = s(a)B + t(b)B x¯0x¯1
x¯2
 = s
 a¯0a¯1
a¯2
+ t
 b¯0b¯1
b¯2
 . (1.11)
Al eliminar las variables s y t en (1.11), se obtiene una ecuacio´n ax¯0 + bx¯1 + cx¯2 = 0,
con la cual
L = {[x] : (a, b, c) · (x)B = 0} .
El vector (a, b, c) se conoce como vector de coordenadas homoge´neas respecto a B para
la recta L. Notemos que para cualquier λ , 0, (λa, λb, λc) tambie´n es un vector de
coordenadas homoge´neas para L.
1.4.3. Dualidad en espacios proyectivos
El espacio dual de Rn+1 se define como(
Rn+1
)∗
=
{
f : Rn+1 → R : f es una transformacio´n lineal
}
.
(
Rn+1
)∗ tiene una estructura de espacio vectorial heredada de Rn+1. Consideremos
adema´s la relacio´n de equivalencia ∼ definida sobre (Rn+1)∗ por:
f ∼ g si y solo si existe λ ∈ R− {0} tal que f = λg.
Con esto, se define el espacio proyectivo dual como
(Pn)∗ =
(
(Rn+1)∗ − {0}
)
/ ∼ .
Para dar una interpretacio´n de los elementos del espacio proyectivo dual considere-
mos lo siguiente:
Si Π ∈ (Pn)∗ entonces Π = [ f ] con f ∈ Rn+1∗ , es natural identificar a Π con
ker( f ), esta identificacio´n no depende del representante f , ya que si g es otro repre-
sentante de Π, entonces existe λ ∈ R− {0} tal que f = λg, ası´ ker( f ) = ker(λg) =
ker(g). En te´rminos geome´tricos, ker( f ) es un n-plano en Rn+1 que pasa por el ori-
gen y en Pn se ve como un (n− 1)-plano proyectivo.
Para nuestros intereses veamos algunas relaciones entre los objetos deP3 y (P3)∗.
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L1
L2
L3
(a) P2
L1
L2
L3
(b) (P2)∗
Figura 1.5: Rectas incidentes en P2 son puntos colineales en (P2)∗
1. Si b es un vector en R4, es decir si b = (d, a, b, c), este puede ser un vector de
coordenadas homoge´neas para el punto proyectivo B = [b] ∈ P3 o bien para
el plano proyectivo B∗ = {[(w, x, y, z)] : ax + by + cz + wd = 0} ⊂ P3, el cual
es un punto en (P3)∗.
2. Sea Π un 2-plano proyectivo contenido en P3 y sean L1 y l2 rectas contenidas
en Π. Si B es un sistema de coordenadas homoge´neas para Π y si L1 y L2 tienen
vectores de coordenadas homoge´neas b1 y b2 (en R3) respecto a B, entonces el
punto de interseccio´n entre L1 y L2 tiene coordenadas homoge´neas b1 × b2,
dual a esto, en (P2)∗, se tiene que L1 y L2 son puntos y que b1 × b2 define
coordenadas homoge´neas para la recta en (P3)∗ que pasa por los puntos L1 y
L2. Figura 1.5.
Capı´tulo 2
Familias parame´tricas de rectas
2.1. Superficies regladas
Consideremos una curva a : [a, b] → A3 y una funcio´n vectorial b : [a, b] → R3.
Para t ∈ [a, b] consideremos la recta Lt que pasa por el punto a(t) y es paralela al
vector b(t). Sea S = {Lt : t ∈ I}, decimos que S es la superficie reglada generada por
a y b. S es parametrizada por x : [a, b]×R→ S, donde
x(t, v) = a(t) + vb(t).
Las rectas Lt se denominan generadores o´ reglas de S.
la funcio´n vectorial b se llama generatriz.
La curva a se denomina curva base o directriz de S.
Las derivadas parciales para x en (t, v) esta´n dadas por
xt = a′(t) + vb′(t)
xv = b(t).
Decimos que x(t, v) es una singularidad de la superficie reglada si los vectores xt y
xv son paralelos, en el caso contrario decimos que el punto es un punto regular de
la superficie. Si los vectores xt y xv no son paralelos, entonces el vector N(t, v) =
xt × xv es no nulo y e´ste se define como el vector normal a la superficie en el punto
x(t, v).
Cuando N(t, v) es no nulo, se puede construir el plano
Tt,v(S) = {y ∈ A3 : (x(t, v)− y) ·N(t, v) = 0},
21
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para cualquier punto y que este´ sobre este plano existen nu´meros reales α y β tales
que
y = x(t, v) + αxt + βxv.
El plano Tt,v(S) se define como el plano tangente a la superficie en el punto x(t, v).
Ejemplo 2.1.1. Sea S el paraboloide hiperbo´lico definido por la ecuacio´n z = kxy,
k , 0. Notemos que las rectas Lt parametrizadas por y = z/tk y x = t, pertenecen a S,
la interseccio´n de cada Lt con el plano z = 0 se da en el punto (t, 0, 0) y Lt es paralela
al vector (0, 1/k, t). Tomando como curva directriz a(t) = (t, 0, 0) y como vectores
directores para las rectas, b(t) = (0, 1, kt); obtenemos que S es una superficie reglada
parametrizada por (ver Figura 2.1(a))
x(t, v) = a(t) + vb(t)
= (t, v, kvt) .
Ejemplo 2.1.2. Sea S el hiperboloide de revolucio´n con ecuacio´n x2 + y2 − z2 = 1,
tomando a(t) = (cos t, sin t, 0) para t ∈ (0, 2pi) y b(t) = a′(t) + e3 con e3 = (0, 0, 1).
Se tiene que la funcio´n 1
x(t, v) = a(t) + vb(t)
= (cos t− v sin t, sin t + v cos t, v)
parametriza a S, de manera que S es una superficie reglada.(ver Figura 2.1(b)).
Ejemplo 2.1.3. Sea a una curva parametrizada, y b0 un vector. Una superficie reglada
que pueda ser parametrizada por
x(t, v) = a(t) + vb0
tiene la propiedad que todos sus generadores tienen direccio´n constante. Las super-
ficies regladas de este tipo se conocen como superficies cilı´ndricas.
Ejemplo 2.1.4. Sea a0 un punto y b : [a, b]→ R3 una funcio´n C2, la superficie reglada
obtenida por la parametrizacio´n
x(t, v) = a0 + vb(t)
tiene la propiedad de que todos sus generadores se intersecan en el punto a0.
1Con −e3 en lugar de e3 se obtiene una parametrizacio´n donde los generadores son distintos a los
obtenidos con e3.
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(a) Paraboloide hiperbo´lico (b) Hiperboloide de revolucio´n
Figura 2.1: Superficies regladas.
Ejemplo 2.1.5. Un tipo de superficies de gran intere´s en este trabajo, son las superfi-
cies tangentes a una curva a, estas pueden ser parametrizadas por
x(t, v) = a(t) + va′(t).
Una propiedad importante de estas superficies, que veremos mas adelante, es que
el plano osculador de la curva a en un punto a(t) coincide con el plano tangente a
la superficie en cualquier punto del generador Lt. la curva a a la cual son tangentes
todos los generadores de la superficie se llama linea de regresio´n.
(a) Cilindro (b) Cono (c) Superficie tangente
Figura 2.2: Superficies regladas con igual directriz.
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2.1.1. Linea de estriccio´n
Consideremos una superficie reglada S parametrizada por x(t, v) = a(t)+ vb(t),
con (t, v) ∈ [a, b]×R, con b′(t) , 0 para t ∈ [a, b] .
Estudiemos el comportamiento del vector normal a la superficie sobre un gene-
rador fijo Lt cuando |v| → ∞. Para esto definamos
Nˆ =
1√
v2 + 1
xt × xv
=
1√
v2 + 1
a′(t)× b(t) + v√
v2 + 1
b′(t)× b(t).
Ahora, cuando
v → −∞, Nˆ → −b′(t)× b(t) (2.1)
v → +∞, Nˆ → b′(t)× b(t) (2.2)
lo cual dice que el plano tangente, entre las posiciones lı´mite (con t fijo) gira un a´ngu-
lo pi a lo largo del generador Lt.
El plano normal al vector b′(t) × b(t) se conoce como plano asinto´tico de S sobre
el generador Lt y se denota por Π∞t ,
Π∞t =
{
y ∈ A3 : (y− a(t)) · (b′(t)× b(t)) = 0
}
.
El plano tangente a S sobre el generador Lt que es perpendicular a Π∞t se conoce
como plano central y se denota por ΠCt y
ΠCt =
{
y ∈ A3 : (y− a(t)) · (b(t)× (b′(t)× b(t))) = 0} .
Un punto sobre Lt se llama punto central o punto de estriccio´n si el plano tangente
a la superficie S en dicho punto coincide con el plano central ΠCt .
Definicio´n 2.1.1. El conjunto de puntos centrales de una superficie reglada S se de-
nomina linea de estriccio´n de S.
Para encontrar una fo´rmula que permita calcular los puntos sobre la linea de
estriccio´n consideremos un punto central x(t, v) = a(t) + vb(t). El vector normal
xt × xv en el punto x(t, v) tambie´n es ortogonal al plano central, luego xt × xv es
ortogonal a el vector normal al plano asinto´tico, es decir
(xt × xv) · (b′(t)× b(t)) = 0
(a′(t)× b(t) + vb′(t)× b(t)) · (b′(t)× b(t)) = 0
(a′(t)× b(t)) · (b′(t)× b(t)) + v‖b′(t)× b(t)‖2 = 0
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ası´ se tiene que
v = − (a
′(t)× b(t)) · (b′(t)× b(t))
‖b′(t)× b(t)‖2 . (2.3)
Lo cual implica que los puntos centrales de S dependen solo de t y esta´n sobre la
curva e : [a, b]→ S dada por
e(t) = a(t)− (a
′(t)× b(t)) · (b′(t)× b(t))
‖b′(t)× b(t)‖2 b(t). (2.4)
Observacio´n 2.1.1. Es claro que una superficie reglada S con generatriz b tambie´n
se puede parametrizar con
x(t, u) = e(t) + ub(t).
Veamos ahora que los puntos e(t) de la superficie son precisamente los puntos
de estriccio´n. Consideremos la parametrizacio´n x(t, u) = e(t) + ub(t) donde e(t) =
a(t) + v(t)b(t) con v como en (2.3). El vector normal en x(t, u) esta´ dado por
xt × xu = a′(t)× b(t) + (v(t) + u)b′(t)× b(t)
y el vector normal en e(t) = x(t, 0) es a′(t)× b(t) + v(t)b′(t)× b(t). Luego
(a′(t)× b(t) + v(t)b′(t)× b(t)) · (b′(t)× b(t)) = 0,
lo cual significa que el plano tangente en e(t) es perpendicular al plano asinto´tico
del generador Lt, es decir el punto e(t) es un punto central.
De lo anterior se puede definir la linea de estriccio´n como los puntos de la super-
ficie que esta´n sobre la curva e(t).
Ejemplo 2.1.6. La linea de estriccio´n de las superficies en los ejemplos 2.1.1 y 2.1.2
resultan ser la curvas directrices con las que se parametrizaron, respectivamente.
2.1.2. Para´metro de distribucio´n
En esta seccio´n se da un resultado que permite identificar las singularidades que
puede tener una superficie reglada, a partir de la linea de estriccio´n.
Lema 2.1.1. Sea S una superficie reglada con generatriz b(t) y linea de estriccio´n e(t). La
linea de estriccio´n e satisface que
(e′(t)× b(t)) · (b′(t)× b(t)) = 0
para todo t ∈ [a, b].
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Demostracio´n. Sea v(t) como en (2.3), luego, un punto sobre la linea de estriccio´n se
escribe como e(t) = a(t) + v(t)b(t), de lo cual se desprende que
e′(t) = a′(t) + v′(t)b(t) + v(t)b′(t)
e′(t)× b(t) = a′(t)× b(t) + v(t)b′(t)× b(t)
(e′(t)× b(t)) · (b′(t)× b(t)) = (a′(t)× b(t)) · (b′(t)× b(t)) + v(t)‖b′(t)× b(t)‖2
finalmente, con v(t) como en (2.3) se tiene que (e′(t)× b(t)) · (b′(t)× b(t)) = 0. 
Proposicio´n 2.1.2. Sea S una superficie reglada no cilı´ndrica parametrizada por x(t, v) =
e(t) + vb(t), donde e es su lı´nea de estriccio´n. Un punto p = x(t, v) es una singularidad
de la superficie si y so´lo si p esta´ sobre la linea de estriccio´n y
(e′(t)× b(t)) · b′(t) = 0.
Demostracio´n. Del lema 2.1.1 se sigue (e′(t) × b(t)) · (b′(t) × b(t)) = 0 y ya que
(b′(t)× b(t)) · b(t) = 0, se tiene que b(t)× (e′(t)× b(t)) es paralelo a b′(t)× b(t),
ası´, existe un nu´mero real λ(t) tal que
b(t)× (e′(t)× b(t)) = λ(t)(b′(t)× b(t)). (2.5)
Por otra parte, de la expresio´n para el vector normal a la superficie en x(t, v) dada
por xt × xv = e′(t)× b(t) + vb′(t)× b(t) y junto con (2.5) se tiene que
b(t)× (xt × xv) = b(t)× (e′(t)× b(t)) + vb(t)× (b′(t)× b(t)) (2.6)
= λ(t)
(
b′(t)× b(t))+ vb(t)× (b′(t)× b(t)) (2.7)
Tomando norma al cuadrado en (2.7) se desprende la expresio´n
‖xt × xv‖2 =
(
λ2(t) + v2‖b(t)‖2
) ‖b′(t)× b(t)‖2
‖b(t)‖2 . (2.8)
De (2.5) se obtiene la expresio´n para λ(t) dada por
λ(t) =
‖b(t)‖2
‖b′(t)× b(t)‖2
(
e′(t) · (b′(t)× b(t))) . (2.9)
Ahora, de (2.8) podemos ver que el punto p es una singularidad si y so´lo si v = 0 y
λ2(t) = 0, es decir, si el punto p = x(t, v) es un punto de estriccio´n y e′(t) · (b′(t)×
b(t)) = 0. 
El escalar λ(t) obtenido en (2.5) se conoce como para´metro de distribucio´n de la
superficie en el generador Lt.
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Observacio´n 2.1.2. Con la proposicio´n anterior se tiene una herramienta de gran
utilidad en el disen˜o de superficies a partir de superficies regladas, puesto que por
medio de la linea de estriccio´n es posible identificar las singularidades de este tipo
de superficies.
Los puntos de un generador son puntos regulares de la superficie, con la posible
excepcio´n del punto de interseccio´n con la lı´nea de estriccio´n, el cual es el punto
central del generador.
Para una interpretacio´n geome´trica del para´metro de distribucio´n λ conside-
remos lo siguiente. Sea S una superficie reglada no cilı´ndrica parametrizada por
x(t, v) = e(t)+ vb(t). De (2.7) se obtiene la siguiente expresio´n para el vector normal
N(t, v) =
1
‖b(t)‖2 λ(t)(b
′(t)× b(t))× b(t) + v‖b(t)‖2(b′(t)× b(t)) (2.10)
notemos que si v = 0 se tiene el vector
N(t, 0) =
1
‖b(t)‖2 λ(t)(b
′(t)× b(t))× b(t) (2.11)
el cual es el vector normal a la superficie en el punto de estriccio´n x(t, 0) = e(t).
Ahora, si θ es el a´ngulo formado por el plano central del generador Lt y el plano
tangente en el punto x(t, v), entonces
cos θ =
N(t, 0) ·N(t, v)
‖N(t, 0)‖‖N(t, v)‖
=
λ(t)√
λ2(t) + v2‖b(t)‖2 .
De esta u´ltima expresio´n se sigue que
λ(t) =
|v|‖b(t)‖
tan θ
. (2.12)
De la ecuacio´n (2.12) se puede ver que el para´metro de distribucio´n resulta ser la
razo´n entre, la distancia del punto x(t, v) al punto central x(t, 0) y el a´ngulo com-
prendido por los planos tangentes a estos puntos, respectivamente.
2.2. Superficies desarrollables
En la familia de superficies regladas se encuentran las que satisfacen que el plano
tangente a la superficie sobre un generador es el mismo a lo largo de e´ste, es decir, la
direccio´n del vector normal a lo largo de un generador es constante.
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Definicio´n 2.2.1. Sea S una superficie reglada parametrizada por x(t, v) = a(t) +
vb(t). Decimos que S es una superficie desarrollable si el vector normal N(t, v), con t
fijo, tiene direccio´n constante para todo valor del para´metro v.
En los ejemplos 2.1.3, 2.1.4 y 2.1.5, se exhiben las superficies desarrollables ma´s
simples. En esta seccio´n daremos la prueba de que cualquier superficie desarrollable
esta´ formada por trozos de e´stas. Verificamos primero que las superficies definidas
en estos ejemplos son superficies desarrollables.
1. Consideremos una superficie reglada cilı´ndrica con parametrizacio´n x(t, v) =
a(t) + vb0, con b0 un vector fijo. Con un simple ca´lculo vemos que el vector
normal a la superficie en el punto x(t, v), viene dado por
N(t, v) = a′(t)× b0,
el cual no depende del para´metro v, ası´, sobre el generador Lt, N(t, v) es cons-
tante.
2. Ahora, consideremos una superficie reglada con parametrizacio´n x(t, v) =
a0 + vb(t) con a0 un punto fijo. En este caso el vector normal a la superficie
viene dado por
N(t, v) = v(b′(t)× b(t)).
Aunque N(t, v) depende de t y de v, vemos que su direccio´n, que es lo im-
portante, no depende de v sobre el generador Lt. Adema´s, cabe resaltar que
con v = 0 el vector normal es nulo, lo cual significa que el ve´rtice del cono es
una singularidad y se puede definir la linea de estriccio´n para el cono como la
curva constante e(t) = a0.
3. Finalmente, consideremos la superficie tangente a una curva a(t). Se tiene en-
tonces la parametrizacio´n x(t, v) = a(t) + va′(t), el vector normal a esta su-
perficie reglada esta´ dado por
N(t, v) = v(a′′(t)× a′(t))
cuya direccio´n sobre el generador Lt no depende del para´metro v. Notemos
adema´s que el vector normal (con v , 0) a la superficie tangente tiene la mis-
ma direccio´n que el vector binormal a la curva, de lo cual se desprende que
el plano osculador a la curva directriz en el punto a(t) coincide con el plano
tangente a la superficie en el generador Lt. Cuando v = 0 el vector normal es
nulo, lo cual significa que los puntos sobre la linea de regresio´n (ver ejemplo
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2.1.5) resultan ser las singularidades de la superficie, este hecho permite afir-
mar que la linea de estriccio´n de una superficie tangente y su linea de regresio´n
coinciden. Adema´s, la fo´rmula (2.4) valida este hecho.
Lema 2.2.1. (Condicio´n de desarrollabilidad) Sea S un superficie reglada parametriza-
da por x(t, v) = a(t) + vb(t) para t ∈ [a, b]. La superficie reglada S es una superficie
desarrollable si y so´lo si para todo t ∈ [a, b] se cumple
(a′(t)× b(t)) · b′(t) = 0. (2.13)
Demostracio´n. Si S es una superficie desarrollable, entonces los vectores normales en
cualquier par de puntos x(t, v1) y x(t, v2) del generador Lt son paralelos, luego
0 = N(t, v1)×N(t, v2)
=
(
a′(t)× b(t) + v1b′(t)× b(t)
)× (a′(t)× b(t) + v2b′(t)× b(t))
= (v2 − v1)(a′(t)× b(t))× (b′(t)× b(t))
= (v1 − v2)
(
(a′(t)× b(t)) · b′(t)) b(t).
Lo anterior implica, que con v1 , v2 y b(t) , 0 se obtiene (2.13). 
Teorema 2.2.2. (Clasificacio´n de las superficies desarrollables) Cualquier superficie
desarrollable puede ser dividida en trozos de tal forma que e´stos son, pedazos de planos, cilin-
dros, conos o superficies tangentes.
Demostracio´n. Sea S una superficie desarrollable con parametrizacio´n
x(t, v) = a(t) + vb(t) (2.14)
con a y b de clase C2 para t en un intervalo [a, b]. Ya que para cada t ∈ [a, b] se tiene
(a′(t) × b(t)) · b′(t) = 0, existen funciones escalares f (t), g(t) y h(t) definidas en
[a, b], no todas simulta´neamente cero tales que
fa′ + gb + hb′ = 0. (2.15)
Supongamos que las funciones f , g y h son de la misma clase que a′ y b′. Considere-
mos ahora los siguientes casos
C. 1 Si f (t) = 0 para todo t en algu´n intervalo abierto I contenido en [a, b]. De (2.15)
se tiene que
gb + hb′ = 0 (2.16)
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y para todo t en I al menos una de las funciones g y h es distinta de cero. Cal-
culando la derivada del vector unitario bˆ = b‖b‖ se tiene
bˆ′ = b
′
‖b‖ −
b · b′
‖b‖2 bˆ. (2.17)
De (2.16) se obtiene g = −h b·b′‖b‖2 y con (2.17) se sigue que
hbˆ′ = h b
′
‖b‖ − h
b · b′
‖b‖2 bˆ
= h
b′
‖b‖ + gbˆ
=
1
‖b‖ (hb
′ + gb)
= 0
de lo cual se desprende, que con h , 0 en I entonces bˆ es constante, es decir, la
direccio´n de b es constante en I. Por tanto, para t en el intervalo I el trozo de
superficie es un trozo de un cilindro o de un plano.
C. 2 Si f (t) , 0 para todo t en un intervalo abierto I contenido en [a, b]. De (2.15) se
sigue que
a′ = − g
f
b− h
f
b′. (2.18)
Sea
aˆ = a+
h
f
b (2.19)
luego
aˆ′ = a′ + h
f
b′ +
(
h
f
)′
b (2.20)
con (2.18) en (2.20) se tiene
aˆ′ =
((
h
f
)′
− g
f
)
b. (2.21)
C.2a Si (h/ f )′ = g/ f 2 en un intervalo abierto I′ contenido en I, 3 entonces
aˆ′ = 0 y de (2.19) se tiene que aˆ(t) = aˆ0 es constante en I′ y ası´ (2.14)
2Debido a los intereses de este trabajo, suponemos que los puntos donde se anulan las funciones
involucradas en esta prueba son ceros aislados, ya que so´lo trataremos con funciones polinomiales y
racionales.
3En el caso que (h/ f )′ = g/ f en un punto aislado t = t0, entonces para algu´n e > 0 se cumple que
sobre los intervalos (t0 − e, t0) y (t0, to + e) los trozos de superficies correspondientes son superficies
tangentes. Ver caso C.2b.
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queda como
x(t, v) = aˆ0 +
(
v− h(t)
f (t)
)
b(t) (2.22)
la cual corresponde a la parametrizacio´n de un trozo de cono o de plano
C.2b Si (h/ f )′ , g/ f en algu´n intervalo abierto I′′ contenido en I entonces de
(2.21) se sigue que
b =
((
h
f
)′
− g
f
)−1
aˆ′
que junto con (2.19) en (2.14) produce
x(t, v) = aˆ(t)− h(t)
f (t)
b(t) + vb(t)
= aˆ(t) +
(
v− h(t)
f (t)
)((
h(t)
f (t)
)′
− g(t)
f (t)
)−1
aˆ′(t)
y haciendo u =
(
v− h(t)f (t)
)((
h(t)
f (t)
)′ − g(t)f (t))−1, se tiene que la superficie en
el intervalo I′′ tiene parametrizacio´n
x(t, u) = aˆ(t) + uaˆ′(t)
la cual es un trozo de superficie tangente con linea de regresio´n aˆ(t).

Capı´tulo 3
Disen˜o de superficies desarrollables
3.1. Algoritmo de Aumann
El algoritmo de Aumann se publico´ en [1], este algoritmo permite disen˜ar super-
ficies desarrollables sobre curvas de Be´zier de manera simple. Enunciamos a conti-
nuacio´n el algoritmo.
Algoritmo de Aumann. Sean a0,a1, . . . ,am y b0 puntos enA3 y sean λ y µ nu´me-
ros reales. El algoritmo esta´ dado por la siguiente fo´rmula recursiva.
bi+1 = ai + λ(ai+1 − ai) + µ(bi − ai), con i = 0, 1, . . . , m− 1. (3.1)
El siguiente teorema establece el me´todo para producir superficies desarrollables
a partir del algoritmo de Aumann.
Teorema 3.1.1. Sean a0,a1, . . . ,am y b0 en A3 donde los vectores b0 − a0 y a1 − a0 son
no paralelos. Tomando los puntos bi como en (3.1) con λ y µ arbitrarios, se tiene que la
superficie reglada S parametrizada por
x(t, v) =
m
∑
i=0
Bmi (t)ai + v
m
∑
i=0
Bmi (t)(bi − ai) (3.2)
con (t, v) ∈ [0, 1] es una superficie desarrollable. Adema´s:
1. S es un cilindro si y so´lo si λ = 1.
2. S es un cono si y so´lo si λ , 1 y µ = 1.
3. S es una superficie tangente 1 si y so´lo si λ , 1 y µ , 1.
1La linea de regresio´n de la superficie tangente puede ser calculada por medio de la fo´rmula para
la linea de estriccio´n dada en (2.4).
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En el teorema anterior tomando
a(t) =
m
∑
i=0
Bmi (t)ai y b(t) =
m
∑
i=0
Bmi (t)bi
la expresio´n (3.2) puede escribirse como la combinacio´n afı´n
x(t, v) = (1− v)a(t) + vb(t).
Cuando se toma (t, v) en el recta´ngulo [0, 1]× [0, 1] se obtiene un parche de Be´zier desa-
rrollable el cual tiene como borde a las curvas de Be´zier a(t) y b(t), y a los segmentos
(1− v)a(0) + vb(0) y (1− v)a(1) + vb(1).
(a) Cilindro (b) Cono (c) Superficie tangente
Figura 3.1: Parches desarrollables obtenidos con el algoritmo de Aumann.
3.2. Construccio´n de superficies desarrollables sobre cu´bi-
cas de Be´zier
Consideremos la superficie reglada x(t, v) = a(t) + vb(t) con a(t) en A3 y b(t)
en R3, curvas de Be´zier cu´bica y cuadra´tica respectivamente, es decir,
a(t) = a0(1− t)3 + 3a1t(1− t)2 + 3a2t2(1− t) + a3t3 (3.3)
y
b(t) = b0(1− t)2 + 2b1t(1− t) + b2t2 (3.4)
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para t ∈ [0, 1] y los puntos de control a0,a1,a2,a3 en A3 y b0, b1 y b2 en R3. Ahora
consideremos el siguiente problema:
¿Dada la curva a(t), i.e. dados sus puntos de control a0, a1, a2 y a3, que condiciones
deben imponerse sobre los vectores b0, b1 y b2 que controlan a la generatriz b(t) para que la
superficie x(t, v) sea una superficie desarrollable?
Comencemos considerando la condicio´n de desarrollabilidad para x(t, v), esto
es, se debe dar que para todo t ∈ [0, 1](
b(t)× a′(t)) · b′(t) = c0(1− t)5 + c1t(1− t)4 + c2t2(1− t)3 + c3t3(1− t)2
+c4t4(1− t) + c5t5
= 0.
La condicio´n de desarrollabilidad para x(t, v) queda expresada como la anulacio´n de
un polinomio de grado 5 en te´rminos de la base de polinomios de Bernstein, donde
sus coeficientes reales esta´n dados por
c0 = (b0 × ∆a0) · b1
c1 = (∆a0 × b2 + (∆a0 + 2∆a1)× b1) · b0
c2 = ((2∆a1 + ∆a0)× b2 + (2∆a1 + ∆a2)× b1) · b0 + (∆a0 × b2) · b1
c3 = (b0 × (2∆a1 + ∆a2) + b1 × (2∆a1 + ∆a0)) · b2 + (b0 × ∆a2) · b1 (3.5)
c4 = (b0 × ∆a2 + b1 × (∆a2 + 2∆a1)) · b2
c5 = (b1 × ∆a2) · b2.
De esta manera, la condicio´n de desarrollabilidad se da si y so´lo si c0 = c1 = c2 =
c3 = c4 = c5 = 0.
Por simplicidad, iniciamos considerando las ecuaciones c0 = 0 y c5 = 0, las cuales
implican restricciones sobre los puntos b0, b1 y b2. Estas restricciones las agrupamos
en los siguientes cuatro casos:
Caso 1. b0 × ∆a0 = 0 y b1 × ∆a2 = 0.
Caso 2. b0 × ∆a0 = 0 y b1 × ∆a2 , 0 con b2 ortogonal a b1 × ∆a2.
Caso 3. b0 × ∆a0 , 0, con b1 ortogonal a b0 × ∆a0 y b1 × ∆a2 = 0.
Caso 4. b0 × ∆a0 , 0, con b1 ortogonal a b0 × ∆a0 y b1 × ∆a2 , 0, con b2
ortogonal a b1 × ∆a2.
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Revisemos los cuatro casos mencionados, bajo el supuesto que {∆a0, ∆a1, ∆a2} sea
un conjunto linealmente independiente en R3. Exigir esta condicio´n es equivalente a
considerar la curva a(t) como una curva no plana, es decir, es considerar a la curva
a(t) con torsio´n no nula.
Caso 1. Para esta situacio´n, deben existir nu´meros reales k1 y k2 tales que
b0 = k1∆a0 (3.6)
b1 = k2∆a2. (3.7)
Caso 1.1. Si se tiene k1 = k2 = 0 entonces resulta que b0 = b1 = 0 y ası´ la superficie
x(t, v) corresponde a un cilindro parametrizado por
x(t, v) = a(t) + vt2b2.
Supongamos que k1 , 0 o k2 , 0. Al sustituir (3.6) y (3.7) en (3.5), haciendo c4 = 0, se
tiene que
((k1∆a0 − 2k2∆a1)× ∆a2) · b2 = 0.
Ya que {∆a0, ∆a1, ∆a2} es un conjunto linealmente independiente, se sigue que exis-
ten nu´meros reales k3 y k4 tales que
b2 = k1k3∆a0 − 2k2k3∆a1 + k4∆a2. (3.8)
Ahora, reemplazando esta u´ltima expresio´n en c1, c2 y c3 de (3.5), se llega a que
c1 = 2(k1k2)(∆a0 × ∆a1) · ∆a2
c2 = 2(k1k2 − k22k3 + k1k4)(∆a0 × ∆a1) · ∆a2
c3 = 2(−k22k3 + k1k4)(∆a0 × ∆a1) · ∆a2.
Claramente, para que se anule c1 se debe dar que k1 = 0 o k2 = 0, ası´ estos no pueden
ser distintos de cero simulta´neamente.
Caso 1.2. Suponiendo k1 , 0, entonces para que se satisfaga c1 = c2 = c3 = 0 se
debe dar que k2 = k4 = 0. Ası´
b0 = k1∆a0
b1 = 0
b2 = k1k3∆a0.
Para cualquier valor de k3 y k1 , 0 se tiene la desarrollabilidad de x(t, v).
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Caso 1.3. Suponiendo k2 , 0, se tiene que c1 = c2 = c3 = 0 so´lo es posible con
k1 = k3 = 0, ası´
b0 = 0
b1 = k2∆a2
b2 = k4∆a2.
Para cualquier valor de k4 se tiene la desarrollabilidad de x(t, v).
a0
(a) Caso 1.1
a0
(b) Caso 1.2
a0
(c) Caso 1.3
Figura 3.2: Superficies desarrollables en el caso 1.
Caso 2. De este caso se tiene que existen nu´meros reales k1, k2 y k3 tales que
b0 = k1∆a0 (3.9)
b2 = k2∆a2 + k3b1 (3.10)
con estas expresiones en (3.5) haciendo c1 = 0 se sigue
2k1(∆a1 × b1) · ∆a0 = 0.
Veamos los casos k1 = 0 y k1 , 0.
Caso 2.1. Si k1 = 0, entonces de (3.9) se tiene b0 = 0, reemplazando esto, junto
con (3.10) en (3.5) y haciendo c2 = 0 se tiene el primer te´rmino
k2(∆a0 × ∆a2) · b1 = 0.
De lo cual se tienen los siguientes subcasos:
Caso 2.1.1. Si k2 = 0, entonces de (3.10) se sigue b2 = k3b1. Sin importar como
sea b1, con b0 = 0, b2 = k3b1 se da la desarrollabilidad de x(t, v), para cualquier
valor de k3.
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Caso 2.1.2. Si k2 , 0, de la independencia lineal de ∆a0 y ∆a2 se tiene que existen
nu´meros reales k4 y k5 tales que b1 = k4∆a0 + k5∆a2 y ası´ de (3.10), b2 = k3k4∆a0 +
(k2 + k5)∆a2. Sustituyendo estas u´ltimas expresiones, junto con b0 = 0 en (3.5), se
tiene que c0 = c1 = c2 = c5 = 0 y c3 = c4 = 2k2k4(∆a0 × ∆a1) · ∆a2, ası´ para anular
estos coeficientes se debe hacer k4 = 0, luego b0 = 0, b1 = k5∆a2 y b2 = (k2 + k5)∆a2
satisfacen la condicio´n de desarrollabilidad.
Caso 2.2. Si k1 , 0, de la independencia lineal de ∆a0 y ∆a1, se desprende que,
existen nu´meros reales k4 y k5 tales que
b1 = k4∆a0 + k5∆a1 (3.11)
con esto, a partir de (3.10) se obtiene la siguiente expresio´n para b2 en te´rminos de
los ∆a′is
b2 = k3k4∆a0 + k3k5∆a1 + k2∆a2. (3.12)
Reemplazando (3.9), (3.11) y (3.12) en (3.5) se tiene que
c2 = (2k1k2 − k1k5 − k2k5)(∆a0 × ∆a1) · ∆a2 (3.13)
c3 = (2k1k2 − k1k5 − k2k5 + 2k2k4 − k1k3k5)(∆a0 × ∆a1) · ∆a2 (3.14)
c4 = (2k2k4 − k1k3k5)(∆a0 × ∆a1) · ∆a2 (3.15)
ya que c3 = c2 + c4, es suficiente considerar c2 = c3 = 0. La solucio´n de estas
ecuaciones para k2 y k3 en te´rminos de k1, k4 y k5 es
k2 =
k1k5
2k1 − k5
k3 =
2k4
2k1 − k5 .
Con lo anterior se obtienen las siguientes expresiones para los puntos de control de
b(t); va´lidas para k5 , 2k1. 2
b0 = k1∆a0
b1 = k4∆a0 + k5∆a1
b2 =
2k24
2k1 − k5 ∆a0 +
k1k5
2k1 − k5 ∆a1 +
k4k5
2k1 − k5 ∆a2
las cuales satisfacen ci = 0, con i = 0, 1 . . . , 5. Una vez fijado b0 = b0∆a0 se obtienen
2Al suponer k1 , 0, se desprende que k5 = 2k1 no hace parte de la solucio´n, puesto que, para tener
c2 = 0 en (3.13), es necesario tomar k5 = k1 = 0 lo cual no es posible bajo nuestro supuesto; k1 , 0.
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b1 y b2 en te´rminos de dos para´metros, a saber k4 y k5 con k5 , 2b0, lo cual arroja
b0 = b0∆a0
b1 = k4∆a0 + k5∆a1
b2 =
2k24
2b0 − k5 ∆a0 +
b0k5
2b0 − k5 ∆a1 +
k4k5
2b0 − k5 ∆a2.
Cabe notar, que con k5 = 0 se da que b1 y b2 es paralelo a ∆a0, si adema´s, se toma
k4 = b0 ocurre que b(t) = b0∆a0 es constante, paralelo al vector tangente en a(0).
a0
(a) Caso 2.1.1
a0
(b) Caso 2.1.2
a0
(c) Caso 2.2
Figura 3.3: Superficies desarrollables en el caso 2.
Caso 3. Para este caso, tenemos que ∆a0 y b0 son linealmente independientes,
luego existen nu´meros reales k1, k2 y k3 tales que
b1 = k1∆a0 + k2b0 (3.16)
y
b1 = k3∆a2 (3.17)
luego k1∆a0 + k2b0 = k3∆a2. Consideremos los casos k2 = 0 y k2 , 0.
Caso 3.1. Si k2 = 0 se tiene que k1∆a0 = k3∆a2, la independencia lineal de ∆a0 y
∆a2 implica que k1 = k3 = 0, luego b1 = 0, reemplazando esto en (3.5) y simplifi-
cando los coeficientes c1, c2, c3 y c4 se tiene que
c1 = (b2 × b0) · ∆a0
c2 = 2(b2 × b0) · ∆a1 + (b2 × b0) · ∆a0
c3 = 2(b2 × b0) · ∆a1 + (b2 × b0) · ∆a2
c4 = (b2 × b0) · ∆a2.
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Fa´cilmente se ve, que c1 = c2 = c3 = c4 = 0 so´lo es posible cuando b2 y b0 sean pa-
ralelos, siendo esto ası´, existe un nu´mero real k4 tal que b2 = k4b0. Con esto quedan
determinados los puntos de control b1 = 0, b2 = k4b0 y b0 es de eleccio´n libre.
Caso 3.2. Si k2 , 0. De (3.16) y (3.17) que se sigue que
b0 = −k1k2 ∆a0 +
k3
k2
∆a2. (3.18)
De (3.18) y (3.17) en (3.5), haciendo c4 = 0 se tiene que(
∆a2 ×
(
k1
k2
∆a0 + 2k3∆a1
))
· b2 = 0.
Como {∆a0, ∆a1, ∆a2} es linealmente independiente (suponiendo que k1 y k3 no son
cero simulta´neamente) 3, deben existir nu´meros reales k4 y k5 tales que
b2 =
k1k4
k2
∆a0 + 2k3k4∆a1 + k5∆a2. (3.19)
Sustituyendo (3.17), (3.18) y (3.19) en (3.5), se tienen las siguientes ecuaciones
c1 =
(
−2k1k3
k2
+
2k23k4
k2
)
(∆a0 × ∆a1) · ∆a2
c2 =
(
−2k1k3
k2
− 2k1k3k4
k22
+ 2k23k4 +
2k23k4
k2
− 2k1k5
k2
)
(∆a0 × ∆a1) · ∆a2 (3.20)
c3 =
(
−2k1k3k4
k22
+ 2k23k4 −
2k1k5
k2
)
(∆a0 × ∆a1) · ∆a2.
Consideremos los siguientes subcasos para k3 y k1.
Caso 3.2.1. Si k3 = 0 y k1 , 0, los coeficientes c1, c2 y c3 se reducen a
c1 = 0
c2 = −2k1k5k2 (∆a0 × ∆a1) · ∆a2
c3 = −2k1k5k2 (∆a0 × ∆a1) · ∆a2.
Para que c2 y c3 sean nulos se debe tomar k5 = 0, ası´, la desarrollabilidad se da
cuando
b0 = −k1k2 ∆a0
b1 = 0
b2 =
k1k4
k2
∆a0.
3k1 = k3 = 0 implica el caso b0 = b1 = 0 y b2 de eleccio´n libre
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Caso 3.2.2. Supongamos k3 , 0 y k1 = 0. En este caso, de la la u´nica forma que
se pueden anular los coeficientes en (3.20) es con k4 = 0, ası´ lo puntos de control
resultan ser
b0 =
k3
k2
∆a2
b1 = k3∆a2
b2 = k5∆a2.
Caso 3.2.3. Supongamos k3 , 0 y k1 , 0. Para resolver las ecuaciones c1 = c2 =
c3 = 0, notamos que estos coeficientes cumplen que c1 + c3 = c2, luego es suficiente
con resolver c1 = c3 = 0; cuya su solucio´n en te´rminos de k1, k2 y k3 viene dada por
k4 =
k1
k3
k5 = −k1 − k
2
2k3
k2
.
Luego, con estas expresiones de k4 y k5 en (3.18), (3.17) y (3.19), se tiene que los
puntos de control de b(t) vienen dados por
b0 = −k1k2 ∆a0 +
k3
k2
∆a2 (3.21)
b1 = k3∆a2
b2 =
k21
k2k3
∆a0 + 2k1∆a1 +
k22k3 − k1
k2
∆a2.
Si b0 esta´ dado por b0 = b0∆a0 + b2∆a2 donde b0 y b2 son nu´meros reales, al igualar
esto con (3.21) se tiene que
k1 = −b0k2
k3 = b2k2.
Lo cual significa, que una vez fijado b0, la solucio´n en este caso depende de un
para´metro, a saber k2 , 0.
Caso 4. En este caso estamos considerando ∆a0 y b0 linealmente independien-
tes, junto con ∆a2 y b1 linealmente independientes, luego se tiene que para ciertos
nu´meros reales k1, k2, k3 y k4 se cumple que
b1 = k1∆a0 + k2b0 (3.22)
b2 = k3∆a2 + k4b1. (3.23)
Reemplazando (3.22) y (3.23) en c1 se sigue que
c1 = (∆a0 × (k3∆a2 − 2k1∆a1)) · b0
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a0
(a) Caso 3.1
a0
(b) Caso 3.2.1
a0
(c) Caso 3.2.2
a0
(d) Caso 3.2.3
Figura 3.4: Superficies desarrollables en el caso 3.
ya que {∆a0, ∆a1, ∆a2} es un conjunto linealmente independiente, al hacer c1 = 0
(suponiendo k1 , 0 o k3 , 0) 4 se da que para ciertos nu´meros reales k5 y k6
b0 = k6∆a0 − 2k1k5∆a1 + k3k5∆a2. (3.24)
Con esta u´ltima expresio´n en (3.22) y (3.23) se obtienen tambie´n expresiones para b1
y b2 en te´rminos de ∆a0, ∆a1 y ∆a2
b1 = (k1 + k2k6)∆a0 − 2k1k2k5∆a1 + k2k3k5∆a2 (3.25)
b2 = k4(k1 + k2k6)∆a0 − 2k1k2k4k5∆a1 + k3(1+ k2k4k5)∆a2. (3.26)
Hasta ahora, las expresiones encontradas para b0, b1 y b2 satisfacen c0 = c1 =
4Cuando k1 = k3 = 0, se tiene b1 = k2b0, b2 = k2k4b0 y con b0 de libre eleccio´n se da la desarro-
llabilidad de x(t, v).
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c5 = 0. Reemplazando (3.24)-(3.26) en (3.5) y simplificando adecuadamente se tiene
c2 = 2(k3k6 − k21k5 − k1k3k4k5 + k1k2k3k5)(∆a0 × ∆a1) · ∆a2
c3 = 2(k3k6 − k21k5 − k1k3k4k5 + k1k2k3k5 (3.27)
+k1k3 + k2k3k6 − k21k4k5)(∆a0 × ∆a1) · ∆a2
c4 = 2(k1k3 + k2k3k6 − k21k4k5)(∆a0 × ∆a1) · ∆a2.
Consideremos los siguientes casos para k1 y k3.
Caso 4.1. Si k1 = 0 y k3 , 0, los coeficientes en (3.27) se reducen a
c2 = 2k3k6(∆a0 × ∆a1) · ∆a2
c3 = 2(k3k6 + k2k3k6)(∆a0 × ∆a1) · ∆a2
c4 = 2k2k3k6(∆a0 × ∆a1) · ∆a2
los cuales se anulan si k6 = 0, ası´, los puntos de control dados en (3.24), (3.25) y (3.26)
se reducen a (ver figura 3.5(a))
b0 = k3k5∆a2
b1 = k2k3k5∆a2
b2 = k3(1+ k2k4k5)∆a2.
Caso 4.2. Si k1 , 0 y k3 = 0, los coeficientes en (3.27) se reducen a
c2 = −2k21k5(∆a0 × ∆a1) · ∆a2
c3 = −2(k21k5 + k21k4k5)(∆a0 × ∆a1) · ∆a2
c4 = −2k21k4k5(∆a0 × ∆a1) · ∆a2
los cuales so´lo se anulan si k5 = 0, ası´, se tiene que los puntos de control dados en
(3.24), (3.25) y (3.26) se reducen a b0 = b1 = b2 = 0.
Caso 4.3. Si k1 , 0 y k3 , 0. Notemos que c3 = c2 + c4, para ver bajo que condicio-
nes se anulan los coeficientes en (3.27) basta con ver cuando c2 = c4 = 0. Para esto
se resuelven las ecuaciones
k3k6 − k21k5 − k1k3k4k5 + k1k2k3k5 = 0 (3.28)
k1k3 + k2k3k6 − k21k4k5 = 0. (3.29)
Consideremos los subcasos k5 = 0 y k5 , 0.
Caso 4.3.1 Si k5 = 0, las ecuaciones (3.28) y (3.29) se reducen a k3k6 = 0 y k1k3 +
k2k3k6 = 0, las cuales bajo las condiciones de este subcaso (k1 , 0 y k3 , 0) no tienen
solucio´n.
3.2. CONSTRUCCIO´N DE SUPERFICIES DESARROLLABLES SOBRE CU´BICAS DE BE´ZIER 43
Caso 4.3.2 Si k5 , 0, se resuelven entonces las ecuaciones (3.28) y (3.29) para k2 y
k3 en te´rminos de k1, k3, k5 y k6 y se tiene
k2 = k1
(
1
k3
+
k3
k21k5 − k3k6
)
k4 =
k6
k1k5
+
k1k3
k21k5 − k3k6
.
Para el caso, cuando k21k5 = k3k6, al reemplazar k6 en (3.28) y (3.29), se tiene que las
soluciones para k2 y k4 esta´n dadas por
k2 = k4 = − k3k1(k3 − k5) .
Como {∆a0, ∆a1, ∆a2} es una base para R3, si se fija b0 se tiene entonces que para
ciertos nu´meros reales b0, b1 y b2
b0 = b0∆a0 + b1∆a1 + b2∆a2
luego, de (3.24) se tiene que k6 = b0, k1 = − b12k5 y k3 =
b2
k5
. Se tiene entonces las
siguientes expresiones en te´rminos de b0, b1, b2 y k5.
k1 = − b12k5
k2 = −b1
(
1
2b2
+ 2b2
k5(b21−4b0b2)
)
k3 = b2k5
k4 = −2
(
b0
b1
+ b1b2
k5(b21−4b0b2)
)
k5 = k5
k6 = b0.
Notemos que una vez fijados b0 , 0, b1 , 0 y b2 con b21 − 4b0b2 , 0, es decir, una vez
fijado b0, se tiene que k5 , 0 es un para´metro de la solucio´n.
b0 = b0∆a0 + b1∆a1 + b2∆a2
b1 = −b12
(
b0
b2
+
b21
Dk5
)
∆a0 − b21
(
1
2b2
+
2b2
Dk5
)
∆a1 − b1
(
1
2
+
2b22
Dk5
)
∆a2
b2 = −2
(
b0
b1
+
b1b2
k5D
)
b1 +
b2
k5
∆a2.
Donde D = b21 − 4b0b2. (Ver figura 3.5(b).)
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Cuando hacemos k5 → ∞, se tiene k1, k3 → 0, k2 → −b1/2b2 y k4 → −2b0/b1, ası´
b1 → − b12b2 b0
b2 → b0b2 b0.
Luego
b0(1− t)2 + 2b1t(1− t) + b2t2 → b0(1− t)2 − b1b2 b0t(1− t) +
b0
b2
b0t2
= b0
(
(1− t)2 − b1
b2
t(1− t) + b0
b2
t2
)
.
Adema´s, si tomamos b0 ≈ b2 ≈ − 12 b1 con b21 − 4b0b2 , 0, se tiene que b1 ≈ b2 ≈
b0 y ası´
β(t) = b0(1− t)2 + 2b1t(1− t) + b2t2
≈ b0
(
(1− t)2 + 2t(1− t) + t2
)
= b0
teniendo entonces que
x(t, v) ≈ a(t) + sb0.
Esto es, la superficie desarrollable obtenida se aproxima a un cilindro.
Como resumen a la solucio´n del problema planteado en esta seccio´n, presenta-
mos las siguientes tablas:
a0
(a) Caso 4.1
a0
(b) Caso4.3.2
Figura 3.5: Superficies desarrollables en el caso 4.
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Caso 1.1. Caso 1.2.
b0 = 0 b0 = k1∆a0
b1 = 0 b1 = 0
b2 = b2 b2 = k1k3∆a0
a0
a0
Caso 1.3. Caso 2.1.1.
b0 = 0 b0 = 0
b1 = k2∆a2 b1 = b1
b2 = k4∆a2 b2 = k3b1
a0
a0
Caso 2.1.2. Caso 2.2. Con k5 , 2k1
b0 = 0 b0 = k1∆a0
b1 = k5∆a2 b1 = k4∆a0 + k5∆a1
b2 = (k2 + k5)∆a2 b2 =
2k24
2k1−k5 ∆a0 +
k1k5
2k1−k5 ∆a1 +
k4k5
2k1−k5 ∆a2
a0
a0
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Caso 3.1. Caso 3.2.1. Con k2 , 0
b0 = b0 b0 = − k1k2 ∆a0
b1 = 0 b1 = 0
b2 = k4b0 b2 =
k1k4
k2
∆a0
a0
a0
Caso 3.2.2. Caso 3.2.3. Con k2 , 0 y k3 , 0
b0 = k3k2 ∆a2 b0 = −
k1
k2
∆a0 + k3k2 ∆a2
b1 = k3∆a2 b1 = k3∆a2
b2 = k5∆a2 b2 =
k21
k2k3
∆a0 + 2k1∆a1 +
k22k3−k1
k2
∆a2
a0
a0
Caso 4.1.
b0 = k3k5∆a2
b1 = k2k3k5∆a2
b2 = k3(1+ k2k4k5)∆a2
a0
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Caso 4.3.2. Con b1 , 0, b2 , 0 y D = b21 − 4b0b2 , 0
b0 = b0∆a0 + b1∆a1 + b2∆a2
b1 = − b12
(
b0
b2
+ b
2
1
Dk5
)
∆a0 − b21
(
1
2b2
+ 2b2Dk5
)
∆a1 − b1
(
1
2 +
2b22
Dk5
)
∆a2
b2 = −2
(
b0
b1
+ b1b2k5D
)
b1 + b2k5 ∆a2
En las tres superficies se tiene un vector b0 distinto.
a0
a0
a0
3.2.1. Disen˜o de superficies desarrollables sobre curvas B-spline
cu´bicas
Consideremos un B-spline cu´bico p(u) con puntos de de Boor p0,p1, . . . ,pk+2
en A3 y con nodos x−2, x−1, x0, x1, . . . , xk, xk+1, xk+2. En la seccio´n 1.3.2, se obtuvo
fo´rmulas para obtener los puntos de control de las k curvas de Be´zier que conforman
el B-spline p(u). Si p(u) = ai(u) cuando u ∈ [xi−1, xi] donde u(t) = (1− t)xi−1 + txi,
entonces para t ∈ [0, 1]
ai(u(t)) = (1− t)3ai0 + 3t(1− t)2ai1 + 3t2(1− t)ai2 + t3ai3.
Si usamos el algoritmo de Aumann para obtener
ci(u(t)) = (1− t)3ci0 + 3t(1− t)2ci1 + 3t2(1− t)ci2 + t3ci3
de tal forma que xi(u, v) = ai(u) + v(ci(u)− ai(u)) sea una superficie desarrollable
se puede definir una superficie desarrollable por trozos x(u, v) = xi(u, v) para u ∈
[xi−1, xi]. Bajo la condicio´n ci3−ai3 = ci+1 0−ai+1 0 para i = 1, 2, . . . , k− 1 se obtiene
una superficie desarrollable en la cual los planos tangentes sobre los generadores
xi(xi, v) y xi+1(xi, v) coinciden.
Por otro lado, si se requiere que la generatriz bi(u(t)) = ci(u(t))− ai(u(t)) sea
cuadra´tica, e´stas se seleccionan de las generatrices dadas en la seccio´n 3.2. Ver figura
3.6
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a20
a10
(a) Superficie desarrollable con generatriz
cuadra´tica sobre un B-spline de dos pedazos.
a0
(b) Pegado no suave de curvas base.
(c) Superficie desarrollable sobre un B-spline de tres pedazos usando el algoritmo
de Aumann.
Figura 3.6: Pegado de superficies desarrollables.
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3.3. Superficies desarrollables vı´a dualidad con curvas
en (P3)∗
En esta seccio´n mostraremos una manera de ver a las superficies desarrollables
como conjuntos de puntos en un espacio proyectivo.
3.3.1. Curvas de Be´zier en espacios proyectivos
Nuestro objetivo ahora es considerar curvas de Be´zier, cuyos puntos de control
esta´n en el espacio proyectivo, para esto sean B0, B1, . . . Bm puntos en P3, toman-
do para cada Bi coordenadas homoge´neas bi ∈ R4 y los polinomios de Bernstain
Bmi (t) = (
m
i )(1− t)m−iti, esto para i = 0, 1, . . . , m. Consideramos la curva de Be´zier
en R4
c(t) =
m
∑
i=0
Bmi (t)bi.
En principio no se puede considerar C(t) = [c(t)] como una curva de Be´zier en P3, 5
ya que los puntos de control de la curva dependen de las coordenadas homoge´neas
escogidas, puesto que cada mu´ltiplo escalar λbi de bi con λ , 0 representan el mismo
punto Bi. Ası´, para lograr que una curva c¯(t) = ∑mi=0 B
m
i (t)b¯i, obtenida con coorde-
nadas homoge´neas b¯i de Bi cumpla que c¯(t) = λc(t) para algu´n λ , 0, se debe dar
que b¯i = λbi para i = 0, 1, . . . , k.
Para poder definir una curva de Be´zier en P3 de grado m es necesario, adema´s de
sus puntos de control B0, B1, . . . Bm, introducir puntos auxiliares, F0, F1, . . . Fm−1 lla-
mados puntos marco (frame points), los cuales deben cumplir que cada terna de puntos
Bi, Fi, Bi+1 para i = 0, 1, · · · , m−1 sea colineal, dichas ternas reciben el nombre de
marco proyectivo de referencia. Lo que hacen los marcos proyectivos es indicar como se
deben tomar las coordenadas homoge´neas b0, b1, . . . , bm de los puntos B0, B1, . . . Bm,
estas se toman por medio de la condicio´n
[bi + bi+1] = Fi.
Ası´, dados los puntos de control B0, B1, . . . Bm y los puntos marco F0, F1, . . . Fm−1,
se define la curva de Be´zier C en P3, para la cual, el punto C(t) tiene coordenadas
homoge´neas c(t) = ∑mi=0 B
m
i (t)bi donde las coordenadas homoge´neas bi de Bi obe-
decen la condicio´n [bi + bi+1] = Fi.
5Es decir, una curva cuya estructura de control sea exclusivamente proyectiva.
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x
y
z
B0
B1
B2
F0
F1
(a) Co´nica 1
x
y
z
B0
B1
B2
F0
F1
(b) Co´nica 2
Figura 3.7: Co´nicas de Be´zier en P2 a partir de puntos de control proyectivos iguales
y puntos marco distintos.
3.3.2. Algoritmo proyectivo
Consideremos los puntos de control B∗0 , B∗1 , · · · , B∗m y puntos marco F∗0 , F∗1 , . . . , F∗m−1
en (P3)∗, los cuales se toman respectivamente como planos de control y planos mar-
co en P3. Estos planos dados definen una superficie de Be´zier racional desarrollable
interpretada como su conjunto de planos tangentes, la cual puede ser expresada co-
mo una curva de Be´zier U(t) en (P3)∗ con puntos de control B∗0 , B∗1 , · · · , B∗m y pun-
tos marco F∗0 , F∗1 , . . . , F
∗
m−1; las coordenadas homoge´neas para U(t) pueden ser dadas
por
u(t) =
m
∑
i=0
Bmi (t)bi
donde los vectores de coordenadas homoge´neas bi (en R4) de B∗i obedecen la con-
dicio´n [bi + bi+1]∗ = F∗i . La estructura de control de la superficie desarrollable U(t)
se representa en la siguiente figura. La interseccio´n entre los dos primeros planos de
control da el primer generador de la superficie y la interseccio´n de los dos u´ltimos
da el u´ltimo generador de la superficie.
El algoritmo se basa en la siguiente propiedad de interseccio´n: La interseccio´n pla-
na C(t) de una superficie de Be´zier desarrollable U(t) es una curva de Be´zier. Las rectas de
control y las rectas marco de la representacio´n dual de C(t) son intersecciones planas de los
correspondientes planos de control y planos marco en la estructura de control dual de U(t).
Para el disen˜o de parches de Be´zier racionales desarrollables a partir de la curva
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Bi* Bi+1
*
Fi*
Figura 3.8: Marco proyectivo de planos de control.
U(t), se toman las intersecciones planas de la estructura de control (dual) con dos
planos α y β (escogidos segu´n convenga). Para esto, es conveniente tomar sistemas
de coordenadas proyectivas para los planos α y β, esto se hace con el fin de que las
rectas proyectivas de interseccio´n
Bαi = B
∗
i ∩ α
Fαi = F
∗
i ∩ α
se puedan representar con vectores de coordenadas homoge´neas bαi , f
α
i ∈ R3, cum-
pliendose que Fαi = [b
α
i + b
α
i+1].
La curva de interseccio´n Uα(t) = U(t) ∩ α tiene coordenadas homoge´neas (en
R3) respecto al sistema de coordenadas tomado en α
uα(t) =
m
∑
i=0
Bmi (t)b
α
i . (3.30)
La curva Uα es dual a una familia de rectas proyectivas que tienen como estructu-
ra de control a las rectas Bαi y F
α
i . Ahora, para encontrar las coordenadas homoge´neas
de un punto sobre la curva Cα determinada por la familia parame´trica de rectas
Uα(t), miramos en el algoritmo de de Casteljau implementado en (3.30) las coorde-
nadas obtenidas en el penu´ltimo paso, es decir
bm−10 =
m−1
∑
i=0
Bmi (t)b
α
i
y
bm−11 =
m−1
∑
j=0
Bmj (t)b
α
j+1.
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B0*
B1*
B2
B3*
F2*
F0*
a
b
Figura 3.9: Interseccio´n de una estructura de control con planos α∗ y β∗.
De acuerdo con el principio de dualidad, la recta en (P2)∗ que determinan los
puntos [bm−10 ] y [b
m−1
1 ] es dual al punto C
α(t) en el cual se intersecan las dos rec-
tas [bm−10 ] y [b
m−1
1 ] en P
2, ası´ las coordenadas homoge´neas cα(t) del punto Cα(t)
esta´ dada por
cα(t) = bm−10 × bm−11
=
2m−2
∑
k=0
B2m−2i (t)bk,0
donde
bk,0 =
1
(2m−2k )
∑
i+j=k
(
m− 1
i
)(
m− 1
j
)
bαi × bαj+1. (3.31)
Ası´, se tiene una curva de Be´zier cα(t) de grado 2m − 2 (con posible elevacio´n de
grado). Similarmente se construye otra curva cβ(t) sobre el plano β, la cual tambie´n
es de grado 2m− 2 y tiene puntos de control bk,1 con k = 0, 1, . . . , 2m− 2, calculados
con su fo´rmula ana´loga a (3.31). Ya con esto se tiene un parche de Be´zier racional
desarrollable de grado 2m− 1, parametrizado por
S(t, u) = (1− u)cα(t) + ucβ(t)
= (1− u)
2m−2
∑
k=0
B2m−2i (t)bk,0 + u
2m−2
∑
k=0
B2m−2i (t)bk,1.
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Ejemplo 3.3.1. Consideremos para este ejemplo, los planos de control P3
B∗0 = {[(w, x, y, z)]/w− y = 0}
B∗1 = {[(w, x, y, z)]/2w− x− z = 0}
B∗2 = {[(w, x, y, z)]/4w− y = 0}
y los planos marco en P3
F∗0 = {[(w, x, y, z)]/w− x + y− z = 0}
F∗1 = {[(w, x, y, z)]/2w + x− y + z = 0} .
Tomemos para los planos proporcionados, las siguientes coordenadas homoge´neas
b0 = (−1, 0, 1, 0)
b1 = (2,−1, 0,−1)
b2 = (−4, 0, 1, 0)
f0 = (1,−1, 1,−1)
f1 = (−2,−1, 1,−1).
Con esto, se tiene una co´nica U(t) en (P3)∗, la cual tiene coordenadas homoge´neas
u(t) = (1− t)2b0 + 2t(1− t)b1 + t2b2.
Dual a U(t) en P3, se tiene una superficie desarrollable S interpretada como su con-
junto de planos tangentes. Ahora, vamos encontrar los puntos de Be´zier del parche
desarrollable determinado por U y los planos
α∗ = {[(w, x, y, z)]/x = 0}
β∗ = {[(w, x, y, z)]/w− x = 0} .
Empezamos tomando las rectas de interseccio´n en el plano α∗
Bα0 = {[(w, 0, y, z)]/w− y = 0}
Bα1 = {[(w, 0, y, z)]/2w− z = 0}
Bα2 = {[(w, 0, y, z)]/4w− y = 0}
Fα0 = {[(w, 0, y, z)]/w + y− z = 0}
Fα1 = {[(w, 0, y, z)]/2w− y + z = 0} .
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(a) Parche de Be´zier obtenido a partir de α∗ y β∗ (b) Parche de Be´zier obtenido a partir de α∗ y γ∗
Figura 3.10: Parches desarrollables.
Estas rectas proyectivas en P3 pueden ser representadas por los vectores de coor-
denadas homogeneas en R3,
bα0 = (−1, 1, 0)
bα1 = (2, 0,−1)
bα2 = (−4, 1, 0)
fα0 = (1, 1,−1)
fα1 = (−2, 1,−1).
Ahora, los puntos de la curva Cα(t) determinada por las rectas de interseccio´n tienen
coordenadas homoge´neas en R3 dadas por
cα(t) = b10 × b11
= ((1− t)bα0 + tbα1)× ((1− t)bα1 + tbα2)
= (1− t)2bα0 × bα1 + 2t(1− t)
(
1
2
bα0 × bα2
)
+ t2bα1 × bα2
= (1− t)2(−1,−1,−2) + 2t(1− t)(0, 0,−3/2) + t2(−1,−4,−2)
y coordenadas homogeneas en R4 dadas por
cα(t) = (1− t)2(−1, 0,−1,−2) + 2t(1− t)(0, 0, 0,−3/2) + t2(−1, 0,−4,−2).
Vemos que cα(t) es una curva polinomial en R4 que corresponde a la curva racional
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(plana) de R3
a(t) =
(1− t)2(0, 1, 2) + 2t(1− t)(0, 0, 3/2) + t2(0, 4, 2)
(1− t)2 + t2 .
Haciendo este mismo proceso ya con las intersecciones sobre el plano β∗, obtenemos
la curva racional en R3
b(t) =
(1− t)2(1, 1, 1) + 2t(1− t)(0, 0, 3/2) + t2(1, 4, 1)
(1− t)2 + t2 .
Ası´, se obtiene el parche de Be´zier racional desarrollable.
S(t, u) = (1− u)a(t) + ub(t).
En la figura 3.10(a) se muestra el parche obtenido con los planos α∗ y β∗, el parche
(b) es obtenido a partir de la mismos planos marco y de control, pero intersectando
la figura de control con α∗ y el plano γ∗ = {[(w, x, y, z)]/z = 0}.
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