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Ordered Exchange Graphs
Dedicated to the memory of Dieter Happel
Thomas Brüstle˚ and Dong Yang:
Abstract. The exchange graph of a cluster algebra encodes the combinatorics of muta-
tions of clusters. Through the recent "categorifications" of cluster algebras using repre-
sentation theory one obtains a whole variety of exchange graphs associated with objects
such as a finite-dimensional algebra or a differential graded algebra concentrated in non-
positive degrees. These constructions often come from variations of the concept of tilting,
the vertices of the exchange graph being torsion pairs, t-structures, silting objects, support
τ -tilting modules and so on. All these exchange graphs stemming from representation
theory have the additional feature that they are the Hasse quiver of a partial order which
is naturally defined for the objects. In this sense, the exchange graphs studied in this
article can be considered as a generalization or as a completion of the poset of tilting
modules which has been studied by Happel and Unger. The goal of this article is to ax-
iomatize the thus obtained structure of an ordered exchange graph, to present the various
constructions of ordered exchange graphs and to relate them among each other.
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1. The goal
The exchange graph of a quiver Q without loops or oriented 2-cycles encodes the
combinatorics of mutations of clusters in the cluster algebra defined byQ. With the
interpretation of cluster algebras using representation theory of algebras, a whole
variety of ordered exchange graphs has been associated with objects such as a finite-
dimensional algebra J or a differential graded (=dg) algebra Γ concentrated in non-
positive degrees. These constructions often come from variations of the concept of
tilting, the vertices of the exchange graph being torsion pairs, t-structures, silting
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Figure 1. The diagram
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objects, support τ -tilting modules and so on. The goal of this article is to present
these various constructions of ordered exchange graphs, relate them among each
other and also to the combinatorial versions stemming from cluster theory. The
above "atlas" in Figure 1 shows the main examples and their interdependence. All
the maps in this diagram are bijections. They preserve partial orders and commute
with mutations, and hence induce isomorphisms of ordered exchange graphs. We
use the following notations which are explained in detail in Sections 2–4:
• pQ,W q: a quiver with potential such that Q has no loops or oriented 2-
cycles, W is non-degenerate and the algebra J below is finite-dimensional,
(Section 2.4)
• Γ “ pΓpQ,W q: the (complete) Ginzburg dg algebra of pQ,W q, (Section 2.5)
• J “ pJpQ,W q: the (complete) Jacobian algebra of pQ,W q, (Section 2.5)
• perpΓq: the perfect derived category of Γ,
• DfdpΓq: the finite-dimensional derived category of Γ,
• CpQ,W q: the Amiot cluster category of pQ,W q, (Section 4.2)
• Hbpproj Jq: the bounded homotopy category of finitely generated projective
J-modules,
• DbpmodJq: the bounded derived category of finite-dimensional J-modules,
• AQ: the cluster algebra with principal coefficients defined byQ, (Section 3.10)
• pQ: the framed quiver associated to Q (Section 3.9).
The diagram naturally falls into five layers, which, from the top to the bot-
tom, respectively involve derived categories of 3-Calabi–Yau dg algebras, derived
categories of finite-dimensional algebras, module categories of finite-dimensional al-
gebras, 2-Calabi–Yau triangulated categories and cluster combinatorics. The first
two layers should be viewed as forming a cube (the "dashing" has no mathematical
meaning).
This article is written in handbook style. The objects and maps appearing in
Figure 1 are defined in Section 3 and Section 4, respectively. Most notions and
results presented here are not new, however we decide to give proofs of some results
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which are only known to the experts and difficult to find in the literature. The liter-
ature on cluster theory is quickly expanding, and we do not aim to cover everything
in full generality. The reader is encouraged to read the original references. More
detailed surveys on some of the objects and maps include [105, 63, 31, 78, 90, 66].
In the appendix we provide some results on the derived category of a non-positive
dg algebra which are used in Sections 3 and 4.
Throughout this article, k denotes an uncountable algebraically closed field and
D “ Homkp?, kq denotes the k-dual. All categories and algebras are assumed to be
over k. The condition that k is uncountable is needed to guarantee the existence of
a non-degenerate potential (see Section 2.4) and is not necessary for other results.
The suspension functor of a triangulated category is denoted by Σ.
Acknowledgement. The authors would like to thank Christof Geiss, Osamu Iyama,
Bernhard Keller, Yuya Mizuno and Pierre-Guy Plamondon for answering their
questions and for very helpful comments on preliminary versions. The second-
named author is indebted to Bernhard Keller for sharing his insight on cluster
theory.
2. Preliminaries
In this section, we give the definition of an ordered exchange graph and introduce
some basic notions on general categories, derived categories, quivers with potential
and their Ginzburg dg algebras as well as Jacobian algebras.
2.1. Ordered exchange graphs. A central notion in cluster theory is that of
an ordered exchange graph, which we formalize for the purpose of this article as
follows:
2.1.1. Exchange graphs. Consider a set V with a compatibility relation R,
that is, R is reflexive and symmetric. We say that two elements x and y of V are
compatible if px, yq P R. Assume the following conditions:
(1) All maximal subsets of pairwise compatible elements, the clusters, are finite
and have the same cardinality, say n;
(2) Any subset of n ´ 1 pairwise compatible elements is contained in precisely
two clusters.
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We then define an exchange graph to be the graph whose vertices are the clusters
and where two clusters are joined by an edge precisely when their intersection has
cardinality n ´ 1. We refer to the edges of an exchange graph as mutations, and
we use the same terminology for any graph which is isomorphic to an exchange
graph. Note that all those graphs are n´regular.
The conditions on the compatibility relation R can be rephrased as follows:
consider the (abstract) simplicial complex ∆ whose l-simplices are the subsets of
l ` 1 pairwise compatible elements of V . A simplex of codimension 1 is called a
wall. We assume that
(1) ∆ is a pure simplicial complex, i.e. all maximal simplices are of the same
dimension;
(2) every wall is contained in precisely two maximal simplices.
Then the exchange graph is the dual graph of ∆. If in addition the exchange graph
is connected, then ∆ is a pseudo-manifold. See [33, Section 2.1].
2.1.2. Ordered exchange graphs. We define an ordered exchange graph to be
an exchange graph C endowed with a partial order ď on the set of clusters such
that:
(i) (the underlying graph of) the Hasse quiver of the partial order ď coincides
with the graph C: a predecessor x of x1 with respect to ď is an immediate
predecessor precisely when x1 and x are related by a mutation,
(ii) the Hasse quiver has a unique source and at most one sink.
The orientation on an ordered exchange graph C induces a colouring of the
elements of each cluster x: Since C is an n´regular graph, there will be g arrows
starting in x and r “ n´g arrows ending in x. Since edges correspond to mutations
of the elements of x, we can write the set x as a union of g "green" elements and
r "red" elements, where the condition (2) in the definition of an exchange graph
ensures that these two sets are disjoint. The source in C is the unique cluster with
all of its elements green, and the sink (if it exists) has all elements red.
A maximal path in an ordered exchange graph C can thus be interpreted as a
maximal sequence of mutations at green elements. These sequences, calledmaximal
green sequences by B. Keller [65], play an important role in finding quantum dilog-
arithm identities and non-commutative Donaldson–Thomas invariants [65] and in
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calculating the complete spectrum of a BPS (Bogomol’nyi–Prasad–Sommerfield)
particle in string theory [6, 22, 104] (this also appears implicitly in [37]).
The main feature of an ordered exchange graph is the property (i): the arrows
in the Hasse quiver of the poset are given by mutations. This property has been
established by Happel and Unger [49] in the context of tilting modules (see Sec-
tion 3.1), and the concepts presented in this article can be seen as a way to enlarge
the poset of tilting modules such that the Hasse quiver becomes an n´regular
graph (see Section 3.3).
Note that not all the structures of an ordered exchange graph (the compatibility
relation, the partial order, the mutations) are explicitly visible or known for some
of the examples. The purpose of this article is to point out that all examples we
discuss carry all those structures, via the bijections we provide. Some structures
are more naturally defined for some cases: The compatibility relation is given by
mutual vanishing of extension groups in the context of (cluster-)tilting objects, the
partial order is given most naturally by inclusion in the context of torsion classes,
t-structures and co-t-structures, and the mutation is the main ingredient in the
definition of c-matrices, g-matrices and clusters. However, the partial order on
c-matrices seems not to be known explicitly.
2.2. Some notions on categories. Let C be a k-linear category. We denote by
HomCpM,Nq or simply HompM,Nq the morphism space from M to N in C. For
a subcategory or a set of objects S of C, denote by KS (respectively, SK) the left
(respectively, right) orthogonal category of S, i.e.
K
S :“ tM P C | HomCpM,Nq “ 0 for any N P Su
(respectively,
S
K :“ tM P C | HomCpN,Mq “ 0 for any N P Su).
The split Grothendieck group of C, denoted by Ksplit0 pCq, is defined as the quotient
of the free abelian group generated by isomorphism classes of objects of C by the
subgroup generated by elements of the form rM s´rN s´rLs, whereM – N‘L. The
Grothendieck group of an abelian (respectively, triangulated) category C, denoted
byK0pCq, is the quotient of the free abelian group generated by isomorphism classes
of objects of C by the subgroup generated by elements of the form rM s´rN s´rLs,
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whenever there is an exact sequence 0 Ñ N Ñ M Ñ L Ñ 0 (respectively, a
triangle N ÑM Ñ LÑ ΣN).
Assume that C is Krull–Schmidt. For an object M in C, we denote by |M | the
number of pairwise non-isomorphic indecomposable direct summands of M , and
by addpMq “ addCpMq the smallest full subcategory of C which contains M and
which is closed under taking finite direct sums and direct summands. An object
M of C is said to be basic if each indecomposable direct summand of M occurs
with multiplicity 1 in a decomposition ofM into the direct sum of indecomposable
objects.
Let A be an abelian category. A full subcategory B of A is functorially finite
for any object X of A there are objects LX and RX of B together with morphisms
X Ñ LX and RX Ñ X such that the induced morphisms of functors
HomBpLX , ?q Ñ HomApX, ?q|B and HomBp?, RXq Ñ HomAp?, Xq|B
are surjective. The abelian categoryA is called a length category if every object has
finite length, i.e. every object admits a finite filtration such that all the subfactors
are simple.
For a subcategory or a set of objects S of a triangulated category C, we denote
by thickpSq the thick subcategory of C generated by S, i.e. the smallest triangulated
subcategory of C which contains S and which is closed under taking isomorphisms
and direct summands. We say that S generates C if C “ thickpSq holds. For d P Z,
the triangulated category C is d-Calabi–Yau if there is a bifunctorial isomorphism
DHompM,Nq
„
ÝÑ HompN,ΣdMq
for any M and N in C.
2.3. Derived categories. For an algebra A, we will denote by ModA the cate-
gory of (right) A-modules, by modA the category of finite-dimensional A-modules
and by projA the category of finitely generated projective A-modules. Denote by
HbpprojAq the homotopy category of bounded complexes of projA, by DbpmodAq
the derived category of bounded complexes of modA and by DpModAq the derived
category of complexes of ModA.
Let A be a dg algebra, i.e. a graded algebra endowed with a differential d such
that pA, dq is a complex of vector spaces and the following graded Leibniz rule
holds for all homogeneous elements a of degree p and all elements b:
dpabq “ dpaqb ` p´1qpadpbq.
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Consider the derived category DpAq of (right) dg A-modules, see [59, 61]. This is
a triangulated category. For a dg A-module M , we have
HomDpAqpA,Σ
mMq “ HmpMq.
This formula will be used without further reference.
We are interested in the following two triangulated subcategories of DpAq:
(1) the perfect derived category perpAq “ thickpAq, the thick subcategory of
DpAq generated by AA, the free dg A-module of rank 1;
(2) the finite-dimensional derived category DfdpAq, which consists of those dg
A-modules whose total cohomology is finite-dimensional over k.
If A is a finite-dimensional algebra, we can view it as a dg algebra concentrated
in degree 0. In this case, we have DpAq “ DpModAq, DfdpAq – D
bpmodAq and
perpAq – HbpprojAq.
A dg algebra A is said to be non-positive if its degree i component vanishes for
all i ą 0.
2.4. Quivers with potential. For a finite quiver Q, we denote its set of vertices
by Q0 and its set of arrows by Q1. For an arrow α, we denote by spαq its source
and by tpαq its target. The trivial path corresponding to a vertex i will be denoted
by ei. The path algebra of kQ is by definition the vector space with basis the set
of paths of Q and with multiplication given by concatenation of paths, i.e. for two
paths p and q, we have
p ¨ q “
$&%pq if sppq “ tpqq0 otherwise.
If Q is a graded quiver, i.e. there is an integer associated with each arrow of Q,
then kQ is naturally a graded algebra. In this case, the complete path algebra xkQ
is the completion of the path algebra kQ in the category of graded vector spaces
with respect to the ideal generated by the arrows of Q. Thus, the n-th component
of xkQ consists of formal combinations řp λpp of all paths p of degree n. Below
we will reserve the terminology quiver for ungraded quivers and we will sometimes
consider them as graded quivers concentrated in degree 0.
Let Q be a finite quiver. A potential on Q is an element of the closure of the
subspace of the complete path algebra xkQ generated by all non-trivial cycles of Q,
i.e. an element of the form
ř
c λcc, where c runs over all non-trivial cycles of Q.
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For a potential W on Q, the pair pQ,W q is called a quiver with potential. For an
arrow ρ and a cycle c of Q, we define Bρpcq “
ř
c“uρv vu, where the sum is taken
over all decompositions of the cycle c (where u and v are possibly trivial paths).
Writing W “
ř
c:cycle λcc, we define BρpW q “
ř
c:cycle λcBρpcq.
Thanks to the work of Derksen, Weyman and Zelevinsky [27], the quiver muta-
tion (Section 3.9) extends to a mutation of quivers with potential. Given a quiver
with potential pQ,W q such that Q has no loops or oriented 2-cycles and a vertex
i of Q , the mutation at i produces a new quiver with potential µipQ,W q. Unlike
the quiver case, however, the new quiver with potential µipQ,W q may contain
oriented 2-cycles. A potential W is said to be non-degenerate if for any sequence
pi1, . . . , ikq of vertices of Q the quiver of the multi-mutated quiver with potential
µik ¨ ¨ ¨µi1pQ,W q does not contain oriented 2-cycles. Recall that the base field k
is uncountable. It follows from [27, Corollary 7.4] that non-degenerate potentials
exist for any quiver without loops or oriented 2-cycles.
2.5. The Ginzburg dg algebra and the Jacobian algebra. Let pQ,W q be
a quiver with potential. The (complete) Ginzburg dg algebra pΓpQ,W q of pQ,W q is
constructed as follows [43]: Let Q˜ be the graded quiver with the same vertices as
Q and whose arrows are
• the arrows of Q (they all have degree 0),
• an arrow ρ˚ : j Ñ i of degree ´1 for each arrow ρ : iÑ j of Q,
• a loop ti : iÑ i of degree ´2 for each vertex i of Q.
The underlying graded algebra of pΓpQ,W q is the complete path algebra ykQ˜. It
is endowed with the m-adic topology, where m is the ideal of ykQ˜ generated by all
arrows of Q˜. The differential of pΓpQ,W q is the unique continuous linear endomor-
phism homogeneous of degree 1 which satisfies the graded Leibniz rule
dpuvq “ pduqv ` p´1qpudv ,
for all homogeneous u of degree p and all v, and takes the following values on the
arrows of Q˜:
• dpρq “ 0 for each arrow ρ of Q,
• dpρ˚q “ BρW for each arrow ρ of Q,
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• dptiq “ ei
ř
ρPQ1
pρρ˚ ´ ρ˚ρqei for each vertex i of Q.
The (complete) Jacobian algebra pJpQ,W q of the quiver with potential pQ,W q is
by definition the 0-th cohomology of the Ginzburg dg algebra pΓpQ,W q. Concretely
we have pJpQ,W q “ xkQ{xBρW,ρ P Q1y,
where for an ideal I of xkQ we denote by I¯ its closure. The quiver with potential
pQ,W q is Jacobi-finite if the Jacobian algebra pJpQ,W q is finite-dimensional.
Remark 2.1. Let pQ,W q be a quiver with potential and Γ “ pΓpQ,W q be its
Ginzburg dg algebra.
(a) It follows from the definition that Γ is non-positive.
(b) According to [73, Theorem A.17], the dg algebra Γ is (topologically) homolog-
ically smooth and bimodule 3-Calabi–Yau. It then follows from [62, Lemma
4.1] that the perfect derived category perpΓq contains the finite-dimensional
derived category DfdpΓq as a triangulated subcategory; moreover, DfdpΓq is
3-Calabi–Yau as a triangulated category.
Example. LetQ be the quiver 1
α // 2 of type A2. Then the above construction
yields
Q˜ “ 1
α //
t1
$$
2
α˚
oo t2
zz
There are no non-trivial cycles in Q, so the only potential on Q is 0. The Ginzburg
dg algebra pΓpQ, 0q is the complete path algebra ykQ˜ endowed with the differential
which takes t1 to ´α
˚α, t2 to αα
˚ and takes α and α˚ to 0. The Jacobian algebrapJpQ, 0q is the path algebra kQ.
3. The ordered exchange graphs
We introduce in this section the following sets, thus introducing the various ordered
exchange graphs presented in Figure 1:
f-torspAq, sτ -tiltpAq, int-t-strpAq, int-co-t-strpAq, 2-siltpAq,
2-smcpAq, c-tiltpCq,mutpQq,ClpQq, c-matpQq, g-matpQq.
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We warn the reader that we will use the notation µ´ for left mutation with ´
meaning a decrease with respect to the partial order. This convention is the same
as the one used in [66] and opposite to the one used in [4, 75]. We remark that
for most of these sets the structure of an ordered exchange graph are defined only
after having the bijections in Section 4.
3.1. Tilting modules, tiltpAq. In this subsection, we recall some results of
Happel–Unger and of Riedtmann–Schofield on the "ordered exchange graph" of
tilting modules. Already in 1987 Ringel observed that the set of tilting modules
over a finite-dimensional algebra A carries the structure of a simplicial complex.
The study of this complex and its poset structure was initiated in [95] and further
carried out by Happel and Unger [99, 100, 49, 47, 48]. See also the contributions
of Ringel and of Unger in the Handbook of tilting theory [96, 101].
Let A be a finite-dimensional algebra. An A-module T is a pretilting module
if Ext1ApT, T q “ 0 and the projective dimension of T is at most 1. It is a tilting
module if in addition there is a short exact sequence of A-modules
0 // A // T 0 // T 1 // 0
with T 0 and T 1 in addpT q.
The following theorem of Bongartz shows that any pretilting module can be
completed to a tilting module.
Theorem 3.1. ([13, Lemma 2.1 and Theorem 2.1]) Let T be a pretilting A-module.
Then there is an A-module X such that T ‘X is a tilting module. Consequently,
T is a tilting module if and only if |T | “ |A|.
In general X is not basic and it may contain summands from addpT q. But if
T is basic, then we can choose a suitable summand Y of X (called the Bongartz
complement of T ) such that T ‘Y becomes a basic tilting module. The next result
enables us to define mutation for tilting modules.
Theorem 3.2. ([46, Theorem 1.1] and [95, Proposition 1.3]) Let T “ T 1 ‘X be
a basic tilting A-module with X indecomposable. Then there exists at most one
indecomposable A-module Y such that Y fl X and T 1 ‘ Y is a tilting module. If
such a Y exists, then there is a short exact sequence either of the form
0 // X // E // Y // 0
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with E in addpT 1q or of the form
0 // Y // E1 // X // 0
with E1 in addpT 1q.
For a finite-dimensional algebra A, put
tiltpAq “ the set of isomorphism classes of basic tilting A-modules.
When there is no confusion, we will identify a module T with its isomorphism class
rT s. Let T “ T 1 ‘ X be an element of tiltpAq with X indecomposable. The left
mutation µ´XpT q of T at X is defined as T
1 ‘ Y , provided that such a Y as in
Theorem 3.2 exists and that there is a short exact sequence
0 // X // E // Y // 0
with E in addpT 1q. In this case, X is the Bongartz complement of T 1. The quiver
whose vertices are elements of tiltpAq and whose arrows are given by left mutations
will be denoted by EA. The underlying graph of EA is in general not an exchange
graph as in Section 2.1.1, because it is not regular, see [46, Corollary 1.3], [95,
Remark 1.3] and [48, Lemma 4.3]. Thanks to the work [2] of Adachi, Iyama and
Reiten, it can be completed into an ordered exchange graph by considering support
τ -tilting modules (see Section 3.3).
For an A-module T , define
TK1 :“ tX P modA | Ext1ApT,Xq “ 0u.
On tiltpAq define a partial ordering by
T ď T 1 :ô TK1 Ď T 1K1 ,
see [95, Remark 2.2 (b)]. The following was posed as a question by Riedtmann
and Schofield and proved by Happel and Unger.
Theorem 3.3. ([49, Theorem 2.1]) The Hasse quiver of ptiltpAq,ďq coincides with
EA.
The quiver EA is in general not connected, see [48, Sections 6 and 7]. However,
we have
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Proposition 3.4. ([49, Corollary 2.2]) If EA has a finite connected component,
then it is connected.
Example. Let A be the path algebra of the quiver 1 // 2 of type A2 and
modA be the category of finite-dimensional right A-modules. Up to isomorphism,
there are precisely three indecomposable objects in modA: S1, P2 and S2, which
respectively correspond to the following representations
k 0oo , k k
idoo , 0 koo .
The Auslander–Reiten quiver of modA is
P2
  ❇
❇❇
❇
S1
>>⑤⑤⑤⑤
S2
There are precisely two isomorphism classes of basic tilting modules: A “ P1‘P2
and P2 ‘ S2. The graph EA is
A // P2 ‘ S2 .
3.2. Torsion pairs, f-torspAq. Let A be an abelian category. A torsion pair
pT ,Fq of A is a pair of full subcategories such that
¨ HomApM,Nq “ 0 for all M P T and N P F ,
¨ for any M P A there is a short exact sequence
0 // M 1 //M // M2 // 0 (3.1)
with M 1 P T and M2 P F .
This notion was introduced by Dickson in [29]. The subcategories T and F are
respectively called the torsion class and the torsion-free class. For example, let A
be the category of fintely generated abelian groups; then the torsion groups form
a torsion class, and the torsion-free groups form the corresponding torsion-free
class. Note that a simple object M in A lies either in the torsion class or in the
torsion-free class, because it does not admit any non-trivial short exact sequence
of the form (3.1). One observes that F “ T K and T “ KF . Thus a torsion pair is
determined by its torsion class (respectively, its torsion-free class).
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Let A be a finite-dimensional algebra. A torsion pair ofmodA is said to be func-
torially finite if its torsion class is functorially finite, or equivalently, its torsion-free
class is functorially finite (see [2, Proposition 1.1]). When A is representation-finite,
all torsion pairs of modA are functorially finite. This is not true for representation-
infinite algebras. For example, for the path algebra A of the Kronecker quiver
¨ // // ¨ , the torsion class formed by the preinjective modules is not functorially
finite. Set
f-torspAq “ the set of functorially finite torsion pairs of modA.
On this set, there is a natural partial order
pT ,Fq ď pT 1,F 1q :ô T Ď T 1, equivalently, F Ě F 1.
Clearly, with respect to this order pmodA, 0q is the unique maximal element and
p0,modAq is the unique minimal element.
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. The
category modA has precisely five torsion classes, all of which are functorially finite:
addpS1‘P2‘S2q “ modA, addpP2‘S2q, addpS2q, addpS1q and 0. Thus the Hasse
quiver of f-torspAq is (we depict the torsion pairs in the Auslander–Reiten quiver
by marking in black the indecomposable objects in the torsion classes):
‚
‚ ‚
‚
˝ ‚
˝
˝ ‚
˝
‚ ˝
˝
˝ ˝
{{✇✇
✇✇
✇✇
✇✇
✇✇
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀

''❖❖
❖❖❖
❖❖❖
❖
}}④④
④④
④④
④④
④④
④
3.3. Support τ -tilting modules, sτ -tiltpAq. Let A be a finite-dimensional
algebra. A finite-dimensional A-module T is a τ-rigid module if HomApT, τT q “ 0
and a τ-tilting module if in addition |T | “ |A| holds. Here τ denotes the Auslander–
Reiten translation of modA (see [8]). An A-module T is a support τ-tilting module
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if there is an idempotent e of A such that T is a τ -tilting module over A{AeA.
Note that T is rigid over A and the idempotent e is unique in the sense that if e1
is another such idempotent then addpeAq “ addpe1Aq holds. These notions were
already studied by Auslander and Smalø [9] in the 1980’s, but we are using here
the terminology adopted by Adachi, Iyama and Reiten in [2], which generalises the
work of Ingalls and Thomas [52] on hereditary algebras.
The notion of τ -tilting modules generalises that of tilting modules (Section 3.1).
Theorem 3.5. ([2]) Let T be an A-module.
(a) T is a tilting module if and only if T is a faithful τ -tilting module.
(b) If A is hereditary, then T is a partial tilting module if and only if T is a τ -rigid
module and T is a tilting module if and only if T is a τ -tilting module.
Adachi, Iyama and Reiten introduce in [2] the mutation of support τ -tilting
modules (for the case when A is hereditary, see also [50]), which generalises the
mutation of a tilting module as in Section 3.1. Let T “ T1 ‘ . . . ‘ Tr be a basic
support τ -tilting A-module with each Ti indecomposable. For 1 ď i ď r such that
Ti R Facp
À
j‰i Tjq (the notation Fac is defined below), the left mutation of T at Ti,
denoted µ´TipT q, is defined as T
˚
i ‘
À
j‰i Tj , where T
˚
i is the cokernel of a minimal
left addp
À
j‰i Tjq-approximation of Ti
Ti // T 1 .
For a basic finite-dimensional algebra A, we set
sτ -tiltpAq “ the set of isomorphism classes of basic support τ -tilting A-modules.
On this set there is a partial order
T ď T 1 :ô FacpT q Ď FacpT 1q,
see [2, Section 2.4]. Here FacpT q is the full subcategory of modA consisting of
modulesM such that there is an epimorphism T‘m ÑM for some m P N. Clearly,
with respect to this order, A is the unique maximal element and 0 is the unique
minimal element. The following theorem was essentially already established in [2].
Theorem 3.6. Let A be a basic finite-dimensional algebra. The set sτ -tiltpAq has
the structure of an ordered exchange graph with a sink.
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Proof. Put n :“ |A| and let P1, . . . , Pn be a complete set of pairwise non-isomorphic
indecomposable projective A-modules. Let V be the union of t1, . . . , nu and the
set of indecomposable τ -rigid A-modules. Consider the following compatibility
relation R on V :
¨ for two indecomposable τ -rigid modules M and N , the pair pM,Nq belongs
to R if and only if HomApM, τNq “ 0 “ HomApN, τMq;
¨ for an indecomposable τ -rigid module M and 1 ď i ď n, the pair pM, iq
belongs to R if and only if HomApPi,Mq “ 0 if and only if the pair pi,Mq
belongs to R;
¨ for any 1 ď i, j ď n, the pair pi, jq belongs to R.
Now we are ready to prove the desired statement.
First, let T “ T1 ‘ . . . ‘ Tr be a basic support τ -tilting A-module with Ti
indecomposable for all i. Let e be an idempotent of A such that T is a τ -tilting
module over A{AeA and that eA is basic. Then pT, eAq is a basic support τ -tilting
pair in the sense of [2, Definition 0.3]. It follows that |eA| “ |A|´|A{AeA| “ n´r.
Write eA “ Pi1‘. . .‘Pin´r . Then the support τ -tilting module T can be identified
with the n-element set tT1, . . . , Tr, i1, . . . , in´ru. So we have the condition (1) in
the definition of an exchange graph.
Secondly, the condition (2) in the definition of an exchange graph is satisfied
by [2, Theorem 2.17].
Thirdly, the condition (i) in the definition of an ordered exchange graph is
satisfied by [2, Corollary 2.31].
Finally, let us show that the Hasse quiver has a unique source and a unique
sink, so the condition (ii) in the definition of an ordered exchange graph is satisfied.
Since A is the unique maximal element of sτ -tiltpAq, it is a source in the Hasse
quiver and for any support τ -tilting A-module T which is not isomorphic to A, we
have A ą T . It follows from [2, Theorem 2.32 and Definition-Proposition 2.26] that
there exists a support τ -tilting module T 1 and an indecomposable direct summand
M of T 1 such that µ´M pT
1q “ T . In particular, T is not a source. Therefore, A is
the unique source of sτ -tiltpAq. Dually, one shows that 0 is the unique sink.
When T is a tilting module, we have TK1 “ FacpT q. So by Theorem 3.5 (a),
the ordered exchange graph sτ -tiltpAq completes the graph EA in Section 3.1 to a
regular graph. In general sτ -tiltpAq has less connected components than EA. For
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example, it is easy to check that for the path algebra A of the Kronecker quiver,
EA has two connected components while sτ -tiltpAq is connected. The following nice
result, analogous to Proposition 3.4, is a consequence of Theorem 3.6 because each
component of a finite Hasse quiver necessarily has a source and a sink since it has
no oriented cycles.
Proposition 3.7. ([2, Corollary 2.35]) Let A be a basic finite-dimensional algebra.
If sτ -tiltpAq has a finite connected component, then sτ -tiltpAq itself is connected.
Examples of such algebras include representation-finite algebras and preprojec-
tive algebras of Dynkin quivers ([81]).
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. There are
precisely five isomorphism classes of basic support τ -tilting A-modules: S1‘P2 “
A, P2 ‘ S2, S2, S1 and 0. The ordered exchange graph sτ -tiltpAq of basic support
τ -tilting A-modules is
A
P2 ‘ S2
S2
S1
0
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀

''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
}}④④
④④
④④
④④
④④
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④
3.4. t-structures, int-t-strpAq. Let C be a triangulated category. A t-structure
on C is a pair pCď0, Cě0q of strict (that is, closed under isomorphisms) and full
subcategories of C such that
¨ ΣCď0 Ď Cď0 and Σ´1Cě0 Ď Cě0;
¨ HompM,Σ´1Nq “ 0 for M P Cď0 and N P Cě0,
¨ for each M P C there is a triangle in C
M 1 // M // M2 // ΣM 1 (3.2)
with M 1 P Cď0 and M2 P Σ´1Cě0.
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The above triangle (3.2) is canonical and yields endofunctors σď0 and σě1 of C
such that σď0M “ M 1 and σě1M “ M2. For i P Z, let σďi “ Σ´iσď0Σi and
σěi “ Σ´i`1σě1Σi´1.
The notion of t-structures was introduced by Beilinson, Bernstein and Deligne
in [10] when studying perverse sheaves over stratified topological spaces. The
two subcategories Cď0 and Cě0 are often called the aisle and the co-aisle of the
t-structure. One observes that Cě0 “ ΣpCď0qK and Cď0 “ Σ´1KCě0. Thus a
t-structure is determined by its aisle (respectively, by its co-aisle). The heart H “
Cď0 X Cě0 of a t-structure is always abelian. There is a family of cohomological
functors Hi “ σďiσěi : C Ñ Cď0 X Cě0 (called the cohomology functors). The
t-structure pCď0, Cě0q is said to be bounded ifď
nPZ
ΣnCď0 “ C “
ď
nPZ
ΣnCě0.
A bounded t-structure is one of the two ingredients of a Bridgeland stability condi-
tion [15]. A typical example of a t-structure is the pair pDď0std,D
ě0
stdq for the bounded
derived category DbpmodAq of a finite-dimensional algebra A, where Dď0std consists
of complexes with vanishing cohomologies in positive degrees, and Dě0std consists of
complexes with vanishing cohomologies in negative degrees. This is a bounded t-
structure of DbpmodAq whose heart is modA, which is a length category. We shall
refer to this t-structure as the standard t-structure on DbpmodAq. Recall that a
finite-dimensional algebra A can be viewed as a dg algebra concentrated in degree
0, and in this case, the finite-dimensional derived category DfdpAq is equivalent
to the bounded derived category DbpmodAq. More generally, for a non-positive
dg algebra A, the finite-dimensional derived category DfdpAq admits a standard
bounded t-structure pDď0std,D
ě0
stdq whose heart is modH
0pAq, see Appendix A.1.
A bounded t-structure is determined by its heart in the sense that its aisle
(respectively, its co-aisle) is the smallest full subcategory of C which contains the
heart and which is closed under the shift functor (respectively, a quasi-inverse of
the shift functor) and under taking extensions and direct summands. Moreover,
Lemma 3.8. Let pCď0, Cě0q be a bounded t-structure on C with heart A. Then
C is idempotent complete (that is, any idempotent in C has a kernel) and the
embedding A Ñ C induces an isomorphism of Grothendieck groups K0pAq Ñ
K0pCq. In particular, if A is a length category, then K0pCq is a free abelian group
and isomorphism classes of simple objects in A form a basis of K0pCq.
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Proof. See [51, Remark 1.15 i)] for a proof of the idempotent completeness of C.
The other statements are known and easy to check.
Fix a bounded t-structure pCď0, Cě0q. A t-structure pC1ď0, C1ě0q is intermediate
with respect to pCď0, Cě0q if we have ΣCď0 Ď C1ď0 Ď Cď0, or equivalently, ΣCě0 Ě
C1ě0 Ě Cě0. Intermediate t-structures are bounded and they can be characterised
in terms of the position of their hearts.
Lemma 3.9. Let pCď0, Cě0q and pC1ď0, C1ě0q be two bounded t-structures on C.
Then pC1ď0, C1ě0q is intermediate with respect to pCď0, Cě0q if and only if C1ď0 X
C1ě0 Ď Cď0 X ΣCě0.
In [45], Happel, Reiten and Smalø introduced an operation, called the Happel–
Reiten–Smalø tilt, to produce new t-structures from given ones. Precisely, let
pCď0, Cě0q be a bounded t-structure on C with cohomology functors Hi (i P Z)
and let pT ,Fq be a torsion pair of its heart. Define two full subcategories of C by
C
1ď0 “ tX P C | HipXq “ 0 for i ą 0, H0pXq P T u,
C
1ě0 “ tX P C | HipXq “ 0 for i ă ´1, H´1pXq P Fu.
By [45, Proposition 2.1] and [14, Proposition 2.5], pC1ď0, C1ě0q is a t-structure on
C. This t-structure is clearly intermediate with respect to pCď0, Cě0q. Moreover,
the heart of this new t-structure is the extension closure of T and ΣF in C, i.e.
the smallest subcategory of C which contains T and ΣF and which is closed un-
der extensions; moreover, pΣF , T q is a torsion pair of this heart. Clearly the
Happel–Reiten–Smalø tilt plays the role of mutations in our context. More pre-
cisely, assume in addition that heart A of pCď0, Cě0q is a length category. For a
simple object S of A, let S denote the extension closure of S in A. Then the pair
pKAS,Sq is a torsion pair of A. The left mutation µ´S pD
ď0,Dě0q of pDď0,Dě0q at
S is the Happel–Reiten–Smalø tilt at the torsion pair pKAS,Sq. We point out that
this mutation is different from the mutation defined by Zhou and Zhu in [106] for
the more general notion of torsion pairs of triangulated categories.
On the set of t-structures on C there is a natural partial order
pCď0, Cě0q ď pC1ď0, C1ě0q :ô Cď0 Ď C1ď0, equivalently, Cě0 Ě C1ě0.
For a fixed bounded t-structure pCď0, Cě0q, the set of intermediate t-structures
inherits a partial order, with respect to which pCď0, Cě0q is the unique maximal
element and pΣCď0,ΣCě0q is the unique minimal element.
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For a non-positive dg algebra A we set
int-t-strpAq “ the set of intermediate bounded t-structures on DfdpAq with length
heart with respect to the standard t-structure pDď0std,D
ě0
stdq.
Here by "a t-structure with length heart", we mean a t-structure whose heart is
a length category. The notion of mutation and the poset structure introduced
above turn the set int-t-strpAq into an ordered exchange graph. We illustrate this
structure using the same algebra A from Section 3.1.
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. There
are five intermediate t-structures on DbpmodAq with respect to the standard t-
structure. We depict them in the Auslander–Reiten quiver of DbpmodAq, for
example, the standard t-structure is depicted as
˝
✷
✷✷
✷✷
˝
✷
✷✷
✷✷
˝
✹
✹✹
✹ ‚
✻
✻✻
✻ ‚
✷
✷✷
✷✷
‚
✷
✷✷
✷✷
‚
✷
✷✷
✷✷
‚
¨ ¨ ¨ ¨ ¨ ¨
˝
EE☞☞☞☞☞
˝
EE☞☞☞☞☞
˝
EE☞☞☞☞☞
‚
DD✟✟✟✟
‚
DD✡✡✡✡
‚
EE☞☞☞☞☞
‚
EE☞☞☞☞☞
‚
EE☞☞☞☞☞
where the objects in black are in the aisle and the objects in boxes belong to modA.
The ordered exchange graph int-t-strpAq is
˝ ˝ ‚ ‚ ‚ ‚
˝ ‚ ‚ ‚ ‚
˝ ˝ ‚ ‚ ‚ ‚
˝ ˝ ‚ ‚ ‚
˝ ˝ ˝ ‚ ‚ ‚
˝ ˝ ‚ ‚ ‚
˝ ˝ ˝ ‚ ‚ ‚
˝ ‚ ˝ ‚ ‚
˝ ˝ ˝ ‚ ‚ ‚
˝ ˝ ˝ ‚ ‚
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❀❀
❀❀
❀❀
❀❀
❀❀
❀
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④④
3.5. Co-t-structures, int-co-t-strpAq. Let C be a triangulated category. A co-
t-structure on C is a pair pCě0, Cď0q of strict and full subcategories of C such that
¨ both Cě0 and Cď0 are additive and closed under taking direct summands,
¨ Σ´1Cě0 Ď Cě0 and ΣCď0 Ď Cď0;
22 Thomas Brüstle and Dong Yang
¨ HompM,ΣNq “ 0 for M P Cě0 and N P Cď0,
¨ for each M P C there is a triangle in C
M 1 // M // M2 // ΣM 1 (3.3)
with M 1 P Cě0 and M
2 P ΣCď0.
The above triangle (3.3) is not canonical. This notion was introduced by Pauk-
sztello in [86] and independently by Bondarko as weight structures in [12]. The
co-heart is defined as the intersection Cě0 X Cď0. Note that the co-heart is
usually not an abelian category. As for t-structures, the subcategories Cě0 and
Cď0 are called the aisle and co-aisle of the co-t-structure. One easily observes
that Cě0 “ Σ
KpCď0q and Cď0 “ ΣC
K
ě0, thus a co-t-structure is determined by
its aisle (respectively, by its co-aisle). The co-t-structure pCě0, Cď0q is said to be
bounded [12] if ď
nPZ
ΣnCď0 “ C “
ď
nPZ
ΣnCě0.
A bounded co-t-structure is determined by its co-heart in the sense that its aisle
(respectively, its co-aisle) is the smallest full subcategory of C which contains the
co-heart and which is closed under a quasi-inverse of the shift functor (respectively,
the shift functor) and under taking extensions and direct summands. A bounded
co-t-structure is one of the two ingredients of a Jørgensen–Pauksztello co-stability
condition [57]. A typical example of a co-t-structure is the pair pPstdě0 ,P
std
ď0 q for
the homotopy category HbpprojAq of a finite-dimensional algebra A, where Pstdě0
consists of complexes which are homotopy equivalent to a complex bounded below
at 0, and Pstdď0 consists of complexes which are homotopy equivalent to a complex
bounded above at 0. The co-heart of this co-t-structure is projA. We shall refer
to this co-t-structure as the standard co-t-structure on HbpprojAq. Recall that
viewing A as a dg algebra concentrated in degree 0, we have perpAq – HbpprojAq.
More generally, for a non-positive dg algebra A, the perfect derived category perpAq
admits a standard co-t-structure pPstdě0 ,P
std
ď0 q, see Appendix A.1.
Fix a bounded co-t-structure pCě0, Cď0q. A co-t-structure pC
1
ě0, C
1
ď0q is inter-
mediate with respect to pCě0, Cď0q if we have ΣCě0 Ě C
1
ě0 Ě Cě0, or equivalently,
ΣCď0 Ď C
1
ď0 Ď Cď0. Intermediate co-t-structures are bounded and they can be
characterised in terms of the position of their co-hearts.
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Lemma 3.10. Let pCě0, Cď0q and pC
1
ě0, C
1
ď0q be two bounded co-t-structures on C.
Then pC1ě0, C
1
ď0q is intermediate with respect to pCě0, Cď0q if and only if C
1
ě0XC
1
ď0 Ď
ΣCě0 X Cď0.
On the set of co-t-structures on C there is a natural partial order
pCě0, Cď0q ď pC
1
ě0, C
1
ď0q :ô Cě0 Ě C
1
ě0, equivalently, Cď0 Ď C
1
ď0.
For a fixed bounded co-t-structure pCě0, Cď0q, this order relation induces a partial
order on the set of intermediate co-t-structures, with respect to which pCě0, Cď0q
is the unique maximal element and pΣCě0,ΣCď0q is the unique minimal element.
For a non-positive dg algebra A we set
int-co-t-strpAq “ the set of intermediate bounded co-t-structures on perpAq
with respect to the standard co-t-structure pPstdě0 ,P
std
ď0 q.
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. There are
five intermediate co-t-structures on HbpprojAq (which, in this case, is equivalent to
DbpmodAq) with respect to the standard one. We depict them in the Auslander–
Reiten quiver of HbpprojAq, for example, the standard co-t-structure is depicted
as
‚
✷
✷✷
✷✷
‚
✷
✷✷
✷✷
‚
✹
✹✹
✹ ‚
✹
✹✹
✹✹
˝
✷
✷✷
✷✷
˝
✷
✷✷
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‚
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where the objects in black are in the aisle and the objects in boxes are projective.
The Hasse quiver of int-co-t-strpAq is
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3.6. Silting objects, 2-siltpAq. Let C be a triangulated category. An object M
of C is called a presilting object if HomCpM,Σ
iMq vanishes for all i ą 0, a silting
object if in additionM generates C, i.e. C “ thickpMq, and a tilting object if further
HomCpM,Σ
iMq vanishes also for all i ă 0. Tilting objects play an essential role in
the Morita theory of derived categories of algebras ([44, 24, 91, 59]) and the notion
of silting objects, generalising that of tilting objects, was introduced by Keller and
Vossieck in [72] to study t-structures on the bounded derived category of finite-
dimensional representations over a Dynkin quiver. A typical example of a silting
object is the free module AA of rank 1 inH
bpprojAq for a finite-dimensional algebra
A (more generally, the free dg module AA of rank 1 in perpAq for a non-positive
dg algebra A, see Appendix A.1). In contrast, the bounded derived category
DbpmodAq rarely has silting objects. In fact, we have
Proposition 3.11. Let A be a finite-dimensional algebra. Then DbpmodAq has
a silting object if and only if A has finite global dimension.
Indeed, assume that DbpmodAq has a silting object. Then it follows by dévis-
sage that for any objectsM andN of DbpmodAq, the space HompM,ΣiNq vanishes
for sufficiently large i. Since A has only finitely many isomorphism classes of sim-
ple modules, there is an integer d such that HompS,ΣiS1q “ ExtipS, S1q vanishes
for any simple modules S and S1 and for any i ą d. It follows that the global
dimension of A is no greater than d.
Triangulated categories with silting objects are quite special in terms of their
Grothendieck groups.
Theorem 3.12. ([4, Theorem 2.37]) Let C be a Krull–Schmidt triangulated cat-
egory with a silting object M . Then the embedding addpMq Ñ C induces an iso-
morphism Ksplit0 paddpMqq Ñ K0pCq of Grothendieck groups. In particular, K0pCq
is a free abelian group of rank |M |.
There is the following question on whether any presilting object can be com-
pleted to a silting object.
Question 3.13. Let C be a Krull–Schmidt triangulated category. Suppose that C
has a silting object M and let N be a presilting object of C. Is there an object N 1
such that N ‘N 1 is a silting object?
If we replace "silting" by "tilting", this question is known to have a negative
answer in general, see for example [91, Section 8], [94, Section 2] and [79, Example
Ordered Exchange Graphs 25
4.4]. In general, Question 3.13 is open. It has a positive answer for C “ HbpprojAq,
where A is a representation-finite symmetric algebra, see [1, 3], or A is a piecewise
hereditary algebra1. Another direction is to consider presilting objects N which
are 2-term with respect to the given silting object M , i.e. there is a triangle
M´1 // M0 // N // ΣM´1
with M´1 and M0 in addpMq. The following result is due to Derksen–Fei [26,
Section 5], Aihara [3, Proposition 2.16], Wei [102, Section 6] and Iyama–Jørgensen–
Yang [53] in various generalities. The idea is to form an analogue of the Bongartz
complement for tilting modules (Theorem 3.1).
Proposition 3.14. Let C be a Hom-finite Krull–Schmidt triangulated category
with a silting object M and let N be a presilting object of C. Assume that N is
2-term with respect toM . Then N can be completed to a silting object. Moreover,
N is a silting object if and only if |N | “ |M |.
Assume that C is a Hom-finite Krull–Schmidt triangulated category. Let M “
M1 ‘ . . . ‘Mn be a basic silting object, where M1, . . . ,Mn are indecomposable.
For 1 ď i ď n, the left mutation of M at the direct summand Mi is the object
µ´i pMq “ µ
´
Mi
pMq “ M˚i ‘
À
j‰iMj where M
˚
i is the cone of the minimal left
addp
À
j‰iMjq-approximation of Mi
Mi // E.
The object µ´i pMq is again a silting object. Silting mutation was defined and
studied by Buan, Reiten and Thomas in [18] for bounded derived categories of
finite-dimensional hereditary algebras and independently by Aihara and Iyama
in [4] for the general case. It was shown that the Brenner–Butler-tilting module
is the left mutation of the free module of rank 1, see [4, Theorem 2.53] and [75,
Proposition 7.4].
For a non-positive dg algebra A we say a silting object is 2-term if it is 2-term
with respect to A, and we set
2-siltpAq “ the set of isomorphism classes of basic 2-term silting objects of perpAq.
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. There are
precisely five isomorphism classes of basic 2-term silting objects in HbpprojAq with
1The key point of a proof is that in this case (pre)silting objects are closely related to (com-
plete) exceptional sequences, see [4, Section 3].
26 Thomas Brüstle and Dong Yang
respect to A: S1 ‘ P2 “ A, S2 ‘ P2, S2 ‘ ΣS1, S1 ‘ ΣP2 and ΣS1 ‘ ΣP2 “ ΣA.
The ordered exchange graph 2-siltpAq is
A
S2 ‘ P2
S2 ‘ ΣS1
S1 ‘ ΣP2
ΣA
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
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
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3.7. Simple-minded collections, 2-smcpAq. Let C be a triangulated category.
A collection tX1, . . . , Xnu of objects of C is said to be simple-minded (cohomolog-
ically Schurian in [5]) if the following conditions hold for i, j “ 1, . . . , n
¨ HompXi,Σ
pXjq “ 0, @ p ă 0,
¨ HompXi, Xjq “
$&%k if i “ j,0 otherwise,
¨ X1, . . . , Xn generate C.
This notion was first used by Rickard in [92] to help constructing derived equiv-
alences of symmetric algebras from stable equivalences. Spherical collections in
algebraic geometry [97] are examples of simple-minded collections. In representa-
tion theory, a typical example of a simple-minded collection is a complete collec-
tion of pairwise non-isomorphic simple modules over a finite-dimensional algebra
A, considered as objects in DbpmodAq.
The following result is a counterpart of Theorem 3.12.
Proposition 3.15. Assume that C is Krull–Schmidt and Hom-finite and has a
simple-minded collection tX1, . . . , Xnu. Then the Grothendieck group K0pCq of C
is free of rank n. In particular, any two simple-minded collections of C have the
same cardinality.
The idea of the proof is to show that a simple-minded collection is a complete
collection of pairwise non-isomorphic simple objects of the heart of a bounded
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t-structure and then use Lemma 3.8 (see for example [75, Section 5.5]). The
construction of the t-structure will be given in Section 4.1.
Assume that C is Krull–Schmidt and Hom-finite. Let tX1, . . . , Xnu be a simple-
minded collection in C and fix i “ 1, . . . , n. Let Xi denote the extension closure of
Xi in C. Assume that for any j the object Σ
´1Xj admits a minimal left approxi-
mation gj : Σ
´1Xj Ñ Xij in Xi. The left mutation µ
´
i pX1, . . . , Xnq of X1, . . . , Xn
at Xi is a new collection tX
1
1, . . . , X
1
nu such that X
1
i “ ΣXi and X
1
j (j ‰ i) is
the cone of the above left approximation gj . This was introduced by Kontsevich
and Soibelman for spherical collections in [76, Section 8.1] and by Koenig and
the second-named author for the general case in [75]. Under suitable conditions
on C (e.g. these conditions are satisfied when C “ DbpmodAq, where A is a finite-
dimensional algebra), the new collection µ´i pX1, . . . , Xnq is simple-minded (see [75,
Section 7.2]).
Let A be a non-positive dg algebra such that H0pAq is finite-dimensional. Let
tS1, . . . , Snu be a complete collection of pairwise non-isomorphic simple H
0pAq-
modules. Then tS1, . . . , Snu is a simple-minded collection in DfdpAq, see Ap-
pendix A.1. A simple-minded collection tX1, . . . , Xnu is 2-term if H
ppXiq vanishes
for any p ‰ 0,´1 and any i “ 1, . . . , n, equivalently, tX1, . . . , Xnu is contained in
the extension closure of mod0pAq and ΣmodH0pAq. We put
2-smcpAq “ the set of isoclasses of 2-term simple-minded collections of DfdpAq.
Example. Let A be the hereditary algebra of type A2 as in Section 3.1. There are
precisely five isomorphism classes of 2-term simple-minded collections inDbpmodAq:
tS1, S2u, tΣS1, P2u, tS2,ΣP2u, tS1‘ΣS2u and tΣS1,ΣS2u. The ordered exchange
graph of 2-term simple-minded collections in DbpmodAq is
tS1, S2u
tΣS1, P2u
tS2,ΣP2u
tS1,ΣS2u
tΣS1,ΣS2u
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀

''❖❖
❖❖❖
❖❖❖
❖
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3.8. Cluster-tilting objects, c-tiltpCq. Let C be a Hom-finite 2-Calabi–Yau
Krull–Schmidt triangulated category. A typical example of such a triangulated
category is the cluster category CQ of an acyclic quiver Q (that is, a quiver without
oriented cycles), defined as the orbit category Dbpmod kQq{τ´1˝Σ ([17, 60]), where
τ is the Auslander–Reiten translation of Dbpmod kQq. An object M of C is called
a rigid object if HompM,ΣMq “ 0 holds, and a cluster-tilting object if further the
following equality holds
addpMq “ tX P C | HompM,ΣXq “ 0u.
For an acyclic quiver Q, the free kQ-module of rank 1, considered as an object in
CQ, is a cluster-tilting object. A cluster-tilting object M generates C in two steps,
namely, for any object X of C, there is a triangle
M´1 // M0 // X // ΣM´1
with M´1 and M0 in addpMq, see [70, Proposition 2.1 (b)].
Combining [107, Theorem 2.6] and [107, Corollary 3.7.2], we obtain the follow-
ing result.
Proposition 3.16. ([107]) Assume that C has a cluster-tilting object M . A rigid
object N of C is a cluster-tilting object if and only if |N | “ |M |.
The mutation of cluster-tilting objects was introduced by Buan, Marsh, Reineke,
Reiten and Todorov [17] for the case when C “ CQ is the cluster category of
an acyclic quiver Q and by Iyama and Yoshino [55] for general C. Let M “
M1‘ . . .‘Mn be a cluster-tilting object of C, whereM1, . . . ,Mn are pairwise non-
isomorphic indecomposable objects. Fix i “ 1, . . . , n. Thanks to the 2-Calabi–Yau
property of C, there is an indecomposable object M˚i , unique up to isomorphism,
such that M˚i is not isomorphic to Mi and µipMq “ µMipMq “M
˚
i ‘
À
j‰iMj is
again a cluster-tilting object. M˚i can be obtained through the following triangles
(called exchange triangles)
Mi
f // E // M˚i // ΣMi and M
˚
i
// E1
f 1 // Mi // ΣM˚i
where f and f 1 are respectively left and right addp
À
j‰iMjq-approximations of
Mi. The object µipMq is the mutation of M at the summand Mi. Note that this
mutation is not naturally oriented. We put
c-tiltpCq “ the set of isomorphism classes of basic cluster-tilting objects of C.
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This has the structure of an exchange graph by Proposition 3.16 and [55, Theorem
5.3]. The underlying set of this exchange graph consists of indecomposable rigid
objects of C and the compatibility relation R is given by pM,Nq P R if and only if
HomCpM,ΣNq “ 0.
Example. Let Q be the quiver of type A2 and A “ kQ, as in Section 3.1. The
cluster category CQ of Q has precisely five indecomposable objects: S1, P2, S2,
ΣS1 and ΣP2, and it has five basic cluster-tilting objects: S1 ‘ P2 “ A, S2 ‘ P2,
S2 ‘ ΣS1, ΣP2 ‘ ΣS1 “ ΣA and ΣP2 ‘ S1. The exchange graph c-tiltpCQq is
A
S2 ‘ P2
S2 ‘ ΣS1
S1 ‘ ΣP2
ΣA
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
✮✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮
✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✕
In [55], Iyama and Yoshino introduce a technique called 2-Calabi–Yau reduction.
Precisely, let C be a 2-Calabi–Yau triangulated category and M be a basic rigid
object. Consider the category pΣ´1MqK, which consists of objects N such that
HompM,ΣNq vanishes, and consider the full subgraph c-tiltM pCq of c-tiltpCq whose
vertices are the basic cluster-tilting objects containing M as a direct summand.
Theorem 3.17. ([55, Theorems 4.7 and 4.9]) Keep the notation as above.
(a) The additive quotient C¯ “ pΣ´1MqK{ addpMq has the natural structure of a
2-Calabi–Yau triangulated category.
(b) There is an isomorphism of exchange graphs induced by the canonical quo-
tient functor pΣ´1MqK Ñ C¯:
c-tiltM pCq // c-tiltpC¯q .
3.9. Framed quivers, mutpQq. A cluster quiver is a finite quiver without loops
or oriented two-cycles. Let pQ,F q be an ice quiver, i.e. Q is a cluster quiver and
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F Ă Q0 is a (possibly empty) subset of vertices called the frozen vertices such
that there are no arrows between them. For a non-frozen vertex i, the mutation
µipQ,F q of pQ,F q at i is the new ice quiver pQ
1, F q, where Q1 is obtained from Q
by applying the following modifications:
(1) For any pair of arrows h
a
ÝÑ i
b
ÝÑ j in Q, add an arrow h
rabs
ÝÝÑ j;
(2) Any arrow h
a
ÝÑ i in Q is replaced by an arrow h
a˚
ÐÝÝ i, and any arrow i
b
ÝÑ j
in Q is replaced by an arrow i
b˚
ÐÝ j;
(3) A maximal collection of pairwise disjoint oriented 2-cycles is removed;
(4) All arrows between frozen vertices are removed.
It is easy to check that µipµipQ,F qq “ pQ,F q. A non-frozen vertex i P Q0 is
called green if  
j1 P F | D iÝÑ j1 P Q1
(
“ H.
It is called red if  
j1 P F | D j1ÝÑ i P Q1
(
“ H.
We warn the reader that we have adopted the conventions opposite to those in [16,
65] to keep coherent with mutations of the categorical objects. When we mutate
at a green or red vertex, the above step (4) is redundant because in this case no
arrows between frozen vertices are produced in steps (1)–(3).
Two ice quivers are called mutation-equivalent if one can be obtained from the
other by applying a finite number of successive mutations at non-frozen vertices.
Since mutations are involutive, this defines an equivalence relation on the set of ice
quivers. The equivalence class of an ice quiver pQ,F q is called its mutation class
and is denoted by MutpQ,F q.
The framed quiver associated to Q is the quiver pQ obtained from Q by adding
an extra vertex j1 together with an arrow j1 Ñ j for each vertex j of Q. We
identify the set Q0 of vertices of the quiver Q with t1, . . . , nu and write the set pQ0
of vertices of the quiver pQ as pQ0 “ Q0 YQ10 where Q10 “ t11, . . . , n1u. We considerpQ as an ice quiver with frozen vertices F “ Q10. The ice quiver with the same
frozen vertices F “ Q10 and an arrow j Ñ j
1 for each vertex j of Q is denoted byqQ. By definition all vertices of pQ are green and all vertices of qQ are red.
Proposition 3.18. ([16, Theorem 1.6]) Let Q be a cluster quiver and R PMutp pQq.
Then any non-frozen vertex in R0 is either green or red.
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Two ice quivers pQ,F q and pQ˜, F q sharing the same set of frozen vertices are
called isomorphic as ice quivers if there is an isomorphism of quivers φ : QÝÑ Q˜
fixing F . In this case, we write pQ,F q » pQ˜, F q and we denote by rpQ,F qs the
isomorphism class of the ice quiver pQ,F q.
The ordered exchange graph of a cluster quiver Q is the oriented graph mutpQq
whose vertices are the isomorphism classes rRs of ice quivers R P Mutp pQq and
where there is an arrow rRs Ñ rR1s in mutpQq if and only if there exists a green
vertex i P R0 such that µipRq » R
1.
Example. Let Q be the quiver of type A2 as in Section 3.1. There are precisely
five isomorphism classes rRs of ice quivers R P Mutp pQq. The ordered exchange
graph mutpQq is
11 21
1 2
11 21
1 2
11 21
1 2
11 21
1 2
11 21
1 2
{{✇✇✇
✇✇
✇✇
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾

φ ##●
●●
●●
●●
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
where the isomorphism of ice quivers φ interchanges the vertices 1 and 2. We
indicated in the diagram above also the colour-coding of green and red vertices.
More examples can easily be computed using Bernhard Keller’s java applet [67] or
the Quiver Mutation Explorer [30].
Proposition 3.19. ([16, Corollary 1.12]) Let Q be a cluster quiver. Then:
(1) mutpQq has a unique source, which is r pQs.
(2) mutpQq has a sink if and only if r qQs is a vertex in mutpQq and in this case
r qQs is the unique sink.
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Note that mutpQq has a sink when the quiver A is acyclic, but for general
quivers it is not known when mutpQq admits a sink. For instance for the following
quiver the ordered exchange graph mutpQq admits no sink:
2
❂
❂❂❂
❂
❂❂❂
1
@@✁✁✁✁
@@✁✁✁✁
3oooo
Moreover, there is the following general result.
Proposition 3.20. ([16, Proposition7.1+Proposition 1.13]) Let Q be a cluster
quiver. If there is a non-degenerate potential W on Q such that the Jacobian
algebra of pQ,W q is infinite-dimensional, then mutpQq does not have a sink.
3.10. Clusters, ClpQq. Introduced and further investigated by Fomin and Zelevin-
sky in [32, 33, 35], cluster algebras are commutative rings equipped with a distin-
guished set of generators, the cluster variables which are grouped into overlapping
sets of variables, the clusters. The cluster variables are defined recursively by it-
erated mutations of an initial cluster tx1, . . . , xnu. The dynamics of this mutation
process are encoded by the exchange matrices. This is the central notion in cluster
theory. The representation theory side of the theory has been much motivated
by attempting to prove various conjectures of Fomin and Zelevinsky on cluster
algebras. Due to the separation formulas [35, Theorem 3.7, Proposition 3.13 and
Corollary 6.3], the cluster algebras with principal coefficients govern the combina-
torics of all cluster algebras (see [23] for a stronger result in the skew-symmetric
case). In this article we will only be concerned with skew-symmetric cluster al-
gebras with principal coefficients, which are defined for skew-symmetric matrices
with integer entries, or equivalently, for cluster quivers.
Let n P Z. Consider the field Qpx1, . . . , x2nq of rational functions in variables
x1, . . . , x2n. A seed is a pair pu, pQ,F qq, where u “ tu1, . . . , u2nu is a set of
elements which freely generate Qpx1, . . . , x2nq, and pQ,F q is an ice quiver with
Q0 “ t1, . . . , 2nu and F “ tn ` 1, . . . , 2nu. For 1 ď i ď n, the mutation of
pu, pQ,F qq in direction i is defined to be the seed pu1, µipQ,F qq where the mutated
cluster is
u1 “ ptu1, . . . , u2nuztuiuq Y tu
1
iu
and u1i is defined by the exchange relation
u1i “
1
ui
˜ ź
α:iÑj
uj `
ź
β:lÑi
ul
¸
.
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Let Q be a cluster quiver with Q0 “ t1, . . . , nu. Let pQ be the framed quiver
associated to Q defined in 3.9 (here we will use the convention i1 “ n ` i for
any 1 ď i ď n). Fix the initial seed ptx1, . . . , x2nu, pQq. A cluster of Q is a set
u appearing in a seed pu,Rq of Q, that is, a seed obtained from the initial seed
ptx1, . . . , x2nu, pQq by iterated mutations. Elements of clusters are called cluster
variables. Notice that the cluster variables xn`1, . . . , x2n are never mutated, so we
will call them the frozen cluster variables. The cluster algebra of Q with principal
coefficients, denoted by AQ, is the Z-subalgebra of Qpx1, . . . , x2nq generated by all
cluster variables of Q.
The following remarkable result was conjectured by Fomin and Zelevinky [34,
Conjecture 4.14 (2)] (for all cluster algebras) and proved by Cerulli, Keller, Labar-
dini and Plamondon [23, Corollary 3.6] (for all skew-symmetric cluster algebras)
by using additive categorification, see also [42, Theorem 3] and [17, Theorem 4.1].
Theorem 3.21. Let Q be a cluster quiver. A seed pu,Rq of Q is determined by
its cluster u.
Thanks to this theorem, mutation of seeds induces a well-defined mutation of
clusters. The set of all clusters of pQ, joined by edges corresponding to mutation is
called the cluster exchange graph, denoted ClpQq.
Example. Let Q be the quiver of type A2 as in Section 3.1. The cluster algebra
AQ with principal coefficients of Q has precisely five non-frozen cluster variables:
x1, x2,
x2 ` x3
x1
,
x2 ` x3 ` x1x3x4
x1x2
and
1` x1x4
x2
which, together with the frozen cluster variables, are grouped into five clusters:
tx1, x2, x3, x4u, t
x2 ` x3
x1
, x2, x3, x4u, t
x2 ` x3
x1
,
x2 ` x3 ` x1x3x4
x1x2
, x3, x4u,
tx1,
1` x1x4
x2
, x3, x4u and t
x2 ` x3 ` x1x3x4
x1x2
,
1` x1x4
x2
, x3, x4u
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The cluster exchange graph ClpQq is as follows:
tx1, x2, x3, x4u
!
x2`x3
x1
, x2, x3, x4
)
!
x2`x3
x1
, x2`x3`x1x3x4
x1x2
, x3, x4
)
!
x1,
1`x1x4
x2
, x3, x4
)
!
x2`x3`x1x3x4
x1x2
, 1`x1x4
x2
, x3, x4
)
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
✍✍
✍✍
✍✍
✍✍
✍✍
✍✍
One can see from this simple example the following general fact, referred to as
the Laurent phenomenon.
Proposition 3.22. ([35, Proposition 3.6]) Let Q be a cluster quiver. Then each
cluster variable of AQ belongs to Zrx
˘1
1 , . . . , x
˘1
n , xn`1, . . . , x2ns.
Much of combinatorics of clusters is encoded in c-matrices and g-matrices
(see [35]), which are introduced in the next two subsections.
3.11. c-matrices, c-matpQq. For an ice quiver pQ,F q with Q0 “ t1, . . . , n`mu
and F “ tn`1, . . . , n`mu, we define a matrix B “ BpQ,F q “ pbijq1ďiďn`m,1ďjďn
by setting bij to be the number of arrows from i to j minus the number of arrows
from j to i. We will call B the matrix of pQ,F q.
Let Q be a cluster quiver and pQ be the framed quiver associated to Q. For R P
Mutp pQq, the c-matrix C “ pcijq1ďi,jďn of R is the lower half of the matrix BpRq “
pbijq1ďiď2n,1ďiďn, namely, cij “ bn`i,j . Columns of c-matrices are called c-vectors.
For instance, we have (¸ pQq “ In and (¸ qQq “ ´In. For more details on c-vectors,
we refer the reader to [35] where they were introduced and to [84, 83, 98, 82, 66]
where they were studied.
With this terminology, for a quiver R P Mutp pQq the vertex i P Q0 is green
if and only if the i-th column cipRq of the c-matrix satisfies cipRq ě 0, and the
vertex is red if and only if cipRq ď 0. The sign-coherence for c-vectors, conjectured
by Fomin and Zelevinsky in [35] and established in [28], ensures that each c-vector
satisfies either cipRq ě 0 or cipRq ď 0 (this gives a proof of Proposition 3.18). In
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this sense, the c-vectors behave like root systems from Lie theory. In fact, it is
shown in [83] that the c-vectors are root systems when the quiver Q is acyclic:
Theorem 3.23. ([83, Theorem 1]) Let Q be an acyclic quiver. Then for each
R P Mutp pQq, the c-vectors cipRq are real Schur roots for the quiver Q, and all real
Schur roots occur as a c-vector for some R P Mutp pQq.
Further, for an acyclic quiver, Speyer and Thomas give a combinatorial de-
scription of which collections of roots form c-matrices, see [98, Theorem 1.4].
The ordered exchange graph of c-matrices, c-matpQq, of a cluster quiver Q is
given by all c-matrices (up to column permutations) obtained through iterated
mutations starting from the identity matrix In, with arrows corresponding to mu-
tations at green vertices. By definition, c-matpQq has In as the unique source,
and if it has a sink, it is necessarily the matrix ´In. If R Ñ R
1 is an arrow in
the ordered exchange graph mutpQq corresponding to the mutation at i, then the
c-matrix C 1 of R1 is obtained from the c-matrix C of R by the following formula:
c1jl “
#
cjl if l “ i
cjl ` rcjis`rbils` ´ r´cjis`r´bils` otherwise.
Here BpRq “ pbjlq1ďjď2n,1ďlďn is the matrix of R and rxs` “ maxpx, 0q for an
integer x.
Example. Let Q be the quiver of type A2 as in Section 3.1. The ordered exchange
graph c-matpQq is (where φ interchanges the indices 1 and 2)«
1 0
0 1
ff
«
´1 1
0 1
ff
«
0 ´1
1 ´1
ff
«
1 0
0 ´1
ff
«
´1 0
0 ´1
ff
{{✇✇✇
✇✇✇
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾

φ ##●
●●●
●●
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆
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3.12. g-matrices, g-matpQq. Let Q be a cluster quiver and AQ be the corre-
sponding cluster algebra with principal coefficients defined in Section 3.10.
The ring Zrx˘11 , . . . , x
˘1
n , xn`1, . . . , x2ns is Z
n-graded with
degpxiq “ ei, degpxn`iq “ ´BpQqei,
where e1, . . . , en is the standard basis of Z
n and BpQq is the matrix of Q. Recall
that the Laurent phenomenon states that each cluster variable is an element of
the ring Zrx˘11 , . . . , x
˘1
n , xn`1, . . . , x2ns. Moreover, by [35, Proposition 6.1], each
non-frozen cluster variable of AQ is homogeneous, and its degree is by definition
its g-vector. In this way, with each cluster we can associate the matrix of g-vectors
of its non-frozen cluster variables, called its g-matrix. Note that g-matrices are
defined up to column permutations.
Assume that Q is acyclic. For two vertices i and j of Q, let pji be the number
of paths from i to j. Let α1, . . . , αn be the simple roots of the root system of Q.
The following result is ‘dual’ to Theorem 3.23.
Theorem 3.24. ([66, Theorem 5.2]) The linear map taking ej to
řn
i“1 pjiαi,
1 ď j ď n, is a bijection from the set of g-vectors of Qminus the set t´e1, . . . ,´enu
to the set of positive real Schur roots.
The g-matrix of the initial cluster tx1, . . . , xn, xn`1, . . . , x2nu is the identity
matrix In. The exchange graph of g-matrices, g-matpQq, of a cluster quiver Q
consists of g-matrices of all clusters of AQ (up to column permutations). It has
a unique source In and its arrows correspond to mutations. Suppose that u and
u1 are clusters of AQ related by a mutation at i. Recall that u determines a seed
pu,Rq.The g-matrices G “ pg1, . . . , gnq of u and G
1 “ pg11, . . . , g
1
nq are related by
the following formula ([35, Proposition 6.6])
g1j “
#
gj if j ‰ i
´gj `
řn
m“1rbmis`gm ´
řn
l“1r´bn`l,is`BpQqel if j “ i,
where pbmlq1ďmď2n,1ďlďn is the matrix of R.
Example. Let Q be the quiver of type A2 as in Section 3.1. The ordered exchange
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graph g-matpQq is (where φ interchanges the indices 1 and 2)«
1 0
0 1
ff
«
´1 0
1 1
ff
«
´1 ´1
1 0
ff
«
1 0
0 ´1
ff
«
´1 0
0 ´1
ff
✈✈
✈✈
✈
❍❍❍
❍❍❍
✮✮
✮✮
✮✮
✮✮
✮✮
φ
✕✕
✕✕
✕✕
✕✕
✕✕
4. The bijections
In this section we define the bijections appearing in Figure 1. We split the diagram
into smaller ones.
4.1. The correspondences between silting objects, simple-minded col-
lections, t-structures and co-t-structures. For a non-positive dg algebra A,
set
siltpAq “ the set of isoclasses of basic silting objects of perpAq,
smcpAq “ the set of isoclasses of simple-minded collections of DfdpAq,
t-strpAq “ the set of bounded t-structures on DfdpAq with length heart,
co-t-strpAq “ the set of bounded co-t-structures on perpAq.
Let pQ,W q be a quiver with potential and let Γ “ pΓpQ,W q and J “ pJpQ,W q be
respectively the corresponding Ginzburg dg algebra and the Jacobian algebra (see
Section 2.5). We assume that pQ,W q is Jacobi-finite, i.e. J is finite-dimensional. It
follows that perpΓq and DfdpΓq are Hom-finite and Krull–Schmidt, see [7, Propo-
sition 2.4] and [73, Lemma 2.17]. Moreover, we have perpJq – Hbpproj Jq and
DfdpJq – D
bpmodJq. Recall that perpAq has a canonical silting object AA, which
has a standard decomposition A “ e1A‘ . . .‘ enA into a direct sum of indecom-
posable objects, where t1, . . . , nu “ Q0 is the vertex set of Q and e1, . . . , en are the
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trivial paths. By Theorem 3.12, any silting object M of perpAq satisfies the prop-
erty |M | “ n. Similarly, any simple-minded collection of DfdpAq has cardinality
n.
Below we say that a map commutes with mutations (respecitvely, preserves par-
tial orders) if it commutes with existing mutations (respectively, preserves existing
partial orders).
Theorem 4.1. ([75, 68]) Let A “ Γ or J . Then there is a commutative diagram
of bijections which commute with mutations and preserve partial orders
siltpAq //
 ))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
co-t-strpAqoo
uu❧❧❧❧
❧❧❧❧
❧❧❧
❧❧❧
t-strpAq //
55
smcpAqoo
OO
This theorem holds more generally for homologically smooth non-positive dg
algebras ([68]) and for finite-dimensional algebras ([75, Theorems 6.1, 7.12 and
7.13]). The study of this diagram was initiated by Keller and Vossieck [72]. They
showed that the left vertical map is bijective for the case when A is the path algebra
of a Dynkin quiver. Parts of this diagram have also appeared in [69, 93].
Remark 4.2. (a) The naturally defined mutations on the sets siltpAq, smcpAq
and t-strpAq induce a mutation operation on co-t-strpAq. Let pPě0,Pď0q be
a bounded co-t-structure on perpAq and let M “ M1 ‘ . . . ‘ Mn be the
corresponding basic silting object, where M1, . . . ,Mn are indecomposable.
The left mutation µ´i pPě0,Pď0q of pPě0,Pď0q is the pair pP
1
ě0,P
1
ď0q, where
P 1ď0 is the smallest full subcategory of perpAq which contains ΣPď0 and Mj
and P 1ě0 is the left orthogonal category of ΣP
1
ď0 in perpAq.
(b) The naturally defined partial orders on t-strpAq and co-t-strpAq induce partial
orders on siltpAq and smcpAq. Precisely, for two silting objects M and M 1 of
perpAq, we have
M ěM 1 ô HomCpM,Σ
iM 1q “ 0 for all i ą 0,
see [4, Definition 2.10]; for two simple-minded collections tX1, . . . , Xnu and
tX 11, . . . , X
1
nu in DfdpAq, we have
tX1, . . . , Xnu ě tX
1
1, . . . , X
1
nu ô HomCpXi,Σ
mX 1jq “ 0 for all i, j and m ă 0,
see [75, Section 7].
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Let us define the bijections in Theorem 4.1 as in [68, 75].
siltpAq ÝÑ smcpAq: Let M “ M1 ‘ . . . ‘ Mn be a basic silting object in
perpAq, whereM1, . . . ,Mn are indecomposable. The corresponding simple minded
collection tX1, . . . , Xnu is the unique collection (up to isomorphism) in DfdpAq
satisfying for any i, j “ 1, . . . , n
HompMi,Σ
mXjq “
$&%k if i “ j and m “ 0,0 otherwise. (4.1)
More precisely, it follows from Keller’s Morita theorem for triangulated categories
([59, Theorem 4.3]) that there is a non-positive dg algebra B together with a
triangle equivalence DpBq Ñ DpAq taking B to M . The collection tX1, . . . , Xnu
is the image of a complete collection of pairwise non-isomorphic simple H0pBq-
modules under this equivalence.
siltpAq ÝÑ t-strpAq: Let M be a silting object in perpAq. The corresponding
t-structure pDď0,Dě0q on DfdpAq is defined as
D
ď0 “ tX P DfdpAq | HompM,Σ
mXq “ 0 for m ą 0u,
D
ě0 “ tX P DfdpAq | HompM,Σ
mXq “ 0 for m ă 0u.
The object M can be characterised as an additive generator of the category
tN P perpAq | HompN,ΣXq “ 0 for any X P Dď0u.
A nice consequence of the bijectivity of this map is that the heart of any ele-
ment in t-strpAq is equivalent to the category of finite-dimensional modules over a
finite-dimensional algebra, namely, the endomorphism algebra of the corresponding
silting object.
siltpAq ÝÑ co-t-strpAq: LetM be a silting object in perpAq. The corresponding
co-t-structure pPě0,Pď0q on perpAq is defined as
Pě0 “ the smallest full subcategory of perpAq which contains tΣ
mM | m ď 0u
and which is closed under taking extensions and direct summands,
Pď0 “ the smallest full subcategory of perpAq which contains tΣ
mM | m ě 0u
and which is closed under taking extensions and direct summands.
We point out that this map is well-defined and bijective in a much more general
setting, see [12, 4, 68, 80].
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t-strpAq ÝÑ smcpAq: Let pDď0,Dě0q be a bounded t-structure on DfdpAq with
length heart. The corresponding simple-minded collection is a complete collection
of pairwise non-isomorphic simple objects of the heart Dď0 XDě0.
t-strpAq ÝÑ co-t-strpAq: Let pDď0,Dě0q be a bounded t-structure on DfdpAq
with length heart. The corresponding co-t-structure pPě0,Pď0q is defined as
Pě0 “ tN P perpAq | HompN,ΣXq “ 0 for any X P D
ď0u,
Pď0 “ tN P perpAq | HompN,Σ
´1Xq “ 0 for any X P Dě0u.
smcpAq ÝÑ t-strpAq: Let tX1, . . . , Xnu be a simple-minded collection ofDfdpAq.
The corresponding t-structure pDď0,Dě0q on DfdpAq is defined as
D
ď0 “ the smallest full subcategory of DfdpAq which contains tΣ
mXi | 1 ď i ď n,
m ě 0u and which is closed under taking extensions and direct summands,
D
ě0 “ the smallest full subcategory of DfdpAq which contains tΣ
mXi | 1 ď i ď n,
m ď 0u and which is closed under taking extensions and direct summands.
smcpAq ÝÑ co-t-strpAq: Let tX1, . . . , Xnu be a simple-minded collection of
DfdpAq. The corresponding co-t-structure pPě0,Pď0q on perpAq is defined as
Pě0 “ tN P perpAq | HompN,Σ
m
nà
i“1
Xiq “ 0 for m ą 0u,
Pď0 “ tN P perpAq | HompN,Σ
m
nà
i“1
Xiq “ 0 for m ă 0u.
This map was not directly defined in [75]. We take it as the composition of
smcpAq Ñ t-strpAq and t-strpAq Ñ co-t-strpAq.
co-t-strpAq ÝÑ siltpAq: Let pPě0,Pď0q be a bounded co-t-structure on perpAq.
The corresponding silting object M of perpAq is an additive generator of the co-
heart, i.e. addpMq “ Pě0 X Pď0.
co-t-strpAq ÝÑ t-strpAq: Let pPě0,Pď0q be a bounded co-t-structure on perpAq.
The corresponding t-structure pDď0,Dě0q is defined as
D
ď0 “ tX P DfdpAq | HompN,ΣXq “ 0 for any N P Pě0u,
D
ě0 “ tX P DfdpAq | HompN,Σ
´1Xq “ 0 for any N P Pď0u.
Next, consider the subsets 2-siltpAq, 2-smcpAq, int-t-strpAq and int-co-t-strpAq
of siltpAq, smcpAq, t-strpAq and co-t-strpAq. Set
FA “ tconepfq | f is a morphism in addperpAqpAqu Ď perpAq.
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By definition a 2-term silting object of perpAq is exactly a silting object belonging
to FA.
Corollary 4.3. There is a commutative diagram of bijections which commute
with mutations and which preserve partial orders
2-siltpAq //
 ))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚ int-co-t-strpAq
oo
uu❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥
int-t-strpAq //
55
2-smcpAqoo
OO
Proof. It suffices to check that the following six maps restrict.
co-t-strpAq ÐÑ t-strpAq: These two maps are defined by taking shifts of orthog-
onal subcategories. It is easy to check that they restrict to intermediate objects.
siltpAq ÐÑ co-t-strpAq: Let pPstdě0 ,P
std
ď0 q denote the standard co-t-structure on
perpAq. One checks that FA “ ΣP
std
ě0 X P
std
ď0 holds. By Lemma 3.10, a co-t-
structure is intermediate if and only if its co-heart is contained in FA, namely, the
corresponding silting object is 2-term. Thus the two maps siltpAq Ø co-t-strpAq
restrict to bijections 2-siltpAq Ø int-co-t-strpAq.
smcpAq ÐÑ t-strpAq: Dual to siltpAq Ø co-t-strpAq.
The proof of Corollary 4.3 works more generally for A being a homologically
smooth non-positive dg algebra or a finite-dimensional algebra.
Theorem 4.4. There is a commutative diagram of bijections which commute with
mutations and preserve partial orders
2-siltpΓq //
%%❏❏
❏❏❏
❏❏

,,❨❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
int-co-t-strpΓqoo
✤
✤
✤
✤
✤
✤
✤
✤
int-t-strpΓq // 2-smcpΓqoo
ff▼▼▼▼▼▼▼▼
2-siltpJq //❴❴❴❴❴❴❴❴
%%❏❏
❏❏❏
❏❏
,,❨❨❨
❨❨❨
❨❨❨
❨❨❨
❨❨❨ int-co-t-strpJq
oo
int-t-strpJq //
OO
2-smcpJqoo
ff▼
▼
▼
▼
OO
The following proof of this theorem still works if the pair pΓ, Jq is replaced by
pA,H0pAqq, where A is a homologically smooth non-positive dg algebra such that
H0pAq is finite-dimensional.
42 Thomas Brüstle and Dong Yang
Proof. The top square (respectively, the bottom square) is obtained by applying
Corollary 4.3 to Γ (respectively, J).
Next, we will define the vertical maps. We state the bijectivity and compatibil-
ity with mutations for some of them: that for others follow from the commutativity
of the diagram.
Consider the canonical projection p : Γ Ñ J . Let p˚ : perpΓq Ñ perpJq
(respectively, p˚ : DfdpJq Ñ DfdpΓq) be the induction (respectively, restriction)
along the projection p. The functor p˚ is extensively studied by King and Qiu
in [74] for the case of a Dynkin quiver with trivial potential.
2-siltpΓq ÝÑ 2-siltpJq: The assignment M ÞÑ p˚pMq defines a bijection from
2-siltpΓq to 2-siltpJq which commutes with mutations, by applying Propositions A.3
and A.6 to the dg algebra A “ Γ. More explicitly, observe that p˚ induces an
additive equivalence addperpΓqpΓq Ñ addperpJqpJq “ proj J . Since M belongs to
2-siltpΓq, there is a triangle
P
f // Q // M // ΣP
with P,Q P addperpΓqpΓq. Then p˚pMq is the cone of the morphism p˚pfq : p˚pP q Ñ
p˚pQq, which is a morphism projJ .
int-co-t-strpΓq ÝÑ int-co-t-strpJq: Consider the assignment induced by the pro-
jection: pPě0,Pď0q ÞÑ pHě0, Hď0q, where
Hě0 “ the smallest full subcategory of perpJq which contains p˚pPě0q
and which is closed under extensions and direct summands,
Hď0 “ the smallest full subcategory of perpJq which contains p˚pPď0q
and which is closed under extensions and direct summands,
which clearly preserves partial orders.
Let pPě0,Pď0q be an intermediate co-t-structure on perpΓq and let M be the
corresponding silting object. Let pHě0, Hď0q be defined as above. Let pH
1
ě0, H
1
ď0q
be the co-t-structure on perpJq corresponding to the silting object p˚pMq. Then
Hě0 Ě H
1
ě0 and Hď0 Ě H
1
ď0. It follows that both equalities hold, pHě0, Hď0q
is a bounded co-t-structure on perpJq and it corresponds to p˚pMq. This shows
the well-definedness of the map int-co-t-strpΓq Ñ int-co-t-strpJq as well as the
commutativity of the inner square of the diagram.
2-smcpJq ÝÑ 2-smcpΓq: Consider the assignment induced by the projection:
tX1, . . . , Xnu ÞÑ tp
˚pX1q, . . . , p
˚pXnqu.
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Let tX1, . . . , Xnu be a 2-term simple-minded collection in D
bpmod Jq. We want
to show that tp˚pX1q, . . . , p
˚pXnqu is a 2-term simple-minded collection in DfdpΓq.
Let M “ M1 ‘ . . . ‘Mn be the basic 2-term silting object corresponding to
tX1, . . . , Xnu, where M1, . . . ,Mn are indecomposable. Then as we have shown,
there is a 2-term basic silting object N “ N1 ‘ . . . ‘ Nn such that p˚pNiq “ Mi
for all i. Then
HompNi,Σ
mp˚pXjqq “ Hompp˚pNiq,Σ
mXjq
“ HompMi,Σ
mXjq
“
$&%k if i “ j and m “ 0,0 otherwise.
It follows by (4.1) that tp˚pX1q, . . . , p
˚pXnqu is the simple-minded collection cor-
responding to the silting object N . This shows the well-definedness of the map
2-smcpJq Ñ 2-smcpΓq as well as the commutativity of the diagonal square of the
diagram.
int-t-strpJq ÝÑ int-t-strpΓq: The assignment pCď0, Cě0q ÞÑ pDď0,Dě0q, where
D
ď0 “ the smallest full subcategory of DfdpJq which contains p
˚pCď0q
and which is closed under extensions and direct summands,
D
ě0 “ the smallest full subcategory of DfdpJq which contains p
˚pCě0q
and which is closed under extensions and direct summands,
defines a bijection int-t-strpJq ÝÑ int-t-strpΓq. The proof for the well-definedness
of this map and the commutativity of the right square of the diagram is similar to
the case for int-co-t-strpΓq Ñ int-co-t-strpJq.
4.2. The Amiot cluster category. Let pQ,W q be a Jacobi-finite quiver with
potential, Γ “ pΓpQ,W q and J “ pJpQ,W q. Recall from Section 2.5 that perpΓq
contains DfdpΓq as a triangulated subcategory. The Amiot cluster category of
pQ,W q is defined as the triangle quotient
CpQ,W q :“ perpΓq{DfdpΓq.
Let pi : perpΓq Ñ CpQ,W q be the canonical projection functor.
Theorem 4.5. The following statements hold
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(a) ([7, Theorem 3.5]) The Amiot cluster category CpQ,W q is Hom-finite and 2-
Calabi–Yau. Moreover, the object pipΓq is a cluster-tilting object object in
CpQ,W q. Its endomorphism algebra is isomorphic to J .
(b) ([7, Proposition 2.9]) The functor pi : perpΓq Ñ CpQ,W q induces an additive
equivalence
FΓ
„
ÝÑ CpQ,W q.
(c) ([7, Proposition 2.12]) For X,Y P FΓ, there is a short exact sequence
0 // HomperpΓqpX,ΣY q // HomCpQ,W qppipXq,ΣpipY qq // DHomperpΓqpY,ΣXq // 0 .
These results were proved by Amiot [7] for non-complete Ginzburg dg algebras
and non-complete Jacobian algebras, but her proof works also in the complete
setting. When Q is acyclic, the Amiot cluster category CpQ,0q is triangle equivalent
to the cluster category CQ, thanks to the theorem [71, Theorem 2.1] of Keller and
Reiten.
4.3. The correspondences between silting objects, support τ -tilting ob-
jects and cluster-tilting objects. Let pQ,W q be a Jacobi-finite quiver with
potential, Γ “ pΓpQ,W q, J “ pJpQ,W q and p : Γ Ñ J be the canonical pro-
jection of dg algebras. Let CpQ,W q be the Amiot cluster category of pQ,W q and
pi : perpΓq Ñ CpQ,W q be the canonical projection functor. Recall that sτ -tiltpJq
denotes the set of isomorphism classes of basic support τ -tilting modules over J
(Section 3.3) and c-tiltpCpQ,W qq denotes the set of isomorphism classes of basic
cluster-tilting objects in CpQ,W q (Section 3.8).
Theorem 4.6. There is a commutative diagram of bijections which commute with
mutations
2-siltpΓq //
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
##
2-siltpJq
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
sτ -tiltpJq
c-tiltpCpQ,W qq
OO
PP
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The map 2-siltpΓq Ñ 2-siltpJq was defined in Theorem 4.4.
2-siltpΓq ÝÑ sτ -tiltpJq: This map is defined as taking the 0-th cohomology:
M ÞÑ H0pMq “ HomperpΓqpΓ,Mq, see [53].
2-siltpJq ÝÑ sτ -tiltpJq: This map is defined as taking the 0-th cohomology:
M ÞÑ H0pMq “ HomHbpproj JqpJ,Mq. For the well-definedness, bijectivity and
compatibility of mutations of this map, see [2, Theorem 3.2 and Corollary 3.9].
The commutativity of the top triangle follows from the fact that the equivalence
p˚ : addperpΓqpΓq Ñ projJ is just H
0.
c-tiltpCpQ,W qq ÝÑ sτ -tiltpJq: Recall from Theorem 4.5 (a) that pipΓq is a cluster-
tilting object of CpQ,W q with endomorphism algebra J . So there is a functor
HomCpQ,W qppipΓq, ?q : CpQ,W q Ñ mod J . The desired map takes a cluster-tilting
object M to HomCpQ,W qppipΓq,Mq, see [2, Theorem 4.1].
2-siltpΓq ÝÑ c-tiltpCpQ,W qq: The assignment M ÞÑ pipMq defines a bijection
2-siltpΓq Ñ c-tiltpCpQ,W qq, which is known to the experts. We give a proof for the
convenience of the reader. Recall that a silting object of perpΓq is 2-term if and
only if it belongs to FΓ.
Proposition 4.7. The equivalence pi : FΓ
„
ÝÑ CpQ,W q induces a bijection from
2-siltpΓq to c-tiltpCpQ,W qq. Moreover, this bijection commutes with mutations, that
is, ifM is a basic 2-term silting object in perpΓq and N is an indecomposable direct
summand of M such that µ´N pMq is 2-term, then µpipNqppipMqq “ pipµ
´
N pMqq.
Proof. Let X be an object of FΓ. Looking at the short exact sequence in Theo-
rem 4.5 (c) with Y “ X , we obtain that HomCpQ,W qppipXq,ΣpipXqq “ 0 if and only
if HomperpΓqpX,ΣXq “ 0. Thus we have
pipXq is a cluster tilting object in CA
ô HomCpQ,W qppipXq,ΣpipXqq “ 0 and |pipXq| “ |pipΓq| by Proposition 3.16
ô HomperpΓqpX,ΣXq “ 0 and |X | “ |Γ|
ô X is a presilting object and |X | “ |Γ| by Lemma A.2
ô X is a silting object by Proposition 3.14.
This proves the first statement.
The second statement holds because f is a minimal approximation in FΓ if and
only if pipfq is a minimal approximation in CpQ,W q.
The commutativity of the left triangle of the diagram follows from the defini-
tions of the three maps and the fact that pi : FΓ Ñ CpQ,W q is an equivalence.
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c-tiltpCpQ,W qq ÝÑ 2-siltpJq: The functor HomCpQ,W qppipΓq, ?q : CpQ,W q Ñ modJ
restricts to an additive equivalence addCpQ,W qppipΓqq Ñ projJ . Let M be a cluster-
tilting object of CpQ,W q. Then there is a triangle
Q´1
f // Q0 //M // ΣQ´1 (4.2)
with Q´1 and Q0 in addCpQ,W qppipΓqq. The desired map takes M to the cone of
the morphism HomCpQ,W qppipΓq, fq in H
bpproj Jq, see [2, Theorem 4.7]. By applying
HomCpQ,W qppipΓq, ?q to the triangle (4.2), we see that HomCpQ,W qppipΓq,Mq is the
cokernel of HomCpQ,W qppipΓq, fq, i.e. the 0-th cohomology of its cone. The commu-
tativity of the right triangle of the diagram follows.
Remark 4.8. Reduction techniques analogous to 2-Calabi–Yau reduction (Sec-
tion 3.8), silting reduction and τ-tilting reduction, are respectively introduced by
Aihara and Iyama in [4] and by Jasso in [56]. The compatibility of these reductions
are studied in [64, 54, 56].
4.4. The correspondences between silting objects, t-structures, torsion
pairs and support τ -tilting modules. Let pQ,W q be a Jacobi-finite quiver
with potential, Γ “ pΓpQ,W q and J “ pJpQ,W q.
Theorem 4.9. There is a commutative diagram of bijections which commute with
mutations and preserve partial orders
2-siltpΓq //
!!❈
❈
❈
❈
❈
❈
❈

int-t-strpΓqoo
2-siltpJq //❴❴❴❴❴❴❴❴❴❴❴
}}④
④
④
④
④
④
④
int-t-strpJqoo
cc●●●●●●●●●●●●●●
sτ -tiltpJq // f-torspJq
;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇
OO
The maps in the upper square were defined in Theorem 4.4 and the maps in
the left triangle were defined in Theorem 4.6.
sτ -tiltpJq ÝÑ f-torspJq: The assignment T ÞÑ FacpT q defines a bijection from
sτ -tiltpJq to f-torspJq, see [2, Theorem 2.6]. The module T can be characterised as
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an additive generator of the subcategory
tN P mod J | Ext1JpN,Mq “ 0 for all M P FacpT qu.
f-torspJq ÝÑ int-t-strpJq: This map is defined as the Happel–Reiten–Smalø tilt
(see Section 3.4). There is the following general result.
Theorem 4.10. ([11, Theorem 3.1] and [103, Proposition 2.1]) Let pCď0, Cě0q be
a bounded t-structure on C with heart A. The Happel–Reiten–Smalø tilt induces
a bijective map from the set of torsion pairs of A to intermediate t-structures with
respect to pCď0, Cě0q. Its inverse takes pC1ď0, C1ě0q to pC1ď0 XA, pΣ´1C1ě0q XAq.
However, it is difficult to directly prove that this map is well-defined, namely, a
functorially finite torsion class is taken to a bounded t-structure with length heart.
We use the commutativity of the lower square of the diagram. To show the com-
mutativity, let M be a 2-term silting object and let pDď0,Dě0q denote the corre-
sponding t-structure on Dbpmod Jq. We need to prove the equality FacpH0pMqq “
Dď0 Xmod J .
Let X P FacpH0pMqq. Then there is a positive integer m and a surjection
H0pMq‘m Ñ X . Since M is 2-term, there is a morphism M Ñ H0pMq such that
taking H0 we obtain the identity map. Composing the above two maps, we obtain
a map f :M‘m Ñ X . Form the triangle
M‘m
f // X // N // ΣM‘m (4.3)
By taking cohomologies we see that HipNq “ 0 for i ě 0, and hence N P
ΣDď0std, where pD
ď0
std,D
ě0
stdq denotes the standard t-structure on D
bpmodJq. Since
pDď0,Dě0q is intermediate, it follows that N belongs to Dď0. Applying HompM, ?q
to the above triangle (4.3), we obtain a long exact sequence
. . . // HompM,ΣiM‘nq // HompM,ΣiXq // HompM,ΣiNq // . . .
The two outer terms vanish for i ą 0, so the middle term also vanishes for i ą 0,
i.e. X P Dď0. This shows the inclusion FacpH0pMqq Ď Dď0 Xmod J .
Let X be a non-zero object in Dď0 X modJ . We claim that HompM,Xq ‰ 0.
Indeed, if HompM,Xq “ 0, then HompM,ΣiXq “ 0 for i ě 0, so Σ´1X P Dď0.
Thus X P ΣDď0 Ď ΣDď0std since pD
ď0,Dě0q is intermediate. This implies that
X “ 0 because ΣDď0std X mod J “ 0. Now take a basis f1, . . . , fm of HompM,Xq
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and form the following triangle
N // M‘m
pf1,...,fmq // X // ΣN . (4.4)
Applying HompM, ?q to this triangle we obtain a long exact sequence
HompM,ΣiM‘mq // HompM,ΣiXq // HompM,Σi`1Nq // HompM,Σi`1M‘mq.
If i ą 0, then HompM,Σi`1Nq vanishes because its two neighbours vanish. If
i “ 0, then the leftmost map is clearly surjective, and hence HompM,ΣNq “ 0.
Therefore N P Dď0 Ď Dď0std, in particular, H
1pNq “ 0. Now taking cohomologies
of the triangle (4.4) gives us an exact sequence
H0pMq‘n // X // H1pNq “ 0 .
So X P FacpH0pMqq. This shows the inclusion Dď0 Xmod J Ď FacpH0pMqq.
f-torspJq ÝÑ int-t-strpΓq: This map is defined as the Happel–Reiten–Smalø tilt,
similar to the map f-torspJq Ñ int-t-strpJq.
Remark 4.11. Let tX1, . . . , Xnu be a 2-term simple-minded collection of DfdpΓq
(respectively, Dbpmod Jq). In Section 4.1 we constructed a bounded t-structure
pDď0,Dě0q whose heart A is a length category with simple objects X1, . . . , Xn.
By Theorem 4.10, there is a torsion pair pT ,Fq of modJ such that pDď0,Dě0q is
the Happel–Reiten–Smalø tilt of the standard t-structure at pT ,Fq. In particular,
A has a torsion pair pΣF , T q. Therefore, for any i “ 1, . . . , n, the objectXi belongs
to either ΣF or T .
4.5. Ordered exchange graphs and reachable objects. Let pQ,W q be a
Jacobi-finite quiver with potential, Γ “ pΓpQ,W q and J “ pJpQ,W q. Gluing the
three diagrams in Theorems 4.4, 4.6 and 4.9 we obtain the diagram in Figure 2.
Via the bijections each of the sets in the diagram is equipped with a mutation
operation and a partial order. Thanks to Theorem 3.6, they all have the structure
of ordered exchange graphs and in this way the diagram becomes a commutative
diagram of isomorphisms of ordered exchange graphs.
It is known that these graphs are connected when they have a finite connected
component (Proposition 3.7) and when Q is acyclic and W “ 0 ([17, Proposition
3.5]). In general they are not connected, for example, when Q is the quiver
2
b1
❃❃❃
❃
❃❃b2
❃❃❃
❃
❃❃
1
a1   
@@   
a2   
@@   
3c1oo
c2oo
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2-siltpΓq int-co-t-strpΓq
int-t-strpΓq 2-smcpΓq
2-siltpJq int-co-t-strpJq
int-t-strpJq 2-smcpJq
sτ -tiltpJq f-torspJq
c-tiltpCpQ,W qq
//
##❋
❋❋
❋❋
❋❋
,,❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨❨

,,
oo
✤
✤
✤
✤
✤
✤
✤
✤
//
cc❋❋❋❋❋❋❋
oo
//❴❴❴❴❴❴❴❴❴❴❴
##❋
❋❋
❋❋
❋❋
,,❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨
&&
oo
//
OO
cc❋
❋
❋
❋
oo
OO
//
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
✿✿✿✿✿✿✿✿✿✿
\\✾
✾
✾
✾
✾
✾
✾
✾
✾
✾
dd■■■■■■■■■■■■
Figure 2.
and W “ c1b1a1 ` c2b2a2 ´ c1b2a1c2b1a2, see [89, Example 4.3]. Demonet and
Iyama informed us that in this example the graph has precisely two connected
components.
The distinguished objects
ΓΓ P 2-siltpΓq,
tp˚pS1q, . . . , p
˚pSnqu P 2-smcpΓq,
pDď0
std,Γ,D
ě0
std,Γq P int-t-strpΓq,
pPstd,Γě0 ,P
std,Γ
ď0 q P int-co-t-strpΓq,
JJ P 2-siltpJq,
tS1, . . . , Snu P 2-smcpJq,
pDď0std,J ,D
ě0
std,Jq P int-t-strpJq,
pPstd,Jě0 ,P
std,J
ď0 q P int-co-t-strpJq,
JJ P sτ -tiltpJq,
pmod J, 0q f-torspJq,
pipΓq P c-tiltpCpQ,W qq
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r. 2-siltpΓq r. int-co-t-strpΓq
r. int-t-strpΓq r. 2-smcpΓq
r. 2-siltpJq r. int-co-t-strpJq
r. int-t-strpJq r. 2-smcpJq
r. sτ -tiltpJq r. f-torspJq
r. c-tiltpCpQ,W qq
//
##❋
❋❋
❋❋
❋❋
,,❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨❨❨
❨❨❨❨❨

,,
oo
✤
✤
✤
✤
✤
✤
✤
✤
//
cc❋❋❋❋❋❋❋
oo
//❴❴❴❴❴❴❴❴❴❴
##❋
❋❋
❋❋
❋❋
,,❨❨❨
❨❨❨
❨❨❨❨
❨❨❨❨
❨❨
&&
oo
//
OO
cc❋
❋
❋
❋
oo
OO
//
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
✿✿✿✿✿✿✿✿✿✿
\\✾
✾
✾
✾
✾
✾
✾
✾
✾
✾
dd■■■■■■■■■■■■
Figure 3.
correspond to each other under the above bijections and they are the unique
sources, where tS1, . . . , Snu is a complete collection of non-isomorphisc simple J-
modules, p : Γ Ñ J is the canonical projection homomorphism and pi : perpΓq Ñ
CpQ,W q is the canonical projection functor. The objects in the same connected com-
ponent as these distinguished objects in the ordered exchange graphs are called
reachable objects. Adding the condition ‘reachable’ to the above sets we obtain sub-
sets r. 2-siltpΓq, r. 2-smcpΓq, r. int-t-strpΓq, r. int-co-t-strpΓq, r. 2-siltpJq, r. 2-smcpJq,
r. int-t-strpJq, r. int-co-t-strpJq, r. sτ -tiltpJq, r. f-torspJq and r. c-tiltpCpQ,W qq and a
commutative diagram of isomorphisms of ordered exchange graphs (Figure 3),
which, by definition, are all connected.
For an acyclic quiver with trivial potential, it follows from [77, Theorem 1.1]
that Bernstein–Gelfand–Ponomarev reflections (i.e. mutations at sinks/sources)
induce flip-flops of these ordered exchange graphs.
4.6. From cluster-tilting objects to clusters. Let pQ,W q be a Jacobi-finite
quiver with potential such that Q is a cluster quiver and W is non-degenerate,
Γ “ pΓpQ,W q, J “ pJpQ,W q and let CpQ,W q denote the Amiot cluster category of
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pQ,W q and pi : perpΓq Ñ CpQ,W q denote the canonical projection functor. Assume
Q0 “ t1, . . . , nu.
Let M be an object of CpQ,W q. Recall that there is a triangle
P´1 // P 0 // M // ΣP´1
with P´1 and P 0 in addppipΓqq. Define the index of M as
indpMq :“ rP 0s ´ rP´1s P Ksplit0 paddppipΓqqq.
The object pipΓq has a canonical decomposition pipΓq “
Àn
i“1 pipΓiq, where Γi “
eiΓ. Thus rpipΓ1qs, . . . , rpipΓnqs form a (standard) basis for K
split
0 paddppipΓqqq. Via
this basis we identity Ksplit0 paddppipΓqqq with Z
n and identify the index indpMq of
M with the corresponding n-tuple of integers pind1pMq, . . . , indnpMqq.
Theorem 4.12. ([25, Theorem 2.3] and [87, Proposition 3.1]) LetM andN be two
rigid objects of CpQ,W q. ThenM is isomorphic to N if and only if indpMq “ indpNq.
Define the F-polynomial of M as
FM py1, . . . , ynq :“
ÿ
d
χpGrdpHomppipΓq,ΣMqqqy
d1
1 ¨ ¨ ¨ y
dn
n ,
where d runs over all n-tuples of non-negative integers, Grd denotes the variety of
submodules with dimension vector d and χ is the Euler–Poincaré characteristic.
Now we define a map, the Caldero–Chapoton map:
CC : CpQ,W q // Zrx
˘1
1 , . . . , x
˘1
n , xn`1, . . . , x2ns
M
✤ // xind1pMq1 ¨ ¨ ¨x
indnpMq
n FM ppy1, . . . , pynq
where pyi “ xn`iśnj“1 xbjij for i “ 1, . . . , n, and BpQq “ pbjiq1ďj,iďn is the matrix of
Q. This map plays a central role in the theory of additive categorification of cluster
algebras, which has proved powerful in understanding cluster algebras, for example
in proving a number of Fomin and Zelevinsky’s conjectures. It was originally
defined by Caldero and Chapoton [19] to use quiver representations to categorify
cluster algebras (without coefficients) with defining quiver being of Dynkin type.
This work was generalised to all acyclic quivers by Caldero and Keller [21, 20] (see
also Hubery [50]) and further to 2-Calabi–Yau triangulated categories by Fu and
Keller [36] and by Palu [85], and to Amiot cluster categories of (not necessarily
Jacobi-finite) quivers with potential by Plamondon [88, 87]. In parallel, instead
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of objects in CpQ,W q, Derksen, Weyman and Zelevinsky constructed in [28] the
Caldero–Chapoton map for decorated representations over the Jacobian algebra J
and gave the first complete proof of some of Fomin and Zelevinsky’s conjectures in
the skew-symmetric case; Nagao constructed in [82] the Caldero–Chapoton map
for certain objects of perpΓq and related it to Donaldson–Thomas invariants. Geiss,
Leclerc and Schröer took a different approach for stably 2-Calabi–Yau Frobenius
categories arising from preprojective algebras in [38, 39, 40] and later they proved
in [41] that the two approaches are closely related.
Let ClpQq denote the set of clusters of the cluster algebra AQ with principal
coefficients (Section 3.10). An important feature of the Caldero–Chapoton map is
Theorem 4.13. ([87]) The map CC induces a bijection
r. c-tiltpCpQ,W qq // ClpQq
M
✤ // tCCpM1q, . . . ,CCpMnq, xn`1, . . . , x2nu,
which commutes with mutations. Here M “M1 ‘ . . .‘Mn is a decomposition of
M into the direct sum of indecomposable objects.
Remark 4.14. (a) With CpQ,W q being replaced by a suitable subcategory, The-
orem 4.13 holds for any cluster quiver, see [87].
(b) Thanks to [23, Corollary 5.5], with suitable modification of the CC map we
can replace in the above theorem the cluster algebra AQ by a cluster algebra
with arbitrary coefficients with defining quiver Q.
Theorem 4.13 is a consequence of the following Theorem 4.15, isomorphism
(4.5) and Proposition 4.16.
A priori one has to work with the quiver with potential pQ1,W q, whereQ1 “ pQ is
the framed quiver associated to Q with frozen vertices tn`1, . . . , 2nu (Section 3.9).
Let Γ1 “ pΓpQ1,W q and J 1 “ pJpQ1,W q. They are related to Γ and J by Γ “
Γ1{pen`1‘. . .‘e2nq and J “ J
1{pen`1‘. . .‘e2nq. Let CpQ1,W q be the Amiot cluster
category of p pQ,W q and pi1 : perpΓ1q Ñ CpQ1,W q be the canonical projection functor.
Then Γ1 “
À2n
i“1 Γ
1
i with Γ
1
i “ eiΓ
1. Consider the full subcategory U of CpQ1,W q
which consists of objectsM such that Homp
Àn
i“1 pi
1pΓ1n`iq,ΣMq vanishes. Denote
by r. c-tiltÀn
i“1 pi
1pΓn`iqpCpQ1,W qq the set of isomorphism classes of reachable basic
cluster-tilting objects of CpQ1,W q which have
Àn
i“1 pi
1pΓ1n`iq as a direct summand.
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Theorem 4.15. ([87, Theorem 3.7 and its proof]) The map CC induces a bijection
r. c-tiltÀn
i“1 pi
1pΓ1n`iq
pCpQ1,W qq // ClpQq
M
✤ // tCCpM1q, . . . ,CCpMnq, xn`1, . . . , x2nu,
which commutes with mutations. HereM “M1‘. . .‘Mn‘pi
1pΓ1n`1q‘. . .‘pi
1pΓ12nq
is a decomposition of M into the direct sum of indecomposable objects.
It follows from Theorem 3.17 that U{ addp
Àn
i“1 pi
1pΓ1n`iqq is naturally a 2-
Calabi–Yau triangulated category and the additive quotient functor
U // U{ addp
Àn
i“1 pi
1pΓ1n`iqq
induces an isomorphism of exchange graphs
c-tiltÀn
i“1 pi
1pΓ1n`iq
pCpQ1,W qq // c-tiltpU{ addp
Àn
i“1 pi
1pΓ1n`iqq .
In particular, pi1pΓ1q is a cluster-tilting object of U{ addp
Àn
i“1 pi
1pΓ1n`iqq. In fact,
Keller shows that U{ addp
Àn
i“1 pi
1pΓ1n`iqq is triangle equivalent to CpQ,W q and the
image of pi1pΓ1q is Γ, see [64, Theorem 7.4]. So we obtain an additive quotient
functor
Φ : U // CpQ,W q
which induces an isomorphism of exchange graphs
r. c-tiltÀn
i“1 pi
1pΓ1n`iq
pCpQ1,W qq // r. c-tiltpQ,W q . (4.5)
Recall that for an object in CpQ1,W q, the index is an element in K0paddppi
1pΓ1qqq
which is a free abelian group of rank 2n and the F-polynomial is a polynomial in
2n variables y1, . . . , y2n. Part (a) of the following result is a combination of the
proof of [87, Theorem 3.13] and [89, Proposition 3.14].
Proposition 4.16. LetM be an indecomposable object of U which is not isomor-
phic to pi1pΓ1n`iq for any i “ 1, . . . , n.
(a) For any i “ 1, . . . , n, the coefficient of rΓ1n`is in indpMq is trivial. Moreover,
if we identify rΓ1is with rΓis for 1 ď i ď n, then indpMq “ indpΦMq.
(b) The polynomial FM py1, . . . , yn, yn`1, . . . , y2nq is constant in yn`1, . . . , y2n.
Moreover, FM py1, . . . , yn, yn`1, . . . , y2nq “ FΦM py1, . . . , ynq.
54 Thomas Brüstle and Dong Yang
Proof. (b) This proof is due to Plamondon. It suffices to show: (b1) As a J 1-
module, HomCpQ1,W qppi
1pΓ1q,ΣMq is supported on J ; (b2) HomCpQ1,W qppi
1pΓ1q,ΣMq,
as a J-module, is isomorphic to HomCpQ,W qppipΓq,ΣΦMq.
(b1) is clear because by the definition of U we have HomCpQ1,W qppi
1pΓ1n`iq,ΣMq “
0 for any i “ 1, . . . , n.
(b2) follows from [55, Lemma 4.8] since the functor Φ is a Calabi–Yau reduction
and we have Φppi1pΓ1qq “ pipΓq.
4.7. The correspondences between silting objects, simple-minded col-
lections, cluster-tilting objects, clusters, ice quivers, g-matrices and c-
matrices. Let pQ,W q be a Jacobi-finite quiver with potential such that Q is a
cluster quiver and W is non-degenerate. Let Γ “ pΓpQ,W q, J “ pJpQ,W q and
let CpQ,W q denote the Amiot cluster category and ClpQq denote the clusters of the
cluster algebra AQ with principal coefficients (Section 3.10).
Theorem 4.17. There is a commutative diagram of bijections which commute
with mutations
r. 2-siltpΓq //

''PP
PPP
PPP
PPP
P
r. 2-smcpΓqoo

r. c-tiltpCpQ,W qq
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦

ClpQq
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
// mutpQq
&&▼▼
▼▼▼
▼▼▼
▼▼
g-matpQq // c-matpQqoo
The four maps r. 2-siltpΓq Ø r. 2-smcpΓq, r. 2-siltpΓq Ñ r. c-tiltpCpQ,W qq and
r. c-tiltpCpQ,W qq Ñ ClpQq were defined in Sections 4.1, 4.3 and 4.6, respectively.
We will define the other maps and check the commutativity of the diagram. Again
we will state the bijectivity only for some maps.
ClpQq ÝÑ g-matpQq: This map is part of the definition of g-matrices, see
Section 3.12. By definition it commutes with mutations.
r. 2-siltpΓq ÝÑ g-matpQq: Assume that Q0 “ t1, . . . , nu. Put Γi “ eiΓ. Then
each Γi is indecomposable in perpΓq and Γ “ Γ1 ‘ . . . ‘ Γn is a silting object in
perpΓq. Hence, by Theorem 3.12, the Grothendieck group K0pperpΓqq is free of
rank n and the isomorphism classes rΓ1s, . . . , rΓns form a basis of K0pperpΓqq.
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Let M “ M1 ‘ . . . ‘Mn be a basic 2-term silting object of perpΓq with Mi
indecomposable for each i. Then the isomorphism classes rM1s, . . . , rMns form a
basis ofK0pperpΓqq for the same reason as above. Let TM,Γ be the invertible matrix
representing a change of basis from trΓ1s, . . . , rΓnsu to trM1s, . . . , rMnsu, i.e.
prM1s, . . . , rMnsq “ prΓ1s, . . . , rΓnsqTM,Γ.
Theorem 4.18. ([82, Theorem 6.18]) The assignment M ÞÑ TM,Γ defines a map
r. 2-siltpΓq Ñ g-matpQq, which commutes with mutations.
r. c-tiltpCpQ,W qq ÝÑ g-matpQq: Let M “ M1 ‘ . . . ‘ Mn be a basic cluster-
tilting object of CpQ,W q with Mi indecomposable for each i. Applying the map ind
of taking indices to each Mi, we obtain a matrix TM such that
pindpM1q, . . . , indpMnqq “ prpipΓ1qs, . . . , rpipΓnqsqTM .
By [87, Proposition 3.6 and the proof of Theorem 3.7] and Proposition 4.16, the
assignment M ÞÑ TM defines a map r. c-tiltpCpQ,W qq Ñ g-matpQq, which is the
composition
r. c-tiltpCpQ,W qq Ñ ClpQq Ñ g-matpQq.
This map is bijective by Theorem 4.12. That the composition
r. 2-siltpΓq Ñ r. c-tiltpCpQ,W qq Ñ g-matpQq
is r. 2-siltpΓq Ñ g-matpQq follows immediately from the definitions of these three
maps.
ClpQq ÝÑ mutpQq: Let u be a cluster of AQ. According to Theorem 3.21, there
is a unique seed pu,Rq. Then the assignment u ÞÑ R defines a map from ClpQq to
mutpQq which commutes with mutations.
mutpQq ÝÑ c-matpQq: This map is part of the definition of c-matrices, see
Section 3.11. By definition it commutes with mutations.
g-matpQq ÝÑ c-matpQq: According to [84, Theorem 1.2], taking inverse trans-
pose T ÞÑ T´tr defines a bijection between the set of g-matrices and the set of
c-matrices which commutes with mutations. One checks the commutativity of the
lower square of the desired diagram by using the fact that all the four maps com-
mute with mutations. The bijectivity of ClpQq Ñ mutpQq and mutpQq Ñ c-matpQq
is a consequence of the fact that these two maps are surjective and the other two
maps in the square are bijective.
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r. 2-smcpΓq ÝÑ c-matpQq: Let X be an object of DfdpΓq. Then the cohomolo-
gies of X are finite-dimensional modules over J “ H0pΓq. Define the dimension
vector dimpXq of X as
dimpXq :“
ÿ
iPZ
p´1qidimpHipXqq.
This yields a map
dim : r. 2-smcpΓq //MnpZq
tX1, . . . , Xnu
✤ // pdimpX1q, . . . , dimpXnqq
whereMnpZq is the set of nˆn matrices with integer entries. This map has range
c-matpQq and commutes with mutations, see [66, Theorem 7.9 and Section 7.10].
In conjunction with Remark 4.11 this implies the sign-coherence of c-vectors, as
observed by Keller in [66, Theorem 7.9]. The commutativity of the outer square
of the desired diagram follows from the fact that all four maps commute with
mutations. But next we give an explanation from a different point of view.
Let tS1, . . . , Snu be a complete set of pairwise non-isomorphic simple J-modules,
viewed as a collection of objects in DfdpΓq via the restriction functor p
˚. Re-
call that both trS1s, . . . , rSnsu and trX1s, . . . , rXnsu are bases of the Grothendieck
group K0pDfdpΓqq. In fact, the matrix dimpX1, . . . , Xnq is precisely the matrix
representing a change of basis from trS1s, . . . , rSnsu to trX1s, . . . , rXnsu.
Observe that there is the Euler form
K0pperpΓqq ˆK0pDfdpΓqq // Z
pM,Xq
✤ // ř
iPZp´1q
i dimHompM,ΣiXq
which is non-degenerate.
Let M “ M1 ‘ . . . ‘ Mn be a basic 2-term silting object in perpΓq with
Mi indecomposable for each i and let tX1, . . . , Xnu be the corresponding 2-term
simple-minded collection of DfdpΓq. Thanks to (4.1), the sets trM1s, . . . , rMnsu
and trX1s, . . . , rXnsu form dual bases of K0pperpΓqq and K0pDfdpΓqq with re-
spect to the Euler form. As a consequence, the matrices representing changes
of bases from trΓ1s, . . . , rΓnsu to trM1s, . . . , rMnsu and from trS1s, . . . , rSnsu to
trX1s, . . . , rXnsu are related by taking the inverse of the transpose. Namely,
dimprX1s, . . . , rXnsq “ T
´tr
M,Γ, so the outer square of the diagram is commutative.
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Remark 4.19. (a) Recall from Section 4.1 that the bijection r. 2-smcpJq Ñ
r. 2-smcpΓq is induced by the restriction p˚ along the morphism p : Γ Ñ J ,
and hence preserves dimension vectors. Thus, combining it with the bijection
r. 2-smcpΓq Ñ c-matpQq, we obtain a bijection
dim : r. 2-smcpJq ÝÑ c-matpQq.
This map is expected to help to understand c-matpQq using representation
theory over the finite-dimensional algebra J .
(b) Let C “ pcijq1ďi,jďn be a c-matrix and M “ M1 ‘ . . . ‘Mn be the cor-
responding reachable basic cluster-tilting object of CpQ,W q. Then there is a
triangle
ppΓiq //
À
j:ciją0
M
‘cij
j
//À
j:cijă0
M
‘p´cijq
j
// ΣppΓiq
for each 1 ď i ď n.
(c) As a consequence of Theorem 4.17, the graph 2-siltpΓq (respectively, 2-smcpΓq,
int-t-strpΓq, int-co-t-strpΓq, 2-siltpJq, 2-smcpJq, int-t-strpJq, int-co-t-strpJq,
sτ -tiltpJq, f-torspJq and c-tiltpCpQ,W qq) is connected if and only if it is iso-
morphic to mutpQq. In particular, if 2-siltpΓq is connected, then mutpQq has
a sink.
A. Non-positive dg algebras
Let k be an algebraically closed field.
A.1. Non-positive dg algebras. A dg algebra A is said to be non-positive if
the degree i component Ai vanishes for i ą 0.
Let A be a non-positive dg algebra. Then A is a silting object of perpAq because
HomperpAqpA,Σ
iAq “ HipAq
vanishes for i ą 0. Conversely, let C be an idempotent complete algebraic triangu-
lated category which has a silting object P . Here a triangulated category is said
to be algebraic if it is triangle equivalent to the stable category of a Frobenius
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category. Then by Keller’s Morita theorem for triangulated categories ([61, The-
orem 3.8 (b)]), there is a non-positive dg algebra A such that there is a triangle
equivalence C Ñ perpAq which takes P to A (see for example [75, Lemma 4.1]
for a detailed proof). Part (a) of the following theorem is obtained by combining
Proposition 6.2.1 and Proposition 5.2.2 of [12], part (b) implicitly appears in [7,
Section 2.1] (see for example [58, Seciton 2.4] for a detailed proof) and part (c) is
easy to prove by using (b).
Theorem A.1. Let A be a non-positive dg algebra.
(a) The pair pPstdě0 ,P
std
ď0 q is a bounded co-t-structure on perpAq with co-heart
addperpAqpAq, where P
std
ě0 (respecitively, P
std
ď0 ) is the smallest full subcategory
of perpAq which contains ΣiA for i ď 0 (respectively, i ě 0) and which is
closed under extensions and direct summands. We will refer to this co-t-
structure as the standard co-t-structure on perpAq.
(b) The pair pDď0std,D
ě0
stdq is a bounded t-structure on DfdpAq with heart being
equivalent to modH0pAq, where Dď0std (respectively, D
ě0
std) is the full subcate-
gory of DfdpAq containing those dg A-modules whose cohomologies are con-
centrated in non-positive degrees (respectively, non-negative degrees). We
will refer to this t-structure as the standard t-structure on DfdpAq.
(c) Suppose that H0pAq is finite-dimensional. Then a complete collection of
pairwise non-isomorphic simple H0pAq modules, considered as a collection of
objects in DfdpAq, is simple-minded.
Let A be a non-positive dg algebra. Set
FA “ tconepfq | f is a morphism in addperpAqpAqu Ď perpAq.
Objects of FA will be called 2-term objects of perpAq for obvious reasons. The
following is an easy observation.
Lemma A.2. Let X be an object of FA. Then HompX,Σ
pXq “ 0 for p ě 2. In
particular X is a presilting object if and only if HompX,ΣXq “ 0.
A.2. The induction functor. Let A be a non-positive dg algebra. Let A¯ “
H0pAq. Denote by p the canonical projection A Ñ A¯. Then the induction func-
tor p˚ : perpAq Ñ perpA¯q restricts to an additive equivalence addperpAqpAq
„
Ñ
addperpA¯qpA¯q and induces a canonical isomorphism K0pperpAqq Ñ K0pperpA¯qq of
Grothendieck groups.
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A.2.1. The bijection.
Proposition A.3. The induction functor p˚ : perpAq Ñ perpA¯q induces a bijection
between the sets of isomorphism classes of 2-term silting objects.
We need the following two 4-lemmas.
Lemma A.4. Consider the following commutative diagram of abelian groups with
exact rows
M´1 //
f

M0 //
g

M1 //
h

M2
i

N´1 // N0 // N1 // N2
(a) If f is surjective, g is injective and i is injective, then h is injective.
(b) If f is surjective, h is surjective and i is injective, then g is surjective.
Proof of Proposition A.3. We first show that if X is an object of FA then X is a
silting object if and only if p˚pXq is a silting object. There is a triangle
X 1 // X // X2 // ΣX 1
with X 1 P addperpAqpAq and X
2 P Σ addperpAqpAq. Applying the two functors
HomperpAqp?, X
2q (respectively, HomperpA¯qp?, p˚pX
2qq) and HomperpAqp?, X
1q (respec-
tively, HomperpA¯qp?, p˚pX
1qq) to this triangle (respectively, its image under p˚), we
obtain two commutative diagrams
pX 1,Σ´1X2q //
f1

pX2, X2q //
f2

pX,X2q //
f3

pX 1, X2q “ 0

pp˚pX
1q,Σ´1p˚pX
2qq // pp˚pX
2q, p˚pX
2qq // pp˚pXq, p˚pX
2qq // pp˚pX
1q, p˚pX
2qq “ 0
pX 1, X 1q //
g1

pX2,ΣX 1q //
g2

pX,ΣX 1q //
g3

pX 1,ΣX 1q “ 0

pp˚pX
1q, p˚pX
1qq // pp˚pX
2q,Σp˚pX
1qq // pp˚pXq,Σp˚pX
1qq // pp˚pX
1q,Σp˚pX
1qq “ 0
Since p˚ : addperpAqpAq Ñ addperpA¯qpA¯q is an equivalence, it follows that f1, f2,
g1 and g2 are bijective. Therefore by Lemma A.4, f3 and g3 are bijective. Ap-
plying HomperpAqpX, ?q (respectively, HomperpA¯qpp˚pXq, ?q) to the above triangle
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(respectively, its image under p˚), we obtain the following commutative diagram
pX,X2q //
f3

pX,ΣX 1q //
g3

pX,ΣXq //
h

pX,ΣX2q “ 0

pp˚pXq, p˚pX
2qq // pp˚pXq,Σp˚pX
1qq // pp˚pXq,Σp˚pXqq // pp˚pXq,Σp˚pX
2qq “ 0
By Lemma A.4, h is bijective. Therefore X is a silting object if and only if p˚pXq
is a silting object.
The bijectivity is a consequence of the following proposition.
Proposition A.5. Let I be the ideal of FA consisting of morphisms factoring
through morphisms ΣX Ñ Y with X,Y P addperpAqpAq. Then I
2 “ 0 and p˚
induces an equivalence FA{I Ñ FA¯. In particular, p˚ is full, detects isomorphisms,
preserves indecomposability and induces a bijection between isomorphism classes
of objects of FA and those of FA¯.
Proof. That I2 “ 0 holds is because HompA,ΣAq vanishes. Next we show that p˚
induces an equivalence FA{I Ñ FA¯. Then the last statement follows immediately.
Let Y P FA¯. Then Y – conepgq for a morphism g in addperpA¯qpA¯q. Since p˚ :
addperpAqpAq Ñ addperpA¯qpA¯q is an equivalence, it follows that there is a morphism
f in addperpAqpAq such that g “ p˚pfq. Take X “ conepfq. Then p˚pXq –
conepp˚pfqq “ conepgq “ Y . This shows that p˚ : FA Ñ FA¯ is dense.
Since there is no non-trivial morphism from ΣA¯ to A¯ in perpA¯q, it follows that
the image of a morphism in I under p˚ is zero.
Let X,Y P FA. There are triangles in perpAq
P´1X
u // P 0X
v // X
w // ΣP´1X
P´1Y
u1 // P 0Y
v1 // Y
w1 // ΣP´1Y
with P´1X , P
0
X , P
´1
Y , P
0
Y P addperpAqpAq. Applying HomperpAqpP
0
X , ?q respectively
HomperpA¯qpp˚pP
0
Xq, ?q to the triangle containing Y respectively its image under p˚,
we obtain the following commutative diagram with exact rows
pP 0X , P
´1
Y q
//
f1

pP 0X , P
0
Y q //
f2

pP 0X , Y q //
f3

pP 0X ,ΣY
´1q “ 0

pp˚pP
0
Xq, p˚pP
´1
Y qq
// pp˚pP
0
Xq, p˚pP
0
Y qq // pp˚pP
0
Xq, p˚pY qq // pp˚pP
0
Xq,Σp˚pP
´1
Y qq “ 0
The maps f1 and f2 are bijective, implying that f3 is bijective too.
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Applying HomperpAqpΣP
´1
X , ?q respectively HomperpA¯qpp˚pΣP
´1
X q, ?q to the tri-
angle containing Y respectively its image under p˚, we obtain the following com-
mutative diagram with exact rows
pΣP´1
X
, P 0
Y
q
g4
//

pΣP´1
X
, Y q //
g1

pΣP´1
X
,ΣP
´1
Y
q //
g2

pΣP 0
X
,ΣP
´1
Y
q
g3

pΣp˚pP
´1
X
q, p˚pP 0Y qq
// pΣp˚pP
´1
X
q, p˚pY qq // pΣp˚pP
´1
X
q,Σp˚pP
´1
Y
qq // pΣp˚pP 0Xq,Σp˚pP
´1
Y
qq
The vector space pΣp˚pP
´1
X q, p˚pP
0
Y qq is trivial and the maps g2 and g3 are bijective.
By Lemma A.4 (b), g1 is surjective. A straightforward diagram chasing shows that
Kerpg1q “ Impg4q.
Applying HomperpAqp?, Y q respectively HomperpA¯qp?, p˚pY qq to this triangle re-
spectively its image under p˚, we obtain the following commutative diagram with
exact rows
pΣP 0X , Y q
α
//
h1

pΣP´1X , Y q
β
//
g1

pX, Y q
γ
//
h3

pP 0X , Y q
δ
//
f3

pP´1X , Y q
h5

pΣp˚pP
0
X q, p˚pY qq
α1
// pΣp˚pP
´1
X q, p˚pY qq
β1
// pp˚pXq, p˚pY qq
γ1
// pp˚pP
0
X q, p˚pY qq
δ1
// pp˚pP
´1
X q, p˚pY qq
Recall that g1 is surjective and f3 is bijective, and similarly one shows that h1 is
surjective and h5 is bijective. It follows from Lemma A.4 (b) that h3 is surjective.
We claim that Kerph3q “ Impβ ˝ g4q. Notice that for ψ P HomperpAqpΣP
´1
X , P
0
Y q
we have that β ˝ g4pψq “ v
1 ˝ ψ ˝ w belongs to I. So the proof is complete.
To prove the claim, take ϕ P Kerph3q. Then h4˝γpϕq “ γ
1˝h3pϕq “ 0, implying
that γpϕq “ 0. So there is ϕ1 P HomperpAqpP
´1
X , Y q such that ϕ “ βpϕ1q. Then
β ˝h2pϕ1q “ h3 ˝βpϕ1q “ 0. So there is ϕ2 P HomperpA¯qpΣp˚pP
0
Xq, p˚pY qq such that
g1pϕ1q “ α
1pϕ2q. Since h1 is surjective, there is ϕ3 P HomperpAqpΣP
0
X , Y q such that
ϕ2 “ h1pϕ3q. Let ϕ
1
1 “ ϕ1 ´ αpϕ3q. Then g1pϕ
1
1q “ 0 and βpϕ
1
1q “ ϕ. Because
Kerpg1q “ Impg4q, this finishes the proof of the claim.
A.2.2. Compatibility with mutations. Assume further that perpAq is Hom-
finite.
Proposition A.6. Let M be a 2-term silting object of perpAq and N be an
indecomposable direct summand of M such that µ´N pMq is again 2-term. Then
µ´
p˚pNq
pp˚pMqq “ p˚pµ
´
N pMqq.
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Proof. By definition, µ´N pMq “ N
´ ‘ L, where N´ is given by the triangle in
perpAq
N
f // E // N´ // ΣN ,
where the morphism f is a minimal left addpLq-approximation. Applying the
triangle functor p˚ we obtain a triangle in perpA¯q
p˚pNq
p˚pfq // p˚pEq // p˚pN´q // Σp˚pNq ,
where p˚pfq is a left addpp˚pLqq-approximation. On the other hand, p˚pNq is
indecomposable and p˚pMq “ p˚pNq ‘ p˚pLq. By definition, µp˚pNqpp˚pMqq “
p˚pNq
´ ‘ p˚pLq, where p˚pNq
´ is given by the triangle in perpA¯q
p˚pNq
g // E1 // p˚pNq´ //// Σp˚pNq ,
where the morphism g is a minimal left addpp˚pLqq-approximation. Therefore
p˚pfq factors through g and we have the following octahedron
p˚pN
´q
p˚pNq
´
E2
p˚pNq p˚pEq
E1
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎

88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
(( ((◗◗
◗◗◗
◗◗◗
oooo

g
✼✼
✼✼
✼
✼
✼✼
✼✼
✼
p˚pfq //
bb❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊
hhbb❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊
h♣♣♣♣♣♣♣♣♣♣
88♣♣♣♣♣♣♣♣♣
The morphism h splits, and hence E2 belongs to addpp˚pLqq. Consider the triangle
p˚pNq
´ // p˚pN´q // E2 // Σp˚pNq´ .
Since p˚pLq ‘ p˚pNq
´ is a silting object, the last morphism in the above triangle
vanishes. Therefore the triangle splits. Because both p˚pNq
´ and p˚pN
´q are
indecomposable, they must be isomorphic and the desired result follows.
A.3. A summary in terms of abstract categories. We summarise the main
results of this appendix in terms of abstract categories.
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Let C be an idempotent complete algebraic triangulated category and let T be
a silting object of C with endomorphism algebra E “ EndCpT q. Put
FT “ tconepfq | f is a morphism in addCpT qu Ď C,
FE “ tconepfq | f is a morphism in projEu Ď K
bpprojEq.
Theorem A.7. (a) There is a triangle functor Q : C Ñ KbpprojEq which takes
T to E and which takes the aisle (respectively, co-aisle) of the co-t-structure
of C associated to T to the aisle (respectively, co-aisle) of the standard co-t-
structure of KbpprojEq.
(b) Let I be the ideal of FT consisting of morphisms factoring through mor-
phisms ΣX Ñ Y with X,Y P addCpT q. Then I
2 “ 0 and Q induces an
equivalence FT {I Ñ FE . In particular, Q|FT : FT Ñ FE is full, detects
isomorphisms, preserves indecomposability and induces a bijection between
isomorphism classes of objects of FT and those of FE .
(c) The triangle functor Q induces a bijection from the set of 2-term silting ob-
jects in C with respect to T and the set of 2-term silting objects inKbpprojEq.
If E is finite-dimensional, this bijection commutes with mutations.
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