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Abstract
We introduce a lattice-gas cellular automaton (LGCA) for vectorial active matter, considering
both, polar and nematic velocity alignment. Interactions are by construction zero-range. We show
that above a critical density in the LGCA with polar alignment, a polar condensate emerges. In
the LGCA with nematic alignment, the system self-organizes, above a critical density, in spatially
elongated, high-density, nematic bands, despite de fact interaction are zero-range. In order to
rationalize these findings, we derive the corresponding hydrodynamic equations of the proposed
LGCA for vectorial active matter.
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I. INTRODUCTION
Self-organized patterns of self-propelled entities are found at all scale in biology: from
in vitro cytoskeletal extracts [1–3], bacterial systems [4–8], and insect swarms [9] to school
of fish [10], herds of mammals [11], and human crowds [12]. Collective phenomena are also
observed in artificial active systems such as synthetic swimmers [13, 14], phoretic colloids [15,
16], and active rollers [17–19]. Except for (neutral) phase separation [20], other complex, self-
organized, collective motion patterns involve either polar or nematic (orientational) order.
Given the vectorial nature of orientational order, active systems sharing such a feature are
often referred to vectorial active matter. It is widely believed that self-organized patterns
in vectorial active matter require particles to interact via some type of velocity alignement
mechanism [21, 22]. The best known example of an active system with a polar velocity
alignement is the Vicsek model [23], where complex, active polar flows spontaneously emerge.
A different “universality class” of active systems is obtained by switching in the Vicsek model
to a nematic velocity alignement [24, 25]. Self-propelled particles with nematic alignement do
not form polar flows, but self-organize into high-density, nematic bands [25]. The theoretical
understanding vectorial active matter is strongly based on the study of minimal, Vicsek-like
models by means of numerically costly, particle-based simulations [23, 25–27] and by the
derivation of hydrodynamic equations [28–32]; for comprehensive reviews, see [21, 22].
Here, we introduce a numerically efficient lattice-gas cellular automaton (LGCA) for
vectorial active matter, considering both, polar and nematic velocity alignment. Interactions
are by construction zero-range. We show that above a critical density the LGCA with
polar alignment undergoes a phase transition from a disordered, dilute phase to a phase
characterized by the presence of one or a reduced number polar, actively moving condensates
that possess a macroscopic fraction of the number of particles in the system. In the LGCA
with nematic alignment, the system self-organizes, above a critical density, in spatially
elongated, high-density, nematic bands, despite de fact interaction are zero-range. We make
use of the local nature of the interaction to derive the corresponding hydrodynamic equations
of the proposed LGCA for vectorial active matter.
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II. MODEL DEFINITION
Lattice-gas cellular automaton (LGCA) models are defined on a regular lattice L ⊂ Rd,
whose coordination number, equal to the number of first neighbors, is given by b. Throught
this work, it will be assumed that d = 2 and b = 6, a hexagonal lattice. The set of lattice
angles is given by Θ =
{
2npi
b
: n ∈ N, 0 ≤ n < b}. To each lattice site ~r ∈ L are associated
b velocity channels ~cϑ := (cosϑ, sinϑ), ϑ ∈ Θ. Each velocity channel can be occupied
by sϑ ∈ N particles which, together, determine the state of the lattice site ~s. The state
of the lattice evolves in discrete time steps by the subsequent application of a stochastic
reorientation step followed by a deterministic transport step synchronously to all lattice
sites. During the reorientation step, every individual particle is independently assigned a
new velocity channel ~cθ with a probability Tϑ (~s) given the state of their lattice site. Here
we will consider zero-range velocity alignment probabilities
Tϑ (~s) =
1
Z
exp
[
β
∑
θ∈Θ
sθ (~cϑ · ~cθ)m
]
, (1)
where β ∈ R+ is the sensitivity which determines the strength of the alignment, Z is the
normalization constant, and m = 1 if the alignment is polar, while m = 2 if the alignment
is nematic. The state of the node after reorientation is denoted by ~sI . After all particles
in all velocity channels in all lattice sites have been redistributed, during the transport
step all particles are translocated to the same velocity channel in a neighboring node in
the direction of their velocity channel, see Fig. 1 for a depiction of the dynamics of the
LGCA. The dynamics of the lattice is therefore given by the microdynamical equation
sϑ (~r + ~cϑ, k + 1) = s
I
ϑ (~r, k).
III. MODEL CHARACTERIZATION
The model shows qualitatively different behavior, depending on the type of alignment
(Fig. 2). Starting from the homogeneous, disordered state, for high enough densities and
sensibilities, the polar alignment model shows the formation of single high density lattice
sites (condensates) with all particles within them having the same velocities. Particle number
distributions show identical condensation behavior as the classic zero range process (Evans
and Hanney, 2005), with well defined and separate dilute and condensed phases. Under
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FIG. 1: LGCA dyamics. Particles reside in velocity channels within lattice sites. During the
interaction step, particles within each lattice site are independently assigned new velocity channels
according to the probability Tϑ (~s). After the interaction step, particles are deterministically moved
to neighboring lattice sites during the migration step.
similar conditions, the model with nematic alignment shows the formation of long bands
of lattice sites with high density and perfect nematic order. In this case, particle number
distributions show a continuum between dilute and condensed phases. Furthermore, observ-
ables quantitatively show that band patterning occurs in the nematic case (as opposed to
the polar case), in spite of the interaction not considering neighbor information. Compu-
tationally, the critical density and sensitivity were found by calculating the polar/nematic
order parameter defined as Φm =
〈∣∣∣ 1N ∑Nk=1 eiαϑk∣∣∣〉 , where N is the number of particles in
the lattice, and m as defined previously. Analogous results are obtained by using clustring
and band formation parameters. Doing a steady state stability analysis of the homogeneous,
disordered state of the latice-Boltzmann equation, we find that the transition occurs much
earlier than predicted by the theory (Fig. 2 solid line). If we take into account the fluctua-
tions produced by the multinomial velocity reordering process, the transition is much better
approximated (Fig. 2 dashed line).
IV. MACROSCOPIC PDES
The macroscopic dynamics of the model can be described in an approximate manner
by calculating the expected value of velocity channel occupations from the microdynamical
equation of the lattice. As a first step, the quantities fϑ (~r, k) := 〈sϑ (~r, k)〉 are defined,
which are the average number of particles moving in the direction defined by the lattice
angle ϑ, and are proportional to the probability of particles in a node to move in that
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FIG. 2: Results from LGCA simulations. Polar (left) and nematic (right) alignment. Snapshots
of simulations after 1000 time steps (top row). Empty lattice sites are shown in black. Occupied
lattice sites appear whiter the higher the number of particles in them. The initial condition was
the homogeneous, disordered state with exactly one particle in every velocity channel (n = 6).
The sensitivity was fixed at β = 0.3. In both systems, the steady state has not been reached, but
the condensation process can be visualized. Polar and nematic order parameters obtained from
simulations at different values of the sensitivity and mean density (second row from top). Colors
correspond to the value of the corresponding order parameter. Solid lines correspond to the critical
parameters according to the linear stability analysis, while dashed lines represent these corrected
to account for density fluctuations. Simulations were performed on a 60×60 lattice with disordered
homogeneous initial conditions for 1000 time steps with varying β and ρ. The observables were
averaged over 200 simulations. Probability of finding an occupied lattice site with a certain number
of particles for zero-range velocity alignment models (second row from bottom). Two parameter
combinations were sumulated: before the onset (blue line, β = 1 and ρ = 0.12 for polar, β = 1 and
ρ = 0.72 for nematic alignment), and at the onset of condensation (red line, β = 1 and ρ = 0.6
for polar, β = 1 and ρ = 1.2 for nematic alignment). Mean polar order parameter and condensed
particle fraction as a function of time (bottom row). The condensed particle fraction is measured
by the clustering order parameter (see supporting information) which varies from zero (completely
dilute system) to one (all particles condensed in a single lattice site).
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FIG. 3: Homogeneous steady states of the macroscopic PDE approximations. Polar (top) and
nematic (bottom) alignment. Uniformly stable steady states are shown with solid lines, while
uniformly unstable steady states are shown with dashed lines. Colors are used to distinguish
different steady state solutions.
direction. Calculating the expectations from the microdynamical equation, a determinis-
tic lattice-Boltzmann equation can be obtained by performing an in-node mean-field ap-
proximation and employing the binomial statistics of velocity channel occupation, yielding
fϑ (~r + ~cϑ, k + 1) = n (~r, k)Tϑ (~r, k) , where n (~r, k) :=
∑
ϑ∈Θ fϑ (~r, k) is the density, or ex-
pected number of particles in a lattice site, and Tϑ (~r, k) :=
1
Z
exp
[
β
∑
θ∈Θ fθ (~r, k) (~cϑ · ~cθ)m
]
is the mean-field alignment probability. Discrete space and time are scaled to continuous
space and time through defining a lattice spacing ε and a time step length τ . Differential
equations are approximated from the difference LBE, by letting ε, τ → 0. As the contin-
uous LBE is still dependent on the microscopic lattice angles ϑ, a discrete Fourier trans-
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form is performed on the differential LBE. This results in differential equations for each of
the discrete Fourier coefficients, which are related to macroscopic quantities. In contrast
to similar derivations starting from continuous agent-based models, the number of Fourier
coefficients is finite and equal to the number of lattice angles, and thus dependent on the lat-
tice geometry. In the case of a hexagonal lattice (which is assumed throughout this work),
the macroscopic quantities, defined through the discrete Fourier coefficients, are density
ρ (~x, t) :=
∑
ϑ∈Θ fϑ (~x, t), momentum ~P (~x, t) :=
(∑
ϑ∈Θ fϑ (~x, t) cosϑ,
∑
ϑ∈Θ fϑ (~x, t) sinϑ
)
,
and nematic anisotropy Q (~x, t) :=
∑
ϑ∈Θ fϑ (~x, t) cos 2ϑ + i
∑
ϑ∈Θ fϑ (~x, t) sin 2ϑ. The last
Fourier coefficient was unused.
A. Zero-range polar alignment
For polar alignment, the set of six PDEs for each Fourier coefficient was reduced to two,
namely, a scalar equation for the density, and a vectorial equation for the momentum. The
reduction was achieved by considering the system to be near the ordered state. The resulting
PDEs read
∂t%+∇ · ~P = 0 (2a)
∂t ~P +
1
2
[∇%−D (∇%)] +
1
%
[(
~P · ∇
)
~P − 1
2
∇P 2 +
(
∇ · ~P
)
~P
]
= ~P
[
%
2
(
1− P
2
8
)
− 1
]
,
(2b)
where % is the nondimensional density, ~P is the nondimensional momentum, and the operator
D (∇%) := 1
%2
[
~P
(
~P · ∇%
)
+
∥∥∥~P × (~P ×∇%)∥∥∥].
We find two spatially homogeneous steady states with % = %¯ equal to an arbitrary positive
constant. The first steady state is the disordered homogeneous steady state with ~P = ~0.
Performing a linear stability analysis around this steady state, and assuming perturbations
along a single direction, we find a density eigenvalue, and two momentum eigenvalues. The
momentum eigenvalues indicate that the system is stable against uniform perturbations for
%¯ < 2 (Fig. 3). This is the same stability condition found when performing the stability
analysis of the original lattice-gas model. The full eigenvalue spectrum of the disordered
state is qualitatively similar to that found by Bussemaker et al. (1997) for a system of polar
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FIG. 4: Numeric evaluation of the PDE approximations. Polar (top) and nematic (bottom) align-
ment. Colors represent the value of the non-dimensional density %, while the vector field is a
representation of the momentum ~P and nematic anisotropy Q, for the polar and nematic case,
respectively. The system was initialized at the homogenenous isotropic steady state with %¯ = 4
(polar) and %¯ = 8 (nematic), plus random splines of 0.2 amplitude. The snapshot was taken at
t = 1000. Periodic boundary conditions were used.
aligning particles with an extended neighborhood of interaction and an exclusion principle
among particles.
The second steady state is an anisotropic state with spatially homogeneous momentum
~P =
√
8
(
1− 2
%¯
)
(cosφ, sinφ) where φ ∈ [0, 2pi) is an arbitrary angle. The angle φ is
not constrained by the lattice, as no lattice properties were used during the derivation
of the PDEs. This state only exists when %¯ > 2, where the disordered state becomes
unstable (Fig. 3). We find a momentum eigenvalue, an eigenvalue corresponding to the
normal to the momentum, and a mixed density-momentum eigenvalue. We consider the
extreme cases φ = 0 and φ = pi
2
. The system is always stable against uniform perturbations.
However, considering both extreme cases, for all non-uniform perturbations (wavenumber
q 6= 0) the homogenenous anisotropic steady state is stable only for the parameter range
2.564 / %¯ < 3. The real parts of the eigenvalues grow with increasing wavenumber, so we
expect the homogeneous solution to break apart into small wavelength patterns. Numerical
approximations to the PDE solutions confirm the stability condition found theoretically, and
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show the formation of small aggregates, especially for high values of %¯, similar to the ones
observed in the lattice-gas model (Fig. 4).
B. Zero-range nematic alignment
We also derived macroscopic equations for nematic alignment (m = 2). In this case, the
equations were reduced to two, one for the density and one for the nematic anisotropy. This
was achieved by assuming other macroscopic quantities reached the steady state much faster.
The equations are lattice dependent and are different depending on the lattice geometry.
For a hexagonal lattice, the macroscopic PDEs are
∂t% = dd¯%+R
(
d2Q¯
)
(3a)
∂tQ =
1
2
{
d2%+ dd¯Q+ 2d¯ [R (dQ)]
}
+
%
4
[
Q+
1
8
Q¯
(
Q¯− 1
4
Q2
)]
−Q,
(3b)
where Q ∈ C is the dimensionless nematic anisotropy, d := ∂x + i∂y is the Wirtinger deriva-
tive, ·¯ represents the complex conjugate, and R (·) represents the real part.
In this case, there is also disordered and anisotropic homoeneous steady state solutions,
with constant dimensionless density %¯. Performing a linear stability analysis around the
disordered state (Q = 0), we find a density and two nematic eigenvalues. The eigenvalues
indicate that the disordered state is stable when %¯ < 4, which agrees with the stability
condition found for the lattice-gas model.
Additionally, there a a family of anisotropic, homogenenous steady states, whose dimen-
sionless nematic anisotropy is given by Q =
(
2± 2
√
9− 32
%¯
)
ei
2kpi
3 , k ∈ {0, 1, 2}. From
the equation of Q in the anisotropic steady state, two features ae noteworty. First, the
anisotropic steady state exists when %¯ > 32
9
, meaning it exists even in a certain parameter
regime where the disordered state is stable. Second, while for 32
9
< %¯ < 4 pairs of solu-
tions with different moduli but same argument arg (Q) ∈ {2kpi
3
, k ∈ N} ⊂ Θ exist, for the
parameter regime %¯ > 4, six different solutions exist, each one with a different argument
corresponding to one of the lattice directions ϑ ∈ Θ. The correspondence between the ar-
guments of the anisotropic steady state solutions and the lattice directions stems from the
fact that the lattice symmetries were used to close the system of macroscopic PDEs during
derivation. Performing a linear stability analysis around these steady states, we find that
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the solutions with the greatest moduli are stable for all wavenumbers, while the ones with
the smallest moduli are always unstable. Interestingly, for the parameter regime %¯ > 4 this
means that the solutions with arg (Q) = 2kpi
3
are stable, while those with arg (Q) = (2k+1)pi
3
are unstable. This is due to geometrical constraints on imposed on Q by the lattice. The
effects of the underlying lattice can be observed in the solutions of the PDEs at long times
and high enough nondimensional densities (Fig. 4).
V. DISCUSSION
In this paper, we constructed a novel extension of the traditional LGCA methodology,
which disregards any kind of exclusion among particles in the model and, accoringly, named
boson lattice-gas cellular automata, or BLGA. Using this extension, we defined a model
of zero-range polar and nematic velocity-aligning particles. This model allows us to in-
vestigate both alignment and condensation phenomena in the same model, and facilitates
the derivation of macroscopic PDE approximations by disregarding long-range neighbor in-
teractions. We find that density fulctuations play an important role in destabilizing the
disordered steady state. Importantly, we find that, while zero-range polar alignment results
in classic condensation, zero-range nematic alignment results in a continuous spectrum of
dilute-condensed phases, and produces spatially extended patterns. That extended spatial
patterns occur even for a zero-range interaction shows that particle movement plays an
important role in pattern formation as a mechanism of spatial spread of information.
The mcroscopic PDEs approximating the BLGA model of polar alignment show that
both disordered and ordered steady states are unstable, the last one showing growth of
small wavelength perturbations, also observed in the original BLGA model. The PDE
approximation also shows a small parameter regime of stability of the homogeneous ordered
state, not observed in the BLGA model. This is probably due to the the smoothness of
solutions in the PDE approximation, in contrast with the independent behavior of lattice
sites in the BLGA model.
Six ordered steady states are found for the nematic PDE approximation, where each
solution has a nematic director parallel to one of the lattice directions. The stable steady
states have nematic directors corresponding to particles perfectly along one of the three
lattice axes in the BLGA model. Although the homogeneous, ordered steady states are
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always stable for big enough nondimensional densities in the macorscopic models, there
is slight condensation in the original BLGA models. This phenomenon is probably not
observable in the PDE model due to their coarse-grained resolution.
The BLGA model constructed here considers no exclusion between particles and complete
independence of between particles. Of course, in most applications, especially in biology,
individuals experiment steric effects. For such applications the BLGA methodology must
be etended to discourage individuals going in the direction of steeply increasing density
gradient.
In this paper, we have derived macroscopic PDE approximations of microscopic BLGA
models of zero-range velocity alignment. Although the effects of interactions with particles
within an extended neihgborhood remain to be investigated, we have shown the potential of
BLGA models for generating macroscopic PDE models describing the dynamics of systems
of migrating, interacting particles at the population level.
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