Bipolar disorder, also known as manic depression, is a brain disorder that affects the brain struc- 
INTRODUCTION
Bipolar disorder, also known as manic-depressive illness, is a complex genetic disorder, resulting in hysteria or severe states of depression.
Medical research reports that bipolar disorder affects close to 5.7 million adults in the United States aged 18 or above ("Bipolar disorder statistics," 2014). Suicides alone kill 15%-17% of the bipolar disorder patients. Around 51% of the patients are estimated to go untreated due to lack of efficient and effective detection and treatment solutions ("Bipolar disorder statistics," 2014). Twin studies of bipolar disorder have yielded estimates of heritability up to 90% (Craddock, & Sklar, 2013) , the highest among all mental disorders (Shih, Belmonte, & Zandi, 2004; Sullivan, Daly, & O'donovan, 2012) . The Psychiatric Genomics Consortium (PGC) (Psychiatric GWAS Consortium Bipolar Disorder Working Group, 2011) identified 19 genome-wide significant loci for this disorder based on genome-wide association studies (GWAS). This study was the first significant result identifying genetic bipolar disorder factors. Motivated by these recent discoveries, Critical Assessment of Genome Interpretation (CAGI) announced the bipolar disorder exomes challenge, in search of predictor methods for bipolar phenotypes from specific genotypes. As a part of the challenge, we proposed a deep learning-based framework (called DeepBipolar) to predict bipolar disorder phenotypes from genotypes.
Deep learning combines lower-level representations to yield
higher-level representations of the input datasets. Unlike conventional/shallow machine learning techniques that require feature engineering, deep learning models learn the features automatically through multiple layers (tens or hundreds of layers) of hierarchical representations, without handcrafted features (LeCun, Bengio, & Hinton, 2015) . Deep learning achieved state-of-the-art results in several domains, such as computer vision (Krizhevsky, Sutskever, & Hinton, 2012) , natural language processing (Mikolov, Karafiat, Burget, Cernock, & Khudanpur, 2010) , and speech recognition , with applications in fields such as genomics (Zhou & Troyanskaya. 2015) and astronomy (Huertas-Company et al., 2015) as well. Some commonly used deep learning models include deep autoencoders (Hinton & Salakhutdinov, 2006 ), Convolutional Neural Networks (LeCun, Bottou, Bengio, & Haffner, 1998 , and long shortterm memory (Hochreiter & Schmidhuber., 1997 with trainable filters/kernels on the input genomic sequences. The convolving kernels move around in a window length across the input sequences, forming feature maps of the input sequences. Additionally, adding further layers of convolution causes the extraction of richer intricate features within the data, resulting in feature maps. Pooling is a common operation applied on these feature maps and is based on spatial invariance in the input dataset. The idea is that key features are more important than their surroundings. Two popular pooling techniques are max pooling and mean pooling.
DeepBipolar combines the state-of-the-art deep convolutional neural networks with biological indicators to predict these phenotypes.
We show that our technique achieved the best accuracy in predicting the diseased group from the control group, while substantially outperforming other conventional machine learning techniques. After elaborating on the framework, we focus on explaining the features learnt by the model to decipher the biological indicators of the disease. Then, through an understanding of the features learnt by the model, we carry out post analysis studies to identify the key contributors to the disorder. We found that the data could have issues related to sequencing.
Identifying these as practices prevalent in the exomes sequencing community, we acknowledge and highlight the drawbacks of such a data preparation. Machine learning algorithms are suitable for identifying features that differentiate between various data points. Traditionally, experiments are designed to minimize any random noise in the data preparation phase to ensure the employed machine learning or statistical methods work on the actual biological indicators of the disorder and less on the artifacts. Therefore, the scope for systematic or batch artifacts is high in genome sequencing studies, based on such approaches that are used to sequence the case and control sets. Furthermore, some cost-effective measures used in genomic communities, say, using a control set of another sequencing study, can introduce artifacts in the datasets that are picked up by the machine learning model. After introducing our framework, we identify the features learnt and design experiments to measure the usability of the exome sequencing SNP for identifying bipolar disorder phenotypes.
RELATED WORK
Bipolar disorder studies are based on the structure of the human brain and its activities using functional magnetic resonance imaging and positron emission tomography instruments ("Bipolar disorder," 2016).
These studies highlight the smaller size of the prefrontal cortex of the brain in bipolar patients, with the brain activity in such patients being similar to patients suffering from other brain disorders like schizophrenia ("Bipolar disorder," 2016).
Twin studies of bipolar disorder show heritability as the most responsible factor causing the disorder (Craddock & Sklar, 2013) . This factor is close to 90% and is among the highest across all other mental disorders (Shih et al., 2004; Sullivan et al., 2012) . There have been previous studies analyzing the lifetime prevalence of the disorder and the heritability associated with it (Sullivan et al., 2012) , affirming the link between nongenetic factors and bipolar disorder (Alloy et al., 2005) , therefore leading to GWAS. Studies conducted by the PGC concluded that there is less than 25% total variance in liability of bipolar disorder that could be explained by all SNPs (Cross-Disorder Group of the Psychiatric Genomics Consortium et al., 2013) . This shows that variants that were poorly tagged and missed by GWAS contribute to the risk of bipolar disorder (Bodmer & Bonilla, 2008; Cirulli & Goldstein, 2010; Manolio et al., 2009 ). These studies prompted bipolar disorder study using exome sequencing with the bipolar exome challenge, released by CAGI, being one among them. (Alipanahi, Delong, Weirauch, & Frey, 2015; Xiong et al., 2015) . During sequencing analysis, a large number of variants poses a greater challenge and carrying out studies on such a large pool of the human population is tedious and expensive. This necessitates higher and superior dimensionality reduction algorithms for machine learning models to work efficiently, and the promise shown by convolutional autoencoders to extract and compose robust features is effective, as shown by previous research (Vincent, Larochelle, Bengio, Manzagol, 2008) .
DEEPBIPOLAR
This section introduces the dataset we worked on the challenge related to the prediction of bipolar phenotype. We also elaborate on our post result analysis the insight we gained to better understand the data and through our DeepBipolar framework.
Datasets
The dataset was provided by The Regents of the University of California under the challenge "Bipolar Exomes" in the CAGI-4 experiment. The dataset consists of 1,000 samples, whose exome sequences are available, and 500 samples of the dataset are labeled to indicate whether the sample belongs to the diseased or the control group.
Within the labeled dataset, there is a 50-50 split between the test and the control group. These data samples were randomly sampled from the pool of 1,000 samples. The challenge is to predict the labels of the next 500 samples to indicate whether they belong to the diseased or the control group. For target capture and sampling, 60 genes of bipolar disorder were used. Intronic information of 1,422 synaptic genes and NimbleGen SeqCap EZ v2.0 Exome arrays were also utilized (CAGI-4, 2016) . Additionally, variants with more than 10% missing data or a Hardy-Weinberg disequilibrium value of P less than10 −6 with the genotype of read depth less than 10, or genotype quality less than 20 were excluded (CAGI-4, 2016). 
Data visualization
Histograms and box plots are plotted to visualize the distribution of our datasets. It is easier to plot the distribution as all the genotypes in our dataset are unphased and we encode them with the numerical value, as explained in the data preprocessing section. As the number of variants for all the chromosomes is greater than 5e5, we use feature selection to reduce feature dimension. This is achieved through L1-based feature selection with regularization penalty parameter, C = 0.85. This reduces to less than 1% of the total features and we use the top 12 variants for visualization purposes. Figures 1 and 2 , are the histogram and box plot, respectively, for our bipolar datasets. Similarly, Figure   3 summarizes the mapping quality, quality depth, and genotype quality for our data sets, without employing any threshold on low-quality variants.
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Mapping quality, quality depth, and genotype quality of bipolar datasets
Data preprocessing
The data have the genotype information along with allele depth, read depth, and genotype quality. To make the data consumable for deep learning models, we extract the genotype information for each variant that has a genotype quality greater than 50. As convolution works on spatial invariance and there is no ordering between variants across chromosomes, we use convolution within variants belonging to the same chromosome. For all the variants, we had their unphased genotype information, for example, "reference allele"/"alternate allele" 1, "reference allele"/"alternate allele" 2, and so on. To ensure the deep learning models are unbiased and do not favor one genotype over the other, we create one-hot-encoded vectors for all the types of genotypes available. 0/0 is made as 001, 0/1 is made as 010, and so on.
This encoding ensures that all the categories are equidistant from each other.
We also separate out variants from each chromosome separately because deep learning networks work on spatial invariance. There is an inherent ordering of variants among each chromosome but there is no such ordering between chromosomes. For this reason, convolution could not be applied over all the chromosomes, and is hence separated. Next, for each of the samples, we feed to our deep learning model all its variants across each chromosome and the target label of 1 or 0, with 1 being the diseased group. For validation purposes, we randomly sample 400 from both the case and the control groups for training and remaining 100 with labels for validation, and later predict the remaining 500 unlabeled test sets using this trained model. In typical optimization algorithms, it is important for the loss function to be computed on both the classes because in an unbalanced dataset, machine learning models tend to favor the bigger class as it reduces the loss.
Here, we ensure that it is less likely for our models to learn one-class features better as we have evenly split the training dataset. Specific details of the number of layers of convolution with respect to each channel is obtained from Table 1 . We have a block of two convolutional layers, followed by a max-pooling layer resulting in sparser feature maps containing only the most important features. In each block, the max-pooling layer is followed by a batch normalization layer that helps in keeping the activation of the neurons in nonsaturation regions.
DeepBipolar architecture
This further avoids overfitting the data by regularizing the activations of each max-pooling layer. Next, we combine the feature maps from all the input channels by using a fully connected layer. This fully connected layer is then connected to one other fully connected layer with the final layer being the sigmoidal layer. This sigmoidal layer produces probabilities of output from 0 to 1, with control set belonging to class 0 and diseased group belonging to class 1. end takes close to 6 hr on Nvidia Tesla M40 servers. In Figure 5 , the whole process of training is illustrated by taking chromosome 1 as an example. The sample process went into all the chromosome channels.
Comparison with conventional machine learning techniques
Apart from convolutional neural networks, we also employ decision trees and random forests techniques for obtaining the classification results. We train 400 samples for training and 100 for validation with the rest of the 500 samples for testing. Accuracy of 0.536 in the case of decision trees and 0.548 for random forests with 10 estimators (default) is recorded. Classification score summary for both the approaches is given in Table 2 . AUC scores recorded were 0.53 and 0.55, respectively.
ROC curve for the decision trees and random forests is shown in Figure 6 . We applied a threshold of 0.5. Both of these classifiers are able to classify the bipolar disorder patient almost equally well as shown in Figure 6 . Compared with traditional machine learning techniques, the winning performance results were obtained by using a deep Table 3 and Figure 6 illustrate the performance metrics of the convolutional design. Tables 2 and 3 describe the accuracy with precision, recall parameters, and Figure 6 is the ROC curve for this approach. We applied Scikitlearn (v0.181) and Keras (v1.2.2) Python software packages for these analyses.
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Performance of DeepBipolar against other competitors
Performance of other competitors
There were 29 submissions overall for the challenge and the AUC for these submissions is shown in Figure 7 
Post result analysis
As a process?" An example of an artifact could be sequencing of the disease group together and using the control set that was sequenced for another study. As mentioned below, we ran two experiments where we restricted the information available to the model by reducing the variants and observed how it classified the samples. By changing the variants as seen by the model, we expected a drop in the classification performance and the experiments below were designed to study it.
Experiment 1: Controlling variants in each chromosome
The hypothesis we are trying to answer is, "If we reduce the number of variants in each chromosome channel, does the performance of the machine learning models drop and do these models fail to accurately classify the two classes of sample set?" Essentially, if no changes in the classification ability of the machine learning models are observed, then the machine learning models are most likely picking up some artifacts that differentiate between these classes.
1.
We pick only the first 1,000 variants of each chromosome.
2.
We picked at random 1,000 variants of each chromosome.
3.
We pick only the last 1,000 variants of each chromosome.
ROC curve for all three cases, along with that of experiment 2 is shown in Figure 8 . Prediction score for our three experiments are shown in Table 4 , where first, second, and third values correspond to In this experiment, we train the deep learning models with variants only from chromosomes 1 and 2. During the testing time, we show the variants only from chromosomes 5, 6, 7, and 8. Given that an artifact signal would be consistent, even without showing the model all the chromosomes, the model should be able to replicate the winning performance, that is, a model that trains with all variants. As we see, there is a huge drop in the performance. Any differences that might arise due to sequencing should be uniform across chromosomes and the models would have expected to work similarly well in training on one set of chromosomes and testing on another set. Given the significant drop in performances, the likelihood of the presence of such signals being picked up by the neural network models for classification is quite remote as the performance takes a considerable hit on these experiments.
OBSERVATIONS
We initially suspected the neural networks of picking up signals arising out of different sequencing technologies, but the experimental results suggest otherwise. The experiments were designed to show the presence of signal in the datasets to distinguish the case from the control case. The results from the experiment sufficiently prove the existence of such a signal and have shown that the neural networks are picking up signals that are not differences in sequencing technologies. Given the lack of interpretability with neural networks, we had to rely on the input signal and the changes it effects on the output performance.
Given that convolutional neural networks excel at picking interlinked features, the models might be picking up complex patterns across the samples to classify the diseases and rely less on noise. Recently, there have been significant advances in interpreting neural networks and, hence, as a future work, we plan to analyze and score each of the variants with respect to its impact on classifying the variants as benign or pathogenic.
We propose a deep learning-based framework called DeepBipolar and analyze the genotype information to predict the bipolar phenotype using convolutional neural networks. The technique described in this paper achieved the winning results in the CAGI-4 bipolar prediction challenge. Given the lack of need for hand-engineering the feature set for classifying the disease samples, such a technique might be a useful tool in computational biology.
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