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SUPERCONVERGENCE AND REGULARITY OF DENSITIES IN
FREE PROBABILITY
HARI BERCOVICI, JIUN-CHAU WANG, AND PING ZHONG
Abstract. The phenomenon of superconvergence, first observed in the cen-
tral limit theorem of free probability, was subsequently extended to arbitrary
limit laws for free additive convolution. We show that the same phenome-
non occurs for the multiplicative versions of free convolution on the positive
line and on the unit circle. We also show that a certain Hölder regularity,
first demonstrated by Biane for the density of a free additive convolution with
a semicircular law, extends to free (additive and multiplicative) convolutions
with arbitrary freely infinitely divisible distributions.
1. Introduction
Suppose that {Xn}n∈N is a free, identically distributed sequence of bounded
random variables with zero mean and unit variance. It is known from [22] that the
distributions µn of the central limit averages
X1 + · · ·+Xn√
n
converge weakly to a standard semicircular distribution. Unlike the classical central
limit theorem, it was shown in [7] that the distribution µn is absolutely continuous
relative to Lebesgue measure on R for sufficiently large n, and that the densities
dµn/dt converge uniformly to
√
4− t2χ[−2,2]/2π. This unexpected convergence of
densities (along with the fact that the support [an, bn] of µn converges to [−2, 2]
and the density is analytic on (an, bn)) was called superconvergence. The uniform
convergence of densities was later proved to hold even when the variablesXn are not
bounded [25]. The phenomenon of superconvergence was extended to other limit
laws and applied to limit theorems for eigenvalue densities of random matrices (see,
for instance, [20, 2]). Eventually, the present authors proved in [13] that uniform
convergence of densities holds in the general context of limit laws for triangular
arrays with free, identically distributed rows. That is, suppose that k1 < k2 < · · ·
is a sequence of positive integers, and for each n the variables {Xn,j : j = 1, . . . , kn}
are free and identically distributed. Suppose also that the distribution µn of
Xn,1 + · · ·+Xn,kn
converges weakly to some nondegenerate distribution µ. The measure µ is ⊞-
infinitely divisible [6] and it is absolutely continuous except for a set Dµ that is
either empty or a singleton [13, Proposition 5.1]. Let V ⊃ Dµ be an arbitrary open
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set in R; V can be taken to be empty if Dµ = ∅. Then the result of [13] states that
µn is absolutely continuous on R\V and the density of µn converges uniformly to
the density of µ as n→∞.
Of course, the results mentioned above can be formulated just as easily in terms
of free additive convolution of measures. One purpose of the present note is to prove
completely analogous results for free multiplicative convolution of probability mea-
sures on R+ = [0,+∞) and on the unit circle T = {eit : t ∈ R}. The multiplicative
results are not simply consequences of the additive ones. In fact, each of the three
convolutions has its own analytic apparatus, and in each case an important fact is
that the respective Voiculescu transform of an infinitely divisible measure has an
analytic extension to a certain domain D (that depends on the type of convolution).
In each case, the proof is done first for convolutions of infinitely divisible measures.
The general case is then obtained via an approximation of infinitesimal measures
by infinitely divisible ones, somewhat analogous to the associated laws used in the
classical treatment of limit laws for sums of independent random variables [18].
These infinitely divisible laws are obtained from the subordination properties that
hold for free convolutions.
The methods we develop for superconvergence are useful in other contexts as
well. We illustrate this by extending results of Biane [14] concerning the density of
a free convolution of the form µ ⊞ γ, where γ is a semicircular distribution. Such
a convolution is always absolutely continuous, its density h is continuous and, in
fact, locally analytic wherever it is positive. If h(t) = 0 for some t and h(x) 6= 0 in
some interval with an endpoint at t, it is shown in [14] that h(x) = O(|x − t|1/3)
for x close to t in that interval. We show that this result holds if γ is replaced
by an arbitrary nondegenerate ⊞-infinitely divisible distribution. Of course, in this
general context, it may happen that µ⊞ γ has a finite number of atoms and points
at which the density is unbounded. The result holds for all other points where the
density vanishes. Analogous results are also proved for the two multiplicative free
convolutions.
The remainder of this paper is organized as follows. Sections 2–4 deal with
multiplicative convolution on R+. A section presents preliminaries about this op-
eration, including a new observation analogous to the Schwarz lemma, the next
section demonstrates superconvergence, and the last section deals with the possible
cusps of the free convolution with an infinitely divisible law. Sections 5–7 follow
the same program for multiplicative free convolution on the unit circle T. Finally,
Sections 8 and 9 deal with additive free convolution; there is no additive analog of
Sections 3 and 6 in the additive case because the corresponding result was already
proved in [13]. The reader may however note that the arguments of [13] can be
simplified using the present methods.
2. Free multiplicative convolution on R+
We denote by PR+ the collection of all probability measures on R+. The free
multiplicative convolution ⊠ is a binary operation on PR+ . The mechanics of its
calculation involves analytic functions defined on the domains C\R+,
H = {x+ iy : x, y ∈ R, y > 0},
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and −H. The first of these is the moment generating function ψµ of a measure
µ ∈ PR+ defined by
ψµ(z) =
∫
R+
zt
1− zt dµ(t), z ∈ C\R+.
This function satisfies ψµ(H) ⊂ H and ψµ((−∞, 0)) ⊂ (−1, 0) unless µ is the unit
point mass at 0, denoted δ0, for which ψδ0 = 0. A closely related function is the
η-transform of µ given by
ηµ(z) =
ψµ(z)
1 + ψµ(z)
, z ∈ C\R+.
We have ηµ(H) ⊂ H and ηµ((−∞, 0)) ⊂ (−∞, 0) when µ 6= δ0. These transforms
are related to the Cauchy transform defined by
Gµ(z) =
∫
R+
dµ(t)
z − t , z ∈ C\R+,
by the identity
(2.1)
1
z
Gµ
(
1
z
)
=
1
1− ηµ(z) , z ∈ C\R+.
The Stieltjes inversion formula shows that any of these functions can be used to
recover the measure µ. More precisely, the measures
− 1
π
(ℑGµ(x+ iy))dx, y > 0,
converge weakly to µ as y ↓ 0. The boundary values
Gµ(x) = lim
y↓0
Gµ(x + iy), x ∈ R+,
exists almost everywhere (with respect to Lebesgue measure) on R+, and the density
dµ/dt of µ is equal almost everywhere to (−1/π)ℑGµ (cf. [21]).
In terms of the η-transform, the relation (2.1) shows that
(2.2)
1
x
dµ
dt
(
1
x
)
=
1
π
ℑ 1
1− ηµ(x)
almost everywhere on R+, where ηµ(x) is defined almost everywhere as
ηµ(x) = lim
y↓0
ηµ(x+ iy).
The collection of functions {ηµ : µ ∈ PR+\{δ0}} is described as follows.
Lemma 2.1. [3] Let f : C\R+ → C be an analytic function. Then there exists
µ ∈ PR+ such that f = ηµ if and only if the following conditions are satisfied:
(1) f(z) = f(z) for every z ∈ C \ R+,
(2) limx↑0 f(x) = 0, and
(3) arg f(z) ≥ arg z, z ∈ H, where the arguments are in (0, π).
Equality occurs in (3) for some z precisely when µ = δa for some a > 0, in which
case f(z) = ηµ(z) = az.
In fact, condition (3) above is superfluous, as can be seen from Lemma 2.3, which
we view as an analog of the Schwarz lemma for analytic functions in the unit disk.
(This result plays no role in the remainder of the paper but it will certainly prove
to be useful.)
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Lemma 2.2. Suppose that F : C\R+ → C is analytic, F (H) ⊂ H, F ((−∞, 0)) ⊂
(−∞, 0), and
F (z) = F (z), z ∈ C\R+.
Then there exist constants α, β ∈ [0,+∞) and a finite Borel measure ρ on (0,+∞)
such that
∫
(0,+∞) dρ(t)/t < +∞ and
F (z) = −α+ βz +
∫
[0,+∞)
z(1 + t2)
t(t− z) dρ(t), z ∈ C\R+.
Proof. Since F (H) ⊂ H, F has a Nevanlinna representation of the form
F (z) = α0 + βz +
∫
R
1 + zt
t− z dρ(t), z ∈ H,
with α0 ∈ R, β ∈ [0,+∞), and a finite Borel measure ρ on R (cf. [1]). Because
F is analytic and real-valued on (−∞, 0), the measure ρ is supported on [0,+∞).
The formula
F ′(z) = β +
∫
[0,+∞)
1 + t2
(t− z)2 dρ(t)
shows that F is increasing on (−∞, 0). Now, F ((−∞, 0)) ⊂ (−∞, 0), so limz↑0 F (z) ≤
0. The monotone convergence theorem yields now
α0 +
∫
[0,+∞)
1
t
dρ(t) = lim
z↑0
F (z) ≤ 0.
In particular, ρ({0}) = 0 and ρ satisfies the condition in the statement. We set
α = −α0 −
∫
(0,+∞)
1
t
dρ(t),
and obtain the formula
F (z) = −α+ βz +
∫
(0,+∞)
[
1 + zt
t− z −
1
t
]
dρ(t),
valid in the entire region C\R+ by reflection. This is easily seen to be precisely the
formula in the statement. 
Notation: Ωα = {z ∈ C\R+ : | arg z| > α}. Here α ∈ (0, π) and the argument
takes values in (−π, π).
The following result is a version of the Schwarz lemma.
Lemma 2.3. Under the conditions of Lemma 2.2, we have F (Ωα) ⊂ Ωα for every
α ∈ (0, π).
Proof. It suffices to prove that F (Ωα ∩ H) ⊂ Ωα ∩ H. Since Ωα ∩ H is a convex
cone, the representation formula in Lemma 2.2 reduces the proof to the following
three cases:
(1) F (z) = −1,
(2) F (z) = z,
(3) F (z) = z/(t− z) for some t > 0.
The result is trivial in the first two cases. In the third case one observes that F
maps Ωα ∩H conformally onto a region Dα bounded by the negative real line and
a circle C passing through the origin. Moreover, since F ′(0) > 0, the tangent to C
at 0 is the line {arg z = α}. It follows immediately that Dα ∩H ⊂ Ωα ∩H. 
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Mapping C\R+ conformally to a strip by the logarithm, we obtain another ver-
sion of Schwarz lemma as follows. We set St = {z ∈ C : |ℑz| < t}, t > 0.
Lemma 2.4. Let F : S1 → S1 be an analytic function such F (S1 ∩ H) ⊂ S1 ∩ H
and
F (z) = F (z), z ∈ S1.
Then F (St) ⊂ St for every t ∈ (0, 1).
Given a measure µ 6= δ0 in PR+ , the function ηµ is conformal in an open set U
containing some interval (β, 0) with β < 0, and the restriction ηµ|U has an inverse
η
〈−1〉
µ defined in an open set containing an interval of the form (α, 0) with α < 0.
The free multiplicative convolution µ1 ⊠ µ2 of two measures µ1, µ2 ∈ PR+\{δ0} is
the unique measure µ ∈ PR+\{δ0} that satisfies the identity
(2.3) zη〈−1〉µ (z) = η
〈−1〉
µ1 (z)η
〈−1〉
µ2 (z)
for z in some open set containing an interval (α, 0) with α < 0 (see [9]). (We also
have δ0⊠ µ = δ0 for every µ ∈ PR+ .) Based on the characterization of η-transform,
another approach to free convolution is given by the following reformulation of the
subordination results in [15].
Theorem 2.5. For every µ1, µ2 ∈ PR+\{δ0}, there exist unique ρ1, ρ2 ∈ PR+\{δ0}
such that
ηµ1(ηρ1 (z)) = ηµ2 (ηρ2(z)) =
ηρ1(z)ηρ2(z)
z
, z ∈ C\R+.
Moreover, we have ηµ1⊠µ2 = ηµ1 ◦ ηρ1 . If µ1 and µ2 are nondegenerate, then so are
ρ1 and ρ2.
We recall that a measure µ ∈ PR+ is said to be ⊠-infinitely divisible if there exist
measures {µn}n∈N ⊂ PR+ satisfying the identities
µn ⊠ · · ·⊠ µn︸ ︷︷ ︸
n times
= µ, n ∈ N.
Obviously, δ0 is ⊠-infinitely divisible; one can take µn = δ0. It was shown in [24, 9]
that a measure µ ∈ PR+\{δ0} is ⊠-infinitely divisible precisely when the inverse
η
〈−1〉
µ continues analytically to C\R+ and this analytic continuation has the special
form
(2.4) Φ(z) = γz exp
[∫
[0,+∞]
1 + tz
z − t dσ(t)
]
, z ∈ C\R+,
for some γ > 0 and some finite Borel measure σ on the one point compactification
of R+. The fraction in the above formula must be interpreted as −z when t = +∞.
This is, of course, an analog of the classical Lévy-Hinčin formula. The pair (γ, σ)
is uniquely determined by µ, and every such pair corresponds with a unique ⊠-
infinitely divisible measure, sometimes denoted νγ,σ
⊠
. Another description of the
class of functions defined by (2.4) is as follows:
Φ(z) = z exp(u(z)),
where u : C\R+ → C is an analytic function such that u(H) ⊂ −H and u(z) = u(z)
for all z ∈ C \ R+. This equivalent description is used in Lemma 4.1.
Suppose now that µ ∈ PR+ is a nondegenerate ⊠-infinitely divisible measure and
that η
〈−1〉
µ has the analytic continuation given in (2.4). The equation Φ(ηµ(z)) = z
SUPERCONVERGENCE AND REGULARITY OF DENSITIES IN FREE PROBABILITY 6
holds in some open set and therefore it holds on the entire C\R+ by analytic
continuation. In particular, ηµ maps C\R+ conformally onto a domain Ωµ ⊂ C\R+
that is symmetric relative to the real line. The domain Ωµ is easily identified as the
connected component of the set {z ∈ C\R+ : Φ(z) ∈ C\R+} containing (−∞, 0).
This set and its boundary were thoroughly investigated in [19], and the results are
important in the sequel. Because of the symmetry of Ωµ, we consider only the
upper half of Ωµ, namely, Ωµ ∩H. A simple calculation shows that
(2.5) Φ(reiθ) = γ exp[u(reiθ) + iv(reiθ)],
where the real and imaginary parts u and v are given by
(2.6) u(reiθ) = log r +
∫
[0,+∞]
(1− t2)r cos θ + t(r2 − 1)
|reiθ − t|2 dσ(t),
and
v(reiθ) = θ
[
1− r sin θ
θ
∫
[0,+∞]
1 + t2
|reiθ − t|2 dσ(t)
]
,
for r > 0 and θ ∈ (0, π). As noted in [19], a remarkable situation occurs: for fixed
r > 0, the function
(2.7) Ir(θ) =
r sin θ
θ
∫
[0,+∞]
1 + t2
|reiθ − t|2 dσ(t), θ ∈ (0, π],
is continuous, strictly decreasing, and Ir(π) = 0. Thus, the set {θ ∈ (0, π) : Ir(θ) <
1} is an interval, say
(2.8) {θ ∈ (0, π) : Ir(θ) < 1} = (f(r), π).
The value f(r) is 0 precisely when the limit
(2.9) Ir(0) = lim
θ↓0
Ir(θ) = r
∫
[0,+∞]
1 + t2
(r − t)2 dσ(t)
is at most 1. Otherwise, we have Ir(f(r)) = 1. The following statement summarizes
results from [19, Theorem 4.16].
Theorem 2.6. Let µ ∈ PR+ be a nondegenerate ⊠-infinitely divisible measure, let
Φ defined by (2.4) be the analytic continuation of η
〈−1〉
µ , let Ir : [0, π]→ (0,+∞] be
defined by (2.7) and (2.9), and let f : (0,+∞)→ [0, π) be defined by (2.8). Then:
(1) ηµ maps H conformally onto
Ωµ ∩H = {reiθ : r > 0, θ ∈ (f(r), π)}.
(2) The function f is continuous on (0,+∞) and real analytic on the open set
V = {r : f(r) > 0}.
(3) The topological boundary of the set Ωµ ∩H is (−∞, 0] ∪ {reif(r) : r > 0}.
(4) ηµ extends continuously to the closure H, Φ extends continuously to the
closure Ωµ ∩H, and these extensions are homeomorphisms, inverse to each
other. In particular, the function h : (0,+∞)→ (0,+∞) defined by
h(r) = Φ(reif(r)), r > 0,
is an increasing homeomorphism from (0,+∞) onto (0,+∞) and the image
ηµ((0,+∞)) is parametrized implicitly as
(2.10) ηµ(h(r)) = re
if(r), r > 0.
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It is known that µ({0}) = 0 for every⊠-infinitely divisible measure µ ∈ PR+\{δ0}.
For such a measure µ, we can define a measure µ∗ ∈ PR+\{δ0} such that dµ∗(t) =
dµ(1/t). An easy calculation yields the identities
ψµ∗(z) = −1− ψµ(1/z), ηµ∗(z) =
1
ηµ(1/z)
=
1
ηµ(1/z)
, z ∈ C\R+,
and therefore
η〈−1〉µ∗ (z) =
1
η
〈−1〉
µ (1/z)
for z in some open set containing (−∞, 0). It follows that η〈−1〉µ∗ has an analytic
continuation to C\R+. In fact, if Φ is the continuation of η〈−1〉µ given by (2.4), then
the function
Φ∗(z) =
1
Φ(1/z)
=
1
Φ(1/z)
=
1
γ
z exp
[∫
[0,+∞]
1 + tz
z − t dσ∗(t)
]
, z ∈ C\R+,
extends η
〈−1〉
µ∗ , where dσ∗(t) = dσ(1/t) with the convention that 1/0 = +∞ and
1/ +∞ = 0. Thus, µ∗ is also infinitely divisible, and the boundary of Ωµ∗ ∩ H is
described as above using a continuous function f∗ : (0,+∞)→ [0, π). This function
and the associated homeomorphism h∗(r) = Φ∗(re
if∗(r)) are easily seen to satisfy
the identities
f∗(r) = f(1/r), h∗(r) =
1
h(1/r)
, r ∈ (0,+∞).
The following result gives estimates for the growth of h at 0 and +∞.
Proposition 2.7. Let µ,Φ, and h be as in Theorem 2.6. Then
h(r) ≤ γr exp(σ([0,+∞]) + 2), r ∈ (0, 1/4),
and
h(r) ≥ γr exp(−σ([0,+∞])− 2), r ∈ (4,+∞).
In particular, limr↓0 h(r) = 0.
Proof. Suppose for the moment that the first inequality was proved. Applying the
result to the measure µ∗, we see that
1
h(1/r)
= h∗(r) ≤ 1
γ
r exp(σ∗([0,+∞]) + 2)
=
1
γ
r exp(σ([0,+∞]) + 2)
for r < 1/4. The second inequality follows after replacing r by 1/r.
Fix now r ∈ (0, 1/4), and use relations (2.5), (2.6), and the fact that r2 − 1 ≤ 0
to deduce the inequality
|Φ(reiθ)| ≤ γr exp
[
r cos θ
∫
[0,+∞]
1− t2
|reiθ − t|2 dσ(t)
]
, θ ∈ (0, π).
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We distinguish two cases, according to whether f(r) < π/2 or f(r) ≥ π/2. In the
first case, we have Ir(f(r)) ≤ 1, and thus for θ ∈ (f(r), π/2) we have∣∣∣∣∣r cos θ
∫
[0,+∞]
1− t2
|reiθ − t|2 dσ(t)
∣∣∣∣∣ ≤ r
∫
[0,+∞]
1 + t2
|reiθ − t|2 dσ(t)
=
θ
sin θ
Ir(θ) ≤ π
2
Ir(f(r)) < 2.
Thus |h(r)| = limθ↓f(r) |Φ(reiθ)| ≤ γre2, thus verifying the first inequality in this
case. In the second case, we observe that for θ = f(r) we have
r cos θ
∫
[0,1]
1− t2
|reiθ − t|2 dσ(t) ≤ 0,
and thus
r cos θ
∫
[0,+∞]
1− t2
|reiθ − t|2 dσ(t) ≤ r
∫
[1,+∞]
t2 − 1
|reiθ − t|2 dσ(t)
≤ r
∫
[1,+∞]
t2 − 1
|t− 12 |2
dσ(t)
≤ r
∫
[1,+∞]
2 dσ(t) ≤ σ([0,+∞]).
This verifies the inequality in the second case and concludes the proof. 
The continuity of the function Φ on some parts of Ωµ can be established as
follows.
Lemma 2.8. Let µ ∈ PR+ be a nondegenerate ⊠-infinitely divisible measure, and
let Φ defined by (2.4) be the analytic continuation of η
〈−1〉
µ . Set
u(z) =
∫
[0,+∞]
1 + tz
z − t dσ(t), z ∈ C\R+.
Suppose that zj = rje
iθj ∈ Ωµ ∩H and that θj ≤ π/2 for j = 1, 2. Then
|u(z1)− u(z2)| ≤ π
2
|z1 − z2|√
|z1z2|
.
Proof. We have θj ∈ (f(rj), π/2], j = 1, 2. In particular,
Irj (θj) ≤ Irj (f(rj)) ≤ 1, j = 1, 2.
Then
|u(z1)− u(z2)| =
∣∣∣∣∣(z1 − z2)
∫
[0,+∞]
(1 + t2)1/2
z1 − t
(1 + t2)1/2
z2 − t dσ(t)
∣∣∣∣∣
≤ |z1 − z2|
[∫
[0,+∞]
1 + t2
|z1 − t|2 dσ(t)
]1/2 [∫
[0,+∞]
1 + t2
|z2 − t|2 dσ(t)
]1/2
= |z1 − z2|
[
θ1
r1 sin θ1
Ir1(θ1)
]1/2 [
θ2
r2 sin θ2
Ir2(θ2)
]1/2
≤ π
2
|z1 − z2|√
r1r2
,
where we used the Schwarz inequality. 
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We conclude this section with a few known facts about convolution powers.
Given a measure ν ∈ PR+\{δ0} and k ∈ N, we use the notation
ν⊠k = ν ⊠ · · ·⊠ ν︸ ︷︷ ︸
k times
for the free multiplicative convolution of k copies of ν. By Theorem 2.5, there exists
a measure µ ∈ PR+ such that ην⊠k = ην ◦ ηµ. It is shown in [3] that
Φ(ηµ(z)) = z, z ∈ C\R+,
where
Φ(z) =
zk
ην(z)k−1
, z ∈ C\R+,
is easily seen to have the form (2.4). As seen earlier, this means that µ is in fact
⊠-infinitely divisible, and therefore ηµ has a continuous (and injective) extension
to (0,+∞). The relation between ηµ and ν⊠k can also be written as
(2.11) ηµ(z)
k = zην⊠k(z)
k−1, z ∈ C\R+.
As observed in [3] this equality implies that ην⊠k also has a continuous extension
to (0,+∞) and (2.11) remains true for real values of z. We use below this identity
under the equivalent form
xηµ(1/x)
k = ην⊠k(1/x)
k−1, x ∈ (0,+∞).
This is of interest because it allows us to calculate the density dν⊠k/dt in terms of
the density of µ. Indeed, rewriting the above identity as
ηµ(1/x) [xηµ(1/x)]
1/(k−1)
= ην⊠k(1/x), x ∈ (0,+∞),
one may be able to argue (as we do in Section 3) that ην⊠k(1/x) is very close to
ηµ(1/x) if k is large, and then (2.2) allows us to conclude that these two measures
have close densities.
3. Superconvergence in PR+
We begin by studying the weak convergence of a sequence of nondegenerate
⊠-infinitely divisible measures in PR+ . Thus, suppose that γ and {γn}n∈N are
positive numbers, σ and {σn}n∈N are finite, nonzero Borel measures on [0,+∞],
µ and {µn}n∈N are nondegenerate ⊠-infinitely divisible measures in PR+ , and the
inverses η
〈−1〉
µ , {η〈−1〉µn }n∈N have analytic continuations Φ, {Φn}n∈N given by (2.4)
for µ and by analogous formulas for µn (with γn and σn in place of γ and σ). The
sequence {µn}n∈N converges weakly to µ if and only if {σn}n∈N converges weakly
to σ and limn→∞ γn = γ. (This fact is implicit in the proof of Theorem 4.3 in [11].)
When these conditions are satisfied, it is also true that the sequences {ηµn}n∈N and
{Φµn}n∈N converge to ηµ and Φµ, respectively, and the convergence is uniform on
compact subsets of C\R+.
In order to show that superconvergence occurs, we need to understand the be-
havior of the functions f and h defined in Section 2 in relation to µ and that of the
functions fn and hn associated to µn. It is understood that hn and h are extended
to R+ so that h(0) = hn(0) = 0.
Lemma 3.1. With the above notation, suppose that the sequence {µn}n∈N con-
verges weakly to µ. Then:
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(1) The sequence {fn}n∈N converges to f uniformly on compact subsets of
(0,+∞).
(2) The sequence {hn}n∈N converges to h uniformly on compact subsets of R+.
(3) The sequence of inverses {h〈−1〉n }n∈N converges to h〈−1〉 uniformly on com-
pact subsets of R+.
(4) The sequence {fn ◦ h〈−1〉n }n∈N converges to f ◦ h〈−1〉 uniformly on compact
subsets of (0,+∞).
(5) The sequence {ηµn(t)}n∈N converges to ηµ(t) uniformly on compact subsets
of (0,+∞).
Proof. Fix r > 0, let ε ∈ (0, π − f(r)), and let J = [r − δ, r + δ] be such that
|f(s)− f(r)| < ε for every s ∈ J . Observe that the compact set
C = {seiθ : θ ∈ [f(r) + ε, π], s ∈ J}
has the property that Φ(C) ⊂ H. Since Φn converges to Φ uniformly on C, it follows
that Φn(C) ⊂ H for sufficiently large n, and thus fn(s) < f(r) + ε < f(s) + 2ε,
s ∈ J , for such n. This proves (1) in case f(r) = 0. If f(r) > 0, there exists a
positive angle θ0 ∈ (f(r) − ε, f(r)) such that Φ(reiθ0) ∈ −H. Shrink the number δ
such that Φ(seiθ0) ∈ −H for every s ∈ J . It follows from uniform convergence that
Φn(se
iθ0) ∈ −H, s ∈ J , for sufficiently large n, and thus fn(s) > θ0 > f(r) − ε >
f(s)− 2ε, s ∈ J , thus completing the proof of (1).
For (2) and (3), it suffices to prove pointwise convergence because pointwise
convergence of continuous increasing functions is automatically locally uniform.
Since convergence obviously holds at 0, fix r > 0. Suppose first that f(r) > 0.
In this case, seif(s) ∈ H for s in some compact neighborhood of r, and hence Φn
converges uniformly to Φ in a neighborhood of reif(r). By (1), limn→∞ fn(r) = f(r),
and the local uniform convergence of Φn yields
h(r) = Φ(reif(r)) = lim
n→∞
Φn(re
ifn(r)) = lim
n→∞
hn(r),
thus proving (1) in this case. Suppose now that f(r) = 0, and thus limn→∞ fn(r) =
0. Assume, for simplicity, that fn(r) < 1 for every n ∈ N, and define functions
Ψn : (0, π/2− 1]→ C by setting
Ψn(θ) = Φn(re
iθ+fn(r)), 0 < θ ≤ π
2
− 1, n ∈ N.
It follows from Lemma 2.8 that the functions Ψn are uniformly equicontinuous.
The local uniform convergence of Φn to Φ shows that Ψn converges pointwise to
Φ(reiθ). Now, both Ψn and Φ(re
iθ) extend continuously to θ = 0 with
Ψn(0) = hn(r), Φ(r) = h(r).
The uniform equicontinuity of Ψn implies that the convergence also holds (even
uniformly) for these continuous extensions, and at θ = 0 this yields the desired
equality limn→∞ hn(r) = h(r).
The pointwise convergence of h
〈−1〉
n to h〈−1〉 follows directly from (2). Indeed,
suppose that t0 > 0, s0 = h(t0), and 0 < ε < t0. We have limn→∞ hn(t0 − ε) =
h(t0− ε), limn→∞ hn(t0+ ε) = h(t0+ ε), and the open interval (h(t0− ε), h(t0+ ε))
contains s0. It follows that the interval (hn(t0 − ε), hn(t0 + ε)) also contains s0
for sufficiently large n, and thus h
〈−1〉
n (s0) ∈ (t0 − ε, t0 + ε) for such n. Since ε is
arbitrarily small, we have limn→∞ h
〈−1〉
n (s0) = t0 = h
〈−1〉(s0).
Finally, (4) and (5) follow from (1) and (3) (see [16, Theorem XII.2.2]). 
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We are now ready to show that the weak convergence of infinitely divisible mea-
sures implies the convergence of the densities of these measures, locally uniformly
outside a singleton. We first identify the density of an infinitely divisible µ, for
which η
〈−1〉
µ has the continuation Φ in (2.4), in terms of the functions f and h.
The fact that the extension of ηµ to (0,+∞) is continuous and injective shows that
Aµ = {t ∈ (0,+∞): ηµ(t) = 1} is either empty or a singleton. It is clear from
the definition of f that the set Aµ is nonempty precisely when I1(0) ≤ 1. If this
condition is satisfied, the set Aµ consists of h(1) and µ({1/h(1)}) = 1 − I1(0) (cf.
[19]). Accordingly, we denote Dµ = {1/h(1)} if I1(0) ≤ 1, and Dµ = φ otherwise.
It follows that µ is absolutely continuous with a continuous density pµ = dµ/dt on
(0,+∞)\Dµ. Equations (2.10) and (2.2) give the implicit formula
(3.1)
1
h(r)
pµ
(
1
h(r)
)
=
1
π
r sin f(r)
|1− reif(r)|2 , r > 0, h(r) /∈ Aµ.
We record for further use a simple consequence of (3.1). For fixed r, the function
|1− reiθ|, θ ∈ R, achieves its minimum at θ = 0, and thus
1
h(r)
pµ
(
1
h(r)
)
≤ r
π(1 − r)2 , r ∈ (0,+∞) \ {1} ,
or, equivalently,
(3.2) tpµ(t) ≤ h
〈−1〉(1/t)
π(1− h〈−1〉(1/t))2 , t ∈ (0,+∞) \Dµ.
Proposition 3.2. Let µ and {µn}n∈N be nondegenerate ⊠-infinitely divisible mea-
sures in PR+ and let U be an arbitrary open neighborhood of the set Dµ; if Dµ = ∅,
take U = ∅. Then Dµn ⊂ U for sufficiently large n, and the functions tpµn(t)
converge to tpµ(t) uniformly for t ∈ (0,+∞)\U .
Proof. We use the notation established above: η
〈−1〉
µn has the analytic continuation
Φn determined by the parameters γn and σn, and fn, hn play the roles of f, h for the
measure µn. The relation Dµn = {1/hn(1)} ⊂ U for large n follows directly from
Lemma 3.1(2). We focus on the proof of uniform convergence. We show first that
it suffices to prove that tpµn(t) converges to tpµ(t) locally uniformly on (0,+∞)\U .
For this purpose, fix ε > 0 and choose α, β ∈ (0,+∞) such that
x
π(1 − x)2 < ε, x ∈ (0,+∞)\[α, β].
Since h〈−1〉 is an increasing homeomorphism of (0,+∞), there exist a, b ∈ (0,+∞)
such that h〈−1〉(1/b) < α and h〈−1〉(1/a) > β. Lemma 3.1 shows that there exists
N ∈ N such that h〈−1〉n (1/b) < α and h〈−1〉n (1/a) > β for n ≥ N, and hence
tpµn(t), tpµ(t) < ε, t ∈ (0,+∞)\[a, b],
by (3.2). It suffices therefore to prove uniform convergence on [a, b]\U , and this
would follow from local uniform convergence on (0,+∞)\Dµ. For this purpose, it
is convenient to write (3.1) in the explicit form
(3.3) tpµ(t) =
1
π
h〈−1〉(1/t) sin f(h〈−1〉(1/t))
|1− h〈−1〉(1/t)eif(h〈−1〉(1/t))|2 , t /∈ Dµ.
Suppose that t0 /∈ Dµ, and choose a compact neighborhood W of t0 such that
1− h〈−1〉(1/t)eif(h〈−1〉(1/t)) 6= 0, t ∈W.
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Lemma 3.1 shows that there exists an integer N such that
1− h〈−1〉n (1/t)eifn(h
〈−1〉
n (1/t)) 6= 0, t ∈ W, n ≥ N,
and then we conclude from (3.3) (applied to µn), and from Lemma 3.1, that tpn(t)
converges to tpµ(t) uniformly on W . 
An immediate consequence is as follows.
Corollary 3.3. Under the conditions of Proposition 3.2, the sequence {pµn}n∈N
converges to p locally uniformly on (0,+∞)\Dµ.
We can now prove a general version of superconvergence.
Theorem 3.4. Let k1 < k2 < · · · be positive integers, and let µ and {νn}n∈N
be nondegenerate measures in PR+ such that µ is ⊠-infinitely divisible. Suppose
that the sequence {ν⊠knn }n∈N converges weakly to µ. Let K ⊂ (0,+∞)\Dµ be an
arbitrary compact set. Then ν⊠knn is absolutely continuous on K for sufficiently
large n, and the sequence {dν⊠knn /dt}n∈N converges to dµ/dt uniformly on K.
Proof. As noted at the end of Section 2, there exist nondegenerate ⊠-infinitely
divisible measures µn ∈ PR+ such that ην⊠knn = ηνn ◦ ηµn and
(3.4) ηµn(1/x) [xηµn(1/x)]
1/(kn−1) = η
ν⊠knn
(1/x), x ∈ (0,+∞), n ∈ N.
It is known from [11] that the sequence {νn}n∈N converges weakly to δ1, and there-
fore the functions ηνn(z) converge to z uniformly on compact subsets of C\R+.
Similarly, the functions η
〈−1〉
νn (z) converge uniformly to z on compact subsets of
(−∞, 0). Since η
ν⊠knn
converges to ηµ uniformly on compact subsets of C\R+, we
deduce that ηµn(z) = η
〈−1〉
νn (ην⊠knn
(z)) converge to ηµ uniformly on compact sub-
sets of (−∞, 0). It follows that the sequence {µn}n∈N converges weakly to µ. By
Lemma 3.1(5), ηµn(x) tends to ηµ(x) uniformly on compact subsets of (0,+∞),
and therefore
[xηµn(1/x)]
1/(kn−1)
converges to 1 uniformly on compact subsets of (0,+∞) since kn → ∞. Then
(3.4) shows that η
ν⊠knn
(1/x) converges to ηµ(1/x) uniformly on compact subsets of
(0,+∞). The conclusion of the theorem follows now from (2.2) applied to these
measures, as in the proof of Proposition 3.2. 
4. Cusp behavior in PR+
In this section, we describe the qualitative behavior of a convolution µ1 ⊠ µ2,
where µ1, µ2 ∈ PR+ are nondegenerate measures and µ2 is ⊠-infinitely divisible,
subject to a mild additional condition. It was shown in [14] how an analytic function
argument provides examples in which the density of µ⊞ ν, with ν a semicircle law,
can have a cusp behavior at some points. More precisely, if h is the density, then, at
some points t0 ∈ R, the ratio h(t)/|t−t0|1/3 is bounded. Then it is shown in [14] that
this is the worst possible cusp behavior that such a density can have. Arguments,
similar to those in [14] , show that the density of µ1 ⊠ µ2 can also be bounded
by a cubic root near a zero if µ2 is the multiplicative analog of the semicircular
law. Our purpose in this section is to show that this is the worst possible behavior
for such densities if µ2 is an almost arbitrary ⊠-infinitely divisible measure. The
argument proceeds in two steps. First, we work with the case in which µ2 is the
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multiplicative analog of a semicircular measure, thus producing a multiplicative
analog of Lemma 5 and Proposition 4 in [14]. For general µ2, we show that the
density of µ1 ⊠ µ2 can be estimated using a different convolution ν1 ⊠ ν2, where
ν2 is one of these multiplicative analogs of the semicircular measure, chosen with
appropriate parameters.
We recall an observation first made in [14] in the free additive case. (The simple
proof is provided for convenience as well as for establishing notation.)
Lemma 4.1. Let µ1, µ2 ∈ PR+ be such that µ2 is ⊠-infinitely divisible, and let
ρ1, ρ2 ∈ PR+ be given by Theorem 2.5. Then ρ1 is ⊠-infinitely divisible.
Proof. Let Φ given by (2.4) be the analytic continuation of η
〈−1〉
µ2 . Then (2.3) can
be written as
Φ(z)
z
η−1µ1 (z) = η
〈−1〉
µ1⊠µ2
(z),
and applying this equality with ηµ1(z) in place of z, we obtain
Φ(ηµ1 (z))
ηµ1(z)
z = η
〈−1〉
µ1⊠µ2
(ηµ1(z)) = η
〈−1〉
ρ1 (z)
for z ∈ (β, 0) and β < 0. The lemma follows because the function
(4.1) Ψ(z) =
Φ(ηµ1(z))
ηµ1(z)
z, z ∈ C\R+,
is of the form z exp(v(z)), where
v(z) = log γ +
∫
[0,+∞]
1 + tηµ1(z)
ηµ1(z)− t
dσ(t), z ∈ C \ R+,
is an analytic function satisfying v(H) ⊂ −H (since ηµ1(H) ⊂ H) and v(z) = v(z)
for z ∈ C \ R+. 
With the notation of the preceding lemma, we recall that the domain
Ωρ1 = ηρ1(H)
(for which we denote by Ωρ1 ∩H earlier) can be described as
Ωρ1 = {reiθ : r > 0, f(r) < θ < π}
for some continuous function f : (0,+∞) → [0, π), and that ηρ1 extends to a
homeomorphism of H onto Ωρ1 . It was shown in [19] that ηµ1 extends continuously
to Ωρ1 provided that we allow∞ as a possible value. Using, as before, the increasing
homeomorphism
h(r) = Ψ(reif(r)), r ∈ (0,+∞),
the density qµ1⊠µ2 of µ1 ⊠ µ2, relative to the Haar measure dx/x on (0,+∞), is
calculated using the formula
(4.2) qµ1⊠µ2(1/x) =
{
1
piℑ 11−ηµ1 (reif(r)) , x = h(r) and f(r) > 0,
0, x = h(r) and f(r) = 0.
The following proposition examines the density of µ1 ⊠µ2 when µ2 is analogous
to the semicircular measure, that is, when σ is a point mass at t = 1. (The equation
(4.3) regarding this density also appeared in [26].)
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Proposition 4.2. Suppose that β, γ ∈ (0,+∞), and that µ2 ∈ PR+ is such that
γz exp
[
β
z + 1
z − 1
]
, z ∈ C\R+
is an analytic continuation of η
〈−1〉
µ2 . Let qµ1⊠µ2 be the density of µ1 ⊠ µ2 relative
to the Haar measure dx/x and define k(x) = qµ1⊠µ2(1/x). Then:
(1) |k′(x)| k(x)2 ≤ 1/(4π3β2x) for every x ∈ (0,+∞) such that k(x) 6= 0.
(2) If I ⊂ R+ is an interval with one endpoint x0 > 0, k(x) > 0 for x ∈ I, and
k(x0) = 0, then
k(x)3 ≤ 3
4π3β2
| log x− log x0|, x ∈ I.
In particular, k(x)/|x−x0|1/3 and k(x)/|x−1−x−10 |1/3 remain bounded for
x ∈ I close to x0.
Proof. Part (2) follows from (1) because
k(x)3 =
∣∣∣∣
∫ x
x0
3k(s)2k′(s) ds
∣∣∣∣ .
By (4.1), we have
Ψ(z) = γz exp
[
β
ηµ1(z) + 1
ηµ1(z)− 1
]
= γz expβ
[
1− 2
1− ηµ1(z)
]
= e−βγz exp [−2βψµ1(z)] .
The fact that argΨ
(
reif(r)
)
= 0 leads to the identity
(4.3) f(r) = 2βℑ 1
1− ηµ1(reif(r))
= 2πβk(Ψ(reif(r))).
We note for further use that
(4.4) ℑ 1
1− ηµ1 (reif(r))
= ℑ(1 + ψµ1(reif(r))) =
∫
R+
tr sin(f(r))
|1− treif(r)|2 dµ1(t).
Of course, our estimate applies to points x = x(r) = Ψ(reif(r)) such that f(r) > 0,
and at such points f is real analytic. By the chain rule,
(4.5) k′(x(r)) =
(d/dr)k(x(r))
(d/dr)x(r)
=
(1/2πβ)f ′(r)
(x′(r)/x(r))x(r)
,
and thus we must find lower estimates for the logarithmic derivative x′(r)/x(r).
We have∣∣∣∣(d/dr)Ψ(reif(r))Ψ(reif(r))
∣∣∣∣ =
∣∣∣∣Ψ′(reif(r))Ψ(reif(r))
∣∣∣∣
∣∣∣∣d(reif(r))dr
∣∣∣∣
=
∣∣∣∣ 1reif(r) − 2βψ′µ1(reif(r))
∣∣∣∣ ∣∣∣eif(r)(1 + irf ′(r))∣∣∣
=
1
r
∣∣∣1− 2βreif(r)ψ′µ1(reif(r))∣∣∣√1 + r2f ′(r)2.
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Observe that
ψ′µ1(re
if(r)) =
∫
R+
t
(1− treif(r))2 dµ1(t),
and use relations (4.3) and (4.4) to see that
1− 2βreif(r)ψ′µ1(reif(r)) =
2β
f(r)
ℑ 1
1− ηµ1(reif(r))
− 2βreif(r)ψ′µ1(reif(r))
= 2β
∫
R+
[
1
f(r)
tr sin(f(r))
|1− treif(r)|2 −
treif(r)
(1− treif(r))2
]
dµ1(t).
We now calculate
ℜ
[
1
f(r)
tr sin(f(r))
|1− treif(r)|2 −
treif(r)
(1 − treif(r))2
]
= tr
sin(f(r))|1 − treif(r)|2 − f(r)ℜ [treif(r)(1 − tre−if(r))2]
f(r)|1 − treif(r)|4
= tr
(1 + t2r2) [sin(f(r)) − f(r) cos f(r)] + tr [2f(r)− sin(2f(r))]
f(r)|1 − treif(r)|4
≥ t
2r2 [2f(r)− sin(2f(r))]
f(r)|1 − treif(r)|4 ,
where we used the fact that sin f − f cos f ≥ 0 for f ∈ (0, π). Thus,
|1− 2βreif(r)ψ′µ1(reif(r))| ≥ 2β
∫
R+
ℜ
[
1
f(r)
tr sin(f(r))
|1− treif(r)|2 −
treif(r)
(1− treif(r))2
]
dµ1(t).
≥ 2β 2f(r)− sin(2f(r))
f(r)
∫
R+
t2r2
|1− treif(r)|4 dµ1(t)
(Schwarz inequality) ≥ 2β 2f(r)− sin(2f(r))
f(r)
[∫
R+
tr
|1− treif(r)|2 dµ1(t)
]2
(by (4.3) and (4.4)) = 2β
2f(r)− sin(2f(r))
f(r)
[
f(r)
2β sin(f(r))
]2
=
2f(r)− sin(2f(r))
f(r) sin2(f(r))
[
f(r)2
2β
]
.
A further lower bound is obtained using the inequality 2f−sin(2f) ≥ f sin2 f , valid
for f ∈ (0, π). We obtain
∣∣∣∣x′(r)x(r)
∣∣∣∣ =
∣∣∣∣(d/dr)Ψ(reif(r))Ψ(reif(r))
∣∣∣∣
≥ f(r)
2
2β
√
1 + r2f ′(r)2
r
,
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and finally from (4.5),
|k′(x(r))| =
∣∣∣∣ (1/2πβ)f ′(r)(x′(r)/x(r))x(r)
∣∣∣∣
≤ 1
πf(r)2x(r)
r|f ′(r)|√
1 + r2f ′(r)2
≤ 1
πf(r)2x(r)
.
By (4.3), this is precisely the inequality (1). 
Remark 4.3. With the notation of the preceding lemma, it is easy to verify that
the inequality in (1) is equivalent to∣∣q′µ1⊠µ2(x)∣∣ qµ1⊠µ2(x)2 ≤ 14π3β2x , qµ1⊠µ2(x) 6= 0.
One essential observation that allows us to extend the preceding result to more
general ⊠-infinitely divisible measures µ2 is as follows. The density of µ1 ⊠ µ2
depends largely, via (4.2) on the function f , and thus on the ⊠-infinitely divisible
measure ρ1. In many cases, it is possible to find another convolution ν1 ⊠ ν2,
such that ην1⊠ν2 = ην1 ◦ ηρ1 (with the same measure ρ1), and such that ν2 is a
multiplicative analog of the semicircular measure. The verification of the following
result is a simple calculation. The details are left to the reader. Note that the
existence of the measure ν1 below follows from Lemma 2.1.
Lemma 4.4. Let µ1, µ2 ∈ PR+ be such that µ2 is ⊠-infinitely divisible, and let
Φ(z) = γz exp
[∫
[0,+∞]
1 + tz
z − t dσ(t)
]
, z ∈ C\R+,
be an analytic continuation of η
〈−1〉
µ2 . Denote by ρ1 ∈ PR+ the ⊠-infinitely divisible
measure such that η
〈−1〉
ρ1 has the analytic continuation
Ψ(z) = γz exp
[∫
[0,+∞]
1 + tην1(z)
ην1(z)− t
dσ(t)
]
, z ∈ C\R+.
Suppose that
β =
1
2
∫
[0,+∞]
(
1
t
+ t
)
dσ(1/t)
is finite and nonzero. Denote by ν1 ∈ PR+ the measure satisfying
ψν1(z) =
1
2β
∫
[0,+∞]
tηµ1(z)
1− tηµ1 (z)
(
1
t
+ t
)
dσ(1/t), z ∈ C\R+,
and denote by ν2 ∈ PR+ the ⊠-infinitely divisible measure such that η〈−1〉ν2 has the
analytic continuation
γ′z exp
[
β
z + 1
z − 1
]
, z ∈ C\R+,
where the constant
γ′ = γ exp
[
1
2
∫
[0,+∞]
(
1
t
− t
)
dσ(1/t)
]
.
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Then ηµ1⊠µ2 = ηµ1 ◦ ηρ1 and ην1⊠ν2 = ην1 ◦ ηρ1 .
For the final proof in this section, we need some results from [19], which we
formulate using the notation established in Lemma 4.1. According to [19, Theorem
4.16], the zero set {α ∈ (0,+∞) : f(α) = 0} can be partitioned into three sets
A,B,C defined as follows.
(1) The set A consists of those α ∈ (0,+∞) such that µ1({1/α}) > 0 and∫
[0,+∞]
1 + t2
(1− t)2 dσ(t) ≤ µ1({1/α}).
(2) The set B consists of those α ∈ (0,+∞) for which ηµ1 (α) ∈ R\{1} and[∫
R+
tα
(1− αt)2 dµ1(t)
] [∫
[0,+∞]
1 + t2
(ηµ1 (α)− t)2
dσ(t)
]
≤ 1
(1− ηµ1(α))2
.
(3) Finally, α ∈ C provided that ηµ1(α) =∞ and[∫
R+
dµ1(t)
(1− αt)2
][∫
[0,+∞]
(1 + t2) dσ(t)
]
≤ 1.
The density of µ1 ⊠ µ2 is continuous everywhere, except on the finite set
{1/Ψ(α) : α ∈ A} ∪ {0}.
If x ∈ (0,+∞) is an atom of µ1 ⊠ µ2 then ηρ1(1/x) ∈ A.
Theorem 4.5. Let µ1, µ2 ∈ PR+ be two nondegenerate measures such that µ2 is
⊠-infinitely divisible, and let
Φ(z) = γz exp
[∫
[0,+∞]
1 + tz
z − t dσ(t)
]
, z ∈ C\R+,
be an analytic continuation of η
〈−1〉
µ2 . Suppose that σ(0,+∞) > 0. If I ⊂ (0,+∞)
is an open interval with an endpoint x0 > 0 such that 1/ηρ1(1/x0) is not an atom
of µ1, and qµ1⊠µ2(x0) = 0 < qµ1⊠µ2(x) for every x ∈ I, then qµ1⊠µ2(x)/|x− x0|1/3
is bounded for x ∈ I close to x0.
Proof. We can always find finite measures σ′ and σ′′ on [0,+∞] such that σ =
σ′ + σ′′, σ′′ 6= 0 and σ′′ has compact support contained in (0,+∞). The ⊠-
infinitely divisible measures µ′2, µ
′′
2 ∈ PR+ , defined by the fact that η〈−1〉µ′2 and η
〈−1〉
µ′′2
have analytic continuations
γz exp
[∫
[0,+∞]
1 + tz
z − t dσ
′(t)
]
and z exp
[∫
[0,+∞]
1 + tz
z − t dσ
′′(t)
]
, z ∈ C\R+,
respectively, satisfy the relation µ′2 ⊠ µ
′′
2 = µ2, and thus µ1 ⊠ µ2 = µ
′′
1 ⊠ µ
′′
2 , where
µ′′1 = µ1 ⊠ µ
′
2. There exist additional ⊠-infinitely divisible measures ρ
′
1, ρ
′′
1 ∈ PR+
such that ηµ′′1 = ηµ1 ◦ ηρ′1 and ηµ1⊠µ2 = ηµ′′1 ◦ ηρ′′1 . Clearly, ηρ1 = ηρ′1 ◦ ηρ′′1 , and
we argue that 1/ηρ′′1 (1/x0) is a real number but not an atom of µ
′′
1 . Indeed, letting
z → 1/x0 in the inequality
arg ηρ1(z) = arg(ηρ′1 (ηρ′′1 (z)) ≥ arg ηρ′′1 (z), z ∈ H,
SUPERCONVERGENCE AND REGULARITY OF DENSITIES IN FREE PROBABILITY 18
the hypothesis ηρ1(1/x0) ∈ (0,+∞) implies that ηρ′′1 (1/x0) ∈ (0,+∞). Suppose, to
get a contradiction, that 1/ηρ′′1 (1/x0) is an atom of µ
′′
1 . Then, as seen in [5],
1/ηρ1(1/x0) = 1/ηρ′1(ηρ′′1 (1/x0))
is necessarily an atom of µ1, contrary to the hypothesis.
The above construction shows that the hypothesis of the theorem also holds
with µ′′1 , µ
′′
2 , and ρ
′′
1 in place of µ1, µ2, and ρ1, respectively. Moreover, it is obvious
that
∫
[0,+∞]((t
2 + 1)/t) dσ′′(t) < +∞. Therefore we may, and do, assume that the
additional hypothesis
∫
[0,+∞]((t
2 +1)/t) dσ(t) < +∞ is satisfied. In particular, the
hypothesis of Lemma 4.4 is satisfied. With the notation of that lemma, Proposition
4.2 shows that it suffices to prove that qv1⊠ν2(x)/qµ1⊠µ2(x) is bounded away from
zero for x ∈ I close to x0. For this purpose, we write points x ∈ (0,+∞) as
x = 1/Ψ(reif(r)). In particular, x0 = 1/Ψ(r0e
if(r0)) and f(r0) = 0. The fact that
1/ηρ1(1/x0) is not an atom for µ1 implies that r0 ∈ B ∪ C. The formula (4.2) and
the definition of ν1 yield
qν1⊠ν2(x) =
1
π
ℑ 1
1− ην1(reif(r))
=
1
π
ℑψν1(reif(r))
=
1
2πβ
ℑ
[∫
[0,+∞]
tηµ1(re
if(r))
1− tηµ1(reif(r))
(
t+
1
t
)
dσ(1/t)
]
=
ℑηµ1 (reif(r))
2πβ
∫
[0,+∞]
1 + t2
|t− ηµ1 (reif(r))|2
dσ(t).
Since we also have
qµ1⊠µ2(x) =
1
π
ℑ 1
1− ηµ1(reif(r))
=
1
π
ℑηµ1(reif(r))
|1− ηµ1(reif(r))|2
,
we deduce that
(4.6)
qν1⊠ν2(x)
qµ1⊠µ2(x)
=
|1− ηµ1(reif(r))|2
2β
∫
[0,+∞]
1 + t2
|t− ηµ1(reif(r))|2
dσ(t).
Letting x→ x0, so r → r0, we see that
lim inf
x→x0,x∈I
qν1⊠ν2(x)
qµ1⊠µ2(x)
≥ |1− ηµ1(r0)|
2
2β
∫
[0,+∞]
1 + t2
|t− ηµ1(r0)|2
dσ(t)
if r0 ∈ B, and
lim inf
x→x0,x∈I
qν1⊠ν2(x)
qµ1⊠µ2(x)
≥ 1
2β
∫
[0,+∞]
(1 + t2) dσ(t)
if r0 ∈ C. In either case, the lower estimate is strictly positive. 
Remark 4.6. In the above proof, we show that qµ1⊠µ2(x) = O(qν1⊠ν2(x)) as x →
x0, x ∈ I. It is also true that qν1⊠ν2(x) = O(qµ1⊠µ2(x)) as x → x0, x ∈ I. To see
this, we observe that the definition of f implies the equality
f(r) = ℑηµ1 (reif(r))
∫
[0,+∞]
1 + t2
|t− ηµ1(reif(r))|2
dσ(t).
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Thus, the reciprocal of the fraction in (4.6) can be rewritten as
qµ1⊠µ2(x)
qν1⊠ν2(x)
=
2β
|1− ηµ1(reif(r))|2
ℑηµ1 (reif(r))
f(r)
=
2βr sin(f(r))
f(r)
ℑηµ1(reif(r))
ℑ(reif(r))|1 − ηµ1(reif(r))|2
=
2βr sin(f(r))
f(r)
ℑψµ1(reif(r))
ℑ(reif(r))
=
2βr sin(f(r))
f(r)
∫
R+
t∣∣1− treif(r)∣∣2 dµ1(t).
Letting x→ x0 yields
lim inf
x→x0,x∈I
qµ1⊠µ2(x)
qν1⊠ν2(x)
≥ 2β
∫
R+
tr0
(1− tr0)2 dµ1(t) > 0.
Note that the quantity on the right hand side is in fact finite. This is immediate if
r0 ∈ B, and it follows from the identity∫
R+
tr0
(1− tr0)2 dµ1(t) =
∫
R+
1
(1− tr0)2 dµ1(t)−
∫
R+
1
1− tr0 dµ1(t)
if r0 ∈ C.
Remark 4.7. There are cases, other than those of Proposition 4.2, in which the set
{x0 > 0 : 1/ηρ1(1/x0) ∈ A} is empty, and thus the conclusion of Theorem 4.5 holds
on every connected component of the set {x : pµ1⊠µ2(x) > 0}. See Remark 9.7 for
a brief discussion in the context of additive free convolution.
5. Free multiplicative convolution on T
We denote by PT the collection of nondegenerate probability measures on T. The
definition of the moment generating function for a measure µ ∈ PT is analogous to
the one used for PR+ , but the domain is now the unit disk D = {z ∈ C : |z| < 1}:
ψµ(z) =
∫
T
tz
1− tz dµ(t), z ∈ D.
The η-transform of µ is the function
ηµ(z) =
ψµ(z)
1 + ψµ(z)
, z ∈ D.
The collection {ηµ : µ ∈ PT} is simply the set of all analytic functions f : D → D
that satisfy f(0) = 0. If we denote by
Hµ(z) =
∫
T
t+ z
t− z dµ(t), z ∈ D,
the Herglotz integral of µ, and we define µ∗ ∈ PT by dµ∗(t) = dµ(1/t), we have
Hµ∗(z) = 1 + 2ψµ(z) =
1 + ηµ(z)
1− ηµ(z) , z ∈ D.
Since ℜHµ∗ is the Poisson integral of µ∗, we deduce that the measures
1
2π
ℜ1 + ηµ(re
−it)
1− ηµ(re−it) dt, t ∈ [0, 2π), r ∈ (0, 1),
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converge weakly to dµ(eit) as r ↑ 1. In particular, the density of µ relative to
arclength measure on T is given almost everywhere by
(5.1) pµ(z) =
1
2π
ℜ1 + ηµ(z)
1− ηµ(z) , z ∈ T,
where
ηµ(z) = lim
r↑1
ηµ(rz), z ∈ T,
exists almost everywhere as shown by Fatou [17]. In many cases of interest, the
function ηµ extends continuously to T, and thus µ is absolutely continuous on the
set {z ∈ T : ηµ(z) 6= 1}.
The η-transform is used in the description of free multiplicative convolution on
the subset P∗
T
of PT consisting of those nondegenerate measures µ with the property
that
∫
T
t dµ(t) 6= 0. If µ ∈ P∗
T
, we have η′µ(0) 6= 0, and thus ηµ has an inverse η〈−1〉µ
that is a convergent power series in a neighborhood of zero. The free multiplicative
convolution of two measures µ1, µ2 ∈ P∗T is characterized by the identity (2.3) that
is now true in some neighborhood of zero. The following theorem is a reformulation
of results of [15].
Theorem 5.1. For every µ1, µ2 ∈ P∗T, there exist unique ρ1, ρ2 ∈ P∗T such that
ηµ1(ηρ1 (z)) = ηµ2(ηρ2(z)) =
ηρ1(z)ηρ2(z)
z
, z ∈ D.
Moreover, we have ηµ1⊠µ2 = ηµ1 ◦ ηρ1 .
The concept of⊠-infinite divisibility for measures in PT is defined as for PR+ . The
normalized arclength measure is the only ⊠-infinitely divisible measure in PT\P∗T.
The other ⊠-infinitely divisible measures are described by results of [24, 8]. Suppose
that µ ∈ P∗
T
is ⊠-infinitely divisible. Then the function η
〈−1〉
µ has an analytic
continuation Φ to D satisfying
(5.2) Φ(0) = 0, |Φ(z)| ≥ |z|, z ∈ D.
Conversely, every analytic function Φ : D → C that satisfies (5.2) is the analytic
continuation of η
〈−1〉
µ for some ⊠-infinitely divisible measure µ ∈ P∗T. Of course,
the identity
Φ(ηµ(z)) = z
extends by analytic continuation to arbitrary z ∈ D, and thus ηµ is a conformal map
if µ is⊠-infinitely divisible. Some further information about this case is summarized
below (see [3]).
Proposition 5.2. Let µ ∈ P∗
T
be ⊠-infinitely divisible, and let Φ : D → C be the
analytic continuation of η
〈−1〉
µ . Then:
(1) The domain Ωµ = ηµ(D) is starlike relative to the origin.
(2) The function ηµ extends to a homeomorphism of D onto Ωµ.
(3) We have Ωµ = {z ∈ D : |Φ(z)| < 1}.
(4) If |ηµ(t)| < 1 for some t ∈ T then ηµ continues analytically to a neighbor-
hood of t.
The functions Φ that satisfy (5.2) can be written as
(5.3) Φ(z) = γz expHσ(z), z ∈ D,
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where γ ∈ T and σ is a finite, positive Borel measure on T. The parameters (γ, σ)
are uniquely determined by Φ (or by µ) and (5.3) is an analog of the Lévy-Hinčin
formula in classical probability. (Recall that Hσ denotes the Herglotz integral of
σ.) This representation of Φ, along with part (3) of the above lemma, allow us to
give an alternative description of ηµ|T. We have
|Φ(rζ)| = r expℜHσ(rζ) = r exp
[∫
T
1− r2
|t− rζ|2 dσ(t)
]
, r ∈ (0, 1), ζ ∈ T,
and thus
log |Φ(rζ)| = log r[1 − T (rζ)],
where
T (rζ) =
r2 − 1
log r
∫
T
dσ(t)
|t− rζ|2 , r ∈ (0, 1), ζ ∈ T.
We also set
T (ζ) = lim
r↑1
T (rζ) = 2
∫
T
dσ(t)
|t− ζ|2 .
We conclude that rζ ∈ Ωµ precisely when T (rζ) < 1. Since Ωµ is starlike relative
to 0 (a fact that also follows because T (rζ) is an increasing function of r for fixed
ζ; see [26, Lemma 3.1]) we conclude that, for each fixed ζ ∈ T, the set
{r ∈ (0, 1) : T (rζ) < 1}
is an interval (0, R(ζ)).We summarize some of the properties of the function R
below.
Lemma 5.3. [19, Proposition 4.1] Suppose that µ ∈ P∗
T
is ⊠-infinitely divisible.
With the notation introduced above, we have:
(1) The function R is continuous.
(2) Ωµ = {rζ : ζ ∈ T, 0 ≤ r < R(ζ)} and ∂Ωµ = {R(ζ)ζ : ζ ∈ T}.
(3) R(ζ) < 1 if and only if T (ζ) > 1, in which case T (R(ζ)ζ) = 1. The
inequality T (R(ζ)ζ) ≤ 1 holds for every ζ ∈ T.
The following result is analogous to Lemma 2.8. A similar estimate could be
derived from [3, (4.20)].
Lemma 5.4. Suppose that µ ∈ P∗
T
is ⊠-infinitely divisible. With the notation
introduced above, we have
|dHσ/dz| ≤ 8σ(T) + 2, z ∈ Ωµ.
Proof. Direct calculation yields
|dHσ/dz| =
∣∣∣∣
∫
T
2t
(t− z)2 dσ(t)
∣∣∣∣ ≤ 2
∫
T
dσ(t)
|t− z|2 .
Since T (z) ≤ 1 for z ∈ Ωµ, we have∫
T
dσ(t)
|t− z|2 ≤
log |zj |
|z|2 − 1 <
1
2|z| ≤ 1,
if |z| ≥ 1/2. If |z| < 1/2, we have |t− z| ≥ 1/2 for t ∈ T, and the estimate∫
T
dσ(t)
|t− z|2 ≤ 4σ(T)
yields the desired result. 
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The discussion of convolution powers in P∗
T
is best carried out for real exponents
rather than just integer ones. Suppose that ν ∈ P∗
T
satisfies
∫
T
t dν(t) > 0 and ην
has no zeros in D\{0}. Fix k ∈ (1,+∞) and set
Φ(z) = z
(
z
ην(z)
)k−1
, z ∈ D.
We have
η′ν(0) =
∫
T
t dν(t) > 0,
and the power above is chosen such that Φ′(0) > 0. The Schwarz lemma shows that
|Φ(z)| ≥ |z| for z ∈ D, and therefore there exists a ⊠-infinitely divisible measure
µ ∈ P∗
T
such that Φ is an analytic continuation of η
〈−1〉
µ . We can then define the
convolution power ν⊠k by setting
ην⊠k = ην ◦ ηµ.
If k is an integer, the measure ν⊠k is in fact equal to the free multiplicative convo-
lution of k copies of ν. The analog of (2.11) also holds in this context, but it must
be written so the powers make sense:(
ηµ(z)
z
)k
=
(
ην⊠k(z)
z
)k−1
, z ∈ D;
equivalently,
ην⊠k(z) = ηµ(z)
(
ηµ(z)
z
)1/(k−1)
, z ∈ D.
As in the real case, the function ην⊠k extends continuously to the closure D [3].
This construction of real powers fails if ην(z) = 0 for some z ∈ D\{0}. Suppose
however that
∫
T
t dν(t) > 0. The η-transform of the measure ν⊠2 = ν ⊠ ν has no
zeros other than 0, and therefore one can define
ν⊠k = (ν ⊠ ν)k/2
provided that k > 2. These considerations can be carried out for arbitrary measures
in P∗
T
by choosing an arbitrary determination of the power (z/ην(z))
k−1. If k is
not an integer, there may be infinitely many versions of ν⊠k, but each of them can
be obtained from the others by appropriate rotations.
6. Superconvergence in PT
The weak convergence of ⊠-infinitely divisible measures is equivalent to certain
convergence properties of the η-transforms and of their inverses. We record the
result from [8, Proposition 2.9]. The equivalence between (1) and (5) below is
implicit in the proof of Theorem 4.3 from [12].
Proposition 6.1. [8, 12] Suppose that µ and {µn}n∈N are ⊠-infinitely divisible
measures in P∗
T
. Denote by Φ and {Φn}n∈N the analytic continuations to D of
the functions η
〈−1〉
µ and {η〈−1〉µn }n∈N, and represent these functions as in (5.3), us-
ing (γn, σn) for the parameters corresponding to µn. The following conditions are
equivalent :
(1) The sequence {µn}n∈N converges weakly to µ.
(2) The sequence {ηµn}n∈N converges pointwise to ηµ on D.
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(3) The sequence {ηµn}n∈N converges to ηµ uniformly on the compact subsets
of D.
(4) The sequence {Φn}n∈N converges to Φ uniformly on the compact subsets of
D.
(5) The sequence {γn}n∈N converges to γ and the sequence {σn}n∈N converges
weakly to σ.
In preparation for the analog of Lemma 3.1, we suppose that µ, µn,Φ,Φn are as
in the preceding result, and we consider the continuous functions R,Rn : T→ (0, 1]
such that
Ωµ = {rt : t ∈ T, r ∈ [0, R(t))}, Ωµn = {rt : t ∈ T, r ∈ [0, Rn(t))}.
We also consider the homeomorphisms h, hn : T→ T defined by
h(t) =
ηµ(t)
|ηµ(t)| , hn(t) =
ηµn(t)
|ηµn(t)|
, t ∈ T, n ∈ N.
The existence of these (orientation preserving) homeomorphisms is a consequence
of the fact that Ωµn is starlike with respect to 0, and of the fact that ηµn extends
to a homeomorphism of D onto Ωµn . Observe that we have
ηµ(t) = R(h(t))h(t), ηµn(t) = Rn(hn(t))hn(t) t ∈ T, n ∈ N.
Lemma 6.2. With the above notation, suppose that the sequence {µn}n∈N con-
verges weakly to µ. Then:
(1) The sequence {Rn}n∈N converges to R uniformly on T.
(2) The sequence {hn}n∈N converges to h uniformly on T.
(3) The sequence of inverses {h〈−1〉n }n∈N converges to h〈−1〉 uniformly on T.
(4) The sequence {Rn ◦ hn}n∈N converges to R ◦ h uniformly on T.
(5) The sequence {ηµn(t)}n∈N converges to ηµ(t) uniformly on T.
Proof. (1) Since T is compact, it suffices to show that, for every t0 ∈ T and for
every ε > 0 there exist N ∈ N and an arc V ⊂ T containing t0 in its interior such
that
R(t)− ε < Rn(t) < R(t) + ε, t ∈ V, n ≥ N.
Fix t0 and ε and chose a compact neighborhood V of t0 such that |R(t)−R(t0)| <
ε/2 for t ∈ V . Thus,
|Φ((R(t0)− ε/2)t)| < 1, t ∈ V.
The uniform convergence of Φn to Φ on the set {(R(t0)− ε/2)t : t ∈ V } shows that
there exists N1 such that
|Φn((R(t0)− ε/2)t)| < 1, t ∈ V, n ≥ N1,
and thus
Rn(t) > R(t0)− ε
2
> R(t)− ε, t ∈ V, n ≥ N1.
If R(t0) + ε/2 ≥ 1, the inequality Rn(t) < R(t) + ε is automatically satisfied for
t ∈ V . If R(t0) + ε/2 < 1, we observe that
|Φ((R(t0) + ε/2)t)| > 1, t ∈ V,
and we choose N2 such that
|Φn((R(t0) + ε/2)t)| > 1, t ∈ V, n ≥ N2.
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Thus,
Rn(t) < R(t0) +
ε
2
< R(t) + ε, t ∈ V, n ≥ N2,
so it suffices to choose N = max{N1, N2}.
(3) It suffices to prove pointwise convergence. We observe that h
〈−1〉
n (t) =
Φn(Rn(t)t). Since the measures σn converge weakly, the sequence {σn(T)}n∈N
is bounded. Lemma 5.4 shows that the restrictions Φn|Ωµn are equicontinuous.
These facts, along with (1), imply the desired pointwise convergence.
(2) This follows directly from (3). Then (4) and (5) follow as in the proof of
Lemma 3.1. 
As in the case of R+, the η-transform of an ⊠-infinitely divisible measure µ ∈ P∗T
may take the value 1 at most once on T. If ηµ(t) = 1, we write Dµ = {t}, otherwise
Dµ = ∅. The measure µ is absolutely continuous relative to arclength measure on
T\Dµ.
We can now use the preceding result and (5.1) to prove the analog of Proposition
3.2 for the circle. The details are left to the interested reader.
Proposition 6.3. Let µ and {µn}n∈N be ⊠-infinitely divisible measures in P∗T such
that µn converges weakly to µ. Let K ⊂ T\Dµ be an arbitrary compact set. Then
Dµn ⊂ T\K for sufficiently large n, and the densities pµn of µn relative to arclength
measure converge to pµ uniformly on K. If Dµ = ∅, we can take K = T.
Finally, we derive a superconvergence result.
Theorem 6.4. Let {kn}n∈N ⊂ [2,+∞) be a sequence with limit +∞, and let µ and
{νn}n∈N be measures in P∗T such that µ is ⊠-infinitely divisible and
∫
T
t dνn(t) > 0
for every n ∈ N. Suppose that the sequence {ν⊠knn }n∈N converges weakly to µ. Let
K ⊂ T\Dµ be an arbitrary compact set. Then ν⊠knn is absolutely continuous on K
for sufficiently large n, and the densities pn of ν
⊠kn
n relative to arclength measure
converge to pµ uniformly on K. If Dµ = ∅, we can take K = T.
Proof. We first replace νn by νn⊠νn and kn by kn/2. After this substitution we may
assume that ηνn does not vanish on D and the convolution powers can be calculated
as in Section 5, using analytic subordination. Thus, there exist ⊠-infinitely divisible
measures µn ∈ P∗T satisfying the equations
(6.1) η
ν⊠knn
(z) = ηµn(z)
(
ηµn(z)
z
)1/(kn−1)
, z ∈ D, n ∈ N,
and
η
ν⊠knn
= ηνn ◦ ηµn , n ∈ N.
As in the case of R+, the measures νn necessarily converge to δ1 as n → ∞, and
thus ηνn(z) converges to z uniformly for z in a compact subset of D. The inverses
η
〈−1〉
νn converge uniformly to the identity function for z in a neighborhood of 0, and
therefore
ηµn = η
〈−1〉
νn ◦ ην⊠knn
converge uniformly on a neighborhood of 0 to ηµ. We conclude that the sequence
{µn}n∈N converges weakly to µ. Lemma 6.2 implies now that the functions ηµn
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converge to ηµ uniformly on D, and therefore the functions(
ηµn(z)
z
)1/(kn−1)
, z ∈ D,
converge uniformly to 1. Formula (6.1) implies now that the sequence {η
ν⊠knn
}n∈N
converges to ηµ uniformly on D. The desired conclusion is now obtained easily by
applying (5.1) to these measures. 
7. Cusp behavior in PT
This section is the counterpart of Section 4 for T. Thus, we consider the qual-
itative behavior of a convolution µ1 ⊠ µ2, where µ1, µ2 ∈ P∗T are nondegenerate
measures and µ2 is ⊠-infinitely divisible. Of course, all ⊠-infinitely divisible mea-
sures in PT belong to P∗T, with the exception of the normalized arclength measure
m. For this measure, we have µ⊠m = m, µ ∈ PT, so m is the analog of the measure
δ0 ∈ PR+ , and indeed it has the same moment sequence.
We start with the analog of Lemma 4.1.
Lemma 7.1. Let µ1, µ2 ∈ P∗T be such that µ2 is ⊠-infinitely divisible, and let
ρ1, ρ2 ∈ PR+ be given by Theorem 5.1. Then ρ1 is ⊠-infinitely divisible.
Proof. Let Φ given by (5.3) be the analytic continuation of η
〈−1〉
µ2 to D. Thus,
Φ(z) = zF (z), z ∈ D,
where F satisfies |F (z)| ≥ 1 for z ∈ D. Then the analog of (2.3) for P∗
T
can be
written as
F (z)η−1µ1 (z) = η
〈−1〉
µ1⊠µ2
(z),
and applying this equality with ηµ1(z) in place of z, we obtain
F (ηµ1(z))z = η
〈−1〉
µ1⊠µ2
(ηµ1(z)) = η
〈−1〉
ρ1 (z)
for z in some neighborhood of zero. The lemma follows because the function
G(z) = F (ηµ1(z)), z ∈ D,
also satisfies the inequality |G(z)| ≥ 1 for z ∈ D. 
With the notation of the preceding lemma, we recall that the domain
Ωρ1 = ηρ1 (D)
can be described as
Ωρ1 = {rt : t ∈ T, 0 ≤ r < R(t)}
for some continuous function R : T→ (0, 1], and that ηρ1 extends to a homeomor-
phism of D onto Ωρ1 . Using, the analytic continuation
Ψ(z) = zG(z), z ∈ D,
of η
〈−1〉
ρ1 , the map
Ψ(R(t)t), t ∈ T,
is a homeomorphism between T and ∂Ωρ1 . The density pµ1⊠µ2 of µ1 ⊠ µ2, relative
to arclength measure 2πdm on T, is calculated using the formula
(7.1) pµ1⊠µ2(ξ) =
{
1
2piℜ
1+ηµ1 (R(t)t)
1−ηµ1 (R(t)t)
, if ξ = 1Ψ(R(t)t) and R(t) < 1,
0, if ξ = 1Ψ(R(t)t) and R(t) = 1.
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As noted earlier, this density is real analytic at all points where it is nonzero. Using
the Herglotz formula for analytic functions with a positive real part, we write the
function F above as
F (z) = γ exp(Hσ(z)), z ∈ D,
where |γ| = 1 and σ is a finite, positive Borel measure on T. The appropriate
analog of the semicircular measure is obtained when σ is a point mass at 1 ∈ T,
that is,
F (z) = γ exp
[
β
1 + z
1− z
]
, z ∈ D,
for some γ ∈ T and β > 0. The following proposition examines the density of
µ1 ⊠ µ2 when µ2 is one of these measures. (The formula (7.3) below also appeared
in [26].) We use the notation p′ for the derivative dp(eiθ)/dθ if p is a differentiable
function defined on some open subset of T.
Proposition 7.2. Suppose that µ1, µ2 ∈ P∗T are nondegenerate measures, and that
µ2 is such that
γz exp
[
β
1 + z
1− z
]
, z ∈ D,
is an analytic continuation of η
〈−1〉
µ2 for some γ ∈ T and β ∈ (0,+∞). Let pµ1⊠µ2
denote the density of µ1 ⊠ µ2 relative to the arclength measure 2π dm. Then:
(1)
∣∣∣p′µ1⊠µ2(ξ)∣∣∣ pµ1⊠µ2(ξ)2 ≤ 7/(8π3β3) for every ξ ∈ T such that 0 < pµ1⊠µ2(ξ) ≤
log 2/(2πβ).
(2)
∣∣∣p′µ1⊠µ2(ξ)∣∣∣ ≤ 7/πβ for every ξ ∈ T such that pµ1⊠µ2(ξ) ≥ log 2/(2πβ).
(3) If I ⊂ T is an arc with one endpoint ξ0, pµ1⊠µ2(ξ) > 0 for ξ ∈ I, and
pµ1⊠µ2(ξ0) = 0, then
pµ1⊠µ2(ξ) ≤
2
πβ
|ξ − ξ0|1/3
for ξ ∈ I close to ξ0.
Proof. Part (3) follows from (1) by integration since 3
√
21/4 < 2 and ℓ(ξ, ξ0) <
2|ξ− ξ0| if ξ is close to ξ0; here ℓ(ξ, ξ0) denotes the length of the (short) arc joining
ξ and ξ0.
As seen in the preceding lemma, η
〈−1〉
ρ1 has the analytic continuation
Ψ(z) = γz exp [βu(z)] , z ∈ D,
where
u(z) =
1 + ηµ1 (z)
1− ηµ1 (z)
= 1 + 2ψµ1(z)
=
∫
T
[
1 +
2ξz
1− ξz
]
dµ1(ξ)
=
∫
T
[
1 + ξz
1− ξz
]
dµ1(ξ)
=
∫
T
[
ξ + z
ξ − z
]
dµ1(1/ξ)
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is precisely the Herglotz integral of the measure dµ1(1/ξ) = dµ1(ξ). Thus, when
the boundary of the domain Ωρ1 is parametrized as z(t) = R(t)t, t ∈ T, we have
(7.2) β
∫
T
dµ1(ξ)
|ξ − z(t)|2 =
logR(t)
R(t)2 − 1
whenever R(t) < 1. (We will use implicitly the easily established inequality
log r
r2 − 1 <
1
2r
,
valid for r ∈ (0, 1). In fact the function
2r log r
r2 − 1
is increasing for r ∈ (0, 1) and it tends to 1 at r = 1.) Setting
f(t) =
1
Ψ(z(t))
,
for R(t) < 1, we see from (7.1) and (7.2) that
pµ1⊠µ2(f(t)) =
1
2π
ℜ1 + ηµ1(z(t))
1− ηµ1(z(t))
=
1
2π
∫
T
1− |z(t)|2
|ξ − z(t)|2 dµ1(ξ)(7.3)
=
1
2πβ
β
∫
T
1− |z(t)|2
|ξ − z(t)|2 dµ1(ξ) =
− logR(t)
2πβ
.
As in the case of R+, this allows us to use the chain rule for our estimates. We
begin with the derivative of f that can be estimated as
|f ′(t)| =
∣∣∣∣f ′(t)f(t)
∣∣∣∣ =
∣∣∣∣Ψ′(z(t))Ψ(z(t))
∣∣∣∣ |z′(t)|.
Here, Ψ′ is the usual complex derivative of Ψ,∣∣∣∣Ψ′(z)Ψ(z)
∣∣∣∣ =
∣∣∣∣1z + βu′(z)
∣∣∣∣ =
∣∣∣∣1z + β
∫
T
2ξ
(ξ − z)2dµ1(ξ)
∣∣∣∣ ,
so using (7.2) we obtain∣∣∣∣Ψ′(z(t))Ψ(z(t))
∣∣∣∣ =
∣∣∣∣ 1R(t)t + β
∫
T
2ξ
(ξ −R(t)t)2 dµ1(ξ)
∣∣∣∣
=
1
R(t)
∣∣∣∣1 + β
∫
T
2ξR(t)t
(ξ −R(t)t)2 dµ1(ξ)
∣∣∣∣
≥ 1
R(t)
[
1− 2R(t) logR(t)
R(t)2 − 1
]
.
For the second factor, we have
z′(eiθ) =
d
dθ
R(eiθ)eiθ = [R′(eiθ) + iR(eiθ)]eiθ,
and thus
|z′(t)| =
√
R(t)2 +R′(t)2.
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Putting these together, we see that
|f ′(t)| ≥
√
1 +
(
R′(t)
R(t)
)2 [
1− 2R(t) logR(t)
R(t)2 − 1
]
≥
∣∣∣∣R′(t)R(t)
∣∣∣∣
[
1− 2R(t) logR(t)
R(t)2 − 1
]
.
Since ∣∣∣∣R′(t)R(t)
∣∣∣∣ = |(logR)′(t)|,
formula (7.3) yields the estimate∣∣p′µ1⊠µ2(f(t))∣∣ = |(logR)′(t)|2πβ|f ′(t)|
≤ 1
2πβ
1
1− 2R(t) logR(t)R(t)2−1
.
The inequality pµ1⊠µ2(f(t)) > (log 2)/2πβ amounts to R(t) < 1/2, and the preced-
ing estimate yields ∣∣p′µ1⊠µ2(f(t))∣∣ ≤ 12πβ 11− 43 log 2 <
7
πβ
,
thus verifying (2). Finally, we have∣∣p′µ1⊠µ2(f(t))∣∣ pµ1⊠µ2(f(t))2 ≤ 1(2πβ)3 log
2R(t)
1− 2R(t) logR(t)R(t)2−1
and the fact that
log2 r
1− 2r log rr2−1
is less than 7 for r ∈ (1/2, 1) yields (1). 
Next, we state an analog of Lemma 4.4. The verification is a simple calculation.
Lemma 7.3. Let µ1, µ2 ∈ P∗T be two nondegenerate measures such that µ2 is ⊠-
infinitely divisible, and let
Φ(z) = γz expHσ(z), z ∈ D,
be an analytic continuation of η
〈−1〉
µ2 . Assume that
∫
T
t dσ(t) 6= 0. Denote by ρ1 ∈ P∗T
the ⊠-infinitely divisible measure such that η
〈−1〉
ρ1 has the analytic continuation
Ψ(z) = γz exp
[∫
T
t+ ηµ1(z)
t− ηµ1(z)
dσ(t)
]
, z ∈ D.
Set β = σ(T), denote by ν1 ∈ P∗T the measure satisfying
ψν1(z) =
1
β
∫
T
tηµ1(z)
1− tηµ1 (z)
dσ(t), z ∈ D,
and denote by ν2 ∈ P∗T the ⊠-infinitely divisible measure such that η〈−1〉ν2 has the
analytic continuation
γz exp
[
β
1 + z
1− z
]
, z ∈ D.
Then ηµ1⊠µ2 = ηµ1 ◦ ηρ1 and ην1⊠ν2 = ην1 ◦ ηρ1 .
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In preparation for the final proof in this section, we recall some facts demon-
strated in [19, Theorem 4.5]. Suppose that µ1, µ2, and ρ1 are as in the preceding
lemma, and that the domain Ωρ1 is described as
Ωρ1 = {rt : t ∈ T, 0 ≤ r < R(t)}
for some continuous function R : T→ (0, 1]. The map ηµ1 extends continuously to
the closure Ωρ1 , and the set
∂Ωρ1 ∩ T = {t ∈ T : R(t) = 1}
can be partitioned into two subsets A and B described as follows.
(1) A consists of those points t ∈ T for which µ1({t}) > 0 and
µ1({t})
2
≥
∫
T
dσ(ξ)
|1− ξ|2 .
(2) B consists of those t ∈ T for which ηµ1(t) ∈ T\{1},
c = lim inf
z→t
1− |ηµ1(z)|
1− |z| < +∞,
and
c
∫
T
dσ(ξ)
|ηµ1(t)− ξ|2
≤ 1.
Theorem 7.4. Let µ1, µ2 ∈ P∗T be two nondegenerate measures such that µ2 is
⊠-infinitely divisible. Suppose that Γ ⊂ T is an open arc with an endpoint ξ0,
pµ1⊠µ2(ξ0) = 0 < pµ1⊠µ2(ξ) for every ξ ∈ Γ, and—using the notation of Lemma
7.3—1/ηρ1(1/ξ0) is not an atom of µ1. Then pµ1⊠µ2(ξ)/|ξ − ξ0|1/3 is bounded for
ξ ∈ Γ close to ξ0.
Proof. Using the notation of Lemma 7.3, we observe that
{ξ ∈ T : pµ1⊠µ2(ξ) > 0} = {1/Ψ(R(t)t) : R(t) < 1}
= {ξ ∈ T : pν1⊠ν2(ξ) > 0}.
By Proposition 7.2, the conclusion of the Theorem is true if µ1 and µ2 are re-
placed by ν1 and ν2, respectively. It will therefore suffice to prove that the ratio
pν1⊠ν2(ξ)/pµ1⊠µ2(ξ) is bounded away from zero for ξ close to ξ0. The hypothe-
sis implies that the number α = 1/ηρ1(ξ0) belongs to the set B described before
the statement of the theorem. Using the usual parametrization z = ηρ1 (1/ξ), the
relations ηµ1⊠µ2 = ηµ1 ◦ ηρ1 and ην1⊠ν2 = ην1 ◦ ηρ1 yield
γz exp
[∫
T
t+ ηµ1(z)
t− ηµ1(z)
dσ(t)
]
= Ψ(z) = γz exp
[
β
1 + ην1(z)
1− ην1(z)
]
.
Equating the absolute values of these quantities yields∫
T
1− |ηµ1(z)|2
|t− ηµ1 (z)|2
dσ(t) = β
1− |ην1 (z)|2
|1− ην1 (z)|2
,
or, equivalently[
ℜ1 + ηµ1(z)
1− ηµ1(z)
] ∫
T
|1 − ηµ1(z)|2
|t− ηµ1(z)|2
dσ(t) = βℜ1 + ην1(z)
1 − ην1(z)
.
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Applying (7.1) we rewrite this as
pν1⊠ν2(ξ)
pµ1⊠µ2(ξ)
=
1
β
∫
T
|1− ηµ1 (z)|2
|t− ηµ1(z)|2
dσ(t), ξ ∈ Γ.
The desired result follows now from the definition of the set B and an application
of Fatou’s lemma. 
Remark 7.5. With the notation of the preceding proof, we have |Ψ(z)| = 1 for the
relevant points z, implying further that∫
T
|1− ηµ1(z)|2
|t− ηµ1(z)|2
dσ(t) =
|1− ηµ1(z)|2 log |z|
|ηµ1(z)|2 − 1
.
It follows that
pµ1⊠µ2(ξ)
pν1⊠ν2(ξ)
= β
|ηµ1(z)|2 − 1
|1− ηµ1(z)|2 log |z|
,
and it is easily seen that this ratio is also bounded away from zero near ξ0.
8. Free additive convolution on PR
The free additive convolution ⊞ is a binary operation defined on PR, the family
of all probability measures on R. The Cauchy transform of a measure µ ∈ PR,
already seen in Section 2, is defined by
Gµ(z) =
∫
R
dµ(t)
z − t , z ∈ H,
and the density dµ/dt of µ is equal almost everywhere to (−1/π)ℑGµ(x), where
the boundary limit
Gµ(x) = lim
y↓0
Gµ(x+ iy), x ∈ R,
exists almost everywhere on R. The reciprocal Cauchy transform
Fµ(z) =
1
Gµ(z)
, z ∈ H,
maps H to itself, and the collection {Fµ : µ ∈ PR} consists precisely of those
analytic functions F : H→ H with the property that
lim
y↑∞
F (iy)
iy
= 1.
As seen, for instance, in [1], these functions have a Nevanlinna representation of
the form
F (z) = γ + z −Nσ(z), z ∈ H,
where γ ∈ R and
Nσ(z) =
∫
R
1 + tz
z − t dσ(t)
for some finite positive Borel measure σ on R. This integral representation implies
that
ℑF (z) ≥ ℑz, z ∈ H.
Given a measure µ ∈ PR, the function Fµ is conformal in an open set U containing
{iy : y ∈ (α,+∞)} for some α > 0, and the restriction Fµ|U has an inverse F 〈−1〉µ
defined in an open set containing another set of the form {iy : y ∈ (β,+∞)} with
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β > 0. The free additive convolution µ1 ⊞ µ2 of two measures µ1, µ2 ∈ PR is the
unique measure µ ∈ PR that satisfies the identity
(8.1) z + F 〈−1〉µ (z) = F
〈−1〉
µ1 (z) + F
〈−1〉
µ2 (z)
for z in some open set containing iy for y large enough (see [9]). The analog of
Theorems 2.5 and 5.1 is as follows.
Theorem 8.1. For every µ1, µ2 ∈ PR, there exist unique ρ1, ρ2 ∈ PR such that
Fµ1(Fρ1 (z)) = Fµ2(Fρ2 (z)) = Fρ1 (z) + Fρ2(z)− z, z ∈ H.
Moreover, we have Fµ1⊞µ2 = Fµ1 ◦ Fρ1 . If µ1 and µ2 are nondegenerate, then so
are ρ1 and ρ2.
It was shown in [23, 9] that a measure µ ∈ PR is ⊞-infinitely divisible precisely
when the inverse F
〈−1〉
µ continues analytically to H and this analytic continuation
has the Nevanlinna form
(8.2) Φ(z) = γ + z +Nσ, z ∈ H,
for some γ and σ. The functions described by (8.2) can also be characterized by
lim
y↑+∞
Φ(iy)
iy
= 1 and ℑΦ(z) ≤ ℑz, z ∈ H.
Suppose now that µ ∈ PR is ⊞-infinitely divisible and that F 〈−1〉µ has the analytic
continuation given in (8.2). The equation Φ(Fµ(z)) = z holds in some open set and
therefore it holds on the entire H by analytic continuation. In particular, Fµ maps
H conformally onto a domain Ωµ ⊂ H that can be described as
Ωµ = {z ∈ H : Φ(z) ∈ H}.
As in the multiplicative cases, this domain can also be identified with {x+ iy : y >
f(x)} for some continuous function f : R→ [0,+∞). The map Fµ extends contin-
uously to the closure H, Φ extends continuously to Ωµ, and these two extensions
are homeomorphisms, inverse to each other. We refer to [19] for the details.
9. Cusp behavior in PR
We are now ready for the counterpart of Sections 4 and 7 in the context of the
free additive convolution. Thus, we study the density of a measure of the form
µ1 ⊞ µ2, where µ1, µ2 ∈ PR and µ2 is ⊞-infinitely divisible. The following result
is essentially contained in [14] and the brief argument is included here to establish
notation.
Lemma 9.1. Let µ1, µ2 ∈ PR be such that µ2 is ⊞-infinitely divisible, and let
ρ1, ρ2 ∈ PR be given by Theorem 8.1. Then ρ1 is ⊞-infinitely divisible.
Proof. Let Φ(z) = γ + z + Nσ(z) given by (8.2) be the analytic continuation of
F
〈−1〉
µ2 to H. Then (8.1) can be rewritten as
F 〈−1〉µ1 (z) + γ +Nσ(z) = F
〈−1〉
µ1⊞µ2
(z)
in a neighborhood of infinity. Replacing z by Fµ1(z) yields
γ + z +Nσ(Fµ1 (z)) = F
〈−1〉
µ1⊞µ2
(Fµ1 (z)),
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and therefore the function
Ψ(z) = γ + z +Nσ(Fµ1(z)), z ∈ H,
is an analytic continuation of F
〈−1〉
ρ1 , thus establishing the conclusion of the lemma.

The density pµ1⊞µ2 of µ1 ⊞ µ2 relative to Lebesgue measure has already been
studied in [14] for the special case in which µ2 is a semicircular law, that is, the
measure σ is a point mass at 0. The following result is [14, Corollary 5].
Proposition 9.2. With the notation above, suppose that σ = βδ0 for some β > 0.
If I ⊂ R is an open interval with an endpoint x0 such that pµ1⊞µ2(x0) = 0 <
pµ1⊞µ2(x) for every x ∈ I, then
pµ1⊞µ2(x) ≤
[
3
4π3β2
|x− x0|
]1/3
, x ∈ I.
In order to extend this result to general ⊞-infinitely divisible measures µ2, we
proceed as in the multiplicative cases. Thus, we construct another convolution,
this time with a semicircular measure, with the property that the two convolutions
share the same subordination function.
Lemma 9.3. Let µ1, µ2 ∈ PR be such that µ2 is ⊞-infinitely divisible, and let
Φ(z) = γ + z +Nσ(z), z ∈ H,
be the analytic continuation of F
〈−1〉
µ2 . Denote by ρ1 ∈ PR the ⊞-infinitely divisible
measure such that F
〈−1〉
ρ1 has the analytic continuation
Ψ(z) = γ + z +Nσ(Fµ1(z)), z ∈ H.
Suppose that β =
∫
R
(1 + t2) dσ(t) is finite, and set γ′ = γ +
∫
R
t dσ(t). Denote by
ν1 ∈ PR the probability measure satisfying
Gν1(z) =
1
β
∫
R
1 + t2
Fµ1(z)− t
dσ(t), z ∈ H,
and let ν2 ∈ PR be the semicircular measure such that
γ′ + z +
β
z
, z ∈ H,
is an analytic continuation of F
〈−1〉
ν2 . Then Fµ1⊞µ2 = Fµ1 ◦ Fρ1 and Fν1⊞ν2 =
Fν1 ◦ Fρ1 .
Proof. The final assertion of the lemma is an easy verification that F
〈−1〉
µ1⊞µ2
◦Fµ1 =
F
〈−1〉
ν1⊞ν2
◦ Fν1 . One has to verify however that the measure ν1 actually exists, and
that amounts to showing that the reciprocal
F (z) =
β∫
R
1+t2
Fµ1 (z)−t
dσ(t)
maps H to itself and that
lim
y↑+∞
F (iy)
iy
= 1.
These facts follow from the corresponding properties of the function Fµ1 . 
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We will use a decomposition, analogous to those for multiplicative convolutions
on R+ and T. With the notation of the preceding lemma, represent the domain
Ωρ1 = Fρ1 (H) as
Ωρ1 = {x+ iy : x ∈ R, y > f(x)},
where f : R→ [0,+∞) is a continuous function. We recall from [19] that Gµ1 and
Gν1 extend continuously to the closure Ωρ1 provided that∞ is allowed as a possible
value. It was shown in [19, Theorem 3.6] that the set ∂Ωρ1∩R = {α ∈ R : f(α) = 0}
can be partitioned into three sets A,B, and C described as follows.
(1) A consists of those points satisfying µ1({α}) > 0 and∫
R
{
1 +
1
t2
}
dσ(t) ≤ µ1({α}).
(2) B is characterized by the conditions Gµ1(α) ∈ R\{0} and[∫
R
1 + t2
(1− tGµ1(α))2
dσ(t)
] [∫
R
dµ1(t)
(α− t)2
]
≤ 1.
(3) C consists of those α satisfying Gµ1(α) = 0 and
var(µ2)
∫
R
dµ1(t)
(α− t)2 ≤ 1,
where
var(µ2) =
∫
R
t2 dµ2(t)−
[∫
R
t dµ2(t)
]2
denotes the variance of µ2.
In each of the preceding inequalities, the improper integrals converge. Equality in
each case is achieved precisely when Fρ1 has an infinite Julia-Carathéodory deriv-
ative at the point Ψ(α).
The set A is always finite unless µ2 is a degenerate measure. Moreover, if t is an
atom of µ1 ⊠ µ2, then Fρ1(t) ∈ A.
We note for further use an alternative way to write the inequalities defining
the sets B and C [19, Remark 3.7]. For this purpose, we use the Nevanlinna
representation
Fµ1 (z) = c+ z −Nλ(z), z ∈ H,
where c ∈ R and λ is a finite Borel measure on R. The inequality in the definition
of B can be replaced by[∫
R
1 + t2
(Fµ1 (α)− t)2
dσ(t)
] [
1 +
∫
R
1 + t2
(α− t)2 dλ(t)
]
≤ 1,
and the inequality in the definition of C can be replaced by
(1 + α2)λ({α}) ≥ var(µ2).
In particular, every point α ∈ B must satisfy
(9.1)
∫
R
1 + t2
(Fµ1(α) − t)2
dσ(t) < 1.
It is also the case that C is a discrete subset of C.
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Theorem 9.4. Suppose that µ1, µ2 ∈ PR are nondegenerate measures such that µ2
is ⊞-infinitely divisible, and let ρ1 ∈ PR satisfy Fµ1⊞µ2 = Fµ1 ◦Fρ1 . Let I ⊂ R be an
open interval with an endpoint x0 such that Fρ1(x) ∈ H for every x ∈ I and Fρ1(x0)
is real but not an atom of µ1. Denote by pµ1⊞µ2 the density of µ1 ⊞ µ2 relative to
Lebesgue measure. Then pµ1⊞µ2(x)/|x − x0|1/3 is bounded for x ∈ I close to x0.
Proof. Suppose that
c+ z +Nσ(z), z ∈ H,
is the analytic continuation of F
〈−1〉
µ2 to H, where c ∈ R and σ is a nonzero (because
µ2 is nondegenerate) finite measure on R. As in the case of R+, we can always
find finite measures σ′ and σ′′ on R such that σ′′ 6= 0 has compact support and
σ = σ′ + σ′′. Define two ⊞-infinitely divisible measures µ′2, µ
′′
2 ∈ PR by specifying
that F
〈−1〉
µ′2
and F
〈−1〉
µ′′2
have analytic continuations
c+ z +Nσ′(z) and z +Nσ′′(z), z ∈ H,
respectively. Since µ′2 ⊞ µ
′′
2 = µ2, we get µ1 ⊞ µ2 = µ
′′
1 ⊞ µ
′′
2 and µ
′′
1 = µ1 ⊞ µ
′
2.
There exist additional ⊞-infinitely divisible measures ρ′1, ρ
′′
1 ∈ PR such that Fµ′′1 =
Fµ1 ◦Fρ′1 , Fµ1⊞µ2 = Fµ′′1 ◦Fρ′′1 . Clearly, Fρ1 = Fρ′1 ◦Fρ′′1 , and we argue that Fρ′′1 (x0)
is a real number but not an atom of µ′′1 . Indeed, the inequality
ℑFρ1(z) = ℑ(Fρ′1(Fρ′′1 (z)) ≥ ℑ(Fρ′′1 (z)), z ∈ H,
and the hypothesis that Fρ1(x0) ∈ R, shows as z → x0 that Fρ′′1 (x0) ∈ R. Suppose,
to get a contradiction, that Fρ′′1 (x0) is an atom of µ
′′
1 . Then, as seen in [10],
Fρ′1(Fρ′′1 (x0)) is necessarily an atom of µ1, contrary to the hypothesis.
The above construction shows that the hypothesis of the theorem also holds with
µ′′1 , µ
′′
2 , and ρ
′′
1 in place of µ1, µ2, and ρ1, respectively. Moreover the measure σ
′′
has a finite second moment. Therefore it suffices to prove the theorem under the
additional hypothesis that σ has a finite second moment. Under this hypothesis,
Lemma 9.3 applies and provides measures ν1 and ν2. Since the set {x ∈ R :
pµ1⊞µ2(x) > 0} is described in terms of the measure ρ1, namely,
{x ∈ R : pµ1⊞µ2(x) > 0} = {x : Fρ1 (x) ∈ H},
we have
{x ∈ R : pµ1⊞µ2(x) > 0} = {x ∈ R : pν1⊞ν2(x) > 0}.
By Proposition 9.2, it suffices to show that the ratio pν1⊞ν2(x)/pµ1⊞µ2(x) is bounded
away from zero for x ∈ I close to x0. The two densities are evaluated in terms of
the values of Gν1 and Gµ1 on ∂Ωρ1 :
pν1⊞ν2(x) = −
1
π
ℑGν1(Fρ1 (x))
= − 1
πβ
∫
R
ℑ
[
Gµ1(Fρ1(x))
1− tGµ1(Fρ1 (x))
]
(1 + t2) dσ(t)
= −ℑGµ1(Fρ1 (x))
πβ
∫
R
1 + t2
|1− tGµ1(Fρ1 (x))|2
dσ(t)
=
pµ1⊞µ2(x)
β
∫
R
1 + t2
|1− tGµ1(Fρ1 (x))|2
dσ(t).
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The hypotheses that pµ1⊞µ2(x0) = 0 and Fρ1 (x0) is not an atom of µ1 imply
Fρ1(x0) ∈ B ∪ C. Using the Fatou’s lemma, we conclude that
lim inf
x→x0,x∈I
pν1⊞ν2(x)
pµ1⊞µ2(x)
= lim inf
x→x0,x∈I
1
β
∫
R
1 + t2
|1− tGµ1(Fρ1(x))|2
dσ(t)
≥ 1
β
∫
R
1 + t2
|1− tGµ1(Fρ1 (x0))|2
dσ(t) > 0,
thus concluding the proof. 
Remark 9.5. With the notation of the preceding proof, it is also true that
lim inf
x→x0,x∈I
pµ1⊞µ2(x)
pν1⊞ν2(x)
≥ β
∫
R
dµ1(t)
(Fρ1(x0)− t)2
,
in which the improper integral converges because Fρ1(x0) ∈ B ∪ C. To verify this,
we use the parametrization ∂Ωρ1 = {s+ if(s) : s ∈ R} to write
{Fρ1(x) : x ∈ I} = {s+ if(s) : s ∈ J},
where J is an interval where f is positive and it has one endpoint α = Fρ1 (x0) ∈ R
such that f(α) = 0. The fact that F
〈−1〉
ρ1 has zero imaginary part on J yields the
equation
f(s) +
∫
R
ℑGµ1(s+ if(s))
|1− tGµ1(s+ if(s))|2
(1 + t2)dσ(t) = 0, s ∈ J.
Using this in the above formula for densities, we obtain
pµ1⊞µ2(x)
pν1⊞ν2(x)
= β
−ℑGµ1(s+ if(s))
f(s)
= β
∫
R
dµ1(t)
(t− s)2 + f(s)2 .
We can now apply the Fatou’s lemma as s→ α.
Remark 9.6. The two limits inferior above are actual limits precisely when F ′ρ1 (x0) =
+∞. Indeed, as seen above, this condition is equivalent to[∫
R
1 + t2
|1− tGµ1(Fρ1 (x0))|2
dσ(t)
] [∫
R
dµ1(t)
(Fρ1 (x0)− t)2
]
= 1.
Remark 9.7. When x0 is assumed to be a zero of the density pµ1⊞µ2 , it is easy to
see that Fρ1 (x0) is an atom of µ1 if and only if Fρ1 (x0) ∈ A. In many cases, the
collection {x0 : Fρ1(x0) is an atom of µ1} is empty. This happens, of course, when
µ1 has no atoms. This also occurs when∫
R
{
1 +
1
t2
}
dσ(t) ∈ [1,+∞].
Indeed, in this case the set A is empty (provided, of course, that µ1 is not degenerate
and so its atoms cannot have measure 1).
Example 9.8. Let µ1 be an arbitrary nondegenerate measure in PR, and let µ2 be
the standard (0, 1) normal distribution. It was shown in [4] that µ2 is ⊞-infinitely
divisible. We denote by σ the associated measure that provides the analytic con-
tinuation of F
〈−1〉
µ2 . Since
−ℑGµ2(x) = πpµ2(x) =
√
π
2
e−x
2/2, x ∈ R,
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the continuous extension of Fµ2 to R has no zeros and (see [13, Proposition 5.1])∫
R
1 + t2
(x− t)2 dσ(t) > 1, x ∈ R.
This inequality, along with (9.1), implies that A = B = ∅ for the convolution
µ1 ⊞ µ2. Moreover, since C is a discrete set, the measure µ1 ⊞ µ2 is absolutely
continuous with support equal to R. If C is not empty and α ∈ C, there is an open
interval I centered at x0 = F
〈−1〉
µ2 (α) such that pµ1⊞µ2(x)/|x − x0|1/3 is bounded
for x ∈ I\{x0}. Suppose, for instance, that µ1 = 12 (δ1 + δ−1) or the absolutely
continuous measure with density
3
8
[
t2χ[−1,1](t) +
1
t2
χR\[−1,1](t)
]
.
In both cases, α = 0 is the unique solution of the equation Gµ1(α) = 0 under the
constraint ∫
R
dµ1(t)
(α− t)2 ≤ 1.
Moreover, we have F ′ρ1 (F
〈−1〉
ρ1 (0)) = +∞ because the equality in the above con-
straint is achieved and thus, using the notation in Lemma 9.3, pµ1⊞µ2 is comparable
to pν1⊞ν2 in I. To obtain an example in which F
′
ρ1(F
〈−1〉
ρ1 (0)) is finite, one can take
µ1 to be the absolutely continuous measure with density
3
14
[
t2χ[−1,1](t) + |t|−3/2 χR\[−1,1](t)
]
.
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