Abstract. Barrett's esophagus (BE) is a premalignant condition that has an increased risk to turn into esophageal adenocarcinoma. Classification and staging of the different changes (BE in particular) in the esophageal mucosa are challenging since they have a very similar appearance. Confocal laser endomicroscopy (CLE) is one of the newest endoscopy tools that is commonly used to identify the pathology type of the suspected area of the esophageal mucosa. However, it requires a well-trained physician to classify the image obtained from CLE. An automatic stage classification of esophageal mucosa is presented. The proposed model enhances the internal features of CLE images using an image filter that combines fractional integration with differentiation. Various features are then extracted on a multiscale level, to classify the mucosal tissue into one of its four types: normal squamous (NS), gastric metaplasia (GM), intestinal metaplasia (IM or BE), and neoplasia. These sets of features are used to train two conventional classifiers: support vector machine (SVM) and random forest. The proposed method was evaluated on a dataset of 96 patients with 557 images of different histopathology types. The SVM classifier achieved the best performance with 96.05% accuracy based on a leave-one-patient-out cross-validation. Additionally, the dataset was divided into 60% training and 40% testing; the model achieved an accuracy of 93.72% for the testing data using the SVM. The presented model showed superior performance when compared with four state-of-the-art methods. Accurate classification is essential for the intestinal metaplasia grade, which most likely develops into esophageal cancer. Not only does our method come to the aid of physicians for more accurate diagnosis by acting as a second opinion, but it also acts as a training method for junior physicians who need practice in using CLE. Consequently, this work contributes to an automatic classification that facilitates early intervention and decreases samples of required biopsy.
In-vivo Barrett In recent years, the rate of esophageal cancer has been increasing significantly in industrial countries. 1,2 Barrett's esophagus (BE) and gastroesophageal reflux disease are considered the primary cause of reaching malignancy of the esophagus columnar. 3, 4 As shown in Fig. 1 , BE is the deformation (metaplasia) of the healthy cells above the lower esophageal sphincter. 6, 7 Even though it is ranked the 18th most common cancer in most countries, it is considered one of the deadliest diseases with only 18.8% chance of a 5-year survival rate. 8 BE should be diagnosed in its early stages, and the patient has to have regular follow-ups to avoid evolving into a later stage. 9 It starts to appear when "normal squamous" (NS) epithelium transforms into a metaplastic mucosa containing gastric or intestinal mucosa. 6 Figure 2 demonstrates the transformation stages from normal cells until reaching the cancerous stage. To detect BE and classify its histopathology grade, both endoscopy and biopsy evidences are required. 11 According to Mainz confocal Barrett's classification, 12 the transformation of the cells in the esophagus tube has a different vessel appearance and cell structure. The stages can be categorized into four histopathology grades: NS is the normal stage, where the patients have no disease, "gastric metaplasia (GM)" is the first stage of cell deformation accompanied with mucus, "intestinal metaplasia (IM)" is the main precancerous stageoften considered as proper BE-with dysplasia in the esophageal path, 13 patients who have GM can also have IM 14 and finally, "neoplasia mucosa (NPL)" is the later stage that might be cancerous.
Confocal laser endomicroscopy (CLE) is an in-vivo endoscopy technology, which provides an instant characterization of esophageal histology 15 and has been available for examination since 2005. 16 It captures highly magnified images of the mucosal layer in the gastrointestinal (GI) tract, 17 and it can reduce the need for biopsy by providing a virtual slide. 18 To benefit from the CLE capabilities, the physicians need to be very well trained to have the ability to differentiate between the small changes of the different pathology stages.
The main aim of this study is to develop a system that can automatically and accurately classify the IM (precancerous) and NPL (cancerous) stages from the other types of cell deformation in the esophagus tube as they are considered important stages in the detection of BE. The model also can serve as a second opinion for physicians and will support a decrease in the number of biopsy samples needed for each patient.
To summarize, our aim is to develop an automatic BE classification system by focusing on:
• Enhancing the CLE images by improving the feature details using a combination of "fractional integration (FI)" and differentiation for a facilitated computerized classification and an improved visualization for physicians.
• Analyzing the cell architecture and vessel properties of each stage to extract an effective combination of features for the classification process.
• Developing a unified framework that can automatically classify the captured CLE image in a real-time manner.
The paper is organized as follows: Sec. 2 gives a brief description of the previous study in the literature, followed by Sec. 3, which represents a detailed description of the system modules. Section 4 illustrates the extensive experiments compared with the state-of-the-art methods to validate the model efficiency. Finally, Sec. 5 concludes the paper by recommending the next steps.
Related Background
In this section, we provide a brief description of endoscopy technologies used to detect/classify BE focusing on CLE, followed by an overview of the previous studies on BE classification using CLE.
Endoscopy Used for BE Classification
Endoscopy is a nonsurgical process that examines the different cavities within a human body. 20 Several endoscopic technologies have been developed for a couple of decades to examine the upper GI tract and proved their efficiency in the examination process, such as standard white light endoscopy (WLE), highdefinition WLE (HD-WLE), chromoendoscopy, wireless capsule endoscopy, narrow band imaging, optical coherence tomography, and CLE.
The WLE/HD-WLE endoscopes are considered the main endoscopy tools used for detection process. 21 It was reported that an appropriate diagnosis using CLE when added with the WLE/HD-WLE might lead to a less number of biopsy samples taken from the patient. 22 CLE can give a magnified microscopy image (up to 1000×) for the subsurface of tissue analysis. 23 It is adequate for real-time examination for diagnosis to reduce the number of samples performed through traditional biopsies. 24 After injecting an intravenous contrast agent (typically fluorescein) to stain the intercellular gap to outline cell borders, a blue laser is used to scan the mucosal surface focusing at a determined depth. The CLE is applicable for clinical use to diagnose BE. 25 It is also considered to be an important field that will highlight attention for more research in the field of automatic classification. 26 More details about endoscopes used for Barrett's detection and classification can be found at Refs. 5, 27-29.
Related Work of BE Classification Methods
There exists an amount of research available in the literature for automatic BE stage classification using different endoscopes that are discussed in Ref. 30 . However, in this review, we will be mainly focusing on methods utilizing the CLE only.
A patch-based classification method was suggested by Grisan et al. 31 to distinguish between the IM and GM grades by extracting rotation invariant local binary patterns (RLBP) and contrast features from CLE images. The result showed 98.85% sensitivity and 65.22% specificity for detecting the IM class, which was considered efficient in classifying specific regions inside the image.
Grisan et al. 32 introduced a computer diagnosis method for classification between IM, GM, and NPL with an overall accuracy of 84%. In this system, the features are extracted based on an image-based approach and processed on a two-stage classifier. In the first phase, images were classified as either NPL or not. Images from the non-NPL class, from the first stage, are passed to the next level, where they are classified as either IM or GMP, based on a proposed leakage pattern extraction. The evaluation of the classification performance was based on the leave-one-out cross-validation on 336 CLE images.
Veronese et al. 14 employed a technique to classify the different stage IM, GM, and NPL. In this model, a combination between patch-based and image-based feature extraction has been established. In the first stage, a patch-based classifier is used to extract intensity distribution values, geometric characteristics, and RLBP to find if the image is IM or not. Utilizing a voting scheme, if the number of the positive sub-blocks in one image is higher than a certain threshold, then the images are categorized as IM if not then a studied leakage pattern method extracts a different feature from the whole image and is used for classification in next stage to GM and NPL. This model was able to achieve an overall accuracy of 96%. In our previous work, 33 we proposed a classification model that discriminated between the IM, GM, and NPL on CLE images. The model was divided into three phases: the first phase was improving the image details by using an ad hoc filter and the second phase was extracting different features, such as intensity features, wavelet features, GLCM, fractal dimension, and fuzzy LBP. These sets of features were divided into three batches. Each feature_vector was used in one of the levels in the final multistage classification phase. The model was able to achieve overall accuracy of 90.458%, sensitivity of 0.93, and specificity of 0.86 for classifying the IM class with an average of 12.1 s for an image.
A deep learning method to identify IM, GM, and NPL was put forward by Hong et al., 34 designing a convolutional neural network (CNN) composed of four CNN layers with two maxpooling layers in between and two fully connected networks at the end. The overall accuracy of the system based on the testing images was only 80.77%. This model has a limitation of running the model properly due to the limited size of the available dataset during the training phase even after applying augmentation. The dataset before augmentation is composed of 235 classified as 155 IM, 26 GM, and 55 NPL. The small amount of GM images trained led the proposed model to fail in categorizing any of the GM testing images. Additionally, the results of testing the network are based on a very small imbalanced data sample that consists of 26 images only (17 IM, 4 GM, and 5 NPL), which does not imply the efficiency of the proposed network.
Even though there exist studies for categorizing the BE, there are also some limitations among the literature, which still needs to be investigated to improve the performance. As a recall, BE is a type of disease that requires regular endoscopy surveillance after diagnosis to monitoring the cell deformation progress. A good automatic classification system must have a better accuracy rate compatible with the checkups that may lead to fewer biopsy samples.
To reach this, more investigation about an automated and accurate classification of the BE grades is needed. This can be done by studying the internal features of each class closely to build an automatic classification model effectively.
Proposed Model
Automated digital pathology classification of a CLE image is considered to be a challenging process for several reasons. Although each stage has its own histopathological characteristics, the transformation between each stage is considered visually small and difficult to identify easily. Moreover, the doctor examining the patients needs to be trained in the CLE imaging modality and is required to have background knowledge of histopathology. Figure 3 represents samples from the four different stages captured using the CLE. The proposed approach consists of three steps, which are illustrated in Fig. 4 . First, the CLE image is enhanced using a filter, and then different sets of features are extracted to discriminate between the four stages. Finally, SVM and random forest (RF) classifiers are trained separately to classify the pathology grade. Each of these steps will be described in details in the following section.
Enhancement Phase
In the first phase of the proposed model, the CLE image is enhanced by applying a digital filter that utilizes the fractional differentiation (FD) and FI in the wavelet sub-bands. As shown in Fig. 5 , the proposed filter first decomposes the image into its discrete wavelet transform (DWT), dividing it into four sub-bands (LL, LH, HL, and HH). Then, FI is applied to the diagonal sub-bands (LH-HL) to remove the noise, while the FD is applied to the HH sub-band to improve selected texture features. The improved image is reconstructed by applying the inverse DWT, and then the FD filter is reapplied on the whole reconstructed image to improve the overall texture. In the following subsections, each phase will be explained in detail.
Discrete wavelet transform
DWT decomposes the image into four different frequency subbands holding the majority of the data position and emphasizing the features. These sub-bands correspond to approximate, horizontal, vertical, and diagonal features, respectively. The LL subband is approximately located at half the original image, while the HH sub-band contains the high-frequency details of the image. On the other hand, the HL-LH holds the changes to an image. The DWT is generally used to improve the features, 35 since it allows selective and separate suppression of coefficients in the different sub-bands, thus differently affecting low-frequency, high frequency, and directional features. We empirically chose Daubechies (db2) 36 as the mother wavelet of the DWT analysis at level 1 decomposition.
Fractional differential and fractional integration
FD and FI are mathematical operations related to the field of fractional calculus that deals with noninteger values. 37 FD has proven in the literature to provide better performance in improving the texture of images than other methods 38 while FI has shown to be an effective image noise removal method maintaining image feature details. 39 In medical image processing, the texture is one of the key features that can improve the performance of classification. Texture can help in describing the positioning and local spatial variation of pixel intensity. 40 Applying integer-order differentiation arising from the discrete nature of the image may result in the disruption of the fine textural details that we need to capture. Therefore, using the FD is an efficient method to deal with the texture like problems. In our model, we apply the FD twice: first, it is applied to the HH sub-band to improve the high-frequency details of the image. Second, it is applied to the overall image after reconstruction from the DWT to enhance the overall texture details of the image. The FD is implemented using a mask filter based on Eq. (1) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 7 3 0 dsðx; yÞ dx
(1) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 6 7 6 M 0 ¼ − Γð1 − α∕2Þ αΓð1 − α∕2ÞΓð−αÞ ;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 6 3 7
where α is the derivative order of the FD that takes a noninteger value ranging for 0 < α < 1, M is the applied mask with window size of ½n Ã n and is calculated based on Eqs. (2) and (3), d is the direction where the masked is applied.
On the other hand, denoising is important to remove the noise from the image while preserving the quality of its features. So, the FI is applied at the LH-HL sub-bands, where they hold the changes of images or edges along vertical and horizontal directions, respectively. The FI can remove noise and sustain the texture and edge features in an image. 42 In the proposed model, we utilize the FI mask suggested by Ref. 43 for the enhancement phase.
Feature extractions
Features are calculated based on the properties of the histopathology stage. Each grade (NS, GM, IM, and NPL) has a particular internal structure. The computation complexity is also taken into consideration as the CLE is an in-vivo technology; so, the automatic classification process needs to be performed in a real-time manner. An aggregation of texture and intensity features is calculated as below.
Multiscale pyramid with rotation invariant LBP
A multiscale feature named multiscale pyramid with rotation invariant local binary pattern (MP-RLBP) is proposed. It extracts the RLBP from different levels of Gaussian pyramid images. Gaussian pyramid samples the image down into smaller groups of pixels by calculating the average weight of neighbored pixels. It provides useful information for texture mapping. RLBP 44 is an extension of LBP that was first represented in Ref. 45 . The RLBP is calculated by shifting the output binary code circularly according to its neighbors. It has two essential elements, P the corresponding pixel count and R the radius length. The image is first decomposed into N-levels using a Gaussian pyramid. 46 The RLBP is extracted from each scaled image, as shown in Fig. 6 , to measure the relationship between a pixel and its neighbor as a descriptor. The N-level of Gaussian pyramid in the proposed model is adjusted to level-3 while the parameters of RLPB were set to R ¼ 4 with P ¼ 8.
Maximally stable extremal regions
Maximally stable extremal region (MSER) is known as a shape descriptor that was first introduced by Matas et al. 47 It can detect regions having different properties by evaluating the stability of extremal regions, which represent the high-and low-intensity regions compared to all pixels of the outer boundaries. 48 MSER is considered a fast region detector with a good performance for the homogeneous regions with distinctive boundaries in an image. It has four main parameters: [threshold (t), minimum (min R) and maximum (max R) size of each region and maximum stability function q], defining q as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 5 1 3
where A expresses the area of region R at threshold t. The image features detected by MSER are the stable regions that are mapped into a global high-dimensional feature vector of size 64. As previously explained, each BE grade type has a certain deformation of the cell properties based on the stage. Therefore, extracting MSER features help improve the accuracy of classification. In the proposed model, we empirically set the variables of the MSER to t ¼ 2, min R ¼ 30, max R ¼ 1400, and q < 0.25.
Gray level co-occurrence matrices
Gray level co-occurrence matrix (GLCM) captures the secondorder statistical features for texture. Fourteen textural features were defined by Haralick, 49 computing different properties to obtain texture feature details. One of the dysplasia properties is that it usually has a high entropy value. Moreover, low contrast and homogeneity of pixel pairs helps to differentiate the degree of dysplasia. For that reason, the following GLCM features (entropy, contrast, and homogeneity) are utilized in our model: In-vivo Barrett's esophagus digital pathology stage classification through feature enhancement of confocal laser endomicroscopy E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 7 5 2 Entropy ¼
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 7 1 4 Contrast ¼
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 7 1 Homogeneity ¼
where P ij is the element of normalization between two pixels i and j, and N is the number of gray levels in the image.
Fractal texture features
The calculated set of features includes the fractal texture features, as presented by Ref. 50 . This feature measures the fractal dimension using the box-counting method, mean gray level and size (pixel count) from set of binary images. The binary images are created using a two-threshold decomposition that characterizes the texture patterns of the CLE input image. Additionally, we compute the "Lacunarity", which measure the spatial distribution of the fractal gaps. The low lacunarity represents a homogenous texture, where all gaps represent the same size, on the other hand, high lacunarity provides heterogeneous texture. Our model will benefit from this feature to identify the gaps caused by the vessel appearance and compare between high complex details in similar stages (i.e., GM and IM).
Fuzzy local binary pattern
Fuzzy local binary pattern (FLBP) is another extension of LBP. The LBP measures the relationship between a pixel intensity and its neighboring intensities. The fuzzy logic deals with the uncertainty of the LBP and improves the textures classification by employing a set of fuzzy rules. 35 The FLBP is described in Ref. 51 , where two membership functions were implemented to generate the rules in order to extract the texture descriptor. Since the cell texture representation is very challenging and, in each consecutive stage, there exists a very high similarity in their properties, a feature, such as FLBP, will then have the ability to measure texture information.
Classification
In this work, we evaluate two classifiers that are mostly employed by various CAD systems, briefly explained in the following section:
SVM is a learning algorithm that is originally introduced by Ref. 52 and successfully extended by some researchers. In the classification process, SVM utilizes a maximal margin hyperplane to separate a set of binary labeled data. In the case of nonlinear separation, the SVM requires a kernel method (polynomial kernel, radial basis function, and hyperbolic tangent) to automatically realize a nonlinear mapping of the feature space to maximize the margin hyperplane. The chosen kernel is defined as Kðx; yÞ. In the proposed model, the SVM classifier with a polynomial kernel is used. The polynomial kernel function can be expressed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 7 5 2
where c is a parameter that trades off between the impact of the high-order parameter against the lower order ones and d represents the degree of the polynomial that relates to the sum of the supported variables.
Random forest
RF is a classification method that deploys an ensemble decision trees first introduced in Ref. 53 . It is composed of a selection of tree classifiers, where each classifier randomly selects a subset of the input vector and each tree votes for the highest selected class to categorize the input. Different parameters are initialized in a RF classifier, such as depth of tree (D_tree) and random seed point (rp), to be discussed in Sec. 4.2.
Experimental Results and Discussion
Experiments are carried out to measure the effectiveness of the proposed automatic BE stage classification. We have compared our method to four state-of-the-art methods. The results along with quantitative analysis and discussion are presented in this section.
Experimental Dataset
A CLE dataset consisting of 557 images of four different histopathology grades from 96 patients was used to test the efficiency of the proposed model (IM 58 patients of 402 images, GM 10 patients of 41 images, NPL 16 patients of 68 images, NS 12 patients of 45 images). Endomicroscopy was performed by two experienced endoscopists at the European Oncological Institute (IEO, Milan, Italy) and Veneto Institute of Oncology (IOV, Padova, Italy) during routine clinical surveillance endoscopy in patients with BE, using a confocal laser endoscope (EC-3870CIFK; Pentax, Tokyo, Japan), allowing simultaneous videoendoscopy and endomicroscopy. Preparation of the patients includes conscious sedation. The confocal images were obtained after injection of 10% fluorescein sodium. The resolution of each image is 1024 × 1024 (corresponding to 500 × 500 μm) that was obtained at a scan rate of 0.8 frames/s using an optical slice thickness of 7 μm and stored digitally. The range of the z-axis was 0 to 250 μm below the surface layer.
Evaluation Measures and Experimental Setting

Classification evaluation measures
To evaluate the performance of the proposed model in classifying BE different stages, we employ the standard performance metrics generally adopted in medical image classification (accuracy, sensitivity, specificity, precision, and F-measure) defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 2 0 0
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 1 6 0
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 1 2 5
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 9 0 Precision ¼
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where TP = true positive, TN = true negative, FP = false positive, and FN = false negative.
Enhancement filter evaluation measures
To assess the performance of the enhancement filter objectively, we utilize two well-known image quality quantitative measures: contrast improvement index (CII) and Tenengrad measure.
• CII measures the improvement of the contrast between the enhanced and original image:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 6 0 2 CII ¼
A E A I (14)
where A E is the average values of local contrast C from the enhanced image and A I from the original image. The local contrast C is calculated from a window size of 3 × 3 as maximum−minimum maximumþminimum . The increase of the CII values indicates an improvement in the contrast of the enhanced image.
• Tenengrad measure is used to examine whether structural information in the enhanced image has been improved or not, therefore, it is one of the most accurate and robust measures for image quality evaluation. For each enhanced image E, the gradient ΔEði; jÞ at each pixel location ði; jÞ is used to calculate the Tenengrad value, where the partial derivatives are acquired through a high-pass filter using Sobel operator, with the convolution kernels e i and e j . The gradient magnitude is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 3 9 5 Sði; jÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ½e i × Eði; jÞ 2 þ ½e j × Eði; jÞ 2 q ;
and the Tenengrad value (T) for an image is calculated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 3 3 2 T ¼ X i X j Sði; jÞ 2 Sði; jÞ 2 > t; (16) where t is a threshold. A larger Tenengrad value implies a higher quality of an image.
Experimental setup
For implementation and experimental evaluation, the Matlab_ R2016a has been used on a 2.9 GHz dual-core Intel Core i5 with 8.0 GB SDRAM. Moreover, we evaluated and tested different α values for the enhancement filter in several directions with different window size. In our study, the window size of the enhancement filter mask (M) is adjusted to 5 × 5 and applied in d ¼ 8 directions. The α value in FD process can range from 0 < α < 1, as explained earlier, when applying FD in the HH sub-band α is set to 0.6 while when applied to the whole image, it is set to α ¼ 0.4. Additionally, we compared the performance of two classification methods expressed in Sec. 3.3. The variables of the SVM polynomial kernel have been set to c ¼ 1 and d ¼ 2 [in Eq. (9)] while the parameters of the RF classifier were set to D_tree ¼ 100 and rp ¼ 1. Furthermore, the extracted features were concatenated to form a feature vector of size (620 × 1) made up of MP-RLBP (286 × 1), MSER (64 × 1), GLCM (3 × 1), fractal texture features (11 × 1), FLBP (256 × 1) to be used for classification.
Evaluation Results and Discussion
In order to support the doctors with a valid second opinion, the proposed model is concerned with the accuracy of automatically classifying each histopathology grade, specifically the precancerous stage IM and later NPL stage.
The confusion matrix in Table 1 illustrates the performance of the proposed model using the leave-one-patient-out crossvalidation (LOPO-CV) with the SVM classifier that showed a better performance than the RF as will be discussed. Since each patient might have more than one image, this type of validation is more efficient to measure the confidence of the model and avoid any bias classification. Based on this validation method, the model was able to achieve an overall accuracy of 96.05% with a sensitivity of 0.97 for IM, 0.90 for GM, 0.94 for NPL, and 1.00 for NS. The results show that the misclassified images are mostly classified incorrectly as a higher grade. Therefore, the system is considered better than misclassifying any true positives that need to be examined.
Moreover, experiments have been applied to the dataset without using the filter to evaluate the efficiency of the proposed enhancement filter on the classification results, we extracted the suggested features from the original image (without enhancement) and classified using both the SVM and RF to evaluate the effect of the filter and the classifiers on the proposed model performance. The results of each classifier are compared together in Table 2 , and the sensitivity for each class and overall accuracy are illustrated in Fig. 7 . Starting with the IM class, the SVM classifier was able to detect more IM images accurately with less false positives when compared to the RF (with or without filter) showing highest values throughout the table for all the evaluation measures. Moreover, applying the enhancement filter to the images increases the sensitivity from 95% to 97%, specificity from to 79% to 96%, precision from 94% to 96%, and F-measure from 96% to 97% when using the SVM classifier. While in the case of using the RF, results using enhancement increased the sensitivity from 86% to 90%, specificity from to 88% to 91%, precision from 95% to 96%, and F-measure from 91% to 94%. Followed by the GM class, using the RF classifier in enhanced images outperformed with a result of 100% while a better result for the specificity was shown when using the SVM classifier indicating that SVM was able to decrease the number of false positives for this class. As shown in the table, using the filter for both classifiers showed a significant increase in the results of all evaluation measures.
Pursuing the results of NPL class, the sensitivity and F-measure with results of 94% and 88% using the SVM on enhanced images surpassed the results from RF (with and without filter) and SVM without the filter. The specificity for the RF classifier on the enhanced images was better than the other three values. On the other hand, the precision value (88%) of the SVM without the filter was the best in this case. This was the only incidence, where the experimental results for nonenhanced images showed a better performance than enhanced images throughout the table.
Finally, the NS class results were improved when using the filer for both classifiers resulting in an accuracy of 100% without allowing any other classes to be misclassified as NS. As a conclusion from this comparison, the SVM classifier on enhanced images was more efficient compared to RF for classifying the four pathology stages. Therefore, it will be used for the rest of the evaluations made in this section.
Furthermore, to evaluate the performance of the proposed enhancement filter on improving the quality of the image, we employ different quantitative measures, as discussed in the previous section. Table 3 illustrates the performance measure values obtained after applying the proposed filter in comparison with different standard enhancement techniques: histogram equalization (HE), adaptive HE, median filter, Wiener filter, and Gaussian filter. From the table, it can be seen that the proposed enhancement filter gives a higher CII value compared to the standard enhancement methods showing that the filter is able to provide better contrast within the image. Additionally, throughout the table, the Tenegard value outperforms against the other conventional filters, therefore, we can conclude that the structural information has been improved, which leads to an improved classification result. In addition to the quantitative evaluation results, we also demonstrate some qualitative results in Fig. 8 that represent an example of different samples from CLE images before and after applying the enhancement filter.
Additional experiments are tested by evaluating the model on an individual dataset. The patients' images were split into 60% training and 40% testing. As shown in Table 4 , the model was able to maintain high performance by achieving an overall 93.72%, misclassifying 5 IM as NPL, 4 GM as IM, 3 GM as NPL, and 2 NPL as IM. As a further study, a comparison of the results for the presented model with other state-of-the-art models is demonstrated in Table 5 . We employ the publicly available dataset provided by the ISBI'16 challenge 54 used by both Ghatwary et al. 33 and the deep learning method by Hong et al. 34 By comparing the proposed model with Ghatwary et al., 33 our model surpassed the overall accuracy by 7%. Moreover, by evaluating each class separately, a significant improvement was observed in both sensitivity and specificity for the three categories. For the method proposed by Hong et al., 34 we could not compare the results of our model with it. The results illustrated by Hong et al. 34 in Table 5 were based on only a total of 26 images (a small subset from the dataset provided by ISBI'16 challenge 54 ) from 262 images that are used by our model and Ghatwary et al.; 33 therefore, it was going to be an unfair comparison. Meanwhile, when evaluating the results by Hong et al., 34 the accuracy showed a low performance of 80.77%. Moreover, the results indicate that images from GM and NPL were misclassified as IM. Fig. 8 Example of different sample of CLE images before and after using the enhancement filter. Another comparison assessment is shown in Table 6 to illustrate the evaluation of the proposed model against the most recent state-of-the-art methods Veronese et al. 14 and Grisan et al., 32 using the same dataset of 337 images with three different classes only (GM, IM, and NPL). Moreover, using the same evaluation method of a leave-one-image-out cross-validation. As shown, the proposed model exceeded the overall accuracy by 2.97% and 18.16%, respectively. Also, each class was evaluated separately, beginning with the IM class-the main precancerous stage-which is considered the primary target, since its detection through the classification stage is critical to the therapeutic plan. By evaluating the sensitivity, the proposed model not only surpassed 14 by 4% but also outperformed 32 by 22%. However, the specificity of the proposed model falls short by 1% compared to Ref. 14. The main reason behind this fall is that one image from NPL class was classified as IM. On the other hand, in Ref. 14, the IM was misclassified as another class; hence, their IM specificity was not affected.
GM class is the smallest dataset among the three categories in this experimental evaluation. Thus, misclassification of an image leads to an obvious impact on the results. Both sensitivity and specificity of the current model were able to maintain the highest performance by correctly classifying all the GM images with no false positives while Refs. 14 and 32 missed 5 and 1 images, respectively.
Finally, by evaluating the sensitivity of NPL stage, both Refs. 14 and 32 achieved a 100% for this class. However, the proposed model did not experience a significant decline as only a single image was misclassified. On the other hand, the specificity of our model outperformed 14, 32 indicating the improvement in decreasing the classification of the other two classes as NPL.
Further investigation has been made since the CLE is an in-vivo process, it requires the classification to be done on a real-time basis. Therefore, it is essential to take into account the computation time. The execution time for each phase (image enhancement and feature extraction) was measured separately. The average processing time for enhancement of an image required 2 to 3 s while the feature extraction process required 1.9 to 2.5 s per image. Therefore, the total average processing time required by the proposed model to classify an image is an average of 3.9 to 6.5 s.
Moreover, in Table 7 , we compare the computation time required to classify a single image using our method with other state-of-the-art methods. As shown, the proposed model was able to classify the stage of the abnormality in less time than the other methods. The average time of the model was faster than Ghatwary et al. 33 33 Veronese et al., 14 and Grisan et al. 32 take more time is that they are multistage classification models, where the preprocessing, feature extraction, and classification is done on several stages based on the abnormality type. Additionally, our models (Refs. 32 and 33) are image-based feature extraction systems. Therefore, the processing time toward the feature extraction phase can be considered similar. However, the model in Ref. 14 was divided into two phases: a patch-based phase and an image-based phase, which requires more time to divide a single image into patches and select the suitable ones for feature extraction.
The time by the proposed model is considered reasonable and convenient for the examination process since the mean Table 5 Comparison between proposed model, Ghatwary et al., 33 and Hong et al. 34 using leave-one-image-out cross-validation approach on 262 images of different stages.
Proposed model
Ghatwary et al. 33 Hong et al. 33 Veronese et al., 14 and Grisan et al. 32 for image classification.
Proposed model Ghatwary et al. 33 Veronese et al. 14 Grisan et al. 32 3.9 to 6.5 9 to 17 7.1 to 9. inspection time of the CLE is around 22 min. A patient needs between 9 and 45 min to be examined, and the CLE image is captured with a rate of 0.8 frames/s at a resolution of 1024 × 1024. 12 
Conclusion
This paper presents an automatic classification for Barrett's esophagus stages focusing on improving the classification of IM category to support the physician's opinion. This will help decrease the required biopsy samples and monitor the dysplasia before turning into cancer. Preprocessing steps are first applied to enrich the CLE input image for feature extraction. The enhancement is a vital part of the contribution to the proposed system, carried out by implementing a filter that employs the FI and FD in the sub-bands of the DWT. Subsequently, the FD is applied to the whole image after it regains its original form. Afterward, a multiscale feature MP-LBP, GLCM, fractal analysis, fuzzy LBP, and MSER are calculated and fed into a classifier based on SVM (polynomial kernel). The proposed system shows promising results with an overall accuracy of 96.05% when it is validated on a leave-one-out patient validation. Moreover, the model achieved 93.7% overall accuracy when splitting the dataset into 60% training and 40% testing.
In conclusion, higher accuracy results are obtained-particularly in the IM class (97%)-represented by the proposed automatic Barrett's classification model when using the SVM classifier on enhanced images. In future studies, we will focus on developing a complete CAD system that supports the full diagnosis of BE, by automatically detecting and classifying the abnormalities related to BE in the esophagus.
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