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Finding the solutions of nonlinear operator equations has been a subject of research for decades but has recently attracted much
attention. This paper studies the convergence of a newly introduced viscosity implicit iterative algorithm to a fixed point of a
nonexpansive mapping in Banach spaces. Our technique is indispensable in terms of explicitly clarifying the associated concepts
and analysis. The scheme is effective for obtaining the solutions of various nonlinear operator equations as it involves the
generalized contraction. The results are applied to obtain a fixed point of λ-strictly pseudocontractive mappings, solution of α
-inverse-strongly monotone mappings, and solution of integral equations of Fredholm type.
1. Introduction
The Viscosity Approximation Method (VAM) for solving
nonlinear operator equations has recently attracted much
attention. In 1996, Attouch [1] considered the viscosity
solutions of minimization problems. In 2000, Moudafi [2]
introduced an explicit viscosity method for nonexpansive
mappings. The iterative explicit viscosity sequence fxng∞n=1
is defined by
xn+1 = αn f xnð Þ + 1 − αnð ÞTxn, n ∈ℕ, ð1Þ
where fαng∞n=1 ⊂ ð0, 1Þ, f is a contraction on K and the non-
expansive mapping T : K⟶ K is also defined on K , which
is a nonempty closed convex subset of a Hilbert space H.
The sequence (1) converges strongly to a fixed point of a non-
expansive mapping T under suitable conditions. Xu et al. [3]
proposed the concept of the implicit midpoint rule
xn+1 = αn f xnð Þ + 1 − αnð ÞT
xn + xn+1
2
 
, n ∈ℕ, ð2Þ
where fαng∞n=1, T , and f remain as defined in (1). Under cer-
tain conditions, they established that the implicit midpoint
sequence (2) converges to a fixed point p of T which also
solves the variational inequality
I − fð Þp, x − ph i ≥ 0, ∀x ∈ F Tð Þ, ð3Þ
where h,i is the inner product. Aibinu et al. [4] studied the
convergence of the sequence (2) in uniformly smooth Banach
spaces. Ke and Ma [5] introduced generalized viscosity
implicit rules which extend the results of Xu et al. [3]. The
generalized viscosity implicit procedures are given by
xn+1 = αn f xnð Þ + 1 − αnð ÞT δnxn + 1 − δnð Þxn+1ð Þ, n ∈ℕ,
ð4Þ
yn+1 = αn f ynð Þ + βnyn + γnT δnyn + 1 − δnð Þyn+1ð Þ, n ∈ℕ,
ð5Þ
where fδng∞n=1 ⊂ ð0, 1Þ, fαng∞n=1, fβng∞n=1, fγng∞n=1 ⊂ ½0, 1
with αn + βn + γn = 1: Replacement of strict contractions in
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(5) by the generalized contractions and extension to uni-
formly smooth Banach spaces was considered by Yan et al.
[6]. Under certain conditions imposed on the parameters
involved, the sequence fxng∞n=1 converges strongly to a fixed
point p of the nonexpansive mapping T , which is also the
unique solution of the variational inequality
I − fð Þp, J x − pð Þh i ≥ 0, for all x ∈ F Tð Þ, ð6Þ
where J is a normalized duality mapping and h,i is the duality
pairing. Aibinu and Kim [7] used an analytical method to
compare the rate of convergence of the sequences (4) and
(5). Due to the important roles which nonlinear operator
equations play in modeling many phenomena in scientific
fields, research on the solution and application of nonlinear
operator equations are ever green (see e.g., [8–12]).
Inspired by the previous works in this direction, this
paper studies an implicit iterative sequence that involves
the generalized contraction and which is effective for
obtaining the solutions of various nonlinear operator equa-
tions. Precisely, for a nonempty closed convex subset K of a
uniformly smooth Banach space E and real sequences
ffαing∞n=1g
3
i=1 ⊂ ½0, 1 and fδng∞n=1 ⊂ ð0, 1Þ such that ∑3i=1αin
= 1, an implicit iterative scheme is defined from an arbi-
trary x1 ∈ K by
xn+1 = α1n f xnð Þ + α2nxn + α3nT 1 − δnð Þf xnð Þ + δnxn+1ð Þ, ð7Þ
where T : K⟶ K is a nonexpansive mapping and f is a
generalized contraction mapping. The sequence is shown
to converge strongly to a fixed point of a nonexpansive
mapping in Banach spaces. The adopted technique is indis-
pensable in terms of explicitly clarifying the associated con-
cepts and analysis. The results are applied to obtain a fixed
point of λ-strictly pseudocontractive mapping, solution of
α-inverse-strongly monotone mapping, and solution of the
integral equation of Fredholm type. An example of real
sequences which satisfy the stated conditions of our iteration
is given.
2. Preliminaries
Definition 1. Let E be a real Banach space with dual E∗ and
denote the norm on E by k:k. The normalized duality mapping
J : E⟶ 2E∗ is defined as
J xð Þ = f ∈ E∗ : x, fh i = xk k fk k, xk k = fk kf g, ð8Þ
where h:, :i is the duality pairing between E and E∗:
Definition 2. Let BE ≔ fx ∈ E : kxk = 1g. E is said to be smooth
(or Gâteaux differentiable) if the limit
lim
t→0+
x + tyk k − xk k
t
ð9Þ
exists for each x, y ∈ BE:E is said to have uniformly Gâteaux
differentiable norm if for each y ∈ BE , the limit is attained
uniformly for x ∈ BE and uniformly smooth if it is smooth
and the limit is attained uniformly for each x, y ∈ BE: Also,
E is said to be uniformly smooth if
lim
τ→0
ρE τð Þ
τ
= 0: ð10Þ
It is well known that ρE is nondecreasing. E is said to
be q-uniformly smooth if there exist a constant c > 0 and a
real number q > 1 such that ρEðτÞ ≤ cτq:Lp, lp, and Wmp ð1 <
p <∞Þ are typical examples of such spaces, where
Lp, lp,Wmp is
2 − uniformly smooth if 2 ≤ p <∞,
p − uniformly smooth if 1 < p < 2:
(
ð11Þ
Recall that if E is smooth, then J is single valued and
onto if E is reflexive. Furthermore, the normalized duality
mapping J is uniformly continuous on bounded subsets of E
from the strong topology of E to the weak-star topology of E∗
if E is a Banach space with a uniformly Gâteaux differentiable
norm.
Definition 3. Let ðE, dÞ be a metric space and K a subset of E
with f : K⟶ K a mapping defined on K:
(i) f is said to be Lipschitzian if there exists a constant
c > 0, such that for all x, y ∈ K
d f x, f yð Þ ≤ cd x, yð Þ: ð12Þ
f is called nonexpansive if c = 1, and it is a con-
traction if c ∈ ½0, 1Þ. A contraction mapping f will
be referred to as c-contraction mapping
(ii) f is said to be a Meir-Keeler contraction if for each
ε > 0 there exists δ = δðεÞ > 0 such that for each x, y
∈ K , with ε ≤ dðx, yÞ < ε + δ, we have dð f ðxÞ, f ðyÞÞ
< ε
(iii) Letℕ be the set of all positive integers andℝ+ the set
of all positive real numbers. A mapping ψ : ℝ+
⟶ℝ+ is said to be an L-function if ψð0Þ = 0, ψðtÞ
> 0 for all t > 0 and for every s > 0, there exists u >
s such that ψðtÞ ≤ s for each t ∈ ½s, u
(iv) f : E⟶ E is called a ðψ, LÞ-contraction if ψ :
ℝ+⟶ℝ+ is an L-function and dð f ðxÞ, f ðyÞÞ <
ψðdðx, yÞÞ, for all x, y ∈ E, x ≠ y
Throughout this paper, the generalized contraction map-
pings will refer to Meir-Keeler or ðψ, LÞ-contraction contrac-
tions. It is assumed that the L-function from the definition of
ðψ, LÞ-contraction is continuous, strictly increasing, and
limt→∞ϕðtÞ =∞, where ϕðtÞ = t − ψðtÞ for all t ∈ℝ+. When-
ever there is no confusion, ϕðtÞ and ψðtÞ will be written as ϕt
and ψt, respectively.
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We have the following interesting results about the Meir-
Keeler contraction.
Proposition 4 Meir and Keeler [13]. Let ðE, dÞ be a complete
metric space and let f be a Meir-Keeler contraction on E:
Then, f has a unique fixed point in E.
Proposition 5 Suzuki [14]. Let E be a Banach space, K a con-
vex subset of E and f : K⟶ K a Meir-Keeler contraction.
Then, ∀ε > 0, there exists c ∈ ð0, 1Þ such that
f uð Þ − f vð Þk k ≤ c u − vk k, ð13Þ
for all u, v ∈ K with ku − vk ≥ ε:
Proposition 6 Lim [15]. Let ðE, dÞ be a metric space and
f : E⟶ E be a mapping. The following assertions are
equivalent:
(i) f is a Meir-Keeler type mapping
(ii) there exists an L-function ψ : ℝ+⟶ℝ+ such that f
is a ðψ, LÞ-contraction
Proposition 7 Lim [15]. Let K be a nonempty convex subset
of a Banach space E, T : K⟶ K a nonexpansive mapping
and f : K⟶ K a Meir-Keeler contraction. Then, Tf and
fT are Meir-Keeler contractions.
The following lemmas are needed in the sequel.
Lemma 8 Suzuki [16]. Let fung∞n=1 and fvng∞n=1 be bounded
sequences in a Banach space E and ftng∞n=1 be a sequence in
½0, 1 with 0 < liminfn→∞tn ≤ limsupn→∞tn < 1: Suppose that
un+1 = ð1 − tnÞun + tnvn for all n ≥ 0 and limsupn→∞ðkun+1
− unk − kvn+1 − vnkÞ ≤ 0: Then, limn→∞kun − vnk = 0:
Lemma 9 Sunthrayuth and Kumam [17]. Let K be a non-
empty closed and convex subset of a uniformly smooth Banach
space E . Let T : K⟶ K be a nonexpansive mapping such
that FðTÞ ≠∅ and f : K⟶ K be a generalized contraction
mapping. Assume that fxtg defined by xt = t f ðxtÞ + ð1 − tÞT
xt for t ∈ ð0, 1Þ converges strongly to p ∈ FðTÞ as t⟶ 0: Sup-
pose that fxng is a bounded sequence such that kxn − Txnk
⟶ 0 as n⟶∞: Then,
limsup
n→∞
f pð Þ − p, J xn − pð Þh i ≤ 0: ð14Þ
Lemma 10 Sunthrayuth and Kumam [17]. Let K be a non-
empty closed and convex subset of a uniformly smooth Banach
space E: Let T : K⟶ K be a nonexpansive mapping such
that FðTÞ ≠∅ and f : K⟶ K be a generalized contraction
mapping. Then, fxtg defined by xt = t f ðxtÞ + ð1 − tÞTxt
for t ∈ ð0, 1Þ converges strongly to p ∈ FðTÞ, which solves
the following variational inequality:
f pð Þ − p, J z − pð Þh i ≤ 0, ∀z ∈ F Tð Þ: ð15Þ
Lemma 11 Xu [18]. Let fang be a sequence of nonnegative
real numbers satisfying the following relations:
an+1 ≤ 1 − αnð Þan + αnσn + γn, n ∈ℕ, ð16Þ
where
(i) fαgn ⊂ ð0, 1Þ, ∑∞n=1αn =∞
(ii) limsupfσgn ≤ 0
(iii) γn ≥ 0, ∑
∞
n=1γn <∞
Then, limn→∞an = 0:
3. Main Results
Assumption 12. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and f : K⟶ K a general-
ized contraction mapping. Let T be a nonexpansive self-
mapping defined on K with FðTÞ ≠∅: The real sequences
ffαing∞n=1g
3
i=1 ⊂ ½0, 1 and fδng∞n=1 ⊂ ð0, 1Þ are assumed to sat-
isfy the following conditions:
(i) ∑3i=1α
i
n = 1
(ii) limn→∞ð1 − α3nδn − α2nÞ = 0,∑∞n=1ð1 − α3nδn − α2nÞ =
∞
(iii) 0 < liminfn→∞α2n ≤ limsupn→∞α2n < 1
(iv) limn→∞α3n = 0,∑∞n=1α3nð1 − δnÞ <∞
(v) 0 < ε ≤ δn ≤ δn+1 ≤ δ < 1, for all n ∈ℕ
Under the conditions (i)-(v) of Assumption 12 stated
above, this study establishes the convergence of the iterative
scheme (7).
Firstly, it is shown that for all ω ∈ K , the mapping defined
by
u↦ Tω uð Þ≔ α1n f ωð Þ + α2nω + α3nT 1 − δnð Þf ωð Þ + δnuð Þ,
ð17Þ
for all u ∈ K , where ffαng∞n=1g3i=1 ⊂ ½0, 1, fδng∞n=1 ⊂ ð0, 1Þ,
is a contraction with δ ∈ ð0, 1Þ a contractive constant.
Indeed, for all u, v ∈ K ,
Tω uð Þ − Tω vð Þk k = α3n T 1 − δnð Þf ωð Þ + δnuð Þk
− T 1 − δnð Þf ωð Þ + δnvð Þk
≤ α3n 1 − δnð Þf ωð Þ + δnuk
− 1 − δnð Þf ωð Þ − δnvk
≤ α3nδn u − vk k ≤ δn u − vk k
≤ δ u − vk k:
ð18Þ
Therefore, Tω is a contraction. By Banach’s contraction map-
ping principle, Tω has a fixed point.
The proof of the following lemmas which are useful in
establishing the main result are given.
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Lemma 13. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and f : K⟶ K a general-
ized contraction mapping. Let T be a nonexpansive self-
mapping defined on K with FðTÞ ≠∅: For an arbitrary x1 ∈
K , define the iterative sequence fxng∞n=1 by (7). Then, the
sequence fxng∞n=1 is bounded under the conditions (i)-(v) of
Assumption 12.
Proof. It is needed to show that the sequence fxng∞n=1 is
bounded. For p ∈ FðTÞ,
xn+1 − pk k = α1n f xnð Þ + α2nxn + α3nT 1 − δnð Þf xnð Þð

+ δnxn+1Þ − pk ≤ α1n f xnð Þ − pk k + α2n xn − pk k
+ α3n T 1 − δnð Þf xnð Þ + δnxn+1ð Þ − pk k
≤ α1n f xnð Þ − f pð Þk k + α1n f pð Þ − pk k + α2n xn − pk k
+ α3n 1 − δnð Þf xnð Þ + δnxn+1 − pk k
= α1n f xnð Þ − f pð Þk k + α1n f pð Þ − pk k + α2n xn − pk k
+ α3n 1 − δnð Þ f xnð Þ − pð Þ + δn xn+1 − pð Þk k
≤ α1n f xnð Þ − f pð Þk k + α1n f pð Þ − pk k + α2n xn − pk k
+ α3n 1 − δnð Þ f xnð Þ − f pð Þk k + α3n 1 − δnð Þ
 f pð Þ − pk k + α3nδn xn+1 − pk k
≤ α1nψ xn − pk k + α1n f pð Þ − pk k + α2n xn − pk k
+ α3n 1 − δnð Þψ xn − pk k + α3n 1 − δnð Þ f pð Þ − pk k
+ α3nδn xn+1 − pk k = α1nψ + α2n + α3n 1 − δnð Þψ
 
 xn − pk k + α1n + α3n 1 − δnð Þ
 
f pð Þ − pk k
+ α3nδn xn+1 − pk k = α1n + α3n
 
ψ + α2n − α3nδnψ
 
 xn − pk k + α1n + α3n
 
− α3nδn
 
f pð Þ − pk k
+ α3nδn xn+1 − pk k = 1 − α2n
 
ψ + α2n − α3nδnψ
 
 xn − pk k + 1 − α2n − α3nδn
 
f pð Þ − pk k
+ α3nδn xn+1 − pk k = ψ + α2n 1 − ψð Þ − α3nδnψ
 
 xn − pk k + 1 − α2n − α3nδn
 
f pð Þ − pk k
+ α3nδn xn+1 − pk k:
ð19Þ
Therefore,
xn+1 − pk k ≤
ψ + α2n 1 − ψð Þ − α3nδnψ
1 − α3nδn
xn − pk k
+ 1 − α
2
n − α
3
nδn
1 − α3nδn
f pð Þ − pk k
+ 1 − α
2
n − α
3
nδn
1 − α3nδn
f pð Þ − pk k
= 1 − 1 − α
2
n − α
3
nδn
 
ϕ
1 − α3nδn
 
xn − pk k
+ 1 − α
2
n − α
3
nδn
 
ϕ
1 − α3nδn
ϕ−1 f pð Þ − pk k
≤max xn − pk k, ϕ−1 f pð Þ − pk k
	 

:
ð20Þ
Then by induction, we have
xn+1 − pk k ≤max x1 − pk k, ϕ−1 f pð Þ − pk k
	 

: ð21Þ
For p ∈ FðTÞ,
f xnð Þk k ≤ f xnð Þ − f pð Þk k + f pð Þk k
≤ ψ xn − pk k + f pð Þk k
≤max ψ x1 − pk k, ψϕ−1 f pð Þ − pk k
	 

+ f pð Þk k by inductionð Þ:
ð22Þ
So, fxng∞n=1 is bounded. Also,
T 1 − δnð Þf xnð Þ + δnxn+1ð Þk k
= T 1 − δnð Þf xnð Þ + δnxn+1ð Þ − p + pk k
≤ T 1 − δnð Þf xnð Þ + δnxn+1ð Þ − Tpk k + pk k
≤ 1 − δnð Þf xnð Þ + δnxn+1 − pk k + pk k
≤ 1 − δnð Þ f xnð Þ − pk k + δn xn+1 − pk k + pk k
≤ 1 − δnð Þ f xnð Þ − f pð Þk k + 1 − δnð Þ f pð Þ − pk k
+ δn xn+1 − pk k + pk k ≤ 1 − δnð Þψ xn − pk k
+ δn xn+1 − pk k+ 1 − δnð Þ f pð Þ − pk k+ pk k
≤ 1 − εð Þψ xn − pk k + δ xn+1 − pk k
+ 1 − εð Þ f pð Þ − pk k + pk k:
ð23Þ
Therefore,
T 1 − δnð Þf xnð Þ + δnxn+1ð Þk k
≤ 1 + δ − εψð Þ max xn − pk k, ϕ−1 f pð Þ − pk k
	 

+ 1 − εð Þ f pð Þ − pk k + pk k by inductionð Þ:
ð24Þ
Hence, fTðð1 − δnÞf ðxnÞ + δnxn+1Þg∞n=1 is bounded.
Lemma 14. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and f : K⟶ K a general-
ized contraction mapping. Let T be a nonexpansive self-
mapping defined on K with FðTÞ ≠∅: Suppose fδng∞n=1 is a
real sequences in ð0, 1Þ and fxng∞n=1 ⊂ K: Set yn = ð1 − δnÞ
f ðxnÞ + δnxn+1, then
Tyn+1 − Tynk k ≤ 1 − δn+1ð Þψ xn+1 − xnk k + δn+1 − δnð Þ
 xn+1 − f xnð Þk k + δn+1 xn+2 − xn+1k k:
ð25Þ
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Proof.
Tyn+1 − Tynk k
= T 1 − δn+1ð Þf xn+1ð Þ + δn+1xn+2ð Þ − T 1 − δnð Þf xnð Þðk
+ δnxn+1Þk ≤ 1 − δn+1ð Þf xn+1ð Þ + δn+1xn+2k
− 1 − δnð Þf xnð Þ − δnxn+1k = 1 − δn+1ð Þf xn+1ð Þk
− 1 − δn+1ð Þf xnð Þ + 1 − δn+1ð Þf xnð Þ − 1 − δnð Þf xnð Þ
+ δn+1xn+2 − δn+1xn+1 + δn+1xn+1 − δnxn+1k
= 1 − δn+1ð Þ f xn+1ð Þ − f xnð Þð Þ − δn+1 − δnð Þf xnð Þk
+ δn+1 xn+2 − xn+1ð Þ + δn+1 − δnð Þxn+1k
= 1 − δn+1ð Þ f xn+1ð Þ − f xnð Þð Þ + δn+1 − δnð Þ xn+1 − f xnð Þð Þk
+ δn+1 xn+2 − xn+1ð Þk ≤ 1 − δn+1ð Þ f xn+1ð Þ − f xnð Þk k
+ δn+1 − δnð Þ xn+1 − f xnð Þk k + δn+1 xn+2 − xn+1k k
≤ 1 − δn+1ð Þψ xn+1 − xnk k + δn+1 − δnð Þ xn+1 − f xnð Þk k
+ δn+1 xn+2 − xn+1k k:
ð26Þ
Theorem 15. Let K be a nonempty closed convex subset
of a uniformly smooth Banach space E and f : K⟶ K a gen-
eralized contraction mapping. Let T be a nonexpansive self-
mapping defined on K with FðTÞ ≠∅: Assume that the condi-
tions (i)-(v) of Assumption 12 are satisfied. Then, the iterative
sequence fxng∞n=1 which is defined from an arbitrary x1 ∈ K by
(7) converges strongly to a fixed point p of T , which solves the
variational inequality (6), given by
I − fð Þp, J x − pð Þh i ≥ 0, for all x ∈ F Tð Þ: ð27Þ
Proof. Setting zn = ðxn+1 − α2nxnÞ/ð1 − α2nÞ and yn = ð1 − δnÞf
ðxnÞ + δnxn+1, one can obtain that
zn+1 − zn
= xn+2 − α
2
n+1xn+1
1 − α2n+1
−
xn+1 − α2nxn
1 − α2n
= α
1
n+1 f xn+1ð Þ + α3n+1T yn+1ð Þ
1 − α2n+1
−
α1n f xnð Þ + α3nT ynð Þ
1 − α2n
= α
1
n+1
1 − α2n+1
f xn+1ð Þ − f xnð Þð Þ +
α1n+1
1 − α2n+1
−
α1n
1 − α2n
 
f xnð Þ
+ α
3
n+1
1 − α2n+1
T yn+1ð Þ − T ynð Þð Þ +
α3n+1
1 − α2n+1
−
α3n
1 − α2n
 
T ynð Þ
= α
1
n+1
1 − α2n+1
f xn+1ð Þ − f xnð Þð Þ −
α3n+1
1 − α2n+1
−
α3n
1 − α2n
 
f xnð Þ
+ α
3
n+1
1 − α2n+1
T yn+1ð Þ − T ynð Þð Þ +
α3n+1
1 − α2n+1
−
α3n
1 − α2n
 
T ynð Þ
= α
1
n+1
1 − α2n+1
f xn+1ð Þ − f xnð Þð Þ +
α3n+1
1 − α2n+1
−
α3n
1 − α2n
 
 T ynð Þ − f xnð Þð Þ +
α3n+1
1 − α2n+1
T yn+1ð Þ − T ynð Þð Þ:
ð28Þ
Let M1 = supnfkTðynÞ − f ðxnÞkg, M2 = supnfkxn+1 − f
ðxnÞkg, and M =max fM1,M2g: Then,
zn+1 − znk k
≤
α1n+1
1 − α2n+1
f xn+1ð Þ − f xnð Þk k +
α3n+1
1 − α2n+1
−
α3n
1 − α2n


 T ynð Þ − f xnð Þk k +
α3n+1
1 − α2n+1
T yn+1ð Þ − T ynð Þk k
≤
α1n+1
1 − α2n+1
ψ xn+1 − xnk k +
α3n+1
1 − α2n+1
−
α3n
1 − α2n


 T ynð Þ − f xnð Þk k +
α3n+1
1 − α2n+1
1 − δn+1ð Þψ xn+1 − xnk k½
+ δn+1 − δnð Þ xn+1 − f xnð Þk k + δn+1 xn+2 − xn+1k k
 by 25ð Þð Þ = α
1
n+1ψ + α3n+1 1 − δn+1ð Þψ
1 − α2n+1
xn+1 − xnk k
+ α
3
n+1
1 − α2n+1
−
α3n
1 − α2n

 + α3n+1 δn+1 − δnð Þ1 − α2n+1
 
M
+ α
3
n+1δn+1
1 − α2n+1
xn+2 − xn+1k k:
ð29Þ
It is needed to evaluate kxn+2 − xn+1k:
xn+2 − xn+1
= α1n+1 f xn+1ð Þ + α2n+1xn+1 + α3n+1Tyn+1 −

α1n f xnð Þ
+ α2nxn + α3nTyn

= α1n+1 f xn+1ð Þ − f xnð Þð Þ
+ α2n+1 xn+1 − xnð Þ + α3n+1 Tyn+1 − Tynð Þ
+ α1n+1 − α1n
 
f xnð Þ + α2n+1 − α2n
 
xn + α3n+1 − α3n
 
Tyn
= α1n+1 f xn+1ð Þ − f xnð Þð Þ + α2n+1 xn+1 − xnð Þ + α3n+1
 Tyn+1 − Tynð Þ +

α2n − α
2
n+1
 
+ α3n − α3n+1
 
f xnð Þ
+ α2n+1 − α2n
 
xn + α3n+1 − α3n
 
Tyn = α1n+1

f xn+1ð Þ
− f xnð Þ

+ α2n+1 xn+1 − xnð Þ + α3n+1 Tyn+1 − Tynð Þ
+ α2n+1 − α2n
 
xn − f xnð Þð Þ + α3n+1 − α3n
 
Tyn − f xnð Þð Þ:
ð30Þ
This leads to
xn+2 − xn+1k k
≤ α1n+1ψ xn+1 − xnk k + α2n+1 xn+1 − xnk k + α3n+1 Tyn+1 − Tynk k
+ α2n+1 − α2n
  xn − f xnð Þk k + α3n+1 − α3n  Tyn − f xnð Þk k
≤ α1n+1ψ xn+1 − xnk k + α2n+1 xn+1 − xnk k + α3n+1 1 − δn+1ð Þψ½
 xn+1 − xnk k + δn+1 − δnð Þ xn+1 − f xnð Þk k
+ δn+1 xn+2 − xn+1k k by 25ð Þð Þ + α2n+1 − α2n
 
 xn − f xnð Þk k + α3n+1 − α3n
  Tyn − f xnð Þk k
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= α2n+1 + α3n+1 + α1n+1
 
ψ − α3n+1δn+1ψ
 
xn+1 − xnk k
+ α3n+1δn+1 xn+2 − xn+1k k + α2n+1 − α2n
  + α3n+1 − α3n 
+ α3n+1 δn+1 − δnð ÞÞM = α2n+1 + 1 − α2n+1
 
ψ − α3n+1δn+1ψ

 xn+1 − xnk k + α3n+1δn+1 xn+2 − xn+1k k + α2n+1 − α2n
 
+ α3n+1 − α3n
  + α3n+1 δn+1 − δnð ÞÞM = ψ + α2n+1 1 − ψð Þ
− α3n+1δn+1ψ

xn+1 − xnk k + α3n+1δn+1 xn+2 − xn+1k k
+ α2n+1 − α2n
  + α3n+1 − α3n  + α3n+1 δn+1 − δnð Þ M
= α2n+1 1 − ψð Þ + 1 − α3n+1δn+1
 
ψ
 
xn+1 − xnk k
+ α3n+1δn+1 xn+2 − xn+1k k + α2n+1 − α2n
  + α3n+1 − α3n 
+ α3n+1 δn+1 − δnð Þ

M:
ð31Þ
Let dn = ð∣α2n+1 − α2n∣+∣α3n+1 − α3n∣+α3n+1ðδn+1 − δnÞÞ:
Therefore,
xn+2 − xn+1k k ≤
α2n+1 1 − ψð Þ + 1 − α3n+1δn+1
 
ψ
1 − α3n+1δn+1
xn+1 − xnk k
+ dnM1 − α3n+1δn+1
:
ð32Þ
Let Sn = jðα3n+1/ð1 − α2n+1ÞÞ − ðα3n/ð1 − α2nÞÞj + ððα3n+1ðδn+1
− δnÞÞ/ð1 − α2n+1ÞÞ and substitute (32) into (29) to obtain
zn+1 − znk k ≤

α1n+1ψ + α3n+1 1 − δn+1ð Þψ
1 − α2n+1
+ α
3
n+1δn+1
1 − α2n+1
× α
2
n+1 1 − ψð Þ + 1 − α3n+1δn+1
 
ψ
1 − α3n+1δn+1

 xn+1 − xnk k + SnM +
α3n+1δn+1
1 − α2n+1
× dnM1 − α3n+1δn+1
= α
1
n+1ψ + α3n+1 1 − δn+1ð Þψ − α3n+1δn+1 α1n+1ψ + α3n+1 1 − δn+1ð Þψ
 
1 − α2n+1
 
1 − α3n+1δn+1
  + α3n+1δn+1 α2n+1 1 − ψð Þ + 1 − α3n+1δn+1 ψ 1 − α2n+1  1 − α3n+1δn+1 
" #
 xn+1 − xnk k + Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M
= α
1
n+1ψ + α3n+1 1 − δn+1ð Þψ − α3n+1δn+1 α1n+1ψ + α3n+1ψ − α3n+1δn+1ψ
 
1 − α2n+1
 
1 − α3n+1δn+1
  + α3n+1δn+1 α2n+1 − α2n+1ψ + ψ − α3n+1δn+1ψ 1 − α2n+1  1 − α3n+1δn+1 
" #
 xn+1 − xnk k + Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M
= α
1
n+1ψ + α3n+1 1 − δn+1ð Þψ − α3n+1δn+1 1 − α2n+1
 
ψ − α3n+1δn+1ψ
 
1 − α2n+1
 
1 − α3n+1δn+1
  + α3n+1δn+1 α2n+1 + 1 − α2n+1 ψ − α3n+1δn+1ψ 1 − α2n+1  1 − α3n+1δn+1 
" #
 xn+1 − xnk k + Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M = α
1
n+1ψ + α3n+1 1 − δn+1ð Þψ + α3n+1δn+1α2n+1
1 − α2n+1
 
1 − α3n+1δn+1
  xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M = 1 − α
2
n+1
 
ψ − α3n+1δn+1ψ + α3n+1δn+1α2n+1
1 − α2n+1
 
1 − α3n+1δn+1
  xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M = 1 − 1 − α
2
n+1
 
1 − ψð Þ − α3n+1δn+1 1 − ψð Þ
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M = 1 − 1 − α
2
n+1
 
ϕ − α3n+1δn+1ϕ
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M = 1 − 1 − α
2
n+1 − α
3
n+1δn+1
 
ϕ
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M ≤ 1 − 1 − α
2
n+1 − α3n+1δn+1
 
ϕ
1 − α2n+1
 
xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M:
ð33Þ
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It then follows that
zn+1 − znk k − xn+1 − xnk k
≤ −
1 − α2n+1 − α3n+1δn+1
 
ϕ
1 − α2n+1
xn+1 − xnk k
+ Sn +
dnα
3
n+1δn+1
1 − α2n+1
 
1 − α3n+1δn+1
 
 !
M,
ð34Þ
and thus,
limsup
n→∞
zn+1 − znk k − xn+1 − xnk kð Þ ≤ 0: ð35Þ
Invoking Lemma 8 to obtain that
lim
n→∞
zn − xnk k = 0: ð36Þ
Consequently,
xn+1 − xnk k = 1 − α2n
 
zn + α2nxn − xn
 
= 1 − α2n
 
zn − 1 − α2n
 
xn
 
= 1 − α2n
 
zn − xnð Þ
 
≤ 1 − α2n
 
zn − xnk k⟶ 0 as n⟶∞:
ð37Þ
Next is to show that limn→∞kxn − TðxnÞk = 0: From (7),
it is obtained that
xn − Txnk k ≤ xn − xn+1k k + xn+1 − T xnð Þk k
≤ xn+1 − xnk k + α1n f xnð Þ + α2nxn + α3nT ynð Þ

− T xnð Þ
 ≤ xn+1 − xnk k + α1n f xnð Þ − T xnð Þk k
+ α2n xn − T xnð Þk k + α3n T ynð Þ − T xnð Þk k
≤ xn+1 − xnk k + α1n f xnð Þ − T xnð Þk k
+ α2n xn − T xnð Þk k + α3n yn − xnk k
≤ xn+1 − xnk k + α1n f xnð Þ − T xnð Þk k
+ α2n xn − T xnð Þk k + α3n 1 − δnð Þf xnð Þk
+ δnxn+1 − xnk ≤ xn+1 − xnk k
+ α1n f xnð Þ − T xnð Þk k + α2n xn − T xnð Þk k
+ α3n 1 − δnð Þ xn − f xnð Þk k + α3nδn xn+1 − xnk k
= 1 + α3nδn
 
xn+1 − xnk k + α1n + α3n 1 − δnð Þ
 
Q
+ α2n xn − T xnð Þk k = 1 + α3nδn
 
xn+1 − xnk k
+ 1 − α3nδn − α2n
 
Q + α2n xn − T xnð Þk k:
ð38Þ
Since 0 < liminfn→∞α2n ≤ limsupn→∞α2n < 1, let 0 < η ≤
α2n < 1, then
xn − Txnk k ≤
1 + α3nδn
1 − α2n
xn+1 − xnk k +
1 − α3nδn − α2n
1 − α2n
Q
≤
1 + α3nδn
1 − η xn+1 − xnk k +
1 − α3nδn − α2n
1 − η Q,
ð39Þ
which goes to zero as n⟶∞ by (37) and condition (ii) of
Assumption 12.
Let a sequence fxtg be defined by xt = t f ðxtÞ + ð1 − tÞ
Txt for t ∈ ð0, 1Þ: It is known by Lemma 10 that fxtg con-
verges strongly to p ∈ FðTÞ, which solves the variational
inequality:
f pð Þ − p, J x − pð Þh i ≤ 0, ∀x ∈ F Tð Þ, ð40Þ
which is equivalent to
I − fð Þp, J x − pð Þh i ≥ 0, ∀x ∈ F Tð Þ: ð41Þ
It can be shown that
limsup
n→∞
f pð Þ − p, J xn+1 − pð Þh i ≤ 0, ð42Þ
where p ∈ FðTÞ is the unique fixed point of the gene-
ralized contraction PFðTÞ f ðpÞ (Proposition 7), that is, p =
PFðTÞ f ðpÞ:
By (39), limn→∞kxn − Txnk = 0, it follows from Lemma 9
that
limsup
n→∞
f pð Þ − p, J xn − pð Þh i ≤ 0: ð43Þ
Due to the continuity of the duality map and the fact that
kxn+1 − xnk⟶ 0 as n⟶∞ by (37), it is obtained that
limsup
n→∞
f pð Þ − p, J xn+1 − pð Þh i
= limsup
n→∞
f pð Þ − p, J xn+1 − xn + xn − pð Þh i
= limsup
n→∞
f pð Þ − p, J xn − pð Þh i ≤ 0:
ð44Þ
Lastly, it is shown that xn⟶ p ∈ FðTÞ as n⟶∞:
Suppose that the sequence fxng∞n=1 does not converge
strongly to p ∈ FðTÞ: Then, there exists ε > 0 and a subse-
quence fxnkg
∞
k=1 of fxng
∞
n=1 such that kxnk − pk ≥ ε, for all
k ∈ℕ: Therefore, for this ε, there exists c ∈ ð0, 1/2Þ such that
f xnk
 
− f pð Þ  ≤ c xnk − p : ð45Þ
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xnk+1 − p
 2
= α1nk f xnk
 
− p, J xnk+1 − p
  
+ α2nk xnk − p, J xnk+1 − p
  
+ α3nk T ynk
 
− p, J xnk+1 − p
 D E
= α1nk f xnk
 
− f pð Þ, J xnk+1 − p
 
+ α1n f pð Þ − p, J xnk+1 − p
  
+ α2nk
 xnk − p, J xnk+1 − p
  
+ α3nk T ynk
 
− p, J xnk+1 − p
 D E
≤ cα1nk xnk − p
  xnk+1 − p  + α1n f pð Þ − p, J xnk+1 − p  
+ α2nk xnk − p
  xnk+1 − p  + α3nk 1 − δnk f xnk 
+ δnkxnk+1 − p
 xnk+1 − p  ≤ cα1nk xnk − p  xnk+1 − p 
+ α1n f pð Þ − p, J xnk+1 − p
  
+ α2nk xnk − p
  xnk+1 − p 
+ α3nk 1 − δnk
 
f xnk
 
− p
  xnk+1 − p 
+ α3nkδnk xnk+1 − p
 2 ≤ cα1nk xnk − p  xnk+1 − p 
+ α1n f pð Þ − p, J xnk+1 − p
  
+ α2nk xnk − p
  xnk+1 − p 
+ cα3nk 1 − δnk
 
xnk − p
  xnk+1 − p  + α3nk 1 − δnk 
 f pð Þ − pk k xnk+1 − p
  + α3nkδnk xnk+1 − p 2
= cα1nk + α
2
nk
+ cα3nk 1 − δnk
  
xnk − p
  xnk+1 − p 
+ α1n f pð Þ − p, J xnk+1 − p
  
+ α3nk 1 − δnk
 
f pð Þ − pk k
 xnk+1 − p
  + α3nkδnk xnk+1 − p 2 ≤ 12

cα1nk + α
2
nk
+ cα3nk 1 − δnk
 
xnk − p
 2 + xnk+1 − p 2  + α1n f pð Þh
− p, J xnk+1 − p
 
+ α3nkδnk xnk+1 − p
 2 + 12 α3nk 1 − δnk 
 f pð Þ − pk k2 + xnk+1 − p
 2  = 12

c

α1nk + α
3
nk
 1 − δnk
 
+ α2nk

xnk − p
 2 + α1n f pð Þ − p, J xnk+1 − p  
+ 12

c α1nk + α
3
nk
1 − δnk
  
+ α2nk + 2α
3
nk
δnk
+ α3nk 1 − δnk
 
xnk+1 − p
 2 + 12 α3nk 1 − δnk 
 f pð Þ − pk k2 = 12 c α
1
nk
+ α3nk 1 − δnk
  
+ α2nk
 
 xnk − p
 2 + α1n f pð Þ − p, J xnk+1 − p  
+ 12 c α
1
nk
+ α3nk 1 − δnk
  
+ α2nk + α
3
nk
1 + δnk
  
 xnk+1 − p
 2 + 12 α3nk 1 − δnk  f pð Þ − pk k2
= 12 c 1 − α
2
nk
− α3nkδnk
 
+ α2nk
 
xnk − p
 2
+ α1n f pð Þ − p, J xnk+1 − p
  
+ 12

c 1 − α2nk − α
3
nk
δnk
 
+ α2nk + α
3
nk
1 + δnk
 
xnk+1 − p
 2 + 12 α3nk 1 − δnk 
 f pð Þ − pk k2:
ð46Þ
Observe that
2 − c 1 − α2nk − α
3
nk
δnk
 
− α2nk − α
3
nk
1 + δnk

= 2 − c + cα2nk + cα
3
nk
δnk − α
2
nk
− α3nk − α
3
nk
δnk
= 2 − c − 1 − cð Þα2nk − 1 − cð Þα
3
nk
δnk − α
3
nk
= 1 − c − 1 − cð Þα2nk − 1 − cð Þα3nkδnk + 1 − α3nk
= 1 + 1 − cð Þ 1 − α2nk − α
3
nk
δnk
 
− α3nk ,
ð47Þ
α1nk = 1 − α
2
nk
− α3nk ≤ 1 − α
2
nk
− α3nkδnk since δnk ∈ 0, 1ð Þ
 
:
ð48Þ
Multiplying (46) by 2 gives
xnk+1 − p
 2
≤
c 1 − α2nk − α
3
nk
δnk
 
+ α2nk
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
xnk − p
 2
+ α
1
n
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
f pð Þ − p, J xnk+1 − p
  
+
α3nk 1 − δnk
 
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
f pð Þ − pk k2
= 1 −
1 − 2cð Þ 1 − α2nk − α3nkδnk
 
+ α1nk
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
0
@
1
A xnk − p 2
+
α1nk
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
f pð Þ − p, J xnk+1 − p
  
+
α3nk 1 − δnk
 
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
f pð Þ − pk k2
≤ 1 −
1 − 2cð Þ 1 − α2nk − α3nkδnk
 
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
0
@
1
A xnk − p 2
+
1 − 2cð Þ 1 − α2nk − α3nkδnk
 
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
1
1 − 2c
 f pð Þ − p, J xnk+1 − p
  
+
α3nk 1 − δnk
 
1 + 1 − cð Þ 1 − α2nk − α3nkδnk
 
− α3nk
 f pð Þ − pk k2 by 48ð Þð Þ:
ð49Þ
Using Lemma 11, it shows that xnk⟶ p as k⟶∞:
A contradiction, hence, fxng∞n=1 converges strongly to p ∈
FðTÞ:
The next result shows that under suitable conditions, the
implicit iterative sequences (5) and (7) converge to the same
fixed point.
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Theorem 16. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and f : K⟶ K a c-con-
traction mapping with c ∈ ½0, 1Þ: Let T be a nonexpansive
self-mapping defined on K with FðTÞ ≠∅: Let ffαing∞n=1g
3
i=1
⊂ ½0, 1 and fδng∞n=1 ⊂ ð0, 1Þ be real sequences such that ∑3i=1
αin = 1: Given that limn→∞α3n/ð1 − α2n − α3nδnÞ = 0, then
fxng∞n=1 defined by (7) converges to p if and only if fyng∞n=1
defined by (5) converges to p:
Proof. Notice that (7) and (5) are, respectively, given by
xn+1 = α1n f xnð Þ + α2nxn
+ α3nT 1 − δnð Þf xnð Þ + δnxn+1ð Þ, n ∈ℕ,
yn+1 = αn f ynð Þ + βnyn
+ γnT δnyn + 1 − δnð Þyn+1ð Þ, n ∈ℕ:
ð50Þ
It is needed to show that kxn − ynk⟶ 0, as n⟶∞:
xn+1 − yn+1k k
= α1n f xnð Þ + α2nxn + α3nT 1 − δnð Þf xnð Þ + δnxn+1ð Þ

− α1n f ynð Þ + α2nyn + α3nT δnyn + 1 − δnð Þyn+1ð Þ
 
= α1n f xnð Þ − f ynð Þð Þ + α2n xn − ynð Þ + α3n T 1 − δnð Þf xnð Þðð

+ δnxn+1Þ − T δnyn + 1 − δnð Þyn+1ð ÞÞ

≤ α1n f xnð Þ − f ynð Þk k + α2n xn − ynk k + α3n T 1 − δnð Þf xnð Þðk
+ δnxn+1Þ − T δnyn + 1 − δnð Þyn+1ð Þk
≤ α1nc xn − ynk k + α2n xn − ynk k + α3n 1 − δnð Þ f xnð Þ − yn+1ð Þk
+ δn xn+1 − ynð Þk ≤ α1nc xn − ynk k + α2n xn − ynk k
+ α3n 1 − δnð Þ f xnð Þ − f ynð Þ + f ynð Þ − yn+1k k
+ α3nδn xn+1 − yn+1 + yn+1 − ynk k
≤ α1nc xn − ynk k + α2n xn − ynk k + α3n 1 − δnð Þc xn − ynk k
+ α3n 1 − δnð Þ yn+1 − f ynð Þk k + α3nδn xn+1 − yn+1k k
+ α3nδn yn+1 − ynk k = α1nc + α3n 1 − δnð Þc + α2n
 
xn − ynk k
+ α3nδn xn+1 − yn+1k k + α3n 1 − δnð Þ yn+1 − f ynð Þk k
+ α3nδn yn+1 − ynk k:
ð51Þ
Since fyng∞n=1 and f f ðynÞg∞n=1 are bounded, let M2 =
max fsupnkyn+1 − f ðynÞk, supnkyn+1 − ynkg: Then,
xn+1 − yn+1k k ≤
α1nc + α3n 1 − δnð Þc + α2n
1 − α3nδn
xn − ynk k
+ α
3
n
1 − α3nδn
M2 = 1 − βnð Þ xn − ynk k
+ α
3
n
1 − α2n − α3nδnð Þ 1 − cð Þ
βnM2,
ð52Þ
where βn = ðð1 − α2n − α3nδnÞð1 − cÞÞ/ð1 − α3nδnÞ: From the
given condition, it follows that.
limsupn→∞α3n/ð1 − α2n − α3nδnÞ ≤ 0: Apply Lemma 11 to
(52) and take γn = 0 to get that kxn − ynk⟶ 0, as n⟶∞:
Next, suppose kyn − pk⟶ 0 as n⟶∞: It follows that
xn − pk k = xn − yn + yn − pk k
≤ xn − ynk k + yn − pk k⟶ 0 as n⟶ ∞:
ð53Þ
Similarly, suppose kxn − pk⟶ 0 as n⟶∞: Then,
yn − pk k = yn − xn + xn − pk k
≤ yn − xnk k + xn − pk k⟶ 0 as n⟶∞:
ð54Þ
Hence, the implicit iterative sequences (5) and (7) con-
verge to the same fixed point under suitable conditions.
Remark 17. One can deduce the following results from The-
orem 15.
Corollary 18. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and T a nonexpansive
self-mapping defined on K with FðTÞ ≠∅: Assume that the
real sequences fαng∞n=1 ⊂ ð0, 1Þ and fδng∞n=1 ⊂ ð0, 1Þ satisfy
the conditions:
(i) limn→∞αn = 0
(ii) ∑∞n=1αn =∞
(iii) ∑∞n=1jαn+1 − αnj <∞
(iv) 0 < ε ≤ δn ≤ δn+1 < 1
Then, the iterative sequence fxng∞n=1 which is defined from
an arbitrary x1 ∈ K by
xn+1 = αnxn + 1 − αnð ÞT 1 − δnð Þxn + δnxn+1ð Þ ð55Þ
converges strongly to a fixed point p of T which solves the var-
iational inequality (6).
Proof. The result follows from Theorem 15 by simply taking f
to be the identity mapping on K:
Corollary 19. Let K be a nonempty closed convex subset of a
uniformly smooth Banach space E and T a nonexpansive self-
mapping defined on K with FðTÞ ≠∅: Assume that the real
sequence fαng∞n=1 ⊂ ð0, 1Þ satisfies the following conditions:
(i) limn→∞αn = 0
(ii) ∑∞n=1αn =∞
(iii) ∑∞n=1jαn+1 − αnj <∞
Then, the iterative sequence fxng∞n=1 which is defined from
an arbitrary x1 ∈ K by
xn+1 = αnxn + 1 − αnð ÞT
xn + xn+1
2
 
ð56Þ
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converges strongly to a fixed point p of T which solves the var-
iational inequality (6).
Proof. The result follows from Theorem 15 by simply taking f
to be the identity mapping on K and δn = 1/2 for all n ∈ℕ:
Consequently, this improves and extend the results of
Alghamdi et al. [19].
4. Applications
4.1. Application to Fixed Points of λ-Strictly Pseudocontractive
Mappings. Let K be a closed convex subset of a real Banach
space E: A mapping S : K⟶ K is said to be λ-strictly pseu-
docontractive mapping if there exists 0 ≤ λ < 1 such that
Sx − Syk k2 ≤ x − yk k2 − λ I − Sð Þx − I − Sð Þyk k2, ∀x, y ∈ K ,
ð57Þ
where I denotes the identity operator on K:
Zhou [20] established the following lemma which gives a
relationship between λ-strictly pseudocontractive mappings
and nonexpansive mappings.
Lemma 20. Let K be a nonempty subset of a 2-uniformly
smooth Banach space E: Let S : K⟶ K be a λ -strictly pseu-
docontractive mapping. For θ ∈ ð0, 1Þ, define
Tx = θx + 1 − θð ÞSx, ∀x ∈ K: ð58Þ
Then, as θ ∈ ð0, λ/L2 (where L is the 2-uniformly
smooth constant of a 2-uniformly smooth Banach space),
T : K⟶ K is nonexpansive such that FðTÞ = FðSÞ:
The following result is obtained by using Lemma 20 and
Theorem 15.
Corollary 21. Let K be a nonempty closed convex subset of
a 2-uniformly smooth Banach space E and f : K⟶ K a gen-
eralized contraction mapping. Let S : K⟶ K a λ-strictly
pseudocontractive mapping with FðTÞ ≠∅: Suppose that the
conditions (i)-(v) of Assumption 12 are satisfied and T is a
mapping from K into itself, defined by Tx = αx + ð1 − θÞSx,
x ∈ K , θ ∈ ð0, 1Þ: Then, for an arbitrary x1 ∈ K , the iterative
sequence fxng∞n=1 defined by
xn+1 = α1n f xnð Þ + α2nxn
+ α3nT 1 − δnð Þf xnð Þ + δnxn+1ð Þ, for all n ∈ℕ,
ð59Þ
converges strongly to a fixed point p of S, which solves the var-
iational inequality
I − fð Þp, J x − pð Þh i ≥ 0, for all x ∈ F Sð Þ: ð60Þ
4.2. Application to Solution of α-Inverse-Strongly Monotone
Mappings. Let K be a nonempty closed convex subset of a
Hilbert space H. The metric projection PK is defined from
H onto K by
PKx≔ arg miny∈K x − yk k
2, x ∈H ð61Þ
and characterized by
PK xð Þ≔ arg minz∈K x − zk k
2, x ∈H: ð62Þ
PKðxÞ is known as the only point in K that minimizes
the objective kx − zk over z ∈ K: A mapping A of K into H
is called monotone if hAu − Av, u − vi ≥ 0, for all u, v ∈ K:
The classical variational inequality (VI) problem is to find
u∗ ∈ K such that
Au∗, u − u∗h i ≥ 0, u ∈ K , ð63Þ
where A is a (single-valued) monotone operator in Hilbert
space H [21, 22]. In this work, the solution set of (63) is
denoted by VIðK , AÞ: In the context of the variational
inequality problem, (62) implies that
u ∈VI K , Að Þ⇔ u = PK u − γAuð Þ, ∀γ > 0: ð64Þ
A is said to be α-inverse-strongly monotone if there
exists a positive real number α such that
Au − Av, u − vh i ≥ α Au − Avk k2, ð65Þ
for all u, v ∈ K: If A is an α-inverse-strongly monotone map-
ping of K to H, it is known that A is 1/α-Lipschitz continu-
ous. Also, we have that for all u, v ∈ K and γ > 0,
I − γAð Þu − I − γAð Þvk k2
= u − vð Þ − Au − Avð Þk k2
= u − vk k2 − 2γ u − v, Au − Avh i + γ2 Au − Avk k2
≤ u − vk k2 + γ γ − 2αð Þ Au − Avk k2:
ð66Þ
Therefore, if γ ≤ 2α, then I − γA is a nonexpansive map-
ping of K into K: Consequently, one can apply Theorem 15
to deduce the following result:
Corollary 22. Let K be a nonempty closed convex subset of a
real Hilbert space H and f : K⟶ K a generalized contrac-
tions. Let A be an α-inverse-strongly monotone mapping of
K to H with A−10 ≠∅. Assume that the conditions (i)-(v) of
Assumption 12 are satisfied. Then, the iterative sequence
fxng∞n=1 which is defined from an arbitrary x1 ∈ K by
xn+1 = α1n f xnð Þ + α2n xnð Þ + α3nPK I − γAð Þ
 1 − δnð Þf xnð Þ + δnxn+1ð Þ, n ∈ℕ,
ð67Þ
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converges strongly to a solution p in A−10, which solves the
variational inequality
I − fð Þp, x − ph i ≥ 0, for all x ∈ A−10: ð68Þ
4.3. Application to Fredholm Integral Equation in Hilbert
Spaces. Consider a Fredholm integral equation of the form
x tð Þ = g tð Þ +
ð1
0
Φ t, s, x sð Þð Þds, t ∈ 0, 1½ , ð69Þ
where g is a continuous function on ½0, 1 and Φ : ½0, 1 ×
½0, 1 ×ℝ⟶ℝ is continuous. The existence of solutions
of (69) has been studied (see [23] and the references
therein). If Φ satisfies the Lipschitz continuity condition
Φ t, s, xð Þ −Φ t, s, yð Þj j ≤ x − yj j, s, t ∈ 0, 1½ , x, y ∈ℝ, ð70Þ
then equation (69) has at least one solution in the Hil-
bert space L2½0, 1 ([23], Theorem 3.3). Precisely, define a
mapping T : L2½0, 1⟶ L2½0, 1 by
Tx tð Þ = g tð Þ +
ð1
0
Φ t, s, x sð Þð Þds, t ∈ 0, 1½ : ð71Þ
It is known that T is nonexpansive. Indeed, for x, y ∈
L2½0, 1
Tx − Tyk k2 =
ð1
0
Tx tð Þ − Ty tð Þj j2dt
=
ð1
0
ð1
0
Φ t, s, x sð Þð Þ −Φ t, s, y sð Þð Þds


2
dt
≤
ð1
0
ð1
0
x sð Þ − y sð Þj jds


2
dt
≤
ð1
0
x sð Þ − y sð Þj j2ds = x − yk k2:
ð72Þ
Thus, finding a solution of integral equation (69) is
reduced to finding a fixed point of the nonexpansive map-
ping T in the Hilbert space L2½0, 1: Consequently, the fol-
lowing result is obtainable.
Corollary 23. Let K be a nonempty closed convex subset of
a Hilbert space L2½0, 1,T : K⟶ K , defined by (71) with
FðTÞ ≠∅ and f : K⟶ K is a generalized contraction. Sup-
pose that the conditions (i)-(v) of Assumption 12 are satisfied.
Then, for an arbitrary x1 ∈ K , the iterative sequence fxng∞n=1
defined by
xn+1 = α1n f xnð Þ + α2n xnð Þ
+ α3nT 1 − δnð Þf xnð Þ + δnxn+1ð Þ, n ∈ℕ,
ð73Þ
converges strongly to a fixed point p of T , which solves the var-
iational inequality
I − fð Þp, x − ph i ≥ 0, for all x ∈ F Tð Þ: ð74Þ
Examples of real sequences which satisfy the conditions of
Assumption 12 are
α1n
	 
∞
n=1 =
1
2n
 ∞
n=1
;
α2n
	 
∞
n=1 = 1 −
3
2n
 ∞
n=1
;
α3n
	 
∞
n=1 =
1
n
 ∞
n=1
;
δnf g∞n=1 =
n
2 n + 1ð Þ
 ∞
n=1
:
ð75Þ
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