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Abstract. We study the Cauchy problem for the Zakharov system in spatial
dimension d ≥ 4 with initial datum (u(0), n(0), ∂tn(0)) ∈ Hk(Rd) × H˙ l(Rd) ×
H˙ l−1(Rd). According to Ginibre, Tsutsumi and Velo ([9]), the critical exponent of
(k, l) is
(
(d− 3)/2, (d− 4)/2). We prove the small data global well-posedness and
the scattering at the critical space. It seems difficult to get the crucial bilinear
estimate only by applying the U2, V 2 type spaces introduced by Koch and Tataru
([23], [24]). To avoid the difficulty, we use an intersection space of V 2 type space
and the space-time Lebesgue space E := L2tL
2d/(d−2)
x , which is related to the
endpoint Strichartz estimate.
1. Introduction
We consider the Cauchy problem for the Zakharov system:

i∂tu+∆u = nu, t ∈ R, x ∈ Rd,
∂2t n−∆n = ∆|u|2, t ∈ R, x ∈ Rd,(
u(0), n(0), ∂tn(0)
)
= (u0, n0, n1) ∈ Hk(Rd)× H˙ l(Rd)× H˙ l−1(Rd),
(1.1)
where u = u(t, x) is complex valued, the slowly varying envelope of electric field and
n = n(t, x) is real valued, the deviation of ion density from its mean background
density. (1.1) describes the Langmuir turbulence in a plasma. We consider well-
posedness for (1.1) in spatial dimension d ≥ 4. (1.1) does not have scaling invariant
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transformation because of the difference of dilation transformations for the linear
wave equation and the Schro¨dinger equation. However, in [9], Ginibre, Tsutsumi
and Velo introduced a critical exponent for (1.1) which corresponds to the scaling
criticality in the following sense. We transform n into n± as n± := n±iω−1∂tn, ω :=√−∆. Then (1.1) is rewritten into

i∂tu+∆u = u(n+ + n−)/2, t ∈ R, x ∈ Rd,
(i∂t ∓ ω)n± = ±ω|u|2, t ∈ R, x ∈ Rd,(
u(0), n+(0), n−(0)
)
= (u0, n+0, n−0).
(1.2)
In the second equation of (1.2), if we disregard the second term of the left-hand
side, then (1.2) is invariant under the dilation
u→ uλ = λ3/2u(λx, λ2t), n→ n±λ = λ2n±(λx, λ2t),
and the the scaling critical exponent is (k, l) =
(
(d − 3)/2, (d − 4)/2). Our main
result is the small data global well-posedness and the scattering for (1.2) at the
critical exponent in spatial dimension d ≥ 4.
Theorem 1.1. Let d ≥ 4, k = (d− 3)/2, l = (d− 4)/2. Then (1.2) is globally well-
posed for small data in Hk(Rd)×H˙ l(Rd)×H˙ l(Rd) (resp. Hk(Rd)×H l(Rd)×H l(Rd)).
Moreover, the solution scatters in this space.
Remark 1.1. Note that (n+, n−) ∈ H˙ l(Rd) × H˙ l(Rd) (resp. H l(Rd) × H l(Rd)) is
equivalent to (n, ∂tn) ∈ H˙ l(Rd)× H˙ l−1(Rd) (resp. H l(Rd)×ωH l(Rd)). If we use the
transform n± := n± iω−11 ∂tn with ω1 :=
√
1−∆ instead of n± := n± iω−1∂tn, then
(n+, n−) ∈ H l(Rd)×H l(Rd) is equivalent to (n, ∂tn) ∈ H l(Rd)×H l−1(Rd) and the
second equation of (1.2) is rewritten into
(i∂t ∓ ω1)n± = ∓ω−11 ∆|u|2 ∓ ω−11 (n+ + n−)/2. (1.3)
This transform was used in [9] to study the local well-posedness. We can deal with
the first term of the right-hand side of (1.3) in the same manner as (1.2). The
second term ω−11 (n++n−)/2 is harmless when we consider the local well-posedness.
However, we do not know how to deal with it when we consider the global well-
posedness. For this reason, the global well-posedness of (1.1) in Hk(Rd)×H l(Rd)×
H l−1(Rd) is still open problem.
For more precise statement of Theorem 1.1, see Propositions 4.1, 4.2. Here, we
briefly mention the known results for the Cauchy problem for (1.1). There are many
results for 3 ≥ d ≥ 1. The local and global well-posedness and related results were
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obtained in 1990s. For the case on Rd, see [2,3,6–9,11–14,17,18,20,25–29]. For the
case on Td, see [5, 21, 22, 30]. The scattering results were obtained only after 2010
in [12–14, 17]. All these results are for the sub critical case. For d ≥ 4, Ginibre,
Tsutsumi and Velo [9] proved the local well-posedness of (1.1) when the initial data
is in Hk(Rd)×H l(Rd)×H l−1(Rd) with 2k > l+(d−2)/2, l > (d−4)/2, l+1 ≥ k ≥ l,
which is the sub critical case. Recently, Bejenaru, Guo, Herr and Nakanishi [1] have
proved the small data global well-posedness and the scattering in a range of (k, l)
for d = 4, which includes the critical case (k, l) = (1/2, 0) and the energy space
(k, l) = (1, 0).
The main difficulty in the study of the well-posedness of the Zakharov system
arises from so called “derivative loss”. The both nonlinear terms of (1.2) have a half
derivative loss when k = l + 1/2. To recover the derivative loss, Ginibre, Tsutsumi
and Velo [9] applied the Fourier restriction norm method, which was introduced by
Bourgain [4]. Bejenaru, Guo, Herr and Nakanishi [1] used the normal form reduction
and transformed (1.2) into a system which does not have derivative loss. Our proof is
more direct than their proof. We use the U2, V 2 type spaces, which were introduced
by Koch and Tataru [23], [24] and applied by Hadac, Herr and Koch [15] to the small
data global well-posedness and the scattering for the KP-II equation at the scale
critical space. There are two merits for using these function spaces. One is that we
can recover the derivative loss, by combining Lemma 2.12 and (2.2) in Proposition
2.11. The other is that we can employ the Strichartz estimate (see Proposition 2.13)
by Corollary 2.15 and we gain some integrability. Though the Fourier restriction
norm Xs,1/2+ε also have the same merits, it seems difficult to apply it for the critical
case. Because the estimate has small loss of integrability if we take ε ≤ 0 when
we employ the Strichartz estimate (see Lemma 2.4 in [9]) and we can recover only
1/2 − ε derivative loss if we take ε > 0 and it is not enough for our purpose. This
is the reason why the results in [9] is only for sub critical case and we use not the
Fourier restriction norm but the U2, V 2 type spaces.
There is another difficulty for the Zakharov system. It is caused by the difference
of the dilation scale of the Schro¨dinger equation and the wave equation. It is known
that the effect by oscillatory integral for the Schro¨dinger equation works more ef-
fectively than that of the wave equation. For instance, for d = 4, by the Ho¨lder
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inequality and the Bernstein inequality, we have
‖(PNeit∆f)(PNe∓it
√
∆g)‖L2tL2x . ‖PNeit∆f‖L2tL∞x ‖PNe∓it
√
∆g‖L∞t L2x
. N‖PNeit∆f‖L2tL4x‖PNe∓it
√
∆g‖L∞t L2x
. N‖PNf‖L2x‖PNg‖L2x,
if we use the endpoint Strichartz estimate for the Schro¨dinger equation, and
‖(PNeit∆f)(PNe∓it
√
∆g)‖L2tL2x . ‖PNeit∆f‖L∞t L2x‖PNe∓it
√
∆g‖L2tL∞x
. ‖PNeit∆f‖L∞t L2xN2/3‖PNe∓it
√
∆g‖L2tL6x
. N3/2‖PNf‖L2x‖PNg‖L2x,
if we use the endpoint Strichartz estimate for the wave equation. The former esti-
mate is 1/2 derivative better than the latter. Therefore, to estimate the quadratic
nonlinear term, we use the endpoint Strichartz estimate for the Schro¨dinger equa-
tion, that is to say the case of (p1, q1) = (2, 2d/(d − 2)) in Proposition 2.13. This
causes the following problem: if we use the U2 type function space and follow the
argument by Hadac, Herr and Koch [15], then by duality argument (see Proposition
2.7) we need to estimate L2tL
2d/(d−2)
x norm by the V 2 type norm. However, we can
not get such estimate by Corollary 2.15 because the V 2 type norm is slightly weaker
than U2 type norm. For this reason, we need the function space weaker than the U2
type and stronger than the V 2 type. For that purpose, we use an intersection space
of V 2 type space and E := L2tL
2d/(d−2)
x . See the definition of ‖u‖XkS in Definition 4,
which is the main idea in the present paper. Note that the L4 Strichartz estimate
was used and this difficulty was not caused for the KP-II equation in [15].
Finally, we refer to the plan of the rest of the paper. We introduce function
spaces, their properties and some lemmas in Section 2. In Section 3, we derive the
key bilinear estimate for the homogeneous case, Proposition 3.1. As a corollary,
we also prove the bilinear estimate for the inhomogeneous case, Corollary 3.2. In
Section 4, we mention the detail of main theorem and its proof.
Acknowledgement
The second author is supported by JSPS KAKENHI Grant Number 25400158.
2. notations and preliminary lemmas
In this section, we prepare some lemmas, propositions and notations to prove the
main theorem. Notations related to Up and V p spaces are based on the definition in
[15] and [16]. A . B means that there exists C > 0 such that A ≤ CB. Also, A ∼ B
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means A . B and B . A. Let u = u(t, x). Ftu, Fxu denote the Fourier transform
of u in time, space, respectively. Ft, xu = û denotes the Fourier transform of u in
space and time. Let Z be the set of finite partitions −∞ = t0 < t1 < · · · < tK =∞
and let Z0 be the set of finite partitions −∞ < t0 < t1 < · · · < tK ≤ ∞.
Definition 1. Let 1 ≤ p <∞. For {tk}Kk=0 ∈ Z and {φk}K−1k=0 ⊂ L2x with
∑K−1
k=0 ‖φk‖pL2x =
1 and φ0 = 0, we call the function a : R→ L2x given by
a =
K∑
k=1
1[tk−1, tk)φk−1
a Up-atom. Furthermore, we define the atomic space
Up :=
{
u =
∞∑
j=1
λjaj
∣∣∣ aj : Up-atom, λj ∈ C such that ∞∑
j=1
|λj| <∞
}
with norm
‖u‖Up := inf
{ ∞∑
j=1
|λj|
∣∣∣u = ∞∑
j=1
λjaj, λj ∈ C, aj : Up-atom
}
.
Proposition 2.1. Let 1 ≤ p < q <∞.
(i) Up is a Banach space.
(ii) The embeddings Up ⊂ U q ⊂ L∞t (R;L2x) are continuous.
(iii) For u ∈ Up, it holds that limt→t0+ ‖u(t) − u(t0)‖L2x = 0, i.e. every u ∈ Up is
right-continuous.
(iv) The closed subspace Upc of all continuous functions in U
p is a Banach space.
The above proposition is in [15] (Proposition 2.2).
Definition 2. Let 1 ≤ p < ∞. We define V p as the normed space of all functions
v : R→ L2x such that limt→±∞ v(t) exist and for which the norm
‖v‖V p := sup
{tk}Kk=0∈Z
( K∑
k=1
‖v(tk)− v(tk−1)‖pL2x
)1/p
is finite, where we use the convention that v(−∞) := limt→−∞ v(t) and v(∞) := 0.
Note that v(∞) does not necessarily coincide with the limit at ∞. Likewise, let V p−
denote the closed subspace of all v ∈ V p with limt→−∞ v(t) = 0.
For the definitions of V p and V p−, see the erratum [16].
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Proposition 2.2. Let 1 ≤ p < q <∞.
(i) Let v : R→ L2x be such that
sup
{tk}Kk=0∈Z0,tK<∞
( K∑
k=1
‖v(tk)− v(tk−1)‖pL2x
)1/p
is finite. Then, it follows that v(t+0 ) := limt→t0+ v(t) exists for all t0 ∈ [−∞,∞),
v(t−0 ) := limt→t0− v(t) exists for all t0 ∈ (−∞,∞].
(ii) We define the closed subspace V prc (V
p
−, rc) of all right-continuous V
p functions
(V p− functions). The spaces V
p, V prc, V
p
− and V
p
−, rc are Banach spaces.
(iii) The embeddings Up ⊂ V p−, rc ⊂ U q are continuous.
(iv) The embeddings V p ⊂ V q and V p− ⊂ V q− are continuous.
Note that the embedding in (iii) is not consistent with the convention v(+∞) = 0
in Definition 2 unless v is discontinuous at +∞. For the proof of Proposition 2.2,
see [15] (Proposition 2.4 and Corollary 2.6). Precisely, the statement of Proposition
2.4 (i) in [15] is for the partition {tk}Kk=0 ∈ Z0. But, we can easily check that (i)
above is also true for the partition {tk}Kk=0 ∈ Z0 with tK <∞.
Let {F−1x [ϕn](x)}n∈Z ⊂ S(Rd) be the Littlewood-Paley decomposition with re-
spect to x, that is to say
ϕ(ξ) ≥ 0,suppϕ(ξ) = {ξ | 2−1 ≤ |ξ| ≤ 2},
ϕn(ξ) := ϕ(2
−nξ),
∞∑
n=−∞
ϕn(ξ) = 1 ( ξ 6= 0), ψ(ξ) := 1−
∞∑
n=0
ϕn(ξ).
Let N = 2n (n ∈ Z) be dyadic number. PN and P<1 denote
Fx[PNf ](ξ) := ϕ(ξ/N)Fx[f ](ξ) = ϕn(ξ)Fx[f ](ξ),
Fx[P<1f ](ξ) := ψ(ξ)Fx[f ](ξ).
Similarly, let QN be
Ft[QNg](τ) := φ(τ/N)Ft[g](τ) = φn(τ)Ft[g](τ),
where {F−1t [φn](t)}n∈Z ⊂ S(R) be the Littlewood-Paley decomposition with re-
spect to t that is to say, φn is defined by the same manner as ϕn with d =
1. Let S(t) = exp{it∆} : L2x → L2x be the Schro¨dinger unitary operator such
that Fx[S(t)u0](ξ) = exp{−it|ξ|2}Fx[u0](ξ). Similarly, we define the wave uni-
tary operator W±(t) = exp{∓it(−∆)1/2} : L2x → L2x such that Fx[W±(t)n0](ξ) =
exp{∓it|ξ|} Fx[n0](ξ).
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Definition 3. We define
(i)UpS = S(·)Up with norm ‖u‖UpS = ‖S(−·)u‖Up,
(ii) V pS = S(·)V p with norm ‖u‖V pS = ‖S(−·)u‖V p.
For dyadic numbers N, M ,
QSN := S(·)QNS(−·), QS≥M :=
∑
N≥M
QSN , Q
S
<M := Id−QS≥M .
Here summation over N means summation over n ∈ Z. Similarly, we define UpW±,
V pW±, Q
W±
N , Q
W±
<M and Q
W±
≥M .
Remark 2.1. For L2x unitary operator A = S or W±,
U2A ⊂ V 2−, rc,A ⊂ L∞(R;L2x)
holds by Proposition 2.1 (ii) and Proposition 2.2 (iii).
Definition 4. For the Schro¨dinger equation, we define XkS as the closure of all u ∈
C(R;Hkx(R
d)) ∩ 〈∇x〉−kV 2−, rc, S such that
‖u‖XkS := ‖u‖Y kS + ‖u‖Ek <∞, ‖u‖Y kS := ‖P<1u‖V 2S +
(∑
N≥1
N2k‖PNu‖2V 2S
)1/2
,
‖u‖Ek := ‖P<1u‖E +
(∑
N≥1
N2k‖PNu‖2E
)1/2
with respect to the ‖ · ‖XkS norm, where E := L2tL
2d/(d−2)
x . For the wave equation,
we define
‖n‖Z˙lW± :=
(∑
N
N2l‖PNn‖2U2W±
)1/2
, ‖n‖ZlW± := ‖P<1n‖U2W± +
(∑
N≥1
N2l‖PNn‖2U2W±
)1/2
,
‖n‖Y˙ lW± :=
(∑
N
N2l‖PNn‖2V 2W±
)1/2
, ‖n‖Y lW± := ‖P<1n‖V 2W± +
(∑
N≥1
N2l‖PNn‖2V 2W±
)1/2
.
Definition 5. For a Hilbert space H and a Banach space X ⊂ C(R;H), we define
Br(H) := {f ∈ H | ‖f‖H ≤ r},
X([0, T ]) := {u ∈ C([0, T ];H) | ∃u˜ ∈ X, u˜(t) = u(t), t ∈ [0, T ]}
endowed with the norm ‖u‖X([0,T ]) = inf{‖u˜‖X | u˜(t) = u(t), t ∈ [0, T ]}.
Lemma 2.3. Let a ≥ 0. Then for A = S or W±, it holds that
‖〈∇x〉af‖V 2A . ‖f‖Y aA .
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Proof. By L2x orthogonality,
‖〈∇x〉af‖2V 2A . sup{ti}Ii=0∈Z
I∑
i=1
(
‖P<1
(
A(−ti)f(ti)− A(−ti−1)f(ti−1)
)‖2L2x
+
∑
N≥1
N2a‖PN
(
A(−ti)f(ti)− A(−ti−1)f(ti−1)
)‖2L2x)
. sup
{ti}Ii=0∈Z
I∑
i=1
‖A(−ti)P<1f(ti)−A(−ti−1)P<1f(ti−1)‖2L2x
+
∑
N≥1
N2a sup
{ti}Ii=0∈Z
I∑
i=1
‖A(−ti)PNf(ti)−A(−ti−1)PNf(ti−1)‖2L2x
. ‖f‖2Y aA .

Remark 2.2. Similarly, we see ∥∥|∇x|af‖V 2A . ‖f‖Y˙ aA .
For the proof of the following propositions, see Proposition 2.7, Theorem 2.8 and
Proposition 2.10 in [15].
Proposition 2.4. Let 1 < p, p′ <∞ satisfy 1/p+1/p′ = 1. For u ∈ Up and v ∈ V p′
and a partition t := {ti}Ii=0 ∈ Z we define
Bt(u, v) :=
I∑
i=1
〈u(ti−1), v(ti)− v(ti−1)〉L2x .
There is a unique number B(u, v) with the property that for all ε > 0 there exists
t ∈ Z such that for every t′ ⊃ t it holds
|Bt′(u, v)−B(u, v)| < ε,
and the associated bilinear form
B : Up × V p′ ∋ (u, v) 7→ B(u, v) ∈ C
satisfies the estimate
|B(u, v)| ≤ ‖u‖Up‖v‖V p′ .
Proposition 2.5. Let 1 < p <∞. We have
(Up)∗ = V p
′
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in the sense that
T : V p
′ → (Up)∗, T (v) := B(·, v)
is an isometric isomorphism.
Proposition 2.6. Let 1 < p < ∞, u ∈ V 1− be absolutely continuous on compact
intervals and v ∈ V p′. Then,
B(u, v) = −
∫ ∞
−∞
〈u′(t), v(t)〉L2 dt.
By Propositions 2.5, 2.6, we have the following proposition (see also Remark 2.11
in [15]).
Proposition 2.7. Let u ∈ V 1−,rc ⊂ U2 be absolutely continuous on compact intervals.
Then, ‖u‖U2 = sup
v∈V 2, ‖v‖V 2=1
∣∣∣∫ ∞
−∞
〈u′(t), v(t)〉L2xdt
∣∣∣.
By the proposition above, we immediately have the following corollary.
Corollary 2.8. Let A = S or W± and u ∈ V 1−,rc,A ⊂ U2A be absolutely continuous
on compact intervals. Then,
‖u‖U2A = sup
v∈V 2A, ‖v‖V 2
A
=1
∣∣∣∫ ∞
−∞
〈A(t)(A(−·)u)′(t), v(t)〉
L2x
dt
∣∣∣.
For the following remark, see Remark 2.12 in [15].
Remark 2.3. For v ∈ V 2, it holds that
‖v‖V 2 = sup
u;U2-atom
|B(u, v)|.
Proposition 2.9. Let 1 < p < ∞, v ∈ V 1− be absolutely continuous on compact
intervals and u be a Up
′
-atom. Then,
B(u, v) =
∫ ∞
−∞
〈u(t), v′(t)〉L2xdt− limt→∞ 〈u(t), v(t)〉L2x . (2.1)
Proof. By Proposition 2.2 (iv), we have v ∈ V p. Therefore, the left-hand side
of (2.1) makes sense. From our assumption, it follows that v′ ∈ L1(R;L2x) with
‖v′‖L1(R;L2x) ≤ ‖v‖V 1 <∞ and
u =
K∑
k=1
1[tk−1,tk)φk−1
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with {tk}Kk=0 ∈ Z, {φk}K−1k=0 ⊂ L2x,
∑K−1
k=0 ‖φk‖p
′
L2x
= 1 and φ0 = 0. By the definition of
B, for any ε > 0, there exists t˜ = {t˜k}Nk=0 ∈ Z such that for any Z ∋ t′ = {t′k}Mk=0 ⊃ t˜
the estimate
|Bt′(u, v)− B(u, v)| < ε
holds where
Bt′(u, v) =
M∑
k=1
〈u(t′k−1), v(t′k)− v(t′k−1)〉L2x .
Put t′ = {tk}Kk=0 ∪ {t˜k}Nk=0. Since u(s) = u(t′n−1) on s ∈ [t′n−1, t′n), we have
〈u(t′n−1), v(t′n)− v(t′n−1)〉L2x =
∫ t′n
t′n−1
〈u(s), v′(s)〉L2xds
when t′n 6=∞ and
〈u(t′n−1), v(t′n)− v(t′n−1)〉L2x = limt→∞ 〈u(t
′
n−1), v(t)− v(t′n−1)〉L2x − limt→∞ 〈u(t
′
n−1), v(t)〉L2x
=
∫ t′n
t′n−1
〈u(s), v′(s)〉L2xds− limt→∞ 〈u(t), v(t)〉L2x
when t′n =∞. Thus, we conclude∣∣∣∫ ∞
−∞
〈u(s), v′(s)〉L2xds− limt→∞ 〈u(t), v(t)〉L2x − B(u, v)
∣∣∣ < ε.

Combining Remark 2.3 and Proposition 2.9, we have the following corollary.
Corollary 2.10. Let A = S or W± and v ∈ V 1−, A ⊂ V 2−, A be absolutely continuous
on compact intervals. Then,
‖v‖V 2A ≤ sup
u∈U2A, ‖u‖U2
A
=1
∣∣∣∫ ∞
−∞
〈u(t), A(t)(A(−·)v)′(t)〉
L2x
dt− lim
t→∞
〈u(t), v(t)〉L2x
∣∣∣.
Proposition 2.11. We have
‖QSMu‖L2t,x(R1+d) . M−1/2‖u‖V 2S , ‖QS≥Mu‖L2t,x(R1+d) . M−1/2‖u‖V 2S , (2.2)
‖QS<Mu‖V 2S . ‖u‖V 2S , ‖QS≥Mu‖V 2S . ‖u‖V 2S ,
‖QS<Mu‖U2S . ‖u‖U2S , ‖QS≥Mu‖U2S . ‖u‖U2S .
The same estimates hold by replacing the Schro¨dinger operator S with the wave
operators W±.
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For the proof of Proposition 2.11, see Corollary 2.18 in [15].
The following lemma plays an important role to estimate the nonlinear terms. The
symbol τ + |ξ|2 (resp. τ ± |ξ|) comes from the linear part of Schro¨dinger equation
(resp. the wave equation). If we defineM as the left-hand side of (2.3), one derivative
loss is recovered by Lemma 2.12 and (2.2) in Proposition 2.11.
Lemma 2.12. Let τ3 = τ1 − τ2, ξ3 = ξ1 − ξ2. If |ξ1| ≫ 〈ξ2〉 or 〈ξ1〉 ≪ |ξ2|, then it
holds that
max
{∣∣τ1 + |ξ1|2∣∣, ∣∣τ2 + |ξ2|2∣∣, ∣∣τ3 ± |ξ3|∣∣} & max{|ξ1|2, |ξ2|2}. (2.3)
Proof. We only prove the case of |ξ1| ≫ 〈ξ2〉. By triangle inequality, τ3 = τ1 − τ2
and ξ3 = ξ1 − ξ2, we have
(LHS of (2.3)) &
∣∣τ1 + |ξ1|2∣∣+ ∣∣τ2 + |ξ2|2∣∣+ ∣∣τ3 ± |ξ3|∣∣
≥ ∣∣τ1 + |ξ1|2 − (τ2 + |ξ2|2)− (τ3 ± |ξ3|)∣∣
=
∣∣|ξ1|2 − |ξ2|2 ∓ |ξ1 − ξ2|∣∣. (2.4)
Since |ξ1| ≫ 〈ξ2〉, we see that |ξ1 − ξ2| ∼ |ξ1|. Hence
(2.4) & |ξ1|2.

We define the Duhamel terms as follows.
Definition 6.
IT,S(n, v)(t) := −i/2
∫ t
0
1[0, T ](t
′)S(t− t′)n(t′)v(t′) dt′, (2.5)
IT,W±(u, v)(t) := ±
∫ t
0
1[0,T ](t
′)W±(t− t′)ω
(
u(t′)v¯(t′)
)
dt′ (2.6)
where ω = (−∆)1/2.
The following statement is the Strichartz estimate for the Schro¨dinger equation.
Proposition 2.13. Let d ≥ 3 and (p1, q1), (p2, q2) satisfy 2 ≤ qi ≤ 2d/(d− 2) and
2/pi = d(1/2− 1/qi) for i = 1, 2. p′2, q′2 satisfy 1/p2 + 1/p′2 = 1, 1/q2 + 1/q′2 = 1.
Then, it holds that
‖S(t)f‖Lpit Lqix . ‖f‖L2x, i = 1, 2, (2.7)∥∥∥∫ t
0
S(t− t′)g(t′)dt′
∥∥∥
L
p1
t L
q1
x
. ‖g‖
L
p′
2
t L
q′
2
x
. (2.8)
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Moreover, by duality, we have
‖IT,S(n, v)(t)‖Lp1t Lq1x . sup‖u‖
L
p2
t L
q2
x
=1
∣∣∣∫
R
∫
Rd
1[0,T ]nvu¯dxdt
∣∣∣.
For the proofs of (2.7) and (2.8), see [32], [10] and [19].
Proposition 2.14. Let T0 : L
2
x × · · · × L2x → L1loc(Rd;C) be a n-linear operator.
Assume that for some 1 ≤ p <∞ and 1 ≤ q ≤ ∞, it holds that
‖T0(S(·)φ1, . . . , S(·)φn)‖Lpt (R;Lqx(Rd)) .
n∏
i=1
‖φi‖L2x .
Then, there exists T : UpS × · · · × UpS → Lpt (R;Lqx(Rd)) satisfying
‖T (u1, . . . , un)‖Lpt (R;Lqx(Rd)) .
n∏
i=1
‖ui‖UpS ,
such that T (u1, . . . , un)(t)(x) = T0(u1(t), . . . , un(t))(x) a.e.
See Proposition 2.19 in [15] for the proof of the above proposition. Combining
Propositions 2.2, 2.13 and 2.14, we have the following corollary.
Corollary 2.15. Let (p1, q1) satisfy the assumption in Proposition 2.13 and p ≤ p1.
Then, UpS is continuously embedded in L
p1
t L
q1
x .
Proposition 2.16. Let d ≥ 4, k = (d− 3)/2 and l = (d− 4)/2.
(i) Let T > 0 and u ∈ XkS([0, T ]), u(0) = 0. Then, for any ε > 0, there exists
0 ≤ T ′ ≤ T such that ‖u‖XkS([0,T ′]) < ε.
(ii) Let T > 0 and u ∈ Y kS ([0, T ]), u(0) = 0. Then, for any ε > 0, there exists
0 ≤ T ′ ≤ T such that ‖u‖Y kS ([0,T ′]) < ε.
(iii) Let T > 0 and n ∈ Y˙ lW±([0, T ]), (resp. Y lW±([0, T ])), n(0) = 0. Then, for any
ε > 0, there exists 0 ≤ T ′ ≤ T such that ‖n‖Y˙ lW±([0,T ′]) (resp. ‖n‖Y lW±([0,T ′])) < ε.
Proof. For the proofs of (ii) and (iii), see Proposition 2.24 in [15]. For the proof of
(i), we only see that ‖u‖Ek([0,T ′]) < ε, which follows from ‖u‖Ek([0,T ]) <∞. 
Lemma 2.17. If f, g are measurable functions, then∫
R
∫
Rd
f(t, x)QS≥Mg(t, x)dxdt =
∫
R
∫
Rd
(
QS≥Mf(t, x)
)
g(t, x)dxdt. (2.9)
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Proof. From the definition of QS≥M , we obtain
Fx[QS≥Mg](t, ξ) =
∑
N≥M
Fx[S(·)QNS(−·)g](t, ξ)
=
∑
2n≥M
e−it|ξ|
2Fx
[F−1t [φn(τ)Ft[S(−·)g](τ)]](t, ξ)
=
∑
2n≥M
e−it|ξ|
2F−1t
[
φn(τ)Ft
[
ei·|ξ|
2Fx[g]
]
(τ)
]
(t, ξ)
=
∑
2n≥M
e−it|ξ|
2
(F−1t [φn] ∗(t) ei·|ξ|
2Fx[g])(t, ξ) (2.10)
Applying the Plancherel theorem and (2.10), we obtain that the left-hand side of
(2.9) is equal to∫
R
∫
Rd
Fx[f ](t, ξ)Fx[QS≥Mg](t, ξ)dξdt
=
∑
2n≥M
∫
R
∫
Rd
∫
R
ei(t−t
′)|ξ|2Fx[f ](t, ξ)F−1t [φn](t− t′)Fx[g](t′, ξ)dt′dξdt
=
∑
2n≥M
∫
R
∫
Rd
∫
R
ei(t−t
′)|ξ|2Fx[f ](t, ξ)F−1t [φn](t′ − t)Fx[g](t′, ξ)dt′dξdt.
In the last line, we used F−1t [φn](t− t′) = F−1t [φn](t′ − t), which holds because φn
is real valued. Applying the Plancherel theorem and (2.10), we obtain that the
right-hand side of (2.9) is equal to∫
R
∫
Rd
Fx[QS≥Mf ](t, ξ)Fx[g](t, ξ)dξdt
=
∑
2n≥M
∫
R
∫
Rd
e−it|ξ|
2
(F−1t [φn] ∗(t) ei·|ξ|
2Fx[f ])(t, ξ)Fx[g](t, ξ)dξdt
=
∑
2n≥M
∫
R
∫
Rd
∫
R
ei(t
′−t)|ξ|2Fx[f ](t′, ξ)F−1t [φn](t− t′)Fx[g](t, ξ)dt′dξdt.
Thus, we conclude (2.9). 
Lemma 2.18. Let d ≥ 4, k = (d− 3)/2, l = (d− 4)/2, fN3 := PN3f, gN2 := PN2g
and hN1 := PN1h. Then, the following estimates hold:
(i)
∣∣∣∫
R
∫
Rd
fN3gN2hN1dxdt
∣∣∣ . N l3‖fN3‖V 2W±‖gN2‖E‖hN1‖E ,
(iia)
∣∣∣∫
R
∫
Rd
( ∑
N3≪N2
fN3
)
gN2hN1dxdt
∣∣∣ . ‖f‖Y˙ lW±‖gN2‖E‖hN1‖E,
(iib)
∣∣∣∫
R
∫
Rd
( ∑
N3≪N2
fN3
)
gN2hN1dxdt
∣∣∣ . ‖f‖Y lW±‖gN2‖E‖hN1‖E,
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(iii) If N1 ∼ N3, N3 > 22, M = εN23 and ε > 0 is small, then∣∣∣∫
R
∫
Rd
(Q
W±
≥MfN3)
( ∑
N2≪N3
gN2
)
hN1dxdt
∣∣∣ . N−1/23 ‖fN3‖V 2W±‖g‖Y kS ‖hN1‖E ,
(iv) If N1 ∼ N3, N3 > 22, M = εN23 and ε > 0 is small, then∣∣∣∫
R
∫
Rd
(Q
W±
<MfN3)
( ∑
N2≪N3
gN2
)
(QS≥MhN1)dxdt
∣∣∣ . N−1/23 ‖fN3‖V 2W±‖g‖Ek‖hN1‖V 2S ,
(v) If N1 ∼ N3, N3 > 22, M = εN23 and ε > 0 is small, then∣∣∣∫
R
∫
Rd
(Q
W±
<MfN3)
( ∑
N2≪N3
QS≥MgN2
)
hN1dxdt
∣∣∣ . N−1/23 ‖fN3‖V 2W±‖g‖Y kS ‖hN1‖E.
(vi) If N1 ∼ N3, N3 > 22, M = εN23 and ε > 0 is small, then∣∣∣∫
R
∫
Rd
(Q
W±
<MfN3)
( ∑
N2≪N3
QS≥MgN2
)
(QS≥MhN1)dxdt
∣∣∣ . N−1/23 ‖fN3‖V 2W±‖g‖Y kS ‖hN1‖V 2S .
Here, the implicit constants may depend on ε. Moreover, (i)–(vi) are valid if fN3,
Q
W±
≥MfN3, Q
W±
<MfN3 in the left-hand sides are replaced by their complex conjugate.
Proof. First, we show (i). By the Ho¨lder inequality, we have
(LHS of (i)) . ‖fN3‖L∞t Ld/2x ‖gN2‖L2tL2d/(d−2)x ‖hN1‖L2tL2d/(d−2)x . (2.11)
The Sobolev inequality and Remark 2.1 gives
‖fN3‖L∞t Ld/2x .
∥∥|∇x|(d−4)/2fN3∥∥L∞t L2x . N (d−4)/23 ‖fN3‖V 2W± . (2.12)
Hence, from (2.11) and (2.12), we obtain (i). By Remarks 2.1 and 2.2,∥∥∥|∇x|(d−4)/2 ∑
N3≪N2
fN3
∥∥∥
L∞t L
2
x
.
∥∥∥ ∑
N3≪N2
fN3
∥∥∥
Y˙
(d−4)/2
W±
. ‖f‖
Y˙
(d−4)/2
W±
.
Thus, we obtain (iia) in the same manner as (i). By Remarks 2.1 and Lemma 2.3,∥∥∥|∇x|(d−4)/2 ∑
1≤N3≪N2
fN3
∥∥∥
L∞t L
2
x
.
∥∥∥ ∑
1≤N3≪N2
fN3
∥∥∥
Y
(d−4)/2
W±
. ‖f‖
Y
(d−4)/2
W±
,
∥∥∥|∇x|(d−4)/2 ∑
N3<1
fN3
∥∥∥
L∞t L
2
x
.
∥∥∥ ∑
N3<1
fN3
∥∥∥
V 2W±
. ‖P<1f‖V 2W± .
Thus, we obtain (iib) in the same manner as (i). Next, we show (iii). By the Ho¨lder
inequality, the Sobolev inequality and Proposition 2.11, we have
(LHS of (iii)) .
∥∥QW±≥MfN3∥∥L2t,x
∥∥∥ ∑
N2≪N3
gN2
∥∥∥
L∞t L
d
x
‖hN1‖L2tL2d/(d−2)x
. N−13 ‖fN3‖V 2W±
∥∥∥|∇x|(d−2)/2 ∑
N2≪N3
gN2
∥∥∥
L∞t L
2
x
‖hN1‖E.
(2.13)
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By Remark 2.1, we have∥∥∥|∇x|(d−2)/2 ∑
N2<1
gN2
∥∥∥
L∞t L
2
x
. ‖P<1g‖L∞t L2x . ‖P<1g‖V 2S . ‖g‖Y kS . (2.14)
By L2x orthogonality and Remark 2.1, we have∥∥∥|∇x|(d−2)/2 ∑
1≤N2≪N3
gN2
∥∥∥
L∞t L
2
x
.
( ∑
1≤N2≪N3
Nd−22 ‖gN2‖2V 2S
)1/2
. N
1/2
3 ‖g‖Y kS . (2.15)
Collecting (2.13)–(2.15), we obtain (iii). Next, we show (iv). Applying the Ho¨lder
inequality, we have
(LHS of (iv)) . ‖QW±<MfN3‖L∞t L2x
∥∥∥ ∑
N2≪N3
gN2
∥∥∥
L2tL
∞
x
‖QS≥MhN1‖L2t,x. (2.16)
By Remark 2.1 and Proposition 2.11, we have
‖QW±<MfN3‖L∞t L2x . ‖Q
W±
<MfN3‖V 2W± . ‖fN3‖V 2W± , (2.17)
‖QS≥MhN1‖L2t,x . N−11 ‖hN1‖V 2S . (2.18)
By the triangle inequality and the Bernstein inequality (see e.g. (A.6) on page 333
in [31]), we have∥∥∥ ∑
N2≪N3
gN2
∥∥∥
L2tL
∞
x
.
∑
N2≪N3
‖gN2‖L2tL∞x .
∑
N2≪N3
N
(d−2)/2
2 ‖gN2‖E (2.19)
Since (d− 2)/2 > 0, by Mihlin-Ho¨rmander’s multiplier theorem, we have∑
N2<1
N
(d−2)/2
2 ‖gN2‖E .
∑
N2<1
N
(d−2)/2
2 ‖PN2P<1g‖E . ‖P<1g‖E. (2.20)
By the Cauchy-Schwarz inequality, we have∑
1≤N2≪N3
N
(d−2)/2
2 ‖gN2‖E .
( ∑
1≤N2≪N3
N2
)1/2( ∑
1≤N2≪N3
Nd−32 ‖gN2‖2E
)1/2
. N
1/2
3 ‖g‖Ek.
(2.21)
Collecting (2.16)–(2.21) and N1 ∼ N3, we obtain (iv). Next, we show (v). Applying
the Ho¨lder inequality, the Sobolev inequality and (2.17), we have
(LHS of (v)) . ‖QW±<MfN3‖L∞t L2x
∥∥∥ ∑
N2≪N3
QS≥M gN2
∥∥∥
L2tL
d
x
‖hN1‖L2tL2d/(d−2)x
. ‖fN3‖V 2W±
∥∥∥|∇x|(d−2)/2 ∑
N2≪N3
QS≥M gN2
∥∥∥
L2t,x
‖hN1‖E.
(2.22)
By Proposition 2.11, we have∥∥∥|∇x|(d−2)/2 ∑
N2<1
QS≥MgN2
∥∥∥
L2t,x
. ‖QS≥MP<1g‖L2t,x . N−13 ‖P<1g‖V 2S . (2.23)
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By L2x orthogonality and Proposition 2.11, we have∥∥∥|∇x|(d−2)/2 ∑
1≤N2≪N3
QS≥MgN2
∥∥∥
L2t,x
.
( ∑
1≤N2≪N3
∥∥|∇x|(d−2)/2QS≥MgN2∥∥2L2t,x
)1/2
.
( ∑
1≤N2≪N3
Nd−22 N
−2
3 ‖gN2‖2V 2S
)1/2
. N
−1/2
3 ‖g‖Y kS .
(2.24)
From (2.22)–(2.24), we obtain (v). Finally, we show (vi). By the Ho¨lder inequality,
the triangle inequality, the Bernstein inequality, (2.17) and (2.18), we have
(LHS of (vi)) . ‖QW±<MfN3‖L∞t L2x
∥∥∥ ∑
N2≪N3
QS≥MgN2
∥∥∥
L2tL
∞
x
‖QS≥MhN1‖L2t,x
. ‖fN3‖V 2W±
∑
N2≪N3
N
d/2
2 ‖QS≥MgN2‖L2t,xN−11 ‖hN1‖V 2S .
(2.25)
By Proposition 2.11, we have∑
N2<1
N
d/2
2 ‖QS≥MgN2‖L2t,x . ‖QS≥MP<1g‖L2t,x . N−13 ‖P<1g‖V 2S . (2.26)
By the Cauchy-Schwarz inequality and Proposition 2.11, we obtain∑
1≤N2≪N3
N
d/2
2 ‖QS≥MgN2‖L2t,x .
( ∑
1≤N2≪N3
N32
)1/2( ∑
1≤N2≪N3
Nd−32 ‖QS≥MgN2‖2L2t,x
)1/2
. N
3/2
3
( ∑
1≤N2≪N3
Nd−32 N
−2
3 ‖gN2‖2V 2S
)1/2
. N
1/2
3 ‖g‖Y kS .
(2.27)
From (2.25)–(2.27) and N1 ∼ N3, we obtain (vi). We can easily check that the
proofs of (i) – (vi) above are valid if fN3 , Q
W±
≥MfN3 , Q
W±
<MfN3 in the left-hand sides
are replaced by their complex conjugate. 
3. bilinear estimates
In this section, we give bilinear estimates for the Duhamel terms (2.5) and (2.6).
Proposition 3.1. Let d ≥ 4, k = (d − 3)/2 and l = (d − 4)/2. Then for all
0 < T <∞, it holds that
‖IT,S(n, v)‖XkS . ‖n‖Y˙ lW±‖v‖XkS , (3.1)
‖IT,W±(u, v)‖Z˙lW± . ‖u‖XkS‖v‖XkS . (3.2)
Here, the implicit constants do not depend on T .
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Proof. Let uN1 = PN1u, vN2 = PN2v, nN3 = PN3n. First, we prove (3.1). Since
‖ · ‖XkS = ‖ · ‖Y kS + ‖ · ‖Ek , we need to show
‖IT,S(n, v)‖Ek . ‖n‖Y˙ lW±‖v‖XkS , (3.3)
‖IT,S(n, v)‖Y kS . ‖n‖Y˙ lW±‖v‖XkS . (3.4)
By the definition of Ek norm, we have
(LHS of (3.3))2 . ‖P<1IT,S(n, v)‖2E +
∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2E. (3.5)
Put
J1,E :=
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2∼N1
∑
N3≪N2
PN1
(
nN3(t
′)vN2(t
′)
)
dt′
∥∥∥2
E
,
J2,E :=
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2 & N1
∑
N3∼N2
PN1
(
nN3(t
′)vN2(t
′)
)
dt′
∥∥∥2
E
,
J3,E :=
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1
(
nN3(t
′)vN2(t
′)
)
dt′
∥∥∥2
E
.
We will prove Ji,E . ‖n‖2Y˙ lW±‖v‖
2
XkS
for i = 1, 2, 3 below. By Proposition 2.13 and
Lemma 2.18 (iia), we have
J1,E .
∑
N1≥1
Nd−31 sup
‖u‖E=1
∣∣∣ ∑
N2∼N1
∑
N3≪N2
∫
R
∫
Rd
1[0,T ]nN3vN2uN1dxdt
∣∣∣2
. ‖n‖2
Y˙ lW±
∑
N1≥1
∑
N2∼N1
Nd−31 ‖vN2‖2E sup
‖u‖E=1
‖uN1‖2E.
Since sup‖u‖E=1 ‖uN1‖E . 1, we obtain
J1,E . ‖n‖2Y˙ lW±
∑
N2 & 1
Nd−32 ‖vN2‖2E . ‖n‖2Y˙ lW±‖v‖
2
XkS
.
By the triangle inequality, Proposition 2.13 and Lemma 2.18 (i), we have
J2,E .
∑
N1≥1
Nd−31
( ∑
N2 & N1
∑
N3∼N2
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)PN1
(
nN3(t
′)vN2(t
′)
)
dt′
∥∥∥
E
)2
.
∑
N1≥1
Nd−31
( ∑
N2 & N1
∑
N3∼N2
sup
‖u‖E=1
∣∣∣∫
R
∫
Rd
1[0,T ]nN3vN2uN1dxdt
∣∣∣)2
.
∑
N1≥1
( ∑
N2 & N1
∑
N3∼N2
N
(d−3)/2
1 N
(d−4)/2
3 ‖vN2‖E‖nN3‖V 2W±
)2
.
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Since ‖ · ‖ℓ2ℓ1 ≤ ‖ · ‖ℓ1ℓ2 , by the Cauchy-Schwarz inequality, we obtain
J
1/2
2,E .
∑
N2 & 1
∑
N3∼N2
( ∑
N1 . N2
Nd−31 N
d−4
3 ‖vN2‖2E‖nN3‖2V 2W±
)1/2
.
∑
N2 & 1
∑
N3∼N2
N
(d−3)/2
2 N
(d−4)/2
3 ‖vN2‖E‖nN3‖V 2W±
. ‖n‖Y˙ lW±‖v‖XkS .
Next, we consider the estimate of J3,E. We take M = εN
2
1 for sufficiently small
ε > 0. Then, from Lemma 2.12, we have
PN1Q
S
<M
(
(Q
W±
<MnN3)(Q
S
<MvN2)
)
= PN1Q
S
<M
[
F−1
(∫
τ1=τ2+τ3, ξ1=ξ2+ξ3
̂
(Q
W±
<MnN3)(τ3, ξ3)
̂(QS<MvN2)(τ2, ξ2)
)]
= 0
when N1 ≫ 〈N2〉. Therefore,
PN1(nN3vN2) =
4∑
i=1
PN1Fi,
where
F1 := (Q
W±
≥MnN3)vN2 , F2 := Q
S
≥M
(
(Q
W±
<MnN3)vN2
)
,
F3 := (Q
W±
<MnN3)(Q
S
≥MvN2), F4 := −QS≥M
(
(Q
W±
<MnN3)(Q
S
≥MvN2)
)
.
For the estimate of F1, we apply Proposition 2.13 and Lemma 2.18 (iii) to have
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F1dt
′
∥∥∥2
E
.
∑
N1≥1
Nd−31 sup
‖u‖E=1
∣∣∣ ∑
N2≪N1
∑
N3∼N1
∫
R
∫
Rd
1[0,T ](Q
W±
≥MnN3)vN2uN1dxdt
∣∣∣2
.
∑
N3 & 1
Nd−33
(
N
−1/2
3 ‖nN3‖V 2W±‖v‖Y kS
)2
. ‖n‖2
Y˙ lW±
‖v‖2XkS .
For the estimate of F2, we apply Corollary 2.15, Corollary 2.8, Lemma 2.17, Lemma
2.18 (iv) and
‖1[0,T ]uN1‖V 2S . ‖uN1‖V 2S . ‖u‖V 2S (3.6)
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to have∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F2dt
′
∥∥∥2
E
.
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F2dt
′
∥∥∥2
U2S
.
∑
N1≥1
Nd−31 sup
‖u‖
V 2
S
=1
∣∣∣ ∑
N2≪N1
∑
N3∼N1
∫
R
∫
Rd
1[0,T ]
(
QS≥M
(
(Q
W±
<MnN3)vN2
))
uN1dxdt
∣∣∣2
.
∑
N3 & 1
Nd−33
(
N
−1/2
3 ‖nN3‖V 2W±‖v‖Ek
)2
. ‖n‖2
Y˙ lW±
‖v‖2XkS .
For the estimate of F3, we apply Proposition 2.13 and Lemma 2.18 (v) to have∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F3dt
′
∥∥∥2
E
.
∑
N1≥1
Nd−31 sup
‖u‖E=1
∣∣∣ ∑
N2≪N1
∑
N3∼N1
∫
R
∫
Rd
1[0,T ](Q
W±
<MnN3)(Q
S
≥MvN2)uN1dxdt
∣∣∣2
.
∑
N3 & 1
Nd−33
(
N
−1/2
3 ‖nN3‖V 2W±‖v‖Y kS
)2
. ‖n‖2
Y˙ lW±
‖v‖2XkS .
For the estimate of F4, we apply Corollary 2.15, Corollary 2.8, Lemma 2.17, Lemma
2.18 (vi) and (3.6) to have
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F4dt
′
∥∥∥2
E
.
∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
∑
N2≪N1
∑
N3∼N1
PN1F4dt
′
∥∥∥2
U2S
.
∑
N1≥1
Nd−31 sup
‖u‖
V 2
S
=1
∣∣∣ ∑
N2≪N1
∑
N3∼N1
∫
R
∫
Rd
1[0,T ]
(
QS≥M
(
(Q
W±
<MnN3)(Q
S
≥MvN2)
))
uN1dxdt
∣∣∣2
.
∑
N3 & 1
Nd−33
(
N
−1/2
3 ‖nN3‖V 2W±‖v‖Y kS
)2
. ‖n‖2
Y˙ lW±
‖v‖2XkS .
Collecting the estimates of F1, F2, F3 and F4, we obtain J3,E . ‖n‖2Y˙ lW±‖v‖
2
XkS
. Thus,
∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2E . ‖n‖2Y˙ lW±‖v‖
2
XkS
. (3.7)
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Note that we also have∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2L∞t L2x . ‖n‖
2
Y˙ lW±
‖v‖2XkS (3.8)
in the same manner as the proof of (3.7) since (p1, q1) = (∞, 2) also satisfies the
assumption of Proposition 2.13. Next, we show
‖P<1IT,S(n, v)‖E . ‖n‖Y˙ lW±‖v‖XkS . (3.9)
In the same manner as the proof of Lemma 2.18 (iia), we have
‖n‖
L∞t L
d/2
x
.
∥∥∥|∇x|(d−4)/2∑
N
PNn
∥∥∥
L∞t L
2
x
.
(∑
N
N2l‖PNn‖2V 2W±
)1/2
= ‖n‖Y˙ lW± .
Thus, by Proposition 2.13 and the Ho¨lder inequality, the left-hand side of (3.9) is
bounded by
sup
‖u‖E=1
∣∣∣∫
R
∫
Rd
1[0,T ]nvP<1udxdt
∣∣∣
. ‖n‖
L∞t L
d/2
x
‖v‖E sup
‖u‖E=1
‖P<1u‖E . ‖n‖Y˙ lW±‖v‖Ek .
(3.10)
Thus, we obtain (3.9). From (3.5), (3.7) and (3.9), we conclude (3.3).
Next, we prove (3.4). By the definition of ‖ · ‖Y kS , we only need to show∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2V 2S . ‖n‖
2
Y˙ lW±
‖v‖2XkS , (3.11)
‖P<1IT,S(n, v)‖2V 2S . ‖n‖
2
Y˙ lW±
‖v‖2XkS . (3.12)
By Corollary 2.10 and Remark 2.1, the left-hand side of (3.11) is bounded by
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
∣∣∣∫ ∞
−∞
〈u(t), S(t)(S(−·)PN1IT,S(n, v))′(t)〉L2xdt
− lim
t→∞
〈u(t), PN1IT,S(n, v)〉L2x
∣∣∣2,
.
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
(∣∣∣∫
R
∫
Rd
1[0,T ]nv uN1dxdt
∣∣∣2 + ‖u‖2L∞t L2x‖PN1IT,S(n, v)‖2L∞t L2x
)
.
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
∣∣∣∫
R
∫
Rd
1[0,T ]nv uN1dxdt
∣∣∣2 + ∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2L∞t L2x
.
3∑
i=1
Ji,Y +
∑
N1≥1
Nd−31 ‖PN1IT,S(n, v)‖2L∞t L2x
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where
J1,Y :=
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
∣∣∣ ∑
N2∼N1
∑
N3≪N2
∫
R
∫
Rd
1[0,T ]nN3vN2uN1dxdt
∣∣∣2,
J2,Y :=
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
∣∣∣ ∑
N2 & N1
∑
N3∼N2
∫
R
∫
Rd
1[0,T ]nN3vN2uN1dxdt
∣∣∣2,
J3,Y :=
∑
N1≥1
Nd−31 sup
‖u‖
U2
S
=1
∣∣∣ ∑
N2≪N1
∑
N3∼N1
∫
R
∫
Rd
1[0,T ]nN3vN2uN1dxdt
∣∣∣2.
By Corollary 2.15 and Remark 2.1, it follows that
‖u‖E . ‖u‖U2S , ‖u‖V 2S . ‖u‖U2S . (3.13)
We obtain Ji,Y . ‖n‖2Y˙ lW±‖v‖
2
XkS
in the same manner as the estimates for Ji,E with
i = 1, 2, 3 if we use (3.13). Collecting (3.8) and the estimates above, we conclude
(3.11). Next, we show (3.12). By Corollary 2.10 and Remark 2.1, we have
‖P<1IT,S(n, v)‖V 2S
= sup
‖u‖
U2
S
=1
∣∣∣∫ ∞
−∞
〈u(t), S(t)(S(−·)P<1IT,S(n, v))′(t)〉L2xdt
− lim
t→∞
〈u(t), (P<1IT,S(n, v))(t)〉L2x
∣∣∣
. sup
‖u‖
U2
S
=1
(∣∣∣∫
R
∫
Rd
1[0,T ]nvP<1udxdt
∣∣∣ + ‖u‖L∞t L2x‖P<1IT,S(n, v)‖L∞t L2x)
. sup
‖u‖E=1
∣∣∣∫
R
∫
Rd
1[0,T ]nvP<1udxdt
∣∣∣+ ‖P<1IT,S(n, v)‖L∞t L2x . (3.14)
By Proposition 2.13, we have
‖P<1IT,S(n, v)‖L∞t L2x . sup‖u‖E=1
∣∣∣∫
R
∫
Rd
1[0,T ]nvP<1udxdt
∣∣∣. (3.15)
Collecting (3.14), (3.15) and (3.10), we obtain (3.12). From (3.11) and (3.12), we
obtain (3.4). From (3.3) and (3.4), we conclude (3.1).
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Finally, we prove (3.2). By Corollary 2.8, we only need to estimateKi . ‖u‖2XkS‖v‖
2
XkS
for i = 1, 2, 3, where
K1 :=
∑
N3
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2 & N3
∑
N1∼N2
∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2,
K2 :=
∑
N3
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2∼N3
∑
N1≪N2
∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2,
K3 :=
∑
N3
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2≪N3
∑
N1∼N3
∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2.
By the triangle inequality, Lemma 2.18 (i) and the Cauchy-Schwarz inequality, we
have
K
1/2
1 .
∑
N2
∑
N1∼N2
{ ∑
N3 . N2
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2}1/2
.
∑
N2
∑
N1∼N2
{ ∑
N3 . N2
Nd−43 (N
(d−4)/2
3 N3‖uN1‖E‖vN2‖E)2
}1/2
.
∑
N2
∑
N1∼N2
(
N2d−62 ‖uN1‖2E‖vN2‖2E
)1/2
.
(∑
N
Nd−3‖uN‖2E
)1/2(∑
N
Nd−3‖vN‖2E
)1/2
.
By Mihlin-Ho¨rmander’s multiplier theorem, it follows that∑
N<1
Nd−3‖uN‖2E .
∑
N<1
Nd−3‖P<1u‖2E . ‖P<1u‖2E. (3.16)
Thus, we conclude K1 . ‖u‖2XkS‖v‖
2
XkS
. Next, we estimate K2. Put K2 = K2,1+K2,2
where
K2,1 :=
∑
N3 . 1
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2∼N3
∑
N1≪N2
∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2,
K2,2 :=
∑
N3≫1
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2∼N3
∑
N1≪N2
∫
R
∫
Rd
1[0,T ]uN1vN2ω nN3dxdt
∣∣∣2.
By Lemma 2.18 (i), we have
K2,1 .
∑
N2 . 1
Nd−42
(
N
(d−4)/2
2 N2
∥∥∥ ∑
N1≪N2
uN1
∥∥∥
E
‖vN2‖E
)2
. ‖P<1u‖2E
∑
N2 . 1
N2d−62 ‖vN2‖2E
. ‖u‖2XkS‖v‖
2
XkS
.
(3.17)
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For the estimate of K2,2, we take M = εN
2
2 for sufficiently small ε > 0. Then, from
Lemma 2.12, we have
PN1Q
S
<M
(
(QS<MvN2)(Q
W±
<Mω nN3)
)
= PN1Q
S
<M
[
F−1
(∫
τ1=τ2+τ3, ξ1=ξ2+ξ3
̂(QS<MvN2)(τ2, ξ2)
̂
(Q
W±
<Mω nN3)(τ3, ξ3)
)]
= 0,
when N2 ≫ 〈N1〉. Therefore,
PN1(vN2ω nN3) =
4∑
i=1
PN1Gi,
where
G1 := vN2(Q
W±
≥Mω nN3), G2 := Q
S
≥M
(
vN2(Q
W±
<Mω nN3)
)
,
G3 := (Q
S
≥MvN2)(Q
W±
<Mω nN3), G4 := −QS≥M
(
(QS≥MvN2)(Q
W±
<Mω nN3)
)
.
Therefore, it follows that
K2,2 ≤ K(1)2,2 +K(2)2,2 +K(3)2,2 +K(4)2,2
where
K
(j)
2,2 :=
∑
N3≫1
Nd−43 sup
‖n‖
V 2
W±
=1
∣∣∣ ∑
N2∼N3
∑
N1≪N2
∫
R
∫
Rd
1[0,T ]uN1Gjdxdt
∣∣∣2
for j = 1, 2, 3, 4. Note that N3 ≫ 1 and N2 ∼ N3 implies N2 > 22. By Lemma 2.18
(iii) and (3.6), we have
K
(1)
2,2 .
∑
N2>22
Nd−42
(
N
−1/2
2 N2‖u‖Y kS ‖vN2‖E
)2
.
∑
N2>22
Nd−32 ‖u‖2Y kS ‖vN2‖
2
E . ‖u‖2Y kS ‖v‖
2
Ek . (3.18)
We apply Lemma 2.17, Lemma 2.18 (v) and (3.6), then we have
K
(2)
2,2 .
∑
N2>22
Nd−42
(
N
−1/2
2 N2‖u‖Y kS ‖vN2‖E
)2
. ‖u‖2Y kS ‖v‖
2
Ek . (3.19)
By Lemma 2.18 (iv), we have
K
(3)
2,2 .
∑
N2>22
Nd−42
(
N
−1/2
2 N2‖u‖Ek‖vN2‖V 2S
)2
. ‖u‖2Ek‖v‖2Y kS . (3.20)
Applying Lemma 2.17, Lemma 2.18 (vi) and (3.6), we obtain
K
(4)
2,2 .
∑
N2>22
Nd−42
(
N
−1/2
2 N2‖u‖Y kS ‖vN2‖V 2S
)2
. ‖u‖2Y kS ‖v‖
2
Y kS
. (3.21)
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Hence, collecting (3.17), (3.18), (3.19), (3.20) and (3.21), we haveK2 . ‖u‖2XkS‖v‖
2
XkS
.
By symmetry, we also obtain K3 . ‖u‖2XkS‖v‖
2
XkS
in the same manner as the estimate
of K2. 
Next, we consider the inhomogeneous case.
Corollary 3.2. Let d ≥ 4, k = (d−3)/2 and l = (d−4)/2. Then for all 0 < T <∞,
it holds that
‖IT,S(n, v)‖XkS . ‖n‖Y lW±‖v‖XkS , (3.22)
‖IT,W±(u, v)‖ZlW± . ‖u‖XkS‖v‖XkS . (3.23)
Proof. First we consider (3.23). From Proposition 3.1, we have∥∥∥∑
N≥1
PNIT,W±(u, v)
∥∥∥
ZlW±
∼
∥∥∥∑
N≥1
PNIT,W±(u, v)
∥∥∥
Z˙lW±
. ‖u‖XkS‖v‖XkS .
Hence, we only need to show the following.
‖P<1IT,W±(u, v)‖U2W± . ‖u‖XkS‖v‖XkS . (3.24)
By Corollary 2.8 and Ho¨lder’s inequality, we have
(LHS of (3.24)) = sup
‖n‖
V 2
W±
=1
∣∣∣∫
R
∫
Rd
1[0,T ]u v¯ P<1ω n dxdt
∣∣∣
. sup
‖n‖
V 2
W±
=1
‖u‖E‖v‖E‖P<1ω n‖L∞t Ld/2x . (3.25)
Since
‖u‖E ≤ ‖P<1u‖E +
(∑
N≥1
N−2k
)1/2(∑
N≥1
N2k‖PNu‖2E
)1/2
by the Cauchy-Schwarz inequality, we have
‖u‖E . ‖u‖XkS , ‖v‖E . ‖v‖XkS . (3.26)
By the Sobolev inequality and Remark 2.1, we have
‖P<1ω n‖L∞t Ld/2x .
∥∥|∇x|(d−4)/2P<1ω n∥∥L∞t L2x . ‖P<1n‖L∞t L2x . ‖n‖V 2W± . (3.27)
Hence, collecting (3.25), (3.26) and (3.27), we obtain (3.24).
Next, we consider (3.22). From (3.1), we obtain∥∥∥IT,S(( ∑
1 . N
PNn
)
, v
)∥∥∥
XkS
.
∥∥∥ ∑
1 . N
PNn
∥∥∥
Y˙ lW±
‖v‖XkS . ‖n‖Y lW±‖v‖XkS .
SCATTERING FOR THE ZAKHAROV SYSTEM 25
Therefore, we only need to show∥∥∥IT,S(∑
N≪1
PNn, v
)∥∥∥
XkS
. ‖n‖Y lW±‖v‖XkS . (3.28)
Note that (3.28) easily follows from (3.1) for d ≥ 5 because l > 0 and∥∥∥∑
N≪1
PNn
∥∥∥
Y˙ lW±
.
(∑
N≪1
N2l‖PNn‖2V 2W±
)1/2
. ‖P<1n‖V 2W±
(∑
N≪1
N2l
)1/2
. ‖n‖Y lW± .
However, we need more computation for d = 4. We show (3.28) by an almost same
manner as the proof of (3.1). By the definition of XkS norm, we only need to show∥∥∥P<1IT,S(∑
N≪1
PNn, v
)∥∥∥
E
. ‖n‖Y lW±‖v‖XkS (3.29)( ∑
N1≥1
N2k1
∥∥∥PN1IT,S(∑
N≪1
PNn, v
)∥∥∥2
E
)1/2
. ‖n‖Y lW±‖v‖XkS (3.30)∥∥∥P<1IT,S(∑
N≪1
PNn, v
)∥∥∥
V 2S
. ‖n‖Y lW±‖v‖XkS (3.31)( ∑
N1≥1
N2k1
∥∥∥PN1IT,S(∑
N≪1
PNn, v
)∥∥∥2
V 2S
)1/2
. ‖n‖Y lW±‖v‖XkS . (3.32)
Since∥∥∥∑
N≪1
PNn
∥∥∥
L∞t L
d/2
x
.
∥∥∥|∇x|(d−4)/2 ∑
N≪1
PNn
∥∥∥
L∞t L
2
x
. ‖P<1n‖V 2W± . ‖n‖Y lW± ,
we have (3.29) in the same manner as (3.10). We also have (3.31) in the same
manner as (3.14), (3.15) and (3.10). Since PN3
∑
N≪1 PNn = 0 for N3 & 1, the
left-hand side of (3.30) is equal to J∗1,E where
J∗1,E :=
(∑
N1≥1
Nd−31
∥∥∥∫ t
0
1[0,T ](t
′)S(t− t′)
×
∑
N2∼N1
∑
N3≪N2
PN1
(
PN3
(∑
N≪1
PNn
)
(t′)vN2(t
′)
)
dt′
∥∥∥2
E
)1/2
.
We obtain
J∗1,E .
∥∥∥∑
N≪1
PNn
∥∥∥
Y lW±
‖v‖XkS . ‖n‖Y lW±‖v‖XkS (3.33)
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in the same manner as the estimate of J1,E by using (iib) of Lemma 2.18 instead of
(iia). Thus, we obtain (3.30). We also obtain (3.32) in the same manner as (3.11)
by using (3.33) instead of the estimate for J1,E . 
4. the proof of the main theorem
By the Duhamel principle, we consider the following integral equation correspond-
ing to (1.2) on the time interval [0, T ] with 0 < T <∞ :
(u, n±) = (Φ1(u, n±),Φ2±(u)), (4.1)
where
Φ1(u, n±) := S(t)u0 + IT,S(n+, u)(t) + IT,S(n−, u)(t),
Φ2±(u) := W±(t)n±0 + IT,W±(u, u)(t).
Proposition 4.1. Let d ≥ 4, k = (d− 3)/2 and l = (d− 4)/2.
(i) (existence) Let δ > 0 be sufficiently small. Then, for any 0 < T < ∞ and any
initial data
(u0, n±0) ∈ Bδ(Hk(Rd)× H˙ l(Rd)) (resp. Bδ(Hk(Rd)×H l(Rd))),
there exists a solution to (4.1) on [0, T ] satisfying
(u, n±) ∈ XkS([0, T ])× Y˙ lW±([0, T ]) ⊂ C([0, T ];Hk(Rd))× C([0, T ]; H˙ l(Rd))
(resp. (u, n±) ∈ XkS([0, T ])× Y lW±([0, T ]) ⊂ C([0, T ];Hk(Rd))× C([0, T ];H l(Rd))).
(ii) (uniqueness) Let
(u, n±), (v,m±) ∈ XkS([0, T ])× Y˙ lW±([0, T ]) (resp. ∈ XkS([0, T ])× Y lW±([0, T ]))
be solutions to (4.1) on [0, T ] for some T > 0 with the same initial data. Then
(u(t), n±(t)) = (v(t), m±(t)) on t ∈ [0, T ].
(iii) (continuous dependence of the solution on the initial data) The flow map ob-
tained by (i):
Bδ(H
k(Rd)× H˙ l(Rd)) ∋ (u0, n±0) 7→ (u, n±) ∈ XkS([0, T ])× Y˙ lW±([0, T ])
(resp. Bδ(H
k(Rd)×H l(Rd)) ∋ (u0, n±0) 7→ (u, n±) ∈ XkS([0, T ])× Y lW±([0, T ]))
is Lipschitz continuous.
(iv) (persistence) For any a ≥ 0, there exists δ = δ(a) > 0 such that if
(u0, n±0) ∈ Bδ(Hk(Rd)×H l(Rd)) ∩Hk+a(Rd)×H l+a(Rd),
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then the solution (u, n±) obtained by (i) is in
Xk+aS ([0, T ])× Y l+aW± ([0, T ]) ⊂ C([0, T ];Hk+a(Rd))× C([0, T ];H l+a(Rd))
for any 0 < T <∞.
Remark 4.1. Due to the time reversibility of the Zakharov equation, Proposition 4.1
holds on corresponding time interval [−T, 0].
Remark 4.2. By (i) in Proposition 4.1 and Remark 4.1, we have solutions to (4.1) on
[0, T ] and [−T, 0] for any T > 0. Since we can take any large T and have the unique-
ness, the solution (u(t), n±(t)) ∈ C((−∞,∞);Hk(Rd))×C((−∞,∞); H˙ l(Rd)) (resp.
C((−∞,∞);Hk(Rd))×C((−∞,∞);H l(Rd))) can be defined uniquely when (u0, n±0) ∈
Bδ(H
k(Rd)× H˙ l(Rd)) (resp. Bδ(Hk(Rd)×H l(Rd))).
Proposition 4.2. (scattering) Let (u(t), n±(t)) be the solution to (4.1) with (u0, n±0) ∈
Bδ(H
k(Rd)×H˙ l(Rd)) on (−∞,∞) obtained by Proposition 4.1, Remark 4.1 and Re-
mark 4.2. Then, there exist (u+∞, n±,+∞) and (u−∞, n±,−∞) in Hk(Rd) × H˙ l(Rd)
such that
‖u(t)− S(t)u+∞‖Hk + ‖n±(t)−W±(t)n±,+∞‖H˙l → 0
as t→∞ and
‖u(t)− S(t)u−∞‖Hk + ‖n±(t)−W±(t)n±,−∞‖H˙l → 0
as t→ −∞. The similar result holds for the inhomogeneous case.
Proof of Proposition 4.1. We will show only the case (u0, n±0) ∈ Bδ(Hk(Rd)×H l(Rd))
because the proof of the case (u0, n±0) ∈ Bδ(Hk(Rd)×H˙ l(Rd)) follows from the same
argument if we use (3.2) instead of Corollary 3.2.
First, we prove (i). We denote I := [0, T ] and
χ(t) :=


0 for t < −1,
t+ 1 for − 1 ≤ t ≤ 0,
1 for 0 < t.
By Proposition 2.13 and the definition of XkS, Y
l
W±
, it follows that χ(t)S(t)u0 ∈ XkS,
χ(t)W±(t)n±0 ∈ Y lW± and there exists C > 0 such that
‖χ(t)S(t)u0‖XkS ≤ C‖u0‖Hk , ‖χ(t)W±(t)n±0‖Y lW± ≤ C‖n±0‖Hl .
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Since χ(t) = 1 on I, we obtain
S(t)u0 ∈ XkS(I), W±(t)n±0 ∈ Y lW±(I),
‖S(t)u0‖XkS(I) ≤ C‖u0‖Hk , ‖W±(t)n±0‖Y lW±(I) ≤ C‖n±0‖Hl.
Assume that (u0, n±0) ∈ Bδ(Hk(Rd) × H l(Rd)), (u, n±) ∈ Br(XkS(I) × Y lW±(I)).
Then, by Proposition 3.1, Corollary 3.2 and ‖ · ‖Y lW± . ‖ · ‖ZlW± , we have
‖Φ1(u, n±)‖XkS = ‖Φ1(u
∗, n∗±)‖XkS ≤ C‖u0‖Hk + C‖n
∗
±‖Y lW±‖u
∗‖XkS
‖Φ2±(u)‖Y lW± = ‖Φ2±(u
∗)‖Y lW± ≤ C‖n±0‖Hl + C‖u
∗‖2XkS
for any u∗ ∈ XkS, n∗± ∈ Y lW± satisfying u∗(t) = u(t), n∗±(t) = n±(t) on I. Therefore,
Φ1(u, n±) ∈ XkS(I), Φ2±(u) ∈ Y lW±(I),
‖Φ1(u, n±)‖XkS(I) ≤ C‖u0‖Hk + C‖n±‖Y lW±(I)‖u‖XkS(I) ≤ Cδ + Cr
2,
‖Φ2±(u)‖Y lW±(I) ≤ C‖n±0‖Hl + C‖u‖
2
XkS(I)
≤ Cδ + Cr2.
We choose δ = r2, r = 1/4C, then we have
‖Φ1(u, n±)‖XkS(I) + ‖Φ2±(u)‖Y lW±(I) ≤ r.
Hence, (Φ1,Φ2±) is a map from Br(XkS([0, T ])× Y lW±([0, T ])) into itself. Note that r
does not depend on T . Moreover, we assume (v,m±) ∈ Br(XkS(I)× Y lW±(I)), then
‖Φ1(u, n±)− Φ1(v,m±)‖XkS(I)
= ‖IT,S(n±, u)(t)− IT,S(m±, v)(t)‖XkS(I)
≤ ‖IT,S(n±, u− v)‖XkS(I) + ‖IT,S(n± −m±, v)‖XkS(I)
≤ C(‖n±‖Y lW±(I)‖u− v‖XkS(I) + ‖n± −m±‖Y lW±(I)‖v‖XkS(I)) (4.2)
≤ (1/4)(‖u− v‖XkS(I) + ‖n± −m±‖Y lW±(I)),
‖Φ2±(u)− Φ2±(v)‖Y lW±(I)
= ‖IT,W±(u, u)(t)− IT,W±(v, v)(t)‖Y lW±(I)
≤ C(‖u‖XkS(I) + ‖v‖XkS(I))‖u− v‖XkS(I) (4.3)
≤ (1/2)‖u− v‖XkS(I).
Therefore, (Φ1,Φ2±) is a contraction mapping on Br(XkS([0, T ])×Y lW±([0, T ])). Thus,
by the Banach fixed point theorem, we have a solution to (4.1) in it.
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Next, we prove (ii) by contradiction. Let (u, n±), (v,m±) ∈ XkS([0, T ])×Y lW±([0, T ])
are two solutions satisfying (u(0), n±(0)) = (v(0), m±(0)). Assume that
T ′ := sup{0 ≤ t < T ; u(t) = v(t), n±(t) = m±(t)} < T.
By a translation in t, it suffices to consider the case T ′ = 0. Let 0 < τ ≤ T . From
(4.2) and Proposition 2.16, we obtain
‖u− v‖XkS([0,τ ]) ≤ C(‖n±‖Y lW±([0,τ ])‖u− v‖XkS([0,τ ]) + ‖n± −m±‖Y lW±([0,τ ])‖v‖XkS([0,τ ]))
≤ (1/4)(‖u− v‖XkS([0,τ ]) + ‖n± −m±‖Y lW±([0,τ ])).
Here, we took sufficiently small τ . Hence, we obtain
‖u− v‖XkS([0,τ ]) ≤ (1/3)‖n± −m±‖Y lW± ([0,τ ]). (4.4)
Similarly, by (4.3) and Proposition 2.16, we obtain
‖n± −m±‖Y lW±([0,τ ]) ≤ C(‖u‖XkS([0,τ ]) + ‖v‖XkS([0,τ ]))‖u− v‖XkS([0,τ ])
≤ (1/2)‖u− v‖XkS([0,τ ]). (4.5)
Here, we took sufficiently small τ . Hence, from (4.4) and (4.5), we obtain u(t) =
v(t), n±(t) = m±(t) on [0, τ ], which contradicts to the definition of T ′.
We omit the proof of (iii) because it follows from the standard argument. Finally,
we prove (iv). Fix 0 < T <∞. Since 〈ξ〉a ≤ C(a)(〈ξ − ξ1〉a + 〈ξ1〉a), we easily have
‖IT, S(n±, u)‖Xk+aS ≤ C(a)
(‖n±‖Y l+aW± ‖u‖XkS + ‖n±‖Y lW±‖u‖Xk+aS ), (4.6)
‖IT,W±(u, u)‖Zl+aW± ≤ C(a)‖u‖Xk+aS ‖u‖XkS , (4.7)
from Proposition 3.1 and Corollary 3.2. Thus, by a similar argument as (i), we
obtain
‖u‖Xk+aS (I) ≤ C‖u0‖Hk+a + C(a)r(‖u‖Xk+aS (I) + ‖n+‖Y l+aW+ (I) + ‖n−‖Y l+aW− (I)),
‖n±‖Y l+aW± (I) ≤ C‖n±0‖Hl+a + C(a)r‖u‖Xk+aS
for the solution to (4.1) such that (u, n±) ∈ Br(XkS(I)× Y lW±(I)) with r := 1/4C(a)
and δ := r2. Thus, we conclude
‖u‖Xk+aS (I) + ‖n±‖Y l+aW± (I) ≤ C(‖u0‖Hk+a + ‖n±0‖Hl+a).

Finally, we prove Proposition 4.2.
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Proof. Since r in the proof of Proposition 4.1 does not depend on T , it follows that
‖u‖XkS([0,T ]) + ‖n±‖Y lW±([0,T ]) < M,
‖u‖XkS([−T,0]) + ‖n±‖Y lW±([−T,0]) < M
for any T > 0, where the constant M does not depend on T . For any {tj}Kj=0 ∈ Z0
with tK < ∞, we can take 0 < T < ∞ such that −T < t0 and tK < T . Then, by
Lemma 2.3, we have
( K∑
j=1
‖〈∇x〉k(S(−tj)u(tj)− S(−tj−1)u(tj−1))‖2L2
)1/2
. ‖〈∇x〉ku‖V 2S ([0,T ]) + ‖〈∇x〉
ku‖V 2S ([−T,0])
. ‖u‖XkS([0,T ]) + ‖u‖XkS([−T,0]) < 2M.
Therefore, we have
sup
{tj}Kj=0∈Z0
( K∑
j=1
‖〈∇x〉kS(−tj)u(tj)− 〈∇x〉kS(−tj−1)u(tj−1)‖2L2
)1/2
. M.
By Proposition 2.2, f± := limt→±∞ 〈∇x〉kS(−t)u(t) exists in L2. Put u±∞ :=
〈∇x〉−kf±. Then, we conclude
‖〈∇x〉kS(−t)u(t)− f±‖L2 = ‖u(t)− S(t)u±∞‖Hk → 0 as t→ ±∞.
Similarly, we obtain the scattering result for the wave equation. 
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