We describe a set of programs for circular convolution and prime length FFTs that are short, possess great structure, share many computational procedures, and cover a large variety of lengths. The programs make clear the structure of the algorithms and clearly enumerate independent computational branches that can be performed in parallel. Moreover, each of these independent operations is made up of a sequence of sub-operations which can be implemented as vector/parallel operations. This is in contrast with previously existing programs for prime length FFTs: they consist of straight line code, no code is shared between them, and they can not be easily adapted for vector/parallel implementations.
The development of algorithms for the fast computation of the Discrete Fourier Transform in the last 30 years originated with the radix 2 Cooley-Tukey FFT and the theory and variety of FFTs has grown signi cantly since then. Most of the work has focused on FFTs whose sizes are composite, for the algorithms depend on the ability to factor the length of the data sequence so that the transform can be found by taking the transform of smaller lengths. For this reason, algorithms for prime length transforms are building blocks for many composite length FFTs -the maximum length and the variety of lengths of a PFA or WFTA algorithm depend upon the availability of prime length FFT modules. As such, prime length Fast Fourier Transforms are a special, important and di cult case.
Fast algorithms designed for speci c short prime lengths have been developed and have been written as straight line code 7, 9] . These dedicated programs rely upon an observation made in Rader's paper 14] in which he shows that a prime p length DFT can be found by performing a p ? 1 length circular convolution. Since the publication of that paper, Winograd had developed a theory of multiplicative complexity for transforms and designed algorithms for convolution that attain the minimum number of multiplications 19] . Although Winograd's algorithms are very e cient for small prime lengths, for longer lengths they require a large number of additions and the algorithms become very cumbersome to design. This has prevented the design of useful prime length FFT programs for lengths greater than 31. Although we have previously reported the design of programs for prime lengths greater than 31 15] those programs required more additions than necessary and were long. Like the previously existing ones, they simply consisted of a long list of instructions and did not take advantage of the attainable common structures.
In this paper we describe a set of programs for circular convolution and prime length FFTs that are are short, possess great structure, share many computational procedures, and cover a large variety of lengths. Because the underlying convolution is decomposed into a set of disjoint operations they can be performed in parallel and this parallelism is made clear in the programs. Moreover, each of these independent operations is made up of a sequence of sub-operations of the form I A I where denotes the Kronecker product. These operations can be implemented as vector/parallel operations 18]. Previous programs for prime length FFTs do not have these features: they consist of straight line code and are not amenable to vector/parallel implementations.
We have also developed a program that automatically generates these programs for circular convolution and prime length DFTs. This code generating program requires information only about a set of modules for computing cyclotomic convolutions. We compute these non-circular 2 convolutions by computing a linear convolution and reducing the result. Furthermore, because these linear convolution algorithms can be built from smaller ones, the only modules needed are ones for the linear convolution of prime length sequences. It turns out that with linear convolution algorithms for only the lengths 2 and 3, we can generate a wide variety of prime length FFT algorithms. In addition, the code we generate is made up of calls to a relatively small set of functions. Accordingly, the subroutines can be designed and optimized to speci cally suit a given architecture.
The programs we describe use Rader's conversion of a prime point DFT into a circular convolution, but this convolution we compute using the split nesting algorithm 13]. As Stasinski notes 16], this yields algorithms possessing greater structure, simpler programs and doesn't generally require more computation.
On the Row-Column Method
In computing the DFT of an n = n 1 n 2 point sequence where n 1 and n 2 are relatively prime, a row-column method can be employed. That is, if an n 1 n 2 array is appropriately formed from the n point sequence, then its DFT can be computed by computing the DFT of the rows and by then computing the DFT of the columns. The separability of the DFT makes this possible. It should be mentioned, however, that in at least two papers 10, 16] it is mistakenly assumed that the rowcolumn method can also be applied to convolution. Unfortunately, the convolution of two sequences can not be found by forming two arrays, by convolving their rows, and by then convolving their columns. This misunderstanding about the separability of convolution also appears in 2] where the author incorrectly writes a diagonal matrix of a bilinear form as a Kronecker product. If it were a Kronecker product, then there would indeed exist a row-column method for convolution.
Preliminaries
Because we compute prime length DFTs by converting them in to circular convolutions, most of this and the next section is devoted to an explanation of the split nesting convolution algorithm. In this section we introduce the various operations needed to carry out the split nesting algorithm. In particular, we describe the prime factor permutation that is used to convert a one-dimensional circular convolution into a multi-dimensional one. We also discuss the reduction operations needed when the Chinese Remainder Theorem for polynomials is used in the computation of convolution. The reduction operations needed for the split nesting algorithm are particularly well organized. We give an explicit matrix description of the reduction operations and give a program that implements 3 the action of these reduction operations.
The presentation relies upon the notions of similarity transformations, companion matrices and Kronecker products. With them, we describe the split nesting algorithm in a manner that brings out its structure. We nd that when companion matrices are used to describe convolution, the reduction operations block diagonalize the circular shift matrix.
The companion matrix of a monic polynomial, M(s) = m 0 + m 1 
Its usefulness in the following discussion comes from the following relation which permits a matrix formulation of convolution:
where x, h and y are the coe cients and C M is the companion matrix of M(s). In (2), we say y is the convolution of x and h with respect to M(s). In the case of circular convolution, M(s) = s n ?1 and C s n ?1 is the circular shift matrix denoted by S n , S n = 2 6 6 6 4 1 1 . . . That is, by employing the similarity transformation given by T in this way, the action of S k n is replaced by that of A k . Many circular convolution algorithms can be understood, in part, by understanding the manipulations made to S n and the resulting new matrix A. If the transformation T is to be useful, it must satisfy two requirements: (1) Tx must be simple to compute, and (2) A must have some advantageous structure. For example, by the convolution property of the DFT, the DFT matrix F diagonalizes S n and therefore it diagonalizes every circulant matrix. In this case, Tx can be computed by an FFT and the structure of A is the simplest possible: a diagonal. 
where n = n 1 n 2 , (n 1 ; n 2 ) = 1 1]. This converts the one dimensional circular convolution of length n to a two dimensional one of length n 1 along one dimension and length n 2 along the second. Then an n 1 -point and an n 2 -point circular convolution algorithm can be combined to obtain an n-point algorithm.
The Split-Nesting algorithm 13] combines the structures of the Winograd and AgarwalCooley methods, so that S n is transformed to a block diagonal matrix as in (4),
Here ( The split nesting algorithm combines cyclotomic convolutions to compute a longer circular convolution. It is like the Agarwal-Cooley method but requires fewer additions 13].
Prime Factor Permutations
The permutation of the prime factor FFT 1, 12] can be used to obtain S n 1 S n 2 from S n 1 n 2 when (n 1 ; n 2 ) = 1. The permutation is described by Zalcstein 20] , among others.
Lemma 1 If n = n 1 n k and n 1 ; : : :; n k are pairwise relatively prime, then S n = P t (S n k S n 1 )P where P is the permutation matrix given by Pe k = e hkin 1 +n 1 hkin 2 + +n 1 n k?1 hkin k .
This useful permutation will be denoted here as P n k ;:::;n 1 When n has several prime divisors the reduction operations become quite complicated and writing a single program to implement them is di cult. However, when n is a prime power, the reduction operations are very structured and can be done in a straightforward manner. Therefore, by converting a one-dimensional convolution to a multi-dimensional one, in which the length along each dimension is a prime power, the split nesting algorithm avoids the need for complicated reductions operations. This is one advantage the split nesting algorithm has over the Winograd algorithm.
By applying the reduction operations appropriately to the circular shift matrix, we are able to obtain a block diagonal form, just as in the Winograd convolution algorithm. However, in the split nesting algorithm, each diagonal block represents multi-dimensional cyclotomic convolution rather than a one-dimensional one. By forming multi-dimensional convolutions out of one-dimensional ones, it is possible to combine algorithms for smaller convolutions (see the next section). This is a second advantage split nesting algorithm has over the Winograd algorithm. The split nesting algorithm, however, generally uses more than the minimum number of multiplications. To obtain the block diagonal form of (6) and (7) 
The number of additions incurred by R is given by 2n k ? P k i=1 Example 2:
R (S 9 S 5 ) R ?1 = 2 6 6 6 6 6 6 6 4 1 C 3 C 9 C 5 C 3 C 5 C 9 C 5 3 7 7 7 7 7 7 7 5 (12) where R = R 9;5 and can be implemented with 152 additions.
Each block in eq (9) and (12) represents a multi-dimensional cyclotomic convolution.
A Matlab program that carries out the operation R p e 1 1 ;:::;p e k k in eq (9) is KRED(). function x = KRED(P,E,K,x) % P : P = P(1),...,P(K)] and are meant to serve as a basis for more e cient programs. In particular, the indexing and the loop counters can be modi ed to improve the e ciency. However, the modi cations that minimize the overhead incurred by indexing operations depends on the programming language, the compiler and the computer used. These two programs are written with simple loop counters and complicated indexing operations so that appropriate modi cations can be easily made.
In using the similarity (6) and (7) 
The inverse of the matrix R described by eqs (9), (10) and (11) is therefore given by 
where V p denotes the matrix in eq (13) without its rst column. We have written programs for R ?1 , R t and R ?t . They are similar to the programs for R above. It should be noted that by using the matrix exchange property below, the relevant operations that need to be implemented turn out to be R, R t and R ?t .
Bilinear Forms for Circular Convolution
A basic technique in fast algorithms for convolution is interpolation: two polynomials are evaluated at some common points, these values are multiplied, and by interpolating these products, the product of the two original polynomials can be determined 2, 11, 13] . This interpolation method is often called the Toom-Cook method and it is given by two matrices that describe a bilinear form. We use bilinear forms to give a matrix formulation of the split nesting algorithm. The split nesting algorithm combines smaller convolution algorithms to obtain algorithms for longer lengths. We use the Kronecker product to explicitly describe the way in which smaller convolution algorithms are appropriately combined.
The Toom-Cook Method
Recall that the linear convolution of h and x can be represented by a matrix vector product. When n = 3: 2 6 6 6 6 6 4 
The Matrix Exchange Property
The matrix exchange property is a useful technique that allows one to save computation in carrying out the action of bilinear forms 8]. When h is known and xed in eq (30), BRPh can be precomputed so that y can be found using only the operations represented by P t R ?1 C and ARP and the point by point multiplications denoted by . The operation of BRP is absorbed into the multiplicative constants. Note that in eq (30), P t R ?1 C is more complicated than is BRP and it is therefore advantageous to absorb the work of P t R ?1 C instead of BRP into the multiplicative constants. Applying the matrix exchange property to eq (30) one gets y = JP t R t B t n This bilinear form does not compute y(0), the DC term. Furthermore it is still necessary to add the x(0) term to each of the elements of (43) to obtain y(1); : : :; y(p ? 1).
Calculation of the DC term
The computation of y(0) turns out to be very simple when the bilinear form (43) is used to compute the circular convolution in eq (42). The rst element of ARPQ rx in eq (43) is the residue modulo the polynomial s ? 1, that is, the rst element of this vector is the sum of the elements ofx. Therefore, the DC term can be computed by adding the rst element of ARPQ rx to x(0). Hence, when the Winograd or split nesting algorithm is used to perform the circular convolution of eq (43), the computation of the DC term requires only one extra complex addition for complex data.
The addition x(0) to each of the elements of (43) also requires only one complex addition. By adding x(0) to the rst element of C t R ?t PJQ sw ARPQ rx in eq (43) and applying Q t s JP t R t to the result, x(0) is added to each element.
Although the DFT can be computed by making these two extra additions, this organization of additions does not yield a bilinear form. However, by making a minor modi cation, a bilinear form can be retrieved. The method described above can be illustrated in g 1 with u = C t R ?t PJQ sw .
Clearly, the structure highlighted in the dashed box can be replaced by the structure in g 2. By substituting the second structure for the rst, a bilinear form is obtained. 
5 Implementing Kronecker Products E ciently
In the algorithm described above we encountered expressions of the form A 1 A 2 A n which we denote by n i=1 A i : To calculate the product ( i A i ) x it is computationally advantageous to factor i A i into terms of the form I A i I 1]. Then each term represents a set of copies of A i . Note that in factorization (48), c 1 copies of A 2 are applied to the data vector x rst, followed by r 2 copies of A 1 , therefore (48) has a computational cost of r 2 Q 1 +c 1 Q 2 where Q i is the computational cost of A i . The computational cost of (50) 
Each factorization of i A i can be described by a permutation g( ) of f1; :::; ng which gives the order in which A i is applied to the data vector x. A g (1) is the rst operation applied to the data vector x, A g (2) is the second, and so on. For example, the factorization (55) is described by the permutation g(1) = 3, g(2) = 1, g(3) = 2. It turns out that to nd the best factorization of i A i it is necessary only to compute the ratios (r i ?c i )=Q i and to order them in an non-decreasing order 1]. The operation A i whose index appears rst in this list is applied to the data vector x rst, and so on. Once the permutation g( ) that minimizes the arithmetic cost is determined by ordering the ratios (r i ? c i )=Q i , i A i can be 
Each block along the diagonal acts on non-overlapping sections of the data vector -so that each section can be performed in parallel. Since each section represents exactly the same operation, this form is amenable to implementation on a computer with a parallel architectural con guration. The expression A I can be similarly seen to represent a vector command, see 5]. It should also be noted that by employing`stride' permutations, the command (I A I)x can be replaced by either (I A)x or (A I)x 5, 18] . It is only necessary to permute the input and output. It is also the case that these stride permutations are natural loading and storing commands for some architectures.
In the programs we have written in conjunction with this paper we implement the commands y = (I A I)x with loops in a set of subroutines. The circular convolution and prime length FFT programs we present, however, explicitly use the form I A I to make clear the structure of the algorithm, to make them more modular and simpler, and to make them amenable to implementation on special architectures. In fact, in 5] it is suggested that it might be practical to develop tensor product compilers. The FFT programs we have generated will be well suited for such compilers.
Programs for Circular Convolution
In writing a program that computes the circular convolution of h and x using the bilinear form (35) we have written subprograms that carry out the action of P, P t , R, R t , A and B t . We are assuming, as is usually done, that h is xed and known so that u = C t R ?t PJh can be pre-computed and stored. To compute these multiplicative constants u we need additional subprograms to carry out the action of C t and R ?t but the e ciency with which we compute u is unimportant since this is done beforehand and u is stored. In section 2.1 we discussed the permutation P and a program implementing this permutation is not di cult to write. The reduction operations R, R t and R ?t we have described in section 2.2 and programs for these reduction operations we have described above. To carry out the operation of A and B t we need to be able to carry out the action of A d 1 A d k and this was discussed in section 5. Note that since A and B t are block diagonal, each diagonal block can be done separately.
However, since they are rectangular, it is necessary to be careful so that the correct indexing is used.
To facilitate the discussion of the programs we generate, it is useful to consider an example. Take as an example the 45 point circular convolution algorithm. From eq (31) we nd that we need to compute x = P 9;5 x and x = R 9;5 x.
We noted above that bilinear forms for linear convolution, ( Table 1 lists operation counts for some of the circular convolution algorithms we have generated.
The operation counts do not include any arithmetic operations involved in the index variable or loops. They include only the arithmetic operations that involve the data sequence x in the convolution of x and h.
The table in 13] for the split nesting algorithm gives very similar arithmetic operation counts. For all lengths not divisible by 9, the algorithms we have developed use the same number of multiplications and the same number or fewer additions. For lengths which are divisible by 9, the algorithms described in 13] require fewer additions than do ours. This is because the algorithms whose operation counts are tabulated in the table in 13] use a special 9 (s) convolution algorithm. It should be noted, however, that the e cient 9 (s) convolution algorithm of 13] is not constructed from smaller algorithms using the Kronecker product, as is ours. As we have discussed above, the use of the Kronecker product facilitates adaptation to special computer architectures and yields a very compact program with function calls to a small set of functions. It is possible to make further improvements to the operation counts given in table 1 12, 13] . Speci cally, algorithms for prime power cyclotomic convolution based on the polynomial transform, although more complicated, will give improvements for the longer lengths listed 12, 13]. These 19 improvements can be easily included in the code generating program we have developed.
Programs for Prime Length FFTs
Using the circular convolution algorithms described above, we can easily design algorithms for prime length FFTs. The only modi cations that needs to be made involve the permutation of Rader 14] and the correct calculation of the DC term (y(0)). These modi cations are easily made to the above described approach. It simply requires a few extra commands in the programs. Note that the multiplicative constants are computed directly, since we have programs for all the relevant operations.
In the version we have currently implemented and veri ed for correctness, we precompute the multiplicative constants, the input permutation and the output permutation. From eq (44), the multiplicative constants are given by V p (1 C t R ?t PJQ s )w, the input permutation is given by 1 PQ r , and the output permutation is given by 1 Q t s JP t . The multiplicative constants, the input and output permutation are each stored as vectors. These vectors are then passed to the prime length FFT program, which consists of the appropriate function calls, see the appendix. In previous prime length FFT modules, the input and output permutations can be completely absorbed in to the computational instructions. This is possible because they are written as straight line code. It is possible to modify the code generating program we have implemented so that it produces straight line code and absorbs the permutations in to the computational program instructions.
In an in-place in-order prime factor algorithm for the DFT 4, 17] , the necessary permuted forms of the DFT can be obtained by modifying the multiplicative constants. This can be easily done by permuting the roots of unity, w, in the expression for the multiplicative constants 4, 8] , nothing else in the structure of the algorithm needs to be changed. By changing the multiplicative constants, it is not possible, however, to omit the permutation required for Rader's conversion of the prime length DFT in to circular convolution. Table 2 lists the arithmetic operations incurred by the FFT programs we have generated. Note that the number of additions and multiplications incurred by the programs we have generated are the same as previously existing programs for prime lengths up to and including 13. For p = 17 a program with 70 multiplications and 314 additions has been written, and for p = 19 a program with 76 multiplications and 372 additions has been written 9]. Thus for the length p = 17, the program we have generated requires fewer total arithmetic operations, while for p = 19, ours uses 20 more.
Operation Counts
There are several table of operation counts in 10], each table corresponding to a di erent variation of the algorithms used in that paper. For each variation, the algorithms we have described use fewer additions and fewer multiplications. The focus of 10], however, is the implementation of prime point FFT on various computer architectures and the advantage that can be gained from matching algorithms with architectures. It should be noted that the highest prime in 10] for which an FFT was designed is 29. Although we have not executed the programs described in this paper on these computers, they are, as mentioned above, written to be easily adapted to parallel/vector computers. 8 
Conclusion
We have found that by using the split nesting algorithm for circular convolution a new set of e cient prime length DFT modules that cover a wide variety of lengths can be developed. We have also exploited the structure in the split nesting algorithm to write a program that automatically generates compact readable code for convolution and prime length FFT programs.
The resulting code makes clear the organization and structure of the algorithm and clearly enumerates the disjoint convolutions into which the problem is decomposed. These independent convolutions can be executed in parallel and, moreover, the individual commands are of the form I A I which can be executed as parallel/vector commands on appropriate computer architectures 18]. By recognizing also that the algorithms for di erent lengths share many of the same computational structures, the code we generate is made up of calls to a relatively small set of functions. Accordingly, the subroutines can be designed to speci cally suit a given architecture. The number of additions and multiplications incurred by the programs we have generated are the same as or are competitive with existing prime length FFT programs. We note that previously, prime length FFTs were made available for primes only up to 29. As in the original Winograd short convolution algorithms, the e ciency of the resulting prime p point DFT algorithm depends largely upon the factorability of p ? 1. For example, if p ? 1 is two times a prime, then an e cient p point DFT algorithm is more di cult to develop.
It should be noted too that the programs for convolution developed above are useful in the convolution of long integer sequences when exact results are needed. This is because all multiplicative constants in an n point integer convolution are integer multiples of 1=n and this division by n can be delayed until the last stage or can simply be omitted if a scaled version of the convolution is acceptable.
By developing a large library of prime point FFT programs we can extend the maximum length and the variety of lengths of a prime factor algorithm or a Winograd Fourier transform algorithm. Furthermore, because the approach taken in this paper gives a bilinear form, it can be incorporated into the dynamic programming technique for designing optimal composite length FFT algorithms 7]. The programs described in this paper can also be adapted to obtain discrete cosine transform (DCT) algorithms by simply permuting the input and output sequences 6].
The constants, input and output permutations are: 
