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ABSTRACT
When reconstructing images from limited (or sparsely sampled) data, reference (or template)
images are useful for constraining image reconstruction for various applications. However, in
order to be an effective constraint, the reference should be correctly aligned with the target
image one wants to reconstruct. Conventional image registration methods assume that both
the reference and target images are completely specified, but one usually has only limited
data from the target. Therefore, these methods do not apply. This thesis addresses this new
problem of registering a known high-resolution reference image to an unknown target image
for which one has only limited measurements.
We solve this problem by introducing an intermediate image model that expresses the
target image as a combination of a generalized series model and a residual component. This
model allows the reference and target images to have different contrast and can be used with
various motion models. It also makes use of all the available data to estimate the motion
parameters. We propose practical algorithms to solve the optimization problems associated
with motion parameter estimation. We also analyze the characteristics and performance of
the proposed method by an estimation-theoretic approach and by computer simulations. We
demonstrate accurate motion parameter estimation for an affine transformation model and
a nonrigid deformable model.
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CHAPTER 1
INTRODUCTION
1.1 Problem Statement
This thesis addresses a new problem of registering a high-resolution reference image or
a template image to an unknown target image given only limited (or sparsely sampled)
data. This problem arises in any attempt to perform reference-constrained reconstruction,
which has great potential to accelerate data acquisition for various imaging applications,
such as diffusion imaging, dynamic magnetic resonance imaging and magnetic resonance
spectroscopy imaging.
Reference-constrained reconstruction methods make use of prior information (e.g., edge
locations or image support) extracted from a reference or template image to reconstruct im-
ages from limited or low-quality data [1–9]. The locations of image features in the reference
and target images have to match in order for the prior information to be useful. Therefore,
reference-constrained reconstruction methods are only effective when there is accurate align-
ment between the two images. However, in practice, there is often misregistration between
different scans, which invalidates the requirement above and produces significant reconstruc-
tion artifacts [1, 9, 10]. As a result, accurate motion compensation is an important problem
in implementing these methods.
Conventional image-based registration methods can achieve accurate alignment between
two images if fully sampled data from both images are available [11, 12]. Because we are
considering the cases when we have only limited data from the target image, these image
registration techniques do not apply to the problem. Moreover, since variable density sam-
pling schemes with both low-frequency data and sparsely sampled high-frequency data are
typically more desirable for obtaining high-quality reconstructions, only a very low resolu-
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tion target image can be available for image registration. This typically limits the accuracy
of motion compensation. Therefore, new approaches are needed to solve this challenging
problem of motion compensation given limited data.
1.2 Main Results
In this thesis, we present a new method to address the problem of motion compensation given
limited data. In particular, we focus on the problem as applied to MR imaging, wherein
data are acquired in the Fourier domain. We solve the problem by using an image model
combining a generalized series (GS) model [1] and a residual component (or a difference
image). This model is called an intermediate model because it is designed to perform motion
compensation independent of the model choice for final reference-constrained reconstruction.
The main results obtained in this thesis are summarized as follows.
Firstly, we designed the image model to have the following properties:
(1) All the data can be used for motion compensation, including the sparsely sampled
data;
(2) Motion compensation can be performed even in the presence of contrast changes be-
tween the reference image and the unknown target image; and
(3) Different motion models can be considered, including the affine transformation model
and the general parametric nonrigid deformable model.
The GS model expresses an unknown image as a reference image multiplied with a contrast
modulation function (CMF) [1]. Using this model with the Fourier data acquisition model
for MRI, we can link a deformable reference with the limited data from the target image.
This enables properties (1) and (2) if a proper algorithm is used. Furthermore, by mod-
eling the deformable reference as a variable dependent on a parametric motion model, we
can formulate the motion compensation problem as a general motion parameter estimation
problem, which allows for the incorporation of different types of motion models.
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Secondly, we formulated the motion compensation problem as joint estimation of the CMF
and the motion parameters. The proposed model has been characterized from an estimation-
theoretic perspective. Specifically, we computed the Crame´r-Rao bound (CRB) [13] for the
model given different data acquisition strategies and different model variations. We found
that different variable density sampling patterns which are generally desirable for MR im-
age reconstruction have similar overall characteristics, but that different motion parameters
would have different CRBs which should be taken into consideration when designing an al-
gorithm for parameter determination. We also observed that selecting a model order higher
than necessary has the potential to degrade performance. These results provide us with
more insight into the performance of the proposed method, and provide guidance to choose
an effective data acquisition scheme, a proper model order and motion model given different
applications.
Thirdly, we proposed efficient algorithms to estimate the motion parameters from limited
data. Two special cases of the proposed model were discussed in detail. The first case
combines an affine transformation model and the assumption of a smooth CMF (case I). In
this case, we used the well-known variable projection (VARPRO) principle [14] to bypass
estimation of the CMF and directly estimate the motion parameters. We then used a
nonlinear conjugate gradient (CG) method to solve the resulting optimization problem. We
also considered variations of this case where the CMF is not smooth (i.e., a higher-order GS
model is necessary). For these variations, we proposed an efficient alternating minimization
scheme to determine the motion parameters. The second case combines a B-spline based free-
form deformation (FFD) model [15] and a uniform CMF (case II). In this case, we simplified
the CMF and introduced a more general deformable model to account for complex motions.
Due to the high flexibility of the deformable model, we formulate motion estimation as a
data matching term plus a regularization term to avoid unrealistic motion. We then used
an efficient implementation of the BFGS Quasi-Newton method for optimization. Because
both cases feature a nonconvex optimization problem with the existence of local minima,
we first applied a low-resolution image registration to obtain a “good” initial guess of the
motion parameters for further refinement.
Finally, the performance of the proposed method has been analyzed by computer simu-
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lations using synthesized images and using images from real experimental data. For case
I, random affine transformations were generated and estimated using a mutual information
based image registration method and using the proposed method. For case II, two synthe-
sized images with a known deformation field and a series of images from a real interventional
imaging experiment were used in simulations. We analyzed the performance of the proposed
method based not only on its ability to estimate motion parameters, but also on its utility as
applied to an example of reference-constrained reconstruction methods, specifically one com-
bining a GS reconstruction and a compressed sensing based reconstruction. The proposed
method has been demonstrated to significantly outperform conventional image registration
for motion compensation given limited data. The effects of accurate motion estimation for
reference-constrained reconstruction have also been demonstrated by comparing reconstruc-
tions with and without motion compensation.
1.3 Organization of This Thesis
This thesis is organized as follows:
Chapter 2 lays out fundamental concepts for later chapters. It starts with a brief in-
troduction to data acquisition and image reconstruction challenges in magnetic resonance
imaging (MRI). Afterwards, we introduce reference-constrained reconstruction from limited
data, with detailed discussions of two examples: (1) a generalized series model based re-
construction and (2) a compressed sensing based reconstruction using reference subtraction.
The misregistration effects between the reference and the target images for these two meth-
ods are also illustrated. Finally, we introduce the parametric motion models used in this
thesis.
Chapter 3 starts with a brief review of previous work on limited-data motion compensation,
and presents the proposed intermediate image model. We introduce a general formulation
followed by a discussion on data acquisition. We analyze the characteristics of the proposed
model by applying the CRB analysis, with particular focus on comparing different data
acquisition strategies and model orders.
Chapters 4 and 5 provide a detailed description of the proposed algorithms for determining
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motion parameters in two special cases of the image model. Each chapter shows results from
computer simulations to demonstrate the performance of the proposed method.
Chapter 6 discusses the results and the different factors affecting the performance of the
proposed method. Discussions on future development are included. Chapter 7 summarizes
the contributions of this thesis and draws conclusions.
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CHAPTER 2
BACKGROUND
2.1 MRI Data Acquisition
In typical MRI experiments, the measured signal s(t) can be expressed as
s(t) =
∫
ρ(r)e−i(
∫ t
0
γG(τ)dτ )·rdr+ ε(t), (2.1)
where ρ(r) is the image function of interest, which can provide important anatomical or
functional information, and ε(t) is observation noise.
If we define k(t) as
k(t) =
γ
2π
∫ t
0
G(τ)dτ , (2.2)
where γ is a physical constant known as the gyro-magnetic ratio and G(t) = (Gx(t), Gy(t),
Gz(t)) is the time dependent-gradient magnetic field that is used for spatial encoding. G(t)
can be designed to enable different data acquisition schemes. Using the definition in Eq.
(2.2), we can rewrite the signal equation as
d(k) =
∫
ρ(r)e−i2pik·rdr+ ε(k). (2.3)
Equation (2.3) shows that d(k), the data measured in a typical MRI experiment, is simply
the Fourier transform of the image function ρ(r). In MRI, this Fourier domain is referred to
as k-space. Therefore, the objective of image reconstruction is to reconstruct the unknown
image function ρ(r) from its k-space measurements. Without loss of generality, this thesis
will discuss 2D imaging, where k = (kx, ky). kx and ky here are referred to as the frequency
encoding and phase encoding directions, respectively.
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Conventionally, discrete samples of the k-space data are acquired in a Cartesian fashion.
The sampled data is then given by
d (m∆kx, n∆ky) =
∫
ρ(x, y)e−i2pi(m∆kxx+n∆kyy)dxdy, (2.4)
where ∆kx and ∆ky are the sampling intervals in each direction. If we assume ρ has support
limited by FOVx and FOVy, the Nyquist sampling theorem states that ∆kx and ∆ky must
satisfy
|∆kx| < 1
FOVx
, |∆ky| < 1
FOVy
, (2.5)
in order to obtain an unaliased image using conventional inverse Fourier transform recon-
struction [16]. FOVx and FOVy are usually referred to as the field-of-view (FOV), which is
defined as a region outside of which the image vanishes. Furthermore, if we define Nx and
Ny to be the number of Nyquist sample points in each direction, then Fourier reconstruction
will yield an image with resolution in each direction limited by the following inequalities:
∆x ≥ 1
Nx|∆kx| , ∆y ≥
1
Ny|∆ky| . (2.6)
Denoting TR as the sampling interval between each ky line in k-space and assuming that the
frequency encoding is nearly instantaneous, the minimum total data acquisition time for a
fully sampled image is equal to NyTR. Thus, higher spatial resolution is achieved at the cost
of longer scanning time when using Fourier reconstruction. This is the source of the intrinsic
challenge in achieving high spatial and temporal resolution simultaneously for MRI.
2.2 Image Reconstruction - The Discretized Model
We can express a discretized version of the signal model in Eq. 2.4 in matrix-vector product
form as
d = Fρ + ǫ, (2.7)
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where F is the corresponding Fourier encoding matrix modeling MRI data acquisition,
ρ ∈ CN is the discretized image (also referred to as the target image in this thesis) to
be reconstructed from the sampled data d ∈ CM and ǫ is the noise vector.
According to Eq. (2.7), we can cast the image reconstruction problem as an inverse
problem of recovering ρ from the linear measurements d. If fully sampled data (M = N)
are acquired on Cartesian grids, F can be represented by a DFT matrix. We can then apply
the inverse DFT to d to reconstruct the image. In this case, the trade-off between spatial
resolution and imaging time will be limited by the Nyquist sampling theorem as described
previously. Therefore, reducing imaging time while maintaining spatial resolution requires
advanced acquisition schemes or alternative reconstruction methods.
There are many important motivations for reducing imaging time. For example, long
examination times can cause discomfort for patients. Also, we can reduce motion effects
during the scan by shortening the data acquisition window. Moreover, in many dynamic
imaging scenarios, reducing the imaging time increases the temporal resolution, enabling
better monitoring of dynamic processes such as cardiac motion or image guided interventional
procedures.
In general, methods to reduce imaging time fall into three categories [16, 17]: (i) Improv-
ing gradient hardware for faster switching during spatial encoding; (ii) Developing fast pulse
sequences that can sweep through k-space more efficiently; and (iii) Signal processing meth-
ods that modify the imaging model (e.g., to take advantage of prior information about the
target image or data from multiple receiver coils). Recently, the third type of method has
progressed significantly and can be readily combined with the first two.
Falling into the third category, parallel imaging [18–22] makes use of the data from multiple
receiving coils to reduce the number of phase encodings for each coil so as to accelerate data
acquisition. There are also constrained reconstruction methods which try to make use of
some prior knowledge about the target image to reduce the number of data needed for high-
resolution reconstructions. Examples of these methods include partial Fourier reconstruction
[23–25], in which the symmetry of k-space data is exploited; the generalized series model [1],
in which the morphological information from a reference image is used to reconstruct the
target image; the partial separability model [26, 27], in which the multidimensional image
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is modeled as partially separable in a hybrid space; and k-t BLAST/k-t SENSE [28], which
exploit the spatial-temporal correlation of dynamic images. Compressed sensing has also
been shown to enable reconstruction from sparsely sampled k-space data by exploiting the
sparsity of MRI images in a certain transform domain [29]. A reference subtraction scheme
can also be used to further sparsify the target image to improve the reconstruction [7, 9].
In this thesis, we focus on reference-constrained reconstruction methods that make use
of prior information from a reference or template image to improve the reconstruction. In
particular, we demonstrate the importance of accurate alignment between the reference
and the target images for this type of method and present a novel approach to address
the motion compensation problem. Two reference-constrained reconstruction methods are
used as examples for demonstrating the importance of motion compensation. One of them
is the generalized series (GS) model and the other is a compressed sensing (CS) based
reconstruction model using reference subtraction.
2.3 Generalized Series Model Based Reconstruction
The GS model [1] represents It(r), the target image to be reconstructed, as
It(r) =
M∑
n=1
cnIr(r)⊙ ej2npi∆k·r
= Ir(r)⊙
M∑
n=1
cne
j2npi∆k·r, (2.8)
where Ir is a reference image containing similar morphological information to It, cn are
the model coefficients (referred to as the GS coefficients),
{
Ir(r)⊙ ej2npi∆k·r
}M
n=1
are basis
functions for representing It, M is the model order and “⊙′′ stands for point-wise multi-
plication. Equivalently, the GS model expresses the target image It as the product of a
high-resolution reference image Ir and a contrast modulation function (CMF) defined as
C(r) =
∑M
n=1 cne
j2npi∆k·r. If we assume that the contrast variations between the reference
and the target image are smooth, the model order M can be much smaller compared to the
size of the image. Therefore, the number of data needed for estimating cn can be significantly
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reduced as the number of parameters reduces.
The conventional GS method models the data acquisition as
dt =
M∑
n=1
cnFl
[
Ir ⊙ ej2npi∆k·r
]
+ ǫ, (2.9)
where Fl is a replacement for the DFT matrix, which stands for only sampling the low-
frequency k-space. dt is the corresponding data vector for It and ǫ is the noise vector. This
model can also be formulated into a matrix-vector multiplication form as
dt = FlHc+ ǫ
= Φc+ ǫ, (2.10)
where each column in H is a basis function in the GS model. Accordingly, we can either
solve the GS coefficients by a direct matrix inversion if the number of data is the same of
the order M , or we can solve a regularized least-squares problem as follows:
c∗ = argmin
c
‖dt −Φc‖22 + λ ‖c‖22 . (2.11)
The second approach is usually more appealing since it enables flexible data acquisition
schemes and the possibility to incorporate different kinds of prior constraints in the form of
regularization. In [5], a novel regularization function was proposed in a scenario where a high-
order GS model is needed for modelling a CMF with significant high-frequency components.
In summary, the GS model represents a target image to be reconstructed with much fewer
unknowns such that only a small portion of k-space data is needed for high-resolution recon-
struction. Therefore, it provides an efficient way to accelerate data acquisition. However,
the misalignment between the reference and the target images will typically result in signif-
icant artifacts in the reconstructions [1, 10], because it makes the CMF contain many more
high-frequency components than it should have. Therefore, a GS model with much higher
order is needed to capture those high-frequency contents. Figure 2.1 shows an example of the
negative effects caused by misalignment for GS based reconstruction. It demonstrates the
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importance of motion compensation for this reference-constrained reconstruction method.
2.4 Compressed Sensing Based Reconstruction
Another important reconstruction method we would like to discuss is CS based reconstruc-
tion. Before going into the details of image reconstruction, we will first briefly review the
basics of compressed sensing techniques.
One of the motivations of CS techniques comes from image compression. In image com-
pression, the acquired image is transformed into a certain transform domain where only a
small portion of coefficients needs to be kept to make the new image look the same visually.
Thus, a lot of redundant information is acquired and then thrown away. The idea for CS
techniques is trying to answer the question: whether it is possible to directly acquire com-
pressed data and recover the signal from it. The answer is yes, but certain conditions have
to be satisfied.
Mathematically, CS based methods focus on obtaining a sparse solution of the underde-
termined linear equations specified by
b = Ax+ ǫ, (2.12)
where b ∈ RM is the measurement, x ∈ RN is the vector of unknowns and ǫ is the noise
vector. b has lower dimensionality than x (M < N). There are two critical components in
CS based methods: (1) the unknown signal x to be recovered is assumed to be sparse or
highly compressible, which means the signal can be well represented by only a few nonzero
or large coefficients; and (2) the matrix A satisfies some special conditions. With a proper
combination of these two conditions, a good reconstruction of the true signal can be obtained
using some nonlinear reconstruction methods which enforce the sparsity of x under the data
consistency constraint. One of the most widely used algorithms for the signal recovery is
11
the l1 minimization method [30–32] in the form of
x∗ = argmin
x
‖x‖1
s.t. ‖Ax− b‖2 ≤ σ, (2.13)
where σ is the parameter characterizing the noise level. If we denote δs as the minimum
constant such that all vectors x with at most sparsity s satisfy the following inequalities
(1− δs) ‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δs) ‖x‖22 , (2.14)
then δs is referred to as the Restricted Isometry Constant. It is proved that if δ2s < 1, then
the solution to Eq. (2.13) is a unique s−sparse signal when σ = 0 [30]. And if the true signal
is s−sparse as well, this means perfect reconstruction for the noiseless case. Meanwhile, if
δ2s <
√
2−1, then the solution to Eq. (2.13) will satisfy the performance bound given by [30]
∥∥x∗ − x0∥∥2
2
≤ C0s−1/2
∥∥x0 − xs∥∥1 + C1ǫ, (2.15)
where x0 is the true signal, xs is the best s-sparse approximation of the true signal and s is
the same as in δ2s. C0 and C1 are monotonically increasing functions of δ2s given as
C0 =2
1− δ2s +
√
2δ2s
1− δ2s −
√
2δ2s
C1 =
4
√
1 + δ2s
1− δ2s −
√
2δ2s
.
From the bound given in Eq. (2.15), the conclusion for perfect reconstruction can also be
derived when there is no noise and x0 = xs, which means the signal is exactly s−sparse.
The theoretical bounds give us only a very rough expectation we can have for CS based
reconstruction. Two important issues remains to be addressed: (1) There has not been
a computationally efficient algorithm to be able compute δs in polynomial time and it is
almost impossible to check the condition in Eq. (2.14) based on current techniques; and
(2) Even if δs can be computed, these bounds are still relatively loose. Therefore, there
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are still several critical limitations on these performance bounds and great difficulties in
connecting the theoretical development with practical problems. However, empirically, CS
based methods have already shown great potentials and provided many exciting results in
various applications [29, 33–36]. It has been one of the hottest topics in signal processing
and intrigued researchers from different areas.
Compressed sensing MRI (CSMRI)
Inspired by CS, Lustig et al. first introduced CS based methods for MR image recon-
struction based on the observation that MR images are sparse or highly compressible in
certain transform domains, such as wavelet, discrete-cosine-transform (DCT) or finite dif-
ference domain [29]. CSMRI exploits these properties to enable high-quality reconstructions
from sparsely sampled data. The corresponding reconstruction scheme for CSMRI can be
expressed as
ρ∗ = argmin
ρ
‖Wρ‖1
s.t. ‖Fuρ− d‖2 ≤ σ, (2.16)
where W is the sparsifying transform for MRI images, Fu is adopted to emphasize that
the Fourier encoding is undersampled and d is the undersampled k-space data. W can be
a wavelet transform if it is desirable to exploit sparsity in the wavelet domain. Or, if the
image is sparse itself, W can be an identity transform. A randomized sampling pattern is
desirable for CS-based methods. Better reconstructions for some cases have also been shown
by using a total variation constraints. In these cases, the reconstruction formulation in Eq.
(2.16) is changed into
ρ∗ = argmin
ρ
TV (ρ)
s.t. ‖Fuρ− d‖2 ≤ σ, (2.17)
13
where TV (ρ) is the total variation (TV) function defined as the l1 norm of the image gradient
map. It is also very common to solve a regularized version of the above problems as follows:
ρ∗ = argmin
ρ
{‖Fuρ− d‖22 + λ ‖Wρ‖1} , (2.18)
or
ρ∗ = argmin
ρ
{‖Fuρ− d‖22 + λTV (ρ)} , (2.19)
with a proper choice of the regularization parameter λ.
Moreover, the signal sparsity in x-f/wavelet-f space for some dynamic MR imaging appli-
cations, such as cardiac imaging, was also exploited for dynamic images reconstruction. By
using a random sampling pattern in the k-t space and a CS-based reconstruction, high frame
rate dynamic images with reasonably good quality have been shown. Along this line, there
are methods such as k-t SPARSE [33] and k-t FOCUSS [8]. Recently, there are also efforts
focusing on trying to combine parallel imaging and CS to further reduce the required number
of measurements, and a reconstruction with good quality can still be achieved [37]. In addi-
tion, a more advanced data acquisition scheme, which can improve the incoherence condition
of the encoding matrix, has also been introduced to improve CS-based reconstructions [38].
CS-based reconstruction using reference subtraction
Sparsity plays an essential role in CS-based reconstructions. In conventional CSMRI, a
wavelet, DCT or finite difference transform is applied to sparsify the original image while
no extra prior information is used. However, in various MRI applications, a reference image
with very similar contents to the target images is usually available. Thus, it is possible
to utilize this reference to further sparsify the signal. For example, in many interventional
MRI experiments, the anatomical structures between different image frames remain almost
consistent except for very local feature changes caused by the interventional procedures.
Ideally, the only difference between the reference and the target image would be a sparse
image incorporating these local changes. Therefore, CS-based reconstruction could be more
useful for reconstructing this sparse difference image. One straightforward approach would
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be to directly subtract the reference data from the acquired data to form a “new” data
set for the difference image [7, 9]. Then, the difference image obtained by applying CS-
based reconstruction on the “new” data set could be added back to construct the final
reconstruction. However, in practice, motion between the reference image and the target
images needs to be considered. These problems, if not handled properly, will result in a
degradation of the signal sparsity and hence a degradation of the reconstructed image.
Figure 2.2 shows an example demonstrating the importance of accurate alignment between
the reference and the target image for this reference subtraction technique. Images (a) and
(b) in the figure are two frames from an interventional MRI experiment. The global contrast
variations between these two images are negligible. Therefore, the difference image between
them is assumed to be sparse when there are no motion effects. If image (b) is considered
as the target image, image (c) is the difference image between image (b) and image (a) after
compensating for the motion between (a) and (b). Here motion compensation is achieved
by FFD-based registration using full-resolution images. If only the 5% largest values of
the difference image (c) are kept, image (d) is obtained. After adding image (d) to the
motion compensated reference image (e), a high-quality approximation of the target image is
obtained in image (f). However, if no motion compensation is applied and only the 5% largest
values of the difference image between (b) and (a) are kept, shown in (g), the approximation
obtained by adding (g) to the original reference (i), contains significant artifacts.
2.5 Motion Models
To compensate for the motion effects between two images, we need to model the motion. In
this section, we set up the parametric motion models used in this thesis for describing the
motion effects between the reference image and the target image. The objective of motion
compensation will be estimating the parameters for these motion models in different scenar-
ios. In general, a motion model can be described by a coordinate transformation falling into
one of the three main categories: (1) Rigid-body motion/transformation only described by
translations and rotations; (2) Affine motion/transformation described by additional scaling
and shearing parameters; and (3) Nonrigid deformation described by a general displacement
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field. These different models have been widely used for image registration problems in the
area of remote sensing, video processing, image fusions and so on. They have also been used
for correcting physiological motions in some imaging applications [15, 39, 40]. Without loss
of generality, we will assume 2D motion models throughout this thesis. The extension to 3D
will be straightforward.
2.5.1 Affine Motion Model
Mathematically, the 2D affine motion model which includes the rigid-body motion as a
special case can be described by a global coordinate transformation in the form of
Ta(r) =

 a1 a2
a4 a5



 x
y

+

 a3
a6

 , (2.20)
where r = [x, y] is the original coordinate being transformed, Ta (r) is the new coordinate af-
ter transformation and a1 to a6 are the six parameters determining the affine transformation.
These six parameters can also be decomposed into seven physically meaningful parameters:
rotation, translation along each dimension, scaling along each dimensions and shearing along
each dimension. For a given set of values for a1 to a6, there will be different combinations of
these seven parameters leading to the same affine transformation. Thus, the representation
using the seven parameters is not unique.
For the convenience of implementation, an affine transformation can also be expressed as
[
x′ y′ 1
]
=
[
x y 1
]


a1 a4 0
a2 a5 0
a3 a6 1

 , (2.21)
where [x′, y′] is the coordinate after transformation. Moreover, the origin has to be specified
to apply coordinate transformation. Here we define the center of the image as the origin.
The final output of the algorithm is always the six actual parameters in Eq. (2.20) to ensure
the uniqueness of the solution.
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2.5.2 Nonrigid Deformation Model
Another main category of motion models is nonrigid deformations. The global affine motion
model although useful in many cases is sometimes not sufficient to describe certain scenarios
in which different local image features experience different motions, i.e. respiratory motion in
the abdomen. Thus, a nonrigid deformation model is needed to describe these local motions.
So far, several models have been proposed in the image registration literature. Among
them, there are the nonparametric optical flow model [11], elastic deformation models [41],
fluidic registration methods based on viscous fluid theory [42] and registration using basis
functions to model the deformation field [11, 41, 43]. Instead of going into details of all
these methods, we will only introduce the techniques which the proposed model is based on.
That is the spline-based methods [15, 39, 44]. In this type of method, the deformation field
is modeled using splines as basis functions. Specifically, we can either choose some control
points whose displacements are treated as parameters and the displacements of the remaining
voxels are obtained by interpolating between these control points using spline functions,
or we can directly use spline functions to construct the whole deformation field. For the
latter, the parameters are not displacements and have no physical meanings. Finally, the
free parameters are estimated by solving some optimization problem. To the author’s best
knowledge, neither method dominates in practice. In particular, the motion model based on
free-form deformation (FFD) [15] is one of the standard methods that have been used in many
applications and even implemented in several public image registration toolboxes [45]. In
this method, the coordinates of several control points are specified as the motion parameters,
and the coordinates of the remaining voxels are obtained by interpolation as described above.
Examples of spline functions that have been used are thin-plate splines and B-splines. In
this thesis, B-spline based FFD [15] will be used to model the nonrigid deformations which
cannot be captured by affine transformation.
The advantages of using a B-spline based deformation model are (1) The smoothness
properties of spline functions will impose smoothness on the displacement field, which is a
desirable property for describing many physiological motions. (2) Since B-spline functions
are locally supported, this model has more flexibility in controlling the local deformations and
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enables efficient computation compared to thin-plate spline functions, which are infinitely
supported. (3) It has been shown that B-spline based deformation models are able to
effectively describe a wide range of physiological motions [11, 40, 44, 46], such as respiratory
and cardiac motions. However, in order to avoid unrealistic deformations resulting from the
high flexibility of B-spline based models, additional regularization needs to be applied. This
is usually achieved by adding additional penalty terms or constraints into the associated
optimization problem for estimating the motion parameters.
A 2D B-spline based FFD can be described by a coordinate transformation as follows:
Ts(r) : r ∈ R2 → r′ ∈ R2,
=
3∑
i=0
3∑
j=0
Bi
(
x
nx
−
⌊
x
nx
⌋)
Bj
(
y
ny
−
⌊
y
ny
⌋)
αm+i,n+j, (2.22)
where r = [x, y] is the old coordinate, Ts(r) is the new coordinate after transformation, αm,n
are the coordinates of the control points with index m,n along each dimension, nx, ny are
the spacings between control points along each dimension and Bi/j(·) is the cubic B-spline
function used to interpolate the coordinates of the voxels between the control points. The
coordinates of the control points αm,n are the actual parameters in this model. The cubic
B-spline function is a locally supported piece-wise polynomial with the expression of
β3(x) =


1
6
(x+ 2)3 if− 2 ≤ x ≤ −1
1
6
(−3x3 − 6x2 + 4) if− 1 ≤ x ≤ 0
1
6
(3x3 − 6x2 + 4) if0 ≤ x ≤ 1
1
6
(x3 − 6x2 + 12x− 8) if1 ≤ x ≤ 2
.
Figure 2.3 illustrates the differences between an affine transformation and an FFD-based
nonrigid deformation. The uniform grids are transformed by the two types of deformation,
respectively.
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2.6 Figures
Figure 2.1: Motion effect for GS model based reconstruction. Image (a) is used as the refer-
ence to reconstruct the target image (b). There is a two-pixel shift between these two images.
Image (c) is the GS reconstruction using the reference without compensating the shift. There
are significant artifacts in the reconstructed image. Image (d) is the GS reconstruction using
the motion compensated reference image. It shows great quality since the contrast variation
between the reference and the target images is smooth and well represented by GS model.
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Figure 2.2: Demonstration of improved sparsity using a motion compensated reference.
Although only the 5% largest values are kept for the difference image (c), it still contains
the main local features of the needle and the neighboring pixels, which are our main interest
for interventional MRI. However, if motion is not compensated, the sparsity is significantly
degraded ((g) and (i)).
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Figure 2.3: Comparison between motion generated by affine transformation and FFD-based
nonrigid deformation using a 2D uniform grid. For FFD-based deformation, the control
points are the intersection between horizontal and vertical lines.
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CHAPTER 3
MOTION COMPENSATION FROM LIMITED DATA
3.1 Previous Work - A Brief Review
Motion compensation from limited data has been previously studied in [8, 47–51]. In [47],
a joint registration method was proposed for processing a series of low-resolution images,
but this method assumes the motion between the images to be monotonic, which is rather
restrictive. A registration between a high-resolution reference image and a reconstructed
image from a compressed sensing (CS) based method was done in [8]. Although the registra-
tion performance can be improved due to increased resolution, this scheme can potentially
yield inaccurate alignment due to reconstruction artifacts.
In [48,49], motion effects underlying the data acquired at different time steps for the same
unknown image were corrected. In [50, 51], an unknown image and the motion parameters
were jointly estimated from the data without using any reference image. Joint reference-
constrained reconstruction and motion compensation has been studied in [6, 10]. Contrast
variations between the reference and the target images were taken into account. In [10], a
GS model based reconstruction and rigid-body motion compensation were done jointly by
minimizing a cross-entropy function, which can become highly expensive when complex mo-
tion models are considered. The method in [6] required complicated reconstruction schemes
to obtain motion parameters. Therefore, the performance of motion compensation in these
methods is difficult to characterize.
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3.2 The Proposed Model
A new method is proposed here to address the motion compensation problem given limited
data. In this method, we model the unknown target image It(r) as
It(r) = C(r)⊙ Ir(T (r)) + Id(r), (3.1)
where Ir(T (r)) is the deformable reference image with coordinate transformation T (r), C(r)
is the contrast modulation function (CMF), “⊙” stands for a point-wise multiplication oper-
ator and Id(r) is the residual component (or difference image). We call this an intermediate
model for It(r) because it is used only for estimating T (r) (not for the final reconstruction
of It).
For convenience, we rewrite Eq. (3.1) as
It(r) =
∑
n
cn[Ir(T (r))⊙ ej2npi∆k·r] + Id(r), (3.2)
where we express the CMF as C(r) =
∑N
n=1 cne
j2npi∆k·r based on the GS model (Section
2.3). The GS model can effectively account for the global contrast variations between the
reference and the target images, and it is also sensitive to misregistration effects, which is
an advantage as a model for motion estimation. We use the residual image Id(r) to capture
novel features in the target image that are not represented well by a low-order GS model,
and Id is assumed to have the following properties:
(1) Id should be small, and neglecting this term will not affect the accuracy for estimating
T (r) significantly.
(2) Id is sparse in a certain transform domain (e.g., it can be sparse in the image domain if
the error term comes mostly from the mismatched edges), and sparsity can be beneficial
to a CS based reconstruction scheme.
(3) Id should become smaller in some metric (in terms of l2 error or l1 sparsity) as T (r)
approximates the true transformation characterizing the motion.
23
We model data acquisition as
dt =
∑
n
cnFu
[
Ir(T (r))⊙ ej2npi∆k·r
]
+ Fu [Id(r)] + ǫ, (3.3)
where Fu is the undersampled MRI Fourier acquisition operator, dt is the data vector for
the target image and ǫ is the measurement noise. Equation (3.3) can then be equivalently
expressed in matrix-vector multiplication form as
dt = FuH (T) c+∆d+ ǫ
= Φ (T) c+∆d+ ǫ, (3.4)
where each column in H (T) is a motion-dependent GS basis function and ∆d represents
Fu [Id(r)]. The data vector dt will typically contain both low-frequency and high-frequency
k-space measurements. The model in Eq. (3.4) links the high-resolution deformable reference
and the acquired data together so that all the data can be used for motion estimation given
a proper problem formulation.
3.3 Problem Formulation
We propose to determine the motion parameters in T by solving the following optimization
problem:
{T∗, c∗} = argmin
T,c
‖dt −Φ(T)c‖22 + λR(T), (3.5)
where R(T) is a regularization term avoiding unrealistic motion parameters. The formulation
in Eq. (3.5) can be used for various data acquisition schemes and motion models. The
algorithms for two different cases are described in Chapter 4 (affine transformation model)
and Chapter 5 (B-spline based FFD model).
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3.4 Data Acquisition Strategy
The data acquisition can be flexible for the proposed method. In general, we would like to
use a sampling scheme which can provide us a low-resolution estimate of the target image.
We can use this low-resolution estimate for an initial low-resolution registration to make the
proposed method more robust. The reason will be explained in later chapters. For Cartesian
trajectories, a variable density random phase encoding sampling pattern can be used for the
2D motion estimation and reconstruction (Fig. 3.1(a)). Specifically, low-frequency phase
encodings (LPEs) (close to the center of k-space) are sampled at the Nyquist rate, and high-
frequency phase encodings (HPEs) are randomly selected (outer region of k-space). For 3D
imaging, a 2D random phase encoding pattern such as the one shown in Fig. 3.1(b) can be
used. In this case, the center points in the ky − kz plane are sampled at Nyquist rate and
points from the outer region are selected according to a Gaussian distribution. Other k-space
trajectories can also be considered as long as they can provide a reasonable low-resolution
estimate of the target. A more in-depth comparison on data acquisition strategies can be
made from an estimation theoretic perspective, as will be discussed in the next section.
Figure 3.1 shows examples for data acquisition design.
3.5 Characteristics
The Crame´r-Rao bound (CRB) [13] is a tight lower bound for the variance of an unbiased
estimator. It can be used as a good indicator for the behavior of the proposed model. Thus,
before discussing the specific algorithms and the simulation results for different cases, we
compute the CRB for the proposed model to provide more insight into its performance.
3.5.1 Affine Motion Model
For the affine motion model, ignoring the difference image gives a data acquisition model as
d = Φ(T)c+ ǫ. (3.6)
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We treat the problem in Eq. (3.5) as a joint estimation on the motion parameters and the
GS coefficients. The variances for any unbiased estimators will subject to the Crame´r-Rao
bound: COVθ(e) ≥ I(θ)−1, where I(θ) is the Fisher information matrix (FIM) with entries
Ii,j in the form of [13, 52]
Ii,j = E
[
∂ log p(d; θ)
∂θi
∂ log p(d; θ)
∂θj
]
, (3.7)
where θ = [T, Re {c} , Im {c}] is the set of parameters to be estimated and p(d; θ) is the
probability density function (PDF) for the distribution of the data. θ includes the motion
parameters T, real and imaginary parts of the GS coefficients Re {c} , Im {c}. By assuming
white Gaussian noise with variance σ2, we can express the data distribution as
p(d; θ) =
1
√
2π
n
σn
exp

− ‖d−Φc‖22
2σ2

 . (3.8)
Assuming an intermediate variable J as
J = ∇T,Re{c},Im{c} log (p(d; θ))∇TT,Re{c},Im{c} log (p(d; θ)) , (3.9)
we have I = E [J]. Since the overall gradient ∇T,Re{c},Im{c} (log p(d; θ)) can be derived in
the form of
∇T,Re{c},Im{c} log p(d; θ) =


− 1
σ2
[
Re {r}T Re
{
∂Φ(T)
∂T1
c
}
+ Im {r}T Im
{
∂Φ(T)
∂T1
c
}]
...
− 1
σ2
[
Re {r}T Re
{
∂Φ(T)
∂T6
c
}
+ Im {r}T Im
{
∂Φ(T)
∂T6
c
}]
− 1
σ2
Re
{
ΦH(T)r
}
− 1
σ2
Im
{
ΦH(T)r
}


,
(3.10)
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where r = Φ(T)c−d with zero means. The FIM can then be derived in the following form:
I =


AT,T BT,Re{c} BT,Im{c}
BT
T,Re{c} KRe{c},Re{c} GRe{c},Im{c}
BT
T,Im{c} GIm{c},Re{c} KIm{c},Im{c}

 . (3.11)
The sub-matrices in I can be expressed as
ATi,Tj =
1
σ2
[
Re
{
∂Φ(T)
∂Ti
c
}T
Re
{
∂Φ(T)
∂Tj
c
}
+ Im
{
∂Φ(T)
∂Ti
c
}T
Im
{
∂Φ(T)
∂Tj
c
}]
,
BTi,Re{c} =
1
σ2
Re
{
ΦH
∂Φ(T)
∂Ti
c
}T
,
BTi,Im{c} =
1
σ2
Im
{
ΦH
∂Φ(T)
∂Ti
c
}T
,
KRe{c},Re{c} = KIm{c},Im{c} =
1
σ2
Re
{
ΦH(T)Φ(T)
}
,
GRe{c},Im{c} = − 1
σ2
Im
{
ΦH(T)Φ(T)
}
,
GIm{c},Re{c} =
1
σ2
Im
{
ΦH(T)Φ(T)
}
. (3.12)
Most of the computation for obtaining I can be accomplished by straightforward matrix-
vector products. The construction of the explicit expression for ΦH(T)Φ(T) is done by
operating it on unit vectors with 1 on different locations. After I is obtained, the first six di-
agonal elements corresponding to the CRBs for the affine parameters are then extracted from
I−1. Normalized CRBs (σ2 = 1) for all the affine transformation parameters w.r.t. different
amounts of data were computed (using images with resolution 256× 256) and shown in Fig.
3.2. We compare six cases from three different sampling patterns: Cartesian trajectories (in-
cluding low-frequency phase encodings only and random phase encoding schemes), a radial
trajectory and a dual-density spiral trajectory. According to the CRB curves, the proposed
model has the potential to yield accurate motion parameter estimation under reasonable
SNR. Different data acquisition strategies result in different performances for estimating a
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certain transformation parameter, but they have similar overall performance. To evaluate
the effect of GS model order, the CRBs w.r.t. different choices of model order were also
computed and shown in Fig. 3.3.
An interesting phenomenon we observed was that the performance comparison for Carte-
sian trajectories and non-Cartesian trajectories was reversed for affine parameters related
to the x and y directions. The reason should be the fact that Cartesian trajectories sample
full-resolution data along one of the two directions such that they yield better performance in
estimating the parameters related to this direction. Furthermore, since full resolution is al-
ready reached, using LPEs which have more energy should give better results. This explains
the comparison between using LPEs only and using the random phase encoding schemes.
Another interesting observation was that the variance bounds for the translation parameters
were much larger than the variance bounds for the other parameters in the affine motion
model case. This indicates that the motion compensation framework could be less sensitive
to translation effects, and this should be a concern when we design a specific algorithm to
determine the motion parameters.
3.5.2 Nonrigid Deformation Model
For the B-spline based FFD, we consider the following data acquisition model:
d = Fu [Ir(T)] + ǫ, (3.13)
where the unknowns in T are the parameters to be estimated. No contrast variations are
considered. By using the similar treatments above, the data distribution can be expressed
as
p(d;T) =
1
√
2π
n
σn
exp

− ‖d− FuIr(T)‖22
2σ2

 (3.14)
28
under the white Gaussian noise assumption. Accordingly, the derivative of the log p(d;T)
w.r.t one motion parameter can be derived as
∂ log p(d;T)
∂Ti
= − 1
σ2
[
ℜ [r]T ℜ
[
Fu
(
∂Ir(T)
∂Ti
)]
+ ℑ [r]T ℑ
[
Fu
(
∂Ir(T)
∂Ti
)]]
, (3.15)
where r = FuIr(T)− d. Then each element of the FIM can be expressed as
Ii,j = E
[
∂ log p(d;T)
∂Ti
∂ log p(d;T)
∂Tj
]
=
1
σ2

ℜ

Fu

∂Ir(T)
∂Ti




T
ℜ

Fu

∂Ir(T)
∂Tj




+ℑ

Fu

∂Ir(T)
∂Ti




T
ℑ

Fu

∂Ir(T)
∂Tj





 . (3.16)
The computational complexity of computing FIM for the FFD model is proportional to
the number of control points. When a model with a large number of parameters is used,
the computation of FIM takes too long to finish. Therefore, we simplified the model to
have only 8 × 8 control points, which gives us a total number of 2 × 8 × 8 parameters
(coordinates along both x and y directions) for computing the FIM. The variance bounds
w.r.t. different amounts of data for one of the control points are shown in Fig. 3.4. The
variance bounds show that the proposed method has the potential to achieve accurate motion
compensation under reasonable SNR. Again, the overall variance bounds are similar between
different sampling patterns. However, in contrast to the affine transformation model, the
non-Cartesian trajectories do not show obvious advantage in estimating a certain parameter
for this nonrigid deformation model.
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3.6 Figures
Figure 3.1: Representative sampling patterns for the proposed method (refer to Section
3.4): (a) A random phase encoding Cartesian trajectory for 2D encoding. kx and ky denote
frequency and phase encoding directions, respectively. (b) A 2D random phase encoding
pattern in the ky − kz plane for 3D encoding. The white dots are where data is sampled.
Figure 3.2: Normalized CRBs for the six affine parameters ((a)-(f)) w.r.t. different amounts
of data. We follow the definition of x (horizontal) and y (vertical) axis in matlab. Six different
sampling patterns are compared: (i) Cartesian sampling with LPEs only; (ii) Random phase
encoding with 16 uniformly random HPEs and different numbers of LPEs; (iii) Random
phase encoding with 24 uniformly random HPEs and different numbers of LPEs; (iv) Random
phase encoding with 24 LPEs and different numbers of uniformly random HPEs; (v) Radial
sampling with different numbers of random projections; (vi) Dual-density spiral sampling
with 32× 32 measurements in the center of k-space and different numbers of measurements
in the outer k-space. The GS model order N is 20× 20.
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Figure 3.3: Normalized CRBs for the six affine parameters: (a) a1 − a2, a4 − a5; (b) a3 and
a6, w.r.t. different GS model orders. The scales for a3 and a6 are quite different from the
other four parameters; thus, the curves were separated into two different figures. As can be
seen, the variance bounds increase monotonically as the model order increases.
Figure 3.4: Normalized CRBs for one of the control points w.r.t. different amounts of data:
(a) The CRB for the x coordinate; (b) The CRB for the y coordinate. Four cases are com-
pared: (i) Cartesian sampling with LPEs only; (ii) Random phase encoding with different
numbers of uniformly random HPEs and 24 LPEs; (iii) Radial sampling with different num-
bers of random projections; (iv) Dual-density spiral sampling with 32 × 32 measurements
in the center of k-space and different numbers of measurements in the outer k-space. There
are 8× 8 control points for all the cases. As can be seen, different sampling strategies yield
similar performance in terms of deformable motion parameter estimation. Case (i) and case
(iii) tend to have the best overall performance, which is different from the case for affine
transformation.
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CHAPTER 4
PARAMETER ESTIMATION FOR AFFINE
TRANSFORMATION
In this chapter, we consider the case of combining the affine transformation model and a
non-uniform CMF for the proposed model. We present an efficient algorithm to determine
the motion parameters in Eq. (4.1)
4.1 The Algorithm
For the 2D affine transformation model described by Eq. (2.20), we set R(Ta) = 0 and
rewrite the optimization problem in Eq. (3.5) as
Ta
∗, c∗ = argmin
Ta,c
‖dt −Φ(Ta)c‖22 (4.1)
where Ta contains the affine motion parameters to be determined. Equation (4.1) is a joint
minimization problem over a set of nonlinear parameters Ta and a set of linear parameters
c. For motion estimation, the GS coefficients c are just intermediate variables. Therefore,
we can bypass c to directly estimate Ta using the variable projection (VARPRO) principle
[14,53]. Specifically, according to [14], the optimal solution for Ta
∗ in Eq. (4.1) is equivalent
to the solution of
Ta
∗ = argmin
Ta
∥∥Φ(Ta)Φ+(Ta)dt − dt∥∥22 , (4.2)
which only depends on the motion parameters in Ta. The cost function can be evaluated
efficiently since the operation Φ+(Ta)dt is equivalent to a GS model based reconstruction,
which can be solved efficiently using iterative methods such as the linear conjugate gra-
dient (CG) method [54]. Finally, a nonlinear CG method [54] is used to minimize the
VARPRO cost function. The gradient function was derived for Eq. (4.2). If we denote
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r(Ta) =
∥∥Φ(Ta)Φ+(Ta)dt − dt∥∥22, the derivative of r w.r.t. the ith motion parameter can
be expressed as
∂r(Ta)
∂Tai
= 2ℜ{A(Ta)dt − dt}T ℜ
{
∂A(Ta)
∂Tai
dt
}
+
2ℑ{A(Ta)dt − dt}T ℑ
{
∂A(Ta)
∂Tai
dt
}
, (4.3)
where the matrix A(Ta) is given by A(Ta) = Φ(Ta)Φ
+(Ta). Standard derivative formulas
for matrices and their inverses are used for the gradient computation. The detailed deriva-
tions for Eq. (4.3) are shown in the Appendix. Considering the non-convexity of the problem
and the existence of local minima, having a “good” initial estimate of the motion parameters
is essential for the algorithm. A low-resolution estimate of the target image can be obtained
using the center dense k-space measurements, and then a “good” initial estimate can be ob-
tained by applying the conventional mutual information based image registration algorithm
to the low-resolution images. This is why we need to use a variable density sampling pattern
as described in Section 3.4. Mutual information is a criterion for image registration which
can account for the contrast changes between the two images to be registered [12, 15].
4.2 Simulation Results
4.2.1 Simulations Based on Phantom Images
Simulations using phantom images were done to evaluate the proposed method. The images
used are shown in Fig. 4.1. To generate the images I1 and I2, two brain images with
different contrast were first acquired and denoised using a Gaussian scalar mixture model
based method [55]. The original image resolution was 256 × 256. A two-dimensional CMF
was created by point-wise division between the two denoised images. Afterwards, the model
order for CMF was truncated to M = 20 × 20 and the new CMF was multiplied with I1
to generate a new image. A sparse difference image (a black needle) was then added onto
the new image to generate the final target image I2. For simulation, I1 was chosen as the
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reference image and I2 as the target image. The two images were originally aligned. The
procedures for simulations are as follows:
(1) I2 was deformed by 20 sets of randomly generated affine transformations.
(2) The 20 sets of parameters characterizing the motion effects between I1 and the de-
formed I2 were estimated using two different methods. One was the low-resolution
image registration using a mutual information based algorithm [12,15] while the other
was the proposed method described above.
(3) The mean estimation errors for the six affine transformation parameters were com-
pared.
The mutual information maximization problem was solved using a multi-resolution technique
(refining from 64× 64 images to 256× 256 images) and the BFGS Quasi Newton algorithm
was used for each refinement step. For the proposed method, the low-resolution image
registration results were fed into the optimization as initial guesses. Different GS model
orders (8 × 8, 12× 12 and 18 × 18) were tested. For different model orders, the number of
data is fixed. A variable density Cartesian sampling pattern was chosen for data acquisition.
Specifically, there were 24 dense low-frequency phase encodings (LPEs) and 24 uniformly
random high-frequency phase encodings (HPEs). Thirty nonlinear CG iterations were used
with restarting after every 10 iterations. All the algorithms were implemented using matlab
2009b (The Mathworks, Inc., Natick, MA) in a 64-bit Linux operation system with Intel(R)
Xeon(TM) 3.60GHz CPU and 8GB memory.
The comparison for the mean errors from the 20 test cases is shown in Table 4.1. Fig-
ure 4.2 shows the error images obtained by taking the differences between the reference
images deformed by the estimated parameters and the reference images deformed by the
true parameters for one of the 20 cases. The proposed method significantly increases the
accuracy for motion parameter estimation. As the figure illustrates, the matching errors
are significantly reduced by the proposed method, compared to low-resolution registration.
Moreover, as the results demonstrate, even if the model order is not exactly chosen as the
true value, the motion compensation scheme still yields high accuracy. Another observation
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Table 4.1: Error comparison (absolute errors) for the six affine motion parameters between
the low-resolution registration (column 2) and the proposed method (column 3). The order
of the elements in the error vector is the same as the order we define the affine transformation
in Eq. (2.21). The numbers of LPEs and rand HPEs are 24 and 24, respectively. The low-
resolution registration errors do not vary as the model order changes because the number
of LPEs is the same for all cases. As can be seen, the errors from the proposed method
are significantly smaller than the errors from low-resolution image registration for a large
range of the GS model order. However, choosing a model order higher than necessary (e.g.,
32× 32) can degrade the performance.
Model order Initial registration Proposed method
8× 8 [0.004, 0.01, 2.11, 0.01, 0.004, 0.44] [0.001, 0.0005, 0.20, 0.0005, 0.0003, 0.02]
16× 16 [0.004, 0.01, 2.11, 0.01, 0.004, 0.44] [0.000, 0.0002, 0.05, 0.0005, 0.0000, 0.05]
24× 24 [0.004, 0.01, 2.11, 0.01, 0.004, 0.44] [0.000, 0.0001, 0.03, 0.0001, 0.0000, 0.00]
32× 32 [0.004, 0.01, 2.11, 0.01, 0.004, 0.44] [0.000, 0.0007, 0.07, 0.0004, 0.0000, 0.05]
is that the errors for the translation parameters were usually much larger than the other four
parameters, but in an acceptable range. This observation matches the prediction from the
CRB analysis in Section 3.5.1. Figure 4.3 further demonstrates the improvement obtained
by the proposed method by showing the comparison of motion parameter estimation errors
from different methods and different data acquisition strategies. The simulation results also
show that the proposed method yields similar overall performance when using different data
acquisition strategies. This is important because the data acquisition can then be designed
to best serve the final reconstruction.
4.2.2 Simulations Based on In-Vivo Data
Simulations based on two real brain images with different contrast (Fig. 4.4) were used
to evaluate the proposed method. The original resolution of these two images was 256 ×
256. The target image was deformed by a random affine transformation. We applied the
proposed method by choosing a low-order GS model to capture the contrast changes and
using Id to capture the residual component. We chose the same Cartesian random phase
encoding sampling pattern for simulating data acquisition as in the simulation in Section
4.2.1. Different amounts of data with 8, 16, 24 and 32 dense LPEs and 24 uniformly randomly
selected HPEs were used. The GS model order for each test was the same as the square of
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the number of LPEs. The LPEs were used to generate a low-resolution estimate of the target
image for registration, and the results were fed into the proposed method for initialization.
Table 4.2: Error comparison for affine transformation parameter estimation between the
low-resolution registration (column 2) and the proposed method (column 3) from simulations
based on in-vivo data. As can be seen, the proposed method outperforms the low-resolution
registration in terms of motion parameter estimation accuracy. Again, the accuracy of
motion compensation is not very sensitive to GS model order in a large range. However,
making the model order too low or higher than necessary has the potential to degrade the
performance.
Model order Initial registration Proposed
8× 8 [0.004, 0.081, 12.9, 0.125, 0.011, 13.2] [0.0048, 0.007, 1.62, 0.009, 0.004, 0.23]
16× 16 [0.008, 0.006, 2.45, 0.032, 0.005, 4.24] [0.0004, 0.004, 0.39, 0.005, 0.001, 0.40]
24× 24 [0.005, 0.004, 0.59, 0.016, 0.005, 2.43] [0.0008, 0.002, 0.32, 0.002, 0.002, 0.06]
32× 32 [0.005, 0.005, 1.21, 0.005, 0.002, 0.84] [0.0015, 0.002, 0.50, 0.002, 0.002, 0.03]
The error comparisons for motion parameter estimation are shown in Table 4.2. Figure
4.5 shows the estimation errors of the affine transformation parameters using different meth-
ods. Figure 4.6a shows the registration performance of the proposed method as compared
to low-resolution registration, where the error images were calculated based on the reference
image deformed by the true motion parameters and the estimated parameters. As the re-
sults show, the proposed method yields rather accurate motion compensation for practical
data. As the amount of data increases, the performance of conventional image registra-
tion gradually approaches that of the proposed method, as would be expected due to the
improvement in image resolution. To demonstrate the effects of motion compensation for
reference-constrained reconstruction, results from a combination of GS reconstruction and
a total variation (TV) regularized reconstruction are shown. The reconstruction procedures
are as follows:
(a) First, apply a GS reconstruction with the motion compensated reference image (either
obtained from conventional image registration or from the proposed method) using
only the low-frequency data.
(b) Take the Fourier transform of the GS reconstruction and then subtract this data from
the acquired target data.
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(c) Apply a TV-regularized reconstruction on the remaining data and add the recon-
structed difference image to the GS reconstruction to form the final reconstruction.
To further improve the reconstruction quality, a joint reconstruction of the GS coefficients
c and the difference image Id can be applied. We are focusing on motion compensation.
The design and evaluation of different reconstruction algorithms after motion compensation
is beyond the scope of this thesis. The reconstruction results are shown in Fig. 4.6b. As
shown by the reconstructed images, motion compensation plays an essential role for this
reference-constrained reconstruction technique. Although the GS reconstruction can also be
applied when the reference image is misaligned with the target image (column one in Fig.
4.6(b)), the reconstruction contains serious artifacts in these cases. The best reconstruction
was achieved when the motion was compensated using the proposed method.
4.3 Extension to High-Order GS Model
In the discussions above, only smooth CMF was considered. In practice, there are scenarios
where the contrast variations between the reference and the target images contain significant
high-frequency components. A higher order GS model is then necessary for modeling the
CMF accurately [5]. However, when the model order increases, the amount of data required
for accurate motion estimation is expected to grow as well. At the same time, the variance
bounds are also expected to increase according to the analysis shown in Section 3.5. We
propose to address this problem by applying a proper regularization on the GS coefficients.
Specifically, we estimate the motion parameters for high-order GS model using the following
formulation:
Ta
∗, c∗ = argmin
Ta,c
‖dt −Φ(Ta)c‖22 + µ ‖c‖1 , (4.4)
which is motivated from the facts that the GS coefficients decay exponentially and the l1
norm enforces this compressibility according to [30–32]. Moreover, the coefficients decay
most rapidly when the reference and the target images are aligned. This phenomenon has
been illustrated in [10]. The formulation also makes sense intuitively, because misalignment
between reference and the target image results in more high-frequency components to be
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fitted by GS coefficients. Therefore, this regularization term will not only exploit the prior
that the GS coefficients are compressible but also encourage the reference to be aligned with
the target image.
Since l1 regularization is applied, the VARPRO-based scheme used in Section 4.1 could
not be applied here. An alternating minimization scheme was proposed instead to solve the
optimization problem in Eq. (4.4). A low-resolution image registration was first applied to
obtain an initial start. Then the alternating scheme worked as follows:
(a) In the kth iteration, for a fixed Ta
(k), solve the following problem:
c(k) = argmin
c
∥∥∥dt −Φ(Ta(k))c∥∥∥2
2
+ µ ‖c‖1 , (4.5)
which is an l1-regularized GS reconstruction. We solved this reconstruction problem
using a half-quadratic approximation based method [56].
(b) For a fixed c(k), solve the following problem using the BFGS method:
Ta
(k+1) = argmin
Ta
∥∥dt −Φ(Ta)c(k)∥∥22 . (4.6)
(c) If
∥∥∥Ta(k+1) −Ta(k)∥∥∥ ≤ ǫ, where ǫ is a given threshold, then quit the algorithm; other-
wise repeat (a) to (c).
Figure 4.7 displays the images used for simulations. A random affine transformation was
applied on the target image. The algorithm described above was applied. Figure 4.8 shows
the comparison of motion compensation using different methods with different model orders
and different amounts of data. For this data set, the low-order GS model did not perform
as well as for the data set in which the contrast variations were smooth (even with more
data). Moreover, for a higher model order, the performance of the least-squares formulation
in Eq. (4.1) still did not get improved unless the number of data was increased. The l1-
regularization scheme with the high-order GS model achieved reasonably accurate alignment
without increasing the amount of data significantly. Therefore, this scheme is expected to
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be useful in applications where the contrast variations between the reference and the target
images are not smooth.
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4.4 Figures
Figure 4.1: Phantom images used for simulation. The image on the left is the reference
image and the image on the right is the target image. Different affine transformations are
applied on the target image to generate deformed target images.
Figure 4.2: Error images between the reference images deformed by the estimated parameters
and the true parameters for one of the 20 random affine transformations. The results are
obtained using the same number of data (24 LPEs and 24 uniformly random HPEs) and
different GS model orders. As can be seen, the proposed method significantly outperforms
conventional low-resolution registration and the estimation error remains small for a large
range of the GS order.
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Figure 4.3: Comparison of affine parameter estimation errors from different methods for
phantom images. Proposed method 1: the proposed method with 24 uniform random HPEs
and various numbers of LPEs; Proposed method 2: the proposed method with the same
amounts of data but sampling only the LPEs; Registration 1: Conventional image registra-
tion using images from the same amounts of data but only LPEs; Registration 2: Conven-
tional image registration using images from only LPEs of the data acquired for proposed
method 1. The estimation error was computed as e =
∑6
i=1 |aˆi − ai|2, where aˆi is the esti-
mated value for the ith affine parameter and ai is the true value. The x axis labels the total
numbers of phase encodings. As can be seen, the proposed method outperforms conventional
image registration, even when the same amount of data was acquired from LPEs and was
all used for generating the images for registration. Moreover, sampling only LPEs will not
best serve many limited-data reference-constrained image reconstruction methods. Thus,
registration 2 will be more practical in these cases.
Figure 4.4: Two brain images with different contrast used for simulation. The image on the
left is the reference image and the image on the right is the target image.
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Figure 4.5: Comparison of affine parameter estimation errors for the real brain images. The
estimation error was computed as e =
∑6
i=1 |aˆi − ai|2, where aˆi is the estimated value for
the ith affine parameter and ai is the true value. The comparison was made between the
proposed method with a variable density sampling pattern (various LPEs and 24 HPEs)
and the conventional image registration. As can be seen, the proposed method significantly
outperforms conventional image registration in motion parameter estimation, and as the
number of low resolution measurements increases, the performance of image registration
gradually approaches the proposed method.
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Figure 4.6: (a) Error images between the reference images deformed by the true motion
parameters and the motion-compensated references obtained using different methods. As
can be seen, the proposed method (the second column of images) significantly improves
the motion estimation accuracy over the conventional image registration method (the first
column of images). (b) Images reconstructed using the reference as a constraint and the
GS+TV method. As can be seen, the reference-constrained reconstructions suffer seriously
artifacts when the reference image and the target image are misaligned (Recon without
compensation, the first column of images in (b)). The best reconstructions are achieved by
using the motion-compensated reference from the proposed motion compensation method
(Recon with proposed compensation, the third column of images in (b)). Numbers in the
first column indicate the GS order used.
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Figure 4.7: Two brain images used to evaluate the extension of the proposed method. The
image on the left is the reference image and the image on the right is the target image.
The contrast variations between these two images contain a large amount of high-frequency
information.
Figure 4.8: Comparison of error images after motion compensation. Numbers in the first
column indicate the different numbers of data acquired. Starting from the second column,
each column shows the results obtained by different model order choices and formulations.
The error images in the second (GS24 VARPRO) and third (GS48 VARPRO) columns
are results from solving VARPRO cost function of the least-squares formulation, but with
different model orders. The error images in the fourth (GS48 L1) and fifth (GS128 L1)
columns are results from the l1-regularization formulation specified by Eq. (4.4).
44
CHAPTER 5
PARAMETER ESTIMATION FOR DEFORMABLE
MOTION MODEL
In this chapter, we present an algorithm for deformable motion parameter estimation with
the assumption of a uniform CMF as C(r) = 1, ∀r. For this case, Eq. (3.1) can be simplified
as
It(r) = Ir(T (r)) + Id(r). (5.1)
The corresponding data acquisition model can then be expressed as
dt = Fu [Ir(T)] + ∆d+ ǫ. (5.2)
The simplified contrast model is actually rather applicable in several scenarios if the contrast
changes are negligible. More importantly, the simplification of the CMF pattern allows us
to consider more complex motion models.
5.1 The Algorithm
According to Eq. (5.2), we estimate the deformable motion parameters by solving the
following regularized least-squares problem:
Ts
∗ = argmin
Ts
‖dt − Fu [Ir(Ts)]‖22 + λR(Ts), (5.3)
where Ts stands for the set of parameters determining the FFD model described in Section
2.5.2 and R(Ts) is the regularization term. The dimensionality of the motion parameters for
FFD is much higher compared to affine transformation. For instance, in a 256×256-pixel 2D
image, if the spacing between control points is 4 along each direction, we will have around
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64*64 control points and the total number of parameters will be 64*64*2 for FFD. Hence,
the regularization term is important for this nonrigid deformation model to avoid unrealistic
motions. We chose the penalty term proposed in [15] for regularization. The function is
given by
R(Ts) =
1
FOV
∫
FOV
[(
∂2Ts
∂x2
)2
+
(
∂2Ts
∂y2
)2
+ 2
(
∂2Ts
∂xy
)2]
dxdy, (5.4)
where FOV is the total field-of-view and Ts is the corresponding deformation field for Ts.
This term comes from considering the deformation as a mechanical bending process, where
R(Ts) is the total bending energy. It encourages the smoothness of the deformation field.
Furthermore, for the affine motion model, we can also derive that R(Ta) is zero. Thus, this
regularization is not useful when affine motion is considered.
There are various choices of algorithms for solving the optimization problem in Eq.
(5.3). The BFGS Quasi-Newton method was chosen for this case. If we denote r(Ts) =
‖dt − Fu [Ir(Ts(r))]‖22, the gradient function for r(Ts) can be derived. The directional
derivative of r(Ts) w.r.t. to the ith motion parameter in Ts can be expressed in the form of
∂r(Ts)
∂Tsi
= 2ℜ{dt − Fu [Ir(Ts)]}T ℜ
{
Fu
[
∂Ir(Ts)
∂Tsi
]}
+
2ℑ{dt − Fu [Ir(Ts)]}T ℑ
{
Fu
[
∂Ir(Ts)
∂Tsi
]}
. (5.5)
The detailed derivations for Eq. (5.5) for a fixed contrast modulation function in general
are shown in the Appendix. The gradient of the regularization term was computed using
centered finite difference approximation.
The cost function specified by Eq. (5.3) typically has multiple local minima. Therefore, a
good initial guess is also important to obtain a reasonable estimate of the motion parameters.
Similarly to case I, we chose a variable density sampling pattern for data acquisition and
a low-resolution estimate of the target image was obtained from the dense low-frequency
k-space measurements. A low-resolution image registration was applied first. This step can
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be formulated as the following problem:
T(0)s = argmin
Ts
{
C
(
Iˆt, Iˆr(Ts)
)
+ λR(Ts)
}
, (5.6)
where C (· ) in general can be any distance metric chosen according to the specific applica-
tion, Iˆt is the low-resolution target image, and Iˆr(Ts) is the low-resolution reference image
dependent on nonrigid deformation parameters in Ts. Since the CMF is assumed to be
uniform, the sum-of-squared differences (SSD) is a good choice considering the convenience
of implementation and computation efficiency. A multi-resolution technique [15] was used
for this nonrigid registration. After a T
(0)
s was obtained, it was fed into Eq. (5.3) as an
initial start for further refinement.
5.2 Simulation Results
5.2.1 Simulations Based on Phantom Images
Phantom data was generated according to the image model in Eq. (5.1) to evaluate the
proposed algorithm. Phantom images (at resolution 256 × 256) used for simulation are
shown in Fig. 5.1. The image on the left is the original reference image Ir, and it was
deformed by a randomly generated FFD-based deformation field to construct the image in
the middle: Ir(Ts). A sparse image pattern (two bright circles) was then added onto Ir(Ts)
to construct the final target image on the right.
The low-resolution image registration specified by Eq. (5.6) with SSD as the distance
metric and the proposed method were applied on the simulated data. λ was set to 0.001
for both methods. For each step in the multi-resolution refinement for the low-resolution
registration, the BFGS Quasi-Newton algorithm was applied. The size of the images as well
as the grid points were refined by a factor of 2 in each step. In the last step, the registration
was done at the original (finest) image size. Different combinations of LPEs and random
HPEs for the variable density sampling pattern described in Chapter 4 were tested (2D
encoding). The error images for the reference image before and after motion compensation
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are shown in Fig. 5.2 for comparison. As the figure shows, the misalignment error is reduced
significantly by the proposed method, and the motion compensation accuracy increases as
the number of data increases. Furthermore, a larger percentage of low-frequency sampling
tends to provide better results if the total number of data is the same. The matlab programs
used for simulations were modified from the B-spline based FFD image registration package
developed by D.Kroon at University of Twente (The Netherlands).
5.2.2 Simulations Based on In-Vivo Data
Data from a needle insertion experiment on a pig was used to evaluate the performance of
the proposed method for practical data. In this experiment, 15 frames of an axial slice in the
abdominal region were acquired during the insertion procedure on a Siemens ESPREE 1.5T
scanner using a FLASH sequence (data provided by Dr. Jeffrey Duerk at Case Western
University). The image resolution was 256 × 256. Each frame was reconstructed using
sum-of-squares with fully sampled data from all the four receiving coils. In order to fully
sample the k-space at the desired resolution, the interventional procedure had to be slowed
down. Therefore, the ability to reconstruct the images from limited data will be useful for
accelerating the data acquisition so as to speed up the interventional operation.
Before setting up the simulation, four frames were discarded to eliminate the effects of
the significant through-plane motion because only 2D motion was considered in the current
settings. Figure 5.3 shows three consecutive fully sampled frames in this experiment. We can
see from the figure that the anatomical structures in different frames remain very consistent
except for some nonrigid motion effects and the local feature changes around the needle
device. In addition, the global contrast variations are negligible, although there is some
local contrast change which can be captured by the difference image Id. Thus, by assuming
the first image is fully sampled and used as the reference, we can use the proposed model
in Eq. (5.1) and nonrigid deformation Ts to represent the successive frames. Then the
proposed algorithm can be applied. For the simulation, images (a) and (c) from Fig. 5.3
were chosen as the reference image and the target image, respectively. Fourier transform
was applied on the reference and the target images to generate simulation k-space data.
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The reference image was fully sampled and the target image was undersampled using the
variable density random phase encoding sampling pattern. 40 LPEs and 24 random HPEs
were acquired. The net acceleration factor was four.
Since the true deformation field was not known, we used the results from the reference-
subtraction reconstruction as described in Section 2.4 to evaluate the performance of the
proposed method. The procedures are described here. After motion compensation, Fourier
transform was applied on the motion compensated reference image and the data was then
subtracted from the undersampled data of the target image. This process can be expressed
as ∆d∗ = dt − FuIr(T∗s), where T∗s contains the estimated motion parameters. The l1-
minimization reconstruction was then applied on the difference data as follows:
I∗d = argmin
Id
‖Id‖1
s.t. ‖FuId −∆d∗‖2 ≤ η, (5.7)
where η was the noise level. Afterwards, the reconstructed image was added on the motion
compensated reference image to construct the final reconstruction I∗t = Ir(T
∗
s) + I
∗
d.
Figure 5.4 shows the comparison between the reconstruction from using reference without
motion compensation (Fig. 5.4(c)) and the reconstruction from using the motion compen-
sated reference image (Fig. 5.4(d)). For further comparison, the direct CS-based recon-
struction (Section 2.4) using wavelet as the sparsifying transform was applied (Fig. 5.4(a))
(no reference image was used). Additionally, an l1-minimization reconstruction with the
sparsifying transform as the identity transform (W = I) was also applied (Fig. 5.4(b)). The
corresponding error images for the four reconstructions compared to the “gold standard”
(sum-of-squares reconstruction) are shown in Fig. 5.5.
As the figures show, both the image quality and the error images illustrate the improve-
ment obtained by using a motion compensated reference. The reconstruction using the
motion compensated reference image obtained from the proposed scheme achieved the low-
est relative l2 error. There was also a 20% reduction in the relative error when using the
reconstruction with motion compensated reference compared to the reconstruction using
reference without motion compensation. Again, these results demonstrate the importance
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of motion compensation and the performance of the proposed method. The relative l2 error
for comparison was calculated using the following formula:
e =
‖I∗t − It‖2
‖It‖2
, (5.8)
where It is the gold standard and I
∗
t is the reconstructed image.
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5.3 Figures
Figure 5.1: Image phantom for evaluation of the proposed method for case II. The image
on the left is the original reference image, the image in the middle is the deformed reference
image (deformed by a randomly generated deformation) and the image on the right is the
target image (deformed reference plus a sparse difference image).
Figure 5.2: Error images between the reference deformed by estimated parameters and the
reference deformed by true parameters for the phantom simluations. The results are shown
for different numbers of phase encodings. The error images in the first row were obtained
using 24 LPEs and 32/40 random HPEs. The error images in the second row were obtained
using 32 LPEs and 24/32 HPEs, respectively. Note that the error images in the same column
are results from the same number of phase encodings.
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Figure 5.3: Three consecutive frames during the interventional experiment. Strongly similar
anatomical information exists between different frames. There is also a nonrigid motion
effect between them, i.e. the region pointed out by the black arrows. The region indicated
by red circles shows the local changes near the interventional device.
Figure 5.4: Reconstruction comparison for 64 phase encodings. (a) Wavelet reconstruction
without reference; (b) l1 reconstruction without reference; (c) l1 reconstruction using ref-
erence without motion compensation; and (d) l1 reconstruction using motion compensated
reference.
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Figure 5.5: Error maps and relative errors comparison for the reconstructions with 64 phase
encodings (in the same order as Figure (5.4)): (a) e = 0.148; (b) e = 0.120; (c) e = 0.117;
and (d) e = 0.095.
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CHAPTER 6
DISCUSSION
The performance of the proposed method could be affected by several factors, such as the
GS model order, the data acquisition strategy and the motion model. For example, in
the case where non-uniform CMF and affine transformation is considered, our simulation
studies indicate that the motion estimation accuracy is not very sensitive to the GS model
order within a large range. However, if the order is too low to account for the contrast
changes between the reference and target images, the motion compensation will fail. On
the other hand, choosing an order higher than necessary for representing the image contrast
changes does not necessarily help either, because of the increased number of unknowns and
the limited data available. The significantly increased variance bounds for a very high-order
model also justify the simulation results. Moreover, in the cases where a high-order GS model
is necessary to capture the contrast changes with significant high-frequency components,
proper regularization on the GS coefficients is useful in improving the performance. In
summary, a proper choice of the model order will depend on the specific application and the
data characteristics.
Other than the model order considerations, the proposed method allows for different data
sampling patterns, as long as the method is provided with a low-resolution image for ini-
tial registration and there is a reasonable amount of high-frequency data. The importance
of initial low-resolution registration for final accurate motion estimation has been clearly
demonstrated. For non-Cartesian sampling patterns, such as radial trajectories, gridding
can be applied to obtain the low-resolution images for registration. For the case where
the nonrigid deformation model is considered, simulation results show that acquiring more
low-frequency data provides a more accurate initial registration. However, the final motion
estimation results can be similar given the same number of data (Fig. 5.2). Further investi-
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gation is needed to make a more thorough comparison. The choice of data acquisition should
also take the final reconstruction into consideration. Since in most cases the reconstruction
is the final objective, the data acquisition strategy should be chosen to best serve a certain
reference-constrained image reconstruction method.
Although the discussions in this thesis are limited to two special combinations of motion
models and contrast modulation functions, the image model we proposed can handle more
general scenarios. For example, it is possible to consider both contrast variations and a
nonrigid deformation. Nonrigid deformation models typically require a significantly larger
number of parameters [11]. Therefore, developing an appropriate approach to deal with
increased model complexity is essential for nonrigid motion compensation from limited data.
Variable projection would not be suitable in this scenario due to the high dimensionality
of the motion parameters. An alternating minimization scheme similar to the one we used
in Section 4.3 can be a reasonable choice. Further development of efficient algorithms is
beyond the scope of this thesis and will be investigated in the future. Moreover, strong prior
information for deformable models such as the statistical motion models described in [57,58]
can be useful in improving the robustness of deformable motion estimation in the context of
limited data.
As we have seen in the interventional example, several frames were discarded due to severe
through-plane motion. Thus, the performance of the proposed method may be degraded in
practice if we consider only 2D reference images. In addition, reference-constrained recon-
struction from limited data will be more important for 3D imaging, where the data acquisi-
tion is much larger. Future work will include extending the proposed method to 3D motion
compensation and reconstruction. Since using multiple receiver coils has been a common
technique to accelerate various kinds of MRI acquisitions, it will be interesting to extend the
proposed model and algorithm to incorporate data acquisition using multiple coils.
One more important consideration is the computational cost. The technique we used for
solving Eq. (4.2) contains the step of taking derivatives of the pseudo-inverse matrix w.r.t
the motion parameters, which results in solving a large system of linear equations. For
the case where uniform CMF and nonrigid motion is considered, B-spline based free-form
deformation has to be performed many times during one iteration. However, due to the
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locality of the B-spline based model, the change of one control point will only affect the
neighboring control points. Thus a local deformation is sufficient for computing one deriva-
tive. Furthermore, since there are highly parallel structures for the computation tasks, e.g.,
the interpolation steps in the deformation process and the matrix-vector multiplications in
solving the linear systems, we will be able to leverage the state-of-art parallel computa-
tion power such as GPGPU [59] to accelerate both the motion estimation process and the
subsequent reconstructions.
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CHAPTER 7
CONCLUSION
The problem of motion compensation from limited data associated with reference-constrained
imaging has been addressed in this thesis. Because we only have limited data about the target
image to be determined and the limited data is usually sparsely sampled, conventional image
registration does not apply to our case. We solved the problem by using an image model
that is composed of a generalized series model and a residual component to represent the
unknown target image. By using a parametric motion model to represent the motion effects
between the reference and the target images to be registered, we transformed the registration
problem into a motion parameter estimation problem using a nonlinear least-squares formu-
lation, such that all the data can be used for motion estimation and the contrast variations
between the reference and the target can be taken into account. We also developed efficient
algorithms to solve the optimization problems for determining the motion parameters in
different cases.
CRB analysis has been applied for theoretical characterizations of the proposed model.
The analysis provides us with reasonable predictions on how the proposed model is affected
by different factors, such as data acquisition strategies and the choice of model order. For
example, we have shown that choosing a model order higher than necessary has the potential
to degrade the motion estimation performance. These predictions also match the simulation
results very well. The performance of the proposed method has also been analyzed by
computer simulations for two special cases. One is a combination of affine transformation and
a non-uniform CMF, and the other is a combination of a free-form deformation based nonrigid
deformable model and a uniform CMF. In both cases, the proposed method has achieved
accurate motion estimation and significantly outperformed conventional image registration.
We expect the proposed method to make reference-constrained image reconstruction more
57
robust in the presence of subject motion.
To make the proposed method more flexible and practical for different application sce-
narios, several issues still need to be addressed. One of them is the generalization of the
proposed method to handle both complex deformable models and contrast variations. In
addition, designing more efficient algorithms and incorporating prior constraints for the de-
formable model are both important problems. These aspects of the proposed method will
be further investigated in future research.
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APPENDIX A
DERIVATION OF THE GRADIENTS FOR COST
FUNCTIONS
A.1 Derivation for the Gradient of VARPRO Cost Function
According to the expression of the VARPRO cost function in Equation (4.2), we define
r(T) =
∥∥Φ(T)Φ+(T)dt − dt∥∥22
. And we define a matrix A(T) = Φ(T)Φ+(T) and d = dt, then the cost function can be
rewritten as
r(T) = ‖A(T)d− d‖22
=
M∑
m=1
| [A(T)d]m − dm|22
=
M∑
m=1
ℜ2 {[A(T)d]m − dm}+ ℑ2 {[A(T)d]m − dm} (A.1)
Then we can derive the derivative w.r.t each dimension of the motion parameter T to
form the gradient. Considering the similarity between taking the derivative of the real
component and the imaginary component, we will just show the derivation for the real part
here. According to the equation above, we can denote f(T) =
∑M
m=1ℜ2 {[A(T)d]m − dm},
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then the derivative of f(T) w.r.t the ith parameter Ti is given by
∂f(T)
∂Ti
=
M∑
m=1
2ℜ{[A(T)d]m − dm}ℜ
{
∂ [A(T)d]m
∂Ti
}
=
M∑
m=1
2ℜ{[A(T)d]m − dm}ℜ
[
∂
∂Ti
M∑
j=1
amj(T)dj
]
=
M∑
m=1
2ℜ{[A(T)d]m − dm}ℜ
[
M∑
j=1
dj
∂amj(T)
∂Ti
]
= 2ℜ{A(T)d− d}T ℜ
{
∂A(T)
∂Ti
d
}
(A.2)
Apply the same steps for the imaginary part, then we can have
∂r
∂Ti
= 2ℜ{A(T)d− d}T ℜ
{
∂A(T)
∂Ti
d
}
+ 2ℑ{A(T)d− d}T ℑ
{
∂A(T)
∂Ti
d
}
.
To compute the derivative ∂A(T)
∂Ti
, the derivative of the inverse matrix (ΦH(T)Φ(T))−1
w.r.t Ti needs to be computed. The formula regarding the derivative for an inverse matrix
should be used:
∂M−1(θ)
∂θ
= −M−1(θ)∂M(θ)
∂θ
M−1(θ), (A.3)
where M is an arbitrary invertible matrix whose elements depend on a certain variable
θ. Accordingly, the derivative term ∂A(T)
∂Ti
can be rewritten as (neglecting parameter T for
simplification)
∂A
∂Ti
=
∂Φ
∂Ti
Φ+ +Φ
∂Φ+
∂Ti
=
∂Φ
∂Ti
(ΦHΦ)−1ΦH +Φ
∂(ΦHΦ)−1
∂Ti
ΦH +Φ(ΦHΦ)−1
∂ΦH
∂Ti
, (A.4)
where the derivative of the inverse matrix in the formula is given by
∂(ΦHΦ)−1
∂Ti
= −(ΦHΦ)−1∂(Φ
HΦ)
∂Ti
(ΦHΦ)−1
. The linear conjugate gradient is used to compute the results of the inverse matrix operating
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on a given vector. Moreover, the matrix Φ(T) can be expanded as
Φ(T) = ΩFdiag(Ir(T))F
HΩc, (A.5)
where Ωc is the mask indicating the GS coefficients’ locations and Ω is the data sampling
mask for the Cartesian sampling scheme. The operators F and FH stand for the Fourier
transform and its inverse. diag(Ir(T)) is a diagonal matrix with the motion-dependent
reference image on its diagonals. According to this expansion, we will have the form of
∂Φ(T)
∂Ti
= ΩF
diag(Ir(T))
Ti
FHΩc
for the derivative of Φ and similar forms for its adjoint ΦH and the matrix products ΦHΦ.
The derivative
diag(Ir(T))
Ti
can be computed by finite difference approximation.
A.2 Derivation for the Gradient of the Cost Function in Case II
In general, in the situation where either the contrast modulation function is a constant or
where the GS coefficients are fixed, we can express the cost function w.r.t. the motion
parameters as
g(T) = ‖dt −AIr(T)‖22 + µR(T). (A.6)
For constant CMF,A = Fu, and for fixed GS coefficients, A = Fudiag(C), where diag(C) is
a diagonal matrix with the fixed CMF on the diagonals. We denote r(T) = ‖dt −AIr(T)‖22.
The directional derivative of g(T) is then the superposition of the derivative of r(T) and the
derivative of R(T). The latter is computed by finite difference approximation.
To compute the derivative of r(T), we express r(T) as
r(T) =
M∑
m=1
ℜ2 {[AIr(T)]m − dt,m}+ ℑ2 {[AIr(T)]m − dt,m} . (A.7)
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Then the directional derivative from the real component, denoted as


∂r(T)
∂Ti


r
, can be
derived as follows:
{
∂r(T)
∂Ti
}
r
=
M∑
m=1
2ℜ{[AIr(T)]m − dt,m}ℜ
{
∂ [AIr(T)]m
∂Ti
}
=
M∑
m=1
2ℜ{[AIr(T)]m − dt,m}ℜ
[
∂
∂Ti
N∑
j=1
Amj (Ir(T))j
]
(A.8)
=
M∑
m=1
2ℜ{[AIr(T)]m − dt,m}ℜ
[
N∑
j=1
Amj
∂ (Ir(T))j
∂Ti
]
= 2ℜ [AIr(T)− dt]T ℜ
[
A
(
∂Ir(T)
∂Ti
)]
.
Finally, the directional derivative for r(T) will be given by
∂r(T)
∂Ti
= 2ℜ [AIr(T)− dt]T ℜ
[
A
(
∂Ir(T)
∂Ti
)]
+2ℑ [AIr(T)− dt]T ℑ
[
A
(
∂Ir(T)
∂Ti
)]
. (A.9)
Thus, for constant CMF,
∂r(T)
∂Ti
can be expressed as
∂r(T)
∂Ti
= 2ℜ [FuIr(T)− dt]T ℜ
[
Fu
(
∂Ir(T)
∂Ti
)]
+2ℑ [FuIr(T)− dt]T ℑ
[
Fu
(
∂Ir(T)
∂Ti
)]
, (A.10)
where we set A = Fu.
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