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Y. Sun and R. Fisher, Object-based visual attention for computer vision
In this paper, a novel model of object-based visual attention extending Duncan’s Integrated
Competition Hypothesis [Phil. Trans. R. Soc. London B 353 (1998) 1307–1317] is presented.
In contrast to the attention mechanisms used in most previous machine vision systems which
drive attention based on the spatial location hypothesis, the mechanisms which direct visual
attention in our system are object-driven as well as feature-driven. The competition to gain visual
attention occurs not only within an object but also between objects. For this purpose, two new
mechanisms in the proposed model are described and analyzed in detail. The first mechanism
computes the visual salience of objects and groupings; the second one implements the hierarchical
selectivity of attentional shifts. The results of the new approach on synthetic and natural images are
reported.  2003 Published by Elsevier Science B.V.
Ph. Jégou and C. Terrioux, Hybrid backtracking bounded by tree-decomposition of
constraint networks
We propose a framework for solving CSPs based both on backtracking techniques and on the
notion of tree-decomposition of the constraint networks. This mixed approach permits us to define
a new framework for the enumeration, which we expect that it will benefit from the advantages of
two approaches: a practical efficiency of enumerative algorithms and a warranty of a limited time
complexity by an approximation of the tree-width of the constraint networks. Finally, experimental
results allow us to show the advantages of this approach.  2003 Published by Elsevier Science B.V.
M. Shimbo and T. Ishida, Controlling the learning process of real-time search
Real-time search provides an attractive framework for intelligent autonomous agents, as it allows us
to model an agent’s ability to improve its performance through experience. However, the behavior
of real-time search agents is far from rational during the learning (convergence) process, in that they
fail to balance the efforts to achieve a short-term goal (i.e., to safely arrive at a goal state in the
present problem solving trial) and a long-term goal (to find better solutions through repeated trials).
As a remedy, we introduce two techniques for controlling the amount of exploration, both overall and
per trial. The weighted real-time search reduces the overall amount of exploration and accelerates
convergence. It sacrifices admissibility but provides a nontrivial bound on the converged solution
cost. The real-time search with upper bounds insures solution quality in each trial when the state
space is undirected. These techniques result in a convergence process more stable compared with
that of the Learning Real-Time A∗ algorithm.  2003 Published by Elsevier Science B.V.
0004-3702/2003 Published by Elsevier Science B.V.
doi:10.1016/S0004-3702(03)00048-1
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V. Ha and P. Haddawy, Similarity of personal preferences: Theoretical foundations
and empirical analysis
We study the problem of defining similarity measures on preferences from a decision-theoretic point
of view. We propose a similarity measure, called probabilistic distance, that originates from the
Kendall’s tau function, a well-known concept in the statistical literature. We compare this measure
to other existing similarity measures on preferences. The key advantage of this measure is its
extensibility to accommodate partial preferences and uncertainty. We develop efficient methods to
compute this measure, exactly or approximately, under all circumstances. These methods make use
of recent advances in the area of Markov chain Monte Carlo simulation. We discuss two applications
of the probabilistic distance: in the construction of the Decision-Theoretic Video Advisor (DIVA), and
in robustness analysis of a theory refinement technique for preference elicitation.  2003 Published
by Elsevier Science B.V.
I.A. Stewart, The complexity of achievement and maintenance problems in agent-
based systems
We completely classify the computational complexity of the basic achievement and maintenance
agent design problems in bounded environments when these problems are parameterized by the
number of environment states and the number of agent actions. The different problems are
P-complete, NP-complete, co-NP-complete or PSPACE-complete (when they are not trivial). We
also consider alternative achievement and maintenance agent design problems by allowing longer
runs in environments (that is, our environments are bounded but the bounds are more liberal than was
the case previously). Again, we obtain a complete classification but so that the different problems
are DEXPTIME-complete, NEXPTIME-complete, co-NEXPTIME-complete or NEXPSPACE-
complete (when they are not trivial).  2003 Published by Elsevier Science B.V.
G. Widmer, Discovering simple rules in complex data: A meta-learning algorithm and
some surprising musical discoveries
This article presents a new rule discovery algorithm named PLCG that can find simple, robust partial
rule models (sets of classification rules) in complex data where it is difficult or impossible to find
models that completely account for all the phenomena of interest. Technically speaking, PLCG is an
ensemble learning method that learns multiple models via some standard rule learning algorithm,
and then combines these into one final rule set via clustering, generalization, and heuristic rule
selection. The algorithm was developed in the context of an interdisciplinary research project that
aims at discovering fundamental principles of expressive music performance from large amounts
of complex real-world data (specifically, measurements of actual performances by concert pianists).
It will be shown that PLCG succeeds in finding some surprisingly simple and robust performance
principles, some of which represent truly novel and musically meaningful discoveries. A set of more
systematic experiments shows that PLCG usually discovers significantly simpler theories than more
direct approaches to rule learning (including the state-of-the-art learning algorithm RIPPER), while
striking a compromise between coverage and precision. The experiments also show how easy it is to
use PLCG as a meta-learning strategy to explore different parts of the space of rule models.  2003
Published by Elsevier Science B.V.
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A.C. Nayak, M. Pagnucco and P. Peppas, Dynamic belief revision operatorsThe AGM approach to belief change is not geared to provide a decent account of iterated belief
change. Darwiche and Pearl have sought to extend the AGM proposal in an interesting way to
deal with this problem. We show that the original Darwiche–Pearl approach is, on the one hand
excessively strong and, on the other rather limited in scope. The later Darwiche–Pearl approach, we
argue, although it addresses the first problem, still remains rather permissive. We address both these
issues by (1) assuming a dynamic revision operator that changes to a new revision operator after each
instance of belief change, and (2) strengthening the Darwiche–Pearl proposal. Moreover, we provide
constructions of this dynamic revision operator via entrenchment kinematics as well as a simple
form of lexicographic revision, and prove representation results connecting these accounts.  2003
Published by Elsevier Science B.V.
R. Pino-Pérez and C. Uzcátegui, Preferences and explanations
In abductive reasoning, preference criteria for selecting the best explanation are regarded as
qualitative properties (like being simpler or more plausible) which are beyond the pure causal or
deductive relationship between an explanandum and its explanations. This paper is a contribution
to the clarification of the relationship between preference criteria and structural properties of
explanatory reasoning. We present a detailed analysis of the connection between the logical
properties satisfied by a logic-based explanatory process and the structural properties satisfied by
the criterion used for selecting the preferred explanations. Namely, we characterize the postulates
introduced in a previous work [Artificial Intelligence 111 (2) (1999) 131–169] as those satisfied by
explanatory relations defined by preference relations over formulas. Several examples illustrating our
results are analyzed, including well known preference criteria like expectation orders, preferential
orders and other selection criteria that have appeared in the literature.  2003 Published by Elsevier
Science B.V.
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