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The number of IoT and sensor devices is expected to reach 25 billion by 2030. Many IoT appli-
cations, such as connected vehicle and smart factory that require high availability, scalability,
low latency, and security have appeared in the world. There have been many attempts to use
cloud computing for IoT applications, but the mentioned requirements cannot be ensured in
cloud environments. To solve this problem, edge computing has appeared in the world. In edge
environments, containerization technology is useful to deploy apps with limited resources.
In this thesis, two types of high available Kubernetes architecture (2 nodes with an external
DB and 3 nodes with embedded DB) were surveyed and implemented using K3s distribution
that is suitable for edges. By having a few experiments with the implemented K3s clusters,
this thesis shows that the K3s clusters can provide high availability and scalability. We discuss
the limitations of the implementations and provide possible solutions too.
In addition, we provide the resource usages of each cluster in terms of CPU, RAM, and disk.
Both clusters need only less than 10% CPU and about 500MB RAM on average. However, we
could see that the 3 nodes cluster with embedded DB uses more resources than the 2 nodes +
external DB cluster when changing the status of clusters.
Finally, we show that the implemented K3s clusters are suitable for many IoT applications
such as connected vehicle and smart factory. If an application that needs high availability and
scalability has to be deployed in edge environments, the K3s clusters can provide good solutions
to achieve the goals of the applications. The 2 nodes + external DB cluster is suitable for the
applications where the amount of data fluctuate often, or where there is a stable connection with
the external DB. On the other hand, the 3 nodes cluster will be suitable for the applications
that need high availability of the database even in poor internet connection.
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The advent of the Internet of Things (IoT) has connected physical objects to the Internet.
As time passes, many IoT applications have been developed. For the recent few years,
connected vehicles and IIoT (smart factory) are the most popular IoT applications in
terms of the number of projects. For those IoT applications, in order to provide a service
and commoditize it to use in real life, many aspects have to be considered. First, high
availability is a very important factor. If a connected vehicle cannot accomplish high
availability and there is a downtime even shortly, it may be the cause of a car accident.
In the case of smart factory that has to be operating 24/7, too, downtime of the system
means cost and financial loss (Liberg et al., 2020, Masters, 2017, Lerner, 2014). Second,
scalability is also an essential key for those applications. In the case of connected vehicles,
the amount of resources has to be scaled according to the amount of data that fluctuate
often. When the vehicles are not being driven, the amount of data is small. However,
when they are driven, a huge volume of data is generated in a short time (IBM, 2018). If
the amount of resources assigned for the system does not change based on the situation,
the system will not be able to provide any good experience for drivers. On the other
hand, a smart factory requires scalability in another sense. When adding more devices
that generate more data to be processed, it is necessary to scale up/out the resources. In
order to prevent hindering growth from the difficulties of scaling the system, scalability
has to be considered when introducing the IIoT system (Ferner, 2021).
Cloud computing resources had been used for providing solutions for IoT systems at first.
But such IoT applications above have other important requirements such as low latency
and security that cloud computing cannot fulfill by nature (Sasaki et al., 2016). For these
reasons, edge computing has appeared in the world. By putting computing resources at
the edge side of the network, it is possible to fulfill the requirements of the IoT applications
mentioned above.
In edge environments too, there are challenges caused by the limited amount of resources.
Since edge devices are small and have a small amount of resources, it is necessary to utilize
the resources effectively (Xu et al., 2017).
VM has been used in cloud computing environments for such purposes, but it is too heavy
for edge devices to run VMs. Container technology has grown so much in a few recent years,
2
and it is regarded as a proper way to deploy applications on edge devices (Morabito, 2017).
Docker opened a new era where container technology is used for deploying applications, and
Kubernetes has appeared as a tool to manage the containers automatically. In succession,
more lightweight way to create Kubernetes clusters on edges such as K3s and MicroK8s
distributions, and KubeEdge platform.
In this thesis, two architectures that can make Kubernetes clusters high available and
scalable were surveyed. By implementing clusters in the limited number of machines that
have limited resources, this thesis shows why K3s clusters are suitable for IoT applications
deployed in edge environments where high availability and scalability have to be guaran-
teed. First, we show how the clusters can provide high availability and scalability through
a few experiments. Second, we show how much resources each cluster use. Third, based
on the results, we discuss which cluster is more suitable for specific applications.
Following contents of this thesis are organized as follows. Chapter 2 provides background
knowledge on IoT, cloud computing, and edge computing. Chapter 3 explains container-
ization technology and why it is necessary for edge computing environments. Chapter 4
introduces Kubernetes, a container orchestration tool, in terms of the basic architecture,
objects, etc. Chapter 5 shows the implementation of K3s clusters. We provide the results
from a few experiments that the implemented K3s clusters provide the high availability
and scalability, the resource usage of each cluster, and discussion on the results.
2 Background on IoT and Computing
2.1 Internet of Things
Internet of Things (IoT) is the network of ’things.’ Here, the ’things’ can be computing
devices, machines, or physical objects such as machines, animals, or people. In addition,
identifiers such as MAC or UUID, through which the thing can be identified uniquely, have
to be assigned to each thing (Gillis, 2020). In an IoT system, devices sense by themselves
without the intervention of humans and collect data. It is different from the data generated
manually collected by humans with the behaviors such as typing or scanning a barcode.
The data generated from IoT devices is shared with other devices via the Internet and
collected, and humans can utilize it to track something, make a loss and cost lower, etc
(Ashton et al., 2009).
The primitive model of IoT appeared in the world in 1982. A Coca-Cola vending machine
connected to ARPANET was invented by the students of Carnegie Mellon University.
The students wanted to remotely check how many bottles of cola are left in the vending
machine, how cold the cola in the machine, etc.
A few years later, in 1990, John Romkey, who created the first TCP/IP stack, developed
the first IoT device. He connected a toaster to the Internet using TCP/IP protocol and
could control the amount of time that electricity flows so that the bread can brown as
much he wanted.
The term "IoT" was used first time by Kevin Ashton in his presentation at Procter &
Gamble (P&G) in 1999 (Ashton et al., 2009), and it has become a standard term. At that
time, he already saw the vision that the physical world will be connected in a network in
the next generation (Engels et al., 2002).
As he foresaw, the number of connected devices grew up rapidly. By the end of 2020, there
were about 8.74 billion IoT devices, and it is predicted that the number will be over 10
billion in 2021 (Holst, 2021) and 25.4 billion in 2030 (Jovanović, 2021). As the 5G network
will be provided more and more and popularized, it is also assumed that the number of
connected devices and IoT devices will increase more rapidly (G., 2021).
As time passes and technologies have been developed, various IoT applications have ap-
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peared in the world. Among many, the following section shows two applications that
require high availability, scalability, low latency, and security.
2.2 Examples of IoT Applications
2.2.1 Connected Vehicles
The traditional definition of ’vehicle’ is focused on transporting or carrying something
from a place to another place faster. The driver of a vehicle has to decide everything in
some situations until he/she arrives at the destination. However, connected vehicles aim
towards going beyond the basic definition of a vehicle. There are many terms related to
this area, such as connected cars, internet of vehicles, or smart vehicles, but "connected
vehicles" will be used in this thesis.
The most basic function of connected vehicles is to let drivers arrive at their destinations
safer by detecting possible dangers while driving and more efficiently by considering the
current traffic. There are a few types of communications that can help to accomplish the
goals. In order to detect dangers from other objects, such as other vehicles or pedestrians
that a driver cannot see through windows or mirrors, it is possible to use sensors and
cameras. With them, vehicles can collect information and may exchange it with other
vehicles (V2V, abbreviated from "Vehicle To Vehicle") or pedestrians (V2P). Since it is
important to consider the traffic density to make the driver arrive at the destination faster,
"Vehicle to Infrastructure" (V2I) communication and V2V can be used for mitigating traffic
congestion (Barrachina et al., 2015, VTS, 2021).
Another example of functions of connected vehicles is parking assistance or self-driving
called "autopilot" in many companies. In this case, cameras and sensors need to collect
data such as traffic lights, traffic signs, road markings, or the distance between the vehicle
and other vehicles nearby. Based on the collected data, information such as traffic density
can be considered to provide a better experience to drivers. Such data has to be processed
and analyzed in real-time.
In addition, there can be more functions such as vehicle management, entertainment, well-
being, etc. (Richard Viereckl, 2014). Communications such as "Vehicles to Cloud" (V2C)
or "Vehicles to everything" (V2X) can also be useful in order to achieve such goals (CAAT,
2021).
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There are many challenges of connected vehicles to be solved for providing the functions
mentioned above.
Security: One of the major issues to be considered is the security of data. Since the data
collected from sensors, cameras, or GPS can be personal, companies have to do their best
to protect data safely.
Latency and Availability: Another major challenge is the latency of the network that
may be directly related to traffic accidents. (Sasaki et al., 2016) shows that 150ms of
latency caused vehicles to deviate from the path even 40%. Therefore, it is essential to
achieve low latency for the functions.
Availability can be understood in the same context. If there is a downtime of the service
of a connected vehicles, it may cause a serious traffic collision.
Scalability: The amount of data generated by a vehicle is different depending on the
situation. For example, when a vehicle is parked, it does not generate much data. However,
a lot of data has to be generated and processed while driving a vehicle (IBM, 2018). It
means that the amount of resources assigned to the system for processing data has to be
changed automatically according to the situation.
According to IoT Analytics, "Transportation/Mobility" was ranked No.2 in the global
share of enterprise IoT projects in 2020. The application occupied 15% of all projects
in 2020, whereas 11% (and was ranked 4) in 2018 (Scully, 2018, Scully, 2020). There
have already been many commercial products, and more and more companies are getting
involved in this area.
2.2.2 Smart Factory
As IoT gets developed, industries also introduced IoT in their systems in order to produce
meaningful data and increase productivity. Industrial IoT (IIoT) means to make industrial
processes and entities connected to the internet (Aazam et al., 2018a). Among many
applications, smart factory occupies the biggest market of IIoT (Research, 2019). The
goal of smart factory is to develop traditional manufacturing industries with IoT systems
in order to make them more agile and efficient. For fulfilling such goals of smart factory,
there have to be sensors and actuators through which inefficiencies can be discovered faster
(Posey, 2021). The paper (Aazam et al., 2018b) says that smart factory also includes the
components such as robots, machines, devices, business processes, and people; whereas
these components are connected with IoT and generate a huge volume of data 24/7.
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Therefore, this application requires two features: high availability and scalability.
In addition, security, latency are also important issues to be considered in smart factories.
The followings explain them in more detail.
Security: As the number of connected devices grows, there will be more threats such
as intrusions into sensitive private business data for accessing or destroying (Basir et al.,
2019). There has to be a way to protect such data.
Latency: For smart factories, it is important to have a strong data center to process a
huge amount of data. Since there must be much latency-sensitive data that has to be
processed in real-time, to make the latency between the devices that generate data and
the data center acceptable is an important matter (C. Shi et al., 2018).
Availability and reliability: Availability and reliability are essential matters to be
considered to get succeeded for many manufacturing factories that are operating 24/7
(Liberg et al., 2020, Masters, 2017). There has to be no downtime, and it should be
recovered as soon as possible, even if it happens.
Scalability: Since it costs a lot to adopt new technology and is not guaranteed to earn
more financially by adopting IIoT to their system, they will start with a small scale
(businesswire.com, 2021). When the owner of a manufacturing business wants to increase
the size of the system, there have to be more resources that can process the increased
amount of data generated in the expanded environment. However, if scalability was not
considered when the business had introduced an IIoT system, there will be malfunctions
caused by the lack of resources and overload of the resources. In the end, it will hinder
the growth of the business (Ferner, 2021).
According to IoT Analytics, "Manufacturing/IIoT" was the most popular application that
occupied 22% of all IoT projects (Scully, 2020) in 2020. Considering the trend that it has
been ranked No.1 or 2 since 2016 (Bartje, 2016, Scully, 2018, Scully, 2020), smart factory
(or IIoT) is a very promising IoT application.
2.3 High Availability (HA) and Scalability in IoT
High Availability (HA): High availability is, as the term infers, the characteristics of
a system that can maintain the intended services always available even in situations that
some components of the system get failures. It is possible to achieve high availability by
removing single points of failure. In order to fulfill such a goal, the system components that
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have the possibility of failures have to be redundant and distributed so that other compo-
nents can cover the failure of a node. HA is indispensable in any production environment
because a failure to provide services leads to financial loss. According to Gartner, the cost
of network downtime for a company is about $5,600 per minute on average (though it may
vary depending on the business) (Lerner, 2014).
As mentioned in the sections above, high availability is essential for both connected vehicles
and IIoT. In the case of the autopilot of connected vehicles, downtime of the system may
cause serious accidents, which may threaten the life of drivers. In the case of IIoT, too,
many factories run 24/7, which means that the system has to be always available without
any failure (Liberg et al., 2020, Masters, 2017). In addition to the mentioned examples
of IoT applications, configuring the system high-available is the key to success for many
vertical IoT applications (Yang and Kim., 2019).
Scalability: Scalability can be understood in two ways: assigning idle resources more to
the system to process increased data and adding more resources to the existing system to
increase the capability.
In an IoT application where the amount of data fluctuates unexpectedly, it is important
to have the ability to assign more resources when needed and withdraw the resources after
the surge ends. On the other hand, in an IoT application that contains numerous devices
that generated a huge amount of data, it is important to have the ability to scale out or
up the amount of resources according to the amount of data to be processed.
Let us again consider the IoT applications mentioned above. A connected vehicle generates
data much more when the owner drives than when it is parked (IBM, 2018). If the amount
of assigned resources stays the same, the amount will be lacking when driving, and it will
be idle when parked. So, according to necessity, the amount of resources has to be scaled
elastically. In IIoT, the amount of generated data will be proportional to the number
of connected machines. It means that more resources will be required when adding new
machines to the production line. If the existing system has to be re-organized and re-
structured whenever putting the additional resource to the processing system, it will cost
a lot whenever more resource has to be added, or the existing one has to be changed
(Ferner, 2021).
In summary, a high available system can provide the intended services without downtime,
and a scalable system can control how much resource is assigned based on the amount of
data and add new resources gracefully without affecting the existing system. High avail-
ability and scalability are essential matters to be considered in many IoT applications.
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Especially the IoT applications such as connected vehicles and IIoT require high availabil-
ity and scalability for fulfilling the goals of the applications and provide functions that
give good experiences to the users.
2.4 IoT and Computing
2.4.1 Cloud Computing and IoT
Definition of Cloud Computing: Cloud computing is a platform that provides com-
puting resources such as servers, storage, databases, and services, etc., via Internet (Mell
and Grance, 2011; Frankenfield, 2020). The reason why the resources are called cloud is
that users access the resources remotely. When a user needs some computing resources, it
is provisioned anytime (on-demand). In addition, cloud computing also has the character-
istics such as fast elasticity, automized and optimized control of resource utilization (Mell
and Grance, 2011). There are four deployment models of cloud computing—private cloud,
public cloud, hybrid cloud, and community cloud, and three service models —Software as
a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS) (Mell
and Grance, 2011).
Benefits of Using Cloud Computing: IoT devices have clear limitations in computing
capacity and storage, which means that it is not possible to process all data locally or
to save the generated data in their local storage (Shu et al., 2020). For these reasons,
data generated by IoT devices have been moved, processed, and analyzed by using cloud
computing techniques in general (Ghosh et al., 2019). The most basic and common way of
using cloud computing is to configure a network that has a gateway that bridges the cloud
and IoT devices. The IoT devices sense or collect data and send it to the gateway. Then
the gateway forwards the data to the connected cloud to analyze and generate meaningful
results based on collected data (Pourqasem, 2018).
Limitations of Cloud Computing in IoT: There are limitations of cloud computing
that are fundamentally inevitable because of its structure.
Latency: According to (Vu et al., 2019), the network latency would be up to 100ms
more when the regions where communication happens are different (east side and west
side of U.S.). Of course, the farther the physical distance between endpoints is, the more
increased latency there will be. When providing a service from a cloud, it is impossible
to make all users of the service be in the same region unless the service is very small and
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restricted to a small place. Therefore, cloud computing is not appropriate for latency-
sensitive services in general. The IoT application "connected vehicle" explained above in
section 2.2.1 is one of the representative latency-sensitive services. By using only cloud
computing, it cannot fulfill low enough latency. The latency of cloud computing does not
satisfy the requirements of IIoT either (Caiza et al., 2020).
Security: All devices connected to a network are exposed to various types of attacks.
Since IoT is fundamentally based on collecting data and the data can contain important
and confidential matters, security is the most important matter to be considered. There
can be threats and attacks while using cloud computing for IoT devices. There can be
three types of security threats in IoT using a cloud. The first type is attacks while an IoT
device sends/receives data from the cloud. The second type is attacks against the cloud
where data is saved. The third type is attacks directly against IoT devices (Choudhury
et al., 2017).
Network Bandwidth and Scalability When a large volume of data generated from
IoT devices is transmitted to the platform deployed in the cloud, the ingress network
bandwidth of the cloud has to be high enough. It will cost a lot to provide the service
without any problem. Let us think about the case of a self-driving vehicle. It is known
that google’s autonomous car generates around 1GB of data per second (when driving)
(Rijmenam, 2013). Even if only a few tens of vehicles use the service simultaneously, the
ingress bandwidth demand to the cloud will be really high if all of the generated data has
to be processed in a cloud. If it is a few hundred vehicles, it will be very infeasible to
provide the service normally.
In the case of a connected vehicle, network bandwidth actually does not need to be high
for 24 hours since it does not generate much data when a vehicle is parked. However, in
the case of an application that statically generates a high volume of data 24 hours every
day, the network bandwidth has to be maintained high all the time, causing high cost.
Smart Factory of IIoT mentioned above in section 2.2.2 can be an example of the case.
Therefore, using cloud computing for such IoT applications is not appropriate to achieve
their goals and implement the functions they provide.
As explained in the sections above, scalability is the ability to scale the resources according
to the amount of workload. Since the network bandwidth has to be also scalable for the
system to make scalable (Zenlayer, 2017), it costs extra when putting additional resources
into the system. Suppose a system that can automatically put additional computing
resources. The number of devices connected to a cloud of the system rises, so the amount
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of workload on the platform also grows. At some point, there have to be more computing
resources to distribute the workload. Even though more resources are added to scale
up the system automatically, adding more resources is meaningless because the network
bandwidth still stays the same.
In cloud computing environments where the resources are in a remote area, just putting
additional computing resources to deal with the increased amount of data cannot solve
the problem completely. It is because the network bandwidth has to be also increased
together along with the amount of data traffic to scale up the system, as an example
scenario showed right above this paragraph.
Many cloud services already provide auto-scaling techniques, including the expansion of
network bandwidth. However, considering the cost, using cloud computing may not be a
good option for many IoT applications, including connected vehicles and smart factories.
2.4.2 Edge Computing and IoT
The number of IoT applications that require faster response time or generate a lot of
data even in a second has been increased. As mentioned above, the requirements of many
applications cannot be fulfilled in cloud computing systems due to their architectural
limitations. In order to overcome the limitations, it is natural to decide to find ways to
process data at the close side of where data is generated (Singh, 2017). It was the main
reason why edge computing emerged into the world.
Definition of Edge Computing: Weisong Shi, in his paper, defines "edge" as "any com-
puting and network resources along the path between data sources and cloud data centers"
(W. Shi et al., 2016). In edge computing environments, the resources for processing data
are at the edge side of a network. It is possible to process the data generated in the
local network much more efficiently by using edges to do computational tasks instead of
the cloud. Edges may completely or partially substitute for the cloud according to the
type of systems. There is another term "fog computing," used for representing a similar
concept. As the term implies, "fog" represents the resources that are closer to the devices
that generate data than "cloud" computing resources. Many researchers see "fog" resources
the same as edges (Giang et al., 2018), but many others see it as the layer between edges
and cloud (Caprolu et al., 2019).
Benefits of Using Edge Computing:
Low Latency: Since edges are at the edge side of the network and data is generated
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from the devices that are in the same network, latencies are much lower in edge computing
environments than in cloud computing environments. Subhadeep Sarkar and his team had
in the paper (S. Sarkar et al., 2018) had an experiment to compare edge computing and
traditional cloud computing. When the number of terminal nodes is 4∗104, the latency of
the case that 95% of data is processed in edges is only 1.7 seconds, whereas the latency of
when using cloud computing is 9 seconds, and for the number is 10 ∗ 104, 10 seconds and
about 1 minute. Therefore, edge computing shines at processing data with low latency
when there are many terminal nodes. It means that edge computing is an ideal technology
for IoT.
Security and Privacy: When edges can process and store data generated by the devices
in the same network, some security and privacy matters disappear. Since the only way to
steal data is to access the edges or the local network, the range of attacks becomes much
narrower than when using cloud computing. Of course, there are also many challenges
to protect data at the edges since they have limited resources, and there are also limited
methods for the limited resources (W. Shi et al., 2016). However, by just setting a WiFi
password of the network more complicated where edges are located and using a proper
wireless security protocol such as WPA3, it is possible to protect the network safer from
intrusions and attacks (W. Shi et al., 2016). Encrypting data between devices and edges
will enhance security because attackers can utilize only insufficient information unless the
credentials used for accessing edges or the system are revealed.
Network Bandwidth and Scalability: The fact that data is processed and analyzed
at the edge side means that only a small amount of filtered data will be transmitted to
the cloud. Therefore, the network bandwidth is greatly lower than using cloud computing
(Satyanarayanan, 2017). As explained in the previous section, it can be related to the
matter of scalability. Since the increased amount of data will be processed at the newly
added edge devices, the data traffic to the cloud does not increase much. Then the network
bandwidth does not need to be increased. In other words, it costs less when scaling up in
edge environments than scaling up the computing resources in cloud environments.
Limitations of Edge Computing: Edge devices have only limited resources because
of their size. Initial edge devices were small single-board computers in many cases, such
as Raspberry Pi or Odroid (Pahl et al., 2016, Morabito, 2017). Because of the lack of
resources, some regarded the attempts to use such devices as resources for processing data
generated at the edge side as implausible theories (Varghese et al., 2016). However, the
capability of single board computers is growing fast and has become powerful enough to
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be used as edge devices (Qureshi et al., 2019). It is still important to use the limited
resources efficiently in edge computing environments (Xu et al., 2017). One good solu-
tion for utilizing resources effectively is using containers for deploying applications. The
section 3.2 will deal with this matter in more detail.
2.4.3 Overview of Cloud Computing and Edge Computing
In this subsection, in order to highlight the differences between cloud computing and
edge computing, we compare them using the Table 2.1. This comparison is performed to
highlight the potential of cloud computing and edge computing in supporting scalability
and high availability concerns in IoT applications. The table compares the architecture,
resources, latency, security, bandwidth, and scalability.
Table 2.1: Comparison of Cloud Computing and Edge Computing.
Cloud Computing Edge Computing
Architecture Centralized Distributed




Scalability Yes, high cost considering
the network bandwidth
Yes, by adding new edge
resources
3 Containers in Edge Environments
Containerization technologies were acknowledged first in cloud computing environments.
However, it is regarded as a suitable virtualization tool in edge computing environments
too. It is because containers are lightweight even though they can provide many benefits
such as fast deployment and good performance in terms of fault tolerance and caching
(Ismail et al., 2015).
This chapter shows what containerization technology is and why it is better than VM




Containerization is one of the virtualization techniques, which has got popular in recent
years along with micro-service architecture and DevOps (Logic, 2019). A container is a
unit that packages a single application that performs specific tasks. Each container can
also have all of the necessary things for running the application, such as libraries, files,
runtime, and configurations (Google, 2021c). Comparing to virtual machines (VMs), the
major virtualization technology, containers are very lightweight because a container does
not include anything else than what is needed for running an application. Every VM needs
to have its own operating system (OS), including the kernel. It means that there has to
be more storage for OS, the usage of resources such as CPU and RAM will be higher than
the necessity for the deployed application in a VM. In other words, using VMs costs more
than using containers for deploying applications. This factor led many systems to move
from using VM-based virtualization techniques to containerization techniques (H, 2020).
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3.1.2 Docker
Docker∗ is the most popular and dominant containerization technology. The starting point
that containerization technologies got popular was also the release of Docker as open-source
in 2013. According to Datadog, more than 85% of companies that have more than 1000
hosts have at least tried using Docker (Datadog, 2018).
Docker is created based on LXC (Linux Containers †), which uses the features of the Linux
kernel (especially cgroups and namespace). Docker isolates users, processes, network, etc,
and using cgroups using namespaces and hardware resources using cgroups (Docker, 2021,
Lab, 2021).
Docker provides high portability so that the application can be independent of the con-
figurations on specific machines. In other words, applications can be deployed in any
machines which can run Docker containers. In addition, though Docker can be run only
on Linux when the first version of Docker was released in 2013, it can be run on Windows
OS and Mac OS too since 2016 (Docker, 2021).
3.1.3 Open Container Initiative (OCI)
Docker indeed led many people to the new world where container technologies are used for
software deployments. However, it could not satisfy all of the engineers’ needs, and not
everyone agreed to use the container format of Docker as the standard (Busser, 2020). In
order to solve such problems, Open Container Initiative (OCI)‡ was founded in 2015 June
by the members such as Docker, CoreOS, Google, AWS, Microsoft, etc., in order to define
the industry standard on container image formats and runtimes. Therefore, there are two
specifications offered by OCI. The first specification is ’OCI image spec’ that defines ’how
an OCI Image has to be generated.’ The second one is ’OCI runtime spec’ that defines
’how the decompressed OCI image bundle on disk has to be run’ (A. Sarkar, 2019, OCI,
2021). If any container image is created following the OCI image spec, it is possible to






3.2 Why Containers on Edges
It is more important to use the resources efficiently in edge computing environments than
cloud computing environments because edges have limited resources (Xu et al., 2017).
Virtualization technology is useful for fulfilling the goal to use resources effectively in
terms of cost.
In cloud computing environments, both VMs and containers are good options for vir-
tualizing servers and enhancing the utilization of hardware resources since the amount
of resources is less limited than edge computing environments. However, as mentioned
in section 3.1, running VMs is heavy for edge devices. This problem will be a too big
disadvantage for edge computers that have a limited amount of resources. On the other
hand, containers are lightweight. By using containerization technology, it is possible to
have the advantages of virtualization in edge environments. In addition, the performances
in terms of CPU, memory, disk I/O, and network do not get lowered much. Comparing
to bare-metal machines, the difference in terms of performance is small and negligible.
In addition, there are only small insignificant differences when testing on bare-metal and
containers in the matter of power consumption too. In some cases, running containers
show even better performance than running on bare-metal machines (Morabito, 2017).




Container orchestration is the management of containers’ lifecycle. It will be impossible to
deploy containers manually when there hundreds or thousands of containers. Therefore, it
is mandatory to automate these kinds of works. With an orchestration tool, it is possible
to automate not only deployments of containers but also recovery of failed containers,
load balancing, allocation of resources, etc. In addition, it is possible to monitor the
health of containers (RedHat, 2021). There are three well-known tools Kubernetes, Docker
Swarm, and Apache Mesos. Among them, Kubernetes is the most dominant container
orchestration tool (StackRox, 2021). This thesis will deal with only Kubernetes in detail.
4.2 What is Kubernetes
Kubernetes is a container orchestration tool originally designed by Google engineers as
their internal platform named ’borg’ based on their accumulated knowledge and experi-
ence on containerization. Google open-sourced Kubernetes in 2014 (Google, 2021d). In
2015, Cloud Native Computing Foundation (CNCF) was established, and Google donated
Kubernetes to CNCF, so CNCF maintains and controls the Kubernetes project so far
(CNCF, 2015). As Docker used to be regarded as the standard of containerization technol-
ogy, Kubernetes has become an unofficial standard for container orchestration. Comparing
to the other dominant tool Docker Swarm, it is more complex for installing and slower
for deploying containers. However, it is more tolerant to faults, provides more function-
alities, and supports auto-scaling (Naser, 2017). Therefore, many large-scale companies
such as Google, Reddit, and the New York Times that need a number of microservices use
Kubernetes in order to provide their services and maintain their system.
Kubernetes is called K8s, where 8 is the number of letters between K and s. A K8s cluster
is installed and configured as follows in general. First, Container Runtime (such as Docker,
containerd, or CRI-O) should be installed. And then, the components for the master node
(Control Plane) are installed, and Worker Nodes join the master node. These processes
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are generally done with the tool kubeadm in a production environment. And then, by
deploying Container Network Interface (CNI), an overlay network is created to implement
networking in the Kubernetes cluster.
When K8s cluster is created using kubeadm K8s, at least 2GB RAM per machine and 2
CPUs are required to install the components and configure the cluster.
The following subsections will explain the necessary components for deploying applications
and other important concepts in more detail.
4.3 Object
Kubernetes objects are the ’records of intent’ used to represent the state of a cluster.
"Object spec" states the intent (characteristics) of the object, and "object status" represents
its current state. The most fundamental work the Kubernetes cluster does is to check
regularly the status of objects and make them the same as defined in the object spec. The
Control plane in a cluster takes this role (Kubernetes, 2020b).
When an object is generated, edited, or removed, all requests have to pass through Ku-
bernetes API. API requests have to contain the information on the "intent" of the object
in JSON format. In most cases, API is used through the tool "kubectl," and object spec
is given in YAML format and converted to JSON during the API request (Kubernetes,
2020b).
Pod: A Pod is the most basic unit for deployment. In other words, Kubernetes does not
separately deploy or manage each container but does with the unit Pod. A Pod has to
contain at least one container, and it is also possible to run multiple containers related to
each other in a Pod. Each Pod has its own IP address, and containers in a Pod share the
IP address. In addition, containers in a Pod share a disk volume and network resources
(Kubernetes, 2021m).
Volume: Volume can be simply described as an external disk of a container. Local storage
is defined again whenever a Pod is generated or restarts. This means that the data in
the local volume does not remain. Therefore, if there are some contents that need to be
permanently stored, a volume object is necessary. A volume in a Kubernetes cluster can
be shared among containers in a Pod (Kubernetes, 2021t).
Namespace: A namespace is used for dividing a Kubernetes cluster. Pods and Services
can be generated and managed differently in different namespaces. For example, if there
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are three different environments in a cluster, it can be managed by dividing a cluster into
three namespaces. It is possible to assign a quota of resources to each namespace and
make users have different access rights on different namespaces (Kubernetes, 2021l).
Service Service is the object that exposes the application running on Pods. It can be the
exposure to other components only in the cluster or to outside the cluster.
In general, there are multiple Pods in a cluster, and Pods can have labels. All the Pods
that have the same label specified in the ’selector’ field of a Service are the members of
the Service (Google, 2021a). It means that all traffic to a Service is distributed to the
Pods that are the members of the Service. Kubernetes official documents explain four
types of Service. The following items are detailed explanations of the four types of Service
(Kubernetes, 2021q).
• ClusterIP
It is the default type of Service. A virtual IP is assigned to the Service, which
is accessible only inside the cluster. For this reason, this type of Service is used
basically for exposing Pods to other apps in the same cluster. However, by using
kube-proxy (which will be explained in detail below in section 4.5), it is possible to
make the Service accessed from outside of the cluster (Kubernetes, 2021q).
• NodePort
As the name "NodePort" explains, it uses the ports of nodes in order to expose a
Service to external traffic. All traffic coming through the port designated in the
nodePort field is forwarded to the "NodePort" Service. There are a few drawbacks of
using NodePort Services. Only a limited range of ports (30000-32767) can be used,
and it is not possible to provide multiple Services through one port. In addition, if
a VM’s IP address is changed, the Service IP address is also changed (Kubernetes,
2021q).
• ExternalName
This Service is generally used when accessing outside of the cluster from inside. The
Service forwards requests to the external IP in the "externalName" field (Kubernetes,
2021q).
• LoadBalancer
LoadBalancer type Service exposes an application outside the cluster using a load
balancer. An external IP is assigned to the Service, which is the IP address of a load
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balancer. All traffic to the IP will be delivered to the Pods that are the members of
the Service (Kubernetes, 2021q).
LoadBalancer type Service by default generates NodePort and ClusterIP together
since LoadBalancer is based on NodePort, and NodePort is based on ClusterIP
(Google, 2021b). As the Figure 4.1 shows, traffic from outside the cluster arrives
at the port of the LoadBalancer type Service. And the traffic is delivered to the
Service via NodePort. Since NodePorts are allocated, it is also possible to access
the Service directly via the NodePorts. In recent versions of Kubernetes (since
v1.20), it is possible to disable to allocate NodePorts for LoadBalancer type Service
(Kubernetes, 2021q).
Figure 4.1: LoadBalancer and a Kubernetes Cluster. ref: Kubernetes Advocate, medium
Kubernetes clusters are generated in a production environment using a cloud providers’
platform in general, and Kubernetes provides a function to provision a load balancer
from a cloud infrastructure automatically. Therefore, load balancing services pro-
vided by the cloud providers can be configured to assign an IP address for a Load-
Balancer type Service (Kubernetes, 2021q). For example, when a Load Balancer
type Service is created in a cluster using Amazon Elastic Kubernetes Service (EKS),
Network Load Balancer (NLB) or Elastic Load Balancer (ELB) service of Amazon
Web Services (AWS) is automatically provisioned in the cluster. In similar ways,
a cluster in Google Kubernetes Engine (GKE) can use Cloud Load Balancing of
Google Cloud Platform (GCP), and a cluster in Azure Kubernetes Service (AKS)
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can use Standard and Basic Load Balancer for LoadBalancer type Services.
On the other hand, when running Kubernetes clusters on bare metal machines, a
load balancer has to be configured manually. The load balancer implementation
has to be installed and deployed over the cluster in order to assign external IP to a
LoadBalancer type Service. MetalLB∗ is the most well-known network load balancer
implementation in on-premise Kubernetes clusters, but it is still a young project
whose current version is beta. MetalLB provides manifest files, and it is possible
to apply the provided manifests by using Kubectl apply command. This process
will add the "metallb-system" namespace and MetalLB components (a Deployment
controller and a speaker DaemonSet) under the namespace (MetalLB, 2021). After
then, a ConfigMap object that states the configuration of MetalLB, such as the type
of protocol, the range of IP address that will be assigned to Services, etc., has to be
created. In MetalLB, there are two modes, Layer 2 and Border Gateway Protocol
(BGP). Layer 2 uses virtual IP addresses, and BGP uses a physical load balancer
and its IP address (CONFIGURATION, 2021).
By using such load balancers, it is possible to assign an external IP to LoadBalancer
type Services.
For Layer 7 routing or load balancing, there has to be also Ingress and Ingress
controller, which is explained below in this section.
Ingress: Ingress is the way to expose Services outside the cluster. Layer 7 traffic can
be handled by using Ingress resources. For example, it is possible to define TLS/SSL
certificate configuration or HTTP(S) routing when creating Ingress objects. It is also
possible to expose multiple Services and route traffic to an appropriate Service based on
HTTP(S) paths (Kubernetes, 2021e). As Figure 4.2 shows, routing rules are defined in
an Ingress object, and traffic is routed to the Services based on the rules. Since Ingress is
just a declarative object which defines rules, it does not work by itself. There has to be
also Ingress Controller that is the actual part for handling traffic and routing the traffic
to Services. Ingress Controller will be dealt with right below.
Ingress Controller: Ingress Controller is not a type of object, but we explain in this
section since it is closely related to Ingress object. As explained in the content "Ingress"
right above, Ingress Controller is necessary in order to use an Ingress object. Only after an
Ingress Controller is configured, the rules stated in an Ingress object can become activated.
∗https://metallb.universe.tf
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Figure 4.2: Ingress in a Kubernetes Cluster. ref: NGINX
As Figure 4.2 shows, the real component which handles the requests is Ingress Controller.
The controller routes HTTP(s) traffic based on the routing rules of the Ingress object
(Kubernetes, 2021f).
When using a cloud platform to run Kubernetes clusters, it is possible to provision Layer
7 load balancing services of the cloud provider. GKE provides the service ’Ingress Con-
troller,’ and EKS provides Application Load Balancer (ALB). AKS does not provide any
Layer 7 load balancing service.
On the other hand, Kubernetes clusters in bare metal machines need to deploy the Ingress
Controller manually on the cluster. Unlike the load balancer for LoadBalancer type Ser-
vice, there are many open-sourced Ingress Controllers that can be installed on a Kuber-
netes cluster. The Ingress Controller that is officially managed by Kubernetes is NGINX
Ingress Controller, but Kong, HAProxy Ingress, Traefik, and many Envoy-based ingress
controllers are used in many production environments.
Since there are many options for Ingress Controller, many Kubernetes users deploy such
open-sourced ones even if they run clusters in a public cloud service.
Controller: It is possible to deploy applications using the objects mentioned above. In
order to manage objects to maintain the "intended" states that are defined in their object
specs, controllers are necessary to use.
• Replication Controller (RC)
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It is the most basic controller of Kubernetes. This controller is comprised of three
major fields (Kubernetes, 2021o).
– Replicas
The value in the field "replicas" decides the number of Pods. RC generates or
removes Pods in order to maintain the number of Pods as stated in the field.
– Selector
Label in the selector field decides which Pods the controller will manage. In
other words, the controller controls all of the Pods that have the label stated
in the selector field.
– Template
When a Pod is newly generated, information on the Pod (container image,
labels, port, etc.) is needed. Such information is written in the field "template."
• ReplicaSet (RS)
It is not much different from the Replication Controller. RS uses a selector based
on set (in, notin, exists), whereas RC uses a selector based on equality (=, ==,
!=) (Kubernetes, 2021n). Kubernetes officially recommend using higher-level API
object "Deployment" rather than using Replication Controller or ReplicaSet directly
(Kubernetes, 2021p). The Deployment object is also dealt with below in the same
section.
• DaemonSet (DS)
Unlike RS, DS controller runs only one Pod on each node. In other words, when
running Pods by using DaemonSet, all nodes in a cluster always have one Pod. (It is
possible to set it as zero, but it is impossible to increase the number of pods.) A Pod
is automatically added and run on the node when a node is added to the cluster.
In addition, when a node is removed, a Pod in the node is removed, not moved to
another node. Because of these kinds of characteristics, the DaemonSet controller
is generally used for such purposes: 1. to run Pods which have to be always in a
cluster (system Pods, Pods for monitoring nodes, running logging collectors, etc.) 2.
to run Pods which have to be run only on specific nodes that have specific resources




Deployment is the most basic controller for deploying stateless apps. By using this
controller, it is possible to track all deployments and updates of Pods. Using the
history, it is also possible to roll back for a deployed Pod. In short, the Deployment
controller can be understood as ReplicaSet + history (Kubernetes, 2021d). The
official document of Kubernetes suggests generating objects using a Deployment
controller rather than generating each object independently. In a production envi-
ronment, Deployment is used rather than using Replication Controller or ReplicSet
directly (Kubernetes, 2021p).
• Stateful Set (SS)
Stateful Set is similar to Deployment. However, Deployment is stateless, so the
data generated in a Pod will be removed when the container is removed. By using a
Stateful Set controller, a Volume is mounted, and data can be stored and maintained
even if a Pod restarts (Kubernetes, 2021r).
• Job & Cron Job (CJ)
When a job is completed after one-time execution, Pods do not need to run all the
time like a web server. It is possible to run Pods only when executing some works.
Job controller handles such workload model. When a Job controller terminates, Pod
also terminates (Kubernetes, 2021g).
Cron Job is like a "cron" command in the Linux/Unix system, which automates
batch processes. In addition to the settings for a Job controller, there is a "schedule"
field that states the repetition condition (Kubernetes, 2021b).
4.4 Taints and Tolerations
In a Kubernetes cluster, taints and tolerations are used in order to schedule Pods. A node
can be tainted with key, value, and effect through kubectl with the command "kubectl taint
nodes node-name key=value:effect". A Pod can have tolerations in the spec in YAML form.
Pods can be scheduled in nodes only when the Pods’ tolerations correspond to the node’s
taints. If there is no node, the Pod cannot be scheduled and will be in "pending" status
until any tainted node can accept it (Kubernetes, 2021s).
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Figure 4.3: Architecture of a Kubernetes Cluster. ref: Kubernetes Official Document
4.5 Architecture
In order to understand Kubernetes, it is important to know the architecture of a cluster.
A cluster of Kubernetes is comprised of the master node(s) and worker nodes. A master
node controls and manages the whole cluster. Worker nodes are physical or virtual ma-
chines where containers are deployed, and Services can be provided. Figure 4.3 shows the
architecture of K8s briefly. The rest of this section explains and describes each component
in the architecture of K8s.
Master Node:
• API Server
In Kubernetes, all functions are provided through RESTful API, and API Server in a
master node serves the operations. Therefore, all of the components in a Kubernetes
cluster have to send an API request to the API Server in order to interact with
another component in the cluster, as Figure 4.3 shows (Kubernetes, 2021k).
• Etcd
Etcd is a distributed key-value storage, which works as a database in a Kubernetes
cluster. All of the configurations or states of the cluster are saved. It communicates
only with the API server as Figure 4.3 shows. It means that other modules can
access the data of etcd only via the API server (Kubernetes, 2021k).
• Scheduler
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In Kubernetes, scheduling stands for matching Pods to the most appropriate node
considering available resources. Scheduler first filters which nodes have enough re-
sources to run the considering Pod and then scores all of the nodes. Based on the
score of each node, the scheduler selects the node which got the highest score and
allocates the Pod to the node (Kubernetes, 2021k).
• Controller Manager
As the name implies, a Controller Manager manages controllers. Here the ’controller’
does not mean only the controllers for managing Pods explained in "Controller" part
in section 4.3. In addition to workloads, controller manager manages the state of
nodes, namespaces, service accounts, etc. (Kubernetes, 2021h, (Kubernetes, 2021k)).
Worker Node:
• Kubelet
Each worker node has a Kubelet, the agent which communicates with the master
node’s API server. A Kubelet carries out the requests of the master node by making
containers keep their status as stated in the manifest files that describe Pods. In ad-
dition, a Kubelet sends the status of the worker node to its master node (Kubernetes,
2021j).
• Kube-proxy
Each worker node has a Kube-proxy daemon that manages network traffics between
a master node and worker nodes. When a Service is provided via ClusterIPs or
NodePorts, Kube-proxy routes and load-balances it to appropriate Pods (Kuber-
netes, 2021i). ’Userspace’ was a default mode at first, but it is not recommended
anymore because it is old and slow. Nowadays, ’iptables’ is a default mode, which
reduces system overheads. Kube-proxy also supports the ’IPVS’ mode that supports
higher network traffic throughput than other modes. IPVS mode, in addition, has
lower latency than any other mode when proxy rules are synchronized and supports
various algorithms for load balancing that are not provided in other modes (Kuber-
netes, 2020a). IPVS shows better performance for clusters that provide hundreds or
thousands of Services. For these reasons, IPVS is suitable for such big clusters.
• Container Runtime
In Kubernetes, there is a container runtime that runs the container images stated in
the spec of a Pod (Kubernetes, 2021a).
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Docker has been used as the most common option for container runtime, but Kuber-
netes is deprecating Docker as a container runtime after v1.20 that was released in
December 2020. Furthermore, Kubernetes does not support Docker anymore from
v.1.22 that will be released in late 2021. The reason why Kubernetes does not sup-
port Docker anymore is that Docker does not follow the Container Runtime Interface
(CRI) standard (Jorge Castro, 2020).
CRI was introduced into Kubernetes in late 2016 in order to support more runtimes
than Docker only. By implementing the Kubernetes CRI, any container runtime
that is compatible with OCI can be connected to Kubernetes and used as a container
runtime in Kubernetes (cri-o, 2021). CRI-O∗ is a generic implementation of CRI.
OpenShift set CRI-O as a default container runtime (OpenShift, 2021).
There is another commonly used container runtime "containerd" †. It is possible to
use containerd runtime with the plugin "cri," the implementation of CRI. GKE and
AKS have set containerd as the default runtime (Cloud, 2021, Jorge Palma, 2020).
Containerd was a part of Docker daemon at first, but it became a separate CNCF
project. It became one of the ’graduated’ projects in 2019.
4.6 Kubernetes in Edge Environments
There have been many pieces of research on edge computing and various attempts to run
Kubernetes clusters on edges. However, Kubernetes clusters on edges are too heavy to
edge devices that have only limited resources. For this reason, lightweight Kubernetes
distributions have appeared.
4.6.1 K3s
K3s‡ is a Kubernetes distribution, which was developed by Rancher Labs and fully certified
by CNCF. It is specialized for edges and IoT that have limited resources. K3s needs only
half memory comparing to K8s (the name originates from this fact), and the minimum
requirement for memory is only 512MB though it is recommended to have more than 1GB





complete compatibility with K8s. In order to achieve these, K3s replaced heavy compo-
nents with lightweight ones and removed unnecessary features. For example, the default
storage backend of K3s is sqlite3 that is more lightweight than etcd3 in K8s. Default Con-
tainer Runtime is containerd, and ingress controller is traefik (Rancher, 2021b). Another
benefit of using K3s is that it is easy to install. It is possible to configure a K3s cluster
just by running provided shell scripts, whereas K8s installation using kubeadm requires
complicated works.
4.6.2 MicroK8s
MicroK8s∗ is a High Availability Kubernetes distribution that was developed by Canonical,
the publisher of Ubuntu. Like K3s, it is a minimized distribution of which the size is
only about 200MB. What MicroK8s emphasizes more is high availability or resilence for
making the cluster production grade. In MicroK8s, etcd, the database storage is replaced
by Dqlite, which is HA SQLite (Canonical, 2021b). MicroK8s officially says that the
distribution is suitable for edges and IoT, but, ironically, the minimum requirement for
memory is 4GB (Canonical, 2021a). It is even higher than the requirements of K8s.
4.6.3 KubeEdge
KubeEdge† is a Kubernetes platform that is also specialized for edges, as the name implies.
It was originally developed by Huawei based on their commercial IoT edge platform and
contributed to CNCF. It was accepted as a sandbox project in March 2019 and approved
as an incubating project in September 2020. Unlike K3s or MicroK8s, KubeEdge’s clus-
ter is comprised of cloud side and edge side. A cluster possesses a master node on the
cloud side (though it can be extended) and worker nodes on the edge side. Its storage
footprint is 66MB and memory footprint less than 30MB (even about only 10MB on the
edge side agent (Lai, 2020). KubeEdge takes a different approach to communication than
K8s. It communicates through full-duplex asynchronous channels using WebSocket that
is message-based. In this approach, the communication overhead is lower (Manaouil and
Lebre, 2020). In order to achieve this, there are more components included in the archi-
tecture. EdgeController works as a bridge between API Server and EdgeCore. CloudHub




KubeEdge, Edged, the more lightweight version of Kubelet, runs on the edge side as the
agent which manages containers. There is also a component called MetaManager between
Edged and EdgeHub, which works as a manager of metadata (storing to SQLite or retriev-
ing from it) and as a message processor. In addition, KubeEdge supports offline mode so
that nodes on the edge side can maintain their functions even when there is no connection
with the node of the cloud side (Xiong et al., 2018).
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4.6.4 Overview of K8s, K3s, MicroK8s, KubeEdge
Based on the official documents that give information on system requirements or supported
OS, this section provides a tabulated overview of K8s, K3s, MicroK8s, and KubeEdge in
Table 4.1. The cells of the table were left empty if there is no official data for some items
of the table.
Table 4.1: Overview of K8s, K3s, MicroK8s, KubeEdge
K8s+kubeadm K3s MicroK8s KubeEdge
Company Google->CNCF Rancher->CNCF Canonical Huawei->CNCF
CPU/Master 2 CPUs 20% of Pi4B
BCM2711, 1.50Ghz
— —
RAM/Master 2GB 512MB 4GB
CPU/Worker — 10% of Pi4B
BCM2711, 1.50GHz
— —
RAM/Worker — 256MB — —
Storage
Footprint
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5 Building High Available and Scal-
able Kubernetes Clusters on Edges
In this chapter, we show how to configure high available and scalable Kubernetes clusters.
We implement the clusters in two different ways and evaluate them in terms of high
availability and scalability. In addition, we compare the resource utilization of each cluster.
Based on the results, we discuss which cluster can be a better option in specific cases.
5.1 High Available Kubernetes Cluster
It is possible to configure a high available Kubernetes cluster by making both worker nodes
and master nodes high available.
The high availability of worker nodes can be achieved when there are at least two worker
nodes. It is because an alive node still has to run Pod(s) to provide a service even if one
node fails.
On the other hand, the high availability of master nodes can be achieved in two ways.
The first way is to cluster at least two master nodes with an external DB. The second
way is to make each node of the cluster have embedded DB (such as etcd). In this case,
the number of embedded DB in the cluster has to be at least three and always an odd
number.
5.2 Scalable Kubernetes Cluster
Kubernetes was basically designed considering the matter of scalability. In Kubernetes,
scalability can be achieved in two ways.
The first way is to make the cluster elastically change the number of Pods or the amount
of resources assigned to Pods. Each Pod will have only a limited amount of resources
according to the spec of its controller. When the amount of data to be processed grows
up, and existing Pods cannot process all, the total amount of resources also should increase
by increasing the number of Pods or the amount of assigned resources to each Pod. As
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mentioned in the section 4.3, each namespace may also have a limited quota of resources to
prevent Pods in one namespace take all of the resources. So, the total amount of resources
assigned to Pods in a namespace will not be more than the quota given to the namespace.
The second way is to add more nodes to the existing cluster. When the total amount
of resources has to increase, additional nodes have to be put into the cluster. When
using cloud platforms for Kubernetes such as EKS or GKE, the number of nodes will be
automatically scaled according to the settings of users. However, the tasks of adding new
nodes should be manually dealt with in edge environments. If the process takes a long
time and is complicated, Kubernetes may not be suitable for edge environments that need
scalability. However, putting additional nodes into the cluster is an easy process that
needs only a few lines of commands. A Kubernetes cluster has a token needed for joining
a new resource, and a new node can join the cluster using the token value. Both master
and worker nodes can be added in this way (but different options have to be used). As
mentioned in the section 5.1, when master nodes have to be scaled up, the cluster has to
maintain the number of embedded databases (such as etcd, SQLite) as an odd number. It
enables that there can be a majority against failed nodes. According to Rancher, having
too many etcd members in a cluster can make the cluster slow since etcd uses the Raft
consensus algorithm for synchronization of nodes (KIM, 2019).
5.3 Goal
In this thesis, two architectures of the HA Kubernetes cluster were surveyed and imple-
mented in a way to configure at a minimum expense in edge computing environments.
The first implementation is with two nodes and an external DB, and the second one is
with three nodes with embedded etcds.
The goal of the implementations is to show how the clusters maintain the system available
and how the clusters can be scaled. And then, we show that why Kubernetes is a good
option for deploying IoT applications that require high availability and scalability.
There are also limitations of each architecture that affect accomplishing complete high
availability and scalability of the cluster. They will be discussed and compared, and
possible solutions will be provided.
In addition, we compare the resource utilization of each cluster. By comparing two clusters,
we discuss which architecture will be suitable for specific applications.
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5.4 Implementations
5.4.1 Environments of the Implementations
As explained in section 5.1, it is necessary to have three different machines to configure high
available Kubernetes cluster. Since the nodes of clusters have to be on different machines
for testing high availability, VM machines were used to imitate multiple physical machines.
Multipass∗, a lightweight VM managing tool, was used for configuring nodes. Each VM
ran Ubuntu 20.04 LTS as an operating system (OS) in order to set up K3s clusters.
Machines were installed on top of the MacBook Pro 2013 Late, which has 2,6 GHz Quad-
Core Intel Core i7-4960HQ, 16GB DDR3 1600MHz RAM, SSD storage(read/write speeds
are respectively about 1400MB/s 1250MB/s). The resources allocated to each VM are 1
CPU, 1GB Ram, 5GB Disk.
5.4.2 Configurations for K3s, Load Balancers, and Taints & Tol-
erations
This section explains what Kubernetes distribution and load balancers were used for im-
plementing clusters and why they were used for both test environments.
K3s
In the paper (Böhm and Wirtz, 2021), the author had experiments to compare K3s and
MicroK8s. He showed that the utilization of CPU, RAM, and Disk was higher when
using MicroK8s than when using K3s. Based on the information, we chose K3s distri-
bution in order to implement two Kubernetes clusters in this thesis. If a K3s master
node is installed without any options, some components such as servicelb (load balancer)
and traefik (ingress controller) are automatically deployed in the namespace kube-system.
However, these components are not related to the tests in this thesis, so the components
were disabled. We still kept other components, such as core-dns, local-path-provisioner,
or metrics-server, running in test clusters. Default container runtime containerd was used
without changing to another runtime.
Load Balancer for Master Nodes
∗https://multipass.run
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HAProxy∗ was used in order to have load balancers that distribute requests to masters.
In order to make the load balancer work, the configuration file has to have information
on the port that listens to the ingress traffic and the IP addresses of master nodes. The
field ’frontend’ of the configuration file contains the information on the port, and the field
’backend’ has the data of IP addresses. In addition, round-robin algorithm was used for
load balancing.
Each node works as a load balancer, and the node elected as a leader serves the load
balancing function. In order to make an entry point through which all of the nodes can be
accessed, a virtual IP address (VIP) should be assigned to the nodes. We used keepalived†
for assigning VIP to nodes.
All the nodes have the same VIPs, and each node has a different priority for being elected
as a leader. The node that has higher priority than other nodes is elected as the leader
node, and all of the traffic to the VIP passes through the leader node. When the elected
node is dead, the node which has the highest priority among the remaining nodes is elected
and continues the work as the previously elected node did.
With the combination of HAProxy and keepalived, it was possible to have a load balancer
for master nodes and make the cluster high available.
Load Balancer for Worker Nodes
As mentioned in Load Balancer part of section 4.3, MetalLB is commonly used in order to
expose Pods with LoadBalancer type Services in bare metal Kubernetes clusters. MetalLB
supports Layer 2 mode and BGP mode for load balancing. In this thesis, Layer 2 mode
was used because BGP mode needs a physical load balancer.
Taints & Tolerations
As explained in section 4.4, Kubernetes uses taints and tolerations in order to make Pods
be scheduled in proper nodes. There are built-in taints of which the keys are about the
status of nodes such as "node.kubernetes.io/not-ready", "-/unreachable", etc. Pods made
by controllers automatically have tolerations that have the field "tolerationSeconds=300"
for both keys mentioned above (Kubernetes, 2021s). It means that Pods will not be evicted
in 300 seconds after a node fails. Therefore, in the spec of a Deployment controller that
creates Pods, it is necessary to override tolerations with the ’tolerationSeconds=0’ so that




5.4.3 2 Nodes (Master + Workers) + 1 External DB Cluster
Figure 5.1: Architecture of K3s Cluster with Two Nodes + External DB
External DB
K3s officially supports three types of external DB, MySQL (MariaDB too), etcd, and
PostgreSQL. PostgreSQL has a lower image size and consumes less memory and CPU
than MySQL and MariaDB. In addition, PostgreSQL is faster for both reading and writing
(Jahoda, 2021). For these reasons, PostgreSQL was used for implementing clusters in this
thesis. We ran the database node also on a multipass VM with the same amount of
resources as other nodes. Since an external DB is used, nodes do not need to have any
embedded database. As Figure 5.1 shows, two nodes were connected to the PostgreSQL
database to use it as a storage for saving the status of clusters.
In the implementation, the IP address of the node for external DB was 172.16.5.24.
VIP and HAProxy
HAProxy listens 16443 port and routes all the traffic. As Figure 5.1 shows, the destinations
of the traffic are <Node 1’s IP address>:6443 and <Node 2’s IP address>:6443 because
master nodes use 6443 port for its API server. As Figure 5.3 shows, HAProxy alternately
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routes between the two nodes.
We assigned 172.16.5.40 to VIP in the implementation as Figure 5.2 and Figure 5.3 show.
Figure 5.2: All API requests pass through the load balancer.
Figure 5.3: HAProxy log shows that requests are distributed to backend server (2 nodes).
Nodes
As Figure 5.1 shows, both nodes have same VIP. We put priority 1 to Node 1 and 2 to
Node 2. Since Node 2 has a high priority, it is chosen as the leader node. When Node 2
fails, Node 1 takes the VIP after being elected as the leader node. Both nodes connect to
the external DB when creating a cluster.
In the implementation, Node 1’s IP address was 172.16.5.5, and Node 2’s one was 172.16.5.6.
In section 5.5, we use the name master1 for Node 1 and master2 for Node 2.
Load Balancer (MetalLB)
In the implementation, we assigned 172.16.5.41-172.16.5.49 to be used as the external IP
of a LoadBalancer type Service. As the bottom part of Figure 5.1 shows, it is possible to
access the applications running on Pods through the MetalLB load balancer.
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5.4.4 3 Nodes (Master + Etcd + Workers) Cluster
Figure 5.4: Architecture of K3s Cluster with Three Nodes
VIP and HAProxy
Basically, the configuration for VIP and HAProxy is same as section 5.4.3. Figure 5.4
shows, the destinations of the traffic are <Node 1’s IP address>:6443, <Node 2’s IP ad-
dress>:6443, and <Node 3’s IP address>:6443. As Figure 5.6 shows, HAProxy alternately
routes between the three nodes.
We assigned 172.16.5.30 to VIP in the implementation as Figure 5.5 and Figure 5.6 show.
Figure 5.5: All API requests pass through the load balancer.
Figure 5.6: HAProxy log shows that requests are distributed to backend server (3 nodes).
Nodes
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As Figure 5.4 shows, VIP is assigned to all of the three nodes. We put priority 1 to Node
1, 2 to Node 2, and 3 to Node 3. Since Node 3 has the highest number, it takes VIP the
first, and Node 2 can take it when it fails. As the top part of Figure 5.4 shows, each node
has to have etcd since there is no external DB.
In the implementation, Node 1’s IP address was 172.16.5.10, Node 2’s one was 172.16.5.11,
and Node 3’s one was 172.16.5.12.
Load Balancer (MetalLB)
The configuration for MetalLB in this implementation is also same as section 5.4.3. We
assigned 172.16.5.31-172.16.5.39 to be used as the external IP of a LoadBalancer type
Service. Pods in any node can be accessed through the load balancer.
5.5 Experiments and Evaluation
5.5.1 High Availability
Test Method
For testing high availability, we killed one of the running VMs in an ungraceful way in
order to see how each cluster reacts.
For worker nodes, a simple web service premist/inspekt∗ was used as the app running in
Pods, which shows the node name and IP address the Pod is running in, and the name
and namespace of the Pod. We set the replicas field of the Deployment controller as two,
and Pods were manually distributed to each node for the test.
Worker Nodes
2 Nodes + External DB Cluster
Figure 5.7 shows that all Pods, the members of the LoadBalancer type Service, are acces-
sible through the IP address of the load balancer (172.16.5.41).
We killed the node master2, and Figure 5.8 shows how the cluster reacts. Since the Pod
running on the node master2 became dead when its node failed, the Pod was automatically
re-created in the node master1. Though it was created soon after the cluster notices that,
∗https://github.com/premist/inspekt/tree/master/deploy
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Figure 5.7: Node 1, 2
it took some time until the recovery. We deal with this limitation below in the content
’Limitations and an Idea for Solution’ of this section.
Figure 5.8: When the node master2 fails, a new Pod is made in the node master1.
3 Nodes Cluster
Basically, there is no difference for testing the high availability of the 3 nodes cluster from
testing the 2 nodes + external DB cluster. As Figure 5.9 shows, the failed Pod in the
failed node (node2) was re-created automatically in node3. The only difference is that
there are two options for creating a new Pod since two nodes are alive.
Figure 5.9: When the node node2 fails, a new Pod is made in the node node3.
Limitations and an Idea for Solution
• Delayed Pod Re-creation
As mentioned in section 5.4.2, the taints and tolerations were set ideally that the
Pod in a dead node can be re-created immediately. However, it took a few seconds
to create a new Pod after the status of the failed node became "Not Ready." From
100 times tests, it took 4.8 seconds on average until the cluster creates a new Pod is
another alive node.
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• Node Health Check Interval
There was another factor that delays a failed Pod to be re-created. It was the interval
of the health check of nodes. If a node fails right after a health check, the cluster still
regards the failed node as alive until the next health check. The frequency of health
checks may depend on the settings of the cluster, and the maximum additional can
be the interval between health checks.
• Possible Solution
A possible solution to avoid problems due to the downtime of some Pods is to ensure
that each node has at least one Pod. It can be fulfilled by using a DaemonSet
controller. As explained in "Controller" part of section 4.3, DaemonSet generates a
Pod in each node. By making each node have at least one running Pod, it is possible
to provide a Service without downtime even if one node fails.
However, since DaemonSet cannot create multiple Pods in one node, another con-
troller like Deployment should be combined in order to generate additional Pods
when it has to be scaled up/out.
Master Nodes
2 Nodes + External DB Cluster
Figure 5.10 shows that the master2 node took VIP and used to work as a load balancer
at first, and the master1 node took the VIP after the master2 node failed (status Not
Ready). Since all traffic passes through the master1 node after taking the VIP, HAProxy
of master1 started working as a load balancer and distributed the requests to master nodes
of each node.
• Limitation
All of the tests with the 2 nodes + external DB cluster were done on the premise
that external DB will not fail. In reality, it can also fail.
Already running Pods in workers were not actually affected by the failure of external
DB. Even they could restart automatically and continue running the app when they
failed due to the overload. The users of the application Pods may not even notice
any failure.
However, the status of Pods cannot be changed while the external DB is off because
master nodes need to communicate with it to create a new Pod or delete a Pod.
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Figure 5.10: When the master2 node fails, the master1 node takes the VIP and continues providing a
load balancer for master nodes.
When the external DB failed, the API server of master nodes could not do anything.
It was possible to see that the k3s server services in each node stopped working,
and all of the listening ports were closed right after the DB is down. It means that
master nodes do not work without the external DB.
Therefore, the matter of availability of external DB can affect the availability of
master nodes.
• Possible Solution
It is possible to make external DB high available. PostgreSQL supports high avail-
ability with the similar approach of making master nodes high available. There have
to be multiple DBs (3, 5, ...) and a load balancer that distributes traffic. By making
DBs to be synchronized, it is possible to have a high available external DB clus-
ter (PostgreSQL, 2021). With the high available DB, the Kubernetes cluster using
external DB can be more highly available.
3 Nodes Cluster
As Figure 5.11 shows, the node3 node was the leader node at first among three nodes
since it had the highest priority. After the node3 node fails, the node2 node that has
a higher priority than the node1 node takes the VIP. And then, HAProxy of the node2
node started working as a load balancer. The 3 node cluster does not need to care about
the high availability of databases as the 2 nodes + external DB cluster because etcd
databases are embedded in each node. Master nodes are available as long as two nodes
are alive regardless of network connection status, whereas the master nodes of the 2 nodes
+ external DB cluster cannot work if the network connection to the external DB is lost.
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Figure 5.11: When the node3 node fails, the node2 node takes the VIP and continues providing a load
balancer for master nodes.
5.5.2 Scalability
Test Method
• Autoscaling of Pods
We used the same app inspekt used to test high availability for scalability test too.
JMeter∗ was also used to simultaneously generate many HTTP requests to the IP
address of the load balancer for working Pods. Tests were performed with ten steps,
increasing the number of threads from 100 to 1000. We tested six times for each
step, and the increment to the following step was 100. Therefore, the number of
requests was 33000 in total. We set the ramp-up period as 1 second, which means
that the number of threads becomes the set number in 1 second.
In the spec of the inspekt Deployment, CPU request 0.5% and CPU limit 2% were
assigned for each Pod. After then, we excuted the commands "kubectl autoscale
deployment/inspekt-deployment –min=2 –max=10" for the 2 nodes + external DB
cluster and "kubectl autoscale deployment/inspekt-deployment –min=3 –max=10"
for the 3 nodes cluster. The number of Pods could be scaled automatically up to 10
according to the CPU usage of Pods.
• Scaling the cluster




Table 5.1: JMeter Results (Number of Samples, Failure of HTTP Requests, Throughput Each Cluster
Process, the Number of Restarts of Pods)
Label # of Samples Error % Throughput Restarts of Pods
No Scaling 33000 10.5% 56.2 req/sec 12 times
2 Nodes & DB 33000 0.0% 139.1 req/sec 2 times
3 Nodes 33000 0.0% 150.0 req/sec 1 time
Autoscaling of Pods
Figure 5.12: When the number of HTTP requests increased, the Pods are scaled out automatically.
After requests are finished, the number of Pods was scaled back to 2.
When a cluster does not have any configuration for scaling, the result was as ’No Scaling’
shows in Table 5.1. Only two Pods had to process all of the 33000 requests. They restarted
in total 12 times because of the CPU overload as Table 5.1 shows. It made 10.5% of the
requests get failed. The throughput of requests the whole cluster could process was 56.2
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per second.
Figure 5.12 is the result from the 2 node + external DB cluster. As the figure shows, the
number of Pods increased up to 10 as the number of requests and CPU usage) grow. The
number of Pods decreased automatically after finishing the test. The 3 nodes cluster also
showed the same result.
As Table 5.1 shows, both clusters (the 2 nodes + external DB cluster and the 3 Nodes
cluster) had no failure of response to requests. There were two times of restart of Pods
in the 2 nodes + external DB cluster and one time in the 3 nodes cluster, but it did not
make the failure of responses. All of the restarts happened before the number of Pods
grew to 10, and restart did not happen after the Pods had enough resources to process
the threads. The 2 nodes + external DB cluster could process 139.1 requests per second
on average, and the 3 nodes cluster could process 150.0 requests per second which were a
little bit higher. The reason is that the 3 nodes cluster had 3 Pods from the beginning.
Scaling Out/Up
When some resources of the cluster are running out, more resources have to be put to the
cluster. It can be accomplished by putting a new worker node or changing the existing
node to a better one. Since the assigned VIP works as an entry point of master nodes’ API
servers, new worker nodes can join the cluster through the VIP. The command needed for
joining the cluster is only one, "curl -sfL https://get.k3s.io | K3S_URL=https://<VIP>:<Port
HAProxy uses> K3S_TOKEN=’<TOKEN VALUE>’ sh -s - agent". Figure 5.13 shows
the case that a new worker node was added to the cluster of the 2 nodes + external DB
cluster with the command.
In a similar way, it is possible to scale up the resources. After adding a new node to the
cluster, the command "kubectl delete node <NODE NAME>" can peacefully remove the
node and move running Pods to other nodes.
It shows that there are no dependencies when adding or deleting resources. These char-
acteristics of Kubernetes make clusters easily scalable.
Scaling up by changing the existing node to a better one can also be fulfilled easily. After
registering the new node, it is possible to delete the existing node using the command
"kubectl delete node <NODE NAME>". Then the Pods running on the deleted node
will automatically move to the other proper nodes according to the configuration of the
cluster.
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Figure 5.13: Addition of K3s Worker Node
5.6 Resource Utilization
Idle status
We checked how much CPU, memory, and Disk are used right after each K3s cluster is
ready to provide Services. We checked when each cluster was idle.
Table 5.2 is the tabulated result for each cluster. "Embedded Etcd" means the 3 nodes
cluster, and "External DB" means the 2 nodes + external DB cluster. In addition to
the information on each cluster, we checked the resource usage of the node that has no
Kubernetes component and wrote in the "Empty Node" part of the table. The "Empty
Node" has the initial status after installing Linux OS. Lastly, we checked for the worker
node that has nothing installed but only the components for a worker node and wrote in
the "Additional Worker" part in the table.
As Table 5.2 shows, both clusters use very small amount of resources. CPU usage per
node was less than 100 millicores, and RAM usage was about 5-600MB. However, the
total amount of CPU usage was almost double in the 3 nodes cluster than the 2 nodes +
external DB cluster, and the usage per node was also higher (96m vs. 74m). In addition,
the usage of RAM and disk was also slightly higher in the 3 nodes cluster than the 2 nodes
+ external DB cluster. It is because the embedded etcd database uses resources.
Lastly, an additional worker node requires about 400MB more RAM and 300MB disk
more.
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Table 5.2: Resource usage of the clusters, an empty node (that has no Kubernetes components), and an
additional worker when they are idle.
CPU (m = millicores) RAM Disk
Embedded Etcd
Node 1
287.6m / 3 CPUs, (min 231m, max 344m)
70-74% 2.0G
Node 2 73-75% 1.8G
Node 3 71-74% 1.8G
External DB
Node 1
148m / 2 CPUs, (min 126m, max 167m)
71-73% 1.9G
Node 2 60-63% 1.8G
Empty Node less than 5m 11-13% 1.25G
Additional Worker 16m 50% 1.56G
When creating Pods
While taking tests, we discovered that the 3 nodes cluster uses more CPU than the 2
nodes + external DB cluster when the same commands are given to the master nodes.
The left plot in Figure 5.14 shows the CPU usage of each cluster when executing a com-
mand that creates 10 Pods in its cluster. The 2 nodes + external DB cluster’s CPU usage
reached at most about 800 millicores, and the 3 nodes cluster’s usage was about 1190
millicores.
The right plot in Figure 5.14 shows the CPU usage of each cluster when executing a
command that creates 20 Pods in its cluster. The 2 nodes + external DB cluster’s CPU
usage reached at most about 1600 millicores, and the 3 nodes cluster’s usage was about
2350 millicores. Though the 2 nodes + external DB cluster uses a little bit more CPU
from 9-second to 13-second period, the CPU usage of the 3 nodes cluster is much higher
in general.
5.7 Discussion
In section 5.5 and section 5.6, we showed that both Kubernetes clusters can provide high
availability and scalability with limited resources in edge environments. However, there
were different characteristics and limitations of each cluster.
First, let us summarize the traits of each cluster based on the results provided in previous
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Figure 5.14: CPU usage when creating Pods (10 Pods for the left plot and 20 Pods for the right plot)
in each cluster.
sections.
The 2 nodes + external DB cluster used less resources for executing commands to change
the status of the cluster. However, it has to make the external DB also high available for
master nodes to work properly. In addition, master nodes cannot work if the connection
between the external DB and nodes is lost.
On the other hand, the 3 nodes cluster does not need any additional considerations for
the high availability of databases as long as two nodes are alive. However, its resource
usage was higher than the 2 nodes + external DB cluster when changing the status of the
cluster.
Based on the characteristics of clusters, we discuss which cluster will be more appropriate
for specific IoT applications in this section.
Connected Vehicles
In section 2.2.1, we showed that the amount of data to be processed would fluctuate
according to how many functions are used. It means that the amount of resources assigned
for providing functions has to be scaled often. Consider a situation that a driver starts
driving and enters the highway in five minutes. Cameras and sensors will start generating
data to be processed and, the driving assistant function starts working soon after entering
the highway. In such a case, the number of Pods has to grow continuously to process the
surging data. Since the 3 nodes cluster uses more resources to do the works, the 2 nodes
+ external DB cluster will be appropriate in general.
Suppose that one more thing has to be considered in addition to the scenario above. There
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are many long tunnels on the way, and the internet connection may be poor. Then there
can be benefits and drawbacks of each cluster. When choosing the 2 nodes + external
DB cluster, we may need to give up the quality of functions since more resources cannot
be assigned due to the malfunction of master nodes. On the other hand, the 3 nodes
cluster can guarantee that master nodes will work even if there is no internet connection.
However, resources will be used more whenever the amount of assigned resources has to
be scaled. If the edge computers have enough resources or the functions are not heavy
that much, 3 nodes cluster can be a better option. Furthermore, on the premise that
there is enough physical space to put more resources, it is also good to consider putting
an additional worker node to 3 worker nodes so that it can have both beneficial aspects.
Smart Factory
In section 2.2.2, we showed that smart factory generates a huge amount of data. However,
the amount of data will not fluctuate as much as the case of the connected vehicle because
all machines will generate data regularly. The scalability smart factory requires is more
like the matter of scaling the whole amount of resources for the application.
In this case, 2 nodes + external DB cluster is a more appropriate choice than 3 nodes
cluster. In case a smart factory has other computing resources that have more capacity
than edges in the same network, it is possible to use it as the external DB. Then, it is
possible to minimize the problem caused by the unavailability due to the lost connection
between nodes and DB. In addition, it is possible to use the resources in the edges more
efficiently since the Kubernetes cluster has only master nodes and worker nodes in edge
devices.
6 Conclusion
IoT has grown fast, and many IoT applications such as connected vehicles and IIoT need
high availability and scalability. In addition, the applications require low latency, security,
etc. Edge computing technology can provide good solutions, but it is important to use
the resources efficiently.
For this reason, in this thesis, we surveyed the two architectures of high available Ku-
bernetes cluster that can fulfill the requirements. One of the architectures is the cluster
using two nodes that contain both master and worker nodes with an external database.
Another one is the cluster using three nodes that include master, worker, and embedded
etcd. And then, we implemented them using K3s Kubernetes distribution, HAProxy with
keepalived, MetalLB, etc.
Through the experiments in section 5.5, we showed that K3s clusters are useful for de-
ploying applications in an edge environment for many IoT applications that need high
availability and scalability. Though we could find some limitations of the implementa-
tions, K3s clusters in edge environments can provide powerful functions with a small
amount of resources.
In addition, in section 5.6, we showed the usage of resources such as CPU, RAM, and disk.
We can see that both clusters use a small amount of resources through the results, but 2
nodes + external DB cluster use less resources in general than 3 nodes cluster.
Based on the difference of characteristics of the two clusters, we discussed in section 5.7
which cluster will be more appropriate in some given applications. There are many con-
siderations when deploying applications in edge devices. The 3 nodes cluster was suitable
for the applications that require high availability even when the internet connection is
lost, such as connected vehicles that have to work even in tunnels. On the other hand,
the 2 nodes + external DB cluster was suitable for the applications that generate a huge
amount of data in a short time and require resources to be used as efficiently as possible
such as IIoT.
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