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Quark tensor charge and electric dipole moment within the Schwinger-Dyson
formalism
Nodoka Yamanaka,∗ Takahiro M. Doi, Shotaro Imai, and Hideo Suganuma
Department of Physics, Graduate School of Science, Kyoto University,
Kitashirakawa-oiwake, Sakyo, Kyoto 606-8502, Japan
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We calculate the tensor charge of the quark in the QCD-like theory in the Landau gauge using the
Schwinger-Dyson formalism. It is found that the dressed tensor charge of the quark is significantly
suppressed against the bare quark contribution, and the result agrees qualitatively with the analyses
in the collinear factorization approach and lattice QCD. We also analyze the quark confinement effect
with the phenomenological strong coupling given by Richardson, and find that this contribution is
small. We show that the suppression of the quark tensor charge is due to the superposition of the
spin flip of the quark arising from the successive emission of gluons which dress the tensor vertex. We
also consider the relation between the quark and the nucleon electric dipole moments by combining
with the simple constituent quark model.
PACS numbers: 24.85.+p, 13.88.+e, 13.40.Em, 11.30.Er
I. INTRODUCTION
The analysis of the nucleon parton structure plays an
essential role in the fundamental study of the quantum
chromodynamics. The quark distribution of the nucleon
in the leading twist is given by the momentum distri-
bution f1, the spin distribution g1, and the transversity
distribution h1 functions of the quark, and has been stud-
ied in high-energy experiments. The transversity distri-
bution gives the spin distribution of the quark carrying
the momentum fraction x of the total momentum of the
transversely polarized nucleon. The total transversity of
the quarks inside the nucleon is given by the quark tensor
charge, defined by the relation
δq =
∫ 1
0
dx
[
h1(x)− h¯1(x)
]
, (1)
where h1(x) and h¯1(x) are the transversity distribution
of the quark and antiquark in the nucleon. The quark
transversity distribution has been the focus of many the-
oretical investigations [1–5]. In the nonrelativistic limit,
the tensor charge is the spin of the particle. In the nonrel-
ativistic constituent quark model, which considers three
massive quarks in the nucleon, the tensor charge of the
quark in the proton is thus given by δu = 43 (u quark)
and δd = − 13 (d quark) [6].
The transverse polarization of the quark in nucleons
can be extracted from experimental observables involving
the simultaneous polarization of the beam and the target,
such as the semi-inclusive deep inelastic electron-nucleon
scattering or the polarized Drell-Yang process. The
single-spin asymmetries for semi-inclusive deep-inelastic
scattering with pion production can probe the quark
transversity, and were measured experimentally by the
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HERMES [7] and COMPASS [8] collaborations. Re-
cently, the first extraction of the quark transversity distri-
bution from these experimental data using the collinear
factorization approach became available [4], and the total
tensor charge (at the renormalization point µ = 1 GeV)
was given by
δu = 0.57± 0.21 ,
δd = −0.18± 0.33 . (2)
Despite the large theoretical uncertainty, this result
shows a suppression compared with the constituent quark
model prediction.
Also the lattice QCD studies of the quark tensor charge
have been done so far [5], and they also predict values
suppressed against the constituent quark model predic-
tion. The typical result with the lattice QCD simulation
(S. Aoki et al. in Ref. [5]) is
δu = 0.839± 0.060 ,
δd = −0.231± 0.055 ,
δs = −0.046± 0.034 , (3)
where the renormalization point was fixed to µ ≃ 1.4
GeV. This suppression is consistent with the tensor
charge extracted from the experimental data [Eq. (2)].
It is now of importance to clarify the source of this sup-
pression.
The importance of the investigation of the tensor
charge is not restricted in the study of the nucleon struc-
ture function. This quantity is actually useful in the anal-
ysis of the neutron electric dipole moment (EDM). The
neutron EDM is an observable sensitive to the CP viola-
tion of the hadronic system and is thus an excellent probe
of new physics beyond the standard model [9]. The cur-
rent experimental data of the neutron EDM are given by
dn < 2.9× 10
−26e cm [10], which can provide many con-
straints on the CP violation of the new physics such as
the supersymmetric models [9, 11]. In many candidates
2of theories beyond the standard model, CP violating in-
teractions give a large contribution to the electric dipole
moment of quarks. In such situations, we need to know
the dependence of the quark EDM on the neutron EDM.
Many works with this motivation exist in the literature
[12–15]. The EDM of the neutron dn is defined by the
limit of zero momentum transfer of the CP -odd nucleon
form factor. The dependence of the neutron EDM on the
quark EDM dq is related to the tensor charge by [16]
dn =
∑
q
dqδq . (4)
This means that the sensitivity of the neutron EDM on
the new physics beyond the standard model depends on
the tensor charge of the quarks, so whether the quark
tensor charge is small or not thus becomes one of the
main points of interest.
In watching the suppression of the quark tensor charge
extracted from the experimental data or from the lattice
QCD simulations against the constituent quark model
prediction, we note two sources of suppression can na¨ıvely
be inferred. The first source is the dressing of the bare
quark tensor charge by gluons, and the second possibil-
ity is the spin-dependent bound state effect. The first
case was not discussed previously, and should be treated
nonperturbatively to extract the physics.
As a powerful nonperturbative way to investigate the
dynamics of the quantum field theory and, in particular,
the low energy QCD, we have the Schwinger-Dyson (SD)
formalism, and many studies such as the dynamical quark
mass, the meson masses, etc, have been done so far [17–
25]. The effect in question, the vertex gluon dressing, is
also well within the applicability of the SD formalism.
In this paper, we will therefore try to clarify the physics
involved in the vertex dressing by gluons and analyze the
source of the suppression of the quark tensor charge.
This paper is organized as follows. In Section II, we
give the formulation of the SD formalism, the renormal-
ization improved running couplings used in this work,
and a brief explanation of the derivation of the dynam-
ical quark mass. In Section III, we formulate the SD
equation for the quark tensor charge and give the result
of the calculation. In Section IV, we compare our re-
sult with the collinear factorization approach and lattice
QCD results, analyze the effect of the gluon dressing to
the tensor vertex, and give the dependence of the neu-
tron EDM on the quark EDM. The renormalization of
the quark EDM will also be discussed there. The final
section is devoted to the summary.
II. BASIC FORMALISM
In this section, we present the detail of the QCD-like
theory and the quark propagator used in this paper. We
assume the rainbow-ladder approximation in which the
nonperturbative effect of the gluon is included by im-
proving the momentum dependence of the quark-gluon
vertex [26] by the one-loop level renormalization group.
This gives the replacement
g2s
4pi
Zg(q
2)γµ × Γν(q, k)→ αs(q
2)γµ × γν , (5)
where Zg(q
2) is the gluon dressing function, and Γν(q, k)
is the dressed quark-gluon vertex. In this work, we
use the Landau gauge which minimizes the unphysical
momentum fluctuation of the gluons in the Euclidean
space-time. To compare and discuss the result obtained,
we use three different renormalization group improved
strong couplings: the QCD running coupling (one-loop
level, Nf = 3) with infrared (IR) regularization a` la Hi-
gashijima [17], the smooth IR regularization [19], and
the running coupling with the Landau pole shifted to
zero momentum (Richardson Ansatz) [27]. We use the
QCD scale parameter ΛQCD = 900 MeV for the analysis
without approximation, and ΛQCD = 500 MeV when the
Higashijima-Miransky approximation is used (the ordi-
nary QCD scale parameter is around ΛQCD ≃ 200− 300
MeV. In this paper, the large scale parameter is taken to
reproduce the chiral quantities).
The first running strong coupling with the simple IR
regularization is defined by [17]
αs(p
2) =
{
24pi
11Nc−2Nf
(p < pIR)
12pi
11Nc−2Nf
1
ln(p2/Λ2QCD)
(p ≥ pIR)
. (6)
where Nc = 3, and pIR satisfies ln(p
2
IR/Λ
2
QCD) =
1
2 . As
it can be seen in Fig. 1, this running coupling has one
cusp in the infrared region. This IR regularization was
introduced to avoid the divergent Landau pole at p =
ΛQCD.
The second running strong coupling with smooth IR
regularization is defined by [19]
αs(p
2) =
3C2(Nc)
16piβ0
×


C (p ≤ p0)
C − 12
1
ln2
(
p2
IR
Λ2
QCD
) ln2(p2/p20)
ln(p2IR/p20)
(p0 < p < pIR)
1
ln(p2/Λ2QCD)
(p ≥ pIR)
.
(7)
where the lowest coefficient of the β function of the
renormalization group is given by β0 =
11Nc−2Nf
48pi2 , and
C = 12
ln(p2IR/p20)
ln2
(
p2
IR
Λ2
QCD
) + 1
ln
(
p2
IR
Λ2
QCD
) . Here we have set
ln(p2IR/Λ
2
QCD) =
1
2 and ln(p
2
0/Λ
2
QCD) = −2. For this
running coupling, the discontinuity of the derivative of
the running coupling is removed, and we have no cusps
in the IR region.
The running strong coupling with the Landau pole
shifted to the zero momentum point p = 0 (the Richard-
son Ansatz) is given by
αs(p
2) =
12pi
11Nc − 2Nf
1
ln(1 + p2/Λ2QCD)
. (8)
3This running coupling generates a linear confining po-
tential V (r) ≃ σr − Ar in a phenomenological manner,
where the string tension is given by σ =
C2(3)Λ
2
QCD
8piβ0
and
the Coulomb coefficient is given by A = C2(3)8piβ0 . It is thus
possible to analyze the effect of the quark confinement
within this framework. The string tension in this model
is σ ≈ 1.2 GeV/fm. This value is slightly larger than the
physical string tension σphys ≈ 0.89 GeV/fm. In treating
this running coupling numerically, we shift the pole by a
very small number to avoid the divergence at p = 0 MeV.
The shapes of the three running couplings are plotted in
Fig. 1.
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FIG. 1. The running strong couplings of QCD-like theory. We
use the running couplings with the simple infrared regulariza-
tion, the smooth infrared regularization, and the Richardson
Ansatz.
We now solve the quark propagator SD equation in
the Landau gauge. In this paper, we consider the SD
equation with the effect of the dressed gluon propagator
and dressed quark-gluon vertex included in the RG im-
proved strong coupling [see Eq. (5)]. The SD equation is
a system of two integral equations
Σ(p2)
Z(p2)
= mq −
3i C2(Nc)
4pi3
∫
d4k
αs[(p− k)
2]
(p− k)2
×
Z(k2)Σ(k2)
k2 − Σ2(k2)
. (9)
1
Z(p2)
= 1 + i
C2(Nc)
8pi3p2
∫
d4k
αs[(p− k)
2]
k2 − Σ2(k2)
Z(k2)
×
[
2−
p2 + k2
(p− k)2
−
(p2 − k2)2
(p− k)4
]
.(10)
where Z(k2) and Σ(k2) are the wave function renormal-
ization and the self-energy of the quark, respectively. In
this paper, we take the chiral limit mq = 0. The quark
wave function renormalization and the quark self-energy
are plotted in Figs. 2 and 3, respectively. We see that
the self-energy is generated dynamically even in the chi-
ral limit.
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FIG. 2. The quark self-energy Σ(p2E) solved with the
Schwinger-Dyson equation.
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FIG. 3. The quark wave function renormalization Z(p2E)
solved with the Schwinger-Dyson equation.
Taking the Higashijima-Miransky approximation
αs[(pE − kE)
2] ≈ αs
[
max(p2E , k
2
E)
]
, (11)
with pE and kE the Euclidean momenta, we have
Z(p2E) = 1, (12)
Σ(p2E) =
3C2(Nc)
2pi
∫ Λ
0
k3EdkEΣ(k
2
E)
k2E +Σ
2(k2E)
αs
[
max(p2E , k
2
E)
]
max(p2E , k
2
E)
.
(13)
The resulting quark self-energy is plotted in Fig. 4. We
should note that the quark propagator SD equation is
not calculable with the Richardson Ansatz, due to the
singularity at p− k = 0 (this forms a singular line in the
phase space of pµ and kµ). In the Higashijima-Miransky
approximation, however, this singularity is avoided by
4max(p2E , k
2
E), the only remaining singularity is the point
pµ = kµ = 0. Numerically, this remaining singularity
was avoided by shifting the pole by a small number, and
we have verified that this shift does not change the re-
sulting quark self-energy Σ(p2). We can say that the
Higashijima-Miransky approximation acts as a regular-
ization in the Richardson Ansatz.
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FIG. 4. The quark self-energy Σ(pE) solved with the
Schwinger-Dyson equation with the Higashijima-Miransky
approximation.
The quark self-energy can be related to the chiral con-
densate with
〈q¯q〉Λ = −
Nc
2pi2
∫ Λ
0
k3EdkE
Z(k2E)Σ(k
2
E)
k2E +Σ
2(k2E)
. (14)
The parameter Λ is the ultraviolet cutoff (not to be con-
fused with ΛQCD). In our numerical calculation, the cut-
off was taken as Λ = 20 GeV. To obtain the chiral con-
densate renormalized at µ = 2 GeV, we use the formula
〈q¯q〉µ =
(
αs(Λ
2)
αs(µ2)
) 3C2(Nc)
16pi2β0
〈q¯q〉Λ , (15)
where 3C2(Nc)16pi2β0 =
4
9 . The above renormalized chiral con-
densate is stable in the variation of the cutoff scale Λ
[numerically, we have verified that the variation is small,
of O(10−3). See Tables III and IV]. This proves that
the high-energy behavior of the quark propagator is well
described in the SD formalism with the Higashijima-
Miransky approximation.
From the quark self-energy, it is also possible to give
the pion decay constant fpi with the Pagels-Stokar ap-
proximation [28]:
f2pi =
Nc
2pi2
∫ Λ
0
k3EdkE
Σ(k2E)Z(k
2
E)
[k2E +Σ
2(k2E)]
2
×
[
Σ(k2E)−
kE
4
d
dkE
Σ(k2E)
]
. (16)
TABLE I. The chiral condensate and the pion decay constant
obtained from the self-energy calculated in the Schwinger-
Dyson formalism. The unit is in MeV [in (MeV)3 for the chiral
condensate]. The chiral condensate was calculated with Eq.
(15) at the renormalization point µ = 2 GeV. The pion decay
constant was obtained from the Pagels-Stokar approximation
(16) with the cutoff Λ = 20 GeV.
IR behavior ΛQCD 〈q¯q〉µ fpi
Simple 900 −(248)3 70
Smooth 900 −(221)3 60
TABLE II. The chiral condensate and the pion decay constant
obtained from the self-energy calculated in the Schwinger-
Dyson formalism with the Higashijima-Miransky approxima-
tion. We have used the same parameters as Table I.
IR behavior ΛQCD 〈q¯q〉µ fpi
Simple 500 −(242)3 90
Smooth 500 −(243)3 96
Richardson 500 −(193)3 66
The pion decay constant is an observable, so its renor-
malization is not required. The chiral condensate and
the pion decay constant obtained in this framework are
shown in Table I. We have also calculated the same phys-
ical quantities in the Higashijima-Miransky approxima-
tion, which are given in Table II.
III. THE SCHWINGER-DYSON EQUATION
FOR THE QUARK TENSOR CHARGE
Let us consider the SD equation of the quark tensor
charge (or the quark EDM) depicted diagrammatically
in Fig. 5. The SD equation for the quark tensor charge

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


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=
+
FIG. 5. The Schwinger-Dyson equation for the quark tensor
charge expressed diagrammatically.
is given by
Σµν(p) = σµν
+iC2(Nc)
∫
d4k
4pi3
αs
[
(p− k)2
]
Z2(k2)
×γρ
k/ +Σ(k2)
k2 − Σ2(k2)
Σµν(k)
k/ +Σ(k2)
k2 − Σ2(k2)
γλ
×Dρλ(p− k), (17)
where Dρλ(q) ≡
−1
q2
(
gρλ −
qρqλ
q2
)
is the gluon propaga-
tor in the Landau gauge (the color index was factorized),
5and Σµν is the dynamical tensor charge in the zero limit
of the momentum transfer. As for the quark propagator
SD equation, we consider the rainbow-ladder approxima-
tion [see Eq. (5)] in which the effect of the dressed gluon
propagator and the dressed quark-gluon vertex included
in the renormalization group (RG) improved strong cou-
pling given in the previous section.
In Eq. (17), there are three relevant Lorentz struc-
tures: σµν ,
{
p/ , σµν
}
(≡ p/ σµν + σµνp/ ), and σµρpρp
ν −
σνρpρp
µ. The dynamical tensor charge is thus written as
Σµν(p) ≡ S1(p
2)σµν + S2(p
2)
{
p/ , σµν
}
+S3(p
2)(σµρpρp
ν − σνρpρp
µ) . (18)
The SD equation (17) can thus be rewritten in a set of
integral equations with the S1(p
2), S2(p
2), and S3(p
2)
functions. The zero momentum point of the S1 func-
tion indicates the ratio between the tensor charges of the
dressed and bare quarks (it will be called simply “quark
tensor charge” from now on). After some algebra, we
find the following set of integral equations:
S1(p
2
E) = 1 +
C2(Nc)
3pi2
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E)
×
{
S1(k
2
E)
[(
Σ2(k2E)
p2E
− 1
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+
Σ2(k2E)
p2
E
(p2E − 2k
2
E) + 2p
2
E − k
2
E
(pE − kE)2
]
+2S2(k
2
E)Σ(k
2
E)
[
−
(
1 +
k2E
p2E
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+ 2
p2E − k
2
E +
k4E
p2
E
(pE − kE)2
]
−
1
2
S3(k
2
E)
[
k2E +Σ
2(k2E)
] [(k2E
p2E
− 1
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+ 2
p2E −
k4E
p2E
(pE − kE)2
] }
, (19)
S2(p
2
E) =
C2(Nc)
3pi2p2E
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E) ·
[
2−
5
2
p2E + k
2
E
(pE − kE)2
+
1
2
(p2E − k
2
E)
2
(pE − kE)4
]
×
{
Σ(k2E)S1(k
2
E)−
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
, (20)
S3(p
2
E) =
C2(Nc)
3pi2p2E
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E) ·
[
1 +
p2E − 2k
2
E
(pE − kE)2
+
(p2E − k
2
E)
2
(pE − kE)4
]
×
{
2
Σ2(k2E)
p2E
S1(k
2
E)− 4Σ(k
2
E)
k2E
p2E
S2(k
2
E)−
[
k2E +Σ
2(k2E)
] k2E
p2E
S3(k
2
E)
}
, (21)
For the derivation of the above integral equations, see the Appendix. The result of the SD equation for the quark
tensor charge is plotted in Fig. 6.
Applying the Higashijima-Miransky approximation (11) to the quark tensor charge SD equations (19), (20), and
(21), we obtain
S1(p
2
E) ≈ 1 +
C2(Nc)
2pi
∫ Λ
pE
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
{
S1(k
2
E) + 2Σ(k
2
E)S2(k
2
E)−
1
2
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
+
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
k4E
p4E
×
{
Σ2(k2E)
k2E
S1(k
2
E)− 2Σ(k
2
E)S2(k
2
E)−
1
2
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
, (22)
6S2(p
2
E) ≈
C2(Nc)
2pi
∫ Λ
pE
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E + Σ
2(k2E)]
2
{
−Σ(k2E)S1(k
2
E) +
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
+
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 ·
k4E
p4E
{
−Σ(k2E)S1(k
2
E) +
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
, (23)
S3(p
2
E) ≈
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
k4E
p6E
×
{
2
Σ2(k2E)
k2E
S1(k
2
E)− 4Σ(k
2
E)S2(k
2
E)−
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
. (24)
Here we note that the quark wave function renormaliza-
tion factor was set to 1, since we have solved the SD
equation of the quark propagator with the Higashijima-
Miransky approximation (11) to obtain the self-energy of
the quark. The result of the SD equation for the quark
tensor charge in the Higashijima-Miransky approxima-
tion with three different running couplings is plotted in
Fig. 6.
IV. ANALYSIS AND DISCUSSION
The solution of the SD equation for the quark ten-
sor charge (Fig. 6) shows a similar shape among differ-
ent RG improved strong couplings (simple IR regulariza-
tion, smooth IR regularization, and Richardson Ansatz),
which suggests the good description of the quark tensor
charge within this framework. The quark tensor charge
calculated in the Higashijima-Miransky approximation
becomes larger than the result without it. Since the re-
sults are similar in the simple, smooth, and Richardson
cases, the confinement effect, which is phenomenologi-
cally introduced in the Richardson Ansatz, is expected
to be small at least within the Higashijima-Miransky ap-
proximation.
We must note, however, that the S1, S2, and S3 func-
tions obtained after solving Eqs. (19), (20), and (21) are
dependent on the cutoff Λ, and we need to renormalize
the tensor charge at some fixed scale. To renormalize the
tensor charge S1(0) at some renormalization point µ, we
use the formula [29]
S1(0)µ =
(
αs(Λ
2)
αs(µ2)
)
−
C2(Nc)
16pi2β0
S1(0)Λ , (25)
where S1(0)µ is the renormalized tensor charge and
S1(0)Λ is the tensor charge given as the solution of the
cutoff (Λ) dependent SD equation. The exponent is
−C2(Nc)16pi2β0 = −
4
27 for Nc = 3 and Nf = 3. This renor-
malization of S1(0) obtained from the SD equation [Eqs.
(19), (20), and (21)] shows a very good stability against
the change of the cutoff Λ (see Tables III and IV). This
formula is also consistent with the analysis of the running
of the Wilson coefficient of the quark EDM [14] (note
TABLE III. The stability of the tensor charge in the change
of the integral cutoff Λ. The tensor charge was calculated
with the simple IR regularization. The renormalization point
was fixed to µ = 2 GeV. The renormalization of the chiral
condensate is also shown to emphasize the stability.
Λ 4 GeV 20 GeV 100 GeV 1 TeV
S1(0)Λ 0.542 0.480 0.450 0.424
S1(0)µ 0.594 0.588 0.586 0.584
〈q¯q〉Λ −(296)
3 −(306)3 −(316)3 −(328)3
〈q¯q〉µ −(270)
3 −(250)3 −(243)3 −(238)3
TABLE IV. The tensor charge in the change of the integral
cutoff Λ obtained with the Higashijima-Miransky approxima-
tion. The setup is the same as for Table III.
Λ 4 GeV 20 GeV 100 GeV 1 TeV
S1(0)Λ 0.589 0.540 0.511 0.484
S1(0)µ 0.626 0.624 0.623 0.623
〈q¯q〉Λ −(256)
3 −(281)3 −(297)3 −(314)3
〈q¯q〉µ −(241)
3 −(243)3 −(244)3 −(244)3
that, in that analysis, the operator involves the current
quark mass, which shifts the exponent by 1227 for Nf = 3).
From the above formula, we obtain the renormalized ten-
sor charge at µ = 2 GeV:
S1(0)µ=2GeV = 0.588 (Simple IR regularization) ,
S1(0)µ=2GeV = 0.575 (Smooth IR regularization) .
(26)
With the Higashijima-Miransky approximation, we ob-
tain
S1(0)µ=2GeV = 0.624 (Simple IR regularization) ,
S1(0)µ=2GeV = 0.653 (Smooth IR regularization) ,
S1(0)µ=2GeV = 0.588 (Richardson Ansatz) . (27)
We see that the renormalized S1(0) is smaller than 1.
This fact shows that the tensor charge of the dressed
quark is suppressed compared with the bare quark con-
tribution by the gluon dressing of the vertex.
If we associate the dressed dynamical quark with the
constituent quark, our result can be combined with the
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FIG. 6. The S1, S2, and S3, functions (not renormalized) solved with the Schwinger-Dyson equation for the quark tensor
charge with the integral cutoff Λ = 20 GeV. The left column shows the results calculated without approximation, and the right
column with the Higashijima-Miransky approximation. The S3 function was resized with p
2.
nonrelativistic constituent quark model prediction of the
quark tensor charge in the nucleon
δu =
4
3
S1(0)µ ≃ 0.8 ,
δd = −
1
3
S1(0)µ ≃ −0.2 , . (28)
In the above derivation, it is, of course, assumed that the
nucleon is composed of three constituent valence quarks
with negligible spin dependent many-body interactions.
The suppression of the tensor charge agrees qualitatively
with the results obtained from the extraction in the
collinear factorization approach [see Eq. (2)] and from
the lattice QCD calculations [see Eq. (3)]. Additional
suppression of the tensor charge may occur due to the
many-body effect, but this topic is beyond the scope of
this paper. It should be noted that the sea quark contri-
bution is small, since the tensor charge of the antiquarks
has opposite sign. This fact is in contrast to the quark-
spin distribution g1(x) which receives contribution from
both quarks and antiquarks with the same sign. The
smallness of the sea quark effect to the tensor charge is
8TABLE V. The quark tensor charge obtained with several
ΛQCD. The renormalization point was fixed to µ = 2 GeV.
ΛQCD 200 MeV 500 MeV 900 MeV 1 GeV
S1(0)µ 0.500 0.541 0.588 0.600
also consistent with the lattice QCD results. We should
also add that the dressed quark tensor charge has a small
dependence on the scale parameter ΛQCD. We show the
coefficient S1(0) for several values of ΛQCD in Table V.
This stability is due to the fact that the S1(0) is a di-
mensionless number.
Let us derive the contribution of the quark EDM to the
nucleon EDM within the above simple model assumption.
By combining the simple constituent quark model with
our result, we obtain
dn ∼ 0.8d
(µ)
d − 0.2d
(µ)
u . (29)
We must note that the quark EDM is not a renormal-
ization group invariant quantity. In this case, the bare
quark EDMs d
(µ)
d and d
(µ)
u are defined at the renormaliz-
tion point of our discussion, i.e. at µ = 2 GeV. To relate
the prediction of the quark EDMs defined, for example,
at µS = 1 TeV, we need to connect them with the renor-
malization group running of the EDM operators [14]
d(µ)q =
(
αs(µ
2
S)
αs(µ2)
)C2(Nc)
16pi2β0
d(µS)q , (30)
where C2(Nc)16pi2β0 =
4
27 . The running of the quark EDM from
µS = 1 TeV to 2 GeV brings thus a suppression factor of
∼ 0.8. We thus have
dn ∼ 0.6d
(µS=1TeV)
d − 0.1d
(µS=1TeV)
u . (31)
It should be noted that, in the above discussion, we have
not considered the other CP -odd quark and gluon level
operators. In general, these CP -odd operators can mix
with each other when the operators are rescaled from the
TeV scale to the hadronic scale [14, 30].
In the formalism we have adopted, it is possible to
change the input parameters and the self-energy function
we have obtained in the intermediate steps, and this fact
is an important advantage of the SD formalism. We first
tested the contribution of the S1, S2, and S3 functions
doing a fictitious manipulation by setting S2(p
2) = 0
or/and S3(p
2) = 0 in solving the SD equations (19), (20),
and (21). The result is plotted in Fig. 7. We see that the
solution of the SD equation with and without the con-
tribution from S2, and S3 functions are close within 3%.
The qualitative features are very similar. It can be also
seen that the effect from S2 is more important than S3.
This result suggests that the extra powers of momenta p
(appearing in
{
p/ , σµν
}
and σµρpρp
ν −σνρpρp
µ) work as
a suppression factor. This shows that the leading contri-
bution to the SD equation of the quark tensor charge is
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FIG. 7. The S1 function (not renormalized) obtained by solv-
ing the Schwinger-Dyson equation with S2 and S3 functions
set to zero. The S1 function solved with the full contribution
(S1, S2, and S3) is also shown for comparison.
given by the S1 function and that the omission of S2 and
S3 functions is a relatively good approximation.
We now try to understand the suppression of the quark
tensor charge with the gluon vertex dressing. Let us first
see the quark tensor charge obtained after few iterations.
The quark tensor charge S1(0) calculated after each itera-
tion is shown in Fig. 8. In our calculation of the SD equa-
 0
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 1
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(0)
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S1(0)
FIG. 8. The convergence of S1 function (not renormalized) at
the origin in the number of iterations of the Schwinger-Dyson
equation with the initial conditions S1(p
2) = 1, S2(p
2) = 0,
and S3(p
2) = 0.
tion, we have taken as the initial condition S1(p
2) = 1,
S2(p
2) = 0, and S3(p
2) = 0 and iteratively substituted
the left-hand sides of Eqs. (19), (20), and (21) to their
right-hand sides. This procedure can be seen as a sort of
perturbative truncation, in which the number of the iter-
ation corresponds to the order of perturbation (see Fig.
9). The initial value S1(p
2) = 1 is the bare quark tensor
charge. From Fig. 8, we can see that the tensor charge
9converges by oscillating around the true tensor charge.
This means that the gluon dressed tensor vertex is de-
composed into terms that change their sign alternatively
in the perturbative expansion. This fact can be under-
stood as follows. The tensor charge is given by the spin of
the quark in the nonrelativistic limit, so the gluon emis-
sion of the quark changes the sign of the tensor charge,
since the angular momenta of the quark and the gluon
are, respectively, sq =
1
2 and sg = 1. The above de-
scription is illustrated schematically in Fig. 10. As the
external field can only probe the tensor charge (spin) of
the quark, the superposition of the contribution of each
order is always smaller than the bare contribution.
The suppression of the quark tensor charge by the
quark spin flip can be confirmed by artificially manip-
ulating the self-energy of the quark. The self-energy
of the quark can be seen as its mass, so the spin flip
of the quark should be suppressed when the quark be-
comes heavier. The S1 function calculated with the re-
sized quark self-energy is plotted in Fig. 11. We can see
that the quark tensor charge approaches 1 when the self-
energy is taken larger. This result is consistent with our
description: as the quark spin flip is suppressed for the
heavy dressed quark, the contribution from the higher-
order dressed tensor vertex becomes smaller, and the
dressed quark tensor charge keeps a value close to the
bare quark one. On the contrary, the quark tensor charge
vanishes when the quark becomes lighter (with smaller
self-energy), since the spin flip becomes important so that
the tensor charge is averaged at zero.
V. SUMMARY
In this paper, we have calculated the tensor charge of
the quark in the QCD-like theory with the Landau gauge
using the SD formalism with three different running cou-
plings. As a result, the quark tensor charge is suppressed
by a factor of ∼ 0.6 compared to the bare quark contribu-
tion. By combining with the nonrelativistic constituent
quark model, the quark tensor charge in nucleon is given
as δu ≃ 0.8 and δd ≃ −0.2 when the renormalization
scale is taken as µ = 2 GeV.
Our result agrees qualitatively with the results ob-
tained from the extraction of the tensor charge within the
collinear factorization approach based on the experimen-
tal data and also with those given by the first principle
lattice QCD studies, both suggesting the suppression of
the quark tensor charge in the nucleon.
The stability of the renormalized quark tensor charge
in the change of the integral cutoff, which is a require-
ment of this framework, is also fulfilled for the calcu-
lations with and without the Higashijima-Miransky ap-
proximation. We have also shown that the phenomeno-
logical strong coupling of Richardson Ansatz can be used
with the Higashijima-Miransky approximation, since the
latter works as a regularization against the singularity
p− k = 0.
The result of our study gives also the contribution of
the quark EDM to the neutron EDM. The neutron EDM
receives a contribution from the quark EDM defined at
µS = 1 TeV as dn ∼ 0.6d
(µS=1TeV)
d − 0.1d
(µS=1TeV)
u .
Through the analysis, we concluded two important re-
sults. First, the dominant contribution of the dressed
tensor charge is given by the S1 function, the coefficient
of the σµν Dirac matrix. Second, we have deduced that
the suppression of the quark tensor charge is due to the
superposition of the spin flipped states occurring in the
gluon emission. The gluon dressing of the vertex thus
plays a crucial role in the suppression of the quark ten-
sor charge, and this partially explains the deviation of the
results suggested by the collinear factorization approach
and lattice QCD from that given in the nonrelativistic
constituent quark model.
We must however note that we have only discussed
the single quark contribution to the nucleon tensor
charge. The remaining effect to the nucleon tensor charge
should be investigated in the viewpoint of the many-body
physics of partons. It is actually suggested that the or-
bital angular momentum of the nucleonic partons car-
ries a large fraction of the nucleon spin [31, 32], and it is
strongly probable that the bound state effect of the quark
in nucleon contributes to the modification of the quark
tensor charge. The study of the many-body effect will be
the subject of the next work. Here, we briefly give the
prospect for the improvement. The first possibility is to
include the quark in the nucleon with the quark model.
The second possibility is to the include the dressed ten-
sor vertex in the SD equation of the quark-diquark bound
state, which was investigated in Refs. [13, 24]. The ideal
way of the SD formalism is to formulate and calculate the
relativistic Faddeev equation for the three-quark state
[33].
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contribution to the corresponding order.
g (s
g
= 1)
q

s
q
=
1
2

s
qz
= +
1
2
s
qz
= +
1
2
s
qz
= +
1
2
s
qz
=  
1
2
s
qz
=  
1
2
FIG. 10. The schematic picture of the quark spin flip with
the gluon emission.
Appendix A: Detailed calculation of the Schwinger-Dyson equation for the quark tensor charge
The Schwinger-Dyson equation for the quark tensor charge [Eq. (17)] is rewritten as
Σµν(p) = σµν + i
∫
d4k
4pi3
·
αs[(p− k)
2]Z2(k2)
[k2 − Σ2(k2)]
2 ·
−1
(p− k)2
[
gρλ −
(p− k)ρ(p− k)λ
(p− k)2
]
C2(Nc)
×γρ
[
k/ +Σ(k2)
] [
S1(k
2)σµν + S2(k
2)
{
k/ , σµν
}
+ S3(k
2)(σµρkρk
ν − σνρkρk
µ)
] [
k/ +Σ(k2)
]
γλ .
(A1)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  200  400  600  800  1000  1200
S 1
(p2
)
p(MeV)
x0
x0.1
x0.3
x0.5
true
x2
x10
FIG. 11. The S1 function (not renormalized) calculated with
resized self-energy.
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The Lorentz and Dirac structures of the term with S1(k
2) of Eq. (A1) can be transformed as
[
gρλ −
(p− k)ρ(p− k)λ
(p− k)2
]
γρ [k/ +Σ]σ
µν [k/ +Σ] γλ
= −(k2 +Σ2)σµν +Σ
{
2k/ + p/ , σµν
}
+ 2 [σµηpηk
ν − σνηpηk
µ]
−
Σ
(p− k)2
[
(k2 − p2)
{
k/ − p/ , σµν
}
− i(pµ − kµ)
{
γν , [p/ , k/ ]
}
+ i(pν − kν)
{
γµ, [p/ , k/ ]
}]
+
2
(p− k)2
{
(p2 +Σ2) [σµη(p− k)η(p− k)
ν − σνη(p− k)η(p− k)
µ]
−(p2 − k2) [σµη(p− k)ηp
ν − σνη(p− k)ηp
µ] + 2σρηkρpη(k
νpµ − kµpν)
}
. (A2)
For simplicity, we have omitted the argument of the self-energy Σ. Similarly, the Lorentz and Dirac structures of the
term with S2(k
2) can be obtained as
[
gρλ −
(p− k)ρ(p− k)λ
(p− k)2
]
γρ [k/ +Σ] (k/ σ
µν + σµνk/ ) [k/ +Σ] γλ
= −4Σk2σµν + (k2 +Σ2)
{
2k/ + p/ , σµν
}
+ 4Σ(σµρpρk
ν − σνρpρk
µ)
−
(k2 +Σ2)
(p− k)2
[
(p2 − k2)
{
p/ − k/ , σµν
}
− i(p− k)µ
{
γν , [p/ , k/ ]
}
+ i(p− k)ν
{
γµ, [p/ , k/ ]
}]
+
4Σ
(p− k)2
[
2k2
[
σµρ(p− k)ρp
ν − σνρ(p− k)ρp
µ
]
−(p2 + k2)
[
σµρ(p− k)ρk
ν − σνρ(p− k)ρk
µ
]
+ 2σηρkηpρ(p
µkν − pνkµ)
]
, (A3)
and the S3(k
2) contribution as
[
gρλ −
(p− k)ρ(p− k)λ
(p− k)2
]
γρ [k/ +Σ] (σ
µρkρk
ν − σνρkρk
µ) [k/ +Σ] γλ
= (k2 − Σ2) (σµρpρk
ν − σνρpρk
µ)
−
k2 − Σ2
(p− k)2
{
(p2 − k2) [σµρ(p− k)ρk
ν − σνρ(p− k)ρk
µ]− 2σρηkρpη(p
µkν − pνkµ)
}
. (A4)
In the transformation of the above equation, we have used the following identities:
γρσ
µνγρ = 0 , (A5)
q/ σµνq/ = q2σµν − 2σµρqρq
ν + 2σνρqρq
µ , (A6)
γρ (k/ σ
µν + σµνk/ ) γρ = 2 (k/ σµν + σµνk/ ) , (A7)
k/ (k/ σµν + σµνk/ ) k/ = k2 (k/ σµν + σµνk/ ) , (A8)
p/ (k/ σµν + σµνk/ ) p/ = −p2 (k/ σµν + σµνk/ ) + 2(p · k) (p/ σµν + σµνp/ )
−ipµ
{
γν , [p/ , k/ ]
}
+ ipν
{
γµ, [p/ , k/ ]
}
. (A9)
We have also used the cyclic property
{
γµ, [γν , γρ]
}
=
{
γρ, [γµ, γν ]
}
, which implies
{
p/ , [p/ , k/ ]
}
=
{
k/ , [p/ , p/ ]
}
=
0.
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By substituting Eqs. (A2), (A3), and (A4) into Eq. (A1), we can further transform the integral equation (A1) as
Σµν(p) = σµν
−i
∫
d4k
4pi3
·
αs[(p− k)
2]Z2(k2)
[k2 − Σ2(k2)]
2 ·
C2(Nc)
(p− k)2
· S1(k
2)
×
{
1
3
σµν
[
2p2 − k2 +Σ2(k2)
(
2
k2
p2
− 1
)
−
p2 +Σ2(k2)
p2
(k2 − p2)2
(p− k)2
−
p2 +Σ2(k2)
p2
(p− k)2
]
+Σ(k2)
{
p/ , σµν
}
·
1
6p2
[
5(k2 + p2)−
(k2 − p2)2
(k − p)2
− 4(p− k)2
]
+
2
3p4
Σ2(k2)(σµρpρp
ν − σνρpρp
µ)
[
(p2 − 2k2) + (p− k)2 +
(k2 − p2)2
(p− k)2
] }
−i
∫
d4k
4pi3
·
αs[(p− k)
2]Z2(k2)
[k2 − Σ2(k2)]2
·
C2(Nc)
(p− k)2
· S2(k
2)
×
{
2
3p2
Σ(k2)σµν
[
−(p2 + k2)
(p2 − k2)2
(p− k)2
− (k2 + p2)(p− k)2 + 2(p2 + k2)2 − 6k2p2
]
+
[
k2 +Σ2(k2)
] {
p/ , σµν
}
·
1
6p2
[
5(k2 + p2)−
(k2 − p2)2
(k − p)2
− 4(p− k)2
]
+
4k2
3p4
Σ(k2)(σµρpρp
ν − σνρpρp
µ)
[
(k2 − p2)2
(p− k)2
+ p2 − 2k2 + (p− k)2
] }
−i
∫
d4k
4pi3
·
αs[(p− k)
2]Z2(k2)
k2 − Σ2(k2)
·
C2(Nc)
(p− k)2
· S3(k
2)
×
{
p2 − k2
6p2
σµν
[
−
(k2 − p2)2
(p− k)2
+ 2(k2 + p2)− (p− k)2
]
+
k2
3p4
(σµρpρp
ν − σνρpρp
µ)
[
2k2 − p2 −
(p2 − k2)2
(p− k)2
− (p− k)2
] }
. (A10)
Here, we have used the formulae of the loop integral developed by Passarino and Veltman [34] to reduce into a Lorentz
scalar loop integral. The rank-1 (kµ) integral can be reduced as∫
d4k F1(p, k)k
µ = T1(p
2)pµ , (A11)
where
T1(p
2) =
∫
d4k F1(p, k)
[
p2 + k2 − (p− k)2
2p2
]
=
1
2
∫
d4k F1(p, k)
[
1 +
k2
p2
−
(p− k)2
p2
]
. (A12)
The rank-2 (kµkν) integral can be reduced as∫
d4k F2(p, k)k
µkν = T00(p
2)gµν + T11(p
2)pµpν , (A13)
where
T00(p
2) =
1
3
∫
d4k F2(p, k)
[
k2 −
1
4
[
k2 + p2 − (p− k)2
]2
p2
]
=
1
3
∫
d4k F2(p, k)
[
1
2
k2 −
1
4
p2 −
1
4
k4
p2
+
1
2
(p2 + k2)(p− k)2
p2
−
1
4
(p− k)4
p2
]
, (A14)
T11(p
2) =
1
3p2
∫
d4k F2(p, k)
[[
k2 + p2 − (p− k)2
]2
p2
− k2
]
=
1
3
∫
d4k F2(p, k)
[
1 +
k2
p2
+
k4
p4
− 2
(k2 + p2)(p− k)2
p4
+
(p− k)4
p4
]
. (A15)
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By taking the trace after multiplying by σµν , Eq. (A10) can be rewritten as
2S1(p
2
E)− S3(p
2
E)p
2
E = 2 +
C2(Nc)
12pi3
∫
d4kE ·
αs[(pE − kE)
2]Z2(k2E)
[k2E +Σ
2(k2E)]
2 ·
[
−1 +
2p2E − k
2
E
(pE − kE)2
−
(p2E − k
2
E)
2
(pE − kE)4
]
×
[
2S1(k
2
E) + 4Σ(k
2
E)S2(k
2
E)−
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
]
, (A16)
where we have used the trace formulae
Tr [σµνσµν ] = 48 , (A17)
Tr [σµν(σµρp
ρpν − σνρp
ρpµ)] = 24p
2 . (A18)
By taking the trace after multiplying by {p/ , σµν}, Eq. (A10) can be rewritten as
S2(p
2
E) =
C2(Nc)
p2E12pi
3
∫
d4kE ·
αs[(pE − kE)
2]Z2(k2E)
[k2E +Σ
2(k2E)]
2 ·
[
2−
5
2
p2E + k
2
E
(pE − kE)2
+
1
2
(p2E − k
2
E)
2
(pE − kE)4
]
×
[
Σ(k2E)S1(k
2
E)−
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
]
. (A19)
In deriving the above equation, we have used
Tr [{p/ , σµν} σµν ] = 0 , (A20)
Tr [{p/ , σµν} {p/ , σµν}] = 96p
2 , (A21)
Tr [{p/ , σµν} (σµρp
ρpν − σνρp
ρpµ)] = 0 . (A22)
By taking the trace after multiplying by σµρpρp
ν − σνρpρp
µ, Eq. (A1) can be rewritten as
S1(p
2
E)− S3(p
2
E)p
2
E = 1−
C2(Nc)
12pi3p2E
∫
d4kE ·
αs[(pE − kE)
2]Z2(k2E)
[k2E +Σ
2(k2E)]
2
×
{
S1(k
2
E)
[
p2E +Σ
2(k2E) +
p2E(Σ
2(k2E)− 2p
2
E) + k
2
E(p
2
E − 2Σ
2(k2E))
(pE − kE)2
+(p2E +Σ
2(k2E))
(p2E − k
2
E)
2
(pE − kE)4
]
+2Σ(k2E)(p
2
E − k
2
E)S2(k
2
E)
[
1− 2
p2E + k
2
E
(pE − kE)2
+
(p2E − k
2
E)
2
(pE − kE)4
]
−
1
2
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
[
p2E + k
2
E − 2
p4E − p
2
Ek
2
E + k
4
E
(pE − kE)2
+(p2E + k
2
E)
(p2E − k
2
E)
2
(pE − kE)4
] }
. (A23)
In the derivation of the above equation, we have used Eq. (A18) and
Tr [(σµρpρp
ν − σνρpρp
µ)(σµηp
ηpν − σνηp
ηpµ)] = 24p
4 . (A24)
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By equating Eqs. (A16) and (A23), we obtain the system of integral equations for S1, S2, and S3
S1(p
2
E) = 1 +
C2(Nc)
3pi2
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E)
×
{
S1(k
2
E)
[(
Σ2(k2E)
p2E
− 1
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+
Σ2(k2E)
p2E
(p2E − 2k
2
E) + 2p
2
E − k
2
E
(pE − kE)2
]
+2S2(k
2
E)Σ(k
2
E)
[
−
(
1 +
k2E
p2E
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+ 2
p2E − k
2
E +
k4E
p2E
(pE − kE)2
]
−
1
2
S3(k
2
E)
[
k2E +Σ
2(k2E)
] [(k2E
p2E
− 1
)(
1 +
(p2E − k
2
E)
2
(pE − kE)4
)
+ 2
p2E −
k4E
p2E
(pE − kE)2
] }
, (A25)
S2(p
2
E) =
C2(Nc)
3pi2p2E
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E) ·
[
2−
5
2
p2E + k
2
E
(pE − kE)2
+
1
2
(p2E − k
2
E)
2
(pE − kE)4
]
×
{
Σ(k2E)S1(k
2
E)−
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
, (A26)
S3(p
2
E) =
C2(Nc)
3pi2p2E
∫ Λ
0
k3EdkE
∫ pi
0
sin2 θdθ
αs[(pE − kE)
2]
[k2E +Σ
2(k2E)]
2Z
2(k2E) ·
[
1 +
p2E − 2k
2
E
(pE − kE)2
+
(p2E − k
2
E)
2
(pE − kE)4
]
×
{
2
Σ2(k2E)
p2E
S1(k
2
E)− 4Σ(k
2
E)
k2E
p2E
S2(k
2
E)−
[
k2E +Σ
2(k2E)
] k2E
p2E
S3(k
2
E)
}
, (A27)
where (pE − kE)
2 = p2E + k
2
E − 2pEkE cos θ.
By using the Higashijima-Miransky approximation (11), it is possible to erase the angular dependence of the running
strong coupling αs[(pE − kE)
2], so that the angular integration of Eqs. (A16), (A19), and (A23) can be performed
analytically. We thus obtain
S1(p
2
E) ≈ 1 +
C2(Nc)
2pi
∫ Λ
pE
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
{
S1(k
2
E) + 2Σ(k
2
E)S2(k
2
E)−
1
2
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
+
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
k4E
p4E
×
{
Σ2(k2E)
k2E
S1(k
2
E)− 2Σ(k
2
E)S2(k
2
E)−
1
2
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
, (A28)
S2(p
2
E) ≈
C2(Nc)
2pi
∫ Λ
pE
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2
{
−Σ(k2E)S1(k
2
E) +
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
+
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 ·
k4E
p4E
{
−Σ(k2E)S1(k
2
E) +
[
k2E − Σ
2(k2E)
]
S2(k
2
E)
}
, (A29)
S3(p
2
E) ≈
C2(Nc)
2pi
∫ pE
0
kEdkE
αs[max(p
2
E , k
2
E)]
[k2E +Σ
2(k2E)]
2 (p
2
E − k
2
E)
k4E
p6E
×
{
2
Σ2(k2E)
k2E
S1(k
2
E)− 4Σ(k
2
E)S2(k
2
E)−
[
k2E +Σ
2(k2E)
]
S3(k
2
E)
}
. (A30)
To integrate the angular variable θ, we have used the following formulae:∫ pi
0
dθ sin2 θ
a+ b cos θ
=
pia
b2
{
1−
√
1−
b2
a2
}
.
∫ pi
0
dθ sin2 θ
(a+ b cos θ)2
=
pi
a2
1√
1− b
2
a2
−
pi
b2
[
1−
√
1−
b2
a2
]
. (A31)
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We therefore obtain Eqs. (22), (23), and (24).
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