Deep neural networks (DNNs) trained on large-scale datasets have recently achieved impressive improvements in face recognition. But a persistent challenge remains to develop methods capable of handling large pose variations that are relatively under-represented in training data. This paper presents a method for learning a feature representation that is invariant to pose, without requiring extensive pose coverage in training data. We first propose to use a synthesis network for generating non-frontal views from a single frontal image, in order to increase the diversity of training data while preserving accurate facial details that are critical for identity discrimination. Our next contribution is a multi-source multi-task DNN that seeks a rich embedding representing identity information, as well as information such as pose and landmark locations. Finally, we propose a Siamese network to explicitly disentangle identity and pose, by demanding alignment between the feature reconstructions through various combinations of identity and pose features obtained from two images of the same subject. Experiments on face datasets in both controlled and wild scenarios, such as MultiPIE, LFW and 300WLP, show that our method consistently outperforms the state-of-the-art, especially on images with large head pose variations.
Introduction
The human visual system is commendable at recognition across variations in pose, for which two theoretical constructs are preferred. The first postulates invariance based on familiarity where separate view-specific visual representations or templates are learned [5, 23] . The second suggests that structural descriptions are learned from images that specify relations among viewpoint-invariant primitives [10] . Analogously, pose-invariance for face recognition in * The corresponding author. computer vision also falls into two such categories.
The use of powerful deep neural networks (DNNs) [15] has led to dramatic improvements in recognition accuracy. However, for objects such as faces where minute discrimination is required among a large number of identities, a straightforward implementation is still ineffective when faced with factors of variation such as pose changes. Consider the feature space of the VGGFace [21] evaluated on MultiPIE [6] shown in Figure 1 , where examples from the same identity class that differ in pose are mapped to distant regions of the feature space. An avenue to address this is by increasing the pose variation in training data. For instance, 4.4 million face images are used to train DeepFace [34] and 200 million labelled faces for FaceNet [28] . Another approach is to learn a mapping from different view-specific feature spaces to a common feature space through methods such as Canonical Correlation Analysis (CCA) [7] . Yet another direction is to ensemble over view-specific recognition modules that approximate the non-linear pose manifold with locally linear intervals [19, 12] .
There are several drawbacks for the above class of approaches. First, conventional datasets including those sourced from the Internet have long-tailed pose distributions [18] . Thus, it is expensive to collect and label data that provides good coverage for all subjects. Second, there are applications for recognition across pose changes where the dataset does not contain such variations, for instance, recognizing an individual in surveillance videos against a dataset of photographs from identification documents. Third, the learned feature space does not provide insights since factors of variation such as identity and pose might still be entangled. Besides the above limitations, view-specific or multiview methods require extra pose information or images under multiple poses at test time, which may not be available.
In contrast, we propose to learn a feature representation that is invariant to pose and does not require extensive pose coverage in training data. A challenge with pose-invariant representations is that discrimination power of the learned feature is harder to preserve, which we overcome with our holistic approach. First, inspired by [40] , Section 3.1 proposes to enhance the diversity of training data with images under various poses (along with pose labels), at no additional labeling expense, by designing a synthesis network. But unlike [40] which frontalizes non-frontal faces, we generate rich pose variations from frontal examples, which leads to advantages in better preservation of details and enrichment rather than normalization of within-subject variations. Next, to achieve a rich feature embedding with good discrimination power, Section 3.2 presents a multi-source multi-task learning framework for identification, pose estimation and landmark localization. By jointly optimizing those three tasks, a rich feature embedding including both identity and non-identity information is learned. But this learned feature is still not guaranteed to be pose-invariant.
To achieve pose invariance, Section 3.3 proposes a Siamese network to explicitly disentangle identity and nonidentity components of the learned feature. The network accepts a reference face image in frontal pose and another image under pose variation and extracts features corresponding to the rich embedding learned above. Then, it minimizes the error between two types of reconstructions in feature space. The first is self-reconstruction, where the reference sample's identity feature is combined with its non-identity feature and the second is cross-reconstruction, where the reference sample's non-identity feature is combined with the pose-variant sample's identity feature. This encourages the network to regularize the pose-variant sample's identity feature to be close to that of the reference sample. Thus, nonidentity information is distilled away, leaving a disentangled identity representation for recognition at test time.
Section 5 demonstrates the significant advantages of our approach on both controlled datasets and uncontrolled ones for recognition in-the-wild. In particular, we achieve strong improvements over the state-of-the-art on 300-WLP and MultiPIE datasets. These improvements become increasingly significant as we consider performance under larger pose variations. We also present ablative studies to demonstrate the utility of each component in our framework, namely synthesis of pose variations, multi-source multi-task learning and disentanglement through reconstruction.
To summarize, our key contributions are: • A comprehensive framework for achieving poseinvariance in face recognition without incurring the expense of labeling large datasets spanning pose variations.
• A synthesis approach to enrich the diversity of training data followed by multi-source multi-task training to obtain rich feature embeddings.
• A novel Siamese framework for feature learning regularized by reconstruction that disentangles factors of variation such as identity and pose.
• Strong performance improvements in both controlled and uncontrolled datasets, especially for large pose variations.
Related Work
While face recognition is an extensively studied area, we provide a brief overview of works most relevant to ours.
Face synthesization Blanz and Vetter pioneered 3D morphable models (3DMM) for high quality face reconstruction [2] and recently, blend shape-based techniques have achieved real-time rates [3] . For face recognition, such techniques are introduced in DeepFace [34] , where face frontalization is used for enhancing face recognition performance. As an independent application, specific frontalization techniques have also been proposed [8] . Another line of work pertains to 3D face reconstruction from photo collections [26, 17] or a single image [18, 40, 35] , where the latter have been successfully used for face normalization prior to recognition. In contrast, our use of 3DMM for face synthesis is geared towards enriching the diversity of training data.
Deep face recognition Several frameworks have recently been proposed that use DNNs to achieve impressive performances [21, 28, 32, 33, 34, 37, 38] . DeepFace [34] achieved verification rates comparable to human labeling on large test datasets, with further improvements from works such as DeepID [33] . Collecting face images from the Internet, FaceNet [28] trains on 200 million images from 8 million subjects. The very deep network can only be well stimulated by the huge volume of training data. We also use DNNs, but adopt the contrasting approach of learning pose-invariant features, since large-scale datasets with pose variations are expensive to collect, or do not exist in several applications such as surveillance.
Pose-invariant face recognition Early works use Canonical Correlation Analysis (CCA) to analyze the commonality among different pose subspaces [7, 20] . Further works consider generalization across multiple viewpoints [29] and multiview inter and intra discriminant analysis [13] . With the introduction of DNNs, prior works aim to transfer information from pose variant inputs to a frontalized appearance, which is then used for face recognition [41] . The frontal appearance reconstruction usually relies on large amount of training data and the pairing across poses is too strict to be practical. Stacked progressive autoencoders (SPAE) [11] map face appearances under larger non-frontal poses to those under smaller ones in a continuous way by setting up hidden layers. The regression based mapping highly depends on training data and may lack generalization ability. The 3D face reconstruction method [40] synthesizes missing appearance due to large view points, which may introduce noise. Rather than compensating the missing information caused by severe pose variations at appearance level, we target learning a pose-invariant representation at feature level which preserves discrimination power through deep training.
Disentangle factors of variation Contractive discriminative analysis [25] learns disentangled representations in semisupervised framework based on autoencoder by regularizing representations to be orthogonal to each other. Disentangling Boltzmann machine [24] proposes high-order Boltzmann machine whose representations are regularized to be specific to each target task via manifold interaction. These methods are built on top of autoencoder and restricted Boltzmann machine, which involve non-trivial training procedure, and the pose variation is limited to half-profile views (±45
• ). Inverse graphics network [16] learns an interpretable representation of images by learning and decoding graphics codes, each of which encodes different factors of variation, but has been demonstrated only on the database generated from 3D CAD models.
Proposed Method
We propose a novel pose-invariant feature learning based face recognition framework, which is especially effective for dealing with large pose variations. Figure 2 shows the overview of our method, which is functionally partitioned into three stages. First, we design a network to synthesize faces under large non-frontal poses, obtaining ground truth pose and identity labels at no additional cost. Next, we hypothesize that features from general DNNs may not purely contain identity information, rather, can be improved by disentangling identity and non-identity information. In order to achieve this, we carefully design a multi-source multi-task training framework to generate a rich feature embedding which is further branched into identity feature and non-identity feature. Finally, a Siamese reconstruction subnetwork is designed to disentangle the identity feature for better discrimination ability and pose-invariance.
Pose-variant Face Synthesization
To enrich per-subject pose variations, we synthesize a series of pose-variant faces from a single near-frontal image.
Shape estimation As shown in Figure 2 , we design a network to predict the facial shape S from an image I, where S ∈ R 3×N are 3D coordinates of N vertices. It is difficult to learn a direct mapping I → S as N is usually more than 10k Figure 3 . A multi-source multi-task network is introduced to achieve the rich embedding (x e ) that encodes both identity (x i ) and non-identity (x p ) information.
for dense meshes. Instead, we learn a nonlinear map I → p, where dim(p) dim(S). We apply the 3D Morphable Model (3DMM) [2] , with p the parameter that controls both rigid affine transformation and non-rigid facial deformation from a 3D mean shape S to the instance shape S:
where p = {s, R, T, α id , α exp } including scale s, rotation R, translation T , identity coefficient α id and expression coefficient α exp . The eigenbases Φ id and Φ exp are learned offline using 3D face scans to model the identity [22] and expression [3] subspaces, respectively.
Texture rendering Once p is estimated, we calculate the 3D face shape S using (1). To synthesize new face images, near-frontal faces are picked and their corresponding 3D shapes are rotated by manipulating the yaw angle θ in R. We evenly sample new viewpoints in every 5
• across the whole 180
• and then project them onto 2D. We follow [40] to use a z-buffer for collecting texture information and render the background for high-fidelity recovery.
Compared to methods such as [8, 4] that rotate non-frontal faces to a normalized frontal view, our approach has two benefits. First, our method does not need to hallucinate missing textures due to large self occlusions. Second, enriching instead of reducing intra-subject variations provides important training examples for learning pose-invariant representations, which is the subject of the following sections.
Multi-source Multi-task Learning
We now present our multi-task framework that yields a rich embedding by learning along multiple channels such as identity, pose and landmarks. The multi-source strategy not only alleviates label scarcity, but also provides larger diversity of training samples.
Multi-source training We apply multiple datasets to train the network. Some have only identity-related annotation (CASIA-WebFace), while others have annotations both related and unrelated to identity (300WLP and MultiPIE). More importantly, since pose or landmarks are expensive to collect, the databases with pose or landmark labels are usually small, which might lead to over-fitting and can be overcome with multi-source training.
The pose annotation is directly obtained from the 3DMM synthesization. In this network, we utilize the pitch, yaw and roll from the synthesized labels to completely represent the pose information. For landmark annotation, we use 68 landmarks to locate major facial components such as eyes, mouth and nose. The landmark positions can be easily computed by indexing 68 key points from the reconstructed 3D shape S after removing their z coordinates. Landmarks are meaningful in facial deformation and pose variations, but are short in discriminating identities, as shapes could be similar from different persons but various with respect to head poses within one person.
Multi-task learning Suppose there are N training images and T tasks, with x t n and y t n being the feature vector and label, respectively. We aim to jointly optimize multiple tasks:
where f (x t ; W t ) is a function of x t and parameterized by weights W t . (·) is the loss function. Φ(W) is the regularization term that penalizes the complexity of weights.
As illustrated in Figure 3 , we fine-tune an off-the-shelf recognition network to obtain a rich embedding x e , which feeds two separate channels: one is used as the representation of identity-related factors x i and the other is used as the representation of identity-unrelated factors x p . The network parameters are optimized in a multi-task learning framework:
where y i n , y p n and y l n denote identity, pose and landmark labels. We use a cross-entropy loss for identity task i and a Euclidean loss for both pose task p and landmark task l , with λ balancing the identity related and unrelated tasks. All tasks are jointly learned in the same network but using different representation layers. Thus, W i and W p share most of the weights except the final fully connected layers.
Pose-invariant Face Representation
There is no guarantee that identity related and unrelated features are fully decoupled even though x i and x p are learned in different tasks. To obtain pose-invariant identity feature, we propose a Siamese self and cross reconstruction network to distill the identity representation. 
Training setup We first generate image pairs that share the same identity but have different viewpoints. We arrange all training images into four groups according to absolute yaw angles:
The reference image in a pair is randomly selected from G 1 , while the peer image is randomly picked from G 2−4 to be the same subject but with viewpoint change. The reference image inside the pairs is randomly selected from G 1 , while the peer image is randomly picked from G 2 to G 4 to be the same subject but from different viewpoints.
Identity and pose disentanglement The above image pairs are now used to distill the identity features. As illustrated in Figure 4 , we feed {I 1 , I 2 } into the pre-trained recognition network (Section 3.2), which provides the rich feature embedding x By regularizing both self and cross reconstructions to be close to the original reference rich embedding, we constrain the identity feature from the pose-variant peer to be similar to the near-frontal reference. In other words, we encourage the network to learn a normalized feature representation across pose variations, thereby disentangling the pose information out of identity. This is in contrast to methods that frontalize faces at the image level, which are susceptible to artifacts and do not directly optimize for the sought pose invariance. This is also distinct from methods that synthesize variations in rendering, since while we do use pose as the driver for disentanglement, other factors of variation are also present in training. The identity loss above also helps to preserves the discriminative power of identity features across various factors.
Implementation Details
As illustrated in Figure 2 , our proposed framework involves two deep networks, one for pose-variant face synthesization and the other for pose-invariant face recognition.
Synthesization Network predicts 3D morphable model (3DMM) [2] coefficients, which are further used to generate new face appearance with different head poses. The network architecture is similar to VGG16 [30] . Two 1024-d fully connected layers are appended to the last convolution layer. The last 1024-d neurons are used to predict 66-d coefficients (30 identity, 29 expression and 7 pose) 1 . The shape is reconstructed based on Equation 1. For texture, synthesizing pose-variant appearance from near-frontal faces causes much less artifact, as there is no appearance guessing which is applied in the frontalization techniques.
Recognition Network is constructed based on CASIAnet [38] . As shown in Figure 3 , we append two separate fully connected layers on top of 512-d neurons, one with 256-d neurons for identity related tasks and the other with 128-d neurons for identity unrelated tasks (e.g., pose and landmark). We use CASIA WebFace database and 300WLP (or MultiPIE) dataset to train the network. The CASIA database is only used for the identity task as it is only provided with identity labels. 300WLP and MultiPIE are used for identification, landmark localization and pose estimation. For pose estimation, we apply a 3-d feature representing pitch, yaw, and roll. For landmark localization, we use 136-d feature to estimate the normalized coordinates.
The training of recognition network involves two steps. First, the multi-source multi-task training is applied with reconstruction objectives in Equation 4. We train from scratch using Adam [14] stochastic optimization with learning rate 0.0003 until convergence. Second, based on the same network structure, freezing all the convolution layers and the first fully connected layer, we specifically train the Siamese reconstruction network to optimize the identity related and unrelated network parameters, as shown in Figure 4 . Identity loss is also applied for the reconstruction task. We find that it is important to do early stopping for the second step training. Relevant hyper-parameters, such as γ or maximum number of training iterations, are determined via 5-fold crossvalidation.
Experiments
In this section, we evaluate our Siamese reconstruction regularization method on two main pose variant databases, i.e. MultiPIE [6] and 300WLP [39] , compared with two top general face recognition frameworks, VGGFace [21] and N-pair loss face recognition [31] . More specifically, we compare with three state-of-the-art methods, i.e. MvDA [13] , GMA [29] and MvDN [12] , which exactly deal with the pose variation problem in face recognition. In order to reveal the significance of our designed structure, we present ablative baselines to compare each of the modules, i.e., the single source CASIA model [38] , the single source model separately fine-tuned on MultiPIE and 300WLP, the multi-source multi-task (MSMT) training on CASIA and MultiPIE, CA-SIA and 300WLP respectively. To illustrate generalization ability, we further conduct a cross database evaluation to test MultiPIE trained model on 300WLP test set and test 300WLP trained model on MultiPIE test set.
Evaluation on MultiPIE
MultiPIE database [6] is composed of 754,200 images of 337 subjects with different factors of variation such as pose, illumination, and expression. Each subject has face images of 15 different head poses and 20 different illumination conditions, where we only use images of 13 head poses with only yaw angle changes from −90
• to 90 • , with 15
• difference every consecutive pose bin in this experiment. We split the data into train and test by subjects, of which the first 229 subjects are used for training and the remaining 108 are used for testing. This is similar to the experimental setting in [12] , but we use entire data including both illumination and expression variations for training while excluding only those images taken with top-down views. We report rank-1 recognition accuracy of non-frontal face images (±15 • to ±90
• ) as query and the frontal faces (0 • ) as gallery, while restricting illumination condition to neutral. To be consistent with the experimental setting of [12] , we form a gallery set by randomly selecting 2 frontal face images per subject, of which there are a total of 216 images. We evaluate the recognition accuracy for all query examples, of which there are 619 images per pose. We iterate the procedure for 10 random selections of gallery sets and report the mean accuracy. We also evaluate the performance with the gallery set that includes all 619 frontal face images of test subjects.
We report the summary results in Table 1 . The recognition accuracy at every 15
• interval of yaw angle is reported while averaging its symmetric counterpart with respect to the 0-yaw axis. We compare our method to state-of-theart methods on multi-view face recognition, such as multiview discriminant analysis (MvDA) [13] , generalized multiview analysis (GMA) [29] , and multi-view deep network (MvDN) [12] . In addition, we evaluate the performance on two general DNN based face recognition methods, such as VGGFace [21] 2 and N-pair loss [31] face recognition models. These models are trained on large scale labeled web face images, which is not specifically designed to handle large pose variations.
We observe that GMA, MvDA, and MvDN demonstrate good performance within 30
• yaw angles, but the performance starts to degrade significantly when yaw angle is larger than 30
• . In contrast, our method shows much smaller accuracy drop when the head pose variations increase from 45
• to 90
• . For example, our proposed method improves the previous best method by 3.6% for an extreme profile view (90
• ). Overall, our proposed method improves the previous Table 1 . Rank-1 recognition accuracy on MultiPIE at different yaw angles. The numbers in the entry with † are obtained from [12] . We evaluate our method using gallery set composed of 2 frontal face images per subject (P1) as well as entire frontal face images (P2).
state-of-the-art on MultiPIE by 1.5% when averaged across all pose variations. Besides the improved recognition accuracy, our method has an advantage over MvDN, one of the most competitive existing methods, since it does not require pose information at test time. On the other hand, MvDN is composed of multiple sub-networks, each of which is specific to a certain pose variation and therefore requires additional information on head pose for recognition.
In Figure 5 , we show t-SNE visualization [36] on VGGFace feature embedding and our pose-invariant feature embedding. For visualization clarity, we only visualize 10 randomly selected subjects from the test set with 0
• , 30
• , 60
• , and 90
• yaw angles. Samples from VGGFace feature embedding appear with large overlap among different subjects as shown in Figure 5 (a) with the dashed ellipses. On the contrary, with our feature embedding, samples from the same subject are more tightly clustered and there is little overlap of samples from different subjects, illustrating that our feature representation contains less pose information.
Evaluation on 300WLP
We further evaluate on a face-in-the-wild database, 300 Wild Large Pose [39] (300WLP). Compared to MultiPIE, 300WLP contains mostly outdoor scene faces without constraints on illumination, expressions or poses. The 300WLP is generated from 300W [27] face database by 3DDFA [39] , in which it establishes a 3D morphable model and reconstruct the face appearance with varying head poses. In 300W, the subset AFW contains 5,207 images, Helen has 37,676 images, iBug has 1,786 images and LFPW contains 16,556 images. Together with each of their left-right flipped synthesization, 300WLP consists of overall 122,430 images from 3,837 subjects. Compared to MultiPIE, the overall volume of images is smaller, but the number of subjects is significantly larger. For each subject, images are with uniformly distributed continuous varying head poses in contrast to MultiPIE's strictly controlled 15
• head pose intervals. Since 300WLP is synthesized from 300W, within each subject, the only variation is the head pose. The lighting conditions as well as the background are almost identical. Thus, it is an Table 2 . Recognition performance on 300WLP, the proposed method with two general state-of-the-art face recognition frameworks, i.e. VGG Face Recognition Network (VGGFace) and N-pair loss face recognition (N-pair).
ideal dataset to evaluate algorithms for pose variation. We randomly split 500 subjects of 8014 images (16028 if flipping) as testing data and the rest 3337 subjects of 106,402 images as the training data. Among the testing data, two 0
• head pose images per subject form the gallery and the rest 7014 images serves as the probe. Table 2 shows the comparison with two state-of-the-art general face recognition methods, i.e. VGG face recognition network [21] (VGGFace) and N-pair loss face recognition [31] . To the best of our knowledge, since the 300WLP is published recently, we are the first to apply our pose-invariant face recognition framework on this dataset. Thus, we only compare our method with the two general face recognition frameworks. Since head poses in 300WLP continuously vary, we group the test samples into 6 pose intervals, (0, 15
For short annotation, we mark each interval with the end point, e.g., 30
• denotes the pose interval (15 Table 2 , our method achieves clearly better accuracy across all the pose intervals. It is predictable because our method tends to provide pose-invariant features whereas the general methods may be pose sensitive as the facial appearance changes.
We also conduct experiments on the Labeled Faces-in-theWild (LFW) dataset [9] . We note that the dataset is particularly biased towards frontal poses. Among 6,000 verification image pairs, only 358 pairs are with large pose variations, of which at lease one image is with pose greater than 30
• . The numbers are only to illustrate the potential of our framework for recognition in-the-wild under large poses. On the above subset of non-frontal images, we achieve 96.37% verification accuracy using the MSMT baseline model, which improves to 96.93% using our reconstruction-based disentanglement. This demonstrates that our method also applies to unconstrained scenarios. The VGGFace model achieves 97.49% accuracy on the same subset. However, it is trained on a dataset much larger than our combination of CASIA and MultiPIE.
Control Experiments
Recognition performance on several baseline models are provided to highlight the effectiveness of our proposed reconstruction regularization. Specifically, we evaluate and compare the following models: Table 3 . Recognition performance of several baseline models, i.e., single source trained model on CASIA database (SS), single source model fine-tuned on the target database (SS-FT), multi-source multi-task models (MSMT), MSMT with direct identity feature 2 distance regularization (MSMT+L2) and the proposed MSMT with Siamese reconstruction regularization models (MSMT+SR) evaluated on MultiPIE (P1) and 300WLP.
Method
MultiPIE 300WLP 15 Table 4 . Cross database evaluation on MultiPIE and 300WLP. The top two rows show the model of MSMT and our method trained on CASIA and MultiPIE, while tested on both MultiPIE and 300WLP. The bottom two rows show the model of MSMT and our method trained on CASIA and 300WLP, while tested on both MultiPIE and 300WLP.
• SS: a model trained on a single source (e.g., CASIA face database) using identification loss only.
• SS-FT: a model fine-tuned on a target dataset (e.g., Multi-PIE or 300WLP) using identification loss only.
• MSMT: a model trained on multiple data sources (e.g., CASIA + MultiPIE or 300WLP) using multi-task loss.
• MSMT+L2: a model fine-tuned on MSMT models using identification loss and Euclidean loss on pairs.
• MSMT+SR: a model fine-tuned on MSMT models using identification loss and Siamese reconstruction loss.
The SS model serves as the weakest baseline. We observe that simultaneously training the network on multiple sources of CASIA and MultiPIE (or 300WLP) using multi-task objective (i.e., identification loss, pose and landmark estimation loss) is more effective than single-source training followed by fine-tuning. We believe that our MSMT learning can be viewed as a form of curriculum learning [1] since multiple objectives introduced by multi-source and multitask learning are at different levels of difficulty (e.g., pose and landmark estimation or identification on MultiPIE and 300WLP are relatively easier than identification on CASIA face database) and easier objectives allow to train faster and converge to better solution.
As an alternative to reconstruction regularization, one may consider reducing the distance between the identityrelated features of the same subject but different pose directly (MSMT+L2). Learning to reduce the distance improves the performance over MSMT model, but is not as effective as our proposed reconstruction regularization method, especially on face images with large pose variations.
Cross Database Evaluation
We evaluate our models, which are trained on CASIA with MultiPIE or 300WLP, on the cross test set 300WLP or MultiPIE, respectively. Results are shown in Table 4 to validate the generalization ability. There are obvious accuracy drops on both databases, for instance, a 7% drop on 300WLP and 10% drop on MultiPIE. However, such performance drops are expected since there exists a huge gap in the distribution between MultiPIE and 300WLP.
Interestingly, we observe significant improvements when compared to VGGFace. These are fair comparisons since neither networks is trained on the training set of the target dataset. When evaluated on MultiPIE, our MSMT model trained on 300WLP and CASIA database improves 0.8% over VGGFace and the model with reconstruction regularization demonstrates stronger performance, showing 2.8% improvement over VGGFace. Similarly, we observe 6.6% and 7.2% improvements for MultiPIE and CASIA trained MSMT models and our proposed MSMT+SR, respectively, over VGGFace when evaluated on the 300WLP test set. This partially confirms that our performance is not an artifact of overfitting to a specific dataset, but is generalizable across different datasets of unseen images.
Conclusion
In the paper, we propose a Siamese reconstruction loss to regularize identity feature learning for face recognition. We also introduce a data synthesization strategy to enrich the diversity of pose, requiring no additional training data. To construct the Siamese reconstruction, a multi-source multitask network is set up for both preparing the identity and nonidentity features and improving the feature discrimination ability. The Siamese reconstruction regularization achieves successful disentanglement of identity and pose, to show significant improvements on both MultiPIE and 300WLP with 2% to 12% gaps. Cross-database evaluation further verifies that our model generalizes well across databases. Future work will focus on closing the systematic gap among databases, investigating other factors other than pose and further improve the generalization ability.
