Poor modelling of the surface regions of solar-like stars causes a systematic discrepancy between the observed and model pulsation frequencies. We aim to characterise this frequency discrepancy for main sequence solar-like oscillators for a wide range of initial masses and metallicities. We fit stellar models to the observed mode frequencies of the 67 stars, including the Sun, in the Kepler LEGACY sample, using three different empirical surface corrections. The three surface corrections we analyse are a frequency power-law, a cubic frequency term divided by the mode inertia, and a linear combination of an inverse and cubic frequency term divided by the mode inertia. We construct a grid of stellar evolution models using the stellar evolution code MESA and calculate mode frequencies using GYRE. We scale the frequencies of each stellar model by an empirical calculated homology coefficient, which greatly improves the robustness of our grid. We calculate stellar parameters and surface corrections for each star using the average of the best-fitting models from each evolutionary track, weighted by the likelihood of each model. The resulting model stellar parameters agree well with an independent reference, the BASTA pipeline. However, we find that the adopted physics of the stellar models has a greater impact on the fitted stellar parameters than the choice of correction method. We find that scaling the frequencies by the mode inertia improves the fit between the models and observations. The inclusion of the inverse frequency term produces substantially better model fits to lower surface gravity stars.
INTRODUCTION
For the Sun and other solar-like stars, there exists a discrepancy between the observed and modelled frequencies of stellar oscillations. The differences are the consequence of poorly modelled physics at the stellar surface known collectively as the surface effects. A surface correction is routinely applied to the oscillation frequencies of the stellar models to remove this bias, often calculated using an empirical relation between the observed and modelled frequencies for a given stellar model. A number of such relations have been put forward to generalise the correction for all solar-like oscillators. Kjeldsen et al. (2008) used a frequency power-law to describe the frequency dependence of the correction, which was calibrated based on solar models and data (see Christensen-Dalsgaard et al. 1996; Lazrek et al. 1997, respectively) . Ball & Gizon (2014) considered E-mail: d.compton@physics.usyd.edu.au two new formulations based on the work by Gough (1990) : a cubic term, and a linear combination of an inverse and a cubic frequency term. Both methods were scaled by the mode inertia. Schmitt & Basu (2015) compared the Kjeldsen et al. (2008) and Ball & Gizon (2014) methods using simulations, rather than observed data, and recommended the latter for any asteroseismic analysis. Sonoi et al. (2015) proposed another correction function using a modified Lorentzian. Most recently, Nsamba et al. (2018) used the lower-mass stars in the LEGACY sample when they investigated the systematics that emerge from varying input physics, including the surface correction. Attempts to characterize the surface correction between observed and simulated mode frequencies of main-sequence stars have so far been limited to the Sun and Sun-like stars, and then extrapolated to the hotter main-sequence stars. These surface correction methods have also been tested on subgiant and red giant solar-like oscillators (e.g. Ball & Gizon 2017; Li et al. 2018; Ball et al. 2018 ).
An alternative approach has been to model the surface of a star using 3D hydrodynamical simulations (e.g. Ludwig et al. 2009; Beeck et al. 2013; Trampedach et al. 2013) . Comparing the difference in pulsation frequencies to the traditional 1D stellar models (e.g. Sonoi et al. 2015; Ball et al. 2016; Houdek et al. 2017 ) has been used to estimate the required correction, assuming the 3D simulations can more accurately model the surface physics. However, these methods are still incomplete with various components of the surface effect being neglected in the 3D hydrodynamical simulations. Another downside is that the 3D simulations are far more computationally demanding, making them impractical for ensemble stellar analysis. Therefore, there is a desire to find a comprehensive and permanent solution to the erroneous oscillation frequencies calculated from 1D stellar models.
In this project we aimed to assess a number of surface corrections method on an ensemble of main-sequence Kepler stars, named the LEGACY sample Silva Aguirre et al. 2017) . For each star, Silva reported the fundamental stellar parameters calculated using seven different pipeline methods. The pipelines adopted a range of surface correction methods, but differing physics and methods of each pipeline made it impossible to properly compare the effect of the surface correction across the different pipeline results for these stars. Therefore, in order to complete such a comparison we also created a pipeline that determined stellar parameters for the LEGACY sample, and the choice of surface correction was adjusted to compare the different functional forms.
The structure of this paper is as follows: we outline the functional forms of the three proposed surface correction methods in Section 2. We also describe how we implemented homology scaling of the oscillations frequencies to increase the robustness of our grid. In Section 3 we describe how the observed and model data were obtained. Section 4 is devoted to the method of our pipeline. We explain how we fit the observed and modelled frequencies and calculated the stellar and surface correction parameters for the sample. Results of the analysis and the performance of each surface correction method, as well as their potential shortcomings are discussed in Section 5. Finally, conclusions and outlooks are presented in Section 6.
BACKGROUND

The asymptotic relation
The oscillation frequencies of solar-like main-sequence stars approximately follow an asymptotic relation (Tassoul 1980) 
where ∆ν is the large frequency separation, n is the radial order, l is the angular degree, is a phase offset, and δν 0,l is the small separation between modes of different angular degree with respect to the l = 0 modes. The large frequency separation can be shown to be the inverse of the acoustic travel time through the centre of the star and is approximately proportional to the star's square root mean density ρ (Ulrich 1986; Gough 1987) ,
where R is the radius of the star and c is the sound speed in the star. The frequency of maximum amplitude, ν max , can also be approximated using fundamental properties of the star,
where M is mass, T eff is the effective temperature, and g is the surface gravity (Brown 1991; Kjeldsen & Bedding 1995) . The asymptotic relation and the asteroseismic scaling relations can only approximate the properties of solar-like oscillators. Other parameters, such as initial composition and mixing length, must be included to calculate oscillation frequencies of observed stars. Plotting the mode frequencies against the frequencies modulo ∆ν, called an échelle diagram, emphasises departures from the asymptotic relation, that is, the frequency spacing between sequential radial orders is not constant, as implied by Eq. 1. The type and magnitude of these departures from regularity vary depend on the fundamental properties of the star. One example is the higher order curvature that is the result of acoustic glitches due to the oscillations encountering the helium ionisation zone (see Verma et al. 2014 ). Fig. 1a shows an échelle diagram of a Kepler star with similar mass and temperature to the Sun, where the measured frequencies have been plotted on top of the Kepler power spectrum. A more massive main sequence star exhibits more curvature in the échelle diagram, shown in Fig. 1b . This star also shows stronger mode damping, resulting in much broader ridges and lower signal-to-noise.
Surface correction
To characterize the discrepancy between the observed frequencies and a best-fitting model, we used an empirically defined surface correction function. In general, the correction increases with oscillation frequency and is largely independent of angular degree for a given star. Consider an observed star with a set of pulsation frequencies, ν obs (n, l). For this star there exists a model with frequencies, ν best (n, l), and stellar parameters, such as mass, metallicity, age, etc., that describes the properties of the star but does not correctly model the frequencies due to the surface effect. A frequency-dependent correction, ν corr , needs to be added to the best-fitting model frequencies to eliminate the difference:
In practice, a grid of models is unlikely to include the bestfitting model that describes the properties of the star. We homologously scaled the mode frequencies of a closely fitting model by a factor r to approximate a better fitting model (see Kjeldsen et al. 2008) ,
Scaling the mode frequencies by a factor r changes ∆ν by the same ratio, hence the density will change by a factor r 2 . However, all other parameters, such as mass, effective temperature, initial metallicity cannot be easily tracked under an r-scale transformation. We assumed that other stellar parameters vary linearly by a small amount under this transformation. This assumption includes the surface correction, that is, the frequency correction for the scaled model is a good estimate for the true frequency difference ν corr (ν best ) ν corr (rν mod ). Naturally, we made our analysis prefer a scale factor r as close to unity as possible.
Power law correction
We investigated three different types of surface correction from the literature. The first was proposed by Kjeldsen et al. (2008) , who used a single-term power-law fit to correct the mode frequencies. The authors originally made the correction as a function of the observed frequencies. However, we have chosen to use the frequencies of the best-fitting model, such that
which makes Eq. 4 just a function of the model frequencies and is consistent with the other corrections we used. The frequency of maximum power, ν max , was used to scale the frequencies. The exponent, b, was originally fitted by Kjeldsen et al. (2008) using the discrepancy of observed and model frequencies in the Sun, and found to be b 4.8. However, there is no physical reason the solarcalibrated exponent should fit best for other stars. We expect it to be similar for stars with similar stellar properties but could potentially vary for other stars. We considered two options when implementing the power-law surface correction. The first was to set b to a constant value that would appropriately fit all stars in our sample, and the second was to let b differ. The former was the method that we eventually used, with a constant of b = 3. The primary reason for this choice was that it is the same exponent used in two other surface corrections we tested, which will be introduced below.
It can be argued that we were not faithful to the original Kjeldsen et al. (2008) correction. If the exponent was too close to one the correction would become unrealistically large with a scale factor r far from unity. Alternative approaches we considered included making b vary between stars by either making it a free parameter or find a relationship between b and the stellar parameters. The former approach also strongly favours an exponent that is too close to one and was equally impractical. We briefly investigated the latter, which will be discussed further in the paper. Specifics on how the correction amount is dependent on the exponent in power-law method will be discussed in Section 5.2.1.
To solve for ν corr we combine and rearrange Eq. 4 -6. The observed frequencies can now be modeled with the following equation:
Cubic Correction
Ball & Gizon (2014) introduced two new formulations of the surface correction, inspired by Gough (1990) . The first considers the correction to be in the form of a frequency-cubed term divided by the mode inertia, referred to as the cubic correction,
where I nl is the mode inertia for radial order n and azimuthal degree l, and we solve for the coefficient c. The mode inertia is normalized at the radius of the star (Aerts et al. 2010 ) and given by,
Here, ξ r and ξ h are the radial and horizontal components of the displacement eigenvector, respectively. We calculated the mode inertia at ν max (I ν max ) by interpolating the mode inertia between the two adjacent modes near ν max . Note that we are assuming that the modelled mode inertia is close to the true value, even after homology scaling. The profile of the inverse mode inertia over the course of main-sequence and early sub-giant evolution is shown in Fig. 2 for a Sun-like stellar model (M = 1.0M ) and a higher-mass model (M = 1.5M ), which roughly bracket the mass range of the LEGACY sample. The mode inertia profile for the Sun-like star does not noticeably change, even as it approaches the sub-giant branch. However, the higher-mass star shows non-linear variation as it evolves. The double-hump feature in Fig. 2b before and after the end of main-sequence hook will affect the surface correction when mode inertia is included.
Inverse-cubic Correction
The second parameterization introduced by Ball & Gizon (2014) adds an inverse frequency term to the cubic term in Eq. 8:,
where we now solve for c −1 and c 3 , which are the inverse and cubic coefficients, respectively. Eq. 10 is referred to as the inverse-cubic correction. This method has been shown to more accurately correct the mode frequencies in higher-mass main sequence stars using 3D hydrodynamic simulations (e.g Ball et al. 2016 ). However, these corrections have not been tested on an ensemble of main sequence stars that sample a wide range of temperatures and masses as we set out to do here.
Other corrections
Along with the three surface corrections above, there are other approaches that attempt to correct the discrepancy in the models. We have not implemented them, but we note them here for completeness.
• Frequency difference ratios were proposed by Roxburgh & Vorontsov (2003 to marginalise the effects of improper modelling of physics on the stellar surface layers. They are commonly used instead of absolute frequencies (Lebreton & Goupil 2014; Silva Aguirre et al. 2015) .
• Gruberbauer et al. (2012) proposed a Bayesian method which includes a frequency offset parameter for each oscillation mode. They applied their method to both the Sun and a number of Kepler targets (see . While the former proved successful, they did find biases towards stars with fewer low-frequency modes.
• Sonoi et al. (2015) used a modified Lorentzian to fit the difference between standard 1D stellar models to 3D hydrodynamical simulations.
DATA AND MODELS
Kepler Data
We analysed the Kepler LEGACY sample Silva Aguirre et al. 2017) , which consisted of 66 main-sequence Kepler stars where at least 12 months of short cadence data (one minute sampling) were available. Fig. 3 shows the distribution of stars in our sample in the ν max -T eff plane.
For each star in the sample, we used the frequency and corresponding uncertainties measured by Lund et al. (2017) . It must be noted that their peak-bagging neglected mode asymmetry (see Benomar et al. 2018) , which contributes to the surface effects. In general, temperatures and metallicities were adopted from the Stellar Parameters Classification (SPC) tool (see Buchhave et al. 2012; Buchhave & Latham 2015) . For a small number of stars, temperatures and metallicities were from one of the following: Ramírez et al. (2009) Table 1 from Lund et al. 2017 , for details). However, for two stars, KIC 9025370 and 9965715, we chose different effective temperatures than the ones 5000 5500 6000 6500 7000 with colour of the symbols corresponding to observed iron abundance. The lines are our stellar evolution models of differing mass at solar-metallicity calculated using the method outlined in 3.2. The modelled ν max was calculated using the asteroseismic scaling relations, Eq. 3. stated by Lund et al. (2017) . The quoted temperatures, which were 5270±180K and 5860±180K respectively, were clear outliers in our initial results before we adopted alternative effective temperatures. The newly adopted temperatures were: 5617K for KIC 9025370 from the Kepler Input Catalog, with the same uncertainty adopted by Huber et al. (2014) of ±3.5%, and 6326 ± 116K for KIC 9965715 derived by Molenda-Żakowicz et al. (2013) . Lund et al. (2017) included an analysis of the Sun using data from the VIRGO instrument (Fröhlich 2009 ). They reduced the solar time series using the same technique as the Kepler stars. Therefore, our sample consists of the 66 Kepler stars and also includes the Sun. We took the effective temperature of the Sun as if it were also taken from the SPC, therefore, the we assumed the uncertainty to be ±77K.
Stellar Models
We used the stellar evolution code MESA 1 (revision 9793, Paxton et al. 2011 Paxton et al. , 2013 Paxton et al. , 2015 to calculate a grid of models. Unless otherwise stated, we used default options as described in the MESA documentation and source code. The models were parameterized by initial mass and metallicity, Z. Mass was sampled between 0.84 and 1.64 solar masses with a spacing of 0.02 solar masses and an iron abundance between -0.6 to 0.4 dex with a spacing of 0.1 dex. This specific sampling was chosen because it would cover almost all the stars in our sample based on the results by Lund et al. (2017) and Silva . The stars that were not contained on our grid were two lower-metallicity stars (KIC 7106245 and 8760414) and two lower-mass star (KIC 7970740 and 11772920). However, with the inclusion of a scale factor r we aim to find an appropriately fitting model, even for stars falling slightly outside our model grid.
We adopted an enrichment law to calculate the initial helium 1 http://mesa.sourceforge.net/ abundance, Y :
Mixing-length theory (Cox & Giuli 1968 ) was used to describe convection, but set to a constant α MLT = 1.8 in order to limit the dimensionality of the grid. Overshoot mixing was treated with the exponential decay formalism (Freytag et al. 1996 ) with a value of f ov = 0.01. Our grid was intentionally not solar calibrated because we did not want a bias towards the more Sun-like stars, which were of less interest. We adopted a standard Eddington-grey atmosphere. OPAL opacities and chemical abundances used were derived by Asplund et al. (2009 Models were evolved from pre-main-sequence until the large separation from the scaling relation reached the limit ∆ν = 40µHz (smaller than for any star in our sample) or when the age exceeded 14 Gyr. To ensure no discontinuities in stellar structure, we enforced a maximum temperature change of |∆T eff | < 20K between sequential models to avoid too large time steps.
Adiabatic oscillation frequencies and mode-inertias were calculated using GYRE (Townsend & Teitler 2013) . The radial, dipole, and quadrupole modes were evaluated for models after the zero age main. Templates for our MESA and GYRE inlists are available online 2 .
METHOD
For each star in our sample, we used the observed absolute mode frequencies and the iron abundance [Fe/H] to determine the probability for each model in our grid. We used a least-squares optimization routine to find the best-fitting scale factor r. The routine would search the one dimensional parameter space of r and calculate the one or two coefficients of the empirically calculated surface correction using linear regression (see Ball & Gizon 2014 , for details of calculation). The reduced χ 2 statistic was calculated, defined by:
where σ obs are the observed uncertainties and N obs is the number of observed modes. The corresponding likelihood,
defines the probability that the oscillation modes fit a given model. All available observed modes calculated by Lund et al. (2017) were used in our analysis.
With the introduction of the scale factor r, it was common to find multiple models with different initial parameters that provided a similarly good fit. The inclusion of iron abundance in the posterior calculation reduced the number of multiple solutions. Specifically, the ratio of iron-to-hydrogen for the stellar models was estimated from the initial metallicity of each model using the solar value
where (Z/X) sun = 0.0181 (from Asplund et al. 2009 ). The result from Eq. 14 was used to calculate the metallicity likelihood,
where σ [Fe/H] is the metallicity uncertainty from Lund et al. (2017) . The total likelihood was calculated by multiplying the two likelihoods (from Eq. 13 and 15) together. We also only considered models with temperatures that were within three standard deviations from the observed values. That is, the temperature likelihood was one if |T eff,obs − T eff,mod | 3σ T eff , else it was zero and the model was not considered.
It is important to note that using a scale factor r changes the parameters of our model in a non-linear way (except mean density). Therefore, we included a Gaussian prior on our models where the probability of a model was greatest at r = 1 with a standard deviation of 1%. The width of the prior is an intentionally overestimated approximation to the relative frequency difference between sequential models of a typical oscillation mode around ν max .
The posterior was calculated for all models in our grid for each observed star. To determine the modelled stellar and surface correction parameters (and their uncertainties), the probability of the best-fitting model for each combination of initial mass and metallicity was used to weight the mean and standard deviation. A weighted average should average out any bias caused by the scale factor r. We included the weight of only one model for each evolutionary track to eliminate the bias caused by different steps that the stellar models take in parameter space. For example, the probability would be biased towards an evolutionary track that spent more time at the desired observed large separation, that is, where ∂ν/∂t is small. Marginalising over time is not trivial because the time steps between sequential models were not equal, and biased towards more rapidly evolving stars. Additionally, we made the assumption that the probability distribution was symmetric before and after the best-fitting model for a given evolutionary track. Therefore, only considering a single model per track was a suitable approximation.
Finally, in some aspects of our analysis, we only considered the model with the greatest probability, in which the best-fitting model was used to compare the quality of fit between the surface corrections. We will mention below if a value is from the weighted average or the best-fitting model.
RESULTS
Model results
The weighted averages of the stellar parameters, and their uncertainties, are shown in Tables A.1-A.3, along with the relative surface correction at ν max . It is difficult to independently verify our results because the Kepler data is the only way to estimate the parameters for most of the stars. Therefore, to test consistency, we considered the technique outlined by Silva . They used the BASTA pipeline (see Silva Aguirre et al. 2015) as a reference to test the results against the other six pipelines in that paper. Likewise, in Fig 4 we plot the absolute differences between the results of the stellar parameters from BASTA and our pipeline against the average of the two. The difference between each correction method and the BASTA pipeline was greater than the difference across the three corrections. This strongly suggested the choice of correction method affects the resulting fitted stellar parameters much less than the effect from differences in the adopted physics of the stellar models.
We implemented the two quantitative diagnostics used by Silva in their comparison: the Pearson productmoment correlation coefficient r P (subscript added to avoid confusion with the homology scale factor r) and the p-value of a onesample t-test of the weighted mean of the differences. Both values are shown in Fig 4. Based on the sample size, a correlation coefficient of |r P | > 0.25 from a linear regression analysis indicates a significant difference at a level of 5%. While the mass does show a slight difference, the radius and age parameters do not. However, our calculated radius was consistently greater than the BASTA results for the larger stars. This was likely due to the adoption of a constant mixing length for our models. Calibrations of the mixing length parameter using 3D hydrodynamical simulations (e.g. Trampedach et al. 2014; Magic et al. 2015) show that the mixing length decreases as surface gravity decreases or effective temperature increases. Therefore, our mixing length is clearly overestimated for the higher-mass stars in our grid.
We also considered the difference in the means of the results (weighted by the uncertainties) between the two pipelines. Following Silva Aguirre et al. (2017), we rejected the null hypothesis H 0 if the p-value was less than 0.05. The radius calculated using the inverse-cubic correction was the only parameter that showed a significant difference. Other discrepancies will be discussed in the in Section 5.3. We did not consider alternative methods of comparison such as the parallaxes or interferometric radii, which were only available for a small subset of our sample, because we wanted to focus on the general trends of all stars in the sample (obtaining the stellar parameters was not the primary goal of this paper).
For each star, the mean and standard deviation of the scale factor r was calculated using posterior probability of the models as weights. We examine the results of the homology scaling in Fig. 5 . Compared to Kjeldsen et al. (2008) , where they allowed the frequencies to be scaled by over 11% for a model of β Hyi, we were more cautious when allowing the frequencies to be scaled away from unity. The distribution of calculated r-values show a clear fixed bias slightly towards r < 1. No significant proportional bias (|r P | < 0.25) can be seen in Fig. 5 , but the slope of the weighted linear fit is still dominated by the star in the top-right of the plot. In fact, the slope is only negative because of that star.
The clear 'outlier' star in the left panel of Fig. 5 is KIC 7970740, a low-mass star that was known to have a mass outside of our grid range. Hence, our calculated stellar parameters shown in Tables 1-3 , particularly mass, are less accurate for this star because the homology scaling was used to extrapolate our grid. It was expected that modelled mode frequencies would need to be increased to match the observed frequencies. The star with lowest r value, KIC 6933899, is not a significant outlier and the stellar and surface correction parameters are in agreement with the rest of the sample. However, this star has a lower scale factor r because it probably has an inaccurate helium abundance due to the correlated residuals in the mode frequencies (black symbols in Fig.8 ). The reason for this will be discussed in Section 5.3.
The average r-value for each star was within the one-sigma uncertainty for all three correction methods resulting in three nearly identical kernel densities. This reinforces the fact that the the stellar parameters from our pipeline are mostly independent of the chosen correction method. Overall, we are satisfied with the implementation of the scale factor r, and its ability to produce better fitting models. 
Surface correction results
We present the ensemble analysis of the three surface corrections in Figs. 6 and 7. The results confirm that the surface correction is always negative. This is encouraging because there were no priors on the surface correction coefficients.
We expected to observe trends between the surface correction and those stellar parameters that probe the outer layers of the star. Figs. 6 and 7 show the relative surface correction at ν max , ν corr (ν max )/ν max , against effective temperature and surface gravity, respectively. These two parameters were chosen specifically because they are the two independent variables in the ν max scaling relation, Eq. 3. Additionally, Trampedach et al. (2017) showed, using 3D stellar surface convection simulations, a relationship between the relative surface correction and these two stellar parameters for main-sequence stars. Some of these figures display a clear trend and could imply a causal relationship. They will be discussed in their corresponding subsections below. Throughout our discussion we will show the details of the surface correction for the two stars first shown in Fig. 1, KIC 4914923 and KIC 12317678. Note that we will be using the frequencies from the best-fitting scaled model (the model with the greatest total likelihood) in our comparison of these two stars. These two stars would traditionally be classified as simple and F-like, respectively (see Appourchaux et al. 2012 Fig. 7 but as a function of surface gravity. Surface gravities and uncertainties were calculated using the weighted mean from our models.
Power-law results
The results for the power-law correction in Fig.7a show a strong correlation between temperature and the amount of relative surface correction at ν max . Specifically, we observed the greatest correction at approximately solar temperature, with the correction decreasing for hotter stars. Interestingly, the surface correction appears to decrease for stars cooler than the Sun, although the sample size is small. We are not able to suggest a physical reason for observing a maximum in the amount of surface correction at solar temperature. An example of a hotter star with negligible surface correction, KIC 12317678, is shown in Fig. 8b , which agrees with the analysis of the F star Procyon by Bedding et al. (2010) , where they fitted a model with no surface correction to the observed frequencies using a particular mode identification scenario. No trend cannot be seen as a function of surface gravity, shown in Fig.7a .
For the most Sun-like stars in our sample, the results from our pipeline do not agree with the work done by Kjeldsen et al. (2008) . The magnitude of our correction was greater than their analysis between the Sun's mode frequencies and Model S (ChristensenDalsgaard et al. 1996) . Additionally, we notice an upturn in the residuals towards higher frequencies when using the power-law method (see Fig. 8a for an example of a Sun-like star). This feature is present in the results of most stars in our sample, and can be seen in our hotter star example shown in Fig. 8b . In our analysis, decreasing the exponent in the power-law correction star improved the fit, but also increased the magnitude of the correction to an implausible amount. This contradicts the analysis by Kjeldsen et al. (2008) , who found a greater value of b 4.8 to be the most suitable. Presumably, the differing physics between our grid of models and Model S can explain the difference between the corrections amounts. In Section 5.2.3 we will revisit the power-law correction and use the results for the cubic correction to estimate new and varying exponents to use for a power-law correction.
Cubic results
The addition of mode inertia in the surface correction makes a number of subtle yet important changes to the correction, without a significant change in the calculated stellar parameters. The inclusion of the mode inertia improved the likelihood (L Cubic /L P−L > 1) for all stars despite having the same number of free parameters as the pure power-law method. The relative surface correction at ν max as a function of both effective temperature and log (g), shown in Figs. 6b and 7b, shows a flatter trend than the power-law equivalent. In general, the magnitude of correction increases for the hotter stars, and decreases for the cooler stars compared to the power-law correction. Implementing the mode inertia into the correction is approximately equivalent to decreasing the exponent for the hotter stars and increasing it for the cooler stars, but with the advantage of also improving the overall fit to the mode frequencies.
Additionally, the profile of the mode inertia (see Fig. 2 ) introduces non-linearity to the surface correction, which is more pronounced in hotter stars. This reduces the upturn we saw with the power-law correction for the cooler stars. Finally, we observe a decrease in correction (ν corr ) at higher frequencies in the hotter star, shown in Fig. 8d . However, the residuals still show a slight, but reduced, upturn.
Power-law revisited
We will now take a detour to investigate a power-law method with a varied exponent. We attempted this in two ways: making the exponent a free parameter in our fit, or using the results of the cubic correction to infer an exponent and applying it to the power-law correction, while omitting the mode-inertia. Using a free parameter may seem like a natural choice, however, in conjunction with the homology scaling it produced unphysical model choices for our sample of stars. That is, the exponent would tend to make the correction linear, b 1, giving extremely large frequency corrections with a scale factor r that would stray far from unity, despite the implementation of the r-restricting prior. The stellar parameters of the chosen model for a free parameter fit were outliers compared to the other correction methods.
The second method we attempted required fitting a twoparameter power law, like the functional form of Eq. 6, to the cubic correction and then to extract the exponent for each star. The resulting exponents ranged between values we would expect for highand low-mass stars. We noticed a strong relationship between the exponent and other stellar parameters. Therefore, instead of directly using the exponents we extracted from the cubic correction in the power-law correction, we constructed a function based on the surface stellar parameters to estimate the exponent, similar to what Sonoi et al. (2015) did for the parameters in their Lorentzian correction method. We found that a scaling relation, as a function of effective temperature and from Eq. 1, best described the fitted exponents. A plot of the exponents as a function of the arbitrary scaling relation, along with the scaling parameters, is shown in Fig. 9 .
The fit to the cubic correction suggests that the power-law exponent is strongly related to the stellar parameters. In general, a higher exponent was found to fit better for the cooler stars in the sample. This contradicts what we found in Section 5.2.1, but agrees with the value of the Sun found by Kjeldsen et al. (2008) . We used this relation as input for the exponent of a power-law without mode inertia. The magnitude of the correction only changed slight improvement for the cooler stars in the sample and no significant change for the hotter stars compared to the pure power-law correction method. This was the result we expected, however, the quality of the fit did not improve compared to the constant exponent powerlaw we originally implemented. This analysis further suggests that non-linearity of the mode inertia is required to get appropriate fits for all stars in our sample.
Inverse-cubic results
Finally, the addition of the inverse term produces the most dramatic changes of all three corrections. Fig. 10 shows that the contribution of the inverse coefficient term is most noticeable in stars with lower surface gravity. For the cooler stars, there was little change compared to the cubic correction for stars with temperatures up to 6000K. This can be seen in our cool star example, Fig. 8e , which is indistinguishable from the cubic example in Fig. 8c .
The ensemble of stars show a relative surface correction that overall increases with temperature, shown in Fig. 6c , the opposite of what we observed using the power-law correction. The divergence in this plot at high temperatures (hotter than 6000K) implies there are two groups of F stars which can be separated at approximately ν corr /ν max = −0.006. We found that the differences in surface gravity was enough to distinguish between the two groups. Therefore, the relative surface correction correlated better with the surface gravity for the inverse-cubic method, shown in Fig. 7c . Combining the results from Figs. 6c and 7c we can visualise how the surface correction varies with age. Consider any set of observed stars in Fig. 11 which lie near the same model track (black lines). In general, the relative surface correction increases for the more evolved stars on any given track. This agrees with the predicted surface correction from 3D hydrodynamical simulations (see Trampedach et al. 2017 ), but only for the inverse-cubic correction. Fig. 8f shows an example of how the inverse-cubic term performs the best for the hotter stars, particularly by greatly improving the fit at high frequencies. As expected, the likelihoods of the inverse-cubic correction models are exclusively better than the other two methods for all stars, shown in Fig. 12 . However, when we consider the extra degree of freedom, the goodness of fit of the inversecubic method is only substantially better for 25 stars compared to log(g) Figure 10 . Distribution of the coefficients of the inverse-cubic surface correction for the LEGACY sample taken from the best-fitting model. The colour represents the surface gravity for the chosen model, calculated using the weighted average of the models (see text).
the power-law method and 7 stars for the cubic method, at a critical value of p < 0.05.
Discussion
In general, more massive and evolved stars in our sample were more likely to have larger uncertainties due to the degeneracies around the end of main-sequence 'hook'. The model tracks in the top-left of Figs. 3 and 11 show how a star with a given metallicity, temperature, and ν max can be described by multiple masses. It was difficult to refine the fit for stars in this regime. The introduction of the scale factor r and then the additional free parameter in the inverse-cubic correction allowed relatively good fits to a wider range of models. For a number stars when using the inverse-cubic correction, this greatly increased the uncertainties of the stellar and correction parameters, and can clearly be seen for a number of stars in Figs. 6c 5000 5500 6000 6500 7000 and 7c. This was the only downside the two-term fit had over the other methods we tried. Stronger constraints on the stellar parameters would reduce the ambiguity. However, this would have required another independent method of measurement, such as stellar radii from interferometry (e.g. White et al. 2013 ). The residuals, ν obs −(rν mod +ν corr ), for a number of stars in our results showed a clear correlated scatter due to the assumption we made about the helium abundance in our models. For these stars, the enrichment law, Eq. 11, was not a good estimation of the stellar composition. The use of the metallicity likelihood, Eq. 15, ensured that the modelled iron abundance was fit better to the observations than the helium abundance. Oscillation mode frequencies in solar-like stars are affected by the helium abundance which, in conjunction with the effective temperature, determines the depth of helium ionisation zone (see Verma et al. 2014 Verma et al. , 2017 . This leads to acoustic glitches that appear as sinusoidal variations in the asymptotic relation, e.g. Fig 1b. Fitting modelled frequencies to this curvature, for all angular degrees, would require an accurate composition for all elements in the model. Our model grid cannot easily remedy this problem without increasing the number of dimensions.
Our definition of the surface correction at ν max does not fully capture the difference between the observed and model pulsation frequencies for cases where the correction does not monotonically decrease, e.g. Fig. 8f . However, we found no scalar that could better characterize the profile of the surface correction. While our analysis shows a strong correlation between the surface gravity and the relative surface correction at ν max , a better metric should be found that describes the non-linearity of these corrections.
CONCLUSIONS
We created a pipeline that was able to fit observed pulsation frequencies to a model grid using an empirically calculated surface correction. The model grid was created using MESA, parameterized by mass, metallicity, and age, with pulsation frequencies calculated using GYRE. The pipeline was used to determine the stellar 0 2 4 6 8 10 12
log(L I−C /L 0 ) Figure 12 . Logarithmic likelihood ratio between inverse-cubic method and the power-law (red) or cubic (blue) method. The dashed line represents the difference in logarithmic likelihood required such that likelihood ratio test is significant and p < 0.05, due to additional degree of freedom in the inverse-cubic method. The y-axis is ordered by the surface gravity from the results of the inverse-cubic method (bottom is low surface gravity).
and surface correction parameters for 66 observed main-sequence solar-like oscillators stars from Kepler as well as the Sun. The resulting stellar parameters for all three surface correction methods agreed well with an independent pipeline. However, the results for each surface correction from our pipeline were much more similar to each other than the results from the BASTA pipeline. This suggested that choice of adopted physics has a greater impact than the choice of surface correction. Applying a scale factor r to the cubic and inverse-cubic surface corrections allowed for easy interpolation between models and improved the robustness of our fits. We found that including mode inertia in the surface correction always improved the frequency fit to the models without including another free parameter. The inverse term greatly improved the fit to the models for the more evolved stars without much change to the Sun-like stars. Therefore, the cubic term still dominated the correction for the Sun-like stars while the contribution of the inverse term becomes much more significant for older stars. This resulted in a larger relative correction for lower surface gravity stars, when using the inverse-cubic method. This agrees with the results found using 3D hydrodynamical simulations.
However, including another free parameter occasionally caused over-fitting for a small number of stars, greatly increasing the uncertainty of the surface correction for a small number of stars in our sample. Despite this, the inverse-cubic correction best describes the discrepancy between observed and model pulsation frequencies for all main-sequence stars. The surface correction can be used to constrain a stellar model because we have shown the correction correlates with the fundamental stellar parameters. We recommend using the inverse-cubic method to empirically correct for near surface effects for 1D stellar evolution models. 
