Abstract
Introduction

36
In the past decades, network science, by focusing on the structure of entire systems 37 instead of species, proved to be an outstanding tool for the study of ecological 38 interactions (Dormann et al. 2017) . One persisting controversy in the literature is the 39 predominant architecture among interaction networks. Two main topologies have been 40
proposed as almost universal: nested and modular (Fortuna et al. 2010) . 41
Several studies have detected significant nestedness in interaction networks (Bascompte 42 et al. 2003 ; Guimarães et al. 2007b) . In a perfectly nested network, the links (i.e., 43 connection between two species in a network) made by species with fewer interaction 44 partners (i.e., other species to which it is connected) tend to be a subset of the links 45 made by species with more interaction partners Contrary to nestedness, modularity is characterized by each node interacting 51 preferentially with a particular subgroup of nodes, overlap is reduced, and several links 52 are considered forbidden (e.g., impossible to occur due to trait mismatch, Jordano 53 2016). Usually, modules are composed of phylogenetically close species (Krasnov et al. 54 2012) or species that converge in a set of traits (Mello et al. 2011) . Despite nestedness 55 and modularity being logically different topologies (Ulrich et al. 2017 ) and usually 56 negatively correlated with one another in empirical ecological networks (Thebault & For instance, interactions driven by abundance (Vázquez et al. 2007 ), neutrality 62 (Krishna et al. 2008) , and morphological constrains (Stang et al. 2007 ) for nestedness. 63
And phylogenetic conservatism (Krasnov et al. 2012) , functional complementarity 64 (Montoya et al. 2015) , and trait-matching (Donatti et al. 2011 ) for modularity. 65
Interaction intimacy does also seem to play a role in shaping network topology (Hembry 66 et al. 2018) . 67
Additionally, a recurrent hypothesis is that nestedness should be expected in mutualisms 68 while modularity should emerge in antagonisms (Thebault & Fontaine 2010 ). 69
Nevertheless, several studies found empirical evidence against this hypothesis (Olesen 70 et al. 2007 ; Mello et al. 2011; Pires & Guimaraes 2012) . Despite a diversity of 71 phenomenological explanations, we still poorly understand the mechanisms that drives 72 the establishment of links and so shape network architecture, an issue already pointed 73 out (Ings et al. 2009 ), but which still has not been properly addressed. Maybe as a 74 symptom of this knowledge gap, community-level selection is commonly invoked to 75 explain interaction network topology, despite the strong criticism against it in the 76 evolutionary literature (see Pires & Guimaraes 2012) . In the present study, we use a 77 recent hypothesis to propose a unified mechanism that drives the formation of links and 78 scales up to shape network topology. 79
The integrative hypothesis of specialization (IHS), (early called the integrative 80 hypothesis of parasite specialization, Pinheiro et al. 2016; Felix et al. 2017) , is aimed at 81 explaining the relationship between performance and specialization in consumer-82 resource interactions (e.g., parasite-host, prey-predator, plant-pollinator). A classical 83 hypothesis states that, due to trade-offs involved in specialization, generalist consumers 84 should be outperformed by specialist consumers in exploiting each resource (Futuyma 85 & Moreno 1988) . It is illustrated by the figure of speech "jack-of-all-trades, master of 86 none". In this scenario, because of those trade-offs, each consumer species tends to 87 specialize in one or few resource species, and several interactions are forbidden. Indeed, 88 some studies have found compelling evidence corroborating this hypothesis in different 89
systems (Poulin 1998; Muchhala 2007) . However, other studies found that generalistic 90 consumers achieve higher performance in exploiting each resource (Krasnov et al. 91 2004; García-Robledo & Horvitz 2012). In such cases there is no generalism-92 performance trade-off and specialization is a sub-optimal state for a consumer. The IHS 93 was initially proposed as an explanation for this diversity of results. 94
The main question behind this dilemma is whether the same traits that allow a consumer 95 species to efficiently exploit a given resource species do also allow it to exploit other 96 resource species. This tends to be true if the resources are similar to one another, but 97 false if not (Krasnov et al. 2004) . Starting from this perspective, the IHS predicts that 98 the relationship between consumer's performance and specialization depends on 99 resource heterogeneity. However, diverse communities can comprise clusters of similar 100 resource species, each cluster being highly different from the other. For instance, the 101 host community studied by Pinheiro et al. (2016) contains several birds species of the 102 same genus, but also birds of different orders. In such cases of a wide range of resource 103 dissimilarities, the IHS predicts a multi-scale relationship between performance and 104 specialization. Considering only a group of similar resources, a "jack-of-all-trades" 105 consumer tends to be master of all, though, between different clusters of resources the 106 trade-off is strong (Pinheiro et al. 2016) . 107
In previous studies, we proposed that the same mechanism governing the specialization 108 vs. performance relationship may drive the architecture of consumer-resource networks 109 (Pinheiro et al. 2016; Felix et al. 2017 
in which is the mean of the normal distribution from which we draw the value of 200 changes in the innate performance of the assigned consumer on resource j, and is 201 the distance between resource j and the focal resource f. Since the distance of the focal 202 resource from itself is 0, the focal mutation will be a value randomly drawn from a 203 normal distribution of mean = 1. Notice that, as a consequence of equation 3, each 204 mutation probabilistically tends to increase the innate performance of the mutating 205 consumer on resources with distances from the focal resource above 1 ( > 0) and 206 tends to decrease performances beyond this threshold ( < 0). 207
Selection phase 208
In the selection phase, following equation 1, the total realized performance of each 209 mutant consumer is compared with the total realized performance of the original 210 consumer (before mutations). If at least one mutant present increased total realized 211 performance, the mutant with the largest total realized performance is selected, 212 replacing the original consumer in the innate performance matrix for the next iteration 213 (i.e., evolutionary changes occurred). However, if all mutations result in decreased total 214 realized performance, the original consumer is selected, and the simulation goes to the 215 next iteration without evolutionary changes. 216
End of the simulation 217
The simulation ends after a pre-defined number of iterations. Then, by applying 218 equation 1 on the final innate performance matrix, the final realized performance matrix 219 is generated. This matrix corresponds to the simulated consumer-resource network 220 (hereafter referred to as "simulated network"). Its contains the information concerning 221 the consumer and resource species in the network (nodes), the interactions that are made 222 between those species: consumers exploiting resources (links), and the consumers' 223 performance on exploiting each resource (weights). Moreover, as consumers cannot 224 interact with other consumers, nor resources can interact with other resources, the 225 simulated network is bipartite (two-mode). 226 To start each simulation, we need to provide an initial innate performance matrix. We 248 built matrices with different consumer richness and resource richness. To fill the matrix 249 we used three different methods: rep0) all consumers score 0 (zero) in innate 250 performance on all resources, then the first mutation of a consumer corresponds to its 251 ingress in the simulated network; rnorm11) the innate performance of each consumer on 252 each resource is randomly drawn from a normal distribution with mean = 1 and standard 253 deviation = 1; and rep1) all consumers score 1 (one) in innate performance on all 254 resources. 255
Carrying capacity vector 256
The carrying capacity of each resource was defined by randomly drawing a value from 257 a normal distribution with mean = 200 and standard deviation = 50. 258
Matrix of resource distances 259
The IHS predicts that network topology emerges as a function of the distance between 260 resources and the degree of clustering of those distances. To test this prediction, we 261 generated distance matrices defining values for the maximum distance between two 262 resources and the number of clusters it contains (for details see Supplement S1). 263
Number of iterations 264
The number of iterations for each simulation was defined as each consumer has 265 averaged 50 rounds of evolution. Therefore, the number of iterations equals consumer 266 richness times 50. 267
List of parameters 268
In our simulations we adjusted five parameters: the consumer richness, the resource 269 richness, the method used to generate the initial innate performance matrix (innate 270 method), the maximum distance between two resources (maximum distance), and the 271 number of resource clusters (number of clusters). 272
Running simulations 273
Simulations were coded in R (R Core Team 2018). For commented codes see 274 Supplement S1. The parameter values used in our simulations were: consumer richness: 275 5, 10, 50, 100, and 200; resource richness: 50, 100, and 200; innate method: rep0, 276 rnorm11, and rep1; maximum distance: 1, 1.5, 2, 2.5, 3, 3.5, and 4; and number of 277 clusters: 1, 2, and 4. We ran one simulation for each combination of those values, 278 totalizing 945 setups. 279
Statistical analysis
280
Proportion of iterations in which occurred evolutionary changes 281
We used generalized linear models (GLM) to test which parameters affected the 282 proportion of iterations in which occurred evolutionary changes in each simulation. In 283 the complete model, we included as explanatory variables: (1) maximum distance, (2) 284 innate method, (3) number of clusters (as a categorical variable), (4) resource richness, 285 (5) consumer richness, and all interactions between variables (1), (2), and (3). After 286 building the complete model, we used a backward stepwise approach with analysis of 287 variance to reduce it to a minimum model. We used the explained deviance of each 288 explanatory variable in the minimum model as a measure of effect size. This same setup 289 was followed in all GLMs built in our study. For details about all statistical analyses 290 performed in this study see Appendix S1. 291
For the subsequent analyses, we removed the simulations in which evolutionary 292 changes occurred in less than 80% of iterations. There remained 672 simulations (72%). 293
Relationship between performance and resource specialization of consumers 294
For each consumer in the simulated networks we calculated three performance indices: 295
(1) mean realized performance, its average performance on all resources it exploits, (2) 296 maximum realized performance, its maximum performance on a single resource, and (3) 297 total realized performance, the sum of its performances on all resources. We also 298 calculated two resource specialization indices, the first binary and the second weighted: 299
(1) basic resource specialization, the richness of resource species exploited by the 300 consumer, and (2) structural resource specialization, the diversity of resources exploited 301 by the consumer measured with Shannon index (Poisot et al. 2012) . 302
Then, we calculated Spearman correlations between the three performance indices and 303 the two resource specialization indices for each simulated network. It was not possible 304 to calculate the correlations using basic resource specialization for completely filled 305 matrices, because in them, all consumers exploit the same resource richness. 306
To assess which factors influence the relationship between consumers' performance and 307 specialization in our simulations, we used generalized additive models (GAM) with the 308 correlations as response variables and simulation parameters as explanatory variables. 309
The maximum distance was included as a smooth term on each GAM. To find the 310 minimum model we used the same approach used for the GLMs. In the present study, 311
we used GAMs when the relationship between the response variable and maximum 312 distance could not be properly modelled with a GLM. 313
Network analysis 314
Network specialization 315
For each simulated network, we calculated a binary and a weighted network 316 specialization metric: respectively, connectance and H2' (Blüthgen et al. 2006 ). 317
Connectance is defined as the proportion of potential links that are made in the network, 318 therefore, the smaller its value, the more specialized the network. For H2' the contrary is 319 true: the higher it value, the more specialized the network. Specialization indices were 320 computed using the package bipartite for R (Dormann et al. 2008 First, we tested for nested and modular topologies using free null models. In the free 364 models, each randomized matrix was generated using a modified version of the method 365
proposed by Vázquez et al. (2007) . Their method creates a null matrix conserving the 366 original connectance and the total number of interactions, and probabilistically 367 conserving the marginal sums. To this end, the algorithm first defines the binary 368 structure of the null matrix, assigning interactions according to probabilities based on 369 the marginal sums of the original matrix. However, to prevent reducing the size of the 370 matrix, the algorithm requires that each species makes at least one interaction. After 371 that, the remaining interactions are distributed among the filled cells, following again 372 probabilities based on marginal sums. This method, however, is not fully adequate to 373 our simulated matrices, as their interaction weights are not counts, but continuous. 374
Therefore, the procedure results in null matrices with very different marginal sums from 375 the original matrix, especially in matrices with many weak interactions. To deal with 376 this, we modified the algorithm so that it does not fill the matrices by distributing 377 unitary interactions (including and summing 1s) but by distributing a lower value. We 378 defined this value as 0.1, as this was low enough to reasonable conserve the marginal 379 sums. 380
For each simulated network, we generated a free null model with 500 randomized 381 matrices and performed a Z-test to test whether the observed value of each metric was 382 significantly different from the distribution of values of the null matrices. A network 383 was considered modular when its value of Barber Modularity was significantly higher 384 than the randomized values. Similarly, a network was considered nested, when it had a 385 significant WNODA value. To avoid excessively low consumer richness in each 386 module, we excluded the networks with 10 or fewer consumer species and kept 415 387 simulated networks for this and subsequent analysis. 388
A network was considered as having a compound topology, when it was significantly 389 modular and presented a significant WNODASM (i.e., a modular network with modules 390 internally nested). To test the significance of WNODASM in each simulated network we 391 used restricted null models (Felix et al. 2017) . A restricted null model is one that 392 conserves the modular structure of the matrix when generating the randomized matrices. 393
As, by definition, nodes in the same modules overlap more than nodes in different 394 modules, not conserving the modular structure of the randomized matrix (i.e., using a 395 free null model) would result in an inflated type I error ratio for WNODASM. 396
In the restricted null model, each interaction is first assigned an a priori probability and 397 then the probabilities are adjusted to keep the modular structure. 
Results
433
The proportion of iterations in which occurred evolutionary changes decreased with 434 maximum distance and number of clusters, and was lower in matrices built with the 435 innate methods "rep1" and "rnorm11". The other simulation parameters had low 436 explanatory power (see Appendix S1.1). Out of the 945 simulations performed, 267 437 (28%) had less than 80% of the iterations with evolutionary changes and were removed 438 from the subsequent analyses. The remaining simulations resulted in a highly diverse 439 set of networks for every metric calculated in this study. 
463
The correlation between mean performance and resource specialization depended on the 464 distance between resources and the number of resource clusters, varying from positive 465 to negative, and following the same general trend regardless of the resource 466 specialization index used (Fig. 3A-C) . The same trend held for the correlations with 467 maximum performance (Appendix S1.2). The correlations involving total performance 468 varied non-linearly with maximum distance. Our model predicts that specialists will 469 present higher total performance than generalists when resources are intermediately 470 distant one from another. Otherwise, generalists outperform specialists ( Fig. 3D-E) . See 471 Appendix S1.
472
We found a consistent pattern of increasing network specialization with increasing 473 maximum distance and number of clusters in simulations, in both the GLMs with 474 connectance and H2' (Fig. 4) . Parameters related to the size of the network (consumer 475 richness and resource richness) had just minor effects on connectance, but consumer 476 richness had a moderate effect on H2'. Although the innate method defines the 477 specialization of the initial matrix, it had little effect on connectance (Appendix S1.3) 478 and H2' (Appendix S1.4) in the simulated networks. 479
Modularity increased with maximum distance and number of clusters (Fig. 5A) , while 480 nestedness decreased with those parameters (Fig. 5B ). The other parameters had little or 481 no effect on nestedness (Appendix S1.5) and modularity (Appendix S1.6) in the 482 simulated networks. Both WNODASM and WNODADM decreased with maximum 483 distance and number of clusters (Fig. 5C , Appendix S1.7). However, the former has a 484 smaller slope than the later, and, therefore, the expected ratio between WNODASM and 485 WNODADM increased with maximum distance and number of clusters (Fig. 5D ). There 486 is a strong negative correlation between modularity and nestedness on the simulated 487 networks (Spearman rho: -0.94, p<0.001) (Fig. 5E , Appendix S1.8). 
511
From the 415 tested networks, 268 were significantly modular, 198 were significantly 512 nested, and 51 were both modular and nested. The probability of a network having a 513 modular topology increased with maximum distance and number of clusters, although 514 the chance of a network being nested is affected by both parameters on the opposite 515 direction. High consumer richness increased the chance of a simulated network being 516 nested, but had a minor effect on the chance of it being modular. The other parameters 517 had small effects on the models (Fig. 5F ). Using the Equiprobable algorithm to define 518 the a priori probabilities in the restricted null models, we detected that all modular 519 networks showed in fact a compound topology. However, when the a priori 520 probabilities were based on node degrees (Degree-probable), from the 268 modular 521 networks, 142 were detected as having a compound topology. Using this last method, 522 the main factor affecting the chance of a modular network presenting a compound 523 topology was consumer richness. (Fig. 5G) . For details see Appendix S1. Most values of the P and Weighted-P in the regressions with mean performance were 553 negative. However, this was not a ubiquitous pattern, as several positive values were 554 also found. For Z the results were still more diverse, since most of the Z values were 555 negative, although most of the Weighted-Z values were positive ( Fig. 6A-B) . In general, 556
we found that the relationship between mean performance and Z decreased with 557 maximum distance and number of clusters ( Fig. 6D-F ), although the relationship 558 between mean performance and P was little or not affected by these parameters (Fig. G-559 I). The same general trends were found in the analysis using maximum performance 560 instead of mean performance (Appendix S1.10). Similarly, most of the P and Weighted-P 561 values in the regressions with total performance were also negative, and Weighted-Z 562 values decreased with maximum distance, although this relationship was not observed 563 for Z (Appendix S1.10). 564 565 566 consumer's mean performance and specialization. First, for each network we performed a 568 linear regression between consumers' mean performance as a function of Z (within-module 569 degree) and P (participation coefficient). In (A) we plotted the coefficients (β) of these 570 regressions. We also performed this same procedure using weighted versions of Z and P (B).
571
The colored region of (A) and (B) represents the multi-scale relationship between performance 572 and specialization predicted by the IHS: negative within-module (βZ>0) and positive between-573 modules (βP<0). Notice that the values of Z and P are negatively related to specialization. We 574 built generalized additive models to test for a relationship between regression coefficients and 575 simulation parameters (Appendix S1). In (C-F) we present the regression coefficients as a 576 function of maximum distance (horizontal axis) and number of clusters (colors) when it has a 577 statistically significant effect on the model. There were some coefficients with extreme values, 578 whose inclusion would make it difficult to visualize the plots, and so, we show only the core 579 region of each plot including most of the points and the predicted curves. Average values of 580 consumer and resource richness were used to draw the curves.
582
Discussion
583
The IHS model, following three first-principles, and through the adjustment of five 584 biologically meaningful parameters, has successfully produced a highly diverse set of 585 synthetic consumer-resource networks. In those simulations, specialization varied 586 largely, and we found the main topologies observed in real-world interaction networks: 587 nested, modular, and compound. We also found positive, neutral, and negative 588 relationships between consumers' performance and specialization, as well as multi-scale 589 relationships. Despite this not being the first theoretical model to produce or predict one 590 of those features separately (e.g. It is important to notice that no network-level structure was imposed on our model or 597 emerged through network-level selection, but rather emerged from the rules on the 598 evolution of links between consumers and resources. Moreover, by comparing 599 simulated networks generated with different parameter setups we were able to identify 600 general contexts that are related to the emergence of each pattern. 601
Model parameters and simulated networks 602
Out of the five model parameters, maximum distance and number of clusters have 603 disproportionately affected the simulated networks. Maximum distance is linked to the 604 existence and intensity of trade-offs in consumer performances on different resources 605 and number of clusters affects how discontinuously are those trade-offs distributed in 606 the resource community. We found that discontinuities tend to reinforce the effect of 607 increasing trade-offs on network architecture (i.e. maximum distance and number of 608 clusters usually affect metrics of the simulated networks in the same direction). 609
The innate method defines the initial state of the network (the realized performance 610 matrix before the simulation), however it had weak effect in most of the analysis of 611 simulated networks (the realized performance matrix after the simulation), which shows 612 that consumer evolution was strong enough to overcome initial patterns in most 613
simulations. The only metric that was strongly driven by innate method was the 614 proportion of iterations in which occurred evolutionary changes (for a discussion of this 615 result, see Appendix S1.1). Overall, consumer and resource richness did not strongly 616 influence the simulation outputs either, being important just in some analyses (e.g., 617
compound topology), which we discuss further. 618
When using the IHS model, it is imperative to keep in mind that the simulated networks 619 are ideal networks and several weak links on the matrices may not be detected in 620 empirical studies or even may not happen in nature. First, it is well recognized that 621 weak interactions are unlikely to being sampled in ecological studies (Jordano 2016 
Trade-offs and specialization 630
In general, higher values of maximum distance and number of clusters resulted in 631 specialist consumers having higher performance than generalists on each resource, and 632 in more specialized, more modular and less nested simulated networks. When trade-offs 633 are strong, the jack-of-all-trades is master of none or, even, does not exist, and the 634 network is sparse, with several forbidden links. However, when trade-offs are weak, the 635 jack-of-all-trades is master of all, and the network is highly connected. When there is no 636
trade-off at all (no distance between resources greater than 1), there is no forbidden 637 links and connectance is always 1. 638
In natural systems we may expect that the intensity of trade-offs depends on the type 639 and intimacy of the studied ecological interaction. As more intimate interactions require 640 stronger match between interacting species than less intimate interactions (Hembry et 641 al. 2018) , the same difference between two resource species, tends to represent a 642 stronger trade-off in intimate networks. For instance, slight physiological differences 643 between two resources may strongly affect the probability of each resource being 644 exploited by a given endoparasite, but be irrelevant to their probabilities of being preyed 645 upon. In agreement with our predictions, ecological interactions known to be more 646 intimate usually are more specialized than less intimate interactions (e. instead of a single species (Fig. 2D) , which corroborates that network modules may be 684 the real unity of specialization and coevolution (Olesen et al. 2007 This is highly consonant with our main predictions using the IHS model. 742
Limitations of the model 743
The main limitation of the IHS model is the assumption that innate performance is 744 modified only by the evolution of consumer species. In nature, consumption is likely to 745 be a selective force that also drives resource species evolution (Thompson 1994 
