There is a long-standing belief that the modular tensor categories C(g, k), for k ∈ Z ≥1 and finite-dimensional simple complex Lie algebras g, contain exceptional connectedétale algebras at only finitely many levels k. This premise has known implications for the study of relations in the Witt group of nondegenerate braided fusion categories, modular invariants of conformal field theories, and the classification of subfactors in the theory of von Neumann algebras. Here we confirm this conjecture when g has rank 2, contributing proofs and explicit bounds when g is of type B2 or G2, adding to the previously known positive results for types A1 and A2.
Introduction
The moniker quantum subgroup has been attached to numerous related concepts; for the purposes of this exposition a quantum subgroup will describe a connected etale algebra in a modular tensor category. Some of the most well-known examples of modular tensor categories arise from the representation theory of quantum groups at roots of unity [2, Chapter 3] and are of the form C(g, k) for some level k ∈ Z ≥1 , where g is a finite-dimensional complex simple Lie algebra. Theorem 1 states that aside from a predictable infinite family, there are finitely many levels for which a nontrivial connectedétale algebra can exist in C(g, k) for Lie algebras g of type B 2 and G 2 , while a complete classification for type A 2 due to Gannon is available in the literature under the guise of modular invariants [17] . One should refer to Section 3.4 for a statement of Theorem 1 and an outline of the main proof technique. An explicit level-bound is provided in the subsequent sections, which optimistically allows for a complete classification of connectedétale algebras in C(g 2 , k) and C(so 5 , k) by strictly computational methods.
One application of Theorem 1 is to partially classify module categories over fusion categories C := C(g, k) where g is of type B 2 or G 2 [12, Chapter 7] . Each connectedétale algebra A ∈ C gives rise to an indecomposable module category over C by considering the category of A-modules in C, although not all indecomposable module categories can be produced in this way. For example if C is a pointed modular tensor category [12, Chapter 8.4] with the set of isomorphism classes of simple objects of C forming a finite abelian group G, then indecomposable module categories over C correspond to subgroups of G along with additional cohomological data [25, Theorem 3.1] ; this example provides some precedence to title connectedétale algebras as quantum subgroups. For a non-modular example, module categories over the even parts of the Haagerup subfactors have been classified by Grossman and Snyder [18] . More classically, module categories over C(sl 2 , k) are classified by simply-laced Dynkin diagrams [5, 21] but this characterization scheme has not immediately lent itself to classifying module categories over C(g, k) for other simple Lie algebras g. The language and tools of tensor categories which have solidified in recent years provide a novel approach to this aging problem.
Another reason for seeking a classification of connectedétale algebras is to find relations in the Witt group of nondegenerate braided fusion categories [8] . Traditional attempts to classify nondegenerate braided fusion categories include proceeding by rank or by global dimension. Organizing nondegenerate braided fusion categories by Witt equivalence class offers a powerful albeit indirect approach. Each Witt equivalence class contains a unique completely anisotropic representative C which is constructed by identifying a maximal connectedétale algebra A and passing to its category of dyslectic A-modules C 0 A . The only relations that have been completely described are those coming from the subgroup generated by the Witt equivalence classes of pointed categories [10, Appendix A.7] , C(sl 2 , k) for k ∈ Z ≥1 [9, Section 5.5], and C(sl 3 , k) for k ∈ Z ≥1 [29] . Classifying connectedétale algebras in other classes of braided fusion categories is the first step on the path to extending these results. Witt group relations have also found applications to extensions of vertex operator algebras [19] and anyon condensation [16, 11, 23] in the realm of mathematical physics.
Modular tensor categories also encode the data of chiral conformal field theories. Fuchs, Runkel, and Schweigert [14] describe how full conformal field theories correspond to the identification of certain commutative algebras in these categories. These concepts have been recently formalized to logarithmic conformal field theories [15] , i.e. theories described by non-semisimple analogs of modular tensor categories. One should also refer to the work of Böckenhauer, Evans, and Kawahigashi [3, 4] which describes this connection in terms of modular invariants and subfactor theory, or Ostrik's summary of these results in categorical terms [26, Section 5] .
The structure of the paper is as follows: Section 2 contains the general categorical notions and results needed in the remainder of the exposition, and defines the categories C(g, k) when g is of rank 2, ending with a geometric discussion of rank 2 fusion rules. Section 3 describes the technical machinery needed to prove Theorem 1 and gives an outline of the main proof as illustrated using C(sl 2 , k). Sections 4-6 contain the main content of the proof of Theorem 1 for sl 3 , so 5 , and g 2 respectively, with concluding remarks in Section 7.
2 Categorical notions and definitions
Modular tensor categories
All definitions and notations in what follows are standard, and we refer the reader to [12] for details as needed. Our base field will be C, though most of the concepts of this section can be understood over an algebraically closed field of arbitrary characteristic.
Fusion categories are C-linear semisimple rigid tensor categories with finitely many isomorphism classes of simple objects, finite dimensional spaces of morphisms and a simple unit object 1 [12, Definition 4.1.1]. Fusion categories are abundant in modern mathematics with the most elementary family of examples being Rep(G), the finite-dimensional complex representations of a finite group G. If G is trivial then this construction produces the trivial fusion category Vec of finite-dimensional complex vector spaces.
For each fusion category C there exists a unique ring homomorphism FPdim : K(C) → R such that FPdim(X) > 0 for any 0 = X ∈ C, where K(C) is the Grothendieck group of C given a ring structure via the tensor product of C [12, Chapter 4.5] . This Frobenius-Perron dimension agrees with the notion of the categorical or quantum dimension of an object X ∈ C in the case C is a pseudounitary fusion category with a properly chosen spherical structure [12, Definition 9.4.4] . All of the categories considered in the proof of the main theorem will be pseudo-unitary so the dimension of an object X ∈ C will simply be denoted dim(X) in Section 2.3 and beyond.
A braiding on a fusion category C is a family of natural isomorphisms c X,Y : X ⊗ Y ∼ → Y ⊗ X for all X, Y ∈ C satisfying braid relations [12, Definition 8.1.1] . Spherical braided fusion categories will be called pre-modular. Pre-modular categories may possess simple objects for which the braiding is trivial (with all other objects) making the braiding degenerate in this sense; specifically, an object X in a braided fusion category is called transparent (or central) if c Y,X • c X,Y = id X⊗Y for all Y ∈ C. Modular categories can be seen as those braided fusion categories whose braidings are entirely non-degenerate, or furthest from symmetric as possible.
Definition 2.1.1. A pre-modular category C is a modular tensor category if 1 ∈ C is the only simple transparent object.
Lastly we recall that each pre-modular category has a family of natural isomorphisms θ(X) : X ∼ → X for all X ∈ C known as twists (or ribbon structure), compatible with the inherent braiding isomorphisms [12, Definition 8.10 .1]. We will abuse this notation when it suits our purposes by denoting the complex number α such that θ(X) = α · id X simply as θ(X) for any simple X ∈ C.
2.2Étale algebras
An algebra in a fusion category C is an object A ∈ C with multiplication morphism m : A ⊗ A → A and unit morphism u : 1 → A satisfying the usual compatibility relations [12, Definition 7.8.1] . Associativity maps are an inherent structure of the fusion category so in the case C = Vec, the above definition is equivalent to that of an associative and unital finite-dimensional C-algebra. Definition 2.2.1. An algebra A in fusion category C is separable if the multiplication morphism splits as a map of A-bimodules and connectedétale if Hom C (1, A) = 1 (connected) and A is commutative and separable (étale).
As described in [8, Section 3] , the condition that an algebra A is separable is equivalent to the category of right A-modules C A being semisimple. Furthermore A connectedétale implies C A is a fusion category and moreover if C is braided then C 0 A , the category of dyslectic right A-modules is braided. Example 2.2.2. A fusion category C has at least one connectedétale algebra: the unit object 1 whose multiplication 1 ⊗ 1 → 1 and unit maps 1 → 1 are part of the monoidal data of C. Isomorphism classes of simple A-modules are then in one-to-one correspondence with isomorphism classes of simple objects of C with the unit morphisms of C acting as the A-module structure maps. Less trivially, the algebra of complex functions on a finite group G has a structure of a connectedétale algebra in Rep(G) by which G acts on complex functions by right translations. Refer to [12, Example 7.8.3] for additional nontrivial examples.
The numerical conditions for an algebra in a pseudo-unitary pre-modular category to be connectedétale are quite restrictive. In particular the full twist on such an algebra is trivial as we will prove below. This result is due to Victor Ostrik, although a proof does not appear in the literature to our knowledge. The full twist need not be trivial if the assumption of pseudo-unitary is removed as the following example illustrates.
Example 2.2.3. The fusion category of complex Z/2Z-graded vector spaces has two possible (symmetric) pre-modular structures, distinguished by the full twist on the non-trivial simple object θ(X) = ±1. The trivial twist corresponds to the pseudo-unitary category Rep(Z/2Z), while the nontrivial twist corresponds to sVec, the category of complex super vector spaces [12, Example 8.2.2] . The object A := 1 ⊕ X has a unique structure of a connectedétale algebra in both cases, but θ(A) = id A in sVec, which is not pseudo-unitary (i.e. dim(X) = −1).
The main concept behind the proof of Lemma 2.2.4 is to reduce the argument to the cases in Example 2.2.3. Lemma 2.2.4. If C is a pseudo-unitary braided fusion category and A is a connectedétale algebra in C, then θ(A) = id A .
Proof. The composition
, where ε A arises from A being connected (and is unique up to scalar multiple). Note that the commutativity of A implies ϕs X * ,X s X,X * = ϕ. We can then rewrite s X * ,X s X,X * using the balancing axiom [2, Equation 2.2.8] to yield θ(X)θ(X * )θ(1) −1 = 1 because ϕ is nondegenerate. Moreover θ(X) = ±1. So we may now decompose A = A + ⊕ A − where A ± is the sum of simple summands of A with twist ±1, respectively. We will deduce that A − is empty in the remainder of the proof.
The commutativity of A = A + ⊕ A − implies this decomposition is a Z/2Z-grading again by the balancing axiom, i.e. θ(X ⊗ Y ) = θ(X)θ(Y ) for all simple X, Y ⊂ A. Thus m restricts to a multiplication morphism A + ⊗ A + → A + . We now aim to prove that A + is a connectedétale algebra. 
where (1) Now assume X ⊂ A is a simple summand of A (as an object of D) which is
The simplicity of the unit object
Lastly we consider the fusion subcategory E ⊂ D generated by X, which by the above reasoning is equivalent to the category of Z/2Z-graded vector spaces (as a fusion category). The spherical structure of E which is inherited from D, must be the nontrivial one since θ(X) = −1 (see Example 2.2.3) and thus E = s Vec, a contradiction to D being pseudo-unitary. Moreover no such X can exist and A = A + .
The categories C(g, k)
Here we organize the requisite numerical data of our modular tensor categories of interest, the categories C(g, k) where g is, for instructive purposes, sl 2 or sl 3 , and, for the main result of this paper, so 5 or g 2 .
If g is a finite-dimensional simple Lie algebra andĝ is the corresponding affine Lie algebra, then for all k ∈ Z >0 one can associate a pseudo-unitary modular tensor category C(g, k) consisting of highest weight integrableĝ-modules of level k. These categories were studied by Andersen and Paradowski [1] and Finkelberg [13] later proved that C(g, k) is equivalent to the semisimple portion of the representation category of Lusztig's quantum group U q (g) when q = e πi/(k+h ∨ )
( Figure 1 ) where h ∨ is the dual coxeter number for g [2, Chapter 7] .
exp(πi/(k + 2)) sl 3 exp(πi/(k + 3)) so 5 exp((1/2)πi/(k + 3)) g 2 exp((1/3)πi/(k + 4)) Figure 1 : Roots of unity q Let h be a Cartan subalgebra of g and . , . be the invariant form on h * normalized so that α, α = 2 for short roots [20, Section 5] . Simple objects of C(g, k) are labelled by weights λ ∈ Λ 0 ⊂ h * , the Weyl alcove of g at level k. Simple objects and their representative weights will be used interchangably but can be easily determined by context. Geometrically, Λ 0 can be described as those weights bounded by the walls of Λ 0 : the hyperplanes T i := {λ ∈ h * : λ + ρ, α i = 0} for each simple root α i ∈ h * and T 0 := {λ ∈ h * : λ + ρ, θ ∨ < k + h ∨ } where θ is the longest dominant root. Reflections through the hyperplane T i will be denoted τ i which generate the affine Weyl group W 0 .
If ρ is the half-sum of all positive roots of g then the dimension of the simple object corresponding to the weight λ ∈ Λ 0 is given by the quantum Weyl dimension formula
where [m] is the q-analog of m ∈ Z ≥0 which for a generic parameter q is
In what follows the numerator of the quantum Weyl dimension formula will be all that needs to be considered as only equalities and inequalities of dimensions with equal denominators appear. We will denote this numerator dim ′ (λ). With the values of q found in Figure 1 , dim(λ) ∈ R ≥1 (and in particular [m] ∈ R >0 for all considered m ∈ Z >0 ) for all λ ∈ Λ 0 . The full twist on a simple object λ ∈ Λ 0 is given by θ(λ) = q λ,λ+2ρ which is a root of unity depending on g, k, and λ.
The fusion rules for the categories C(g, k) are given by the quantum Racah formula [28, Corollary 8] . If λ, γ, µ ∈ Λ 0 , the multiplicity of µ in the product λ ⊗ γ is the fusion coefficient
where m λ (µ) is the (classical) dimension of the µ-weight space of the finite dimensional irreducible representation of highest weight λ. We refer the reader to [20, Sections 13, [21] [22] [23] [24] for concepts and results from classical representation theory of Lie algebras.
Simple objects of C(sl 2 , k) are enumerated by s ∈ Z ≥0 such that s ≤ k. Each object, denoted by (s), corresponds to the weight sλ ∈ Λ 0 , where λ is the unique fundamental weight. The dimension of (s) is given by dim(s) = [s + 1] and the full twist on this object by
Figures 2-5 contain geometric visualizations of the Weyl alcove with respect to the specified Lie algebra and level, with nodes representing weights in Λ 0 and shaded nodes representing those weights which also lie in the root lattice. Walls of Λ 0 are illustrated by dashed lines.
Simple objects of C(sl 3 , k) are enumerated by nonnegative integer pairs (s, t), such that s + t ≤ k. Each (s, t) corresponds to the weight sλ 1 + tλ 2 ∈ Λ 0 . The dimension of the simple object (s, t) is given by
and the twist on this object by
Simple objects of C(so 5 , k) are enumerated by nonnegative integer pairs (s, t), such that s + t ≤ k. Each (s, t) corresponds to the weight sλ 1 + tλ 2 ∈ Λ 0 . The dimension of the simple object of C(so 5 , k) corresponding to the weight (s, t) is given by
and the twist on this object by θ(s, t) = exp 2s
Simple objects of C(g 2 , k) are enumerated by nonnegative integer pairs (s, t), such that s + 2t ≤ k. Each (s, t) corresponds to the weight sλ 1 + tλ 2 ∈ Λ 0 . The dimension of the simple object (s, t) is given by dim(s, t) = 
Fusion rules in rank 2
It is necessary to the proof of future claims to consider the geometric interpretation of the quantum Racah formula specifically for rank 2 Lie algebras [28, Remark 4] . The notation and concepts introduced in this subsection will be used prolifically throughout the proof of Theorem 1 and are illustrated by example in Figure 6 to compute N µ λ,γ for arbitrary µ ∈ Λ 0 , λ := (3, 4), and γ := (3, 6) (white node) in C(so 5 , 12).
Given λ, γ ∈ Λ 0 , the quantum Racah formula states that to calculate the fusion coefficients N µ λ,γ for any µ ∈ Λ 0 geometrically, one should compute Π(λ), the classical weight diagram for the finite-dimensional irreducible representation of highest weight λ, and (for visual ease) we illustrate its convex hull, Π(λ). For this purpose reflections in the classical Weyl group are illustrated in Figure 6a by thin lines. One can then shift Π(λ) and Π(λ) so they are centered at γ, denoting these shifted sets by Π(λ : γ) and Π(λ : γ). Now for a fixed weight µ ∈ Λ 0 , τ ∈ W 0 will contribute to the sum N µ λ,γ if and only if there exists µ ′ ∈ Π(λ : γ) such that τ (µ ′ ) = µ. The walls of Λ 0 are illustrated (and labelled) in Figure 6b by dashed lines and all contributing τ ∈ W 0 can be visualized by folding Π(λ : γ) along the walls of Λ 0 until it lies completely within Λ 0 . To emphasize the effect of folding, the folded portions of Π(λ : γ) are illustrated in Figure 6b with emphasized shading, while regions of Π(λ : γ) unaffected by folding are given a crosshatch pattern. For arbitrary λ, γ, µ ∈ Λ 0 there may be several τ ∈ W 0 which contribute (positively or negatively) to the sum N µ λ,γ in the quantum Racah formula, but for many fusion coefficients the only contribution comes from the identity of W 0 and are therefore easily determined to be zero or positive. In Figure 6b , these coefficients correspond to weights in both Π(λ : γ) and the crosshatched region.
Proof. By assumption (1), m λ (µ − γ) > 0 is one term in the quantum Racah formula for N µ λ,γ . Any nontrivial τ contributing to N µ λ,γ , does so via µ ′ ∈ Π(λ : γ) conjugate to µ via W 0 . But one can verify using elementary plane geometry that for any λ, γ ∈ Λ 0 , τ i Π(λ : γ) ⊂ Π(λ : γ) for each generating reflection i = 0, 1, 2 of W 0 . This observation along with assumption (2) implies no reflections of length greater than or equal to one may contribute to the desired fusion coefficient and moreover N µ λ,γ = m λ (µ − γ) > 0.
Technical machinery
This section contains the main consequences of being a connectedétale algebra in C(g, k) when g has rank 2, and basic inequalities involving quantum analogs which will allow a proof that such algebras are reasonably uncommon. Lastly a sketch of the proof of Theorem 1 is illustrated by example in the case g = sl 2 .
3.1Étale algebra restrictions in C(g, k)
Let A be a connectedétale algebra in C := C(g, k) where g is sl 3 , so 5 , or g 2 and (ℓ, m) ⊂ A be a nontrivial summand of A which is minimal in the sense that ℓ + m is minimal in the case of sl 3 and so 5 , and ℓ + (3/2)m is minimal in the case of g 2 . The reasons for this distinction will be explained in the proof of Lemma 3.1.1.
Note. Our goal is not to reprove Theorem 1 in the rank 1 case so it will be satisfactory to point out the following lemmas can be restated for C(sl 2 , k) where (ℓ) is the analogous minimal nontrivial summand of A ∈ C(sl 2 , k).
Lemma 3.1.1. If (s, t) ∈ Λ 0 and 2(s + t) < ℓ + m in the case g = sl 3 , so 5 , or 2(s + (3/2)t) < ℓ + (3/2)m in the case g = g 2 , then (s, t) ⊗ A is a simple right A-module.
Proof. Label λ := (s, t). Then we have by [26, Lemma 2, Lemma 4]
The highest weight in Π(λ : λ * ) is γ := (s+t, s+t) when g = sl 3 and γ := (2s, 2t) when g = so 5 , g 2 . The respective assumptions on (s, t) relative to (ℓ, m) in our hypotheses imply γ = (ℓ, m) and it remains to check no other weights (s ′ , t ′ ) ∈ Π(λ : λ * ) are equal to (ℓ, m) either. To this end it will suffice to check γ − α = (ℓ, m) for each simple root α since our claim follows inductively on dominance ordering. If g = sl 3 , γ − α 1 = (s + t − 2, s + t + 1) which is not equal to (ℓ, m) since s + t − 2 + s + t + 1 = 2(s + t) − 1 < ℓ + m and symmetrically for α 2 . If g = so 5 , γ − α 1 = (2s − 2, 2t + 2) which is not equal to (ℓ, m) since 2s − 2 + 2t + 2 = 2(s + t) < ℓ + m and γ − α 2 = (2s + 1, 2t − 2) which is not equal to (ℓ, m) since 2s + 1 + 2t − 2 = 2(s + 2) − 1 < ℓ + m. Lastly if g = g 2 , γ − α 1 = (2s− 2, 2t+ 1) which is not equal to (ℓ, m) since 2s− 2 + (3/2)(2t+ 1) = 2(s + (3/2)t) − 1/2 < ℓ + (3/2)m, and γ − α 2 = (2s + 3, 2t − 2) which is not equal to (ℓ, m) since 2s + 3 + (3/2)(2t − 2) = 2(s + (3/2)t) < ℓ + (3/2)m. Moreover the right-hand side of (3) is one-dimensional and λ ⊗ A is a simple object in C A .
Lemma 3.1.2. If M ∈ C A , and (s, t) ⊂ M satisfies the hypotheses of Lemma 3.1.1, then (s, t) ⊗ A is a right A-submodule of M .
Proof. As in the proof of Lemma 3.1.1 with λ := (s, t), compute
By assumption and Lemma 3.1.1, λ ⊗ A is simple, hence the result is proven since the right-hand side is nontrivial.
Corollary 3.1.3. For all (s, t) ∈ Λ 0 and {(s i , t i )} i∈I , collections of simple summands of M := (s, t) ⊗ A satisying the assumptions of Lemma 3.1.1,
Proof. Apply Lemma 3.1.2 to M along with each element of {(
Taking dimensions of the containment provides the inequality, then dim(A) can be divided out (since C(g, k) is pseudo-unitary) and denominators cleared.
Quantum inequalities
Exact computations are often intractable with quantum analogs so we now collect a set of results that will be used frequently in the sequel to verify when inequalities of the type in Corollary 3.1.3 are true or false. An illustration of the well-known formula for q n − q −n in terms of sines when q is a root of unity can be found in [29, Figure 3 ] (there is an analogous formula in terms of cosine for q n + q −n ). Set ε(g, k) to be the denominator of ln q (see Figure 1 ) so the following can be stated in the necessary generality.
Proof. We will present a proof for even m, leaving the near-identical case of odd m to the reader. Carrying out the long division and simplifying yields
≤m by the triangle inequality.
Proof. Note that
.
We have 0 ≤ n ≤ ε(g, k) by assumption so we may use the inequalities sin(x) ≥
Exceptional algebras
In [21] , connectedétale algebras in C(sl 2 , k) are organized into an ADE classification scheme paralleling the classification of simply-laced Dynkin diagrams. The connectedétale algebra of "type A" is the trivial one given by the unit object 1 ∈ C(sl 2 , k) (Example 2.2.2). Those connectedétale algebras of "type D" arise at even levels in the following manner. The fusion subcategory C(sl 2 , 2k) pt ⊂ C(sl 2 , 2k) generated by invertible objects is equivalent to Rep(Z/2Z) and connectedétale algebras in Rep(Z/2Z) are in one-to-one correspondence with subgroups of Z/2Z as the additional cohomological data from [25, Theorem 3.1] is trivial for cyclic groups. "Type A" algebras correspond to the trivial subgroup in the "type D" construction, so we will refer to both types as standard in this exposition, and any algebra that does not arise from this construction as exceptional.
Example 3.3.1. Extending the notation from Section 2.3.2, simple objects of C(sl n , nk) for k ∈ Z ≥1 are enumerated by positive integer (n − 1)-tuples (s 1 , s 2 , . . . , s n−1 ) such that
The fusion subcategory C(sl n , nk) pt ≃ Rep(Z/nZ) has simple objects (s 1 , s 2 , . . . , s n−1 ) such that s i = nk and s j = 0 for all j = i, along with the trivial object. Standard connectedétale algebras in C(sl n , nk) are again in one-to-one correspondence with subgroups of Z/nZ. All exceptional connectedétale algebras in C(sl 2 , k) are succinctly listed in [21, Table 1 ], while all exceptional connectedétale algebras in C(sl 3 , k) are listed using modular invariants [17, Equations 2.7d,2.7e,2.7g] at levels k = 5, 9, 21. The theory of conformal embeddings provides examples of exceptional connectedétale algebras in C(sl 4 , k) at levels k = 4, 6, 8, which are described in detail in [7] . Although there is no explicit proof in the current literature that there are even finitely many exceptional connectedétale algebras in C(sl 4 , k), it is presumed based on computational evidence that the aforementioned list is exhaustive.
Example 3.3.2. There are no nontrivial standard connectedétale algebras in C(g 2 , k) since C(g 2 , k) pt ≃ Vec, but there are two standard connectedétale algebras in C(so 5 , 2k) since C(so 5 , 2k) pt ≃ Rep(Z/2Z) corresponding to (0, 0) and (0, 0) ⊕ (k, 0). For odd levels k, θ(k, 0) = −1 and so by Lemma 2.2.4, (0, 0) ⊕ (k, 0) does not have the structure of a connectedétale algebra. As in Example 3.3.1, the theory of conformal embeddings provides examples of exceptional connectedétale algebras in C(g 2 , k) at levels k = 3, 4 and C(so 5 , k) at levels k = 2, 3, 7, 12, which are described in detail in [6] .
Main theorem and proof outline
Theorem 1. If g is of rank 2, there exist finitely many levels k ∈ Z ≥1 such that C(g, k) contains an exceptional connectedétale algebra.
The proof of this result is contained in Sections 4-6 but illustrated below in the following example for sl 2 . A summary of the explicit bounds obtained can be found in Section 7.
Example 3.4.1 (C(sl 2 , k)). If A is an exceptional connectedétale algebra in C(sl 2 , k) with minimal nontrivial summand (ℓ), Lemma 2.2.4 applied to the twist formula in Section 2.3.1 implies (ℓ) is in the root lattice, i.e. ℓ is even, say ℓ = 2m for some m ∈ Z ≥1 and 2m < k. Explicit fusion rules for C(sl 2 , k) are well-known [8, Section 2.8], and we see that (m + 3) ⊗ (2m) contains summands (m − 1) and (m − 3) provided 3 ≤ m < k. Moreover Corollary 3.1.3 then implies
where (5) results from applying Corollary 3.2.2 to the right-hand side of (4) and (6) results from applying Lemma 3.2.3 to the left-hand side of (5) which is justified because 2m < k implies m − 2 ≤ (1/2)(k + 2). The inequality in (6) 
In what follows, the summands of (ℓ, m) * ⊗ (ℓ, m) = (m, ℓ) ⊗ (ℓ, m) will be computed and these summands are invariant under duality and rotation. We will show ℓ ′ + m ′ is bounded for such a conjugate. To do so we claim if
The set Π(m, ℓ : ℓ, m), illustrated by example in Figure 7 (refer to Section 2.4 for descriptions of the notation and visualization used), is a hexagon (triangle in the degenerate case m = 0) with vertex (0, 0) and circumcenter (ℓ, m). In Figure 7 ). The angles formed between Π(m, ℓ : ℓ, m) and T 1 , T 2 are 30 degrees when they exist. Therefore, when folded over T 1 , T 2 , the edges of Π(m, ℓ : ℓ, m) containing (0, 0) are parallel to the line formed by the weights (i, i), 0 ≤ i ≤ ⌊x/2⌋, implying τ j (µ) = (i, i) for any i ≥ 0 and j = 1, 2. Furthermore m ≤ ℓ ≤ k/2 ensures there is no contribution from τ 0 to N (i,i) (m,ℓ),(ℓ,m) for any of the desired summands. Lemma 2.4.1 then implies containment (7) .
By Corollary 3.1.3, containment (7) implies
while applying Corollary 3.2.2 to the right-hand side of (8) and Lemma 3.2.3 to the left-hand side of (8) (which is applicable since i ≤ x/2 implies 2(i + 1) ≤ x + 2 < k + 3) yields
Furthermore we re-index the left-hand side of (9), and bound each of the factors on the right-hand side of (9) in terms of x to produce
Now to eliminate the sum we proceed by parity: if x is even ⌊x/2⌋ + 1 = x/2 + 1 and if x is odd ⌊x/2⌋ + 1 = x/2 + 1/2. Then using Faulhaber's formula (refer to the introduction of [22] for a brief history and statement of this formula) on the left-hand side of (10) implies the inequalities (x even) 1 256 (x + 2) 2 (x + 4) 2 ≤ (2x + 2)(x + 2)(2x + 4), and
The first inequality is true for even x such that x < 1017 while the second is true for odd x such that x < 1021.
Lemma 2.2.4 implies θ(ℓ, m) = 1 for our original minimal nontrivial summand of A. One consequence is that (ℓ, m) is contained in the root lattice inside Λ 0 (i.e. ℓ ≡ m (mod 3)). Another consequence is that θ(ℓ ′ , m ′ ), the twist of its conjugate, is a third root of unity. To see this note that θ(0, k) is a third root of unity depending on the level k modulo 3 and (ℓ, m) is in the centralizer of the pointed subcategory generated by the simple object (0, k) (refer to the proof of [ Furthermore, θ(ℓ ′ , m ′ ) being a third root of unity forces (ℓ
The left-hand side of this inequality is maximized (as a real symmetric function of ℓ ′ , m ′ ≥ 0) when ℓ ′ = m ′ , which by the above argument can be no larger than x ≤ 1019. Hence we have k ≤ 3121194. In summary any exceptional connected etale algebra in C(sl 3 , k) must have a minimal summand which is conjugate to (ℓ ′ , m ′ ) such that ℓ ′ + m ′ ≤ 2038 and must occur at a level k ≤ 3121194, proving Theorem 1 for C(sl 3 , k).
Proof of Theorem 1: C(so , k)
Let A be a connectedétale algebra in C(so 5 , k) with minimal nontrivial summand (ℓ, m) (i.e. ℓ + m is minimal) and let x := ⌈(1/2)(ℓ + m)⌉ − 1, the greatest integer strictly less than the average of ℓ and m. The quantity x is crucial in the remainder of Section 5 as summands (s, t) such that s + t ≤ x are precisely those which will satisfy the hypotheses of Lemma 3.1.1. We aim to provide an explicit bound on x to subsequently produce a bound on the level k for which such a connectedétale algebra can exist. Lemma 2.2.4 implies that (ℓ, m) lies in the root lattice (i.e. m is even). Our proof will be split into four cases (three of the four cases have an argument based on the parity of ℓ), illustrated by example in Figure 8 is an integer which is likewise only the case when this integer is zero. Moreover all possible (ℓ, m) will be discussed through these four cases. Set λ := ℓ − x + 2 so we have λ = x + 4 if ℓ is even and λ = x + 3 if ℓ is odd. We claim that if 5 ≤ ℓ < k − 1, then
The set Π(λ, 0), illustrated by example in Figure 9 , (refer to Section 2.4 for descriptions of the notation and visualization used) is a square with vertex (−λ, 0) and its three conjugates under the Weyl group. In particular Π(λ, 0 :
(λ,0),(ℓ,0) as (λ, 0) does not lie on T 1 , nor does τ 0 contribute by the assumption ℓ < k − 1. There can be no contribution from τ 2 as Π(λ, 0 : ℓ, 0) does not intersect T 2 , thus Lemma 2.4.1 implies (11).
If ℓ is even, Corollary 3.1.3 applied to (11) gives
by applying Lemma 3.2.1 to the right-hand side of (12) . Then expanding the product in (13) and subtracting the leading term (equal to dim ′ (x − 2, 0)) from both sides yields
using Corollary 3.2.2 on the right-hand side to eliminate the quantum analogs. Moreover, applying Lemma 3.2.3 to the left-hand side of (14) (which is justified since x = (1/2)ℓ − 1 implies 2(2x + 4) ≤ 2(k + 3)) leaves the inequalities (ℓ even) 3 4 (x − 1)(2x + 1)(x + 2) ≤ 24(6x 2 + 30x + 55), and
repeating the same process for ℓ odd. Inequality (15) is true for even ℓ with x ≤ 98 and inequality (16) is true for odd ℓ with x ≤ 81. The former is a weaker bound on ℓ = 2x + 2 ≤ 198, which using θ(ℓ, 0) = 1 by Lemma 2.2.4 implies (2ℓ 2 + 6ℓ)/(4(k + 3)) ∈ Z and thus k ≤ (2(198) 2 + 6(198))/4 − 3 = 19896.
The case 2 ≤ m ≤ x + 2
Set λ := ℓ + m − x so that λ = x + 1 when ℓ is odd and λ = x + 2 if ℓ is even. We claim that for 2 ≤ m ≤ x + 2,
The set Π(λ, 0), illustrated by example in Figure 10 , is a square with vertex (−λ, 0) and its three conjugates under the Weyl group. From the fact m ≥ 2 is even, the set Π(λ, 0 : ℓ, m) contains (x, 0) and (x − 2, 2). The square Π(λ, 0 : ℓ, m) intersects T 1 at 45 degree angles, thus (x, 0) and (x − 2, 2) lying on this intersecting edge implies there is no contribution to the desired fusion coefficients from τ 1 . Reflection τ 0 could only contribute if (ℓ, m) lies on T 0 , and the assumption m ≤ x + 2 ensures there is no contribution from τ 2 as well. Lemma 2.4.1 then implies containment (17) . If ℓ is odd, Corollary 3.1.3 applied to (17) gives (19) using Lemma 3.2.1 on the right-hand side of (18) . Expanding the product on the right-hand side of (19) and subtracting the leading term (equal to dim 
(ℓ even) 3 4 (x − 1)(2x + 1)(x + 2) ≤ 24(2x 2 + 10x + 13)
repeating the above process for ℓ even. The inequality in (21) is true for odd ℓ with x ≤ 18 while the inequality in (22) is true for even ℓ with x ≤ 35.
Moreover 2 ≤ m ≤ 37, ℓ + m ≤ 72, and therefore k ≤ 2625 from Lemma 2.2.4 by maximizing (2ℓ 2 + 2ℓm + 6ℓ + m 2 + 4m)/4 − 3 subject to these constraints as in the conclusion of Section 5.1.
The case ℓ = 0 and m < k
We claim for m ≥ 4,
The set Π(0, m), illustrated by example in Figure 11 , is a square with vertex (0, −m) and its three conjugates under the Weyl group. In particular Π(0, m : 0, m) contains (i, 0) for 0 ≤ i ≤ x − 1. The angles formed between T 0 , T 2 and Π(0, m : 0, m) are 45 degrees, ensuring there is no contribution to the desired fusion coefficients from τ 0 , τ 2 ; Π(0, m : 0, m) does not intersect T 1 so there is no contribution from τ 1 either. Lemma 2.4.1 then implies containment (23) . 
applying Corollary 3.2.2 to the right-hand side of (24) and Lemma 3.2.3 to the left-hand side of (24) . Lemma 3.2.3 applies since m even implies 2(2x + 2) = 2(m + 4) < 2(k + 3). Now we rewrite the right-hand side of (25) in terms of x and re-index the left-hand sum, observing each factor on the left-hand side of (25) is greater than i to yield
Using Faulhaber's formula [22] on the left-hand side of (26) 
The case
Set λ := ℓ + m − x + 1 so that λ = x + 3 if ℓ is even, and λ = x + 2 if ℓ is odd. We claim if 0 = ℓ ≤ x < m − 2, then
The set Π(0, λ), illustrated by example in Figure 12 , is a square with vertex (0, −λ) and its three conjugates under the Weyl group. In particular Π(0, λ : ℓ, m) contains (ℓ + 1, m − λ) and (ℓ − 1, m − λ + 2) since x + 2 < m. The angles formed by Π(0, λ : ℓ, m) and T 2 are 45 degrees when they exist which implies there is no contribution to the desired fusion coefficients from τ 2 , while τ 0 cannot contribute because (ℓ, m) does not lie on T 0 . Lastly note that Π(0, λ : ℓ, m) does not intersect T 1 since x + 2 < m so there can be no contribution from τ 1 either. Lemma 2.4.1 then implies containment (27) .
Figure 12: (0, 6) ⊗ (3, 7) ∈ C(so 5 , 10)
Now notice that (ℓ + 1, m − λ) and (ℓ − 1, m − λ + 2) are contained in the set of weights (s, t) ∈ Λ 0 such that s + t = x. The dimensions of these objects have a clear lower bound.
Proof. With κ := π/(2(k + 3)), define f (s) := sin((x − s + 1)κ) sin((x + s + 3)κ) and g(s) := sin((2s + 2)κ) so that
as a real function of s ∈ [0, x] with the constant sin −4 (κ) sin(2(x + 2)κ) > 0 since κ and 2(x + 2)κ are in the interval (0, π/2) for 0 ≤ x < k/2. We will prove our main claim by showing that (
, so we will explicitly compute with α := x − s + 1 and β := x + s + 3 for brevity:
The above computations imply f ′ (s) < 0 and f ′′ (s) < 0 for s ∈ [0, x]. Using the product rule twice implies (f g) ′′ (s) < 0 and moreover (d 2 /ds 2 ) dim ′ (s, x−s) < 0 since these functions differ by a positive constant factor.
Lastly we need to verify dim
Note that
because x+1 < (1/2)(k+3). Moreover to complete our proof it would suffice that
. This inequality is always true because x + 3 and 2x + 3 are in the interval (0, k+3) and the function [n] = sin(nπ/(2(k+3)))/ sin(π/(2(k+3))) is strictly increasing for n ∈ (0, k + 3).
Hence when ℓ is even, Lemma 5.4.1 and Corollary 3.1.3 applied to (27) implies (29) by applying Lemma 3.2.1 to the right-hand side of (28) . All terms in (29) have a factor of [2] which we divide out before expanding the product on the right-hand side of (29) and subtracting the leading term (equal to dim ′ (0, x)) to yield 1 4 (x + 1)(x + 2)(x + 3) ≤ 6(3x 2 + 21x + 38).
Corollary 3.2.2 was applied eliminate the quantum analogs on the right-hand side of (30) and Lemma 3.2.3 was applied to eliminate the quantum analogs on the left-hand side, which is applicable since 4(x + 2) < 4(k + 3) since x < k/2. Inequality (30) is true for x ≤ 72, which implies 0 < ℓ ≤ 72 and 74 < m ≤ 145. Moreover Lemma 2.2.4 implies k ≤ 13319 by maximizing (2ℓ 2 + 2ℓm + 6ℓ + m 2 + 4m)/4 − 3 subject to these constraints. Repeating the above with ℓ odd only changes the right-hand side of (30) to 12(x + 3)
2 , which produces a more restrictive bound on x.
6 Proof of Theorem 1: C(g 2 , k)
Let A be a connectedétale algebra in C(g 2 , k) with minimal nontrivial summand (ℓ, m) (i.e. ℓ + (3/2)m is minimal) and fix x := ⌈(1/2)(ℓ + (3/2)m)⌉ − 1; the value x is the greatest integer n such that (n, 0) satisfies the hypotheses of Lemma 3.1.1. Similarly one can set y := ⌈(1/2)((2/3)ℓ + m)⌉ − 1; the value y is the greatest integer n such that (0, n) satisfies the hypotheses of Lemma 3.1.1. The proof of Theorem 1 will be split into four (clearly exhaustive) cases, illustrated by example in Figure 13 , with varying numbers of subcases for a fixed x: 0 ≤ ℓ ≤ 2, 3 ≤ ℓ ≤ x + 3, x + 3 < ℓ with m = 0, and m = 0. We will employ the same strategy as Section 5.1. Recall y = ⌈m/2⌉ − 1 if ℓ = 0 and set λ := m − y + 1 so that λ = y + 3 if m is even, and λ = y + 2 if m is odd. We claim for 4 < m ≤ k/2,
The set Π(0, λ), illustrated by example in Figure 14 , (refer to Section 2. which is true for y ≤ 242 which evidently yields a stricter bound on k.
The subcase ℓ = 1
The strategy is identical to Section 6.1.1, except with λ := m − y + 1 we claim
and we omit the redundant arguments for both this containment and to produce the following inequalities, based on m being even or odd, respectively: 27 32 y(y + 1)(2y + 1)(3y + 1)(3y + 2) ≤ 324(54y 4 + 613y 3 + 2861y 2 + β 1 y + β 2 ) 27 32 y(y + 1)(2y + 1)(3y + 1)(3y + 2) ≤ 1620(y + 3)(9y 3 + 65y 2 + 183y + 191)
where β 1 = 6427 and β 2 = 5725 for display purposes. The first inequality is true for even m with y ≤ 1160 and the second for odd m with y ≤ 967, hence m ≤ 2322 and moreover k ≤ (1 2 +3(1)(2322)+5(1)+3(2322) 2 +9(2322))/3−4 = 5400970.
The subcase ℓ = 2
and so we omit the redundant argument to produce the following inequalities, based on m being even or odd, respectively: 27 32 y(y + 1)(2y + 1)(3y + 1)(3y + 2) ≤ 81(399y 4 + 5171y 3 + β 1 y 2 + β 2 y + β 3 ) 27 32 y(y + 1)(2y + 1)(3y + 1)(3y + 2) ≤ 2835(y + 3)(9y 3 + 73y 2 + 234y + 278)
where β 1 = 28239, β 2 = 74821, and β 3 = 78570 for display purposes. The first inequality is true for even m with y ≤ 2138 and the second for odd m with y ≤ 1688, hence m ≤ 4272 and moreover k ≤ (2 2 + 3(2)(4272) + 5(2) + 3(4272) 2 + 9(4272))/3 − 4 < 18271135.
The case m = 0
Recall x = ⌈ℓ/2⌉ − 1 if m = 0. Set λ := ℓ − x + 1 so that λ = x + 3 if ℓ is even and λ = x + 2 if ℓ is odd. We claim that for 4 < ℓ ≤ k,
The set Π(λ, 0), illustrated by example in Figure 15 , is a hexagon with vertex (−λ, 0) and its five conjugates under the Weyl group. In particular Π(λ, 0 : ℓ, 0) contains (x − 1, 0) and (x − 2, 1) provided ℓ > 4. The angles formed by Π(λ, 0 : ℓ, 0) and T 1 are 30 degrees and the angles formed by Π(λ, 0 : ℓ, 0) and T 0 , T 2 are 60 degrees, ensuring there can be no contribution from τ 0 , τ 1 , τ 2 . Lemma 2.4.1 then implies containment (35). If m is even, Corollary 3.1.3 applied to (35) gives + 4) ) ∈ Z and with the proven bound on ℓ, k ≤ (1/3)( (1286) 2 + 5(1286)) − 4 = 1660214/3 < 553405.
If m is odd, the above process yields the inequality
which is true for x ≤ 481 which evidently yields a stricter bound on k.
6.3 The case 3 ≤ ℓ ≤ x + 3
Recall y = ⌈(1/2)((2/3)ℓ + m)⌉ − 1 and set λ := (2/3)ℓ + m − y so that λ = y + 2 if m is even and λ = y + 1 if m is odd. We claim
The set Π(0, λ), illustrated by example in Figure 16 , is a hexagon with vertex 2 +9m)−4; and for ℓ+(3/2)m ≤ 495 we have k ≤ 109886. As in Sections 6.1 and 6.2, the case in which ℓ + (3/2)m is odd leads to a stricter bound on k by this method.
The subcase ℓ ≡ 1 (mod 3)
With y = ⌈(1/2)((2/3)ℓ + m)⌉ − 1, we set λ := (2/3)(ℓ − 1) + m − y. This implies λ = y if m is even and λ = y + 1 if m is odd. We claim
and we omit the argument for this containment as it is identical to that of Section 6.3.1.
If m is odd, Corollary 3.1.3 applied to (45) gives which is true for y ≤ 252. Hence we have (2/3)ℓ + m ≤ 1288 and furthermore ℓ + (3/2)m ≤ 1933. The level k is bounded under these constraints by k ≤ 1664094. As in Sections 6.1 and 6.2, the case in which m is even leads to a stricter bound on k by this method.
The subcase ℓ ≡ 2 (mod 3)
With y = ⌈(1/2)((2/3)ℓ + m)⌉ − 1, we set λ := (2/3)(ℓ − 2) + m − y. This implies λ = y if m is even and λ = y − 1 if m is odd. We claim
If m is even, Corollary 3.1.3 applied to (50) gives which is true for y ≤ 962, hence (2/3)ℓ + m ≤ 1926 and moreover ℓ + (3/2)m ≤ 2889. This produces a bound of k ≤ 3715250. As in Sections 6.1 and 6.2, the case in which m is odd leads to a stricter bound on k by this method.
6.4
The case x + 3 < ℓ and m = 0
We will employ a similar strategy to Section 5.4. We first claim that if x+ 3 < ℓ, then for some x + 1 ≤ λ ≤ x + 3, (λ, 0) ⊗ (ℓ, m) contains two summands (s, t) such that s + (3/2)t = x, depending on the parity of ℓ and remainder of m modulo 4. We will provide proof of this claim in the most extreme case ℓ is even and 4 | m, using λ = x + 3, leaving the other near identical cases to the reader (geometrically this fact should be evident). The only changes in each case are due to the slight differences caused by the ceiling function in the definition of x. Note that under our current assumptions x = (1/2)ℓ + (3/4)m − 1.
The set Π(λ, 0), illustrated by example in Figure 17a , is a hexagon with vertex (−λ, 0) and its five conjugates under the Weyl group. In particular Π(λ, 0 : ℓ, m) contains (ℓ−λ−2, m+2) and (ℓ−λ+4, m−2). The angles formed by Π(λ, 0 : ℓ, m) and T 1 are 30 degrees and the angles formed by Π(λ, 0 : ℓ, 0) and T 0 , T 2 are 60 degrees, ensuring there can be no contribution from τ 0 , τ 1 , τ 2 . Lemma 2.4.1 then implies the fusion coefficients N Lemma 6.4.1. If 0 ≤ x < k/2, dim ′ (x, 0) ≤ dim ′ (s, t) for all s, t ∈ Z ≥0 such that s + (3/2)t = x.
Proof. With κ := π/(3(k + 4)), define f (t) = sin((3(t + 1))κ) g(t) = sin((x − (3/2)t + 1)κ) sin((x + (3/2)t + 4)κ) h(t) = sin((3x − (3/2)t + 6)κ) sin((3x + (3/2)t + 9)κ) as real functions of t ∈ [0, (2/3)x] so that dim ′ (x − (3/2)t, t) = sin −6 (κ) sin((2x + 5)κ)f (t)g(t)h(t).
Now we compute with α = x − (3/2)t + 1 and β = x + (3/2)t + 4 for brevity, g ′ (t) = (3/2)κ(cos(βκ) sin(ακ) − sin(βκ) cos(ακ)) = −(3/2)κ sin(3(t + 1))κ) ⇒ g ′′ (t) = −(9/2)κ 2 cos(3(t + 1))κ).
complex Lie algebras g. Given a connectedétale algebra in C(g, k) with a minimal (in an appropriately chosen sense) nontrivial summand γ, one should produce λ, µ 1 , µ 2 such that µ 1 ⊕ µ 2 ⊂ λ ⊗ γ and λ − µ i is bounded by some fixed constant independent of γ and k. In rank 2 the choice of λ, µ 1 , µ 2 was clear due to the geometric interpretation of the quantum Racah formula; higher rank Lie algebras may require an argument of mere existence due to the complexity of fusion rules, in which case the discovered level bounds will become even less tractable than those in this paper.
