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ABSTRACT
Studies in Interpolation and Approximation of Multivariate Bandlimited Functions.
(August 2011)
Benjamin Aaron Bailey, B.S., Texas Tech University;
M.S., Texas Tech University
Co–Chairs of Advisory Committee: Dr. Thomas Schlumprecht
Dr. N. Sivakumar
The focus of this dissertation is the interpolation and approximation of multi-
variate bandlimited functions via sampled (function) values. The first set of results
investigates polynomial interpolation in connection with multivariate bandlimited
functions. To this end, the concept of a uniformly invertible Riesz basis is devel-
oped (with examples), and is used to construct Lagrangian polynomial interpolants
for particular classes of sampled square-summable data. These interpolants are used
to derive two asymptotic recovery and approximation formulas. The first recovery
formula is theoretically straightforward, with global convergence in the appropriate
metrics; however, it becomes computationally complicated in the limit. This complex-
ity is sidestepped in the second recovery formula, at the cost of requiring a more local
form of convergence. The second set of results uses oversampling of data to establish
a multivariate recovery formula. Under additional restrictions on the sampling sites
and the frequency band, this formula demonstrates a certain stability with respect to
sampling errors. Computational simplifications of this formula are also given.
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1CHAPTER I
INTRODUCTION
A. An Overview
This dissertation explores interpolation and approximation in the space of multivari-
ate bandlimited functions PW[−pi,pi]d (see Definition II.1) from the point of view of
sampling. That is, given a function f ∈ PW[−pi,pi]d , data sites (tn)n∈Zd arising from
some exponential frame or Riesz basis condition, and the sequence of sampled values
(f(tn))n∈Zd (typically square-summable), how can one exactly recover f in some con-
crete fashion? Once the requisite theory and background are presented in Chapter II,
two broad approaches are then utilized. In Chapter III, polynomial interpolants are
introduced which allow for the construction of approximants for arbitrary bandlimited
functions (Theorems III.26 and III.30) which demonstrate desirable convergence. In
Chapter IV, oversampling of data (sampling at points ( tn
λ
)n where λ > 1) is employed
so that the derived approximants are stable with respect to certain systematic errors
in
(
f
(
tn
λ
))
n
∈ `2(Zd) (see Theorems IV.3 and IV.7).
B. Introduction to Chapter II
The basic notions and theory necessary for this dissertation are presented in Chapter
II. The definition and fundamental properties of bandlimited functions are developed
in Section A. In Section B, frames and Riesz bases are introduced, with emphasis
placed upon those which consist of complex exponential functions. Of particular in-
terest is Lemma II.17, (the Bessel space Lemma) which is used repeatedly throughout
 This dissertation follows the style of the Journal of Approximation Theory.
2this dissertation. Concrete examples of exponential frames and Riesz bases are given
in Section C, notably in Theorems II.18, II.19, II.20, and II.21. An explicit rela-
tionship between constants appearing in Theorems II.20 and II.21 is given in Section
D.
C. Introduction to Chapter III
Approximation of univariate bandlimited functions as limits of polynomials has a
rich pedigree, which is illustrated by historical answers to the following question:
If (sincpi(· − tn))n∈Z is a Riesz basis for PW[−pi,pi], what are the canonical product
expansions of the biorthogonal functions for this Riesz basis? The first results along
these lines were given by Paley and Wiener in [1], and improved upon by Levinson
in [2, pages 47-67]). Subsequently Levin extended these results to different classes
of Riesz bases in [3]. A complete solution is given by Lyubarskii and Seip in [4] and
Pavlov in [5]. In particular, they prove the following theorem, which is the starting
point of Chapter III.
Theorem I.1. Let (tn)n ⊂ R, (where tn 6= 0 when n 6= 0), be a sequence such that the
family of functions (sincpi(· − tn))n is a Riesz basis for PW[−pi,pi]. Then the function
S(z) = lim
r→∞
(z − t0)
∏
{tn : |tn|<r , n6=0}
(
1− z
tn
)
is entire, where convergence is uniform on compacta, and the biorthogonal functions
(Gn)n of (sincpi(· − tn))n are given by
Gn(z) =
S(z)
(z − tn)S ′(tn) .
The following is a readily proven corollary of Theorem I.1:
Corollary I.2. Let (tn)n ⊂ R and (Gk)k be defined as in Theorem I.1. Then for each
3k, there exists a sequence of polynomials (ΦN,k)N such that
1) ΦN,k(tn) = Gk(tn) when |tn| < N .
2) limN→∞ΦN,k = Gk uniformly on compacta.
Corollary I.2 motivates two questions:
1) Let (tn)n ⊂ Rd be chosen such that
(
ei〈·,tn〉
)
n
is a Riesz basis for L2([−pi, pi]d).
What are sufficient conditions on
(
ei〈·,tn〉
)
n
such that every multivariate bandlimited
function f , (not just biorthogonal functions associated with a particular exponential
Riesz basis), has a corresponding sequence of polynomials which interpolates f on
increasingly large subsets of (tn)n?
2) If polynomial interpolants (of the type described above) for a multivariate
bandlimited function exist, can these interpolants be used to approximate the function
in some simple and straightforward way?
Let (tn)n∈Zd ⊂ Rd be a sequence such that the family of exponentials
(
ei〈·,tn〉
)
n∈Zd
is a uniformly invertible Riesz basis for L2([−pi, pi]d) (defined in Chapter III, Section
B). Under this condition, Theorem III.26 shows that polynomial interpolants of the
type described in question 1) exist, along with bounds on the coordinate degree
(not just the total degree) of each polynomial. This theorem also addresses question
2), by demonstrating that multivariate bandlimited functions can be approximated
globally, in both uniform and L2 metrics, by a rational function times a multivariate
sinc function. Stated informally,
f(t) ' Ψ`(t)SINC(pit)
Qd,`(t)
, ` > 0, (1.1)
where (Ψ`)`∈N is the desired sequence of interpolating polynomials and (Qd,`)` is a
sequence of polynomials which eventually removes all the zeros of the SINC func-
tion. The fraction in expression (1.1) becomes more computationally complicated as
4` increases. Theorem III.30 gives a more satisfactory answer to question 2) by using
exp
(
−
N∑
k=1
1
k(2k − 1)
‖t‖2k2k
(`+ 1/2)2k−1
)
, ` > 0,
in lieu of the fraction in expression (1.1). The exponent in the above expression is
now a rational function of `. This simplicity necessitates replacing global L2 and
uniform convergence with a more local (though not totally local) convergence.
The author is unaware of any other multivariate theorem addressing questions
1) and 2) above, and which satisfies the following:
a) The exponential Riesz bases under consideration are not necessarily tensor
products of single-variable Riesz bases.
b) Convergence stronger than “uniform convergence on compacta” is proven.
It should be noted that Theorems III.26, III.30, and Corollary III.31 do not, at
this point, recover Corollary I.2 or Theorem I.1 in its generality of allowable sequences
(tn)n ⊂ R, though the comments above show that their value is due primarily to
their multidimensional nature and convergence properties. This being said, Theorem
III.44 (in Section G) presents an alternative proof of Theorem I.1 in the case that(
ei〈·,tn〉
)
n∈Zd is a uniformly invertible Riesz basis for L2[−pi, pi].
D. Introduction to Chapter IV
The subject of recovery of bandlimited signals from discrete data has its origins in
the Whittaker-Kotel’nikov-Shannon Sampling Theorem (1.2), historically the first
and simplest such recovery formula, presented below. Without loss of generality the
bandwidth is restricted to [−pi, pi].
f(t) =
∑
n∈Z
f(n)sincpi(t− n), t ∈ R, f ∈ PW[−pi,pi]. (1.2)
5Convergence in (1.2) is global with respect to L2 and L∞ metrics. Equation (1.2)
has drawbacks. Foremost, the recovery formula does not converge given certain types
of error in the sampled data. Suppose sampled data corresponding to a bandlimited
function f has noise, say perhaps (f(n) + n)n∈Z where n =  sign(sincpi(1/2 − n)).
If we try to estimate f by substituting (f(n) + n)n∈Z in place of (f(n))n∈Z in (1.2),
we obtain:
f˜(t) := f(t) + 
∑
n∈Z
(sign(sincpi(1/2− n)))sincpi(t− n),
which yields
f˜(1/2) = f(1/2) + 
∑
n∈Z
|sincpi(1/2− n)| =∞.
This demonstrates that (1.2) is unstable under `∞ perturbations of the sampled data.
One way to remedy this deficiency in (1.2) is to introduce oversampling, by which
we mean the following process: given data sites (tn)n, increase the density of this
sequence by a factor of λ > 1, and obtain samples
(
f
(
tn
λ
))
n
. If we have a sequence
of data sites (tn)n and corresponding samples (f(tn))n (with no noise) for which a
bandlimited function f ∈ PW[−pi,pi] can be perfectly recovered, what information does
an increase in the density of data sites provide?
Equation (1.3) below, (proven in [6] by Daubechies and DeVore) uses oversam-
pling of equally spaced data sites to expand f via translates of a Schwartz function g
rather than the slowly decaying sinc function:
f(t) =
1
λ
∑
n∈Z
f
(n
λ
)
g
(
t− n
λ
)
, t ∈ R. (1.3)
Convergence of (1.3) is global with respect to L2 and L∞ metrics. The following
theorem in [6] illustrates a certain stability of the recovery formula (1.3) in contrast
to (1.2). Suppose we have sample values f˜n = f
(
n
λ
)
+ n where supn |n| = . If, in
(1.3), we replace f
(
n
λ
)
by f˜n, and call the resulting expression f˜ , then we have the
6following error bounds in recovery.
Theorem I.3 (Daubechies, DeVore).
sup
t∈R
|f(t)− f˜(t)| ≤ 
(
‖g‖L1 +
1
λ
‖g′‖L1
)
. (1.4)
As a comment, it is unnecessary for g to be a Schwartz function for (1.3) and
(1.4) to hold; it is enough for g to be continuously differentiable where g, g′ ∈ L1(R).
The true reason for requiring g to decay rapidly becomes apparent in Daubechies’
and DeVore’s treatment of quantization in [6], a topic which is not addressed here.
In Chapter IV, (1.3) and (1.4) are generalized in Theorems IV.3 and IV.7 in
Sections B and C respectively. The setting is described below.
1) The underlying space is PWE, a space of multivariate functions. The frequency
domain E ⊂ Rd is a set satisfying natural geometric conditions, as described in
Proposition IV.1. An important example will be PW[−pi,pi]d .
2) The sampling nodes (tn)n ⊂ Rd are such that the set of functions
(
ei〈·,tn〉
)
n
is
a frame for L2(E) (defined in Chapter II, Section B). This generalizes (1.3), which
uses the crucial fact that (ein(·))n∈Z is an orthogonal basis for L2[−pi, pi].
The sampling formula in Theorem IV.3 is of the form
f(t) =
1
λd
∑
k
(BfT /λ)kg
(
t− tk
λ
)
, t ∈ Rd, f ∈ PWE,
where convergence is global with respect to both L2 and L∞ metrics. In the equality
above, g is a Schwartz function, B is an infinite matrix relating to the frame operator
for
(
ei〈·,tn〉
)
n
, and fT /λ =
(
f
(
tn
λ
))
n
. Theorem IV.3 focuses on resolving two questions.
1) If we restrict to E = [−pi, pi]d, when can a measure of stability (in the manner
of (1.4)) be achieved for the recovery formula in Theorem IV.3?
2) When can the matrix B be explicitly computed, and when can its properties
7as an operator from one sequence space to another be determined? Even if we restrict
to E = [−pi, pi]d, then under the full generality of Theorem IV.3, the entries of B are
difficult to ascertain.
Regarding the first question, a criterion for the recovery formula to be stable
given `p error (1 ≤ p <∞) in sampled data is given in Theorem IV.7. This criterion
is satisfied if
(
ei〈·,tn〉
)
n
is a tight frame for L2([−pi, pi]d) (Theorem IV.18 in Section
C), or in the univariate case, if
(
eitn(·)
)
n
can be made into an orthogonal basis for
L2[−pi, pi] after replacement of finitely many complex exponential functions (Theorem
IV.16 in Section C).
Regarding the second question, a reasonable degree of explicitness of the entries
of B and an understanding of its behavior as an operator can be achieved if either(
ei〈·,tn〉
)
n
is a tight frame or a Riesz for L2([−pi, pi]d). If
(
ei〈·,tn〉
)
n
is a tight frame, then
B can be explicitly determined (Theorem IV.18 in Section C). If
(
ei〈·,tn〉
)
n
is a Riesz
basis, then we have a sequence of approximants for functions in PW[−pi,pi]d in which
the infinite matrix B can be replaced by a sequence of finite matrices each of whose
entries is computable by linear-algebraic means. This is the content of Theorem IV.22
in Section D.
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PRELIMINARY MATERIAL*
This chapter introduces the basic notions and theory that will be used throughout
this dissertation.∗
A. Introduction to bandlimited functions
In this dissertation, an isomorphism T : X → Y between two normed spaces is a
linear map such that for some m,M > 0,
m‖x‖X ≤ ‖Tx‖Y ≤M‖x‖X , x ∈ X.
If an isomorphism is onto, it will be explicitly stated.
The following is the d-dimensional L2 unitary Fourier transform:
F(f)(· ) = P.V. 1
(2pi)d/2
∫
Rd
f(ξ)e−i〈·,ξ〉dξ, f ∈ L2(Rd),
where the inverse transform is given by
F−1(f)(· ) = P.V. 1
(2pi)d/2
∫
Rd
f(ξ)ei〈·,ξ〉dξ, f ∈ L2(Rd).
Definition II.1. Given a bounded set E ⊂ Rd with positive Lebesgue measure, we
define
PWE := {f ∈ L2(Rd) | supp(F−1(f)) ⊂ E}.
Functions in PWE are said to be bandlimited.
∗Part of this chapter is reprinted with permission from An asymptotic equivalence
between two frame perturbation theorems, by B. A. Bailey, in: M. Neamtu, L. Schu-
maker (Eds.), Proceedings of Approximation Theory XIII: San Antonio 2010, Springer
(in press) pp. 1-7, Copyright 2011 by Springer-Verlag.
9Definition II.2. Define the function SINC : Rd → R by
SINC(x) := sinc(x(1)) · . . . · sinc(x(d))
where sinc(t) := sin(t)
t
for t ∈ R.
The following are facts concerning PWE which will be used frequently.
1) PWE is isometric to L2(E) by way of the unitary Fourier transform.
2) PW[−pi,pi]d consists of functions from Rd to C, though it is easily verified that they
naturally extend to entire functions from Cd to C. In this dissertation we restrict the
domain to Rd.
3) We have
F
(
1
(2pi)d/2
ei〈·,τ〉χ[−pi,pi]d(·)
)
(t) = SINCpi(t− τ)
by direct computation.
4) From 1) and 3) above, and the fact that
(
1
(2pi)d/2
ei〈·,n〉
)
n∈Zd
is an orthonormal basis
for L2([−pi, pi]d), we see that
(
SINCpi(·−n))
n∈Zd is an orthonormal basis for PW[−pi,pi]d .
5) If f ∈ PW[−pi,pi]d and t ∈ Rd, then (since F is unitary),
f(t) = F(F−1f)(t) =
〈
(F−1f)(·), 1
(2pi)d/2
ei〈t,·〉χ[−pi,pi]d(·)
〉
=
〈
f(·), SINCpi(· − t)〉, (2.1)
where 〈·, ·〉 denotes the standard inner product in L2(Rd).
6) In PWE, L2 convergence implies uniform convergence:
‖f‖∞ = sup
t∈Rd
∣∣∣∣ 1(2pi)d/2
∫
E
(F−1f)(ξ)e−i〈t,ξ〉dξ
∣∣∣∣ ≤ 1(2pi)d/2
∫
E
|(F−1f)(ξ)|dξ
≤ µ(E)
1/2
(2pi)d/2
(∫
E
|(F−1f)(ξ)|2dξ
)1/2
=
µ(E)1/2
(2pi)d/2
‖F−1f‖2 = µ(E)
1/2
(2pi)d/2
‖f‖2, (2.2)
10
where the second inequality above follows from the Cauchy-Schwarz inequality.
7) The d-dimensional Riemann-Lebesgue Lemma, [7, Theorem 8.22, page 249] implies
lim
‖x‖∞→∞
f(x) = 0, f ∈ PW[−pi,pi]d . (2.3)
8) We have the multivariate Whittaker-Kotel’nikov-Shannon Sampling Theorem (2.4)
[8, page 57]: If f ∈ PW[−pi,pi]d , then
f(t) =
∑
n∈Zd
f(n)SINC(pi(t− n)), t ∈ Rd, (2.4)
where the sum converges in PW[−pi,pi]d , and hence uniformly.
9) The following celebrated result due to Paley and Wiener (see [9, Theorem 19.3])
characterizes bandlimited functions of a single variable.
Theorem II.3. A function f is in PW[−pi,pi] if and only if each of the following
statements holds:
1) f is entire.
2) There exists M ≥ 0 such that |f(z)| ≤Mepi|z| for z ∈ C.
3) f
∣∣
R ∈ L2(R).
B. Introduction to frames and Riesz bases
The following information concerning frames may be found in [10, Section 4].
Definition II.4. A frame for a separable Hilbert space H is a sequence (fn)n ⊂ H
such that for some 0 < A < B,
A‖f‖2 ≤
∑
n
|〈f, fn〉|2 ≤ B‖f‖2, ∀f ∈ H. (2.5)
The optimal numbers A and B in (2.5) are called the lower and upper frame bounds,
respectively.
11
Proposition II.5. Let H be a Hilbert space with orthonormal basis (en)n. The fol-
lowing conditions are equivalent.
1) The sequence (fn)n ⊂ H is a frame for H.
2) The synthesis operator L : H → H defined by Len = fn is bounded linear and
onto.
3) The analysis operator L∗ : H → H given by f 7→∑n〈f, fn〉en is an isomorphism.
Proof. 1) ⇐⇒ 2): This follows from the basic theory of adjoint operators.
2)⇐⇒ 3): This follows immediately from the computation of L∗f = ∑n〈f, fn〉en.
Definition II.6. Given a frame (fn)n with synthesis operator L, the map S = LL
∗
given by
Sf =
∑
n
〈f, fn〉fn
is an onto isomorphism. S is called the frame operator associated to the frame. We
note that S is positive and self-adjoint.
Definition II.7. A tight frame for a Hilbert space is a frame such that the upper
and lower frame bounds are equal. Equivalently, a tight frame is a frame such that
the frame operator is a scalar multiple of the identity.
Definition II.8. A sequence (fn)n ⊂ H satisfying
∑
n
|〈f, fn〉|2 ≤ B‖f‖2, ∀f ∈ H
is a called a Bessel sequence. The smallest number B such that the inequality above
holds is called the upper frame bound.
The following proposition characterizes Bessel sequences.
Proposition II.9. (fn)n ⊂ H is a Bessel sequence if and only if the synthesis operator
is bounded.
12
Proof. (fn)n ⊂ H is a Bessel sequence if and only if L∗ has norm
√
B, which holds if
and only if L has norm
√
B.
Definition II.10. Let H be a Hilbert space with orthonormal basis (en)n. A sequence
(fn)n ⊂ H is called a Riesz basis for H if the map Len = fn is an onto isomorphism.
If (fn)n ⊂ H is a Riesz (resp. Schauder) basis for H, then there exists an
associated Riesz (resp. Schauder) basis of functions (f ∗n)n ⊂ H such that 〈fn, f ∗m〉 =
δmn. This basis is called the biorthogonal basis associated with (fn)n. Expressed in
the terminology of frames,
f ∗n = S
−1fn.
The basic connection between frames and the sampling theory of bandlimited
functions (more generally in a reproducing kernel Hilbert space) is straightforward.
Let (fn)n =
(
1
(2pi)d/2
ei〈·,tn〉
)
n
be a frame for PW[−pi,pi]d with frame operator S. If F is
the unitary Fourier transform and f ∈ PW[−pi,pi]d , then
S(F−1(f)) =
∑
n
〈F−1(f), fn〉fn =
∑
n
F(F−1(f))(tn)fn =
∑
n
f(tn)fn,
implying that
F−1(f) =
∑
n
f(tn)S
−1fn,
so that
f =
∑
n
f(tn)F(S−1fn).
If we restrict to the Riesz basis case, we have the following corollary.
Corollary II.11. Let
(
1
(2pi)d/2
ei〈·,tn〉
)
n∈N
be a Riesz basis for L2([−pi, pi]d), with biorthog-
onal functions (f ∗n)n∈N. If Gn := Ff ∗n for n ∈ N, then
Gn(tm) = δnm (2.6)
13
and
f =
∞∑
n=1
f(tn)Gn(t). (2.7)
Note that for general d, we recover (2.4) when (tn)n is an enumeration of Zd.
The following theorem (see [11]) illustrates another natural link between expo-
nential Riesz bases and sampling. The proof of Theorem II.12 when d = 1 appears
in [11, Theorem 9, page 143], and the proof for general d (from a functional analytic
point of view) is identical.
Theorem II.12. Let (tn)n∈Zd ⊂ R. The following are equivalent:
1) The sequence of functions
(
ei〈(·),tn〉
)
n∈Zd is a Riesz basis for L2([−pi, pi]d).
2) The map f 7→ (f(tn))n∈Zd is a bijection from PW[−pi,pi]d to `2(Zd).
Definition II.13. A subset S of Rd is uniformly separated if
inf
x,y∈S , x 6=y
‖x− y‖2 > 0.
Definition II.14. A subset S of Rd is relatively uniformly separated if it is the union
of finitely many uniformly separated sets.
The following is an immediate corollary of Theorem 3.1 in [12]:
Proposition II.15. If (tn)n∈N ⊂ Rd is chosen such that (ei〈tn,(·)〉)n∈N is a Bessel
sequence for L2([−pi, pi]d), then (tn)n∈N ⊂ Rd is relatively uniformly separated.
The following statement is quickly derived from basic definitions: If
(
ei〈tn,(·)〉
)
n∈Zd
is a Riesz basis for L2([−pi, pi]d), then (tn)n∈Zd is uniformly separated.
Definition II.16. An exponential Riesz basis (resp. frame) is a sequence of functions
(ei〈·,tn〉)n which is a Riesz basis (resp. frame).
As a note, there exists a great body of research on the separation properties of
exponential frames and Riesz bases. Here we have only discussed what is necessary
14
for the purposes at hand.
The Bessel sequence Lemma (BSL) (see [13, Lemma 1]), is central to many results
in this dissertation.
Lemma II.17 (BSL). Choose (tk)k∈N ⊂ Rd such that (hk)k∈N :=
(
1
(2pi)d/2
ei〈(·),tk〉
)
k∈N
is a Bessel sequence in L2([−pi, pi]d) with upper frame bound B.
If (τk)k∈N ⊂ Rd and (fk)k∈N :=
(
1
(2pi)d/2
ei〈(·),τk〉
)
k∈N
, then for all r, s ≥ 1 and any finite
sequence (ak)k, we havewwwww
s∑
k=r
ak(hk − fk)
wwwww
L2([−pi,pi]d)
≤
√
B
(
e
pid
(
sup
r≤k≤s
‖tk−τk‖∞
)
− 1
)( s∑
k=r
|ak|2
) 1
2
.
Proof. By Proposition II.9,∥∥∥ n∑
k=1
akhk
∥∥∥
L2([−pi,pi]d)
≤
√
B
( n∑
k=1
|ak|2
)1/2
, for all (ak)
n
k=1 ⊂ C.
Let δk = τk − tk where δk = (δk1, · · · , δkd), then
φr,s(x) :=
s∑
k=r
ak
(2pi)d/2
[
ei〈tk,x〉 − ei〈τk,x〉] = s∑
k=r
ak
(2pi)d/2
ei〈tk,x〉
[
1− ei〈δk,x〉]. (2.8)
Define J = {(j1, · · · , jd) ∈ Zd | ji ≥ 0, (j1, · · · , jd) 6= 0}. For any δk,
1− ei〈δk,x〉 = 1− eiδk1x1 · . . . · eiδkdxd
= 1−
( ∞∑
j1=0
(iδk1x1)
j1
j1!
)
· . . . ·
( ∞∑
jd=0
(iδkdxd)
jd
jd!
)
= 1−
∑
(j1,··· ,jd), ji≥0
(iδk1x1)
j1 · . . . · (iδkdxd)jd
j1! · . . . · jd!
= −
∑
(j1,··· ,jd)∈J
ij1+...+jd
(δk1x1)
j1 · . . . · (δkdxd)jd
j1! · . . . · jd! ,
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From (2.8), we obtain
|φr,s(x)| =
∣∣∣∣∣
s∑
k=r
ak
(2pi)d/2
ei〈tk,x〉
[ ∑
(j1,··· ,jd)∈J
ij1+...+jd
(δk1x1)
j1 · . . . · (δkdxd)jd
j1! · . . . · jd!
]∣∣∣∣∣
=
∣∣∣∣∣ ∑
(j1,··· ,jd)∈J
xj11 · . . . · xjdd
j1! · . . . · jd! i
j1+...+jd
s∑
k=r
ak
(2pi)d/2
δj1k1 · . . . · δjdkdei〈tk,x〉
∣∣∣∣∣
≤
∑
(j1,··· ,jd)∈J
pij1+...+jd
j1! · . . . · jd!
∣∣∣ s∑
k=r
akδ
j1
k1 · . . . · δjdkd
ei〈tk,x〉
(2pi)d/2
∣∣∣.
For brevity denote the outer summand above by hj1,...,jd(x). Then
‖φr,s‖2 ≤
(∫
[−pi,pi]d
∣∣∣ ∑
(j1,··· ,jd)∈J
hj1,...,jd(x)
∣∣∣2dx) 12
≤
∑
(j1,··· ,jd)∈J
(∫
[−pi,pi]d
∣∣∣hj1,...,jd(x)∣∣∣2dx) 12
=
∑
(j1,··· ,jd)∈J
pij1+·...·+jd
j1! · . . . · jd!
(∫
[−pi,pi]d
∣∣∣∣ s∑
k=r
akδ
j1
k1 · . . . · δjdkd
ei〈tk,x〉
(2pi)d/2
∣∣∣∣2dx) 12
≤
√
B
∑
(j1,··· ,jd)∈J
pij1+·...·+jd
j1! · . . . · jd!
( s∑
k=r
|ak|2|δj1k1|2 · . . . · |δjdkd|2
) 1
2
≤
√
B
∑
(j1,··· ,jd)∈J
pij1+·...·+jd
j1! · . . . · jd!
(
s∑
k=r
|ak|2
(
sup
r≤k≤s
‖τk − tk‖∞
)2(j1+...+jd)) 12
=
√
B
∑
(j1,··· ,jd)∈J
(
pi sup
r≤k≤s
‖τk − tk‖∞
)j1+·...·+jd
j1! · . . . · jd!
( s∑
k=r
|ak|2
) 1
2
=
√
B
[ d∏
l=1
( ∞∑
j`=0
(
pi sup
r≤k≤s
‖τk − tk‖∞
)j`
j`!
)
− 1
]( s∑
k=r
|ak|2
) 1
2
=
√
B
(
e
pid
(
sup
r≤k≤s
‖τk−tk‖∞
)
− 1
)( s∑
k=r
|ak|2
) 1
2
.
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C. Examples of exponential Riesz bases and frames
The following deep result due to Beurling ([14, see Theorem 1, Theorem 2, and (38)])
provides a multitude of exponential frames.
Theorem II.18 (Beurling). Let (tn)n ⊂ Rd be a sequence such that
inf
tn 6=tm
‖tn − tm‖`2 > 0, and
sup
ξ∈Rd
inf
n
‖tn − ξ‖`2 <
pi
2
.
If E is a subset of the closed unit ball in Rd and E has positive Lebesgue measure,
then (ei〈·,tn〉)n is a frame for L2(E).
Other examples exponential Riesz bases and frames are shown here.
Theorem II.19. (Kadec’s “1/4” Theorem) Let (tn)n∈Z ⊂ R be a sequence of real
numbers such that
sup
n∈Z
|n− tn| < 1/4.
Then the sequence of functions
(
eitn(·)
)
is a Riesz basis for L2[−pi, pi]. Furthermore, if
C is any constant such that supn∈Z |n− tn| < C implies that
(
eitn(·)
)
is a Riesz basis
for L2[−pi, pi], then C ≤ 1/4.
The following is the scheme that Kadec used to prove Theorem II.19, first proven
in [15] (see [11] for a nice exposition). Define the operator T on L2[−pi, pi] by
T
(
ein(·)
)
= ein(·) − eitn(·) = ein(·)(1− ei(tn−n)(·)), n ∈ Z.
Expand ei(tn−n)(·) with respect to the orthogonal basis
B =
{
1, cos(nx), sin
(
n− 1
2
)
x
}
n∈N
for L2[−pi, pi], and use this expansion to estimate the norm of T . Inspired calculation
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shows that ‖T‖ < 1, so that by usual Neumann series manipulation, the map
I − T : ein(·) 7→ eitn(·)
is an onto isomorphism. To prove optimality of C = 1/4, consider the sequence of
exponentials (fn)n∈Z where
fn(x) =

ei
(
n+ 1
4
)
x, n < 0;
1, n = 0;
ei
(
n− 1
4
)
x, n > 0
.
It can be shown (with much effort) that (fn)n∈Z\{0} has dense linear span in L2[−pi, pi],
so that (fn)n∈Z cannot be a Riesz basis. See [11, Chapter 3] for an exposition of this
proof.
An impressive generalization of Kadec’s “1/4” Theorem when d = 1 is Avdonin’s
“1/4 in the mean” Theorem, [16]. In [17], Sun and Zhou have proven the following
multidimensional version of Kadec’s “1/4” Theorem through a direct generalization
of Kadec’s original proof. In this case, optimality (i.e., the counterpoint of the second
part of Theorem II.19) is not addressed.
Theorem II.20 (Sun, Zhou). Let (tk)k∈N ⊂ Rd be a sequence such that
(hk)k∈N :=
( 1
(2pi)d/2
ei〈(·),tk〉
)
k∈N
is a frame (resp. Riesz basis) for L2([−pi, pi]d) with frame bounds A2 and B2. For
d ≥ 1, define
Dd(x) :=
(
1− cos pix+ sin pix+ sinc(pix)
)d
− (sinc(pix))d,
and let xd be the unique number such that 0 < xd ≤ 1/4 and Dd(xd) = AB . If
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(τk)k∈N ⊂ Rd and (fk)k∈N :=
(
1
(2pi)d/2
ei〈(·),τk〉
)
k∈N
is a sequence such that
sup
k∈N
‖τk − tk‖∞ < xd, (2.9)
then the sequence (fk)k∈N is also a frame (resp. Riesz basis) for L2([−pi, pi]d).
The scheme of the proof of Theorem II.20 is as follows. Define the operator T
on L2([−pi, pi]d) by
T
(
ei〈n,(·)〉
)
= ei〈n,(·)〉 − ei〈tn,(·)〉 = ei〈n,(·)〉(1− ei〈tn−n,(·)〉), n ∈ Zd.
Let B be the basis from the proof of Kadec’s Theorem. Expand ei〈tn−n,(·)〉 with re-
spect to the orthogonal basis B ⊗ · · · ⊗ B for L2([−pi, pi]d). This expansion leads to
the estimate ‖T‖ < 1, and bounded invertibility of I − T follows as before.
Theorem II.21 below, (see [13]), is another generalization of Kadec’s “1/4” theo-
rem whose proof, though conceptually similar to that of Theorem II.20, is technically
simpler. The univariate case of this result was proven by Duffin and Eachus in [18].
Theorem II.21. Let (tk)k∈N ⊂ Rd be a sequence such that
(hk)k∈N :=
( 1
(2pi)d/2
ei〈(·),tk〉
)
k∈N
is a frame (resp. Riesz basis) for L2([−pi, pi]d) with frame bounds A2 and B2. If
(τk)k∈N ⊂ Rd and (fk)k∈N :=
(
1
(2pi)d/2
ei〈(·),τk〉
)
k∈N
is a sequence such that
sup
k∈N
‖τk − tk‖∞ < 1
pid
ln
(
1 +
A
B
)
, (2.10)
then the sequence (fk)k∈N is also a frame (resp. Riesz basis) for L2([−pi, pi]d).
If we let hk(x) =
1
(2pi)d/2
ei〈(·),tk〉 where (tk)k∈N = Zd, then (hk)k∈N has frame
bounds A2 = B2 = 1, and we have the following corollary.
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Corollary II.22. Let (nk)k∈N be an enumeration of Zd, and let (tk)k∈N ⊂ Rd such
that
sup
k∈N
‖nk − tk‖∞ = L < ln(2)
pid
. (2.11)
Then the sequence (fk)k∈N, defined by fk(x) = 1(2pi)d/2 e
i〈x,tk〉, is a Riesz basis for
L2([−pi, pi]d).
Corollary II.22 is useful as it gives a simple and concrete criterion for a sequence of
exponential functions to be a Riesz basis for L2([−pi, pi]d).
Proof of Theorem II.21. Let (ek)
∞
k=1 be an orthonormal basis for L2([−pi, pi]d). Define
linear maps L and L˜ from span(ek)
∞
k=1 to L2([−pi, pi]d) by Len = hn and L˜en = fn. L
extends boundedly to L2([−pi, pi]d). Define δ = supk∈N ‖τk − tk‖∞. Applying Lemma
II.17, we see that L˜ also extends boundedly to L2([−pi, pi]d), and that
‖L− L˜‖ ≤ B(epidδ − 1) := βA
for some 0 ≤ β < 1. This implies ‖L∗f − L˜∗f‖ ≤ βA, when ‖f‖ = 1. Rearranging,
we have
A(1− β) ≤ ‖L˜∗f‖, when ‖f‖ = 1,
so L˜∗ is an isomorphism. By Proposition II.5, (fk)k∈N is a frame for L2([−pi, pi]d).
D. A comparison between Theorems II.20 and II.21
It is natural to ask how the constants xd and
1
pid
ln
(
1 + A
B
)
from Theorems II.20 and
II.21 are related. A relationship is given in the following theorem proven in [13].
Theorem II.23. If xd is the unique number satisfying 0 < xd ≤ 1/4 and Dd(xd) = AB ,
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then
lim
d→∞
xd − 1pid ln
(
1 + A
B
)[
ln
(
1+A
B
)]2
6pi
(
1+B
A
)
d2
= 1.
We prove Theorem II.23 via a sequence of propositions.
Proposition II.24. Let d be a positive integer. If f(x) := 1−cos(x)+sin(x)+sinc(x)
and g(x) := sinc(x), then
1) f ′(x) + g′(x) > 0, x ∈ (0, pi/4),
2) g′(x) < 0, x ∈ (0, pi/4),
3) f ′′(x) > 0, x ∈ (0,∆) for some 0 < ∆ < 1/4.
Proof. For 1), let
φ(x) := x2(f ′(x) + g′(x)) = x2 sin(x) + x2 cos(x) + 2x cos(x)− 2 sin(x).
Noting that φ(0) = 0, it suffices to show that φ′ > 0 on (0, pi/4). Now
φ′(x) = x(x cos(x)− x sin(x) + 2 cos(x)) = x
cos(x)
(x+ 2− x tan(x)),
so it suffices to show that ψ(x) := x+ 2− x tan(x) > 0 on (0, pi/4). Now
ψ′(x) = 1− x sec2(x)− tan(x)
is decreasing on (0, pi/4), and ψ′(0) = 1 and ψ′(pi/4) < 0, so there exists unique
c ∈ (0, pi/4) such that ψ′(c) = 0. We conclude that ψ is increasing on (0, c), and
decreasing on (c, pi/4), but ψ(0) = ψ(pi/4) = 2, so ψ(x) > 2 on (0, pi/4).
For 2),
g′(x) =
x cos(x)− sin(x)
x2
=
x− tan(x)
x2 cos(x)
,
but x− tan(x) < 0 on (0, pi/4) as 0− tan(0) = 0 and (x− tan(x))′ = 1− sec2(x) < 0
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on (0, pi/4).
For 3), by standard Taylor series expansions we have f(x) = 1 + x + x
2
3
+ O(x3), so
that f ′′(0) = 2/3. Continuity of f ′′ gives the desired result.
Proposition II.25. The following statements hold:
1) For d > 0, Dd(x) and D
′
d(x) are positive on (0, 1/4).
2) For all d > 0, D′′d(x) is positive on (0,∆).
Proof. Note Dd(x) = f(pix)
d − g(pix)d is positive. This expression yields
D′d(x)/(dpi) = f(pix)
d−1f ′(pix)− g(pix)d−1g′(pix) > 0 on (0, 1/4),
by Proposition II.24. Differentiating again, we obtain
D′′d(x)/(dpi
2) = (d− 1)[f(pix)d−2(f ′(pix))2 − g(pix)d−2(g′(pix))2]+
+ [f(pix)d−1f ′′(pix)− g(pix)d−1g′′(pix)] on (0, 1/4).
If g′′(pix) ≤ 0 for some x ∈ (0, 1/4), then the second bracketed term is positive.
If g′′(pix) > 0 for some x ∈ (0, 1/4), then the second bracketed term is positive if
f ′′(pix)− g′′(pix) > 0, but
f ′′(pix)− g′′(pix) = pi2(cos(pix)− sin(pix))
is positive on (0, 1/4).
To show the first bracketed term is positive, it suffices to show that
f ′(pix)2 > g′(pix)2 = (f ′(pix) + g′(pix))(f ′(pix)− g′(pix)) > 0
on (0,∆). Noting f ′(pix)−g′(pix) = pi(cos(pix) + sin(pix)) > 0, it suffices to show that
f ′(pix) + g′(pix) > 0, but this is true by Proposition II.24.
Note that Proposition II.25 implies that xd is unique.
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Corollary II.26. We have limd→∞ xd = 0.
Proof. Fix n > 0 with 1/n < ∆, then limd→∞Dd(1/n) = ∞ (since f is increas-
ing, implying that 0 < − cos(pi/n) + sin(pi/n) + sinc(pi/n)). For sufficiently large d,
Dd(1/n) >
A
B
. But A
B
= Dd(xd) < Dd(1/n), so xd < 1/n by Proposition II.25.
Proposition II.27. Define ωd =
1
pid
ln
(
1 + A
B
)
. We have
lim
d→∞
d
(A
B
−Dd(ωd)
)
=
A
6B
[
ln
(
1 +
A
B
)]2
,
lim
d→∞
1
d
D′d(ωd) = pi
(
1 +
A
B
)
,
lim
d→∞
1
d
D′d(xd) = pi
(
1 +
A
B
)
.
Proof. 1) For the first equality, note that
Dd(ωd) =
[
(1 + h(x))ln(c)/x − g(x)ln(c)/x
]∣∣∣
x=
ln(c)
d
(2.12)
where h(x) = − cos(x) + sin(x) + sinc(x), g(x) = sinc(x), and c = 1 + A
B
. L’Hospital’s
Rule implies that
lim
x→0
(1 + h(x))ln(c)/x = c and lim
x→0
g(x)ln(c)/x = 1.
Looking at the first equality in the line above, another application of L’Hospital’s
Rule yields
lim
x→0
(1 + h(x))ln(c)/x − c
x
= c ln(c)
[ h′(x)
1+h(x)
− 1
x
− ln(1 + h(x))− x
x2
]
. (2.13)
Observing that h(x) = x+ x2/3 +O(x3)), we see that
lim
x→0
h′(x)
1+h(x)
− 1
x
= −1
3
.
23
L’Hospital’s Rule applied to the second term on the right-hand side of (2.13) gives
lim
x→0
(1 + h(x))ln(c)/x − c
x
=
−c ln(c)
6
. (2.14)
In a similar fashion,
lim
x→0
g(x)ln(c)/x − 1
x
= ln(c) lim
x→0
[ g′(x)
g(x)
x
− ln(g(x))
x2
]
. (2.15)
Observing that g(x) = 1− x2/6 +O(x4), we see that
lim
x→0
g′(x)
g(x)
x
= −1
3
.
L’Hospital’s Rule applied to the second term on the right-hand side of (2.15) gives
lim
x→0
g(x)ln(c)/x − 1
x
= − ln(c)
6
. (2.16)
Combining (2.12), (2.14), and (2.16), we obtain
lim
d→∞
d
(A
B
−Dd(ωd)
)
=
A
6B
[
ln
(
1 +
A
B
)]2
.
2) For the second limit we have, (after simplification),
1
d
D′d(ωd) = pi
[(
1 + h
( ln(c)
d
))( ln(c))/( ln(c)d )
1 + h
(
ln(c)
d
) − g
(
ln(c)
d
)( ln(c))/( ln(c)
d
)
g
(
ln(c)
d
) g′( ln(c)
d
)]
.
In light of the previous work, this yields
lim
d→∞
1
d
D′d(ωd) = pi
(
1 +
A
B
)
.
3) To prove the third assertion, note that (1 + h(pixd))
d = A
B
+ g(pixd)
d gives
1
d
D′d(xd) = pi
[
A
B
+ g(pixd)
d
1 + h(pixd)
h′(pixd)− g(pixd)
d
g(pix)
g′(pixd)
]
. (2.17)
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Also, the first inequality in proposition II.27 shows that, for sufficiently large d (also
large enough so that xd < ∆ and ωd < ∆), Dd(ωd) <
A
B
= Dd(xd). This implies
ωd < xd since Dd is increasing on (0, 1/4). But Dd is also convex on (0,∆), so we can
conclude that
D′d(ωd) < D
′
d(xd). (2.18)
Combining this with (2.17), we obtain[
1
d
D′d(ωd) +
pig(pixd)
d
g(pixd)
g′(pixd)
](1 + h(pixd)
h′(pixd)
)
< pi
(A
B
+ g(pixd)
d
)
< pi
(
1 +
A
B
)
.
The limit as d→∞ of the first term in the chain of inequalities above is pi
(
1 + A
B
)
,
so
lim
d→∞
pi
(A
B
+ g(pixd)
d
)
= pi
(
1 +
A
B
)
.
Combining this with (2.17), we obtain limd→∞ 1dD
′
d(xd) = pi
(
1 + A
B
)
.
Proof of Theorem II.23. For large d, the mean value theorem implies
Dd(xd)−Dd(ωd)
xd − ωd = D
′
d(ξ), ξ ∈ (ωd, xd),
so that
xd − ωd =
A
B
−Dd(ωd)
D′d(ξ)
.
For large d, convexity of Dd on (0,∆) implies
d
(
A
B
−Dd(ωd)
)
1
d
D′d(xd)
< d2(xd − ωd) <
d
(
A
B
−Dd(ωd)
)
1
d
D′d(ωd)
.
Applying Proposition II.27 proves the theorem.
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CHAPTER III
MULTIVARIATE POLYNOMIAL INTERPOLATION AND BANDLIMITED
FUNCTIONS
A. Introduction
This chapter is outlined as follows. Sections B and C introduce and develop the basic
properties of uniformly invertible operators and Riesz bases, and give examples of
such objects. Theorems III.26 and III.30 (the main results pertaining to polynomial
interpolation and approximation) are established in Sections D and E, along with
pertinent corollaries. Section F addresses the optimality of the growth rates appearing
in Theorem III.30. The notion of uniform invertibility also leads to an alternative
proof of a significant special case of Theorem I.1; this is the content of Section G.
B. Uniform invertibility of operators and Riesz bases
Given an exponential Riesz basis (fn)n∈Zd for L2([−pi, pi]d), Theorem I.1 and (2.7)
clearly demonstrate the need to approximate (f ∗n)n∈Zd in a concrete manner. This
motivates the concept of uniform invertibility; it is introduced in Section B, and
plays a central role in subsequent sections. Informally speaking, a uniformly invert-
ible Riesz basis is a Riesz basis (fn)n∈Zd such that:
1) It can be obtained as a “limit” of a sequence of simpler Riesz bases, each one
of which (except for finitely many terms) is an orthonormal basis.
2) The set of biorthogonal functions (f ∗n)n∈Zd of (fn)n∈Zd is also a “limit” of the
sets of biorthogonal functions of the simpler Riesz bases in 1). This is the most impor-
tant feature of uniformly invertible Riesz bases, because the biorthogonal functions of
the Riesz bases in 1) which we will examine are simply products of rational functions
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and the SINC function. These notions are formalized in this section.
Definition III.1. Let H be a Hilbert space with orthonormal basis (en)n∈N. If (k`)`∈N
is a strictly increasing sequence of positive integers, define P` to be the orthogonal
projection onto span
(
en
)
n≤k` for ` ∈ N.
Definition III.2. Let L : H → H be a bounded linear map. If P`LP` : P`H → P`H
is invertible with inverse mapping (P`LP`)
−1, then extend (P`LP`)−1 to H by defining
(P`LP`)
−1x := (P`LP`)−1P`x.
We note that this is a convenient abuse of notation, as P`LP` is also a map from H
to itself, and is certainly not invertible with that choice of domain and range.
Definition III.3. Let L : H → H be an onto isomorphism. L is uniformly invertible
with respect to the projections (P`)`∈N if
1) P`LP` : P`H → P`H is invertible for ` ∈ N, and
2) sup`∈N ‖(P`LP`)−1‖ <∞.
Definition III.4. A Riesz basis (fn)n∈Nd for H is a uniformly invertible Riesz basis
(UIRB) with respect to the projections (P`)`∈N if the onto isomorphism defined by
Len = fn is uniformly invertible with respect to the projections (P`)`∈N.
Definition III.5. Given an operator L on H, we define the operator L`, ` ∈ N by
L` = LP` + I − P`.
We can now state and prove the following lemmas:
Lemma III.6. Let (fn)n∈N ⊂ H, (en)n∈N be an orthonormal basis for H, and
span(en)n∈N
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be the linear-algebraic span of (en)n∈N. Define L : span(en)n∈N → H by Len = fn.
For each ` > 0, the following statements are equivalent:
1) (fn)n≤k` ∪ (en)n>k` is a Riesz basis for H.
2) P`LP` : P`H → P`H is invertible.
3) L` is an onto isomorphism.
Proof. 1)⇐⇒ 3) is immediate.
1) =⇒ 2): From the definition of L` we see that it extends to an onto isomorphism
on H. This yields P`L` = P`LP`, which implies P` = P`LP`L
−1
` , so that
P` = (P`LP`)(P`L
−1
` P`),
whence P`LP` is invertible, and
(P`LP`)
−1 = P`L−1` P`. (3.1)
2) =⇒ 1): It suffices to show that L` is an onto isomorphism.
Note that L` extends to a continuous map on H.
First we show that L` is one to one. Say 0 = L`x = LP`x+(I−P`)x, then 0 = P`LP`x,
so that 0 = (P`LP`)
−1P`LP`x = P`x. We conclude that x = (I − P`)x. This implies
0 = L`x = L`(I − P`)x = (I − P`)x = x.
Next we show that L` is onto. Note L`(I−P`)x = (I−P`)x, so we only need to show
that for all x, P`x is in the range of L`. Given x ∈ H, define
y = (P`LP`)
−1x+ P`x− L(P`LP`)−1x.
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Then
L`y = (LP` + I − P`)((P`LP`)−1x+ P`x− L(P`LP`)−1x)
= (LP` + I − P`)(P`LP`)−1x+ (LP` + I − P`)P`x
−(LP` + I − P`)L(P`LP`)−1x
= LP`(P`LP`)
−1x+ LP`x− L(P`LP`)(P`LP`)−1x− LP`(P`LP`)−1x
+(P`LP`)(P`LP`)
−1x,
= P`x
where we have used the following in the second and third lines:
P`(P`LP`)
−1 = (P`LP`)−1.
Thus L` is a continuous bijection between Hilbert spaces. An application of the
Banach Open Mapping Theorem shows that L` is an onto isomorphism.
Lemma III.7. Define L as in Lemma III.6. For each ` ∈ N, L` extends to an onto
isomorphism on H if and only if it is one to one.
Proof. One direction is immediate. Suppose that L` is one to one. It immediately
extends to a bounded linear operator on H. By Lemma III.6, we only need to show
that P`LP` : P`H → P`H is invertible. Finite dimensionality of P`H further reduces
the problem to showing that P`LP` : P`H → P`H is one to one. Let (P`LP`)P`x = 0.
We have
L`(P`x− (I − P`)LP`x) = L`P`x− L`(I − P`)LP`x
= L`P`x− (LP` + I − P`)(I − P`)LP`x
= L`P`x− (I − P`)LP`x.
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Since L` is one to one, we have that P`x = (I − P`)LP`x, so that P`x = 0.
Lemma III.8. Let (fn)n∈N be a Riesz basis for H, where Len = fn. The following
are equivalent:
1) (fn)n∈N is a UIRB with respect to the projections (P`)`∈N.
2) L` is an onto isomorphism for ` ∈ N, and
sup
`∈N
‖L−1` ‖ <∞.
Proof. 1) =⇒ 2): By Lemma III.6, we only need to show that sup`∈N ‖L−1` ‖ < ∞.
This follows from the identity
L−1` = [I − (I − P`)L](P`LP`)−1 + I − P`, (3.2)
which can be seen as follows:
[I − (I − P`)L](P`LP`)−1 + I − P`
= [I − (I − P`)L]P`L−1` P` + I − P` (by eq. (3.1))
= P`L
−1
` P` − (I − P`)LP`L−1` P` + I − P`
= P`L
−1
` P` − LP`L−1` P` + (P`LP`)(P`L−1` P`) + I − P`
= P`L
−1
` P` − LP`L−1` P` + I
= (I − L)P`L−1` P` + I. (3.3)
We have (I − L)P` = I − L`, so
[I − (I − P`)L](P`LP`)−1 + I − P` = (I − L`)L−1` P` + I (3.4)
= L−1` P` − P` + I.
From the definition of L`, we see that L`(I − P`) = I − P`. Composing from the left
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by L−1` yields I − P` = L−1` (I − P`). Rearranging, we have L−1` P` − P` + I = L−1` ,
which proves the identity.
2) =⇒ 1): This follows from (3.1).
Lemma III.9 is the formal statement of 2) from the beginning of this section.
Lemma III.9. If (fn)n∈N is a UIRB with respect to the projections (P`)`∈N, where
Len = fn, then
lim
`→∞
(L∗`)
−1f = (L∗)−1f, for all f ∈ H. (3.5)
Proof. Note that
(L∗`)
−1 − (L∗)−1 = (L∗`)−1(L∗ − L∗`)(L∗)−1
and
lim
`→∞
L∗`f = L
∗f, for all f ∈ H.
Applying Lemma III.8, we have (3.5).
Lemma III.10. Let L : H → H, given by Len = fn, be an onto isomorphism. The
following are equivalent.
1) (fn)n∈N is a UIRB with respect to the projections (P`)`∈N.
2) For all f ∈ H, lim`→∞(L∗`)−1(I − P`)f = 0.
Proof. Applying Lemma III.8, it is clear that 1) implies 2). For the other direction,
note that the equality L∗` = P`L
∗ + I − P` implies that
I = (L∗`)
−1P`L∗ + (L∗`)
−1(I − P`), (3.6)
from which ((L∗`)
−1P`)`∈N is pointwise bounded. Together with the assumption in 2),
this implies ((L∗`)
−1)`∈N is pointwise bounded, hence norm bounded by the Uniform
Boundedness Principle. Noting that ‖(L∗`)−1‖ = ‖L−1` ‖ yields uniform invertibility of
L.
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Lemma III.11. Let L : H → H, given by Len = fn, be an onto isomorphism. The
following are equivalent:
1) For all f ∈ H, we have
f = lim
`→∞
(L∗`)
−1P`L∗f. (3.7)
2) (fn)n∈N is a UIRB with respect to (P`)`∈N.
Proof. Recall (3.6) and apply Lemma III.10.
The next pair of propositions shows that uniform invertibility of an operator is
preserved under appropriate small-norm or compact perturbations.
Proposition III.12. Let L : H → H be a uniformly invertible operator with respect
to (P`)`∈N.
1) If 0 6= lim inf`→∞ ‖(P`LP`)−1‖ =: M <∞, and A is an operator such that
‖L− A‖ < 1
M
,
then there exists a subsequence (k`)`∈N such that A is uniformly invertible with respect
to (Pk`)`∈N.
2) If sup`∈N ‖(P`LP`)−1‖ =: M <∞, and A is an operator such that
‖L− A‖ < 1
M
,
then A is uniformly invertible with respect to (P`)`∈N.
Proof. Proof of 1). We first show that A is invertible for large `. Let ` be large
enough so that L` and P`LP` are invertible. Equation (3.2) implies that
(L∗`)
−1 − (P`L∗P`)−1 = [I − (P`L∗P`)−1L∗](I − P`),
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yielding
lim
`→∞
(L∗`)
−1f − (P`L∗P`)−1f = 0, for all f ∈ H. (3.8)
Equations (3.5) and (3.8) show
lim
`→∞
(P`L
∗P`)−1f = (L∗)−1f, for all f ∈ H.
The equality ‖L−1‖ = ‖(L∗)−1‖ implies
‖L−1‖ ≤ lim inf
`→∞
‖(P`LP`)−1‖. (3.9)
There exists γ < 1 such that
‖L− A‖ ≤ γ
M
, (3.10)
Equations (3.9) and (3.10) yield ‖L−A‖ ≤ γ‖L−1‖ , implying ‖I −L−1A‖ ≤ γ, so that
A−1 =
∞∑
k=0
(I − L−1A)kL−1
by standard Neumann series manipulation.
We now verify that (Pk`APk`)
−1 is well-defined for some sequence (k`)`∈N, and that
the norms are bounded. Equation (3.9) implies
‖P`LP` − P`AP`‖ ≤ γ
M
,
so that
‖P` − (P`LP`)−1(P`AP`)‖ ≤ γ
M
‖(P`LP`)−1‖.
This yields
lim inf
`→∞
‖P` − (P`LP`)−1(P`AP`)‖ ≤ γ.
Therefore there exists a sequence (k`)`∈N such that
‖Pk` − (Pk`LPk`)−1(Pk`APk`)‖ ≤
γ + 1
2
< 1.
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Again, Neumann series manipulation shows that
(Pk`APk`)
−1 =
∞∑
j=0
[Pk` − (Pk`LPk`)−1(Pk`APk`)]j(Pk`LPk`)−1,
and
sup
`∈N
‖(Pk`APk`)−1‖ ≤
2
1− γ sup`∈N ‖(Pk`LPk`)
−1‖ <∞.
Proof of 2). Modify the proof above in the obvious way.
Proposition III.13. Let L : H → H be uniformly invertible with respect to the
projections (P`)`∈N. If ∆ : H → H is a compact operator such that L˜ := L+ ∆ is an
onto isomorphism, then there exists N > 0 such that L˜ is uniformly invertible with
respect to the projections (P`)`≥N .
Proof. From the definition of L`, we have
I = (I − P`)L−1` + LP`L−1` ,
so that
L−1(P` − I)L−1` = P`L−1` − L−1
for sufficiently large `. This implies
(L∗`)
−1P` − (L∗)−1 = (L∗`)−1(P` − I)(L∗)−1. (3.11)
As ` → ∞, the right-hand side of (3.11) has 0 limit pointwise. Combined with the
compactness of ∆∗, we obtain
lim
`→∞
(L∗`)
−1P`∆∗ = (L∗)−1∆∗ (3.12)
where the limit is in the operator norm topology. Taking the adjoint of each term in
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(3.12) and adding the identity yields
lim
`→∞
(
I + ∆P`L
−1
`
)
= I + ∆L−1 = (L+ ∆)L−1, (3.13)
where the limit is also in the operator norm topology. The right-hand side of (3.13)
is an onto isomorphism, so there exists N such that ` ≥ N implies I + ∆P`L−1` is an
onto isomorphism, and that
lim
`→∞
(I + ∆P`L
−1
` )
−1 = L(L+ ∆)−1.
This yields
sup
`≥N
‖(I + ∆P`L−1` )−1‖ <∞. (3.14)
Defining L˜` = L˜P` + I − P`, we obtain
L˜` = L` + ∆P` = (I + ∆P`L
−1
` )L`.
When ` ≥ N , we have
L˜−1` = L
−1
` (I + ∆P`L
−1
` )
−1,
and (3.14) implies
sup
`≥N
‖L˜−1` ‖ ≤ sup
`≥N
‖L−1` ‖ sup
`≥N
‖(I + ∆P`L−1` )−1‖ <∞,
from which uniform invertibility of L˜ follows.
C. Examples of uniformly invertible exponential Riesz bases
Our main results, to wit, Theorems III.26 and III.30 to follow, are stated in terms of
UIRBs. We demonstrate here that this is indeed a fairly wide class.
Definition III.14. Define C`,d = {−`, · · · , `}d.
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Definition III.15. For ` ∈ N, define P` : L2([−pi, pi]d) → L2([−pi, pi]d) to be the
orthogonal projection onto span(en)n∈C`,d .
Theorems III.16 and III.17 show that some earlier examples of exponential Riesz
bases (and simple modifications thereof) are UIRBs.
Theorem III.16. The Riesz bases given in Theorems II.20 and II.22 are UIRBs with
respect to the projections (P`)`∈N from Definition III.15.
Proof. The proofs of Theorems II.20 and II.22 in [17] and [13] rely on the fact that
the map Aen = fn satisfies ‖I − A‖ = δ < 1. Apply Theorem III.12 for L = I.
Theorem III.17. Let Dd and xd be as in Theorem II.20. Let (tn)n∈Zd ⊂ Rd be a
sequence satisfying either
1) lim sup
‖n‖∞→∞
‖τn − n‖∞ < xd, Dd(xd) = 1, 0 < xd ≤ 1/4, or
2) lim sup
‖n‖∞→∞
‖τn − n‖∞ < ln(2)
pid
.
If
(
1
(2pi)d/2
ei〈(·),τn〉
)
n∈Zd
is a Riesz basis for L2([−pi, pi]d), then there exists N > 0 such
that it is a UIRB with respect to (P`)`≥N (a subset of the projections from Definition
III.15).
The proof of Theorem III.17 relies on Corollary III.18 and Corollary III.19.
Corollary III.18. Given two sequences (tn)n∈Zd ⊂ Rd and (τn)n∈Zd ⊂ Rd, define
(fn)n∈Zd and (gn)n∈Zd by fn(·) = 1(2pi)d/2 ei〈·,tn〉 and gn(·) = 1(2pi)d/2 ei〈·,τn〉. If (fn)n∈Zd is
a Riesz basis for L2([−pi, pi]d), and
lim
‖n‖∞→∞
‖tn − τn‖∞ = 0,
then the operator K defined by Ken = fn − gn is compact.
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Proof. If Len = fn, then certainly∥∥∥∑
n∈Zd
anfn
∥∥∥ ≤ ‖L‖(∑
n∈Zd
|an|2
)1/2
, for all (an)n∈Zd ∈ `2(Zd).
Let f =
∑∞
n∈Zd anen, where
∑
n∈Zd |an|2 = 1. Then by Lemma II.17,
‖(K −KP`)f‖
=
∥∥∥ ∑
‖n‖∞>`+1
an(fn − gn)
∥∥∥ ≤ ‖L‖(e( sup‖n‖∞≥`+1 ‖tn−τn‖∞) − 1)‖(I − P`)f‖
≤ ‖L‖
(
e
(
sup
‖n‖∞≥`+1
‖tn−τn‖∞
)
− 1
)
→`→∞ 0.
As K is the limit of finite rank operators in the operator norm topology it is compact.
Corollary III.19. Let (tn)n∈Zd, (τn)n∈Zd, (fn)n∈Zd, and (gn)n∈Zd be defined as in
Corollary III.18. If (fn)n∈Zd is a UIRB with respect to a set of projections (P`)`∈N,
and (gn)n∈Zd is a Riesz basis for L2([−pi, pi]d), then there exists N > 0 such that
(gn)n∈Zd is a UIRB with respect to (P`)`≥N .
Proof. Apply Proposition III.13 and Corollary III.18.
Proof of Theorem III.17. Apply Theorem III.16 and Corollary III.19.
Simple examples show that in Theorem III.17, the assumption that
( 1
(2pi)d/2
ei〈·,τn〉
)
n∈Zd
is a Riesz basis for L2([−pi, pi]d) cannot be dropped when d ≥ 2. Example: The
standard exponential orthonormal basis (en)n∈Zd is of course uniformly invertible,
but the set ( 1
(2pi)d/2
ei〈·,(1,1/2,0,··· ,0)〉
)
∪ (en)n6=0
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is not a Riesz basis, as
ei〈·,(1,1/2,0,··· ,0)〉 ∈ span(ei〈·,(1,n,0,··· ,0)〉)
n∈Z.
However, this condition can be dropped when d = 1. This follows from the following
theorem.
Theorem III.20. Let (tn)n∈Z ⊂ R be a sequence such that (fn)n∈Z =
(
1√
2pi
eitn(·)
)
n∈Z
is a Riesz basis for L2[−pi, pi]. If (τn)n∈Z ⊂ R is a sequence of distinct points such
that
lim
|n|→∞
|tn − τn| = 0,
then (gn)n∈Z =
(
1√
2pi
eiτn(·)
)
n∈Z
is a Riesz basis for L2[−pi, pi].
The proof of Theorem III.20 relies on Lemma III.21 below, which appears as
Lemma 3.1 in [19]. The proof of Lemma III.21 found in [19] itself relies on a citation,
so for the sake of completeness Lemma III.21 is presented here with a self-contained
proof.
Lemma III.21. Let (fn)n∈Z be an exponential Riesz basis for L2[−pi, pi]. If finitely
many terms in (fn)n∈Z are replaced by arbitrary complex exponential functions, then
the resulting sequence (provided it consists of distinct functions) is a Riesz basis for
L2[−pi, pi].
Proof. If we can prove the case when we make only one replacement, the general
result follows inductively. Let fn(·) = 1√2pieitn(·) for n 6= 0, and g0(·) = 1√2pieiτ0(·) where
τ0 ∈ R and τ0 6= tn for n 6= 0. We will prove that (g0) ∪ (fn)n6=0 is a Riesz basis by
proving a) and b) below:
a) Let (f ∗n)n∈Z be the biorthogonal basis for (fn)n∈Z. Then (g0) ∪ (fn)n6=0 is a Riesz
basis if 〈g0, f ∗0 〉 6= 0.
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b) The inequality 〈g0, f ∗0 〉 6= 0 holds.
Proof of a). Let (en)n∈Z be an orthonormal basis for L2[−pi, pi]. If we show that the
bounded linear map T : L2[−pi, pi]→ L2[−pi, pi]
Ten =
 g0, n = 0;fn, n 6= 0
is one to one and onto, then the Banach Open Mapping Theorem asserts that T is an
onto isomorphism, and we are done. The relation 〈g0, f ∗0 〉 6= 0 quickly implies that T
is one to one, so we only need to show that T is onto. Since (fn)n∈Z is a Riesz basis
and (fn)n6=0 = (Ten)n6=0, it suffices to show that f0 = Tφ for some φ ∈ L2[−pi, pi].
Rearrangement of
g0 =
∑
n∈Z
〈g0, f ∗n〉fn = 〈g0, f ∗0 〉f0 +
∑
n6=0
〈g0, f ∗n〉fn
yields
f0 =
1
〈g0, f ∗0 〉
g0 −
∑
n6=0
〈g0, f ∗n〉
〈g0, f ∗0 〉
fn = T
( 1
〈g0, f ∗0 〉
e0 −
∑
n6=0
〈g0, f ∗n〉
〈g0, f ∗0 〉
en
)
.
Proof of b). After passing to the Fourier transform and recalling that G0 = Ff ∗0 , we
note that 〈g0, f ∗0 〉 6= 0 is equivalent to G0(τ0) 6= 0. If we can show that the only zeros
of G0 in R are (tn)n6=0, we are done. Suppose there exists λ ∈ R, λ /∈ (tn)n6=0 such
that G0(λ) = 0 with multiplicity m. Define the entire function
H(t) =
(t0 − λ)m
(t− λ)m G0(t).
Note that H|R ∈ L2(R), and H is of exponential type pi, so H ∈ PW[−pi,pi] by Theorem
II.3. The expansion
H(t) =
∑
n∈Z
H(tn)Gn(t),
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combined with H(tn) = δn,0, shows that H(t) = G0(t) for all t ∈ R, an immediate
contradiction. We conclude that G0(λ) 6= 0.
Proof of Theorem III.20. Define Len = fn and L˜en = gn. By Corollary III.18, L˜ is
bounded linear and L˜ = L+ ∆ for some compact operator ∆. Define the operator
R`en =
 fn, |n| ≤ `;gn, |n| > ` .
Rewritten, we have
R` = LP` + (L+ ∆)(I − P`) = L+ ∆(I − P`).
Compactness of ∆ implies that lim`→∞R` = L in the operator norm topology. We
conclude that R`0 is an onto isomorphism for some `0 sufficiently large; that is, the
set
(fn)|n|≤`0 ∪ (gn)|n|>`0 (3.15)
is a Riesz basis for L2[−pi, pi]. If we apply Lemma III.21, by replacing (fn)|n|≤`0 with
(gn)|n|≤`0 in expression (3.15), we have that (gn)n∈Z is a Riesz basis for L2[−pi, pi].
D. The first main result
For the remainder of this chapter we use the unitary d-dimensional L2 Fourier trans-
form
F(f)(· ) = P.V. 1
(2pi)d/2
∫
Rd
f(ξ)e−i〈·,ξ〉dξ, f ∈ L2(Rd),
where the inverse transform is given by
F−1(f)(· ) = P.V. 1
(2pi)d/2
∫
Rd
f(ξ)ei〈·,ξ〉dξ, f ∈ L2(Rd).
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To avoid confusion of indices, we write t ∈ Rd as t = (t(1), · · · , t(d)).
From here to the end of this chapter, if a sequence of points (tn)n∈Zd is specified, the
sequence (fn)n∈Zd is given by
(
1
(2pi)d/2
ei〈·,tn〉
)
n∈Zd
.
Definition III.22. If ` > 0, and (tn)n∈Zd is specified, the sequence (f`,n)n∈Zd refers
to
(fn)n∈C`,d ∪ (en)n/∈C`,d .
Definition III.23. If any Riesz basis (fn)n for L2([−pi, pi]d) is specified with biorthog-
onal functions (f ∗n)n, the sequence (Gn)n is defined by Gn = Ff ∗n (see Corollary II.11).
Definition III.24. For `, d ∈ N, define the multivariate polynomial
Qd,`(t) =
∏`
k1=1
(
1− t(1)
2
k21
)
· . . . ·
∏`
kd=1
(
1− t(d)
2
k2d
)
, t = (t(1), · · · , t(d)).
We note that the function t 7→ SINC(pit)
Qd,`(t)
has removable discontinuities which can be
computed according to the formula
lim
t→n
sinc(pit)
Q1,`(t)
=
(`!)2
(`+ n)!(`− n)! , n ∈ {−`, . . . `}.
For all t, SINC(pit)
Qd,`(t)
is taken to mean limτ→t
SINC(piτ)
Qd,`(τ)
. The same is true for the reciprocal.
Definition III.25. If p(x1, · · · , xd) is a multivariate polynomial, the coordinate degree
of p is the maximum degree of p in xi for any index i.
Hereafter, (P`)`∈N will refer to the projections from Definition III.15. An analo-
gous version of Theorem III.26 (in contrast to its current statement) holds if (fn)n∈Zd
is a UIRB for any subsequence of (P`)`∈N. The proof (up to a trivial re-indexing)
is identical, and the examples of UIRBs from the previous section do not warrant
such generality. For the sake of simplicity, we choose not to pass to a subsequence.
Since there is no ambiguity, “(fn)n∈Zd is a UIRB for (P`)`∈N” will be abbreviated by
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“(fn)n∈Zd is a UIRB”. Inner products are all denoted by 〈·, ·〉. The underlying Hilbert
space, be it Rd, L2([−pi, pi]d), `2 or PW[−pi,pi]d will be clear from context. Unless it is
explicitly stated otherwise, all norms are Hilbert space norms.
The following is the first main result of this chapter.
Theorem III.26. Let (tn)n∈Zd ⊂ Rd, and suppose that (fn)n∈Zd is a UIRB. Given
f ∈ PW[−pi,pi]d, there exists a unique sequence of polynomials (Ψ`)`∈N, Ψ` : Rd → R,
such that
(a) Ψ` has coordinate degree at most 2`.
(b) Ψ`(tn) = f(tn) for all n ∈ C`,d.
(c) f(t) = lim`→∞Ψ`(t)
SINC(pit)
Qd,`(t)
, where the limit is in both L2 and uniform senses.
This paragraph outlines the broad strokes in the proof of Theorem III.26. As
(fn)n∈Zd is a UIRB for L2([−pi, pi]d), (f`,n)n∈Zd is a Riesz basis for L2([−pi, pi]d), as
in Definition III.22. Using (2.4) to expand each function in the biorthogonal system
(G`,n)n∈Zd , (see Definition III.23), we find that G`,n is a rational function times a
SINC function. Examination of this rational function shows the existence of polyno-
mials p`,n(t), where the coordinate degree of each polynomial p`,n is at most 2`, and
p`,n(tm) = δnm for n,m ∈ C`,d. The existence of polynomials satisfying (a) and (b)
follows. Simple estimates show that for large `,
G`,n(t) ' p`,n(t)SINC(pit)
Qd,`(t)
. (3.16)
If we expand f ∈ PW[−pi,pi]d against (G`,n)n, we have
f(t) =
∑
n∈C`,d
f(tn)G`,n(t) +
∑
n/∈C`,d
f(n)G`,n(t).
Uniform invertibility shows that the second sum can always be neglected for large `.
For statement (c) combine the expression above with (3.16):
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f(t) '
∑
n∈C`,d
f(tn)G`,n(t) '
( ∑
n∈C`,d
f(tn)p`,n(t)
)SINC(pit)
Qd,`(t)
.
The proof of Theorem III.26 requires several lemmas, beginning with the fol-
lowing equivalence between the existence of particular Riesz bases and a polynomial
interpolation condition:
Lemma III.27. Let (tn)n∈Zd ⊂ Rd. The sequence (f`,n)n∈Zd is a Riesz basis for
L2([−pi, pi]d) if and only if both of the following conditions hold:
1) For all n ∈ C`,d, tn ∈
(
R \ (Z \ {−`, · · · , `}))d.
2) For any sequence (ck)k∈C`,d, there exists a unique polynomial Ψ` with coordinate
degree at most 2` such that Ψ`(tk) = ck for k ∈ C`,d.
Proof. Suppose that the sequence (f`,n)n∈Zd is a Riesz basis for L2([−pi, pi]d). We
compute the functions G`,n, when n ∈ C`,d, by (2.6) and (2.4):
G`,n(t) =
∑
k∈C`,d
G`,n(k)SINCpi(t− k) (3.17)
=
( ∑
k∈C`,d
G`,n(k)(−1)k(1)+...+k(d)t(1) · . . . · t(d)
(t(1)− k(1)) · . . . · (t(d)− k(d))
)
SINC(pit), t ∈ Rd.
Denote the kth summand in (3.17) by A`,n,k, then
A`,n,k = A`,n,k
∏
1≤i≤d
( ∏
ji∈{−`,··· ,`}\{k(i)}
(t(i)− ji)
)
∏
1≤i≤d
( ∏
ji∈{−`,··· ,`}\{k(i)}
(t(i)− ji)
)
=
G`,n(k)(−1)k(1)+...+k(d)t(1) · . . . · t(d)
∏
1≤i≤d
( ∏
ji∈{−`,··· ,`}\{k(i)}
(t(i)− ji)
)
∏
1≤i≤d
( ∏
ji∈{−`,··· ,`}
(t(i)− ji)
)
=
G`,n(k)
1
(`!)2d
(−1)k(1)+...+k(d)+`d ∏
1≤i≤d
( ∏
ji∈{−`,··· ,`}\{k(i)}
(t(i)− ji)
)
∏`
j1=1
(
1− t(1)2
j21
)
· . . . ·∏`jd=1 (1− t(d)2k2d ) =
p`,n,k(t)
Qd,`(t)
,
43
where p`,n,k is some polynomial with coordinate degree at most 2`. Substituting into
equation (3.17), we obtain
G`,n(t) =
( ∑
k∈C`,d
p`,n,k(t)
)SINC(pit)
Qd,`(t)
:= φ`,n(t)
SINC(pit)
Qd,`(t)
,
where φ`,n is a polynomial having coordinate degree at most 2`. This yields the
equation
1 = φ`,n(tn)
(SINC(pit)
Qd,`(t)
)∣∣∣
tn
,
which shows that
φ`,n(tn) 6= 0 and SINC(pitn)
Qd,`(tn)
6= 0. (3.18)
The fact that
sinc(pit)
Q1,`(t)
= 0 if and only if t ∈ Z \ {−`, · · · , `}
implies that
SINC(pitn)
Qd,`(tn)
6= 0 if and only if tn ∈
(
R \ (Z \ {−`, · · · , `}))d,
which proves the first assertion.
For n,m ∈ C`,d, n 6= m,
0 = G`,n(tm) = φ`,n(tm)
SINC(pitm)
Qd,`(tm)
. (3.19)
From (3.18) and (3.19), we conclude that
φ`,n(tm) =

Qd,`(tn)
SINCpitn
6= 0, n = m;
0, n 6= m
,
for n,m ∈ C`,d. From this, the “existence” part of assertion 2) readily follows. Re-
stated, the evaluation map taking the space of all polynomials of coordinate degree
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at most 2` to R(2`+1)d is onto. These spaces have the same dimension, hence the
evaluation map is a bijection, and this completes the proof of 2).
Suppose that 1) and 2) hold. For n ∈ C`,d, let p`,n be the unique polynomial of
coordinate degree at most 2` such that p`,n(tm) = δnm for m ∈ C`,d. Define
Φ`,n(t) :=
Qd,`(tn)SINCpit
Qd,`(t)SINCpitn
p`,n(t)
=
(
Qd,`(tn)
SINCpitn
)
p`,n(t(1), · · · , t(d)) sin(pit(1)) · . . . · sin(pit(d))
pit(1)
∏`
j1=1
(
1− t(1)2
j21
)
· . . . · pit(d)∏`jd=1 (1− t(d)2k2d ) . (3.20)
If, in (3.20), we sequentially apply partial fraction decomposition in each real variable
t(1), · · · , t(d), we see that Φ`,n(t) is of the form
Φ`,n(·) =
∑
n∈C`,d
anSINCpi(· − n) ∈ PW[−pi,pi]d .
Therefore, by (2.1),
δn,m = Φ`,n(tm) = 〈Φ`,n(·), SINCpi(· − tm)〉 = 〈F−1(Φ`,n), fm〉, n,m ∈ C`,d,
and Φ`,n(m) = 0 when m /∈ C`,d. Define the map L` by L`en = f`,n. Let f =∑
n∈Zd cnen such that L`f = 0. Then
0 =
∑
n∈C`,d
cnfn +
∑
n/∈C`,d
cnen.
If, for each n ∈ C`,d we integrate the above equation against F−1(Φ`,n), we see that
cn = 0 for n ∈ C`,d, so that cn = 0 for all n ∈ Zd. Thus L` is one to one, so by Lemma
III.7, it is an onto isomorphism from L2([−pi, pi]d) to itself.
Proof of (a) and (b) of Theorem III.26. Lemmas III.8 and III.27 imply the existence
of a unique sequence of polynomials satisfying requirements (a) and (b) of Theorem
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III.26, namely,
Ψ`(t) =
∑
n∈C`,d
f(tn)p`,n(t),
where p`,n is defined as in the proof of Lemma III.27.
It remains to show that this sequence of polynomials satisfies condition (c) of Theorem
III.26; this is accomplished with the aid of the following propositions.
Proposition III.28. Let (tn)n∈Zd be any sequence in Rd. The following are true:
1) supx∈R sup`∈N
∣∣∣ sinc(pix)Q1,`(x) ∣∣∣ = 1.
2) If ∆`,d =
{
n ∈ Zd ∣∣ ∥∥∥ tn`+1∥∥∥∞ < 1`2/3} for ` ∈ N, then
0 ≤ 1− SINC(pitn)
Qd,`(tn)
< 1− e
−d(`+2)
`4/3−1 , n ∈ ∆`,d. (3.21)
Proof. For 1), the identity
sinc(pit) =
∞∏
k=1
(
1− t
2
k2
)
implies
sinc(pit)
Q1,`(t)
=
∞∏
k=`+1
(
1− t
2
k2
)
, (3.22)
where convergence is uniform on compact subsets of C. Fix ` ∈ N. If t ∈ [0, ` + 1],
then
∣∣∣ sinc(pit)Q1,`(t) ∣∣∣ ≤ 1. Note that |Q1,`(t)| = ∏`k=1 ( t2k2 − 1) is increasing on (`+ 1,∞). If
t ∈ (`+ 1,∞), then∣∣∣sinc(pit)
Q1,`(t)
∣∣∣ = ∣∣∣ sin(pit)
pitQ1,`(t)
∣∣∣ < 1
pi(`+ 1)|Q1,`(`+ 1)| .
Computation yields
|Q1,`(`+ 1)| = (2`+ 1)!
`!(`+ 1)!
,
so ∣∣∣sinc(pit)
Q1,`(t)
∣∣∣ < (`!)2
pi(2`+ 1)!
< 1.
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Observing that sinc(pit)
Q1,`(t)
is even proves 1).
For 2), let t ∈ R such that
∣∣∣ t`+1∣∣∣ < 1`2/3 , then 0 < sinc(pit)Q1,`(t) , and
− log
(sinc(pit)
Q1,`(t)
)
= −
∞∑
k=`+1
log
(
1− t
2
k2
)
=
∞∑
k=`+1
∞∑
j=1
t2
jk2j
(3.23)
=
∞∑
j=1
1
j
( ∞∑
k=`+1
1
k2j
)
t2j.
The function 1/x2j is decreasing, so basic calculus shows that
∞∑
k=`+1
1
k2j
<
1
(`+ 1)2j
+
1
(2j − 1)(`+ 1)2j−1 .
Equation (3.23) implies
− log
(sinc(pit)
Q1,`(t)
)
<
∞∑
j=1
1
j
( t
`+ 1
)2j
+ (`+ 1)
∞∑
j=1
1
j(2j − 1)
( t
`+ 1
)2j
(3.24)
< (`+ 2)
∞∑
j=1
( t
`+ 1
)2j
<
`+ 2
`4/3 − 1 .
If n ∈ ∆`,d, then for each 1 ≤ k ≤ d,
∣∣∣ tn(k)`+1 ∣∣∣ > `+2`4/3−1 , so that
log
(SINC(pitn)
Qd,`(tn)
)
=
d∑
k=1
log
(sinc(pitn(k))
Q1,`(tn(k))
)
> −d(`+ 2)
`4/3 − 1 .
Statement 2) of Proposition III.28 follows readily.
Proposition III.29. Statement (c) of Theorem III.26 is true if and only if
0 = lim
`→∞
∑
n∈C`,d
|f(tn)|2
[
1− SINCpitn
Qd,`(tn)
]2
:= lim
`→∞
S`,d, f ∈ PW[−pi,pi]d . (3.25)
Proof. Note that Len = fn implies that f
∗
n = (L
∗)−1en. Similarly, f ∗`,n = (L
∗
`)
−1en.
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Given f ∈ PW[−pi,pi]d , let g = F−1(f). Equation (3.7) shows:
F−1(f) = lim
`→∞
(L∗`)
−1 ∑
n∈C`,d
〈L∗g, en〉en = lim
`→∞
(L∗`)
−1 ∑
n∈C`,d
〈g, fn〉en
= lim
`→∞
∑
n∈C`,d
〈g, fn〉f ∗`,n = lim
`→∞
∑
n∈C`,d
f(tn)f
∗
`,n.
Passing to the Fourier transform, we have
f = lim
`→∞
∑
n∈C`,d
f(tn)F(f ∗`,n), f ∈ PW[−pi,pi]d , (3.26)
where the limit exists in both L2 and uniform senses. Equation (2.7) shows that the
values of a function in PW[−pi,pi]d on the set (tn)n∈C`,d ∪ (n)n/∈C`,d uniquely determine
the function. This and (3.20) show that
F(f ∗`,n)(t) = G`,n(t) =
Qd,`(tn)SINCpit
Qd,`(t)SINCpitn
p`,n(t), n ∈ C`,d.
This implies that
Ψ`(t)
SINC(pit)
Qd,`(t)
=
( ∑
n∈C`,d
f(tn)p`,n(t)
)SINC(pit)
Qd,`(t)
=
∑
n∈C`,d
f(tn)
SINCpitn
Qd,`(tn)
F(f ∗`,n)(t).
Combined with (3.26), we see that statement (c) of Theorem III.26 holds if and only
if
0 = lim
`→∞
∑
n∈C`,d
f(tn)
[
1− SINCpitn
Qd,`(tn)
]
F(f ∗`,n), f ∈ PW[−pi,pi]d ,
where the limit is in the L2 sense. Passing to the inverse Fourier transform, the above
equality holds if and only if
0 = lim
`→∞
(L∗`)
−1
( ∑
n∈C`,d
f(tn)
[
1− SINCpitn
Qd,`(tn)
]
en
)
, f ∈ PW[−pi,pi]d . (3.27)
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As (L`)`>0 is pointwise bounded, the Uniform Boundedness Principle proclaims that
0 < sup
`
‖L∗`‖ = sup
`
‖L`‖ := C <∞.
Uniform invertibility of L implies
0 < sup
`≥0
‖(L∗`)−1‖ = sup
`≥0
‖(L∗`)−1‖ := c <∞.
Together we have
1
C
‖g‖ ≤ ‖(L∗`)−1g‖ < c‖g‖, g ∈ L2([−pi, pi]d).
The inequalities above, combined with (3.27), proves the proposition.
Proof of statement (c) in Theorem III.26. Let S`,d be as in (3.25). Proposition III.28
gives the following:
S`,d ≤
( ∑
n∈∆`,d
+
∑
n∈Zd\∆`,d
)
|f(tn)|2
[
1− SINCpitn
Qd,`(tn)
]2
≤
(
1− e
−d(`+2)
`4/3−1
)2 ∑
n∈Zd
|f(tn)|2 +
∑
n: `+1
`2/3
≤‖tn‖∞
4|f(tn)|2. (3.28)
Now (f(tn))n∈Zd ∈ `2(Zd) implies that lim`→∞ S`,d = 0, whence the result by Propo-
sition III.29.
E. The second main result
Theorem III.26 can be simplified. The function
t 7→ SINC(pit)
Qd,`(t)
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becomes more computationally complicated for large values of `. If, at the cost of
global L2 and uniform convergence, we adopt an approximation
SINC(pit) ' Qd,`(t) exp
(
−
N∑
k=1
1
k(2k − 1)
‖t‖2k2k
(`+ 1/2)2k−1
)
, |t|  `, (3.29)
we bypass this difficulty as the exponent of the above quantity is simply a rational
function of ` > 0. This is stated precisely in the upcoming theorem, which is the
second main result of this chapter.
Theorem III.30. Let (tn)Zd ⊂ Rd be a sequence such that (fn)n∈Zd is a UIRB. If N
is a non-negative integer and A > 0, define
E`,N,A =
[
− A(`+ 1/2) 2N+12N+2 , A(`+ 1/2) 2N+12N+2
]
.
Let f ∈ PW[−pi,pi]d where (Ψ`)` is the sequence of interpolating polynomials from The-
orem III.26. Define
If,`(t) = Ψ`(t) exp
(
−
N∑
k=1
1
k(2k − 1)
‖t‖2k2k
(`+ 1/2)2k−1
)
.
Then
lim
`→∞
∥∥∥f(t)− If,`(t)∥∥∥
L2((E`,N,A)d)
= 0, (3.30)
and
lim
`→∞
∥∥∥f(t)− If,`(t)∥∥∥
L∞((E`,N,A)d)
= 0. (3.31)
If N = 0 in Theorem III.30, we have the following analogue of Corollary I.2 to
arbitrary multivariate bandlimited functions (at the expense of introducing uniform
invertibility):
Corollary III.31. For all f ∈ PW[−pi,pi]d, we have
lim
`→∞
∥∥∥f(t)−Ψ`(t)∥∥∥
L2([−A(`+1/2)1/2,A(`+1/2)1/2]d)
= 0, (3.32)
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and
lim
`→∞
∥∥∥f(t)−Ψ`(t)∥∥∥
L∞([−A(`+1/2)1/2,A(`+1/2)1/2]d)
= 0. (3.33)
Theorem II.12 helps provide a nice interpretation of Corollary III.31. Consider
a sequence (tn)n∈Zd ⊂ Rd (subject to the hypotheses of Theorem III.30), and sam-
pled data
(
(tn, cn)
)
n∈Zd where (cn)n∈Zd ∈ `2(Zd). A unique sequence of Lagrangian
polynomial interpolants exists, and in global L2 and uniform senses, converges to the
unique bandlimited interpolant of the same data.
When N = 1, we have a sampling theorem with a Gaussian multiplier:
f(t) ' Ψ`(t) exp
(
− ‖t‖
2
2
(`+ 1/2)
)
, f ∈ PW[−pi,pi]d .
Compare Theorem III.30 with Theorem 2.6 in [20], which is a multivariate sampling
theorem with a Gaussian multiplier with global L2 and uniform convergence. Also
compare Theorem III.30 with Theorem 2.1 in [21], which, when d = 1 and the data
sites are equally spaced, gives another recovery formula involving a Gaussian multi-
plier in the context of oversampling.
The proof of Theorem III.30 relies on two lemmas, whose proofs will be deferred
until the end of the section.
Lemma III.32. Let d > 0, N be a non-negative integer, and A > 0. There exists
M > 0 such that for sufficiently large `, and any t ∈ (E`,N,A)d,
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
SINC(pit)
∣∣∣
≤M(`+ 1/2)− 1N+1 |SINC(pit)|.
Lemma III.33. For all f ∈ PW[−pi,pi]d and any non-negative integer N , we have
lim
`→∞
sup
t∈(E`,N,A)d
∣∣∣(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
f(t)
∣∣∣ = 0.
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Proof of Theorem III.30. If f ∈ PW[−pi,pi]d , Theorem III.26 states that
f(t) =
Ψ`(t)
Qd,`(t)
SINC(pit) + ξ`(t)
where ξ` → 0 on Rd in both L2 and L∞ senses. By Lemma III.32, we have
sup
t∈(E`,N,A)d
∣∣∣Ψ`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
Ψ`(t)
Qd,`(t)
SINC(pit)
∣∣∣
≤M(`+ 1/2)− 1N+1 sup
t∈(E`,N,A)d
(|f(t)| − |ξ`(t)|), (3.34)
the right side of which has zero limit. Also,
sup
t∈(E`,N,A)d
∣∣∣(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
) Ψ`(t)
Qd,`(t)
SINC(pit)
∣∣∣ (3.35)
≤ sup
t∈(E`,N,A)d
∣∣∣(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
f(t)
∣∣∣+
(
e
(
dA2(N+1)
(N+1)(2N+1)
)
− 1
)
sup
t∈(E`,N,A)d
|ξ`(t)|,
whose right-hand side, by Lemma III.33, also has zero limit. Combining (3.34) and
(3.35), we obtain
lim
`→∞
∥∥∥Ψ`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − Ψ`(t)
Qd,`(t)
SINC(pit)
∥∥∥
L∞((E`,N,A)d)
= 0.
Equation (3.31) follows by a final application of Theorem III.26.
Now we prove (3.30). Lemma III.32 and Theorem III.26 imply
∥∥∥Ψ`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 −e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
Ψ`(t)
Qd,`(t)
SINC(pit)
∥∥∥
L2((E`,N,A)d)
≤M(`+ 1/2)− 1N+1‖f − ξ`‖L2((E`,N,A)d), (3.36)
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the right-hand side of which has zero limit. Also,
∥∥∥(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
) Ψ`(t)
Qd,`(t)
SINC(pit)
∥∥∥
L2((E`,N,A)d)
(3.37)
≤
∥∥∥(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
f(t)
∥∥∥
L2((E`,N,A)d)
+
∥∥∥(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
ξ`(t)
∥∥∥
L2((E`,N,A)d)
.
The second term in the right-hand side of (3.37) is bounded above by
(
e
(
dA2(N+1)
(N+1)(2N+1)
)
− 1
)
‖ξ`‖L2((E`,N,A)d),
which has zero limit. The integrand of the first term in the right-hand side of (3.37)
(as a function over Rd), converges uniformly to zero by Lemma III.33, and is bounded
above by (
e
(
dA2(N+1)
(N+1)(2N+1)
)
− 1
)
|f(t)|2 ∈ L1(Rd),
so this term has zero limit by the Dominated Convergence Theorem. Combining
(3.36) and (3.37) yields
lim
`→∞
∥∥∥Ψ`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − Ψ`(t)
Qd,`(t)
SINC(pit)
∥∥∥
L2((E`,N,A)d)
= 0.
Equation (3.30) follows by a final application of Theorem III.26.
The proof of Lemma III.32 relies on the following proposition.
Proposition III.34. If f : (0,∞)→ (0,∞) is convex, decreasing, differentiable, and
integrable away from 0, then
1
4
f ′(`+ 1/2) ≤
∞∑
k=`+1
f(k)−
∫ ∞
`+1/2
f(x)dx ≤ 0, ` ≥ 0. (3.38)
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Proof. Geometric considerations show that
1) f(k) ≤
∫ k+1/2
k−1/2
f(x)dx, k ≥ 1, and
2)
∫ k+1
k
f(x)dx ≤ 1
2
[f(k) + f(k + 1)], k ≥ 1.
The rightmost inequality in (3.38) follows from 1) by summing over k. From 2) we
obtain ∫ ∞
`+1
f(x)dx ≤ 1
2
∞∑
k=`+1
f(k) +
1
2
∞∑
k=`+1
f(k + 1),
1
2
f(`+ 1) +
∫ ∞
`+1
f(x)dx ≤
∞∑
k=`+1
f(k),
1
2
f(`+ 1)−
∫ `+1
`+ 1
2
f(x)dx ≤
∞∑
k=`+1
f(k)−
∫ ∞
`+ 1
2
f(x)dx. (3.39)
There exists `+ 1/2 < ξ < `+ 1 such that
1
4
f ′(`+ 1/2) ≤ 1
4
f ′(ξ) =
1
2
f(`+ 1)− 1
2
f(`+ 1/2) ≤ 1
2
f(`+ 1)−
∫ `+1
`+ 1
2
f(x)dx.
Combining the inequality above with (3.39) proves the proposition.
Proof of Lemma III.32. Letting |t| < `+ 1/2 and recalling (3.23), we see that
− log
(sinc(pit)
Q1,`(t)
)
−
∞∑
k=1
1
k(2k − 1)
t2k
(`+ 1/2)2k−1
=
∞∑
k=1
[ ∞∑
j=`+1
1
j2k
− 1
(2k − 1)(`+ 1/2)2k−1
]t2k
k
. (3.40)
Applying Proposition III.34 to the function f(t) = 1
t2k
when k ≥ 1, we obtain
−k
2(`+ 1/2)2k+1
≤
∞∑
j=`+1
1
j2k
− 1
(2k − 1)(`+ 1/2)2k−1 ≤ 0.
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Equation (3.40) becomes
−1
2(`+ 1/2)
∞∑
k=1
( t
`+ 1/2
)2k
≤ − log
(sinc(pit)
Q1,`(t)
)
−
∞∑
k=1
1
k(2k − 1)
t2k
(`+ 1/2)2k−1
≤ 0.
Restated,
− 1
2(`+ 1/2)
(
t
`+1/2
)2
1−
(
t
`+1/2
)2 + ∞∑
k=N+1
1
k(2k − 1)
t2k
(`+ 1/2)2k−1
(3.41)
≤ − log
(sinc(pit)
Q1,`(t)
)
−
N∑
k=1
1
k(2k − 1)
t2k
(`+ 1/2)2k−1
≤
∞∑
k=N+1
1
k(2k − 1)
t2k
(`+ 1/2)2k−1
.
Exponentiating,
e
(
− 1
2(`+1/2)
(
t
`+1/2
)2
1−
(
t
`+1/2
)2)
e
∑∞
k=N+1
1
k(2k−1)
t2k
(`+1/2)2k−1 (3.42)
≤ Q1,`(t)e
−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1
sinc(pit)
≤ e
∑∞
k=N+1
1
k(2k−1)
t2k
(`+1/2)2k−1 .
Let ` be chosen large enough so that A(`+ 1/2)
2N+1
2N+2 < `+ 1/2. If ` is large enough,
then for any t ∈ E`,N,A, t = c(` + 1/2)
2N+1
2N+2 for some c ∈ [−A,A]. For such t, (3.42)
implies
e
(
− 1
2(`+1/2)
N+2
N+1
c2
1−c2(`+1/2))
−1
N+1
)
e
∑∞
k=N+1
c2k
k(2k−1) (`+1/2)
(1− k
N+1
)
≤ Q1,`(t)e
−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1
sinc(pit)
≤ e
∑∞
k=N+1
c2k
k(2k−1) (`+1/2)
(1− k
N+1
)
.
If t ∈ (E`,N,A)d, then t = c(` + 1/2)
2N+1
2N+2 for some c ∈ [−A,A]d. For any such t, we
55
have
e
(
− d
2(`+1/2)
N+2
N+1
A2
1−A2(`+1/2))
−1
N+1
)
e
∑∞
k=N+1
‖c‖2k2k
k(2k−1) (`+1/2)
(1− k
N+1
)
(3.43)
≤ Qd,`(t)e
−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1
SINC(pit)
≤ e
∑∞
k=N+1
‖c‖2k2k
k(2k−1) (`+1/2)
(1− k
N+1
)
.
On one hand,
e
∑∞
k=N+1
‖c‖2k2k
k(2k−1) (`+1/2)
(1− k
N+1
)
≤ e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
+O
(
(`+1/2)
−1
N+1
))
(3.44)
where the “big O” constant is independent of c ∈ [−A,A]d. On the other hand,
e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
≤ e
∑∞
k=N+1
‖c‖2k2k
k(2k−1) (`+1/2)
(1− k
N+1
)
. (3.45)
Inequalities (3.43), (3.44), and (3.45) yield
(
e
(
− d
2(`+1/2)
N+2
N+1
A2
1−A2(`+1/2))
−1
N+1
)
− 1
)
e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
(3.46)
≤ Qd,`(t)e
−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1
SINC(pit)
− e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
≤ e dA
2(N+1)
(N+1)(2N+1)
(
e
O
(
1
(`+1/2)
1
N+1
)
− 1
)
.
The leftmost side of (3.46) is of the order O((`+1/2)−
N+2
N+1 ), and the rightmost side of
(3.46) is of the order O((`+ 1/2)−
1
N+1 ), where the “big O” constants are independent
of c ∈ [−A,A]d. The lemma follows readily.
Proof of Lemma III.33. Equivalently, we need to show
lim
`→∞
sup
c∈[−A,A]d
∣∣∣(e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
− 1
)
f
(
c(`+ 1/2)
2N+1
2N+2
)∣∣∣ = 0.
Suppose the contrary. Let c` ∈ [−A,A]d be a value that maximizes the `-th term in
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the above limit. There exists (`k)k∈N, and  > 0 such that for all k ∈ N,
 ≤ sup
c∈[−A,A]d
∣∣∣(e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
− 1
)
f
(
c(`k + 1/2)
2N+1
2N+2
)∣∣∣
≤
(
e
(
dA2(N+1)
(N+1)(2N+1)
)
− 1
)∣∣f(c`k(`k + 1/2) 2N+12N+2 )∣∣,
so that the sequence
(
f
(
c`k(`k + 1/2)
2N+1
2N+2
))
k∈N
is bounded away from 0. By the
d-dimensional Riemann-Lebesgue lemma, this implies there exists δ > 0 such that∥∥c`k(`k + 1/2) 2N+12N+2∥∥2(N+1) ≤ δ for k ∈ N, that is,
‖c`k‖2(N+1) ≤ δ(`k + 1/2)−
2N+1
2N+2 .
This forces
 ≤ sup
c∈[−A,A]d
∣∣∣(e
(
‖c‖2(N+1)
2(N+1)
(N+1)(2N+1)
)
− 1
)
f
(
c(`k + 1/2)
2N+1
2N+2
)∣∣∣
≤
(
e
(
δ2(N+1)
(`k+1/2)
2N+1(N+1)(2N+1)
)
− 1
)
‖f‖∞.
The last term in the above inequality has limit 0 as `→∞, which is a contradiction.
F. Comments regarding the optimality of Theorem III.30
In the statement of Theorem III.30, it is not apparent whether or not (E`,N,A)` can
be replaced with a more rapidly growing sequence of intervals; however, Proposition
III.35 shows that if f(t) = SINC(pit), (3.31) and (3.30) can hold for a sequence of
intervals (E`,N)` which grow faster than (E`,N,A)`. Propositions III.40 and III.42
show that growth bounds of the intervals in Proposition III.35 are optimal for this
function. Thus, the bounds in Proposition III.35 provide upper bounds for the growth
of any sequence (E`,N)` such that either (3.31) or (3.30) hold for general multivariate
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bandlimited functions.
Proposition III.35. Define
C`,N =
(1
4
(2N + 1)2(`+ 1/2)2N+1 log(`+ 1/2)
) 1
2(N+1)
, and
D`,N =
(1
2
(2N + 1)2(`+ 1/2)2N+1 log(`+ 1/2)
) 1
2(N+1)
,
and let ISINCpi(·),` be the approximant from Theorem III.30 corresponding to f(·) =
SINCpi(·). Then the following hold:
lim
`→∞
∥∥∥SINC(pit)− ISINCpi(·),`(t)∥∥∥
L2([−C`,N ,C`,N ]d)
= 0, (3.47)
and
lim
`→∞
∥∥∥SINC(pit)− ISINCpi(·),`(t)∥∥∥
L∞([−D`,N ,D`,N ]d)
= 0. (3.48)
The proof of (3.47) requires the following two propositions.
Proposition III.36.
lim
`→∞
∥∥∥(e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
SINC(pit)
∥∥∥
L2([−C`,N ,C`,N ]d)
= 0. (3.49)
Proof. Let t = αC`,N where α ∈ [−1, 1]d. Noting that
e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
=
(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)
,
the quantity in (3.49) becomes(∫
[−C`,N ,C`,N ]d
∣∣∣∣((`+ 12) 2N+14(N+1)‖α‖
2(N+1)
2(N+1) − 1
)
SINC(pit)
∣∣∣∣2dt)1/2
≤ 1
C
d/2
`,N
(∫
[−1,1]d
∣∣∣∣(`+ 12) 2N+14(N+1)‖α‖
2(N+1)
2(N+1) − 1
∣∣∣∣2dα)1/2
≤
2d/2
(
`+ 1
2
)d 2N+1
4(N+1)
+ 2d/2(
1
4
(2N + 1)2
) d
4(N+1)
(
log(`+ 1/2)
) d
4(N+1) (`+ 1/2)d
2N+1
4(N+1)
→`→∞ 0.
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This proves the proposition.
Proposition III.37.
lim
`→∞
∥∥∥Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1−e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
SINC(pit)
∥∥∥
L2([−C`,N ,C`,N ]d)
= 0 (3.50)
Proof. If t ∈ Rd and ‖t‖∞ < `+ 1/2, then (3.42) implies
(
e
∑∞
k=N+1
1
k(2k−1)
‖t‖2k2k
(`+1/2)2k−1
) d∏
k=1
e
(
− 1
2(`+1/2)
(
t
`+1/2
)2
1−
(
t
`+1/2
)2)
(3.51)
≤ Qd,`(t)e
−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1
SINC(pit)
≤ e
∑∞
k=N+1
1
k(2k−1)
‖t‖2k2k
(`+1/2)2k−1 .
Let t ∈ [−C`,N , C`,N ]d where t = αC`,N , α ∈ [−1, 1]. Consider the right-hand side of
(3.51) for such t.
e
∑∞
k=N+1
1
k(2k−1)
‖t‖2k2k
(`+1/2)2k−1 ≤
(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)
e
(`+1/2)O
(∥∥ t
`+1/2
∥∥2(N+2)
2(N+2)
)
≤
(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)
e
(
M(`+1/2)
− 1
N+1 (log(`+1/2))
N+2
N+1 ‖α‖2(N+2)
2(N+2)
)
. (3.52)
for some constant M . Noting that
t2
(`+ 1/2)3
=
‖α‖22
(
1
4
(2N + 1)2
) 1
N+1
(
log(`+ 1/2)
) 1
N+1
(`+ 1/2)
N+2
N+1
,
we can bound the left-hand side of (3.51) from below as follows:
e
(
−m ‖α‖
2
2
(
log(`+1/2)
) 1
N+1
(`+1/2)
N+2
N+1
)(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)
(3.53)
≤
(
e
∑∞
k=N+1
1
k(2k−1)
‖t‖2k2k
(`+1/2)2k−1
) d∏
k=1
e
(
− 1
2(`+1/2)
(
t
`+1/2
)2
1−
(
t
`+1/2
)2)
,
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where m > 0 is chosen independently of `. Relations (3.51) through (3.53) imply
(
e
(
−m (log(`+1/2))
1
N+1 ‖α‖22
(`+1/2)
N+2
N+1
)
− 1
)(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)|SINC(pit)|
≤
∣∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
SINC(pit)
∣∣∣∣
≤
(
e
(
M
(log(`+1/2))
N+2
N+1 ‖α‖2(N+2)
2(N+2)
(`+1/2)
1
N+1
)
− 1
)(
`+
1
2
) 2N+1
4(N+1)
‖α‖2(N+1)
2(N+1)|SINC(pit)|.
Further simplification implies (for appropriate constants C, C ′, and C ′′) that
∥∥∥Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 − e
(
‖t‖2(N+1)
2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
SINC(pit)
∥∥∥
L2([−C`,N ,C`,N ]d)
≤ C (log(`+ 1/2))
N+2
N+1
(`+ 1/2)
1
N+1
(∫
[−C`,N ,C`,N ]d
∣∣∣∣∣(`+ 12) 2N+14(N+1)‖α‖
2(N+1)
2(N+1)‖α‖22SINC(pit)
∣∣∣∣∣
2
dt
)1/2
= C ′
(log(`+ 1/2))
N+2
N+1
(`+ 1/2)
1
N+1
(∫
[−1,1]d
∣∣∣∣∣(`+ 12) 2N+14(N+1)‖α‖
2(N+1)
2(N+1)‖α‖22SINC(pit)
∣∣∣∣∣
2
(log(`+ 1/2))
d
2(N+1)
(
`+ 1
2
) 2N+1
2(N+1)
d
dα
)1/2
≤ C ′′ (log(`+ 1/2))
N+2
N+1
(`+ 1/2)
1
N+1 (log(`+ 1/2))
d
4(N+1)
,
after the change in variable t = αC`,N and simple estimates for the integrand. This
proves the proposition.
Proof of (3.47). This follows immediately from Propositions III.36 and III.37.
The proof of (3.48) requires the following two propositions.
Proposition III.38.
lim
`→∞
∥∥∥(e
(
t2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
− 1
)
sinc(pit)
∥∥∥
L∞[−D`,N ,D`,N ]
= 0. (3.54)
Proof. Let t ∈ [−D`,N , D`,N ]; then t = αD`,N for α ∈ [−1, 1]. Simplification shows
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that (3.54) holds if
lim
`→∞
sup
α∈[0,1]
∣∣∣∣ (`+ 1/2)α2(N+1) 2N+12(N+1) − 1
α
(
log(`+ 1/2)
) 1
2(N+1) (`+ 1/2)
2N+1
2(N+1)
∣∣∣∣ = 0. (3.55)
Note that for large `,
sup
α∈[1/2,1]
∣∣∣∣∣ (`+ 1/2)α
2(N+1) 2N+1
2(N+1) − 1
α
(
log(`+ 1/2)
) 1
2(N+1) (`+ 1/2)
2N+1
2(N+1)
∣∣∣∣∣ ≤ 2( log(`+ 1/2)) 12(N+1) . (3.56)
Let 0 < α ≤ 1/2. The Mean Value Theorem implies∣∣∣∣(`+ 1/2)α2(N+1) 2N+12(N+1) − 1α
∣∣∣∣ ≤ (2N+1)(`+1/2)α2(N+1) 2N+12(N+1)α2N+1 log(`+1/2). (3.57)
This yields
sup
α∈[0,1/2]
∣∣∣∣ (`+ 1/2)α2(N+1) 2N+12(N+1) − 1
α
(
log(`+ 1/2)
) 1
2(N+1) (`+ 1/2)
2N+1
2(N+1)
∣∣∣∣ ≤M
(
log(`+ 1/2)
) 2N+1
2(N+1)
(`+ 1/2)
2N+1
2(N+1)
(1−(1/2)2(N+1))
for some constant M . Combined with (3.56), we have (3.55), which proves the propo-
sition.
Proposition III.39.
0= lim
`→∞
∥∥∥Q1,`(t)e−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1 −e
(
t2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
sinc(pit)
∥∥∥
L∞[−D`,N ,D`,N ]
.
Proof. Let t ∈ [−C`,N , C`,N ] where t = αC`,N , α ∈ [−1, 1]. Proceeding in the same
manner as in the proof of Proposition III.37, we see (for appropriate constants C and
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C ′) that∣∣∣∣Q1,`(t)e−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1 − e
(
t2(N+1)
(`+1/2)2N+1(N+1)(2N+1)
)
sinc(pit)
∣∣∣∣
L∞([−C`,N ,C`,N ])
≤ C(`+ 1/2)
α2(N+1) 2N+1
2(N+1)α2(log(`+ 1/2))
N+2
N+1 | sin(pit)|
α(`+ 1/2)
1
N+1 (log(`+ 1/2))
1
2(N+1) (`+ 1/2)
2N+1
2(N+1)
≤ C
′(log(`+ 1/2))
2N+3
2(N+1)
(`+ 1/2)
1
N+1
.
This proves the proposition.
Proof of (3.48). The previous two propositions prove (3.48) when d = 1. The multi-
dimensional case follows inductively.
Proposition III.40. Let N ≥ 0. If (M`,N)` is a sequence of positive numbers such
that (3.47) holds when (C`,N)` is replaced by (M`,N)`, then
lim sup
`→∞
M`,N
C`,N
≤ 1. (3.58)
The proof of Proposition III.40 requires the following simple estimate:
Proposition III.41. Let a > 1/2,  > 0, 0 < ω < 1, then∫ (1+)a
a
sin2 pix
x1+ω
dx >

2aω(1 + )ω
− a
2(a− 1/2)1+ω .
Proof. Let b = (1 + )a. We have∫ b
a
sin2 pix
x1+ω
dx+
∫ b
a
cos2 pix
x1+ω
dx =
1
ω
( 1
aω
− 1
bω
)
and ∫ b
a
cos2 pix
x1+ω
dx =
∫ b−1/2
a−1/2
sin2 pix
(x+ 1/2)1+ω
dx <
∫ b−1/2
a−1/2
sin2 pix
x1+ω
dx.
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This yields
2
∫ b
a
sin2 pix
x1+ω
dx−
∫ b
b−1/2
sin2 pix
x1+ω
dx+
∫ a
a−1/2
sin2 pix
x1+ω
dx >
1
ω
( 1
aω
− 1
bω
)
,
so that ∫ b
a
sin2 pix
x1+ω
dx >
1
2ω
( 1
aω
− 1
bω
)
− 1
2(a− 1/2)1+ω .
Noting that
1
2ω
( 1
aω
− 1
bω
)
=

2ωaω(1 + )ω
(1 + )ω − 1

>

2aω(1 + )ω
proves the proposition.
Proof of Proposition III.40. Fix N ≥ 0, and define c = 2N+1
2N+4
+ δ/2 where 0 < δ is
small enough so that c < 1/2. Define
A` = (c(N + 1)(2N + 1) log(`+ 1/2))
1
2(N+1) (`+ 1/2)
−1
2(N+1)
and
` = (`+ 1/2)
1−2cA`.
Algebra shows that lim`→∞ ` = 0. Let t ∈ [A`(` + 1/2), (1 + `)A`(` + 1/2)], then
t = α(`+ 1/2) for some α ∈ [A`, (1 + `)A`]. For large `, note that (3.42) implies
1
2pi
e
(
(`+1/2)α2(N+1)
(N+1)(2N+1)
)
| sin piα(`+ 1/2)|
α(`+ 1/2)
≤
∣∣∣Q1,`(t)e−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1 ∣∣∣. (3.59)
Moving to the multivariate case, if t ∈ [A`(` + 1/2), (1 + `)A`(` + 1/2)]d, then t =
α(`+ 1/2) for some α ∈ [A`, (1 + `)A`]d. This yields
d∏
i=1
1
2piαci
| sin piαi(`+ 1/2)|
(αi(`+ 1/2))1−c
≤
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∣∣∣.
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For sufficiently large `, we can conclude that[
1
9pi2A2c`
∫ (1+`)A`(`+1/2)
A`(`+1/2)
sin2 pix
x2−2c
dx
]d
≤
∫
[A`(`+1/2),(1+`)A`(`+1/2)]d
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∣∣∣2dt.
Applying Proposition III.41 for a = A`(` + 1/2),  = `, and ω = 1 − 2c, and using
the definition of `, we obtain[
1
9pi2
[ 1
2(1 + `)1−2c
− 1
2A2c` (A`(`+ 1/2)− 1)2−2c
]]d
≤
∫
[A`(`+1/2),(1+`)A`(`+1/2)]d
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∣∣∣2dt.
The first term in the brackets in the left-hand side of the foregoing inequality converges
to 1/2 as ` → ∞, while the second term has limit 0. We conclude there exists a
constant β > 0 such that
β ≤
∫
[A`(`+1/2),(1+`)A`(`+1/2)]d
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∣∣∣2dt, ` > 0. (3.60)
If M`,N ≥ (`+ 1/2)(1 + `)A` for infinitely many `, there exists a subsequence (`k)k∈N
such that (in particular),
lim
`k→∞
∥∥∥SINC(pit)−Qd,`k(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`k+1/2)2k−1 ∥∥∥
L2([A`k (`k+1/2)),A`k (`k+1/2)(1+`k )]
d)
=0.
This contradicts (3.60). This yields that for sufficiently large `,
M`,N < (`+ 1/2)(1 + `)A`
= (1 + `)
((2N + 1
4N + 4
+ δ/2
)
(N + 1)(2N + 1)(`+ 1/2)2N+1 log(`+ 1/2)
) 1
2(N+1)
.
Note that since ` → 0, for large `, the quantity
(1 + `)
(2N + 1
4N + 4
+ δ/2
) 1
2(N+1)
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is less than, (and bounded away from) the quantity
(
2N+1
4N+4
+ δ
) 1
2(N+1)
. We conclude
that for any δ > 0, there exists `N,δ such that
sup
`>`N,δ
M`,N
((N + 1)(2N + 1) log(`+ 1/2))
1
2(N+1) (`+ 1/2)
2N+1
2(N+1)
<
(2N + 1
4N + 4
+ δ
) 1
2(N+1)
.
Proposition III.40 follows.
Proposition III.42. Let N ≥ 0. If (M`,N)` is a sequence of positive numbers such
that (3.48) holds when (D`,N)` is replaced by (M`,N)`, then
lim sup
`→∞
M`,N
D`,N
≤ 1. (3.61)
The proof of Proposition III.42 requires the following fact:
Proposition III.43. Let 0 <  ≤ 1. If I is a closed interval with length , then there
exists t ∈ I such that | sin(pit)| ≥ sin(pi/2).
Proof. The function f(x) = | sin pix| is 1-periodic, so it suffices to prove the proposi-
tion for intervals satisfying one of the two following conditions: either 1) 0 ∈ I, or 2)
I ⊂ (0, 1).
Case 1). Let I = [−c1, c2] where c1, c2 ≥ 0, and c1 + c2 = . Then ci ≥ /2 for
some i = 1, 2. If ci ≤ 1/2, then /2 ≤ ci ≤ 1/2 implies sin(pi/2) ≤ sin(pici), so that
sin(pi/2) ≤ | sin(pi(±ci))| where either ci or −ci is in I. If 1/2 < ci, then −ci < −1/2.
From this, either t = 1/2 or t = −1/2 is in I.
Case 2) Let I = [c1, c1 + ] where 0 < c1 < c1 +  < 1. If 1/2 ∈ I, we are
done. Let 1/2 < c1 < c1 +  < 1, so that 0 <  < 1 − c1 < 1/2. This yields
sin(pi/2) < sin(pi) < sin pi(1 − c1) = sin(pic1). Let c1 < c1 +  < 1/2, then
/2 < c1 +  < 1/2 implies sin(pi/2) < sinpi(c1 + ).
Proof of Proposition III.42. Let N ≥ 0. Choose δ > 0 such that c := 2N+1
2N+2
+ δ/2 < 1.
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Define
A` = (c(N + 1)(2N + 1) log(`+ 1/2))
1
2(N+1) (`+ 1/2)
−1
2(N+1)
and
` = A`(`+ 1/2)
1−c.
Algebra shows that lim`→∞ ` = 0. Let t ∈ [A`(`+ 1/2), A`(`+ 1/2) + `]. Proceeding
as before, for sufficiently large `, we have
1
2pi
e
(
t2(N+1)
(`+1/2)2N+1(N+1)(2N+1))
)
| sin(pit)|
t
≤
∣∣∣Q1,`(t)e−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1 ∣∣∣.
Now for all t ∈ [A`(`+ 1/2), A`(`+ 1/2) + `],
1
2pi
(`+ 1/2)c
A`(`+ 1/2) + `
| sin(pit)| ≤
∣∣∣Q1,`(t)e−∑Nk=1 1k(2k−1) t2k(`+1/2)2k−1 ∣∣∣.
In the multivariate case, if t ∈ [A`(`+ 1/2), A`(`+ 1/2) + `]d, we obtain
1
(2pi)d
(`+ 1/2)cd
(A`(`+ 1/2) + `)d
d∏
i=1
| sin(piti)| ≤
∣∣∣Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∣∣∣.
For large `, an application of Proposition III.43 yields
1
(3pi)d
| sin(pi`/2)|d
Ad` (`+ 1/2)
(1−c)d ≤
∥∥∥Qd,`(t)e−∑Nk=1 1k(2k−1) ‖t‖2k2k(`+1/2)2k−1 ∥∥∥
L∞([A`(`+1/2),A`(`+1/2)+`]d)
.
By the definition of `, the right-hand side of the above equation tends to a positive
constant. The remainder of the proof is almost identical to that of Proposition III.40.
G. An alternative proof of a special case of Theorem I.1
The main importance of the Theorems III.26 and III.30 is their multidimensional
nature; however, we can use them to present an alternative proof of the following
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special case of Theorem I.1.
Theorem III.44. Let (tn)n∈Z ⊂ R be a sequence such that tk = 0 for at most one
index k. Let (
sincpi((·)− tn)
)
n∈Z
be a UIRB for PW[−pi,pi]. The biorthogonal functions (Gn)n∈Z of
(
sincpi((·)− tn)
)
n∈Z
are given by
Gn(t) =
H(t)
(t− tn)H ′(tn) ,
where
H(t) = (t− t0)
∞∏
n=1
(
1− t
tn
)(
1− t
t−n
)
.
We begin by recalling the following fundamental theorem from complex analysis.
Theorem III.45 (Weierstrass’ Factorization Theorem). Define
En(z) =
 1− z, n = 0;(1− z) exp( z
1
+ . . .+ z
n
n
)
, n > 0
.
Let (an)
∞
n=1 ⊂ C be a sequence such that 0 < |an| → ∞. Let (pn)∞n=1 be a sequence of
positive integers which satisfies
∑∞
n=1
(
r
|an|
)pn+1
<∞, for all r > 0. If
f(z) =
∞∏
n=1
Epn
( z
an
)
,
then
1) The product above converges uniformly on compacta.
2) f is an entire function.
3.) The zero set of f is (an)
∞
n=1, and the multiplicity of each zero is the number of
times it occurs in the list (an)
∞
n=1.
Corollary III.46 (Corollary of Theorem III.45). Let f be a entire function not iden-
tically zero. Let 0 be a root of f with multiplicity m, and let (an)
∞
n=1 be the set
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of non-zero roots of f repeated by multiplicity. If (pn)
∞
n=1 is a sequence of positive
integers that satisfies
∞∑
n=1
( r
|an|
)pn+1
<∞, ∀r > 0,
then there exists an entire, non-vanishing, function h such that
f(z) = zmh(z)
∞∏
n=1
Epn
( z
an
)
,
where the product converges uniformly on compacta.
Proof. Note that |an| → ∞, otherwise (an)∞n=1 would have an accumulation point in
the plane, forcing f to be the zero function. Applying Theorem III.45, we see that
the function
h(z) :=
f(z)
zm
∏∞
n=1 Epn
(
z
an
)
is non-vanishing.
Proof of Theorem III.44. Fix n ∈ Z. From the proof of Lemma III.21, the only zeros
of Gn are (tk)k 6=n, and they form a uniformly separated set because (fn)n∈Z is a Riesz
basis. Rearrange (tk)k∈Z to (tk(j))j∈Z such that j1 < j2 implies tk(j1) < tk(j2). Define
δ = inf
j1,j2∈Z
|tk(j2) − tk(j1)|.
For |j| sufficiently large, we have |tk(j)| > |j|δ2 . Let
(an)
∞
n=1 = (t1, t−1, . . . , t`, t−`, . . .).
If r > 0, then
∞∑
n=1
( r
|an|
)2
=
∑
j:k(j)6=0
( r
tk(j)
)2
<∞,
since the jth term of the 2nd sum is of the order 1
j2
. Letting pn = 1 for all n > 0, and
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applying Corollary III.46, we conclude (after consolidating the cases n = 0, n 6= 0,
t0 6= 0, t0 = 0), that there exists a non-vanishing entire function hn such that
Gn(t) = hn(t) lim
`→∞
[H`(t)
t− tn exp
(
t
∑`
k=1
( 1
tk
+
1
t−k
))]
, t ∈ R,
where
H`(t) = (t− t0)
∏`
k=1
(
1− t
tk
)(
1− t
t−k
)
and convergence is uniform on compacta. If, in the notation of Corollary III.31, we
let f = Gn and note that Ψ`(t) =
H`(t)
(t−tn)H′`(tn)
, then we have
Gn(t) = hn(t) lim
`→∞
[
Ψ`(t)H
′
`(tn) exp
(
t
∑`
k=1
( 1
tk
+
1
t−k
))]
, t ∈ R. (3.62)
Fix τ /∈ (tk)k 6=n ∪ (−tk)k 6=n, that is, Gn(τ) 6= 0 and Gn(−τ) 6= 0; then
Gn(τ)Gn(−τ)
hn(τ)hn(−τ) = lim`→∞Ψ`(τ)Ψ`(−τ)|H
′
`(tn)|2.
Recalling that lim`→∞ 1/Ψ`(±τ) = 1/Gn(±τ), we find that
1√
hn(τ)hn(−τ)
= lim
`→∞
|H ′`(tn)|.
The equality above holds for τ ∈ R \ ((tk)k 6=n ∪ (−tk)k 6=n), so by continuity of hn, the
equality holds for all τ ∈ R, hence
1
|hn(0)| = lim`→∞ |H
′
`(tn)|.
Let t /∈ (tk)k 6=n, that is, Gn(t) 6= 0. Noting that
|Gn(t)| = lim
`→∞
|Ψ`(t)|||H ′`(t)| exp
(
t
∑`
k=1
( 1
tk
+
1
t−k
))
,
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we obtain
|hn(0)| = |hn(t)| lim
`→∞
exp
(
t
∑`
k=1
( 1
tk
+
1
t−k
))
, t /∈ (tk)k 6=n.
Now hn is real-valued and non-vanishing, so
0 6= Ln := 1
hn(0)
= lim
`→∞
1
hn(t) exp
(
t
∑`
k=1
(
1
tk
+ 1
t−k
)) , t /∈ (tk)k 6=n.
Combined with (3.62), we have
0 6= Ln = lim
`→∞
H ′`(tn). (3.63)
From
Gn(t) = lim
`→∞
H`(t)
(t− tn)H ′`(tn)
and (3.63), we obtain
(t− tn)LnGn(t) = lim
`→∞
(t− t0)
∏`
k=1
(
1− t
tk
)(
1− t
t−k
)
:= H(t),
so that
Gn(t) =
H(t)
(t− tn)Ln =
H(t)−H(tn)
(t− tn)Ln .
Letting t → tn in the above equation shows that Ln = H ′(tn), and the proof is
complete.
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CHAPTER IV
OVERSAMPLING AND MULTIVARIATE BANDLIMITED FUNCTIONS*
A. Introduction
This chapter is outlined as follows.∗ In Section B, we derive an oversampling formula
for multivariate functions whose frequency domain is a fairly general set E, (see
Proposition IV.1), when the sampling sites are (tn)n∈N, where (ei〈(·),tn〉)n∈N forms a
frame for L2(E). Section C investigates the stability of (4.1) under perturbation of
the sampled data along with concrete examples. Section D presents a computationally
feasible version of (4.1) in the case where the set (ei〈(·),tn〉)n∈N is a Riesz basis.
B. The multidimensional oversampling theorem
In this section we derive a multidimensional version of (1.3), (Theorem IV.3) for
unequally spaced sample points, and the corresponding non-oversampling formula is
given in Theorem IV.6.
In their proof of (1.3), Daubechies and DeVore regard F−1(f) as an element
of L2[−λpi, λpi] for some λ > 1. The fact that [−pi, pi] ⊂ [−λpi, λpi] allows for the
construction of the bump function F−1(g) ∈ C∞(R) which is 1 on [−pi, pi] and 0
off [−λpi, λpi]. If their result is to be generalized to a sampling theorem for PWE
in higher dimensions, a suitable condition for E allowing the existence of a bump
function is necessary. If 0 ∈ E ⊂ Rd is chosen to be compact such that for all λ > 1,
E ⊂ int(λE), then Lemma 8.18 in [7, page 245], a C∞-version of the Urysohn lemma,
implies the existence of a smooth bump function which is 1 on E and 0 off λE. It is
∗Part of this chapter is reprinted with permission from Sampling and recovery of
multidimensional bandlimited functions via frames, by B. A. Bailey, J. Math. Anal.
Appl. 367 (2) (2010) 374-388, Copyright 2009 by Elsevier Inc.
71
to such regions that we generalize (1.3).
There is a geometric characterization of compact sets E ⊂ Rd containing 0 such
that E ⊂ int(λE) for all λ > 1. Intuitively, E must be a continuous radial stretching
of the closed unit ball. This is formulated precisely in the following proposition.
Proposition IV.1. If 0 ∈ E ⊂ Rd is compact, then the following are equivalent:
1) E ⊂ int(λE) for all λ > 1.
2) There exists a continuous map φ : Sd−1 → (0,∞) such that
E = {tyφ(y) | y ∈ Sd−1, t ∈ [0, 1]}.
The proof needs the following definition:
Definition IV.2. A subset S ∈ Rd is said to be starshaped about 0 if
[0, x] := {tx | t ∈ [0, 1]} ⊂ S
whenever x ∈ S.
Proof of Proposition IV.1. 1) ⇒ 2): E is starshaped about 0: If not, there is x0 ∈ E,
0 < t0 < 1, such that t0x0 /∈ E. Let λ = 1t0 > 1. Now x0 ∈ λE, so t0x0 = 1λx0 ∈ E.
Define φ : Sd−1 → (0,∞) by x 7→ sup{λ ≥ 0 | λx ∈ E}.
φ is well defined: Certainly φ : Sd−1 → [0,∞) is well-defined since E is bounded
and 0 ∈ E. We need to show that 0 /∈ φ(Sd−1). Now 0 ∈ E implies 0 ∈ int(2E).
There exists an -ball B about 0 such that 0 ∈ B ⊂ 2int(E), so 0 ∈ B/2 ⊂ int(E).
So for all x ∈ Sd−1, we have 
3
x ∈ B/2 ⊂ int(E). So φ(x) ≥ /3.
Note that xφ(x) ∈ E for all x ∈ Sd−1: There exists λi ↗ φ(x) such that λix ∈ E,
so that λix→ xφ(x). As E is closed it follows that xφ(x) ∈ E.
φ is continuous: Suppose not; then there exists y ∈ Sd−1,  > 0, (xn)∞n=1 ⊂ Sd−1
such that xn → y and |φ(xn)− φ(y)| ≥ . Now φ(Sd−1) is bounded, so there exists a
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subsequence (xnk)k → y (relabeled as (xk)k) and c ∈ Rd such that φ(xk) → c. Now
xkφ(xk) ∈ E → cy implies cy ∈ E since E is closed. This yields c ≤ φ(y). Now
|φ(xn) − φ(y)| ≥  implies c < φ(y). Choose any t ∈ (c, φ(y)). As E is starshaped,
ty ∈ E. If ty is an interior point of E, then txk ∈ E for sufficiently large k. This
implies that t ≤ φ(xk) for large k, which implies t ≤ c. We conclude that ty isn’t an
interior point. So any ty ∈ [cy, yφ(y)] is a boundary point of E. Choose λ > 1 such
that λc < φ(y), then yφ(y) ∈ E is in [λcy, λyφ(y)] which consists of boundary points
of λE, but 1) implies yφ(y) ∈ int(λE), so ty isn’t a boundary point of E either. We
conclude that φ must be continuous.
Observing that {tyφ(y)|y ∈ Sd−1, t ∈ [0, 1]} is also starshaped, it is almost
immediate that it coincides with E.
2) ⇒ 1): Given that φ : Sd−1 → (0,∞) continuous, define
E = {tyφ(y)|y ∈ Sd−1, t ∈ [0, 1]}.
Let Bd be the closed unit ball in Rd. Note that each point in Bd \ 0 can be written
uniquely in the form ty where t ∈ (0, 1] and y ∈ Sd−1. Define ψ : Bd → E by
0 7→ 0, and ty 7→ tyφ(y). ψ is clearly a continuous and onto. To verify that ψ
is one to one, note that t1y1φ(y1) = t2y2φ(y2) implies t1φ(y1) = t2φ(y2), so that
y1 = y2. ψ is a continuous bijection from Bd to E. Standard topology implies that ψ
is a homeomorphism since Bd is compact and E is Hausdorff. In particular we have
∂E = ψ(Sd−1). Note that as λE is starshaped, E ⊂ λE. Suppose E * int(λE) for
some λ, then there is some x0 ∈ E such that x0 ∈ λ(∂E), so that x0 can be written
in the form λφ(y)y for some y ∈ Sd−1, but λφ(y)y /∈ E. We conclude E ⊂ int(λE)
for λ > 1.
We are now ready to state Theorem IV.3, which is a slight modification of The-
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orem 3.1 in [22]. To ease calculation, in this chapter we use the isomorphic Fourier
transform
F(f)(· ) = P.V.
∫
Rd
f(ξ)e−i〈·,ξ〉dξ, f ∈ L2(Rd),
with inverse transform
F−1(f)(· ) = P.V. 1
(2pi)d
∫
Rd
f(ξ)ei〈·,ξ〉dξ, f ∈ L2(Rd).
Theorem IV.3. Let 0 ∈ E ⊂ Rd be compact such that for all λ > 1, E ⊂ int(λE).
Choose T = (tn)n∈N ⊂ Rd such that (fn)n∈N, defined by fn(· ) = αei〈·,tn〉, α > 0,
is a frame for L2(E) with frame operator S. Let λ0 > 1 with F−1(g) : Rd → R,
F−1(g) ∈ C∞, where 0 ≤ F−1(g) ≤ 1 on Rd, F−1(g)|E = 1 and F−1(g)|(λ0E)c=0.
If λ ≥ λ0 and f ∈ PWE, then
f(t) =
α2
λd
∑
k∈N
(∑
n∈N
Bknf
(tn
λ
))
g
(
t− tk
λ
)
, t ∈ Rd, (4.1)
where Bkn = 〈S−1fn, S−1fk〉E. Convergence of the sum is in L2(Rd), hence also in
L∞(Rd). Furthermore, the map B : `2(N)→ `2(N) defined by
(yk)k∈N 7→
(∑
n∈N
Bknyn
)
k∈N
is bounded linear, and is an onto isomorphism if and only if (fn)n∈N is a Riesz basis
for L2(E).
Before embarking on the proof, we need two definitions.
Definition IV.4. If T = (xk)k is a sequence in Rd and f is a function with T in its
domain, then fT denotes the sequence (f(xk))k.
Definition IV.5. Define fλ,n(· ) = fn
( ·
λ
)
. Note that (fλ,n)n is a frame for L2(λE).
Denote its frame operator by Sλ.
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Proof of Theorem IV.3. Step 1: We show that
f = α
∑
n
f
(tn
λ
)
F [(S−1λ fλ,n)F−1(g)], f ∈ PWE. (4.2)
We know supp(F−1(f)) ⊂ E ⊂ λE, so we may work with F−1(f) via its frame
decomposition. We have
F−1(f) = S−1λ Sλ(F−1(f)) =
∑
n
〈F−1(f), fλ,n〉λES−1λ fλ,n, on λE.
This yields
F−1(f) =
∑
n
〈F−1(f), fλ,n〉λE(S−1λ fλ,n)F−1(g), on Rd,
since F(g) = 1 on the support of F−1(f). Taking Fourier transforms we obtain
f =
∑
n
〈F−1(f), fλ,n〉λEF [(S−1λ fλ,n)F−1(g)], on Rd. (4.3)
Now
〈F−1(f), fλ,n〉λE =
∫
λE
F−1(f)(ξ)αe−i〈ξ, tnλ 〉dξ = αf
(tn
λ
)
which, when substituted into (4.3), yields (4.2).
Step 2: We show that
f(· ) = α2
∑
n
f
(tn
λ
)[∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λEg
(
· −tk
λ
)]
, (4.4)
where convergence is in L2: We compute F [(S−1λ fλ,n)F−1(g)]. For h ∈ L2(λE) we
have
h = Sλ(S
−1
λ h) =
∑
k
〈S−1λ h, fλ,k〉λEfλ,k =
∑
k
〈h, S−1λ fλ,k〉λEfλ,k.
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Letting h = S−1λ fλ,n, we have
S−1λ fλ,n =
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λEfλ,k.
This gives
F [(S−1λ fλ,n)F−1(g)](· ) =
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λEF [fλ,kF−1(g)](· )
=
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λE
∫
λE
αei〈ξ,
tk
λ
〉F−1(g)(ξ)e−i〈ξ,·〉dξ
=
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λE
∫
λE
αF−1(g)(ξ)e−i〈·− tkλ ,ξ〉dξ
= α
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λE [FF−1g]
(
· −tk
λ
)
= α
∑
k
〈S−1λ fλ,n, S−1λ fλ,k〉λE g
(
· −tk
λ
)
,
so (4.4) follows from (4.2).
Step 3: We show that
〈S−1λ fλ,n, S−1λ fλ,k〉λE =
1
λd
〈S−1fn, S−1fk〉E, for n, k ∈ N. (4.5)
First we show (S−1λ fλ,n)(· ) = 1λd (S−1fn)( ·λ), or equivalently that
fλ,n =
1
λd
Sλ
(
(S−1fn)(
·
λ
)
)
.
We have for any g ∈ L2(λE),
〈g, fλ,k〉λE =
∫
λE
g(ξ)αe−i〈
ξ
λ
,tk〉dξ = λd
∫
E
g(λx)αe−i〈x,tk〉dx = λd〈g(λ(·)), fk〉E.
By definition of the frame operator Sλ,
Sλg =
∑
k∈N
〈g, fλ,k〉λEfλ,k,
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which then becomes
Sλg = λ
d
∑
k
〈g(λ(·)), fk〉Efλ,k.
Substituting g = 1
λd
(S−1fn)( ·λ) into the equation above we obtain
1
λd
Sλ
(
(S−1fn)
( ·
λ
))
=
∑
k
〈S−1fn, fk〉Efλ,k =
(
S(S−1fn)
)( ·
λ
)
= fλ,n.
We now compute the desired inner product:
〈S−1λ fλ,n, S−1λ fλ,k〉λE =
1
λ2d
∫
λE
(S−1fn)
(x
λ
)
(S−1fk)
(x
λ
)
dx
=
λd
λ2d
∫
E
(S−1fn)(x)(S−1fk)(x)dx =
1
λd
〈S−1fn, S−1fk〉E.
Note that (4.4) becomes
f(· ) = α
2
λd
∑
n
f
(tn
λ
)[∑
k
〈S−1fn, S−1fk〉g
(
· −tk
λ
)]
. (4.6)
Step 4: The map B : `2(N) → `2(N) given by (xk)k∈N 7→
(∑
nBknxn
)
k∈N is
bounded linear and self-adjoint: Let (dk)k∈N be the standard basis for `2(N), and let
(ek)k∈N be an orthonormal basis for L2(E). If Len = fn is the synthesis operator,
then S = LL∗, and we have
Bkj = 〈S−1fj, S−1fk〉 = 〈L∗(S−1)2Lej, ek〉.
It follows that the map B : `2(N)→ `2(N) is (after the change of basis dn 7→ en), the
map
L∗(S−1)2L : L2(E)→ L2(E),
which is bounded linear and self-adjoint. Clearly B is an onto isomorphism if and
only if L and L∗ are both onto, i.e., if and only if the map Len = fn is an onto
isomorphism.
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Step 5: Verification of (4.1). Note that f
( ·
λ
)
, g
(
t− ·
λ
)
∈ L2(λE), and recall that
(fλ,n)n is a frame for L2(λE), say with upper frame bound Bλ. We have
∑
n
∣∣∣f(tn
λ
)∣∣∣2 = ∑ |〈F−1(f), fλ,n〉λE|2 ≤ Bλ‖F−1(f)‖2, (4.7)
and
∑
n
∣∣∣g(t− tn
λ
)∣∣∣2 = ∑∣∣∣〈F−1(g(t− ·
λ
))
, fλ,n
〉
λE
∣∣∣2 ≤ BλwwwF−1(g(t− ·
λ
))www2.
For each t ∈ Rd, let gλ(t) =
(
g
(
t − tn
λ
))
n∈N
, and recall Definition IV.4. Note that
(4.6) becomes
f(t) =
α2
λd
∑
n
f
(tn
λ
)[∑
k
Bkng
(
t− tk
λ
)]
=
α2
λd
∑
n
f
(tn
λ
)[∑
k
Bnkg
(
t− tk
λ
)]
=
α2
λd
∑
n
(fT /λ)n(Bgλ(t))n =
α2
λd
〈fT /λ, Bgλ(t)〉 = α
2
λd
〈BfT /λ, gλ(t)〉
=
α2
λd
∑
k
(BfT /λ)kg
(
t− tk
λ
)
=
α2
λd
∑
k∈N
(∑
n∈N
Bknf
(tn
λ
))
g
(
t− tk
λ
)
,
which proves (4.1).
Step 6: We verify that (4.1) converges in L2(Rd) (and hence uniformly). Define
fn(t) =
α2
λd
∑
1≤k≤n
(BfT /λ)kg
(
t− tk
λ
)
and
fm,n(t) =
α2
λd
∑
m≤k≤n
(BfT /λ)kg
(
t− tk
λ
)
.
Then
[F−1(fm,n)](ξ) = α
2
λd
∑
m≤k≤n
(BfT /λ)kF−1
[
g
(
ξ − tn
λ
)]
=
α2
λd
∑
m≤k≤n
(BfT /λ)kF−1(g)(ξ)ei〈ξ,
tk
λ
〉,
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so
‖[F−1(fm,n)]‖22 =
α2
λd
∫
λE
|F−1(g)(ξ)|2
∣∣∣ ∑
m≤k≤n
(BfT /λ)kei〈ξ,
tk
λ
〉
∣∣∣2dξ
≤ α
2
λd
www ∑
m≤k≤n
(BfT /λ)kfλ,k
www2
2
.
If (hn)n is a orthonormal basis for L2(λE), then the map Thk = fλ,k (the synthesis
operator) is bounded linear, so
‖[F−1(fm,n)]‖22 ≤
α2
λd
wwwT( ∑
m≤k≤n
(BfT /λ)khk
)www2
2
≤ α
2
λd
‖T‖2
∑
m≤k≤n
|(BfT /λ)k|2.
But BfT /λ ∈ `2(N), so ‖[F−1(fm,n)]‖2 → 0 as m,n → ∞. As F−1 is an onto
isomorphism, we have ‖fm,n‖ → 0, implying that ‖f − fn‖ → 0 as n→∞.
Note that (4.1) is conveniently written as
f(t) =
α2
λd
∑
k
(BfT /λ)kg
(
t− tk
λ
)
, t ∈ Rd. (4.8)
The following is a version of Theorem IV.3 corresponding to λ = 1.
Theorem IV.6. Choose (tn)n∈N ⊂ Rd such that (fn)n∈N, defined by
fn(· ) = 1
(2pi)d/2
ei〈·,tn〉,
is a frame for L2([−pi, pi]d). If f ∈ PWE, then
f(t) =
∑
k∈N
(∑
n∈N
Bknf(tn)
)
SINC(pi(t− tk)), t ∈ Rd. (4.9)
The matrix B and the convergence of the sum are as in Theorem IV.3.
The proof of Theorem IV.6 is a simplification of the proof of Theorem IV.3, and
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is omitted. We can write (4.9) as
f(t) =
∑
k∈N
(BfT )kSINC(pi(t− tk)). (4.10)
Theorem IV.6 is similar in spirit to Theorem 1.9 in [23, page 19].
C. Comments regarding the stability of Theorem IV.3
A desirable trait in a recovery formula is stability given error in the sampled data.
Theorem IV.7 given below is an analogue of Theorem I.3 which applies to (4.1) under
an additional assumption about the symmetry of E about 0.
Theorem IV.7. Let the domain E be symmetric about 0, and let (tn)n∈N, λ, and g
(taken to be real valued) satisfy the hypotheses of Theorem IV.3. Additionally, assume
that the map x 7→ Bx (interpreted as matrix multiplication) is bounded from `p to `∞
for some 1 ≤ p <∞. If  = (n)n∈N ∈ `p, and
f˜λ,(t) :=
1
λd
∑
k∈N
(∑
n∈N
Bkn
[
f
(tn
λ
)
+ n
])
g
(
t− tk
λ
)
, t ∈ Rd,
then
‖f − f˜λ,‖L∞ ≤ (4.11)
‖‖`p‖B‖
[(∑`
i=1
1
∆di
)
‖g‖L1 +
(∑`
i=1
1
∆d−1i
)1
λ
∫
Rd
‖(∇g)(x)‖`d1dx+ o
(1
λ
)]
,
where
(tk)k∈N =
⋃`
i=1
(τ ik)k∈Si , Si ⊂ N, ∆i = inf
k 6=j
‖τ ik − τ ij‖`∞ > 0.
Before we prove Theorem IV.7, we note that the assumption that B be continuous
can be formally weakened:
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Proposition IV.8. If (bnm)n,m∈N is an infinite matrix, and the map
x := (xk)k 7→
(∑
j
bkjxj
)
k
:= Bx
is well defined as a linear function from `p(N) to `∞(N) for some 1 ≤ p ≤ ∞, then it
is bounded.
Proof. Observe that the map B is `p → `∞ continuous if and only if
sup
n
‖(bnm)m‖`q <∞.
1) First, if (ck)
∞
k=1 is a sequence in C such that
F : `p(N)→ C, Fx =
∞∑
k=1
ckxk,
is well defined as a linear function, then F is continuous: Define Fn : `p(N) → C by
Fnx =
∑n
k=1 ckxk for n ≥ 1. Given any x = (xk)∞k=1 ∈ `p(Z), note that
sup
n≥1
|Fnx| = sup
n≥1
∣∣∣ n∑
k=1
ckxk
∣∣∣ ≤ sup
n≥1
n∑
k=1
|ck||xk| =
∞∑
k=1
|ck||xk|
= F
(
(|xk|sign(ck))∞k=1
)
<∞
because F is well defined. Let 1/p+1/q = 1. By the Uniform Boundedness Principle,
we have
sup
n≥1
‖Fn‖ = sup
n≥1
( n∑
k=1
|ck|q
) 1
q = ‖(ck)k∈N‖q <∞,
so |Fx| ≤ ‖(ck)k∈N‖q‖x‖p.
2) As B is well defined, we have ‖Bx‖∞ = supn≥1
∣∣∑∞
k=1 bnkxk
∣∣ < ∞ for any x ∈
`p(N), so that for all n ≥ 1, the map Bn : `p(N) → C given by Bnx =
∑∞
k=1 bnkxk is
well defined. Applying part 1), we conclude that ‖Bn‖ <∞. Thus supn≥1 |Bnx| <∞
for all x ∈ `p(N), so by the Uniform Boundedness Principle, supn∈Z ‖Bn‖ < ∞. We
conclude ‖Bx‖∞ ≤
(
supn ‖Bn‖
)
‖x‖p.
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The proof of Theorem IV.7 requires the following lemma.
Lemma IV.9. Let (tk)k∈N ⊂ Rd be a relatively uniformly separated set, and let
g : Rd → R be a Schwartz function. If λ > 0, then
sup
t∈Rd
1
λd
∑
k∈N
∣∣∣g(t− tk
λ
)∣∣∣ ≤
(∑`
i=1
1
∆di
)
‖g‖L1 +
(∑`
i=1
1
∆d−1i
)1
λ
∫
Rd
‖(∇g)(x)‖`d1dx+ o
(1
λ
)
, (4.12)
where
(tk)k∈N =
⋃`
i=1
(τ ik)k∈Si , Si ⊂ N, ∆i = inf
k 6=j
‖τ ik − τ ij‖`∞ > 0.
The proof of Lemma IV.9 requires several propositions.
Proposition IV.10. Let Ω ⊂ Rd be convex, and g : Rd → R be continuously differ-
entiable. Then
|g(x)− g(y)| ≤ max
ω∈Ω
‖(∇g)(ω)‖`d1‖‖x− y‖`d∞ , x, y ∈ Ω.
Proof. Let u ∈ Rd. If x, x+ u ∈ Ω, then
g(x+ u)− g(x) = (∇g)(x˜) · u, some x˜ ∈ [x, x+ u].
By Ho¨lder’s inequality and convexity,
|g(x+ u)− g(x)| ≤ max
ω∈Ω
‖(∇g)(ω)‖`d1‖‖u‖`d∞ .
Definition IV.11. For n ∈ Zd, define
Cn = [n1 − 1/2, n1 + 1/2)× · · · × [nd − 1/2, nd + 1/2).
The following observations are immediate:
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1) If α > 0, then (αCn)n∈Zd is a disjoint cover for Rd.
2) If x, y ∈ αCn, α > 0, then ‖x− y‖`d∞ < α and ‖x− αn‖`d∞ ≤ α/2.
Proposition IV.12. If (tk)k∈S ⊂ Rd is a sequence (possibly finite) satisfying
inf
k 6=j
‖tk − tj‖`d∞ = ∆,
and g : Rd → R is a Schwartz function, then
∆d
λd
∑
k∈S
∣∣∣g(tk
λ
)∣∣∣ ≤ ‖g‖L1 + ∆λ ∑
n∈Zd
max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
(∆
λ
)d
. (4.13)
Proof. Part 1): Note there exists unique n(k) such that tk
λ
∈ ∆
λ
Cn(k). If k 6= j,
then ‖ tk
λ
− tj
λ
‖ ≥ ∆
λ
, so by observation 2), n(k) 6= n(j). By Proposition IV.10 and
observation 2), ∣∣∣g(tk
λ
)
− g
(∆n(k)
λ
)∣∣∣ ≤ max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
∆
2λ
,
yielding
∆d
λd
∑
k∈S
∣∣∣g(tk
λ
)∣∣∣ ≤ ∆d
λd
∑
k∈S
∣∣∣g(∆n(k)
λ
)∣∣∣+ ∆
2λ
∑
k∈N
max
ω∈∆
λ
Cn(k)
‖(∇g)(ω)‖`d1
(∆
λ
)d
≤ ∆
d
λd
∑
n∈Zd
∣∣∣g(∆n
λ
)∣∣∣+ ∆
2λ
∑
n∈Zd
max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
(∆
λ
)d
.
In the 2nd inequality above we used that (n(k))k∈S consists of distinct lattice points.
Part 2):
∑
n∈Zd
∣∣∣g(∆n
λ
)∣∣∣(∆
λ
)d
− ‖g‖L1 ≤
∫
Rd
∑
n∈Rd
[∣∣∣g(∆n
λ
)∣∣∣− ∣∣∣g(x)∣∣∣]χ∆
λ
Cn
(x)dx
≤
∫
Rd
∑
n∈Rd
∣∣∣g(∆n
λ
)
− g(x)
∣∣∣χ∆
λ
Cn
(x)dx.
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By Proposition IV.10,∣∣∣g(∆n
λ
)
− g(x)
∣∣∣ ≤ max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
∆
2λ
,
so ∑
n∈Zd
∣∣∣g(∆n
λ
)∣∣∣(∆
λ
)d
≤ ‖g‖L1 +
∆
2λ
∑
n∈Zd
max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
(∆
λ
)d
.
Parts 1) and 2) together prove the proposition.
Proposition IV.13. The following holds.
lim
λ→∞
∑
n∈Zd
max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1
(∆
λ
)d
=
∫
Rd
‖(∇g)(x)‖`d1dx.
Proof. Define
fλ(x) =
∑
n∈Zd
max
ω∈∆
λ
Cn
‖(∇g)(ω)‖`d1χ∆λ Cn(x), x ∈ R
d.
We need to show that
lim
λ→∞
∫
Rd
fλ(x)dx =
∫
Rd
‖(∇g)(x)‖`d1dx.
Let λi → ∞. Given any x ∈ Rd, there exists ni such that x ∈ ∆λiCni . Note that
diam
(
∆
λi
Cni
)
→ 0. Using this and the continuity of ∇g, we have
lim
i→∞
fλi(x) = lim
i→∞
max
ω∈∆
λ
Cni
‖(∇g)(ω)‖`d1 = ‖(∇g)(x)‖`d1 .
As ∇g decays super-algebraically, elementary manipulation shows the following:
There exists a positive integer m and a constant C > 0 such that if λ > ∆, and
H(x) =
 C, ‖x‖`∞ < 1;C
1+(‖x‖`∞−1)m , ‖x‖`∞ ≥ 1
,
then H ∈ L1 and 0 ≤ fλ(x) ≤ H(x) for all x ∈ Rd. Applying the Dominated
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Convergence Theorem proves the proposition.
Proof of Lemma IV.9. For all t ∈ Rd λ > 0, 1 ≤ i ≤ `, we have
inf
n6=m
‖(λt− τ in)− (λt− τ im)‖`d∞ = ∆i.
Propositions IV.12 and IV.13 imply the relations
1
λd
∑
k∈Si
∣∣∣g(t− τ ik
λ
)∣∣∣ ≤ 1
∆di
‖g‖L1 +
1
λ∆d−1i
∑
n∈Zd
max
ω∈∆i
λ
Cn
‖(∇g)(ω)‖`d1
(∆i
λ
)d
=
1
∆di
‖g‖L1 +
1
λ∆d−1i
∫
Rd
‖(∇g)(x)‖`d1dx+ o
(1
λ
)
.
Summing over i finishes the proof.
Proposition IV.14. If the domain E in Theorem IV.3 is symmetric about the origin,
then g can be taken to be real valued.
Proof. If F−1(g) is a function satisfying the requirements of Theorem IV.3, then
h(ξ) =
(F−1(g))(ξ) + (F−1(g))(−ξ)
2
satisfies them also and is even. Let g˜ = F(h), then
Im
(
g˜(t)
)
= −
∫
E
h(ξ) sin〈t, ξ〉dξ = 0, t ∈ Rd, (4.14)
because E is symmetric and the integrand is odd.
Proof of Theorem IV.7. By (4.1) we know
f(t)− f˜λ,(t) = 1
λd
∞∑
k=1
(B)kg
(
t− tk
λ
)
,
so
‖f − f˜λ,‖L∞ ≤ ‖B‖‖‖`p sup
t∈Rd
1
λd
∑
k∈N
∣∣∣g(t− tk
λ
)∣∣∣.
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The definition of E implies that E has non-empty interior and contains a closed cube
D. Therefore (fk)k∈N is a frame for L2(D), implying (tk)k∈N is relatively uniformly
separated. An application of Lemma IV.9 completes the proof.
When d = 1, (4.11) can be simplified to
‖f − f˜λ,‖L∞ ≤ ‖‖`p‖B‖
[(∑`
i=1
1
∆i
)
‖g‖L1 +
`
λ
‖g′‖
]
. (4.15)
In this case, Propositions IV.12 and IV.13 can be replaced by the following statement
which is easy to prove.
Proposition IV.15. If (tk)k∈S ⊂ R is a sequence (possibly finite) satisfying
inf
k 6=j
|tk − tj| = ∆,
and g : R→ R is a function such that g, g′ ∈ L1(R) ∩ C(R), then
1
λ
∑
k∈S
∣∣∣g(tk
λ
)∣∣∣ ≤ 1
∆
‖g‖L1 +
1
λ
‖g′‖L1 .
Assertion (4.15) follows quickly from this.
We now turn our attention to concrete examples of matrices B which are `p → `∞
continuous. If (fn)n is an exponential frame or Riesz basis for L2([−pi, pi]d), (fn)n can
be indexed by any countable set, say by Zd, which is in fact the natural indexing set
for all of the concrete examples of Riesz bases which have been presented. If we index
(fn)n by this set, then the proofs of Theorems IV.3 and IV.7 can be modified so that
(4.1) and (4.11) hold with the index set Zd replacing N. In this case, (4.1) takes the
form
f(t) =
α2
λd
∑
k∈Zd
(∑
n∈Zd
Bknf
(tn
λ
))
g
(
t− tk
λ
)
, t ∈ Rd. (4.16)
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Now B acts as a bounded linear operator on `2(Zd) as follows:
(xk)k∈Zd →
(∑
j∈Zd
bkjxj
)
k∈Zd
.
In this setting, the next result (which pertains only to the univariate case)
provides examples of sequences (tn)n∈Z for which B is `p → `∞ continuous for all
1 ≤ p <∞.
Theorem IV.16. Let (tn)|n|≤` ∪ (n)|n|>` ⊂ R be a sequence of distinct points in-
dexed by Z such that tk = 0 for at most one index k. The sequence of exponentials(
1√
2pi
eitn(·)
)
n∈Z
is a UIRB for L2[−pi, pi] (Theorems III.13, III.18 and III.21), and the
matrix B from (4.16) can be written in the following form
B = I + C, |Cnm| ≤ M
(|n|+ 1)(|m|+ 1) . (4.17)
Sketch of proof. Theorem I.1 shows that if
H(t) = (t− t0)
∏`
k=1
(
1− t
tk
)(
1− t
tk
)sinc(pit)
Q1,`(t)
,
then
Gn(t) =
H(t)
(t− tn)H ′(tn) , and
Bnm = 〈Gn, Gm〉 =
〈∑
k∈Z
Gn(k)sincpi((·)− k),
∑
k∈Z
Gm(k)sincpi((·)− k)
〉
=
∑
k∈Z
Gn(k)Gm(k). (4.18)
Computation and estimation is facilitated by noticing that all but finitely many terms
in the equation above are 0 when n 6= m.
The estimates in Theorem IV.16 are sharp: If t0 = D /∈ Z\{0}, tn = n for n 6= 0,
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then direct calculation (as described in the outlined proof above) yields
i) B0m =
D(−1)m
sinc(piD)(m−D) , m 6= 0, ii) B00 =
1
sinc2(piD)
,
iii) Bnm = δnm +
D2(−1)n+m
(n−D)(m−D) , 0 6= n, 0 6= m.
If 1 ≤ p ≤ ∞, we see that the maps given by Theorem IV.16 are `p → `∞ continuous
for 1 ≤ p <∞. Note that the specific example above illustrates that in this case, B
is not `∞ → `∞ continuous.
An aside: for general B (when it is invertible), how does the rate of decay of the
entries of B relate to the rate of decay of the entries of (B−1)nm = SINCpi(tn − tm)?
Even when d = 1, simple cases can be difficult to resolve. If 0 < δ < 1/4, t0 = 0, and
tn = n− sign(n)δ when n 6= 0, then |B−1nm| = |sincpi(tn− tm)| is exactly O(|n−m|−1),
and the deep theorem below (see [24]), doesn’t apply. This suggests that this approach
to determining stability is inherently difficult.
Theorem IV.17 (Jaffard). If A = (ak`)k,`∈Zd is boundedly invertible on `2(Zd) and
|akl| = O(‖k − l‖−s∞ ) for some s > d, then its inverse B = A−1 has the same
polynomial-type off-diagonal decay |bkl| = O(‖k − l‖−s∞ ).
Theorem IV.18 below shows a direct connection between stability and tight
frames of exponentials. Its proof does not require knowledge of the rate of decay
of entries of B.
Theorem IV.18. If (tn)n∈N ⊂ Rd is a sequence such that
(
ei〈·,tn〉
)
n∈N is a tight frame
for L2([−pi, pi]d), then the matrix B from Theorem IV.3 is `p(N)→ `∞(N) continuous
for all 1 ≤ p <∞.
Proof. As
(
ei〈·,tn〉
)
n∈N is a tight frame, there is a scalar ν such that S
−1 = νI, so that
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for k, n ∈ N,
Bkn = 〈S−1fn, S−1fk〉 = |ν|2〈fk, fn〉 = |ν|2SINCpi(tk − tn).
Continuity is trivial when p = 1. Let 1 < q <∞ be the conjugate exponent to p. To
verify continuity we need to show that
sup
n∈N
∥∥∥(SINCpi(tn − tm))m∈N∥∥∥`q <∞.
It suffices to show that if (τn)n∈N is any relatively uniformly separated sequence, say
(τn)n∈N =
⋃`
i=1
(τ ik)k∈Si , Si ⊂ N, ∆i = inf
k 6=j
‖τ ik − τ ij‖`d∞ > 0,
then
∥∥(SINC(piτm))m∈N∥∥q ≤M where M depends only on q, and ∆1, · · · ,∆`. Reduc-
ing further, it suffices to show that if (τn)n∈N is uniformly separated with
∆ = inf
k 6=j
‖τk − τj‖`d∞ > 0,
then there exists M depending only on q and ∆ such that
∥∥(SINC(piτm))m∈N∥∥`q ≤M.
For n ∈ Zd, let Cn be as in Definition IV.11. Then
∥∥(SINC(piτm))m∈N∥∥q`q ≤∑
n∈Zd
∑
{m : tm∈∆Cn}
|SINC(piτm)|q. (4.19)
There exists M > 0 such that for all t ∈ R, |sinc(pit)| ≤M/(∆ + |t|), so that
|SINC(pit)|q ≤ M
qd
(∆ + |t(1)|)q · . . . · (∆ + |t(d)|)q . (4.20)
If tm ∈ ∆Cn then ∆(ni − 1/2) ≤ tm(i) < ∆(ni + 1/2) hence
1
(∆ + |tm(i|) ≤
1
∆(|ni|+ 1/2) . (4.21)
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Combining (4.19), (4.20), and (4.21) with #{m : tm ∈ ∆Cn} ≤ 1, we find that
∥∥(SINC(piτm))m∈N∥∥qq ≤ M qd∆qd [ ∑
n∈Zd
1
(|n1|+ 1/2)q · . . . ·
1
(|nd|+ 1/2)q
]
=
M qd
∆qd
[∑
n∈Z
1
(|n|+ 1/2)q
]d
<∞,
which proves the proposition.
The following example shows that the conclusion of Theorem IV.18 can be false
if p = ∞. The set ( 1√
2pi
ei(n/2)(·)
)
n∈Z is a tight frame for L2[−pi, pi], as it is the union
of the orthonormal bases
( 1√
2pi
ein(·)
)
n∈Z
and
( 1√
2pi
ei(n+1/2)(·)
)
n∈Z
.
In this case S−1 = 1
2
I, and by direct computation,
‖(B0,n)n∈Z‖`1 =
∥∥(1
4
sinc
(pin
2
))
n∈Z
∥∥
`1
=∞.
While Theorem IV.18 does hold for arbitrary tight frames, it is clear that it should
not be applied in a cavalier fashion. The example above shows that the matrix B can
unnecessarily complicate a fundamentally simple configuration of sampling sites, and
render itself useless. In this case, Theorem I.3 can be trivially extended to apply to
the previous example (and other finite unions of shifted equally-spaced sampling sites)
to show stability given `∞ perturbations in data. However, if it is known that (tn)n
yields an exponential tight frame, and no natural decomposition of (tn)n is apparent,
then the usage of Theorem IV.18 is justified.
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D. Restriction of Theorem IV.3 to the Riesz basis case
In this section we consider Theorem IV.3 when E = [−pi, pi]d and α = 1
(2pi)d/2
(because
then ‖fn‖ = 1). In this case, defining g0 = 1(2pi)d g, (which can be assumed to be real
by Proposition IV.14), we have
f(t) =
1
λd
∑
k∈N
(∑
n∈N
Bknf
(tn
λ
))
g0
(
t− tk
λ
)
, t ∈ Rd. (4.22)
Note that ‖F−1(g0)‖∞ = 1/(2pi)d.
The summands in (4.22) involve an infinite invertible matrix B; however, con-
siderable simplification can be achieved if we consider sequences (tn)n∈N such that
(fn)n∈Z is a Riesz basis for L2([−pi, pi]d) rather than a general frame. Let (bk)k be the
standard basis for `2(N), and let P` : `2(N)→ `2(N) be the orthogonal projection onto
span{h1, · · · , h`}. Let (fn)n∈Z be a Riesz basis for L2([−pi, pi]d). Define the operator
B` := (P`B
−1P`)−1 + (I − P`).
In the definition above, the operator P`B
−1P` is certainly not invertible on `2(N), but
it will be shown that it is invertible as an `× ` matrix and has the following entries:
(P`B
−1P`)nm = SINCpi(tn − tm), 0 ≤ n,m ≤ `.
Define
f `λ(t) =
1
λd
∑`
k=1
[(P`B
−1P`)−1fT /λ]kg0
(
t− tk
λ
)
+
1
λd
∞∑
k=`+1
f
(tk
λ
)
g0
(
t− tk
λ
)
.
Theorem IV.22 states the exact relationship between f and f `λ. Before we embark on
it, we need to establish several lemmas.
Lemma IV.19. If Q : `2(N)→ `2(N) is self-adjoint, positive, and boundedly invert-
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ible, then
a) sup
`
‖(P`QP`)−1‖ = ‖Q−1‖,
b) Q−1x = lim
`→∞
(P`QP`)
−1x, ∀x ∈ `2(N), and
c) lim
`→∞
‖(P`QP`)−1‖ = ‖Q−1‖.
Proof. a): If P`x 6= 0, then
0 < 〈QP`x, P`x〉 = 〈(P`QP`)P`x, P`x〉,
so P`QP` : P``2(N)→ P``2(N) is positive-definite, and self-adjoint as an `× ` matrix
operator. There exists a self-adjoint boundedly invertible operator A such that Q =
A2. Now Qkj = 〈Ak, Ak〉 where Ak and Aj are the kth and jth columns of A. Also,
Abk = Ak. For any ` > 0,
1
‖(P`QP`)−1‖
∑`
k=1
|ck|2 ≤
∑`
k,j=1
ckcjQkj =
∑`
k,j=1
ckcj〈Ak, Ak〉 =
∥∥∥A(∑`
k=1
ckbk
)∥∥∥2,
(4.23)
so that
1
sup` ‖(P`QP`)−1‖
∞∑
k=1
|ck|2 ≤
∥∥∥A( ∞∑
k=1
ckbk
)∥∥∥2. (4.24)
In (4.23), equality is always attained for some (ck)
`
k=1, so (4.24) implies the equalities
1
sup` ‖(P`QP`)−1‖
=
1
‖A−1‖2 =
1
‖Q−1‖ .
Proof of b): General principles imply that
lim
`→∞
P`Q
−1P`x = Q−1x, ∀x ∈ `2(N),
so it suffices to show that
lim
`→∞
(P`QP`)
−1x− P`Q−1P`x = 0, ∀x ∈ `2(N).
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Now
(P`QP`)
−1 − P`Q−1P`
= (P`QP`)
−1[P` − P`QP`Q−1P`] = (P`QP`)−1P`Q(I − P`)Q−1P`
= (P`QP`)
−1P`Q[(I − P`)Q−1 − (I − P`)Q−1(I − P`)].
This implies
‖(P`QP`)−1x− P`Q−1P`x‖
≤ ‖(P`QP`)−1‖‖P`Q‖‖(I − P`)Q−1x− (I − P`)Q−1(I − P`)x‖
≤ ‖Q−1‖‖Q‖
(
‖(I − P`)Q−1x‖+ ‖(I − P`)Q−1(I − P`)x‖
)
≤ ‖Q−1‖‖Q‖(‖(I − P`)Q−1x‖+ ‖Q−1(I − P`)x‖)→ 0
by part a), which proves b).
Proof of part c): From b) we conclude that
‖Q−1‖ ≤ lim inf
`→∞
‖(P`QP`)−1‖.
Combining this with a) finishes the proof.
Lemma IV.20. If L is a boundedly invertible operator on `2(N) (over C), and B :=
(L∗L)−1, then
1) For all x ∈ `2(N), Bx = lim`→∞
[
(P`B
−1P`)−1x+ (I − P`)x
]
.
2) The following are equivalent:
a) B = lim`→∞
[
(P`B
−1P`)−1 + (I − P`)
]
in the operator norm topology,
b) B = I +K, for some compact operator K.
c) L = U + C where U is onto unitary and C is compact.
Proof. 1) follows immediately by Lemma IV.19.
Proof of 2): i) First we show that a) holds if and only if B−1 = L∗L = I+ C˜ for some
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compact operator C˜ (which is clearly equivalent to B = I +K, K compact). Define
B` = (P`B
−1P`)−1 + (I − P`).
Then lim`→∞B` = B implies that
0 = lim
`→∞
(B−1 −B−1` ) = lim
`→∞
(B−1 − (I − P` + P`B−1P`))
= B−1 − I − lim
`→∞
P`(B
−1 − I)P`.
B−1 − I is the limit of finite rank operators in the operator norm topology and is
therefore compact. For the converse, if B−1 = I + C˜, then
B−1 −B−1` = P`B−1(I − P`) + (I − P`)(B−1 −B−1` )
= P`(I + C˜)(I − P`) + (I − P`)C˜
= P`C˜(I − P`) + (I − P`)C˜.
The quantity above has zero limit in the operator norm topology, so lim`→∞B` = B.
ii) We now show L∗L − I is compact if and only if L = U + C. Suppose C˜ =
L∗L − I is compact. C˜ is also a self-adjoint operator on `2(N). By the spectral
theorem, there exists a diagonal matrix D consisting of the eigenvalues (dk)k∈N ⊂ R
of C˜, (limk→∞ dkk = 0), and an invertible unitary matrix V whose columns are the
eigenvectors of C˜, such that L∗L− I = V DV ∗. This implies
L∗L = V (I +D)V ∗.
The statement
0 < [(LV ∗)∗(LV ∗)]kk = (I +D)kk
shows that diagonal matrix D˜ with entries D˜kk =
√
1 + dkk is a real, boundedly
invertible matrix such that D˜2 = I +D. Note that D˜ = I +K where K is compact.
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Define W = D˜V ∗, so that
L∗L = V D˜D˜V ∗ = W ∗W.
Consequently, 〈L∗Lx, x〉 = 〈W ∗Wx, x〉 for x ∈ `2(N), hence
‖Lx‖ = ‖Wx‖, x ∈ `2(N).
We conclude that there exists an invertible unitary matrix U˜ such that
L = U˜W = U˜(I +K)V ∗ = U˜V ∗ + U˜KV ∗,
which gives the desired decomposition of L. The converse follows by direct calculation.
Lemma IV.21. Let (nk)k∈N be an enumeration of Zd and define
ek(·) = 1
(2pi)d/2
ei〈·,nk〉, k ≥ 1.
Let T = (tk)k∈N ⊂ Rd be a sequence such that (fk)k∈N, defined by
fk(·) = 1
(2pi)d/2
ei〈·,tk〉, k ∈ N,
is a Bessel sequence for L2([−pi, pi]d). Let L be defined by Lek = fk. Then L = I +C
for some compact operator C if and only if limk→∞ ‖nk − tk‖∞ = 0.
Proof. Let L = I + C for some compact operator C. Consider L and C as operators
on `2 under the change of basis ek 7→ bk (the standard basis for `2), and regard L and
C as infinite matrices. Then
lim
k→∞
Lkk = lim
k→∞
SINCpi(tk − nk) = lim
`→∞
(1 + Ckk) = 1.
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This can happen if and only if
lim
k→∞
sincpi(tk(i)− nk(i)) = 1, 1 ≤ i ≤ d,
that is, if and only if limk→∞ ‖nk − tk‖∞ = 0.
For the converse, apply Lemma II.17:∥∥∥(I − L)(I − P`)∥∥∥ = sup∑∞
k=`+1 |ak|2=1
∥∥∥(I − L) ∞∑
k=`+1
akek
∥∥∥
= e
(
sup
k≥`+1
‖nk−tk‖∞
)
− 1→`→∞ 0.
I − L is the limit of finite rank operators in the operator norm and is therefore
compact.
We note that if (tn)n is a sequence of points such that L = I + C, then if α ∈ R and
(τn)n = (tn+α)n, then the associated isomorphism L˜ is of the form L˜ = U +C where
U is unitary.
We are now ready for the theorem that relates f and f `λ.
Theorem IV.22. Let (nk)k∈N, (ek)k∈N, (tk)k∈N, and (fk)k∈N be as in Lemma IV.21.
Additionally, suppose that (fk)k∈N is a Riesz basis for L2([−pi, pi]d) with upper frame
bound M . The following hold.
a) ‖f − f `λ‖L2 ≤
√
M
∥∥∥(B −B`)( 1
λd/2
f
(tk
λ
))
k∈N
∥∥∥
L2
→`→∞ 0, and
b) ‖f − f `λ‖L∞ ≤ λd/20
√
M
∥∥∥(B −B`)( 1
λd/2
f
(tk
λ
))
k∈N
∥∥∥
L2
→`→∞ 0.
If, in addition, B = I + C for some compact C, then
c) sup
‖f‖L2=1
‖f − f `λ‖L2 ≤M‖(B −B`)‖ →`→∞ 0, and
d) sup
‖f‖L2=1
‖f − f `λ‖L∞ ≤ λd/20 M‖(B −B`)‖ →`→∞ 0.
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Proof. For a), note that f 7→ (2pi)d/2F−1(f) is an onto isometry on L2(Rd), so
‖f − f `λ‖L2 =
∥∥∥ 1
λd
∞∑
k=1
[(B −B`)fT /λ]kg0
(
· −tk
λ
)∥∥∥
L2
=
∥∥∥ 1
λd
∞∑
k=1
[(B −B`)fT /λ]k(2pi)d/2F−1
[
g0
(
· −tk
λ
)]∥∥∥
L2([−λ0pi,λ0pi]d)
≤ 1
λd/2
∥∥∥ ∞∑
k=1
[(B −B`)fT /λ]k 1
λd/2
fk
( ·
λ
)∥∥∥
L2([−λpi,λpi]d)
.
The map f(·) 7→ 1
λd/2
f
( ·
λ
)
is an onto isometry from L2([−pi, pi]d) to L2([−λpi, λpi]d),
so
(
1
λd/2
fk
(
·
λ
))
k∈N
is a frame for L2([−λpi, λpi]d) with frame constant M . This implies
‖f − f `λ‖L2 ≤
1
λd/2
√
M
( ∞∑
k=1
|[(B −B`)fT /λ]k|2
)1/2
=
√
M
∥∥∥[(B −B`)( 1
λd/2
f
(tk
λ
))
k∈N
∥∥∥. (4.25)
An application of (2.2) shows b). For c), (4.25) implies
‖f − f `λ‖L2 ≤
√
M‖[(B −B`)‖
( ∞∑
k=1
1
λd
∣∣∣f(tk
λ
)∣∣∣2)1/2. (4.26)
Furthermore,
∞∑
k=1
1
λd
∣∣∣f(tk
λ
)∣∣∣2 = ∞∑
k=1
∣∣∣〈(2pi)d/2F−1(f)(·), ei〈·,tk/λ〉
(2pi)d/2λd/2)
〉∣∣∣2
=
∞∑
k=1
∣∣∣〈(2pi)d/2F−1(f)(·), 1
λd/2
fk
( ·
λ
)〉∣∣∣2
≤ M‖(2pi)d/2F−1(f)‖2 = B‖f‖2.
Combining the above inequality with (4.26) proves c), and another application of
(2.2) yields d).
The impact of λ on the rate of convergence is not apparent in Theorem IV.22,
and is almost certainly due to the method of proof. Theorem IV.23, an analogue of
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Theorem IV.6, presents a similar approximation without the aid of oversampling.
Theorem IV.23. Define
f `(t) =
∑`
k=1
[(P`B
−1P`)−1fT ]kSINCpi(t− tk) +
∞∑
k=`+1
f(tk)SINCpi(t− tk).
Under the hypotheses of Theorem IV.22,
‖f − f `‖L2 ≤
√
M‖(B −B`)(f(tk))k∈N‖ →`→∞ 0.
‖f − f `‖L∞ ≤
√
M‖(B −B`)(f(tk))k∈N‖ →`→∞ 0.
If, in addition, B = I + C for some compact C, then
sup
‖f‖L2=1
‖f − f `‖L2 ≤ M‖(B −B`)‖ →`→∞ 0.
sup
‖f‖L2=1
‖f − f `‖L∞ ≤ M‖(B −B`)‖ →`→∞ 0.
The proof of Theorem IV.23 is similar to the proof of Theorem IV.22 and is omitted.
It is worth stating the following corollary, which provides a direct generalization of
(2.4).
Corollary IV.24. Let (tk)k∈N ⊂ Rd be a sequence such that
(
1
(2pi)d/2
ei〈·,tk〉
)
k∈N
is a
Riesz basis for L2([−pi, pi]d). Define the `× ` matrix A` by (A`)nm = SINCpi(tn− tm).
For all f ∈ PW[−pi,pi]d, we have
f(t) = lim
`→∞
∑`
k=1
(∑`
n=1
(A−1` )knf(tn)
)
SINCpi(t− tk), t ∈ Rd.
The sum converges with respect to both L2 and L∞ metrics.
Proof. Note that the 2nd term of f ` from Theorem IV.23 has 0 limit with respect to
both L2 and L∞ metrics.
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CHAPTER V
CONCLUSION
In Chapter III, we investigated polynomial interpolation in relation to approxima-
tion of multivariate bandlimited functions. Given a sequence (tn)n∈Zd such that(
ei〈·,tn〉
)
n∈Zd is a UIRB for L2([−pi, pi]d), strong connections were established between
the following.
a) The existence of Lagrangian polynomial interpolants (with manageable coor-
dinate degrees) which (in the limit) interpolate arbitrary `2 data at (tn)n∈Zd , and
b) the existence of exponential Riesz bases for L2([−pi, pi]d), each of which, after
replacement of finitely many elements, is an orthonormal basis.
Given a set of `2 data and the corresponding polynomial interpolants, we pro-
duced (in Theorems III.26 and III.30) asymptotic recovery and approximation for-
mulas for multivariate bandlimited functions. While the approximants in Theorem
III.26 demonstrate global L2 and L∞ convergence on Rd and are simply expressed in
theory, they become computationally complicated in the limit. This deficiency was
remedied in Theorem III.30, where computational manageability was obtained at the
price of introducing a more local convergence on increasingly large subsets of Rd.
Near-optimality of the growth rates of these subsets was addressed by Propositions
III.42 and III.40.
In Chapter IV, oversampling of data at sites associated with an exponential frame
condition was used to derive a multivariate recovery formula ((4.1) in Theorem IV.3).
Given minor restraints on the sampling sites and the frequency domain, Theorem
IV.7 demonstrates a certain stability in (4.1) with respect to `p errors in otherwise
ideal `2 data. Computational simplifications of (4.1) were given in Theorems IV.22
and IV.23 in the case where the sampling sites arise from an exponential Riesz basis.
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