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In particular we do not need the usual assumption of a finite first moment for the potential in the case of the one-dimensional Schrödinger equation, we will be able to deal with acoustical scattering without the usual smoothness assumptions, and we will also consider left definite problems. The last point is of importance in applying the scattering/inverse scattering method for studying the Camassa-Holm equation, an integrable system which has aroused a great deal of interest in recent times (see e.g., Constantin [8] ).
Since we do not need a finite first moment for the potential we can deal with cases where there are infinitely many eigenvalues accumulating at the beginning of the continuous spectrum. We can also deal with situations where eigenvalues accumulate at −∞ or both at −∞ and the beginning of the continuous spectrum.
The equation
Consider the general Sturm-Liouville equation
on a real interval I, with the general assumptions that 1/p, q and w are real-valued and locally integrable. If w ≥ 0 a suitable Hilbert space for studying this equation is the weighted L 2 -space with norm-square
and it is well-known that it is possible to define at least one selfadjoint operator in this space associated with Equation (2.1). Assuming that w > 0 a.e. in I the change of variable t = x a w, where a ∈ I, will transform the equation to one for which w ≡ 1. This change of variable gives a unitary map between the corresponding Hilbert spaces.
If w is not of fixed sign but instead p and q are non-negative and q is not zero a.e. one may instead consider (2.1) in a Hilbert space with norm-square
and develop a spectral theory for (2.1) in this space (see [2] , [3] , [6] and others). This case is often referred to as the left definite case in contrast to the more standard right definite case where w ≥ 0. In the left definite case the change of variable t = x a 1/p transforms (2.1) into an equation with p ≡ 1. We will therefore consider two cases, namely the right definite equation
and the left definite equation
where q is non-negative and does not vanish a.e. Note that in the right definite case we do not assume that p has a fixed sign. Similarly, in the left definite case we do not assume that w has a fixed sign.
Jost solutions and scattering data
Consider Equation (2.1) on R, where 1/p, q and w are real-valued and locally integrable. In order to discuss scattering this equation needs to be close, in some sense, to a constant coefficient equation, say −f + q 0 f = λf . We therefore also assume that 1 − 1/p, q − q 0 and w − 1 are in L 1 (R). This implies the existence of Jost solutions f ± .
Theorem 3.1 Suppose there is a constant q 0 such that q − q 0 , 1 − 1/p and w − 1 are all in L 1 (R) and let 
We are looking for F which is asymptotic to e ik x 1 ik as x → ∞ so it is natural to define
It is then easily verified that F will have the desired properties if G is a solution of the integral equation
where
.
Since Im k ≥ 0 and t ≥ x the matrix norm of M is easily seen to be 1, and the matrix norm of u 0 0 1−1/p is max(|u|, |1 − 1/p|), which by assumption is integrable. Thus successive approximations will lead to a bounded solution G of (3.1) with the desired continuity and analyticity properties and satisfying the estimate
Define the Wronskian [f 1 , f 2 ] of two solutions of (2.1) by
Differentiation and use of the equation shows that the Wronskian of two solutions is constant, and it vanishes precisely if the solutions are linearly dependent. For real k = 0 the functions f ± (·, −k) satisfy the same equation as f ± (·, k). Because of the asymptotics of Theorem 3.1 it is clear that
Taking Wronskians this gives
so that 1 + |a| 2 = |b| 2 . Thus b = 0 and setting T + = 1/b, R + = a/b we obtain |T + | 2 + |R + | 2 = 1 and
Similarly we obtain
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Taking Wronskians of these equations with f + (·, ±k) and f − (·, ±k) respectively shows that T + = T − , so that we drop the subscript from now on, and
T is the transmission coefficient and R ± the reflection coefficients for our equation, and the scattering matrix
is unitary and a continuous function of k for real k = 0. This is a primary datum in a scattering experiment.
Since f ± (·, k) is analytic in the upper half plane (3.3) gives a meromorphic continuation of T to the upper half plane. In general R ± do not have such extensions.
The poles of T are found exactly where f + and f − are linearly dependent. As we have seen this cannot happen for real k = 0. If Im k > 0, then f + decays exponentially for large and f − for small x, so if f + and f − are linearly dependent they decay exponentially at ±∞.
We shall call λ = q 0 + k 2 an eigenvalue if k is a pole of T. If λ is an eigenvalue an integration by parts shows that
since the integrated terms vanish at ±∞ by exponential decay, which also implies that the integrals converge. The left integral cannot be zero in the left definite case, and the right integral cannot be zero in the right definite case, and this implies that eigenvalues must be real, so that the corresponding k is purely imaginary. Thus all poles of T are located on the positive imaginary k-axis. Note that neither in the right definite, nor in the left definite case does the function f + (·, k) for real k = 0 have finite norm over an interval [a, ∞). In the right definite case it is well-known that this implies that there is no λ ∈ C for which all solutions of (2.2) have finite norm over [a, ∞) (see [16, Theorem 10 
.1.2])
. A similar statement is true in the left definite case (see [5] ). In particular, if Im k > 0 the only solutions with finite norm are multiples of f + (·, k).
Titchmarsh-Weyl theory
Consider the right or left definite equation (2.1) under the same assumptions on the coefficients as in Theorem 3.1, but on an interval [a, ∞). As noted at the end of the previous section, if Im k > 0 the only solutions of (2.1) with finite norm are then multiples of f + (·, k) (the "limit point" case).
Consider the right definite case. Then if Im λ = 0 there is a unique solution (the Weyl solution)
It is clear we also have m(λ)
The importance of the m-coefficient in spectral theory is that it contains all the spectral information of a corresponding selfadjoint operator. For our purposes, however, the central fact is the following theorem and its corollaries.
We consider, in addition to Equation (2.2) on [a, ∞) a similar equation
• h and r = √ s . We then have the following theorem. 
Conversely, if there is such a relation between the coefficients, then the two equations have the same m-coefficient.
For the proof we refer to [6] , especially Theorem 4.4. We again give two corollaries which show that with additional assumptions the m-coefficient determines the equation uniquely. For the proof we refer to [6] , especially Corollary 4.6.
Inverse scattering
The uniqueness problem of inverse scattering is to determine to which extent the equation is determined by the scattering matrix S. The standard result for the one-dimensional Schrödinger equation ( (2.2) with p ≡ 1) is that knowledge of R + (or R − ) together with the location of any eigenvalues and the values of corresponding "normalisation constants" determine q, provided it is assumed that the first moment R |tq(t)| dt of q is finite. This condition implies that there are only finitely many eigenvalues (see [10, Lemma 2.2] ). We shall make use of the following well-known lemma.
Lemma 5.1 Suppose that v is continuous on some open subinterval I of R. Then v has at most one meromorphic extension to the upper half plane.
The proof depends on the fact that the difference of two extensions is meromorphic in the upper half plane with zero boundary values on I. By the reflection principle it therefore extends analytically to a neighbourhood of I while it vanishes on I and is therefore identically zero.
The connection between spectral and scattering theory is given by the following simple theorem (the possibility of a meromorphic extension of R − has been noted by Aktosun, Klaus, and van der Mee [1] , by Grebert and Weder [15] by Egorova and Teschl [11] , and and others while the connection between m and R − has been used at least by Gesztesy and Simon [14] and Deift and Killip [9] 
whereas in the left definite case we have
In both cases m denotes the corresponding Dirichlet m-coefficient for the interval [a, ∞).
P r o o f. In both cases we have f − (x, k) = e −ik x for x ≤ a, so that according to (3.4) we have
Thus R − has a meromorphic extension to the upper half plane, with continuous boundary values on R \ {0} and poles precisely at the poles of T. According to Lemma 5.1 this extension is uniquely defined. It follows that in (−∞, a] (3.2) is valid also in the upper half plane, away from the imaginary axis. If we also differentiate this formula we now have
Dividing the second formula by the first we obtain
Noting, in the right definite case, that p(a) = 1 we obtain the desired formulas, since f + decays exponentially and therefore has finite norm over It should be noted that without a finite first moment for q in the right definite case or for q−q 0 in the left definite case there may be infinitely many eigenvalues accumulating at 0 or q 0 respectively. Similarly, unless p ≥ 0 in the right definite case and w ≥ 0 in the left definite case there will definitely be infinitely many eigenvalues accumulating at −∞ (see [6] ).
Remark 5.4
If one does not know q 0 in the left definite case, then the m-coefficient is only determined up to a translation of the spectral parameter λ. This is natural, since we may also write the equation, e.g., as
Clearly scattering data do not allow us to distinguish this equation from (2.3). One could alternatively formulate the left definite scattering problem as (2.3) where w − 1 and q is in L 1 (R) and there is a constant q 0 such that q + q 0 w ≥ 0 and not identically 0. The appropriate norm-square is then the integral
The one-dimensional Schrödinger equation is the right definite equation (2.2) with p = 1 and is therefore covered by Theorem 5.3 (1) .
The equation dealt with in acoustical scattering is of the form It may seem surprising that no knowledge of the eigenvalues or the corresponding normalisation constants is required. However, the location of the eigenvalues is determined by the poles of the unique meromorphic extension of R − to the upper half plane, and the normalisation constants by the corresponding residues, see also [1] .
Final comments
It is clear that if the coefficients of (2.1) are instead constant in an interval [a, ∞) one may similarly prove an analogue of Theorem 5.3 where the coefficients of the equation are instead determined from knowledge of R + .
If the supports of 1 − 1/p and q, respectively of q − q 0 and w − 1, are not bounded in either direction it seems Titchmarsh-Weyl theory is of little use for inverse scattering. One may, however, create a spectral theory based on Jost solutions which is more relevant to scattering. It seems very general uniqueness theorems for inverse scattering may be deduced from this. We refer to [7] .
Finally note that, if the coefficients p, q and w are known in (−∞, a] and such that f − extends to an analytic function in the upper half plane, we can again express the Dirichlet m-function in terms of f − and R − , which also extends analytically to Im k > 0. We therefore obtain uniqueness theorems in the same way as before.
