Classification of time series is a growing problem in different disciplines due to the progressive digitalization of the world. Currently, the state of the art in time series classification is dominated by Collective of Transformation-Based Ensembles. This algorithm is composed of several classifiers of diverse nature that are combined according to their results in an internal cross validation procedure. Its high complexity prevents it from being applied to large datasets. One Nearest Neighbours with Dynamic Time Warping remains the base classifier in any time series classification problem, for its simplicity and good results. Despite their good performance, they share a weakness, which is that they are not interpretable. In the field of time series classification, there is a tradeoff between accuracy and interpretability. In this work, we propose a set of characteristics capable of extracting information of the structure of the time series in order to face time series classification problems. The use of these characteristics allows the use of traditional classification algorithms in time series problems. The experimental results demonstrate a statistically significant improvement in the accuracy of the results obtained by our proposal with respect to the original time series. Apart from the improvement in accuracy, our proposal is able to offer interpretable results based on the set of characteristics proposed.
Introduction
At present, large amounts of information are recorded from a wide variety of fields. The current technology allows monitoring in real time different processes such as patterns of electricity consumption, electrocardiograms, movement of stars, etc, obtaining all kinds of time series.
There is a growing need to analyze and classify these data in order to obtain useful information. For example, to identify different patterns of electricity consumption in order to adapt prices to consumers, to identify cardiac anomalies characteristics of a pathology or to identify patterns of movement characteristics of a star that differentiate it from other types of stellar bodies.
The field of time series classification [1] has historically been dominated by proposals that offer good classification results but are hardly interpretable. For example, a simple approach that achieves good average results in the different types of problems is One Nearest Neighbours with Dynamic Time Warping (1NN+DTW) [2] [3] . This approach tells us how similar two time series are to each other, but it does not allow us to extract additional information from the problem. Recently the Collective Of Transformation Ensembles (COTE) [4] has shown to obtain the best time series classification results on the reference time series database collected in the UCR repository [5] , in the 2015 version of this repository. This algorithm is composed of 35 classifiers (flat-COTE) which apply a cross validation on the training set. COTE contains reference classifiers in the fields of time series classification. These classifiers are evaluated internally with a cross validation and, depending on their results, they are included in the final result. The COTE proposal offers the best results, but its interpretability is very low and its high computational cost prevents its application in large datasets.
Other more interpretable approaches such as decision trees do not usually obtain competitive results in the field of time series classification. This is due to their inability in capturing the time relationships between the different time instants that make up a time series. These approaches are successfully used in combination with other proposals, such as shapelets, which extract behavioral patterns from time series [6] . Such patterns make it possible to differentiate time series belonging to different classes. These proposals have a great interpretability since they allow to identify, in a graphical way, patterns of interest belonging to the different classes that compose the problem. Although in this case there are also proposals such as the Shapelet Transform (ST) [7] that transforms these shapelets into characteristics. ST alter the problem of time series classification into a traditional classification problem, on which we can apply traditional algorithms, such as Random Forest (RF) [8] , and obtain good results. In this way, there are proposals in Big Data such as Distributed FastShapelet Transform [9] that allows us to face time series classification problems in massive data environments where traditional time series classification algorithms cannot be applied due to their high computational complexity.
In the literature we can find proposals focused on extracting a large number of characteristics from time series [10] [11] . The main idea of these characteristics is any type of mathematical operations applicable over a time series that provide valuable information. The objective of these proposals is to look for an underlying structure that represents the behavior of a time series. This type of studies are really ambitious, but difficult to interpret on a specific problem due to the high number of characteristics present. Moreover, these studies are oriented to the unsupervised learning environment. There are also proposals that make a selection of the main characteristics of a time series, from the theoretical point of view that could explain the origin of their behavior [12] . The objective of the previous work is to generate synthetic time series that represent real problem behaviors, so its objective is far from the problem of time series classification. Recently, there is a new proposal for a set of 22 characteristics that have been selected on the basis of the classification results obtained on a large set of datasets [13] . For this purpose, a large number of characteristics and their possible combinations have been tested, measuring the classification results obtained. The main criterion for selecting the characteristics is to obtain the best possible results, although the execution time and, in some cases their interpretability, are also taken into account.
There are other proposals based on studying the complexity of time series [14] [15] . These proposals use complexity measures that measure the interrelationships between the different values in a time series. A greater number of relationships leads to greater complexity. In the same way that the traditional characteristics of time series are capable of providing sufficient information about a problem, complexity measures can add useful information to the problem.
In this work we present a set of characteristics, composed of complexity measures and representative features of the time series. This transformation allows the use of traditional learning algorithms on time series classification problems. Additionally, this transformation allows interpreting the results obtained by the classification algorithms. The performance of our proposal has been tested on a set of 111 datasets present in the UCR repository. We have applied the most popular and widely used classification algorithms based on trees that allows interpretable results. Our proposal is publicly available as an R package in the online repository 1 The rest of the work is organized as follows: Section 2 introduces the state of the art in time series classification methods based on instances and characteristics. In Section 3, we describe in depth our proposal. Section 4 shows the experimental design used and the results obtained. Finally, Section 5 concludes the paper.
Related work
In the field of time series classification, two main approaches can be distinguished: instance-based and features-based classification. In Section 2.1, we review the main types of instance-based proposals, which are strongly related to calculations of similarity and distance between different time series or subsequences of the time series themselves. In Section 2.2, we focus on the featuresbased proposals, which are based on the calculation of certain parameters of the time series that transform the original data. After this transformation, traditional classification algorithms are applied to the new dataset.
Instance-based Classification
Patterns searched for in time series classification problems may have their origin in different domains. For this reason there are different types of approaches depending on different factors. There are currently six main approaches for dealing with this kind of time-series classification problems [1] :
• Those that use all the values of the time series: they are linked to the use of similarity measures and different types of distance. The reference algorithm of this group is 1NN+DTW, which is simple to apply but has a high computational complexity. This algorithm is often used as a benchmark in time series classification problems.
• Those using phase dependent intervals: they use small subsets from each time series, rather than using the entire time series. It has been proved that this type of algorithm works particularly well for extracting characteristics such as mean, variance or slope from each interval, and use them as classifier features.
• The independent phases, based on shapelets: the shapelets based ones look for substrings of the time series that allow to differentiate the time series belonging to each class. They are closely linked to the use of similarity and distance measurements. The first proposals generated simple classification trees capable of differentiating the belonging of a time series to one class or another according to the presence or not of a certain subsequence in it [6] [16] [17] . These approaches offered some interpretability to the results. Recent work on shapelets has shown that they are particularly useful when used as input features to a traditional classification algorithm [7] [9] , rather than as part of the classification tree itself.
• Based on dictionaries: in some cases, the presence of a certain pattern in a time series is not enough to identify whether it belongs to one class or another [18] [19] . There are problems in which the number of times the pattern appears in a time series is determinant to classify it correctly. The shapelets are not useful in these cases and the use of algorithms based on dictionaries is mandatory. These algorithms count both the presence or absence of each subsequence in a time series. They create a classifier based on the histograms obtained from these dictionaries.
• Based on models: this approach is mainly oriented to problems with long time series but with different lengths [20] [21] . In this type of problem, a model is fitted to each time series and the similarity between models is measured. This is an approach that is not sufficiently widespread and is applied to particular problems.
• Combinations or ensembles: it is one of the approaches that works both in time series and traditional classification problems is the combination or ensemble of different models. In the area of time series, COTE [4] is the best proposal to date. It uses models from different approaches and offers the best results in accuracy. On the other hand, it is the approach with the highest computational complexity due to the high number of algorithms it uses and their corresponding computational complexities. Moreover, this large number of algorithms leads to a low interpretability of results.
Each of these approaches adapts to different types of problems, but they all work on the original values of the time series.
Feature-based Classification
The feature-based approach is focused on a transformation to the time series set, obtaining a new dataset composed of different features that explain the behavior of the processed time series [11] . The feature-based approach offers multiple advantages over the instance-based approach for dealing with timeseries classification problems. This approach allows analysis of time series on different time domains and with different lengths, being more widely applicable because the stationarity properties of the series are not always required. In addition, this approach allows us to use the standard classification and clustering methods that have been developed for non-time series data. In this field two main different approaches can be found:
• The first approach is based on the use of a reduced set of characteristics with a strong theoretical basis that is easily interpretable. In addition to applying traditional learning algorithms to the problem, this approach offers the possibility to analyze the extracted parameters and to obtain additional information.
Based on this approach we can find proposals that with a minimum of four initial characteristics such as mean, typical deviation, skewness and kurtosis are able to face the problem of the classification synthetic control chart patterns used in statistical process control [22] . There are also proposals, focused on the improvement of accuracy, based on the creation of an ensemble for classification, composed of trained classifiers on different representations of the time series [23] : power spectrum, autocorrelation function, and a principal components space. The final classification is obtained from a weighted voting scheme. In the field of clustering there are also proposals that use characteristics of time series such as trend, seasonality, non-linearity, among others, which are very appropriate to express the behavior of a time series [24] .
In this field we also find proposals that aim to generate synthetic time series with a given behavior as close as possible to a real time series [12] . This work contains a selection of the main characteristics of a time series. Its objective is to use them to generate time series with a real behavior with these controllable parameters.
• The second approach focuses on applying a large number of different operations in order to obtain a large set of descriptive parameters of the time series analyzed. In this approach, the selection of the characteristics of interest resides in the learning algorithm used on the transformed dataset.
Having a much larger set of characteristics than the first approach allows to capture a greater number of behaviors of interest, improving the results of the algorithms applied afterwards, but it is especially difficult to extract useful information because there are a large number of characteristics to analyze. In addition, it is possible that a large part of the selected characteristics is not as explanatory as the characteristics with a strong theoretical base such as trend, seasonality, etc.
In this area, we can find different proposals. For example, the use of 8,651 operations on a set of 875 time series [10] , coming from different fields, with the aim of extracting the different possible structural behaviors. Another of its objectives is to find possible interrelations between time series coming from different fields. Given the rearrangement of the rows (original time series) in the final matrix of characteristics, based on the similarity between the different operations calculated, this work can be included within the field of clustering. Another objective of the previous work would be to find a common underlying structure between time series belonging or not to the same scope.
In a more controlled environment, within the reference problems of classification of time series, we found a similar proposal to the previous one. In this case, we seek to obtain the best classification results by working on the transformed dataset [25] . It has almost 9,000 characteristics, being of special importance the way to select the variables of interest. This proposal opted for the selection of the combination of variables that offers the best classification results, using the following procedure:
In the first place, the variable that obtains the best classification result is selected. Then, one by one, it is combined with the rest of the variables, and the variable that offers the best results is selected as the second variable. This set of two variables is then combined with each of the other variables and evaluated. This process is repeated until the stop criterion is met. However, this proposal entails a high computational complexity due to the large number of combinations available.
Time series complexity measures and features
The complexity of a time series represents the interrelationship that exists between its different elements. A greater number of interrelations between the elements of a time series indicates a greater complexity. Once these interrelations have been found and understood, we can try to find the mechanisms that produce this complexity. In this way, it is possible to explain the behavior of a time series based on these mechanisms. In other words, these interrelations are characteristic of the time series. kurtosis Kurtosis,the "tailedness" of the probability distribution [36] The features of a time series explain certain behavioral characteristics of the time series itself. The features that have traditionally been used in a process of analysis of a time series such as seasonality, trend, stationarity, among others, are well documented [12] [26] . These types of characteristics can describe the behavior of a time series efficiently. There are other types of characteristics that provide small pieces of information about the behavior of a time series, such as mean, maximum value, minimum value, variance, and so on. Although the latter are not usually employed in the analysis process, they are features that may be especially useful depending on the problem. For example, in a classification problem where time series of different classes have significant differences in their value ranges, the mean can be very helpful.
This work presents a novel ensemble of complexity measures and features of time series, aimed at solving problems of classification of time series by applying traditional classification algorithms. It also aims to obtain interpretable results. The characteristics selected in this paper, composed of complexity measures and time series features, are based on information theory and seek to provide greater knowledge about the underlying structure of the processed time series. This set of characteristics is summarized in Table 1 .
In addition to the features mentioned above, we have added a set of time series features. It has been selected based on their theoretical basis, taking into account its historical and proven importance in the field of time series and its interpretability [12] . This set of measures is summarized in Table 2 .
The possible interrelation between the different selected operations has also been analyzed, eliminating those that reached high correlation values.
The objective of using such characteristics is to obtain an alternative and interpretable representation of the behavior of a time series. This allows us to use traditional classification algorithms and obtain interpretable results. This way, if a classification algorithm is applied that offers an interpretable model, we can explain the classification based on characteristics that explain the behavior of the processed time series. We can obtain information beyond the simple The theoretical explanation of each of the measures has not been included in this paper due to space constraints. For the convenience of the reader, they are available online in the web resource 2 associated with this work.
Our proposal consists in a set of characteristics that allow to classify in a better way the time series and to obtain interpretable results. The pseudocode in Algorithm 1 shows how our proposal works.
Our proposal begins with an individual and independent processing of each time series (line 1). The selected set of characteristics is applied to each time series, obtaining a set of results with as many values as features applied to the time series. By processing the whole set of input time series, we obtain a matrix of values with as many columns as applied features and as many rows as processed time series. This matrix is a representation of the input time series, free of any time dependency, based on the parameters obtained when applying the aforementioned operations. As there is no time dependency in the new dataset, it is possible to apply any traditional classification algorithm on this new dataset.
Although most of the proposed characteristics are specially designed to be applied over time series, in some cases they may not be defined. In these cases undesirable values are produced that must be processed. In the first place, a distinction is made between the cases in which infinite values are obtained and those that are not. In the first place the results obtained are filtered, detecting the cases of noninfinite values and transforming to the same value (lines 2-4) for subsequent elimination or imputation. On the training set, we check for each column (operation applied) that the amount of these values is less than 20% of the total. In other case, the column is removed from both the training set and the test set (lines 5-10). Infinite values are identified as positive or negative and replaced by the maximum or minimum value of the corresponding column respectively, ignoring the infinite values in these calculations (lines [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . An imputation of missing values based on the mean is then applied to each column (lines 22-24), eliminating any presence of unwanted values in the datasets.
Since one of our objectives is to obtain interpretable results, in the second part of our proposal we have selected the main classification algorithms based on trees: C4.5, C5.0, C5.0 with boosting [37] , Rpart [38] and Ctree [39] . The selection of this type of algorithms has been made by the interpretability of the models generated. The accuracy of the models obtained on the test set is an objective indication of the quality or fidelity of the representation obtained by the set of selected features. We initialize a variable that contains the results obtained for each one of the processed models (line 25). In the final part each selected model is calculated. The corresponding prediction is made and the accuracy is calculated. Finally, all these results are stored (lines [26] [27] [28] [29] [30] [31] if (is.na(value) is.nan(value)) then value ← NA end if 4: end for 5: for each column in f train do 6: if (count.na(column) ≥ (length(column)*0.2)) then 7:
end if 10: end for 11: for each column in f train do 12: for each value in (f train[ , column.index], f test[ , column.index]) do 13: if (is.infinite(value)) then 14: if (value ≥ 0) then 15: value ← max(f train[ , column.index], ignore.inf) 16 new calculated characteristics (line 32). Figure 1 shows graphically the process of calculating the characteristics of the time series. At this point, it is necessary to proceed to the analysis of the trees obtained in search of an interpretable result that in many cases is difficult to appreciate on the original time series.
Empirical Study
In this section we evaluate the performance of our proposal. In order to do this, we first show the experimental design carried out followed by the results obtained with their corresponding analysis.
Experimental Design
In this section, we show the measures used to evaluate the performance of our proposal, the datasets processed, the classification models selected and the hardware used in the experimentation.
The source code of our proposal and experimentation has been developed in R 3.4.4 and can be found in the online repository 3 .
Measures
We compare the accuracy results of our proposal against the original case. Accuracy is measured as the number of instances correctly classified among the total number of cases multiplied by 100. We have also included the Win/Loss/Tie (W/L/T) ratio to evaluate the performance of our proposal.
Datasets
The used datasets have been extracted from the UCR repository [40] , which is the reference repository in the field of time series classification. It is composed of 128 datasets, of which we have removed 14 datasets from our experimentation because they contain missing values. Another datasets (StarLightCurves, HandOutlines and UWaveGestureLibraryAll ) have been deleted due to their high runtime in the 1NN+DTW classifier. These 17 datasets have been processed by our proposal without any problems, but traditional classifiers do not admit missing values. The 111 datasets finally processed are divided into 14 different types depending on the origin of the data. Table 3 shows the number of datasets by type. 
Models
The main tree classification algorithms have been selected based on their interpretability: C4.5, C5.0, C5.0 with boosting [37] , Rpart [38] and Ctree [39] . 1NN+DTW has been included as a benchmark method since it is the reference time series classification method. The new representation of time series that we propose in this work offers an additional information about these series that can also be used by less interpretable algorithms to improve their results. For this purpose, classification algorithms with greater complexity and better accuracy performance have been selected: RF, SVM [41] and XGBoost [42] .
Hardware
For our experiments, we have used a server with the following characteristics: 4 Intel(R) Xeon(R) CPU E5-4620 0 @ 2.20GHz processors, 8 cores per processor with HyperThreading, 10 TB HDD, 512 GB RAM. We have used the following software configuration: Ubuntu 18.04, R 3.4.4.
Results
In this section, we show and evaluate the results obtained by our proposal both in terms of accuracy and interpretability. Since the complete empirical results are too extensive to include in the paper, we have put just a summary. The complete set is available at web resource 4 associated to this work. Table 4 shows the average accuracy values obtained for the 111 datasets processed. We show both on the original time series set and the transformed one by our proposal, for all the learning models mentioned above. As we can see in Table 4 , the average accuracy achieved by tree-based classifiers is greatly improved by the use of the characteristics proposed in this paper. This improvement is even greater by observing the W/L/T ratio. Our characteristics obtain, in some classifiers, better results in more than twice the cases in which the original time series wins. We also observe how the classifiers designed to be applied on time series achieves betters results when working on the original time series. We see how C5.0 improves the results in accuracy obtained by C4.5, being C5.0 an improved version of the C4.5 algorithm. We can also see how the C5.0 version with boosting obtains better results in accuracy than XGBoost, which is less interpretable. C4.5, C5.0, Rpart, Ctree and C5.0B obtains interpretable models, so a similar accuracy to that of non interpretable models adds value to the results. RF obtains the best results in accuracy but its interpretability is very low. With respect to the classification algorithms of time series, we see how 1NN+DTW obtains the best accuracy results, closely followed by SVM.
Accuracy
The time series of a problem have characteristics specific to the problem they represent. For this reason, the performance of the different algorithms can be greatly affected by the source of the processed time series. Following the classification given by the UCR of 15 different sources, we have separated and evaluated the problems according to their origin. This classification is shown in Table 5 . Due to the deleted datasets commented previously, from the original 15 we have removed one.
In Table 5 , we see how the RF algorithm dominates the average accuracy results. Although if we look at the number of dataset types in which it improves other algorithms, we see how more interpretable proposals achieve better results, having higher accuracy in more dataset types, such as C5.0 or C5.0B. These results show a similar behavior to that observed in Table 4 . We can observe that there are dataset types in which interpretable proposals obtain very close results to those obtained by RF, such as Simulated and Sensor. In the Spectrum type we can also see how C5.0B achieves better results than RF itself.
In order to assess the statistical significance of our results, we used the Wilcoxon signed rank test [43] . We have applied the Wilcoxon test to each pair of results comparing those obtained over the original time series and those processed by our proposal. All tests have been shown to be significant with a p-value < 0.01.
Interpretability
In this section, we analyze the interpretability of the results obtained in some of the problems processed according to the proposed set of features. We also see the advantages of our proposal in terms of robustness of results.
In Figure 2a we show an example of each of the classes present in the time series classification problem called GunPoint. This is a problem that differentiates whether a person has a weapon in his hands or not. The time series that compose this problem come from the center of mass of the right hand of the person holding or not a weapon. In a visual way it is appreciated that, in the case of having a weapon, the peak present in this temporal series is more pronounced than in the case of not having it.
In Figure 2b we see the classification tree C5.0 obtained by our proposal. In this tree, we observe how the maximum mean shift between two consecutive windows and the permutation entropy are able to differentiate great part of the cases that belong to a class. If we compare these results with Figure 2c , where the values of certain instants of time are the ones that determine if a case belongs to a certain class, we can see how our proposal offers a robust behavior to problems as simple as the desynchronization of the temporal series.
The interpretability of the results is strongly linked to the importance given by each algorithm to each of the input variables. For this reason, we have analyzed the importance of each variable, both in a global environment, on all datasets, and in each field of application, differentiating the datasets by the origin of the data. For the algorithms that allow this analysis, we have obtained the importance that each algorithm gives to each variable. These algorithms are C5.0, C5.0 with boosting, RF, XGBoost and RPart. We have normalized this importance between [0,1] and calculated its mean value. Figure 3 shows the mean results of the variables importance obtained on the 111 datasets used. We see how characteristics related to entropy, such as sample entropy, aproximation entropy and shanon entropy CS achieve the highest valuation in importance. Interpretable characteristics such as curvature, linearity and skewness would occupy the following positions of importance. As we can see in Figure 4 , this is due to the fact that of the 111 datasets processed 31 are of the Image type where the measures related to entropy occupy the first positions and have a greater weight in the final result. We see that the results obtained for the 19 datasets of the Sensor type give great importance to the correlation with the points of the time series itself. For the 16 datasets of the Motion type, although the measurements related to entropy are still important, we see that the traditional characteristics of the time series such as linearity, curvature and skewness occupy the first places. In Figure 4 , we observe similar behaviors in the importance of variables between different types of datasets. For example, Device and Image show similar results in the importance of variables. If we observe the classification results of both cases in Table 5 , we see that similar accuracy results are obtained (C4.5, C5.0, C5.0 with boosting, RF and XGBoost). This indicates that the structure of the time series of the datasets processed for both types is similar, since with the same set of characteristics we are able to extract some underlying behaviors that explain the given classification. In each problem, all time series have the same length, so these features do not provide additional information on the problems treated, but in a real case of use this is not normal. Given the high number of datasets, a no-preprocessing of the data approach has been chosen, specifying a zero frequency for all time series. This causes the calculation of nperiods and seasonal periods to always get the same value. As in the previous case, in a real case different parameters can be specified that would allow different values to be obtained in these characteristics. The previous characteristics are especially interesting in the field of time series, so we have decided to keep them in the CMFTS package.
Conclusion
In this work we have presented a set characteristics, composed of measures of complexity and representative features of time series, capable of extracting important information from the time series on which they are applied. The proposed set of measures makes it possible to tackle time series classification problems with traditional classification algorithms, allowing to obtain useful and interpretable results.
We have published our proposal software to make it accessible and usable for any practitioner or researcher to use. We have published all the results obtained throughout the work to make it fully reproducible. The functioning of our proposal has been tested on 111 datasets from 14 different fields, obtained from the UCR repository. We have used tree based classification algorithms, due to their high interpretability, and they have been compared with traditional time series classification algorithms. We have achieved significant improvements in accuracy results, both with interpretable algorithms and non interpretable algorithms. The improvements obtained are statistically significant for a significance level of 0.01.
Extracting characteristics of interest from time series that are robust and interpretable provide more understandable and even better classification results in some cases. Our proposal demonstrates robust behavior against typical time series classification problems by extracting descriptive characteristics from the time series, rather than working on the original series itself. In this way, an additional interpretability is achieved, which is especially useful in some problems.
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