We study a general algorithm to improve accuracy in cluster analysis that employs the James-Stein shrinkage effect in k-means clustering. We shrink the centroids of clusters toward the overall mean of all data using a James-Stein-type adjustment, and then the James-Stein shrinkage estimators act as the new centroids in the next clustering iteration until convergence. We compare the shrinkage results to the traditional k-means method. Monte Carlo simulation shows that the magnitude of the improvement depends on the within-cluster variance and especially on the effective dimension of the covariance matrix. Using the Rand index, we demonstrate that accuracy increases significantly in simulated data and in a real data example.
Introduction
Cluster analysis is a method of creating groups of objects, so that objects in the same group are similar and objects in different groups are distinct (Gan et al., 2007) . Clustering and classification have a long history and have played an important role in many scientific disciplines. Most current statistical software has specific functions or procedures to perform cluster analysis.
There are several main classes of methods in cluster analysis, including hierarchical clustering, partitional clustering, and model-based clustering. In this paper, the primary emphasis is on the most popular partitioning method, k-means clustering. MacQueen (1967) introduced the k-means method as an alternative to hierarchical clustering methods (see also Hartigan and Wong, 1979 ). This method is more efficient than hierarchical clustering, especially for large data sets and high-dimensional data sets.
The basic algorithm for the k-means method is as follows:
1. Specify the number of clusters k and then randomly select k observations to initially represent the k cluster centers. Each observation is assigned to the cluster corresponding to the closest of these randomly selected objects to form k clusters.
2. The multivariate means (or "centroids") of the clusters are calculated, and each observation is reassigned (based on the new means) to the cluster whose mean is closest to it to form k new clusters.
3. Repeat step 2, until the algorithm stops when the means of the clusters are constant from one iteration to the next.
In the traditional k-means approach, "closeness" to the cluster centers is defined in terms of squared Euclidean distance, defined by:
where x = (x 1 , ..., x p ) ′ is any particular observation andx c is the centroid for, say, cluster c.
Compared to hierarchical clustering, the k-means method is more efficient. Tan (2005) showed that if the number of clusters k is much smaller than the number of observations n, the computation time will be linearly related to n, while the computation time of a hierachical clustering will be related to n 2 . This result makes the k-means method more useful for large data than hierarchical methods. In practice, k-means cluster analyses can be performed readily by many statistical software packages, the kmeans function in R (R Development Core Team, 2009 ) and the FASTCLUS procedure in SAS being two examples.
A number of alterations to the k-means algorithm have been developed in the statistical literature. Many previous approaches have sought to make the clustering more robust to outliers than the ordinary k-means algorithm, which relies on least-squares principles. For example, Kaufman and Rousseeuw (1987) (e.g., Brusco and Cradit, 2001) or variable weighting (e.g., DeSarbo et al., 1984; Makarenkov and Legendre, 2001 ). Steinley (2006) provides an excellent comprehensive review of the k-means method, including the properties and a multitude of variations thereof. A distinctive aspect of our method is that it involves shrinkage, and therefore handles generally the situation of when high-noise multivariate data is to be clustered, as opposed to the specific situation of outlying objects.
We present in this paper a method to incorporate James-Stein shrinkage into the k-means algorithm. Section 2 reviews some fundamental facts about James-Stein estimation. In Section 3, we introduce the details of our method.
Section 4 describes a basic simulation study that displays the improvement in clustering accuracy our method obtains relative to ordinary k-means, and describes how this improvement depends on characteristics of the data such as the within-cluster variance and the effective dimension of the covariance matrix. In Section 5 we include some supplementary simulations that consider specialized covariance structures. We illustrate the method on a real data set in Section 6, and summarize the results with a brief discussion in Section 7.
Background on James-Stein Estimation
In recent decades, the James-Stein approach has been widely used in the problem of statistical estimation. It originated in the context of point estimation of a multivariate normal mean.
Original James-Stein Estimator
For multivariate normal data, the sample mean maximizes the likelihood function and is the uniformly minimum variance unbiased estimator (UMVUE).
However, James and Stein (1961) showed that the sample mean is inadmissible and their estimator, later named the James-Stein estimator, dominates the sample mean when the dimension of the data p is larger than 2.
Let θ = (θ 1 , ..., θ p ) ′ be a p-dimensional unknown mean parameter, and let
and consider finding the best estimatorθ based on the observation X, wherê
Under squared-error loss, the performance of an estimatorθ may be judged by the risk function
Standard inference results show that the maximum likelihood estimator (MLE), the best linear unbiased estimator, and the least squares estimator all equal the sample mean, but Stein discovered a interesting and surprising phenomenon: If p ≤ 2, then δ 0 (X) = X is admissible; however, if p > 2, δ 0 (X) = X is inadmissible, and
dominates the MLE. Since δ JS (X) can be thought of as a weighted average of 0 and X, the James-Stein estimator is also called a shrinkage estimator:
In certain contexts, it makes sense to shrink the usual estimator toward some meaningful nonzero quantity, and James-Stein-type estimators were developed in many such contexts (see, e.g., Lehmann and Casella, 1998 , Section 5.6 for examples). Our method will be involve a shrinkage estimator of this nature.
General James-Stein Estimator
The original James-Stein estimator was obtained when X ∼ N(θ, I p ). Bock Suppose an observation X is distributed according to the p-dimensional multivariate normal distribution with mean vector θ and covariance matrix Q, where Q is a symmetric positive definite covariance matrix. Bock showed that a general James-Stein estimator in this setting is
wherep is the effective dimension of Q, which equals the trace of Q divided by the maximum eigenvalue of Q:
.
Bock showed that this general James-Stein estimator dominates the MLE X as long asp > 2. Note that when Q = I p , we havep = p, the effective dimension becomes the actual dimension, and the general James-Stein estimator reduces to the original James-Stein estimator.
Positive-Part James-Stein Estimator
The fact that the shrinkage coefficient
may be negative is an inconvenient aspect of the original James-Stein estimator, and it can be shown that a restricted "positive-part" estimator (see Baranchik, 1964 ) is superior. For any scalar y, let y + be the nonnegative part of y:
Then the positive-part James-Stein estimator is
As shown in, for example, Lehmann and Casella (1998) and Richards (1999) , the positive-part James-Stein estimator dominates the original James-Stein estimator, and we will use a positive-part James-Stein estimator within our approach.
Methodology
The James-Stein estimator has been widely applied in engineering and economics. However, it has attracted little attention in cluster analysis. Here, we want to use James-Stein-type estimators as centroids in a k-means cluster analysis by shrinking the cluster sample means toward the overall sample mean.
In certain situations, the idea of shrinking is natural in cluster analysis.
For instance, Hitchcock et al. (2007) and Hitchcock and Chen (2008) showed that shrinkage methods could aid in the clustering of functional data and binary data, respectively. Here, we construct a shrinkage method based on the James-Stein effect for the purpose of improving the clustering of continuous multivariate data.
Suppose observations X i1 , X i2 , ..., X in i are independently and identically distributed (iid) observations from k multivariate normal distributions with mean vectors µ i and covariance matrices Q i , where i = 1, ..., k. That is, we have observations from k subpopulations. Let the sample means of the k clusters produced by the k-means algorithm beX 1 ,X 2 , ...,X k . Let the overall sample mean beX. Define the James-Stein shrunken centroids as:
Then we use the James-Stein shrinkage estimatorsX JS i (i = 1, ..., k) as the new centroids in the k-means method. Note that when the subpopulation covariance matrices are known, the true values Q i may be used in this shrunkencentroid formula. When the Q i are unknown (as is often the case in practice), the corresponding within-cluster sample covariance matricesQ i may be used in place of Q i in the formula.
The specific algorithm we use is summarized as:
1. Classify the data into k clusters using the k-means method with k random starting points, and obtain the ordinary centroidsX i . 3. Classify data into k clusters using the k-means method with the shrinkage centroidsX JS i and repeat steps 2 and 3 until convergence is achieved.
Shrink the resulting centroidsX
To judge the accuracy of the clustering results, we will calculate the Rand index of the clustering partitions resulting from both ordinary k-means and the shrinkage method. This index measures the similarity between the obtained partition and the true clustering structure underlying the data.
This index was originally defined by Rand (1971 ) and, following Tan (2005 , may be written as follows: Let N 00 be the number of pairs of objects coming from a different underlying subpopulation and being placed into a different cluster by the algorithm. Let N 01 be the number of pairs of objects coming from a different underlying subpopulation and being placed into the same cluster by the algorithm. Let N 10 be the number of pairs of objects coming from the same underlying subpopulation and being placed into a different cluster. Let N 11 be the number of pairs of objects coming from the same underlying subpopulation and being placed into the same cluster.
The index serves as a measure of concordance between the true underlying clustering structure and the result produced by a clustering algorithm.
Simulation Study
In this section we cluster a variety of simulated data sets to compare the performance of our proposed method to that of ordinary k-means. As a basic template, we generated a simulated sample of n = 50 objects from two fivedimensional normally distributed subpopulations. The subpopulation means were 0 = (0, 0, 0, 0, 0) and δ = (δ, δ, δ, δ, δ), where δ was a fixed constant.
The simplest covariance structure we studied was when the subpopulation covariance matrix was set to be Q = σI 5 , where I 5 is a 5 × 5 identity matrix.
The between-cluster dispersion was controlled by δ, and the within-cluster dispersion was controlled by σ. We also studied a variety of other covariance structures, as described below.
In the first step of our method, the initial 2-cluster partition of the objects was found using the k-means algorithm, implemented by the R function kmeans. Secondly, we shrunk the centroids towards the overall sample mean according to (1), resulting in the new centroids. Note that sometimes the new centroids might not be distinct and this would stop the k-means algorithm. In that case, we added a small amount of random noise Y ∼ N(0, 0.00001×I 5 )
to each centroid, implemented by the R function jitter, to separate them.
Finally, we determined that the algorithm converged when the Rand index of the partition produced at a given iteration was the same as the Rand index produced at the previous iteration.
We use a variety of different settings for the simulations. In Section 4.1, we investigate the effect of the within-cluster variance σ and the effect of the covariance structure Q on the accuracy of the proposed method. We first study data with an uncorrelated covariance structure. Then we examine data with a variety of correlated covariance structures, including autoregressive covariance structures. In Section 4.2, we investigate the effect of the effective dimensionp of the covariance matrix. Further data structures, including both five-dimensional data and eight-dimensional data, are simulated and studied in Section 5.
Varying the within-cluster variance σ

Uncorrelated Data
In the following simulations, we fixed δ to be 2, and we allowed σ to take the values 0.1, 2, 4, 6, 8, or 10. We first examined data in which the variables were uncorrelated. The simulation results from the shrinkage method and the original k-means method are given in Table 1 and presented graphically in Figure 1 . At each setting, we simulated 5000 data sets and the values in Table   1 the Rand index based on the shrinkage approach is notably better than that based on the traditional approach. Additionally, we ran the simulation by increasing σ to 100 (extremely large dispersion within clusters), and the resulting Rand index based on the shrinkage approach was only slightly better for such large σ than that based on the traditional approach. These results indicate that with increasing σ, the magnitude of the improvement from the shrinkage approach first increases, then reaches its maximum, and finally decreases. We note that a similar pattern is observed in Hitchcock and Chen (2008) .
Correlated Data
In addition to examining data in which the variables were uncorrelated, we also considered the case when the variables were correlated. To investigate this situation, we simulated data having covariance matrix Q with elements
The simulation results for r = 0.25 are given in Table 2 , and presented graphically in Figure 2 . for uncorrelated data is 0.0807, while the biggest improvement for correlated data is 0.0287.
Varying the effective dimensionp
Here, we investigate the relationship betweenp and the clustering accuracy.
In our simulations in this section, we fixed the actual dimension p to be 5, and σ to be 4. We simulated data having the covariance matrix 
We allowed λ to take the values 20.4σ, 6.67σ, 4.4σ, 2.86σ, 2.22σ, 1.82σ, 1.54σ, 1.33σ, 1.18σ and σ, and thusp was 1.2, 1.6, 2, 2.4, 2.8, 3.2, 3.6, 4, 4.4, and 5. The simulated results are shown in Table 3 , and presented graphically in In examining the Rand index, whenp is less than or equal to 2, we do not observe any significant difference between the traditional approach and the shrinkage approach. Whenp is greater than 2, the Rand index values based on the shrinkage approach are higher than those based on the traditional approach. In addition, the improvement from shrinkage (that is, the difference between the Rand indices of the two approaches) increases witĥ p, and reaches its maximum whenp is 5, which is the actual dimension of the data p. shrinkage method minus the Rand index based on the traditional method) andp and σ. In the perspective plots, the improvement seems to increase significantly asp increases, while the improvement increases only slightly as σ increases. Thusp seems to play a more important role than σ. In the contour plots, the boundary linep = 2 is obvious. Whenp ≤ 2, the improvement is negative or close to 0. Whenp > 2, the improvement increases asp and σ increase.
Supplementary Simulations
The purpose of this section is to display how the shrinkage method works (relative to the ordinary k-means approach) when the data come from an eclectic variety of covariance structures. We therefore explore simulation settings not considered in Section 4 and will indicate in which situations we can expect the shrinkage method to improve clustering accuracy substantially.
For the first eight sets of additional simulations, we generated a sample of n = 50 objects from two five-dimensional normally distributed subpopulations. The subpopulation means were 0 = (0, 0, 0, 0, 0) and δ = (2, 2, 2, 2, 2).
The subpopulation covariance matrices were denoted Q = Q k , k = 1, . . . , 8, where each Q k was a 5 × 5 matrix representing one of several various covariance structures. Each Q k , k = 1, . . . , 8 is given as follows, and the values of the effective dimensionp for Q 1 , . . . , Q 8 are listed in Table 4 : These covariance matrices yield a variety of correlation structures for the simulated data. Q 1 produces uncorrelated data (much like the simulations in Section 4.1.1), but in which we let the value of σ increase to 100, much larger than in Section 4.1.1. Q 2 through Q 4 include positive off-diagonal elements in an equicorrelation structure, which Dobson (2002) calls "exchangeable."
The positive correlation values increase from Q 2 to Q 4 to show the effect on the shrinkage improvement of greater correlation among components. Q 5 yields another equicorrelation (exchangeable) structure, but with negative correlations among components. Q 6 yields an autoregressive-type structure.
Q 7 and Q 8 include a variety of positive and negative correlations among components, with Q 8 including more negative correlations. Figure 6 through Figure 13 , shown in the Appendix, display the comparative performances of the shrinkage method and the ordinary k-means method (as measured by average Rand index) for the various covariance structures.
From Figure 6 , we see that the improvement from the shrinkage method gradually dissipates as the within-cluster variability gets very large, but the shrinkage method still does better than ordinary k-means for all values of σ in the plot. Figure 7 , Figure 8 , and Figure 9 show that with the equicorrelation structure, the improvement from shrinkage lessens somewhat as the correlations among components increase.
On the other hand, the improvement from shrinkage is quite sizable when there are negative correlations among components, as shown in Figure 10 .
This phenomenon is probably due to the low value of the largest eigenvalue of Q 5 and the high value of the effective dimensionp.
However, Figure 11 indicates that the improvement from shrinkage is minimal when the autoregressive structure given by Q 6 is specified. Any improvement from shrinkage is mixed under the less structured covariance patterns of Q 7 and Q 8 .
Next, we considered generating 8-dimensional normal data having covariance matrix Q 9 . This matrix has σ = 4 and a variance component λ whose value determines the effective dimension of the data, much like the covariance structure of the simulated data in Section 4.2. This covariance matrix is: 
We allowed λ to take the values 14σ, 7σ, 4.67σ, 3.5σ, 2.8σ, 2.33σ, 2σ, 1.75σ, 1.55σ, 1.40σ, 1.27σ, 1.16σ, 1.07σ and σ, and thus the correspondinĝ p was 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7 .5, and 8.
The dependence on the value ofp was about as marked for the 8-dimensional data as it was for the 5-dimensional data of Section 4.2. As shown in Figure 14, the shrinkage method only began leading to improvement whenp ≥ 3, and the improvement became more sizable for the larger values ofp in the plot.
Lastly, to investigate the performance of the shrinkage approach with data coming from a heavy-tailed multivariate distribution, we generated a sample of n = 50 objects from two five-dimensional t-distributed (with 5 degrees of freedom) subpopulations. The subpopulation means were 0 = (0, 0, 0, 0, 0) and δ = (2, 2, 2, 2, 2). The subpopulation covariance matrix was Q = Q 1 , where Q 1 is the 5 × 5 matrix previously defined. Figure 15 shows the improvement from shrinkage is nearly identical to that under the corresponding situation with normal data that was shown in Figure 1 .
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Yeast Genes
In this section, we apply the shrinkage approach to the yeast gene expression data collected by Alter, Brown and Botstein (2000) . The data set contains 78 genes, and the variables are expression ratios measured 18 times (at 7-minute intervals). The details are described in Spellman et al. (1998) . The data were log-transformed to make them approximately normally distributed.
Biologists believe that there are five groups in this gene data: genes 1 through 13 are believed to belong to the M/G1 group, genes 14-52 to the G1 group, genes 53-60 to the S group, genes 61-67 to the S/G2 group, and genes 68-78 to the G2/M group. (Here, the letter S denotes Synthesis; the letter M denotes Mitosis; the letter G denotes Gap.) While these classifications are by no means certain, for the purpose of this example we will treat them as the true underlying clusters.
To analyze these data, we treated them as 78 separate observations. Initially, we clustered the genes into 5 clusters using the ordinary approach,
implemented by the R function kmeans. Then, we clustered the genes into 5 clusters using the shrinkage approach, implemented by our algorithm. For this real-data example, the within-cluster sample covariance matricesQ i were used in place of Q i in formula (1). The results are listed in Table 5 . According to the Rand index, the ordinary k-means method did not capture the supposed clustering structure extremely well: 58.18% of the possible pairs of curves were correctly "matched" by this approach. The shrinkage approach came closest to capturing the true grouping of the curves: 73.43% of the possible pairs of curves were correctly "matched" by this approach.
The S group (genes 53-60) is the only cluster of the five that is particularly well-defined: these eight genes are classified into the same cluster. The S/G2 group (genes 61-67) is poorly defined. These seven genes are classified into four different clusters; the other three groups are moderately well-defined:
these genes from the same group are classified into two different clusters.
In short, the shrinkage approach gave better accuracy than the traditional approach. Of course, conclusions based on the real data must be tempered by the uncertainty about the true number of clusters and the form of the true clustering structure.
Conclusion
We have developed an adjustment to the K-means clustering algorithm that relies on James-Stein shrinkage principles. It is particularly related to the multivariate normal mean point estimator of Bock (1975) and simulations show it has similar characteristics to Bock's estimator regarding when it improves on the usual estimator.
Based on various simulations, it appears the improvement from the shrinkage approach is greatest for data: (1) in which the variables are uncorrelated, (2) data with some negative off-diagonal covariance elements, (3) high-dimensional data, or (4) data with moderate to large within-cluster variance. The improvement from the shrinkage approach is less for data in which variables are strongly correlated, low-dimensional data, or data with either small or extremely large within-cluster variance. It is important to note, however, that in all settings studied, the shrinkage approach was approximately as good as or better than the traditional approach. For a relatively wide variety of data, using shrinkage can significantly improve the accuracy of K-means cluster analysis. 
