Introduction
Data are key assets to any business enterprise, which means that techniques for data mining and knowledge discovery in databases (KDD) play an important role in many business applications and assist with the making of effective decisions. The aim is to identify useful and/or interesting knowledge from a given dataset, which can then be treated as a decision support system. In general, the process is comprised of four steps: data collection, data cleaning and preprocessing, data analysis, and interpretation and evaluation (Han and Kamber, 2001; Ye, 2003) .
Of these steps, data analysis is essential to the performance of data mining tasks, based on employing relevant statistical and/or machine learning techniques. In early surveys of Wong et al. (1997) and Vellido et al. (1999) , artificial neural networks were recognized as one of the most popularly used data mining algorithms for a diverse range of business applications in the 80s and 90s. Bose and Mahapatra (2001) reviewed a number of machine learning techniques in the context of mining business data. They found rule induction (i.e., decision trees) to be the most commonly used technique, followed by artificial neural networks and case-based reasoning. In addition, most applications were found in areas related to finance, where prediction of future eventualities is the dominant task category for business data mining.
Recently, there have been several studies surveying the data mining techniques used in specific business applications. These surveys also show that the artificial neural network is one of the widely employed techniques for various business problems, such as fraud detection (Ngai et al., 2011) , bankruptcy prediction and credit scoring , recommender systems (Bobadilla et al., 2013) , and software development effort estimation (Wen et al., 2012) . Wu et al. (2008) has identified the top (or frequently used) 10 data mining algorithms, which covered classification (including C4.5, SVM, AdaBoost, k-NN, naïve Bayes, and CART), clustering (including k-means and EM), statistical learning (i.e., EM and Naïve Bayes), association analysis (i.e., Apriori), and link mining (i.e., PageRank). In particular, they focus on describing these algorithms, discussing the impact of these algorithms, and reviewing current and future research on these algorithms. However, the status of current data mining algorithms for business applications is not analyzed.
With the exception of the work of Bose and Mahapatra (2001) the purpose of these surveys has not been to answer the question of what are the top data mining techniques for popular business applications. More specifically, they only describe what kinds of techniques were used for which business domain problems. In addition, their survey of data mining techniques and business application areas is not new, where the works were published before 1999. Therefore, the objective of this study is to examine the recent relevant survey articles in order to identify the top (or frequently used) data mining algorithms for different business problems. Specifically, the surveys related to eight well-known business applications are analyzed, which are bankruptcy prediction, customer relationship management, fraud detection, intrusion detection, recommender systems, software development effort estimation, stock prediction/investment, and other financial time-series areas. Note that the methodology of surveying related survey/review articles is not new. For example, Shaughnessy and Slawson (2003) surveyed thirty five review articles on the treatment of type 2 diabetes.
The rest of this paper is organized as follows. Section 2 overviews the related survey literature about business data mining. Section 3 describes the research methodology and the results of the analysis are presented in Section 4. Finally, some conclusions are offered in Section 5.
Literature Review

Neural Networks for Business Applications
According to Wong et al. (1997) , who conducted one of the earliest surveys for business data mining during the period between 1988 and 1995, neural networks (or artificial neural networks) were widely developed for a variety of business applications. They found the multilayer perceptron (MLP) neural network, based on the backpropagation learning algorithm, also called as backpropagation neural network (BPNN), to be the most popular network model for prediction or classification problems. On the other hand, the self-organizing map (SOM) was the most widely used neural network technique for the clustering problems. They identified seven application categories using neural networks: accounting/auditing, finance, human resources, information systems, marketing/distribution, production/operations, and others. Among them, production/operations and finance are the top two business applications.
Later, Vellido et al. (1999) conducted another survey for the period between 1992 and 1998. They presented six business application areas using neural networks, including accounting/auditing, finance, management, marketing, production, and others. Similar to Wong et al. (1997) , MLP and SOM were the most commonly used classification and clustering neural network techniques, respectively. In addition, they found that most studies focused on using neural networks for finance problems, such as bankruptcy prediction and credit scoring.
In another study, Smith and Gupta (2000) overviewed different types of neural network models for a variety of business problems. They showed that neural networks were actually applied across a wide range of areas from business and commerce to industry. They reviewed seven kinds of business problems, namely marketing, retail, banking and finance, insurance, telecommunications, operations management, and other industries.
Data Mining in Specific Business Problems
Besides the surveys focusing on the use of neural networks for various business applications, recent surveys have discussed popular data mining techniques for specific business problems. For instance, Ngai et al. (2011) reviewed the literature on the data mining techniques used for fraud detection. In particular, four categories of financial fraud (bank fraud, insurance fraud, securities and commodities fraud, and other related financial fraud) and six classes of data mining techniques (classification, regression, clustering, prediciton, outlier detection, and visualization) were analyzed.
In Lin et al. (2012) , data mining techniques for bankruptcy prediction and credit scoring were reviewed. Related techniques were classified into single, ensemble, and hybrid ones with ensemble and hybrid approaches being based on combining several single techniques in a parallel or linear manner. Ngai et al. (2009) conducted a review of the related literature for the application of data mining techniques to customer relationship management (CRM). In their review, four CRM dimensions (customer identification, customer attraction, customer retention and customer development) and seven data mining techniques (association, classification, clustering, forecasting, regression, sequence discovery and visualization) were analyzed.
In Wen et al. (2012) , machine learning techniques for software development effort estimation from four aspects were analyzed, which are type of learning techniques, estimation accuracy, model comparison, and estimation context. Bobadilla et al. (2013) overviewed related techniques for the application of recommender systems for web applications. In their work, five machine learning related techniques were identified. Catania and Garino (2012) surveyed related works in the area of intrusion detection, where misuse and anomaly based approaches by machine learning techniques were analyzed.
Methodology
The first step to search related surveys in the literature is to identify some popular business application areas. In this paper, they are partially based on Bose and Mahapatra (2001) , Smith and Gupta (2000) , Vellido et al. (1999) , and Wong et al. (1997) . Business application areas that have been covered in at least two out of the four works mentioned above are accounting and auditing, banking and finance, marketing, production and operations, and telecommunications.
Since the above identified business application areas may not completely cover today's business problems, an additional criterion used for searching related survey articles is that the works have been published in reputed indexed journals within the past 10 years. By performing these two steps of collecting survey/review articles, we believe that most important business application areas can be identified. In total, 15 survey articles were Finally, the eight specific business areas that matched the publication criteria are shown in Table 1 . In addition to the business application areas covered in the early surveys, we can see that intrusion detection and recommender systems are two important business applications that have received much more attention recently. This may be because the advancements of web and network technology make the popularity of e-commerce activities and increase the risk of network security. On the other hand, production and operations have been of less concern. In the areas of marketing and telecommunications, CRM may contain some of these problems.
Similarly, fraud detection is an important problem in the area of accounting and auditing.
Finally, for the problems of intrusion detection and software development, the former can be the practical problem of business security and the later for the software development outsourcing companies.
In total, 14 survey articles focusing on one of the eight specific application areas are examined and analyzed. In addition, the employed data mining techniques are presented for further comparison and discussion. Table 2 summarizes related surveys in the literature related to specific business applications. In addition, related techniques employed for the eight specific application areas are also presented. From the machine learning viewpoint, these techniques can be classified into supervised and unsupervised learning techniques. Supervised learning can be thought of as learning from examples or learning with a teacher (Mitchell, 1997) . The collected dataset is represented by a set of input-output examples where the input is composed of a number of variables and the output is the prediction (or output label) for the input variables. On the other hand, unsupervised learning focus on arranging a given collection of unlabelled input patterns into natural groupings or meaningful clusters based on a measure of similarity (Jain et al., 1999) .
Results and Discussion
Using these criteria, the above techniques can be classified into the supervised and unsupervised learning categories and each category can also be divided into statistical and intelligent learning based techniques. Note that the definition of intelligent techniques is based on Kumar and Ravi (2007) , which include most of the machine learning techniques, such as neural networks, support vector machines, fuzzy logic, evolutionary approaches, soft computing techniques, etc. Table 3 shows the classification of the data mining techniques employed in the eight business application areas. The techniques underlined are the ones that are identified by Wu et al. (2008) as the top 10 data mining algorithms. An examination of Table 3 shows that more supervised learning techniques have been employed in the literature than unsupervised learning ones. This directly relates to the identified eight business application areas (c.f. Table 1 ) that supervised learning techniques are the more suitable solution for most of the business problems, which are prediction oriented problems, than unsupervised learning techniques. In addition, more intelligent based techniques are used than statistical based ones. One of the main reasons is that most business applications are prediction oriented problems as has been pointed out in Bose and Mahapatra (2001) , and supervised learning techniques are much more suitable for these problems.
According to Tables 2 and 3, Figure 1 shows the different types of techniques used in the eight application areas. Among these areas, popular business application areas can be identified. That is, 15 different techniques were employed for the bankruptcy prediction problem, 13 different techniques for the customer relationship management and fraud detection areas, 12 for intrusion detection, and 11 for the area of recommender systems. The results indicate that some relevant data mining techniques have not been studied in the areas of software development effort estimation, stock prediction/investment, and other financial time-series areas. However, we can observe that financial data mining is the most widely studied domain when bankruptcy prediction, stock prediction/investment, and other financial time-series areas are considered as the financial problem category. for the dataset problem. One example of this is the popular neuro-fuzzy approach (Lin and Lee, 1996) .
On the other hand, suppose that three techniques, A, B, and C are combined in a parallel manner and then dataset D is used as the input for A, B, and C, respectively. Then, the outputs obtained by A, B, and C are combined through some combination methods, such as simple voting or weighted voting. Other common combination methods for this type of ensemble technique are bagging (Breiman, 1996) and boosting (Freund, 1995) .
According to Table 2 , various ensemble techniques have only been employed in three application areas, which are bankruptcy prediction, intrusion detection, and recommender
systems. This indicates that the likelihood of using ensemble or soft learning techniques is problem dependent. In addition, the results also suggest that the relevant ensemble or soft techniques have not been fully examined in the other five application areas.
From an examination of the data mining techniques discussed in Wu et al. (2008) 
Conclusion
This study investigates the related survey literature in order to identify the frequently used data mining techniques in various business application areas. In total, eight business application areas where data mining techniques are used are surveyed. They are bankruptcy prediction, customer relationship management, fraud detection, intrusion detection, recommender systems, software development effort estimation, stock prediction/investment, and other financial time-series areas.
In addition, it is found that 33 different techniques have been employed in these eight business application areas. Among them, there are 24 and 9 supervised and unsupervised learning techniques, respectively. This demonstrates that most business problems are prediction oriented. Furthermore, bankruptcy prediction is the most widely studied application area where 15 different techniques were used.
For the widely used data mining techniques, 10 different techniques are identified, which include 7 supervised and 3 unsupervised techniques, namely decision trees (including C4.5
and CART), genetic algorithms, k-nearest neighbors, multilayer perceptron neural networks, naïve Bayes, and support vector machines as the supervised learning techniques and association rules, expectation maximization, and k-means as the unsupervised learning techniques.
Therefore, the contribution of this paper is to provide the guideline for relevant academicians and practitioners to quickly decide more suitable techniques from the 10 techniques instead of the 33 techniques listed from Table 2 . Moreover, the effort for the performance comparison can be reduced since only a few number of techniques is chosen.
Finally, there are four suggestions for future business data mining studies. First, although ensemble or soft learning techniques have been shown to outperform many single data mining techniques (Oza and Tumer, 2008; Rokach, 2010; Verikas et al., 2010) , they have not received much attention in many business application areas, such as customer relationship management, fraud detection, software development effort estimation, stock prediction/investment, and other financial time-series areas. Second, for a specific domain problem, it is necessary to employ the frequently applied data mining techniques identified in this paper for comparison in order to reach a reliable conclusion and provide the most effective solution for that problem. However, there may be some exceptions for selecting these techniques based on certain situations and organizational parameters. Third, some other techniques, such context-analysis and text mining (Tsai and Hung, 2013) , can be considered to further demonstrate the widely used data mining techniques. Fourth, the collected data (i.e.
the survey/review articles) could be regularly updated in order to identify newer techniques and/or business application areas if any. 
