Abstract-The deployment of new sensors and devices on electric distribution systems is increasing the awareness of phenomena characterized by intermittent periods of highly dynamic activity that occur within extended periods of relatively static behavior. The deployment of new devices has enabled the observation of these phenomena; however, the currently available simulation methods cannot accurately reproduce the entire system behavior. Existing simulation methods, and their associated models, are able to capture portions of these phenomena, but there is not a method for efficiently modeling the entire event in a single simulation. This paper presents a novel method of adaptive simulation that enables automated transitions between quasi-static time-series and electromechancial simulation modes, as necessary to capture relevant system dynamics. The transitions between the simulation modes are triggered automatically during the running simulation based on the evolution of the system variables, utilizing multistate modes for generators and motors. This method allows for a single simulation that spans the entire time-frame, has the ability to capture dynamic events, and includes all relevant power system controls. The method of adaptive simulation can support the direct analysis of dynamic power system events, co-simulation of transmission and distribution systems, the development of control systems, and the development of reduced-order models.
NOMENCLATURE δ(t)
Generator rotor angle E 1 (t)
Generator internal positive sequence voltage E d (t) Generator subtransient voltage referenced to the
d-axis E q (t)
Generator subtransient voltage referenced to the q-axis H
Generator inertial constant I 1 (t)
Generator positive sequence terminal current
Generator d-axis current I INT (t) Generator dq-referenced terminal current I q (t)
Generator q-axis current P m (t)
Generator mechanical power QSTS Quasi-static time-series R 2 Generator negative sequence impedance R 0 Generator zero sequence impedance R a
Generator armature resistance R S 
Generator stator resistance S(t)
Generator terminal apparent power 
Generator armature reactance Z Stall
Motor stall impedance.
I. INTRODUCTION
M ODERN electrical power systems are highly dynamic systems with combinations of legacy infrastructure and new technologies [1] - [3] . As new technologies are deployed on the electric power systems, it is necessary to better understand the dynamics of the legacy infrastructure, including end-use loads [4] - [6] . In particular, it is necessary to simulate phenomena characterized by intermittent periods of highly dynamic activity that occur within extended intervals of more static system behavior. The commonly used 1-second or 1-minute nominal time-step, and the associated device and system models, of a quasi-static time-series (QSTS) simulation is able to run long duration simulations, hours to years, but it is not able to capture the higher frequency subsecond dynamics [7] . Sub-second dynamics can be examined with electromechanical and electromagnetic simulations, using millisecond and microsecond time-steps respectively [8] - [11] . However, existing commercial tools can typically only run electromechanical and electromagnetic simulations for approximately a minute [12] . The inability to run electromechancial simulations for more than approximately a minute is because of assumptions made in the models and controls. Specifically, the use of simplified load models and the omission of secondary and tertiary system controls; controls for devices such as tap changing voltage regulators and voltage controlled shunt capacitors at the distribution level are absent from most electromechancial simulations methods [13] . The absence of these controls can lead to inaccurate simulation results, and in many cases failures to converge.
One method for simulating events that occur over varying time scales is the use of variable time-steps; a method that can be used in QSTS, electromechanical, and electromagnetic simulations. Variable time-steps allow multi-month and annual QSTS simulations, but the underling models do not support dynamic simulation regardless of how small the timestep is [3] , [9] . For the modeling of dynamic events, variable time-steps are commonly used in electromagnetic power electronic simulations in which the time-step is reduced during high-speed switching transients, and increased during periods of low-speed switching [12] . The use of variable time-steps for electromagnetic simulations works over relatively short time-periods, but is limited over extended time-periods. This limitation is due to numerical stability in the models and software, with electromagnetic time-steps over the 10 microsecond time-frame often causing divergence in the solution, and electromechanical time-steps over 100 milliseconds often causing divergence [14] As a consequence of the solvers and models used, a purely QSTS simulation can run simulations over a long period of time such as hours to years, with large time steps such as 1-second to 1-hour, but cannot capture higher frequency dynamics, and electromechanical and electromagnetic simulation can capture higher frequency dynamics, but cannot be practically run over long periods of time. When a single simulation method cannot provide the desired capabilities, another option is to switch between simulation methods.
The IEEE Task Force on Interfacing Techniques for Simulation Tools conducted a literature review on methods for interfacing multiple tools in a single simulation environment [14] . The review of [14] examined the interfacing of electromagnetic transient simulations and transient stability simulations, the interfacing of circuit simulation programs with an electromagnetic field simulator, and the interfacing of real-time digital simulators. The work of [14] focused on simulations at the electromagnetic time-frame, so there was a limited ability to conduct simulations over extended periods of time.
A similar approach to individually interfacing tools is co-simulation, where multiple systems are simulated and the results federated in a single simulation environment [5] , [16] , [17] . Common systems that are federated under High Level Architecture (HLA)-type implementations include electric transmission systems, electric distribution systems, and communications systems [5] . Due to the different modeling representations used in these systems, it is common for each to use a different set of models and solvers, and their solutions matched at predefined boundaries. The co-simulator acts to coordinate the time sequencing and data exchange between the parallel simulations. Despite the advances in co-simulation technology, the individual parallel simulation are each run with a single model representation and set of solvers. The ability to adaptively switch a single simulation between solvers, within a running simulation, does not currently exist in any system-level power system simulation environment. This paper presents a method of adaptively switching between two modes of simulation within a single running simulation environment: a QSTS mode using partial and ordinary differential equations (PDE/ODE) [18] , and an electromechanical/phasor-dynamic mode using differential algebraic equations (DAE) [19] , [20] . The adaptive simulation method allows the simulation to capture the higher frequency dynamics when they occur, and to transition to a faster QSTS representation during non-dynamic periods, allowing for extended simulation times that include secondary and tertiary controls to be included. The method of adaptively transitioning between simulation modes enables numerous transitions to occur without the need to re-initialize the entire simulation, enables the inclusion of secondary and tertiary controls, and reduces computation time while ensuring numerically stable. The method of adaptive simulation can support a range of analysis including determining distributed energy resource (DER) capacity analysis, planning studies for the integration of dynamic control devices, and impact studies for the deployment of dynamic end-use loads.
The effectiveness of the presented method is evaluated by examining the Fault-Induced, Delayed-Voltage Recovery (FIDVR) phenomena [21] on the IEEE 8500-Node Test Feeder [18] , [22] . FIDVR is an example of a phenomena that can last for up to an hour, with only a small portion of that time containing higher frequency dynamics.
The rest of this paper is organized as follows: Section II presents the adaptive simulation method and Section III reviews the FIDVR phenomena. Section IV presents the model used for analysis, case studies, and simulation results. Section V contains the concluding comments.
II. METHOD OF ADAPTIVELY TRANSITIONING BETWEEN SIMULATION MODES
The use of variable time-steps in QSTS simulations allow for extended simulation periods, but they do not capture high frequency dynamics [7] , [23] . Conversely, electromechanical simulations are able to capture high frequency dynamics, but typically produce inaccurate results, or numeric instability, when run over an extended period of time [13] . The combination of QSTS and electromechanical simulation modes, and the process to automatically transition between the two, provides a method to fully simulate the class of problems characterized by intermittent periods of highly dynamic activity that occur over an extended period of time.
The following sub-sections examine the differences between the QSTS and electromechanical simulation modes, how current co-simulation methods coordinate multiple simulation models, examples of the dynamic power system element models for each mode, and the process by which transitions between simulation modes are triggered.
A. QSTS vs. Electromechanical Simulations
QSTS simulations are a collection of steady-state powerflow solutions that may, or may not, have state variable information passed from one solution to the next. By passing state variable information, the simulations are more accurate, but this does not allow concurrent computation of steady state solutions [24] . The transition between time-steps is always assumed to be feasible since the system is transitioning from one steady-state solution to the next. As a result of the steady-state assumption, it is possible to increase the time-step between solutions with a minimal impact on numeric stability. The only exception to this is if there are load or control elements in the system that use an ODE/PDE representation with a time dependence. In this case, numeric stability can become a problem with larger time steps. Common time-steps for QSTS simulations are from 1 second to 1 minute [23] , [24] .
Electromechanical simulations are a series of power-flow solutions that are connected by propagating state variable information using DAEs, where the DAEs are initialized with a steady-state power-flow solution. The values of the state variables are then propagated forward in time, using the differential equations, by a defined time-step and then coupled through an algebraic power-flow solution [24] . Due to the non-linear time-dependent characteristic of power systems, numeric instability can occur if the time between algebraic solutions is allowed to be too large. The specific limits on the maximum time-step will depend on the analysis performed and the simulation package used, but common maximum values for electromechanical simulation are from 100 microseconds to 10 milliseconds [13] .
B. Co-Simulation for Power Systems
Co-simulation is an active area of research where multiple systems are simulated concurrently and the results federated in a single simulation environment [5] , [16] , [17] , [25] - [27] . The work presented in [5] , [16] , and [25] , presents cosimulation frameworks targeted towards electric transmission analysis with the inclusion of communications infrastructures. Al-Hammouri [17] and Georg et al. [27] provide additional fundamental research for co-simulating cyber-physical systems.
For the co-simulation approaches of [5] , [16] , and [25] - [27] , it is common for each infrastructure to have a different set of solvers, and models, with their solutions matched at predefined model boundaries. In these applications, the co-simulation framework acts as the federator, ensuring that the individual simulators' boundary conditions are consistent over time. This approach offers flexibility in combining the output of various tools, but does not offer the ability for one simulator to change the underlying model or solver during simulation. While there are many software environments and hardware platforms that can perform simulations in multiple domains, there are no documented capabilities of being able to switch between QSTS and electromechanical simulations modes without stopping and restarting the simulation. Despite the inability of current co-simulation environments to be able to switch between simulation modes, one could be implemented in co-simulation. The next section presents a method that could be implemented in a stand-alone environment, or as part of a co-simulation platform.
C. Adaptive Transition Between Simulation Modes
As discussed in the Introduction, it is not possible to use a single solver to simulate the class of electric power system problems characterized by intermittent periods of highly dynamic activity that occur over an extended period of time. This limitation exists whether using a stand-alone solver or a co-simulation framework. By adaptively switching between simulation modes this limitation can be addressed.
When transitioning between simulation modes, the equations used to represent the power system change between PDE/ODE and DAE. As a result, it is necessary to properly initialize the state variables of the equations when switching modes so that there are no significant discontinuities. If the initialization of state variables is not properly done during the transitions, discontinuities may appear resulting in artificial system transients and anomalous states. Additionally, if the discontinuities are large enough they have the potential to lead to instabilities in the simulation. The next two sections will provide examples of the process necessary to initialize state variables when transitioning between simulations modes, and the basis for determining when the transitions should occur.
D. Initializing State Variables During Simulation Mode Transitions
The following subsections review the QSTS and electromechanical dynamic representations of a synchronous generator using a subtransient model, and then discuss how the initialization of state variables is accomplished when transitioning between simulation modes. For these subsections, the model of a synchronous generator is examined [13] , but the process is equally applicable to all dynamic elements that need to be initialized during transitions between simulation modes.
1) QSTS Representation of Synchronous Generator:
In the power-flow solutions of the QSTS simulation mode, the synchronous generator is represented by a variable voltage swing/slack node with associated active and reactive power injections. If the generator is part of a microgrid, and there is no strong substation voltage source, it is assumed the generator has sufficient active and reactive power capabilities to maintain the system frequency and voltage. The internal, E 1 (t), and terminal voltages, V 1 (t), of the generator are related using (1), which translates to the synchronous generator apparent power output in (2) .
In (1) and (2) the 1-subscript denotes the positive sequence component of all values, and the asterisk operator represents the complex conjugate. Additionally, this simplified example only considers the positive sequence power values. For an unbalanced microgrid, a power-flow with synchronous machines can be handled via a shunt impedance and Nortonequivalent current source, and using machine characteristics, as explained in [19] .
2) Electromechanical Representation of Synchronous Generator: In an electromechanical simulation, the differential equations of (3)-(5) represent the complete dynamic machine equations for a subtransient synchronous generator model [13] .
From (3)- (5), it can be seen that the rotating machines use the commonly applied dq-axis representation [13] . Note that the 0-axis is omitted in this model because the generator uses a balanced representation, however the use of a Norton equivalent can be used when the generator is connected to an imbalanced distribution system [19] , [20] . The dq-axis representation is used to simplify analysis by transforming the model from a rotating to a fixed reference frame. The transformation from a rotating to a fixed reference frame yields constant-valued parameters for values such as inductance, rather than being rotor-position dependent [13] .
Due to the different representations of the synchronous generator in QSTS and electromechanical modes, it is necessary to have a process to initialize the equations when transitioning between simulation models. This must be addressed during both the transitions from QSTS to dynamic mode and the transitions from dynamic mode back to QSTS. Failure to properly initialize the state variables may result in artificial transients in the dynamic simulation and anomalous states in the QSTS simulation.
3) Transition From QSTS to Electromechanical Simulations: During the transition from the QSTS to electromechanical mode, the complete set of state variables must be initialized to accurately represent the system conditions established by the previous QSTS power-flow solution. The state variables include the generator rotor angle, δ(t), the mechanical rotor speed, ω m , and the direct and indirect subtransient voltages, E d (t) and E q (t). Since a power-flow solution is a steady-state condition, the machine speed and synchronous speed, ω s , are assumed to be equal; the machine speed is initialized at the synchronous speed. In addition to the state variables, the mechanical and electrical power should also be equal so that there is no initial rotor angle acceleration.
Equations (6) - (10) show the relationship between the terminal voltage and current, and the internal state variables of the electromechanical dynamic representation. Equation (6) provides the initialization for the rotor angle, δ(t), of the synchronous model, based on (1).
The initialized rotor angle from (6) is then used in (7) and (8) to apply the reference frame rotation to the machine. The rotation uses the dq-axis representation to obtain the dqreferenced terminal voltage and current, I INT (t) and V R (t), given the positive sequence representation [31] .
Equations (9) and (10) relate the dq-referenced terminal voltage and current to the internal, subtransient voltages of the machine; both the direct, X d , and quadrature values, X q .
This section has shown how to initialize the state variables for a synchronous generator, but there are potentially additional state variables associated with the generator controls. For a diesel generator, these controls can include a speed control governor and an automatic voltage regulator (AVR). For a diesel generator using a subtransient synchronous generator model with speed control governor and AVR, there can be eleven or more variables to be initialized for a single generator [13] . This initialization must be done for every machine connected to the system, including inverter-connected generation. The process of initializing the state variable of the speed control governor, the AVR, and inverter-based generation follows the same process as the subtransient generator model shown in (6)-(10), but using the appropriate sets of equations [13] .
4) Transition From Electromechanical Simulations to QSTS Mode:
When a transition from dynamic to QSTS mode occurs, the initialization process is similar to the process presented in the previous section, but with important differences. Instead of initializing the state variables of the dynamic model, it is necessary to properly initialize the active and reactive power injections of the generator so that the steady-state powerflow solutions yields the same terminal voltage as the final value of the dynamic simulation.
The final result of (3)- (5), as well as the Norton equivalent implementation of [19] and [20] , provide the properly initialized current injection values for the subsequent QSTS simulation time-step. Coupled with the voltage solution from the algebraic power-flow equations and (1)- (2), these values result in the final power output of the generator and the new voltage setting for the swing/slack bus in the steadystate power-flow solution. Improperly initialized voltages may result in discontinuous reactive power-flows between the last electromechanical dynamic solution and the subsequent QSTS solution. Once the swing/slack bus voltage has been set, and any other buses where voltage is controlled by a generation source, the QSTS mode can proceed with the standard QSTS simulations. 
E. Multistate Load Modeling
The two previous sub-sections have detailed the process of properly initializing the state variables when transitioning between simulation modes. This section addresses how to determine when the transition should occur. For the use case examined in this paper, the FIDVR phenomena, the transitions are triggered based on the condition of the dynamics elements of the systems; specifically, the synchronous generators and the end-use induction motors.
Similar to the synchronous generator, the end-use load models require accurate representations in both the QSTS and electromechanical dynamic simulation modes. In the QSTS mode, the end-use motors are modeled using the traditional ZIP representations, which is a combination of constant impedance (Z), constant current (I), and constant power (P) elements [28] . The ZIP representation is a voltage depended load model that is appropriate for quasi-steady state simulations. In the electromechanical mode, the DAEs of [29] are used to represent the dynamic motor model. In both of the simulation modes the motor loads can transition between various operating states. To correctly model the various operational states of the motors it is necessary to use a multi-state load model [23] . An example state transition diagram for a single-phase motor is shown in Fig. 1 .
For this work presented in this paper, a motor model with four operating states is used. The four states are shown in Fig. 1 , with arrows indicating allowed transitions between states. This multi-state model is similar to the times-series models of [23] . Furthermore, the motor model will transition between QSTS and dynamic mode based on the grid conditions and rotor speed, to ensure that any high dynamic events are captured. Specifically, the motor model will monitor the terminal voltage, frequency, and rotor speed to determine if they fall below pre-defined constants. Table I gives the logic for the allowed state transitions shown in Fig. 1 .
The allowed transitions shown in Fig. 1 , and listed in Table I , are for a generic single-phase motor used for a heat pump, but there are variations between manufacturers. Using a generic set of transitions, as shown in Fig. 1 , allows for simulations of the FIDVR phenomena. However, to exactly model a particular feeder, the model must be calibrated to operational field data. This is consistent with the usability of other enduse load models where calibration is required for a specific feeder [30] - [32] . Similar to the synchronous generator, the end-use motors are dynamic machines and their state variables must be initialized when transitioning between simulation modes. Unlike the synchronous generator, the end-use motors have multiple operating states which must be considered when initializing state variables. There are three scenarios where the state variables of the induction motor must be considered during state transitions. The first is when the simulation is running in QSTS mode and all the motor are about to stall, which automatically causes a transition to the electromechanical simulation mode; following transition path 3 in Fig. 1 . A stalled motor in the electromechanical simulation mode is assumed to have no rotational speed and the power consumption in given by the locked rotor approximation as shown in (11) .
When the single-phase motor stalls, there is an increase in power consumption as the impedance of the rotor decreases. The change in impedance, and the associated increase in power, can be calculated using the equations in [33] .
Second, when a single motor stalls, following transition path 3 in Fig. 1 , it is possible that other motors will continue to operate in the running state, State 3. Unlike the transitions to the stalled state discussed in the previous paragraph, the speed of the motors that continue to run will not drop to zero, but they may slow as a result of voltage reduction. Therefore, the state variables must be initialized between simulation modes to ensure an accurate continuous simulation. If the states are not properly initialized then there can be discontinuities led to inaccurate results for which motors stall and which are able to re-accelerate to their normal operating speed when the voltage is restored.
While the detailed process of initializing the state variables of a single-phase induction motor, outlined in [33] , is not shown here, it follows the same process as shown in Section II-C for the synchronous generator. The third scenario is similar to the second, but occurs when tripped motors restart, following transition path 6, and the simulation transitions from QSTS to the electromechanical dynamic simulation mode. In this scenario, the motor uses an across-the-line controller so it must transition to the Stalled State, and then to the Running State once it is accelerated to its normal operating speed.
F. Basis for Transitioning Simulation Modes
The previous section discussed an isolated multi-state load model and how changes in its operational state can trigger a transition between operating models. Due to the fact that the simulation results for an entire distribution circuit are not known a priori, it is not known at which points in the simulation the transitions between simulation modes should occur. The transitions should occur based on the current conditions experienced by each of the dynamic elements, including their current operational state.
For the adaptive simulation method presented in this paper, the simulation remains in QSTS mode as long as there are no dynamic events. For a system with induction motors, the simulation remains in the QSTS mode as long as all motors are exhibiting normal grid conditions and the rotor speed is above its stall speed. If these conditions are not met for any motor, then the simulation enters the electromechanical dynamic mode. The simulation will remain in the electromechanical simulation mode until all motors have transitioned to the Running, Tripped, or Off State, the grid conditions have returned to normal, and the change in rotor angle, δ(t), for every generator, is less than 0.00001 rad/s between timesteps. The convergence criteria for the rotor angle can be adjusted depending on the specific analysis. A sufficiently small convergence criteria can force the simulation into the electromechanical mode for the entire simulation, and very large values can result in a failure to capture the system dynamics. A value of 0.00001 rad/s was empirically selected for this system when conducting a FIDVR analysis.
III. FAULT-INDUCED DELAYED VOLTAGE RECOVERY
While there are many analyses that could benefit from the ability to adaptively transition between simulation modes, this paper uses the FIDVR phenomena as a use-case. The FIDVR phenomena is examined in limited detail so that the utility of the presented method can be evaluated; this paper will not address all aspects of FIDVR.
A. FIDVR Phenomena
The FIDVR phenomena is characterized by intermittent periods of highly dynamic activity that occur between intervals of quasi-static behavior. The dynamic behavior of a FIDVR event is driven by the dynamics of single-phase compressor motors, such as those commonly found in residential and commercial heat-pumps, air-conditioners, refrigerators, and freezers. These units are prone to stalling when their terminal voltage drops below approximately 80% of nominal for more than a couple of seconds [29] . It has been observed that three phase commercial motors are not as susceptible to stalling at lower voltages.
At low voltage levels, the electrical torque of the singlephase induction motor decreases below the mechanical torque and the rotor speed decreases to zero. The zero-speed response results in a locked rotor condition; referred to as a stall which is represented by State 2 in Fig. 1 . When the rotor is stalled, the effective impedance of the rotor decreases, Z Stall in (11) . This impedance change results in a 4X-8X increase in the current drawn, which results in a 16X-64X increase in motor resistive heating; a combination of rotor and stator losses.
If the stalled conditions persist, the motor's thermal protection elements will eventually trip, typically between a few seconds and up to 30 seconds [34] . As the induction motors begin to trip off-line, the active and reactive load on the system is reduced and there is a corresponding recovery of the system voltage. After the initial stages of the FIDVR event, <100 seconds, the motors will begin to restart as their thermal masses cool, resulting in the thermal overloads resetting. The restarting of motors results in intermittent dynamic events as individual motors restart, occurring over a period of tens of minutes depending on external air temperatures.
Numerous FIDVR events have been reported in various regions of the United States, including Southern California, Florida, and Georgia [21] , [35] , and studied using electromagnetic transient program (EMTP) simulations [36] . The stages of the FIDVR phenomena have been well-documented and are shown in Fig. 2 .
B. Current Method of FIDVR Modeling
FIDVR is primarily attributed to the dynamic behavior of single-phase motors in response to a transmission-level fault, and the subsequent interaction of voltage control devices; these voltage devices are secondary and tertiary control systems. A significant amount of past work on FIDVR has focused on improving the dynamic electromechanical end-use load models, which are the source of the high frequency dynamics. This work led the North American Electric Reliability Corporation (NERC) to provide guidance on load modeling in the early 1990s [30] , [31] . In 2002, the Western Electric Coordinating Council (WECC) adopted an "interim" load model to address critical operating issues over the CaliforniaOregon Intertie [37] , and tasked the WECC Load Modeling Task Force (LMTF) to develop a composite load model to support dynamic planning and operating studies [38] , [39] .
More recent studies of FIDVR showed the effectiveness of detailed loads models under asymmetric fault condition, and the work in [40] presented a multi-port three-phase Thévenin equivalent to represent an external network in an electromagnetic transient simulator. Recent sensitivity analysis of the composite load model, using the PSLF §and PSS/E §commercial simulation packages, has provided an indication of which load characteristics are most relevant to FIDVR behavior [40] , [41] .
Much of the past work on FIDVR focused on the development of reduced-order dynamic load models for use in transmission-level simulations that could be used for an electromechanical simulation with a fixed time-step over a short period of time. There has not been any significant work to simulate an entire FIDVR event in a single model.
IV. SIMULATION EXAMPLE
In this section, a 30-minute simulation of a FIDVR event is conducted on a modified version of the IEEE 8500-Node Test Feeder [18] , [22] , [42] . Two specific cases are examined. In Case 1, the results from a 30-minute simulation of the modified 8500-Node Test Feeder are presented, where the electromechanical dynamic simulation is run with a fixed 200 microsecond time-step. In this case, there is a voltage drop that causes motor stalling, and tripping of all of the induction motors on the system. The simulation is run for 30 minutes to capture both the initial system response, the system response as the thermal overloads of the motors reset, and the voltage restoration after the motor have restarted. Case 2 runs the same scenario as Case 1, but the simulation is allowed to transition between QSTS and electromechanical mode; when in electromechancial mode the same fixed 200 microsecond time-step is used as in Case 1.
The simulations for both cases in this section are run using the GridLAB-D open-source simulation environment [43] . GridLAB-D was selected because of its ability to implement controls at the device and system level, and because of its ability to implement multi-state load models in both QSTS and electromechanical simulation modes [23] .
A. System Model Used for Simulations
The 8500-Node Test System has been selected because the PES Test Feeder Working Group has not yet completed a formal microgrid model [42] . Additionally, this model is an accurate representation of the size and complexity of distribution circuits that are commonly deployed in North America, and specifically within the WECC where a large amount of FIDVR work has been conducted.
Two primary modification to the 8500-Node Test Feeder have been made for this work. The first modification is the replacement of a portion of the static load with 420 singlephase dynamic motor models at the end of the secondary triplex lines [28] ; each motor is ≤ 3.0 horsepower. The second modification is the inclusion of detailed end-use load models that make use of Typical Meteorological Year (TMY) data so that weather conditions are properly represented [44] . The inclusion of detailed motor models and weather data are what allow the modified version of the 8500-Node Test System to be an effective model for FIDVR analysis.
B. Case 1: Fully Electromechanical Simulation
In Case 1, a completely electromechanical simulation with a fixed time-step of 200 microseconds is conducted; there are no transitions to a QSTS mode. This case was carefully selected to avoid the potential convergence issues that electromechancial simulations can experience when run for tens of minutes. Specifically, a relatively short duration reduction in voltage and the use of detailed voltage dependent end-use load models were implemented. The voltage regulators and shunt capacitors we not allowed to operate since the simulation remained in the electromechanical mode the entire time; consistent with many commercial packages.
In Case 1, the primary distribution voltage at the substation initially starts at approximately 7,300 V, line-to-neutral, and then there is a transmission-level fault at t = 5.0 seconds, which reduces the substation voltage to approximately 5,000 V. The low voltage condition causes the induction motors to stall, transitioning from State 3 to State 2, following transition path 3 in Fig. 1 , which increases the system load. The increased load results in a persistent low voltage, even when the fault is cleared. As a result of the persistent low voltage, the majority of single-phase motor overloads trip, transitioning to motors State 4, following transition path 5, within approximately four seconds of the transmission level fault (by t = 8.5 seconds). It should be noted that there are four motors that are still in the stalled condition when the voltage is restored, at which point they accelerate back to normal operating speed, following transition path 4. As a result, after t = 8.5 seconds there are 4 motors in State 3, and 416 motors in State 4. The operational states for the population of singlephase motors for the first 9.0 seconds of the FIDVR simulation are shown in Fig. 3 .
After the thermal overloads have tripped, the motors will not restart until the overloads have cooled. The thermal cooling period can take several minutes. For this simulation, TMY2 data is used to represent a warm day, which results in longer cool down times. The time for individual units to cool down is a uniform distribution of between 300 seconds and 1,800 seconds [45] .
In Fig. 4 , it can be seen that the motors begin to transition from the Tripped State to the Stalled State, following transition path 6, and then to the Running State, following transition path 4, at between 300 seconds and 1,800 seconds. During this time, motors are continually starting, causing small dynamic disturbances on the system. For Case 1, the simulation remains in the electromechanical mode regardless of the operational states of the single-phase motors.
The simulation results shown in Fig. 3 and Fig. 4 were obtained by running the modified version of the 8500-Node Test Feeder in an electromechanical dynamic simulation with a fixed time-step of 200 microseconds, for a one-hour simulation period. The total simulation time was 661.6 hours running on an Intel i7-6920HQ CPU@ 2.90 GHz with 16GB of RAM.
C. Case 2: Electromechancial Dynamic Simulations With Transitions
In Case 2, the simulation starts in QSTS mode and first transitions to the electromechanical dynamic mode when there is a voltage drop that results in motors decelerating prior to stalling. The simulation then stays in the dynamic mode until all of the motors have tripped at approximately t = 8.4 sec. and then transitions back to QSTS mode. The simulation stays in QSTS mode until the motors begin to restart at approximately 300 sec. and transitions numerous times between QSTS and electromechanical dynamic mode as each of the motors restarts.
The voltage at individual nodes for Case 2 are similar to the results of Case 1. The difference in simulation results is <0.1% in average voltage magnitude at each node. It should be noted that in Case 1 the voltage regulators did not operate because the simulation was continually in electromechancial mode. As a result, there were no changes in regulator tap positions. This is consistent with the fact that the majority of commercial tools exclude many secondary and tertiary distribution voltage control during dynamic simulations. In Case 2 there were numerous voltage regulator tap changes. As a result, the simulation more accurately capture the behavior of the system during the FIDVR event.
Another significant difference is that in Case 2 the simulation transitions between QSTS and electromechanical dynamic mode numerous times. There are over 400 transitions between QSTS and the dynamic mode. Even with the large number of transitions, the simulation time was reduced to 2,322 minutes from 39,696 minutes, a factor of 17X speed up. This shows that even with the computational overhead associated with initializing the state variables at each of the numerous transition, the adaptive method of simulation is significantly faster than a purely dynamic simulation, while maintaining numeric stability and better representing the response of system controls during the FIDVR event.
V. CONCLUSION
The ability to conduct simulations that can adaptively transition between QSTS and dynamic modes provides a significant increase in analysis capability for distribution and microgrid simulations. This paper has presented a numerically stable method of adaptive QSTS/electromechancial simulation that enables the simulation of phenomena characterized by intermittent periods of highly dynamic activity that occur within extended interval of quasi-static behavior. The method presented shows how to properly initialize the state variables at each transition so that numerous transitions can occur without introducing anomalous transients, and how to model end-use loads to determine when the transition between simulation modes should occur.
The method of adaptive simulation was examined with the FIDVR example using the GridLAB-D simulation environment, however the method can be applied to a wide range of analysis and can be conducted with other simulation environments. Future work will examine the use of the adaptive simulation method to develop control algorithms for resiliency based microgrid operations, to evaluate the dynamics of transactive control systems, and to validate reduced order load models for co-simulation environments. 
