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Abstract
Let [ · ] be the floor function. In this paper, we show that when 1 < c < 37/36,
then every sufficiently large positive integer N can be represented in the form
N = [pc1] + [p
c
2] + [p
c
3] ,
where p1, p2, p3 are primes close to squares.
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1 Introduction and main result
In 1995 Laporta and Tolev [7] considered the diophantine equation
[pc1] + [p
c
2] + [p
c
3] = N ,
where p1, p2, p3 are primes. For 1 < c < 17/16 they proved that for the sum
R(N) =
∑
[pc1]+[p
c
2]+[p
c
3]=N
log p1 log p2 log p3
the asymptotic formula
R(N) =
Γ3(1 + 1/c)
Γ(3/c)
N3/c−1 +O
(
N3/c−1 exp
(− (logN)1/3−ε)) (1)
holds.
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Later the result of Laporta and Tolev was improved by Kumchev and Nedeva [6] to
1 < c < 12/11, by Zhai and Cao [9] to 1 < c < 258/235 and finally by Cai [2] to
1 < c < 137/119 and this is the best result up to now.
In 1997 Kumchev and Tolev [5] proved by asymptotic formula that when N1, . . . , Nn
are sufficiently large positive integers then the system∣∣∣∣∣∣∣∣
p1 + p2 + · · ·+ pk = N1
p21 + p
2
2 + · · ·+ p2k = N2
· · · · · · · · · · · · · · · · · · · · ·
pn1 + p
n
2 + · · ·+ pnk = Nn
(2)
is solvable in primes p1, . . . , pk near to squares, i.e. such that
√
p1, . . . ,
√
pk are close to
integers. In the system (2), n ≥ 2 and k ≥ k0(n), where k0(n) is defined by the table
n 2 3 4 5 6 7 8 9 10
k0(n) 7 19 49 113 243 413 675 1083 1773
in the case of 2 ≤ n ≤ 10, and by the formula
k0(n) = 2[n
2(3 logn + log log n+ 4)]− 21
in the case of n ≥ 11.
Recently the author [3] showed that for any fixed 1 < c < 35/34, every sufficiently
large real number N and a small constant ε > 0, the diophantine inequality
|pc1 + pc2 + pc3 −N | < ε
has a solution in primes p1, p2, p3 near to squares.
Motivated by these results and using the method in [3] in this paper we shall prove
the following theorem.
Theorem 1. Let c be fixed with 1 < c < 37/36 and δ > 0 be a fixed sufficiently small
number. Then for every sufficiently large positive integer N the diophantine equation
[pc1] + [p
c
2] + [p
c
3] = N,
is solvable in prime numbers p1, p2, p3 such that
‖√p1‖, ‖√p2‖, ‖√p3‖ < N−
6
17c
(
37
36
−c
)
+δ
(as usual, ‖α‖ denotes the distance from α to the nearest integer).
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2 Notations
LetN be a sufficiently large positive integer andX = N1/c. By ε we denote an arbitrary
small positive number, not the same in all appearances. The letter p with or without
subscript will always denote prime number. By δ we denote an fixed sufficiently small
positive number. We denote by Λ(n) von Mangoldt’s function. Moreover e(y) = e2piıy. As
usual [t] and {t} denote the integer part, respectively, the fractional part of t. We recall
that t = [t] + {t} and ‖t‖ = min({t},1− {t}). Let c be fixed with 1 < c < 37/36.
Denote
r = [logX ] ; (3)
Y = X−
6
17
(
37
36
−c
)
+δ ; (4)
∆ = Y/5 ; (5)
M = ∆−1r. (6)
3 Preliminary lemmas
Lemma 1. Let r ∈ N. There exists a function χ(t) which is r-times continuously differ-
entiable and 1-periodic with a Fourier series of the form
χ(t) =
9
5
Y +
∞∑
m=−∞
m6=0
g(m)e(mt), (7)
where
|g(m)| ≤ min
(
1
pi|m| ,
1
pi|m|
(
r
pi|m|∆
)r)
(8)
and
χ(t) =


1 if ‖t‖ ≤ Y −∆,
0 if ‖t‖ ≥ Y,
between 0 and 1 for the other t .
(9)
Proof. See ([4], p. 14).
Lemma 2. Let x, y ∈ R and H ≥ 3. Then the formula
e(−x{y}) =
∑
|h|≤H
ch(x)e(hy) +O
(
min
(
1,
1
H‖y‖
))
holds. Here
ch(x) =
1− e(−x)
2pii(h+ x)
.
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Proof. See ([1], Lemma 12).
4 Outline of the proof
Consider the sum
Γ(X) =
∑
[pc
1
]+[pc
2
]+[pc
3
]=Xc
‖√pi‖<Y, i=1,2,3
log p1 log p2 log p3 . (10)
The theorem will be proved if we show that Γ(X)→∞ as X →∞.
From (9) and (10) we obtain
Γ(X) ≥
∑
[pc1]+[p
c
2]+[p
c
3]=X
c
3∏
k=1
χ(
√
pk) log pk =
1∫
0
H3(α)e(−Xcα) dα, (11)
where
H(α) =
∑
p≤X
χ(
√
p)e(α[pc]) log p. (12)
By (7) and (12) we get
H(α) =
9
5
Y S(α) + V (α), (13)
where
S(α) =
∑
p≤X
e(α[pc]) log p, (14)
V (α) =
∞∑
m=−∞
m6=0
g(m)
∑
p≤X
e(α[pc] +m
√
p) log p. (15)
Bearing in mind (11) and (13) we find
Γ(X) ≥
1∫
0
(
9
5
Y S(α) + V (α)
)3
e(−Xcα) dα
=
(
9
5
Y
)3
I +O
(
Y 2
1∫
0
|S2(α)V (α)| dα
)
+O
(
Y
1∫
0
|S(α)V 2(α)| dα
)
+O
( 1∫
0
|V 3(α)| dα
)
, (16)
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where
I =
1∫
0
S3(α)e(−Xcα) dα.
According to the asymptotic formula (1)
I ≫ X3−c. (17)
We have
1∫
0
|S2(α)V (α)| dα≪ max
0≤α≤1
|V (α)|
1∫
0
|S(α)|2 dα. (18)
Arguing as in ([8], Lemma 7) for the sum S(α) denoted by (14) we obtain
1∫
0
|S(α)|2 dα≪ X1+ε. (19)
Using Cauchy’s inequality we get
1∫
0
|S(α)V 2(α)| dα≪ max
0≤α≤1
|V (α)|

 1∫
0
|S(α)|2 dα


1/2
 1∫
0
|V (α)|2 dα


1/2
. (20)
Proceeding as in ([3], Lemma 6) for the sum V (α) denoted by (15) we conclude
1∫
0
|V (α)|2 dα≪ X1+ε. (21)
Finally
1∫
0
|V (α)|3 dα≪ max
0≤α≤1
|V (α)|
1∫
0
|V (α)|2 dα. (22)
In order to complete the proof of the theorem it remains to find the upper bound in the
interval [0, 1] for the sum V (α) denoted by (15).
5 Upper bound of V (α)
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Lemma 3. For the sum V (α) denoted by (15) the upper bound
max
0≤α≤1
|V (α)| ≪
(
M1/2X7/12 +M1/6X3/4 +X11/12 +X
2c+31
34
+M1/4X
69−12c
68 +M1/12X
131−8c
136 +X
32c+3
68
)
Xε (23)
holds.
Proof. Let 0 ≤ α ≤ 1. Denote
U(α,m) =
∑
p≤X
e(α[pc] +m
√
p) log p. (24)
From (3), (5), (6), (8), (15) and (24) it follows
|V (α)| ≪
∑
0<|m|≤M
1
|m| |U(α,m)|+X
∑
|m|>M
|g(m)|
≪
∑
0<|m|≤M
1
|m| |U(α,m)|+
(
r
piM∆
)r
X
≪
∑
0<|m|≤M
1
|m| |U(α,m)|+ 1. (25)
By (24) and Lemma 2 with x = α and y = nc we obtain
U(α,m) =
∑
n≤X
Λ(n)e(αnc +m
√
n)e(−α{nc}) +O(X1/2)
=
∑
|h|≤H
ch(α)
∑
n≤X
Λ(n)e((h+ α)nc +m
√
n)
+O
(
(logX)
∑
n≤X
min
(
1,
1
H‖nc‖
))
. (26)
Now (25) and (26) imply
|V (α)| ≪ V1(α) +XεV2, (27)
where
V1(α) =
∑
0<|m|≤M
1
|m|
∣∣∣∣ ∑
|h|≤H
ch(α)
∑
n≤X
Λ(n)e((h+ α)nc +m
√
n)
∣∣∣∣,
V2 =
∑
n≤X
min
(
1,
1
H‖nc‖
)
.
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Working similar to [3] we get
max
0≤α≤1
|V1(α)| ≪
(
M1/2X7/12 +M1/6X3/4 +X11/12 +H1/16X
2c+29
32
+H−3/16M1/4X
33−6c
32 +H−1/16M1/12X
31−2c
32
)
Xε. (28)
Arguing as in Cai [2] we find
|V1| ≪ (H−1X +H1/2Xc/2)Xε. (29)
Summarizing (27) – (29) and choosing
H = X
3−2c
34
we obtain the estimation (23).
6 Proof of the Theorem
Using (16), (18), (19), (20), (21), (22) and Lemma 3 we obtain
Γ(X) ≥
(
9
5
Y
)3
I +O
((
M1/2X19/12 +M1/6X7/4 +X23/12 +X
2c+65
34
+M1/4X
137−12c
68 +M1/12X
267−8c
136 +X
32c+71
68
)
Xε
)
. (30)
From (4), (5), (6), (17), (30) and choosing ε < δ we find
Γ(X)≫ Y 3X3−c. (31)
Bearing in mind (4) and (31) we establish that Γ(X)→∞ as X →∞.
The proof of the Theorem is complete.
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