Based on our recent work on quasilinear parabolic evolution equations and maximal regularity we prove a general result for quasilinear evolution equations with memory. It is then applied to the study of quasilinear parabolic differential equations in weak settings. We prove that they generate Lipschitz semiflows on natural history spaces. The new feature is that delays can occur in the highest order nonlinear terms. The general theorems are illustrated by a number of model problems.
Introduction
In a recent paper [8] we have derived very general existence, uniqueness, and continuity theorems for abstract quasilinear evolution equations of the forṁ u + A(u)u = F (u).
(
Here A(u) is for each given u in an appropriate class of functions a bounded measurable function with values in a Banach space of bounded linear operators. Thusv + A(u)v = F (u) is for each suitable u a nonautonomous evolution equation on some Banach space. The new feature of our result is that the class of admissible functions, that is, the domain of definition of A(·) and F (·), is the same as the one where a solution of (1) is being sought for. More precisely, given Banach spaces E 1 d → E 0 and 1 < p < ∞, we assume that A and F are defined on
and map this space into L ∞ (0, T ), L(E 1 , E 0 ) and L r (0, T ), E 0 for some r > p, respectively. Consequently, A and F will be nonlocal operators with respect to the time variable, in general. This distinguishes our work in [8] from all previous studies of nonlinear evolution equations where A and F always have been assumed to be local maps (see [7] ). The fact that we work on the function space (2) allows for great flexibility in applications. In particular, we can use the general results to treat evolution equations depending on the history of their solution (see [4] , [6] , and [9] ).
It is the purpose of this paper to give a rigorous basis for such problems. More precisely, we develop a general existence, uniqueness, and continuity theory for functional evolution equations of the forṁ u + A(u t , u)u = F (u t , u),
where, as usual in the theory of functional differential equations, u t (θ) := u(t + θ) for t ≥ 0 and −S ≤ θ ≤ 0. (This notation should not be confused with the partial derivative ∂ t u.) In particular, we show that in the autonomous case problems of this type generate semiflows on appropriate history spaces. So far only semilinear equations of the general form (3) have been considered where A is independent of u and u t . For these problems there is a vast literature for which we refer to [29] and the references therein, for example.
The main results for (3) are given in Section 4. In the section following it we prove a rather general theorem for quasilinear parabolic differential equations with memory. The main new feature is that we can allow memory terms in the top order coefficients and that we derive the continuous dependence of the solution on its history. In the autonomous case this implies that (3) generates a semiflow on the history space, a fact which has, up to now, only been shown in semilinear problems.
Problems of this kind occur in several applications, for instance in climate models (see Section 2) or by regularizing ill posed problems in image processing (see [9] ). For simplicity, we restrict ourselves to weak settings. However, it will be clear to the reader that the abstract results can also be applied to parabolic differential equations in strong settings (as in e.g., [6] and [9] ).
In Section 2 we illustrate the power of our approach by applying the main result of Section 5 to some model problems. We restrict ourselves to simple cases to give the flavor of the techniques and do not strive for optimal results. In particular, we do not present sophisticated global existence results. Section 3 contains an existence and continuity theorem for parameter dependent quasilinear evolution equations. It is an easy consequence of the results in [7] , but is put in a form suitable for the study of (3) in Section 4. In the last section we show how the results for the model cases of Section 2 follow from the basic result of Section 5.
Model problems
Let Ω be a bounded Lipschitz domain in R n , where n ≥ 2. Assume that Γ 1 is a measurable subset of its boundary, Γ, denote by χ : Γ → {0, 1} the characteristic function of Γ 1 , and put Γ 0 := Γ\Γ 1 . The pair (Ω, χ) is said to be (C 2 ) regular if Ω is a C 2 domain and χ is continuous. In this case Γ 0 and Γ 1 are both open (and closed) in Γ. In general, either Γ 0 or Γ 1 can be empty, of course. We write ν for the outer unit normal on Γ (defined a.e. with respect to the (n − 1)-dimensional Hausdorff measure).
In this section we consider the following evolution system
γ being the trace operator and ∇ · denoting divergence. We are particularly interested in situations where (4) is history dependent. More precisely, we consider constitutive hypotheses of the following form
• e(u) := µ * u;
where µ, ν j , ρ j , and σ j are bounded (possibly Banach space valued) Radon measures on R, to be specified more precisely below. Throughout we suppose that
a(x, ξ) is symmetric and positive definit, uniformly for x ∈ Ω and ξ in bounded intervals; the set of all f ∈ C(O, F ) such that for each point (x, y) in O there exists a neighborhood U × V in O such that f (·, y) : U → F is Lipschitz continuous, uniformly with respect to y ∈ V . As usual, we omit the symbol F if F = R.
In this section we also suppose that
• or n + 2 < p < ∞ and (Ω, χ) is regular.
We set
the dual being determined by means of the L p duality pairing
Note that if χ = 0, that is, Γ = Γ 0 . In this case the second line of (4) reduces to the homogeneous Dirichlet boundary condition γu = 0. We also put H 
It will be shown below that
where C 0 denotes the space of continuous functions vanishing at infinity. For 0 < T ≤ ∞ we put J T := [0, T ) and J −T := (−T, 0]. Furthermore, we usually employ the same symbol for a function and its restriction to any of its subdomains, if no confusion seems likely.
and 0 < T ≤ ∞. By a solution (more precisely: an H 1 p solution) of (4) on (0, T ) with history v we mean a
as well as, given any w ∈ H 1 p ,χ ,
in the sense of distributions, where ·, · Γ denotes the L p (Γ) duality pairing (with respect to the Hausdorff volume measure of Γ). In addition, all integrals occurring in (11) have to be well defined. Note that (10) and (11) imply that u is a weak solution in the usual sense if p = 2. A solution u is maximal if there does not exist a solution being a proper extension of u. In this case J T is the maximal existence interval for u.
Before considering some model problems we recall the concept of a semiflow. Let X be a metric space and suppose that J(x) is for each x ∈ X an open subinterval of R + containing 0. Set
Then ϕ : X → X is said to be a (local) semiflow on X if X is open in R + × X, ϕ ∈ C(X , X), ϕ(0, x) = x for x ∈ X, and, given (t, x) ∈ X and s ∈ J ϕ(t, x) , it follows that s + t ∈ J(x) and ϕ s, ϕ(t, x) = ϕ(s + t, x).
It is global if
. Then we say that (4) is well posed in H 1 p and generates a semiflow on the history space V if there exists for each v ∈ V a unique maximal H 1 p solution, u(v), of (4) and the map (t, v) → u(v) t is a semiflow on V.
We start with a simple model problem of reaction-diffusion type:
where
that is, we set ν 0 := δ 0 , where δ r is the Dirac measure supported in r ∈ R, and b := 0. For notational simplicity, we usually do no longer indicate the x dependence of the nonlinearities. First we suppose that m = 1 and the diffusion matrix depends on suitable space averages of u only. For this we assume that
where L(E, F ) is the Banach space of all continuous linear maps from the Banach space E into the Banach space F . We also set L(E) := L(E, E).
We denote by M[0, S] the space of all real valued Radon measures of bounded variation on the interval [0, S]. We suppose that
and consider the nonlocal time-delayed quasilinear parabolic problem
Here and below it is understood that the boundary conditions are taken in the sense of traces. In particular, the right hand side of the third equation of (15) reads more precisely as g(γα * Ku). Observe that The proof as well as the proofs of all the following theorems of this section are found in Section 6, where it will be made precise how (15) is a particular instant of (4). What is meant by a semiflow depending Lipschitz continuously on parameters is defined in Section 4.
Corollary 2.1. If r > 0, then the nonlocal retarded problem
is well posed in H Proof. It suffices to choose S := r and α := δ r .
To treat local reaction terms in a weak setting we replace the hypotheses on f and g in (6) by assuming, for simplicity, that n ≥ 3, that f :
for ξ, η ∈ R m , and that g 0 ∈ L 2 (Γ). Observe that (16) is satisfied for the model nonlinearity
with m = 1, b ∈ L ∞ , and f 0 ∈ L 2 . Then we consider quasilinear parabolic problems with nonlocal time-delays in the diffusion matrix only, the reaction term being local, that is,
Theorem 2.2. Suppose that assumptions (13), (14), and ( 
Corollary 2.2. If r > 0, then the model problem
Proof. With (17) this follows by choosing S := r and α := δ r .
There are many conceivable choices for K. For example, we could set
for some fixed k ∈ L 2 , so that Ku is constant on Ω. Nonlocal (non delayed) quasilinear parabolic initial boundary value problems, predominantly with this choice for K, have recently attracted some interest, in particular by M. Chipot and coworkers (cf. [6] , [10] - [12] , and the references therein). Another important case is obtained by setting
where k ∈ L 2 (R n ), u is the extension of u to R n by zero in Ω c , and denotes convolution on R n . In particular, setting k := χ rB n , the characteristic function of the ball in R n with center at 0 and radius r, it follows that
where Ω(x, r) := (x + rB n ) ∩ Ω. Thus in this case the diffusion matrix (and f and g in the case of Theorem 2.1) depends on a suitably delayed space average of the solution over a neighborhood of x in Ω.
Next we consider model problems where the diffusion matrix depends on u in a local way with respect to the x variable, but not necessarily with respect to t. For this we suppose that m = 2 and consider the model problem
Then the following analogue to Theorem 2.1 is valid. (b) From Theorem 4.2 it will also be clear that we can obtain well posedness results for nonautonomous equations. Of course, in such a case the semiflow property is no longer valid.
(c) We can replace Ω by a smooth submanifold of some Riemannian manifold, provided gradients, divergence, and normals are taken with respect to the corresponding Riemannian metric.
Problems of the form (19) occur in applications, for example in certain climate models. For instance, in [20] and [21] G. Hetzer studies the quasilinear functional differential equation
on the Euclidean unit sphere in R 3 , assuming that c is a bounded C 2 function being uniformly positive, β ∈ C 2 [0, T ] for some T > 0, and k and R are sufficiently smooth functions with k being uniformly positive. By dividing (20) by c(β * u) it is clear, due to Remarks 2.1, that this model fits into the framework of this paper.
In the theory of heat conduction in a rigid body the functions occurring in (4) have the following interpretation: u is the temperature, e(u) the interval energy density, (u) the heat flux, f (u) and g(u), respectively, the density of external heat sources in Ω and on Γ, respectively. Considering bodies with memory one arrives at the following constitutive hypotheses:
where we suppose that
for some r ∈ (1, p ]. Thus one is led to consider the problem
in Ω, subject to the boundary conditions
Observe that, for example,
where u(t) = u(·, t) etc.
Theorem 2.4. Suppose that (Ω, χ) is regular, n + 2 < p < ∞, and (21) is satisfied. Then (22), (23) 
If h = 0, then this is true for the history space
Setting h = 0 and α = 0 and assuming that k is real valued we obtain as a particular case the quasilinear Volterra integro differential equation
Equations of this type, usually with zero Dirichlet boundary conditions, have been studied by many authors, even for more general fully nonlinear equations, by means of maximal regularity results in Hölder and Besov space settings (see [15] , [26] , and the references therein). Another approach to such equations is based on sophisticated results from the theory of abstract linear Volterra equations (see [27] ). Using these techniques it is also possible to obtain existence results in the difficult singular case where the local second order operator ∇ · a(u)∇u is not present (cf. [17] - [19] , [25] , [27] , [30] , for example, and the references in those papers).
The only results known to the author for problems containing the term ∂ t (h * a) concern linear and semilinear equations (e.g., [13] , [14] , [22] , and [29] ).
Another model case is the retarded quasilinear parabolic problem
where r > 0,
and
Theorem 2.5. Suppose that (Ω, χ) is regular and n + 2 < p < ∞. Also suppose that (25)- (27) 
. These semiflows are global, if a, b, f , and g depend on u(t − r) only and not on u(t).
A very particular instant of problem (24) is the retarded semilinear parabolic equation
in Ω × (0, ∞), where α, a, and b are constants with a > 0, subject to the boundary conditions
As usual, ∂ ν is the normal derivative on Γ. It follows from Theorem 2.5 that, given any history v ∈ H 
Parameter dependent evolution equations
Let E 0 and E 1 be Banach spaces such that E 1 d → E 0 . We fix p ∈ (1, ∞) and, given a subinterval I of R with nonempty interior, we put
It follows that
with (·, ·) θ,p being the real interpolation functor of exponent θ ∈ (0, 1) and parameter p (cf. Theorem III.4.10.2 of [2] ). Suppose that a := inf I > −∞ with a ∈ I and
Then A is said to have (the property of) maximal L p regularity (on I with respect to (E 1 , E 0 )) if the Cauchy probleṁ
and if, in addition, given τ, T ∈ I with τ < T , the homogeneous probleṁ We fix a positive number T and set J := J T . Then we denote by
. We write MR p (E 1 , E 0 ) for the subset of MR p (J) consisting of all constant maps t → A therein and assume that
Let X and Y be nonempty sets and J a subinterval of R + containing 0. A function f : X J → Y J is a Volterra map if, for each T ∈J and each pair u, v ∈ X J with u |J T = v |J T , it follows that f (u)|J T = f (v)|J T . Let X and Y be metric spaces. Then C 1-(X, Y ) is the space of all maps from X into Y which are bounded on bounded sets and uniformly Lipschitz continuous on such sets. If Y is a Banach space, then C 1-(X, Y ) is endowed with the Fréchet topology of uniform convergence on bounded sets of the functions and their first order difference quotients on such sets. Note that
, the space of all (locally) Lipschitz continuous maps from X into Y , provided X is finite dimensional.
For abbreviation we put
for 0 < T ≤ T and assume that
• Ξ is a Banach space and α ∈ L(Ξ, E).
We denote by γ 0 ∈ L(H, E) the trace map for t = 0, that is, γ 0 (u) = u(0) for u ∈ H, and set
Note that D is the kernel of
Thus it is a closed linear subspace of Ξ × H, hence a Banach space. For ξ ∈ Ξ we put
and assume that
• (A, F )(ξ, ·) is for each ξ ∈ Ξ a Volterra map on H α(ξ) .
We consider the parameter dependent quasilinear evolution probleṁ
for ξ ∈ Ξ. 
(iii) (Continuous dependence on ξ) If u * ∈ H, then put T 0 := T. Otherwise, fix any positive T 0 < T * . Then there exist r, κ > 0 such that, given any ξ j ∈ Ξ satisfying
it follows that u(ξ j ) ∈ H 1 p (J T0 ) and
(iv) (Continuous dependence on A and F ) Let T 0 be defined as above and let (A j , F j ) be a sequence such that (A j , F j ) satisfies (35) for each j ∈ N and (A j ,
Denote by u j (ξ) the solution of (36) with (A, F ) replaced by
Proof. (i) and (ii) follow from Theorem 2.1 and Remark 4.3 in [8] . Assertions (iii) and (iv) are easily deduced from the proof of Theorem 3.1 therein by modifying appropriately the situation considered in Remark 4.3 of [8] . (In [8] assumption (31) has to be added to the definition of maximal L p regularity since Lemma 4.1 of [5] is used in the proofs.)
Remark 3.1. Let Π be a Banach space and suppose that
• (A, F )(π, ·) is for each π ∈ Π a Volterra map.
Then the quasilinear parameter dependent initial value probleṁ
has for each e ∈ E a unique maximal solution in the sense specified in (i) of Theorem 3.1. Furthermore, assertions (ii)-(iv) are also valid.
Proof. This follows from the preceding theorem by setting Ξ := Π × E and α(ξ) := e for ξ = (π, e) ∈ Ξ.
Functional evolution equations
Now we fix S ∈ (0, ∞] and suppose that
We put
fix a (parameter) Banach space Π, and suppose that
Then, given π ∈ Π and v ∈ V, we consider the following parameter dependent quasilinear functional differential equatioṅ
By an H 1 p solution u of (39) on J T , where 0 < T ≤ T, we mean a
for 0 < τ < T . It is maximal if there does not exist an H 1 p solution being a proper extension of u. In this case J T is called maximal existence interval for u.
The following general existence, uniqueness, and continuity theorem is the first main result of this paper. 
(iv) (Continuous dependence on A and F ) Let T 0 be defined as in (iii) and let (A j , F j ) be a sequence such that (A j , F j ) satisfies (38) for each j ∈ N and (A j , F j ) → (A, F ) in
Denote by u j (π, v) the maximal solution of (39) with (A,
In the other case this follows from Lemma 7.1 in [8] .
It follows from (40), (v, u) → u ∈ L(D, H), and (38) that A and F satisfy (35). Thus Theorem 3.1 implies the assertions.
Let X and Y be metric spaces and put Z := X × Y . Suppose that J(z) is for each z ∈ Z an open subinterval of R + containing 0. Set
Then ϕ : Z → X is a parameter dependent Lipschitz semiflow on X, provided
is for each y ∈ Y a Lipschitz semiflow on X. It depends Lipschitz continuously on the parameters y ∈ Y if (t, z) → ϕ(t, z) ∈ D 0,1-(Z, X). Suppose that (38) is satisfied for every T > 0. Then the map (A, F ) is said to be autonomous if, given s, t ∈ R + and u ∈ H
Note that this is true, in particular, if (A, F )(π, v, ·) is a local map. Let (38) be satisfied for every T > 0. Then we consider the quasilinear functional differential equatioṅ
Clearly, u is an H 1 p solution if it is an H 1 p solution of (39) for every T > 0. The following theorem is the second main abstract theorem of this paper.
Theorem 4.2. Let (37) be true and suppose that (38) holds for every T > 0. Then
(iv) If (A, F ) is autonomous then the map (t, v, π) → u(π, v) t defines a Lipschitz semiflow on V depending Lipschitz continuously on π ∈ Π.
Proof. (i)-(iii) are obviously implied by (i)-(iii) of Theorem 4.1. (iv)
We fix π ∈ Π and omit it from the notation since it does not play a role in the following argument. Given v ∈ V and t, s ∈ R + with t + s ∈ J(v), set w(t) := u(v)(t + s). Then the fact that (A, F ) is autonomous implies thatẇ
On the other hand, set
Then using Lemma 7.1 of [8] one verifies that w is an H 1 p solution of (41) on J u(v) s + s. Thus, by uniqueness,
for s ∈ J(v) and t ∈ J u(v) s . Now the assertion is a consequence of (iii), the strong continuity of the translation group on C 0 (R, E) and H It is easy to derive from Theorem 4.1(iv) the continuous dependence of u(π, v) on A and F . We leave this to the reader.
Parabolic boundary value problems
Let I be a nonempty closed interval and F a Banach space. We denote by M(I, F ) the Banach space of all bounded F valued Radon measures on I (see Section 2.2 in [3] for a brief introduction to the theory of vector valued measures and the corresponding integration). We identify M(I, F ) with the closed linear subspace of M(R, F ) consisting of all bounded F valued Radon measures being supported in I. We also identify L 1 (I, F ) with the closed linear subspace of M(I, F ) consisting of all measures being absolutely continuous with respect to Lebesgue's measure dt. Thus, in particular, we identify f ∈ L 1 (I, F ) with its trivial extension (by zero on I c ) in L 1 (R, F ).
Let F 0 , F 1 , and F 2 be Banach spaces and F 1 × F 2 → F 0 and assume that (x, y) → x • y is a multiplication, that is, a continuous bilinear form of norm at most 1. In particular, given Banach spaces E and F , we can choose F 1 := L(E, F ), F 2 := E, F 0 := F , and A • e := Ae for A ∈ L(E, F ) and e ∈ E.
is well defined for −R ≤ t ≤ T . It is not difficult to see that (u, µ) → u * µ defines a multiplication
It also follows from Young's inequality that the map (v, w) → v * w is a well defined multiplication 
For abbreviation, we set
In order to specify the measures appearing in (5) we fix R and S as above and suppose throughout that 1 < s ≤ p . Then we introduce the following Banach spaces:
where pn/(n + p) ≤ ξ ≤ ∞ with ξ > 1, and p(n − 1)/n ≤ η ≤ ∞ with η > 1, and where we agree to set L s (J R , F ) := {0} if R = 0. We put
and denote the general point of this Banach space by
Given π ∈ Π, we set
Now we can formulate and prove the third main result of this paper, the following existence, uniqueness, and continuity theorem for problem (4).
Theorem 5.1. Suppose that assumptions (6) and (7) are satisfied. Fix π ∈ Π and define µ, ν 0 , and ν 1 by (46), and (4) by (5). If R = ∞, then assume in addition that, for j = 0, 1, either ρ j is compactly supported or it is absolutely continuous with respect to dt.
Finally, suppose that V equals either
Then:
(i) Problem (4) has for each history v ∈ V a unique maximal
t is a Lipschitz semiflow on V depending Lipschitz continuously on π ∈ Π (subject to condition (47), of course). 
Hence we infer from (43) that the map
belongs to
Then (6) and the asserted continuity properties of (49) imply that
Similarly,
Observe that a(σ 0 , v, u)(x, t) is symmetric and uniformly positive semidefinit on Ω × J. Thus, if p = 2, well known results on the weak solvability of linear parabolic equations, essentially due to J.-L. Lions [23] (also see Theorem 2 in Chapter XVIII of [16] , Chapter 23 in [31] , or Theorem 11.7 in [12] ), guarantee that
If p > n + 2, this will be shown elsewhere. In particular, (32) is satisfied.
and (50) we see that
Thus, setting 1/r := 1/p + 1/s − 1 ∈ [0, 1/p), we infer from (44), (45) that
The same is true, if a, h 0 , and σ 0 are replaced by b, h 1 , and σ 1 , respectively. From (43), (47), and (51) we deduce that
Note that H 1 p ,χ → L ξ by Sobolev's embedding theorem. Similarly, (43), (47), and (52) imply
Furthermore, the trace theorem implies
From these considerations and the boundedness of J it follows that
(5) Now suppose that h = 0 so that (48) is satisfied. Since
(see (40)), it follows from
and (44) that
where ∼ denotes extension by zero, due to h ∈ L s R, L(H −1 p,χ ) . Similarly, using Lemma 7.1 of [8] we see that
Since convolution and distributional derivatives commute, it is not difficult to see that
for each smooth ϕ having compact support inJ and each w ∈ H
Then we infer from (59) and (60) that
(6) Put F := F 0 if h = 0, and F := F 0 + F 1 otherwise. Then assumption (38) is satisfied, due to (53), (54), (56), and (61), since the Volterra property is obvious.
Finally, set (A, F)(π, u t ) := (A, F )(π, u |J −S , u |J)
Hence the assertion follows from Theorem 4.2.
Proofs for the model problems
It is now not difficult to prove the theorems of Section 2 by observing that the corresponding model problems are particular instances of (4), (5) . Here we are now also faced with a linear problem with initial value u(s) ∈ E having a unique solution. By iterating this argument we see that (15) is globally solvable since we can 'piece together' the solutions on the intervals kτ, (k + 1)τ by means of Lemma 7.1 of [8] .
It should be observed that the argument of the second part of this proof is the 'method of steps', well known in the theory of retarded differential equations (e.g., [29] ).
Problem (18) does not fit completely into the framework of Theorem 5.1 since f is not continuous. However, easy modifications of the proof of the latter theorem give the stated results. 
Thus (30) implies
for every T > 0. With this definition of F the proof of Theorem 5.1 remains valid. Thus all but the last assertion follow from that theorem.
(2) If the additional assumptions are satisfied we apply again the method of steps. However, in this case we have to solve at each step a semilinear equation since the diffusion matrix is known but the right hand side is still a function of u on the corresponding interval.
Using condition (ii) and well known arguments for weak solutions of semilinear parabolic equations we easily deduce that u(·, t) L2 ≤ c for 0 ≤ t < τ , where u is the maximal solution of the semilinear problem on J s and τ ∈ (0, s] is its maximal existence time. Consequently, F (u) ∈ L ∞ (J τ , H It is now clear how Theorem 5.1 can be applied to prove Theorems 2.3 and 2.4. Theorem 2.5 is again obtained by the method of steps. At each step there has to be solved a quasilinear problem to which Theorem 2.1 of [8] can be applied. For this we have to observe that the translation group acts strongly continuously on H 1 p (R, H −1 p,χ ) and that it commutes with differentiation. Thus ∂ t hv(t − ·) is well defined in L p (J r , H −1 p,χ ). If the solution exists globally on J r then we can go on to the next step. Otherwise, we have arrived at the maximal solution. This is true for every step which can be carried out. Details are left to the reader.
