Abstract-Intelligent agents are able to assist human in managing highly dynamic and complex systems in various knowledge intensive domains. The communication between different agents interacting in an integrated multi-agents system can be managed through a set of steering rules, which together form interaction protocols. To support the negotiation, communication and interaction between different intelligent agents, using an appropriate knowledge representation formalism is crucial. This paper introduces the potential of category theory as a formal representation vehicle to facilitate evolutionary analysis of agent interaction and negotiation for managing evolving ontologies in the domain of biomedicine. Utilizing categories supports agents' communication, negotiation, state transitions, compositions and transformations in different levels of abstractions.
INTRODUCTION
One of the classic AI-complete (or AI-hard) [1] problems occurs when one needs to manage unexpected situations and deal with changes while planning for a real world critical system. Critical, in this case, means when the failure or malfunction of the system may result in severe loss [2] . One may find excellent examples of life support critical systems based on massive integrated/dynamic knowledge bases in health science, dealing with the health and life of a patient, the failure of which is intolerable.
In order to support and improve the level of automation for analyzing and managing evolving biomedical ontologies and knowledge bases, in our earlier works [3, 4] , we have proposed the RLR agent-based framework for Representation, Legitimation and Reproduction of changes in distributed ontologies with minimum human intervention. To support the negotiation, communication and interaction between different intelligent agents, in an automatic manner, a mathematical knowledge representation formalism is necessary. As highlighted in [6] , despite worldwide efforts in this domain, no proven formal frameworks, methods, and tools for modeling automatic agent interactions and argumentation yet exist. The interaction protocols, which consist of a set of steering rules to manage the interactions, are commonly represented using UML [7] , Petri nets [8] , State-charts [9] , state-transition diagrams or finite state machines [10] . RLR employs categorical notions as a basis for modeling an agent communication language. The categorical framework is expressive enough to model the agents' behaviors, yet abstract enough to represent the generality of the protocols. RLR benefits from the algebraic power gained by using an abstract categorical representation of agents' interactions to increase the autonomy of argumentations in the change management framework. Category theoretical representation, with its ability to derive formal inference out of a diagrammatic representation, is independent of the type of interactions and their details, so its generality can be used to describe different types of protocols, study a multi-agent system (MAS) framework in different levels of abstraction, analyze rule transformations (yielding a practical image of adaptive learning agents and their semantics), and formalize dialectic trees for argumentation. In addition, we utilize the category theoretical distributed graph transformation techniques [41] for evolutionary analysis of concurrent model transitions and transformations in multi-agent systems using the specific conditions and transformation rules.
II. FORMAL REPRESENTATION MODEL
Category theory provides a universal algebra for the representation of highly abstract concepts. Categorical notations consist of diagrams with arrows. Each arrow f: X→Y represents a function. A Category C includes: A class of objects and a class of morphisms (''arrows''), and for each morphism f there exists one object (A) as the domain of f, and one object (B) as the codomain; For each object A, an identity morphism, which has domain A and codomain A (''ID A ''); and For each pair of morphisms f:A→B and g:B→C, (i.e., cod(f) = dom(g)), a composite morphism, g ○ f: A→C exists. Some of the primitive constructors of category theory that we use in our framework are as follows: Products, Coproducts, Functors, Natural Transformation, Pushout and Pullback. In order to orient the reader with a precise definition of categories and some important introductory definitions, we refer to [5] for additional information.
In the rule-based graph transformation, generally applying a transformation rule L→R denotes finding a proper match of L (Left hand side) in the source graph and replacing L by R (Right hand side), leading to the target graph of the graph transformation. Following the double-pushout approach (DPO) [42] , a transformation rule is defined [26] as a pair t: L ← I → R of morphisms l: I → L and r: I → R such that l is injective, where the graphs L and R are called the left and right-hand sides respectively, and I is called the interface or gluing graph. Further information on different notions and techniques for graph transformation can be obtained from [13, 14] .
III. CATEGORICAL ANALYSIS OF THE RLR MULTI-AGENT FRAMEWORK
RLR is a cooperative Multi-agent framework, for capturing, representing, tracking and analyzing changes within ontological structures through a rule-based reactive and proactive behaviour acting along with an integrated argumentation framework. In this research we use categories to support agents' communication, negotiation, state transitions, compositions and transformations in different levels of abstractions.
A. Analyzing a Multi-agent Framework in Different Levels of Abstraction
In our method, we define different types of categories based on different local and global perspectives. Each agent can be considered a category, with states of the agent as objects and the actions that cause an agent to change its state as morphisms. More generally, we can define a category of agents, with agents as objects and the different types of communication and interaction channels between agents as (functor) morphisms. In the same way, one can for example define the services given by agents as a category, with agents as objects and the composition relations between the agents (representing different interactions, communications, message passing, or sharing attributes between agents) as morphisms, or, alternatively, the category of services, with agents' services as objects and the mapping between the services as (functor) morphisms. Moreover, by changing the level of abstraction, we define a multi-agent system as a category 1 consisting of services as objects and the relations between them as morphisms, as well as the category of multi-agent systems, with each system composed of several agents providing different services as an object and the different communication channels between two or more distributed multi-agent systems as (functor) morphisms. This viewpoint about the categorical conceptualization of MAS structures in different levels of abstractions leads us towards defining a formal semantic for various interactions occurring between agents in evolving environments.
In an integrated multi-agent-based framework such as RLR, functors (morphisms in the category of all small categories) and their compositions are powerful abstraction mechanisms for analyzing the relations between different categories (e.g., relations between categories of agents, relations between a category of agents and a category of services, or a category of multi-agent systems and a category of states, etc.). As an example, consider a scenario for the alignment of two ontologies, by considering state as a category with the different states of an agent (i.e., initial state (Ini_S); requesting merge (Req_M); receiving the merge result (Rec_M) and checking for validity (Chk_V)) as objects and the message passing between the states (i.e., issuing alert, change notice, ontology ID, and so on) as morphisms ( Figure  1 ). In a similar way different associations between different types of objects (e.g., various cognitive units [11] described in the categorical sense) can be modeled. For example 2 , one can describe a set of prepositions as objects within the category of prepositions and the relations between them as the morphisms in this category. Figure 3 represents a typical diagrammatic representation of such interactions for the following prepositions:
1. Agent AG_1 received a message. 2. Agent AG_1 has perceived a change request through the message. 3. The perceived change request is a delete request. 4. The delete request is issued to be performed on ontology O1. 5. The target for the deletion is concept Cx within Ontology O1. 6. Ontology O1 is currently being used by KB1. 7. The concept Cx is being reused in a process Pr_1. 8. The concept Cx has three sub concepts Cx1, Cx2, Cx3. 9. Two concepts Cx1 and Cx2 are currently being used in a process Pr_1. 10. The controller agent of KB1 should be notified about the request. 11. The negotiation for loss/benefit has been performed. 12. Based on the negotiation outcome the delete request is postponed 13. The notification to the agent AG_1 is sent. 14. AG_1 ignored the change request. As can be seen in Figure 3 several concurrent interactions may be performed through the compositions between the morphisms. Also several inferred knowledge can be gained completion of the negotiation process in RLR, the ontology will either remain unchanged or be modified to convey the new knowledge based on the outcome.
B. Analyzing a Representation of Agents' Rule Compositions and Transformations
Intelligent agents perform actions in a context by using rules that guide interactions. In order to perform an action, which may lead to a state transition, often two or more sets of rules may be combined and integrated, ideally in an automatic fashion. The manual combination of rules is neither desirable nor feasible in many circumstances (e.g., when dealing with large sets of rules). The mathematical power of categories can deliver a formal guidance for combining these sets of rules, which are usually described in a diagrammatic representation 4 . For example, in the RLR framework, the agents follow certain rules, some simple and some complex ones (in the case of multiple options leading to different decision points, e.g., adding concepts, which needs the combination of several rules to find a place, check the validity, and so on). Figure 4 . The composition of two initial agents' action graphs through conjunction (C1) or adjunction (C2). As can be seen in C1 emphasizes are on common paths within the two action graphs, while in C2 the focus is on sum of the available paths.
As shown in Figure 4 , the two graphs 1 and 2, respectively denoting the (partial) state diagrams of agents A 1 and A 2 with nodes, represent the state and edges symbolizing the transitions. These two agents have their own opinions about the set of states in a change management process, which may differ with each other in some particular cases. To achieve the compositions of the two agents' views on performing a task, one can follow several options including conjunction or adjunction [12] . As the above figure shows in these types of compositions, the origin of transitions (arrows) might not be preserved. This approach can be generalized to support composition of more than two action graphs with more complex structures.
Using categories to enhance the learning process has been also addressed in [15] by measuring and comparing the relative sizes of classes of inferable sets of functions based on inductive inference. To define the semantics of agents' protocols, we describe a set of pre-and post-conditions that need to be satisfied before/after the occurrence of a particular action or actions. Then the categorical semantics can be used to model different interaction protocols within a general dialectic framework. Currently, there are a few approaches for using categorical semantics for describing agent interactions. One of these approaches [16] has focused on denotational semantics, considering the protocols abstracted away from the type and the nature of the interaction results. Pfalzgraf [17] has proposed a distributed logical ground based on category theory, the concept of logical fiberings [18] , and many-valued logics [19] for modeling multi-agent communications. In summary, the idea in this approach is to allocate a local logic (logical fiber) to each agent and make the fibering (global logical state space) out of the group of all the fibers over the base space of agents.
In the RLR framework the semantics of an evolving agentbased system can be captured through a category of states and a set of operational transitions Op: St m → St n , representing that the state St m can change into St n by performing an operation Op. As illustrated in Figure 5 each individual agent (e.g., A 1 …A n ) can make a transition using a function (e.g., f n , g n , …), which force the transition of MAS to the new states through the operation arrows (e.g., f or g). The interactions in RLR can be studied through a category with a set of states (St) denoting the points, a set M of possible message expressions, and a transition morphism T (product of states and massages). The current existing formalisms seem sufficient to model the interaction protocols for a relatively small set of interactions, but as the number of messages, exchanged expressions and potential interactions between multiple levels of nesting increase, it is far from trivial to manage all the prospective arrangements.
Categories support the agents' rule interactions with no need for deep architectural and procedural nesting. As a simple example, let us look at the composition operation (○), which can be used to formalize the declarative rule interactions for agents. For instance, one may need to define a situation in which an agent should decide about the deletion of a node in an ontology. Since the rules are not isolated in RLR by using the composition operation (○), we can represent: R S ○ R P ○ R R ○ R D, where R S is a morphism denoting "select node command", R P is "parent checking condition", R R is "remove child morphism", and R D is the action (e.g., deletion) to be taken in the next move.
C. Modeling Argument Trees
Analyzing the dependencies and legitimacy of a claim in an argument should be performed within a logical structure. Toulmin [20] described an argument based on the Claim and Data supporting this Claim, a Warrant to infer the Claim from the Data and Backing to support the materials that support the Warrant, a Qualifier to represent the soundness of an argument with uncertainty, and a Rebuttal (Reservations) to represent the exceptional cases ( Figure 6 ). Toulmin's description of argumentation trees have been adopted as one of the preferred vehicles for representing an argumentation framework through two or more contradicting structures where the roots, the nodes, and the edges respectively denote a claim, the grounds (supporting information), and the warrants (rules). Many of the uncertain and arguable grounds can be considered sub-claims, which are supported by a set of nodes (grounds). Figure 7 shows an example of such a tree.
As it can be seen in the tree shown in Figure 7 , each branch has been associated with an argument about the claim (root) and its interactions with other branches (other arguments) form the argumentation structure. Currently several tools are available for creating such argument diagrams (e.g., Araucaria [21] ). Toulmin argumentation diagrams mainly focus on the static representation of arguments, but they have been also extended to reflect the evolving nature of argumentations in various domains (e.g., the dialogue game [22, 23] ). A partial representation of a tree-like dialectically grounded argumentation structure. In this structure C represents the claims (e.g., Ontology O is a formal Ontology); G denotes grounds (e.g., Ontology O is written in OWL-DL); and R represents the warrants or rules (e.g., OWL-DL ontologies are formal ontologies).
In RLR, we also define categories of arguments with each category including the arguments as objects interacting within an argumentation framework and the interactions between them as morphisms. Our initial plan to design a categorical model for RLR agent protocols starts with creating a graph for potential messages exchanged by the agents. Consider the category C Communication with a set of time points as objects and message expressions, usually placed in argumentation protocols, as morphisms. The morphisms represent the expression needs for argumentation between two time points (simply denoting the start and end of an argumentation). Thus, a communication for a protocol in the argumentation framework can be simply modeled by a sequence of morphisms and their compositions. Functors and natural transformations can be used to define different assignments between various categories. Here we are also able to generalize the communications between different protocols (e.g., two categories C Comm , D Comm. ) using functors (i.e., F: C Comm. → D Comm ). In existing agent languages such as FIPA-ACL 6 , the messages exchanged between the agents may consist of requests and notifications, for example, without the possibility to define any combination rules; while in our approach we can define the rules' compositions in various levels of abstractions. This observation has been also studied in [24] from a different perspective 7 , where every MAS diagrammatic topology has been interpreted as a category PATH where the nodes are the objects and every sequence of consecutive arrows (a path which may include more than one 6 Standardized by the Foundation for Intelligent Physical Agents: http://www.fipa.org/repository/aclspecs.html 7 In the study performed in [24] the authors focused on the communications between different MASs rather than the dialogues between individual agents.
single arrow) in the diagram is a morphism 8 . Based on [24] , a base diagram, which is a category PATH, has been associated with each MAS to represent the general attributes and organization of related communication channels (arrows) for that MAS.
As mentioned in Section III.A, the arrows in the category of agents (morphisms) convey a communicative operation of forwarding a message from one agent to another. A category of such arrows together implies an argument framework starting with an initial action and ending with a final decision (i.e., one may consider the classical example of auctioning). The set of rules provides sufficient expressiveness for the argument framework (e.g., winning_bid ≥ starting_bid). Each communication protocol can be considered a reusable pattern, which is "formally defined and abstracted away from any particular sequence of execution steps" [25] , and can be applied to other frameworks with different purposes. The categorical representations along with the graphical transformation greatly resemble UML diagrams (specifically state and activity diagrams) while providing more expressivity in terms of the underlying semantics.
IV. CATEGORY THEORETICAL DISTRIBUTED GRAPH TRANSFORMATION
The transformation rules can be used to determine and model agents' behaviors and operations in MAS [40, 41] . They also capture the effects of different agents' actions and operations on local or network levels, thus as a representation method, these rules enable modeling the agents' cooperation and interactions. When we consider graph transformation for formalizing agents' interactions and cooperation by means of communication with the other agents within a specific MAS or between different MASs and with their environment, it can be used for representing the transformation of the agents' communication network. To analyze changes in relations between a set of cooperative agents within a generic multiagent system (MAS), considering the category of MAS, a transformation mechanism based on DPO can be defined by finding a pushout complement for a particular state through examining the gluing condition, consisting of dangling condition and identification condition [14] .
Considering the challenges for modeling changes in distributed systems, which involve several issues including traceability and synchronization, RLR utilizes a distributed graph transformation technique, which explicitly supports the synchronization and concurrency processes. For the sake of consistent change management, a process within the RLR model needs to be synchronized with its adjacent processes in order to evolve coherently. For example, if two operations want to act on a common ontology through specific actions and conditions, these actions should act under a consensus agreement so they can both perform and evolve coherently. To coordinate the potential changes in the processes, a set of synchronization requests are issued at each abstraction level. These requests need to follow certain transformation rules and 8 This actually implies the composition of morphisms.
conditions, which are compatible with each other 9 , in such a way that they support the concurrent evolutions of different parts of the system autonomously based on the consensus agreement. To ensure the consistency of the transformations, we enforce certain types of reactions and behaviors (preferably among several options) for agents in certain states, when the conditions are applicable (determined by L in the rule L ← I → R). The overall effect of an action within a scenario (e.g., select a node to be deleted) is described by a pair of instance diagrams 10 , modeling the before/after states [30] . Sequences of transformations represent the changes in the states' agents and their behavior, and model their interactions within the communication channels in a MAS 11 . For example using the method presented in [30] , we consider the communications between the Explorer Agent (EA) and the Log-Reading Agent (LRA), which together capture changes by processing and reading change logs in parallel, in a specified time range, in RLR (described in [3] ) to capture the type of change operation (Figure 8 ). Due to the ability of graph transformation for handling temporal representation [31] , we have used the rule-based graph transformation [30] to describe the pre-and post-states of an agent-based model (Figure 9 ), grounded on the communication diagram demonstrated in Figure 8 . In this figure, the Explorer Agent (EA) reacts to alterations that appear in the environment (e.g., a change operation) and tries to affect the environment by locating the change and determining its type based on different proposals. In the same way, one can define other rules for rejecting the proposals, storing the proposals for future decisions, or aborting all the communications. 9 The compatibility here refers to this fact that the combinations of these transformation rules should keep the entire system in a consistent state. 10 In UML, instance diagrams (object diagrams), are useful for exploring "real world" examples of objects and the relationships between them, while the type diagram reflects a given Use Case [27] .
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In agile object oriented modeling, this usually is represented by UML sequence diagrams [28] . By noticing the fact that many of the current dynamic agent models are represented by sequence and state diagrams, which have been studied here under a graph-oriented approach as well, we can extend our approach to study agents' model transformations in more complex situations. For example, by following some of the object-oriented principles like differentiation between instance and type graphs (diagrams) 12 [32, 33] , we can model the typed graph transformations [34, 35] by means of refactoring [36, 37, 38] the state diagrams (adding/removing, merging, or decomposing the states) and conceptual models of ontological structures.
As an example, following the approaches presented in [39] and [38] , we may merge the two states St 3 and St 4 , which respectively represent the state of the RLR system after querying to determine the type of change and receiving the proposed answers, into one merged state St 3, 4 (Figure 10 (a) ). As another example, Figure 10 (b) demonstrates the transformation of a state diagram to the new diagram, representing the concurrencies between the two states St 5 (validation of the accepted response), and state St 6 (ask permission to put the results into an action). In fact, we would be able to model various aspects of agents in the RLR model, such as agents' networks, topology, properties, interactions, and cooperation based on the agreed goal in the negotiation process. Also, due to the rule-based nature of this framework, we can formally model the structure and behavior of an 12 In conceptual modeling a type graph models a class diagram and an instance graph models the objects (instance) diagram.
evolving system and anticipate certain types of transformations and re-configurations upon future changes. 
V. DISCUSSION
Categories have been extensively used in mathematics and theoretical computer science to assist in separating the levels of abstractions and integration of generic components. The categorical method to study and measure changes and to test several hypotheses and certain effects on developmental change between two time points has been applied in biological and social analysis as well as in psychological [29] domains. However, the applications of category theory to formalize agent-based biomedical ontology change management are extremely rare. Our major contribution for this paper is extending the semantics for change management process within the RLR agent-based framework, by defining a categorical framework to support agents' communication, negotiation (e.g., formalizing dialectic trees), state transitions, compositions and transformations (e.g., rule transformation) in different levels of abstractions (e.g., agents and MAS). We have also employed graph transformation to facilitate concurrency and synchronized analysis of evolving ontological structures. For this purpose we have defined several categories including categories of agents, multi-agents systems (MASs), services, states, rules and prepositions.
