In informationally efficient financial markets, option prices and this implied volatility should immediately be adjusted to new information that arrives along with a jump in underlying's return, whereas gradual changes in implied volatility would indicate market inefficiency. Using minute-by-minute data on S&P 500 index options, we provide evidence regarding delayed and gradual movements in implied volatility after the arrival of return jumps. These movements are directed and persistent, especially in the case of negative return jumps. Our results are significant when the implied volatilities are extracted from at-the-money options and out-of-the-money puts, while the implied volatility obtained from out-of-the-money calls converges to its new level immediately rather than gradually. Thus, our analysis reveals that the implied volatility smile is adjusted to jumps in underlying's return asymmetrically. Finally, it would be possible to have statistical arbitrage in zero-transaction-cost option markets, but under actual option price spreads, our results do not imply abnormal option returns.
Introduction
The arrival of a jump in an underlying price is important news for option traders. If financial markets are informationally efficient, option-implied volatility (IV) should immediately and non-gradually be adjusted to new information that arrives along with a return jump for two reasons: (i) the IV stems from the option quotes that reflect option traders' conditional expectations of option payoffs and (ii) the IV accurately approximates a conditional (risk-neutral) expectation of cumulative future realized volatility (see, e.g., Carr and Wu, 2006) . According to the extant literature on return and volatility jump models, there are co-jumps in price and volatility, often in the opposite direction (see, for example Eraker, 2004; Jacod et al., 2010; Todorov and Tauchen, 2011; Bandi and Renò, 2016) .
1 However, results on simultaneous jumps in price and volatility do not rule additional delayed, gradual movements in the IV out, which would contradict the efficient market hypothesis.
In this paper, we examine whether S&P 500 index option markets react to a single jump in the underlying price causing multiple directed movements in IV so that the IV level is driven in a certain direction gradually within the next trading hour after the return jump arrival, which would provide evidence contrary to the efficient market hypothesis. Option markets are particularly interesting when studying market efficiency because, compared to stocks, option contracts and their payoff structures are precisely defined in terms of underlying variables. Thus, options can be priced at extremely high frequencies using precise mathematical models with high computational power. With advanced mathematical models and automated trading algorithms, such option contracts should immediately reflect the arrival of new information in modern electronic markets.
Our analysis is performed as follows.
Corresponding to event studies that analyze cumulative stock returns around news arrivals, we analyze minute-by-minute cumulative changes in implied volatilities within a one-hour post-window after the arrival of a return jump. We first perform a regression analysis where the IV movements that appear within the return jump interval are included (i.e., IV movements that are simultaneous with the return jumps), and we then run another regression by excluding them. Hence, we can analyze the total impact of a return jump on the IV, as well as the post-reactions in the IV to a recent return jump. Moreover, the heteroscedasticity of volatility is controlled in the regressions. The regressions are run not only for at-the-money options but also for the other moneyness groups using principal components extracted from the IV smile data for three, six, and nine months maturities. In our analysis, we extract at-the-money IV (ATM-IV) smile curves with various maturities for every minute over a five-year period from the beginning of 2006 to the end of 2010. Regarding jumps in underlying prices, several jump detection methods are available, including Barndorff-Nielsen and Shephard (2004) ; Lee and Mykland (2008) ; Aït-Sahalia and Jacod (2009) . This research relies on Lee and Mykland's (2008) 's well-established non-parametric test. Because the jumps are non-uniformly spread across the trading hours, this research focuses on the first trading hour, where the vast majority of jumps occur.
By using this simple testing scheme, we provide strong evidence that there are delayed, gradual movements in the IV within the next few minutes after the jump arrival. The post-jump IV movements drive the IV further down (up) after positive (negative) return jumps. In particular, the results are highly significant for IVs extracted from at-the-money options and out-of-the-money-puts (in-the-money-call), while the out-ofthe-money call (in-the-money-put) IV converges to its new level immediately within the return jump window. This indicates that the implied volatility smile is adjusted to jumps in underlying's return asymmetrically. Second, regarding at-the-money options and out-of-the-money-puts (for which we obtain significant results), we find that the positive post-changes in the IV on negative return jumps continue during the following trading hour; however, negative post-changes on positive return jumps vanish within 60 minutes. We also visualize average IV dynamics after return jumps to demonstrate these findings. Although the opposite large movements in underlying prices and volatility are already reported in the extant literature (see, for example, Eraker, 2004; Bandi and Renò, 2016) , our finding that negative (positive) movements in IV, which can be either large or small, tend to gradually increase (decrease) the IV level after a single positive (negative) jump in underlying price is completely new.
2 Remarkably, our results indicating that index option markets are not informationally efficient hold for the S&P 500 index, which is based on liquid stocks, and its index options are among the most important stock derivatives.
In terms of economic significance, we find that, compared to the situation where there have been no return jumps, the at-the-money implied volatility increases by an additional 0.218% after the arrival of a negative jump over the next 60 minutes. In terms of call option dollar prices, this can correspond to a 1% return or more, which would be a good return for a 60-minute period. While it would be possible to have statistical arbitrage in zero-transaction-cost option markets by trading at mid-prices, our results do not imply abnormal option returns under the actual bid-ask spreads in option markets. Overall, we find that (i) option markets are not informationally efficient because they adjust the implied volatilities gradually, but (ii) no abnormal returns are observed when the transaction costs are considered.
This paper considers two potential explanations for our finding: (i) informationally inefficient option markets and (ii) informationally inefficient stock markets for the underlying securities. The first explanation is considered more plausible, although the two are not mutually exclusive.
Informational inefficiency in option markets. The first explanation is that option markets are inefficient if they do not fully incorporate new information regarding expectations of option payoffs at once, but gradually. This is related to (Stephan and Whaley, 1990) , which states that "in perfectly functioning capital markets, [...] new information disseminating into the marketplace should be reflected in the prices and the trading activity of both [option and underlying] securities simultaneously." Therefore, if the option markets gradually adjust the IV in a certain direction in response to a single jump in the underlying price, the option markets can be considered to be informationally inefficient.
Informational inefficiency in stock markets. The second explanation relates to the efficiency of underlying stock markets and the properties of spot volatility dynamics rather than the efficiency of option markets. Jones et al. (1998) argues that the strong volatility persistence of announcement shocks indicates that some feature of the trading or information-gathering process itself causes volatility to be autocorrelated. Given that underlying price jumps represent information arrivals for traders in stock markets (Lee, 2011; Kanniainen and Yue, 2017) and that atthe-money IV serves as a good proxy for spot volatility (Aït-Sahalia and Kimmel, 2007) , the interpretations of Ederington and Lee (1993) are closely connected to our findings: the IV-and thus, the actual (unobservable) spot volatility-is not driven to a certain level at once, but gradually, which can indicate stock market inefficiency.
While it is difficult to isolate the source of observed IV dynamics after underlying return jumps and answer whether the observed gradual post-movements in the IV are caused by option or stock market inefficiency or both, we believe that the main source of our findings is the inefficiency of option markets (the first explanation). The reason is that, according to the second explanation, option traders should be able to observe immediate changes in actual spot volatility on a tick-by-tick basis and incorporate this information into option prices immediately. However, spot volatility is an unobservable variable, and its robust estimation (see, for example, Andersen et al., 2003; McAleer and Medeiros, 2008) has been a non-trivial task in the high-frequency econometric literature, especially because, under microstructure noise and stochastic volatility, "market microstructure noise totally swamps the variance of the price signal at the level of the realized variance" (Aït-Sahalia et al., 2005 ) (see also Zhang et al., 2005) . Even if daily realized volatility could be estimated reliably using intraday data, it is needless to say that it is extremely challenging, if not impossible, for practitioners to immediately obtain reliable tick-by-tick estimates of realized volatility using tick-by-tick time-series data for stock prices in a real-life online trading environment.
3
Our paper is a part of the literature on behavioral finance that questions market efficiency. So far, the literature has mainly focused on stock market efficiency (Shiller, 1981; De Bondt and Thaler, 1985; Campbell and Shiller, 1987) , but some research on option market efficiency exists. Some papers, such as (Harvey and Whaley, 1992; Cavallo and Mammola, 2000) , argue against market inefficiency, which is partially in line with our finding that abnormal returns do not systematically exist in option markets. At the same time, some of the existing results provide evidence about possible inefficiency in option markets (see Poon and Pope, 2000; Ackert and Tian, 2001; Deville and Riva, 2007 , and references therein). Moreover, Bernales et al. (2016) find that option investors tend to herd on dates of macroeconomic announcements, among other kind of periods of market stress. Because return jumps are related to macroeconomic announcements (Lee, 2011) , our results are closely related to (Bernales et al., 2016) . Moreover, Stephan and Whaley (1990) find that the stock market leads the option market both in terms of price changes and trading activity, which is related to our results about informationally inefficient option markets (despite tha lack of systematic abnormal returns). In contrast to (Stephan and Whaley, 1990) , we examine the consequences of return jumps and not just any price changes; our analysis is model-free; and we consider index options rather than equity options. The reason for focusing on return jumps instead of price changes with any magnitude is that such large movements should lead to immediate and observable price discovery as they represent important news in option markets. Notably, our data is from 2006 to 2010 on the S&P 500, during which index options can have been traded by algorithms technically enabling efficient price discovery.
Secondly, this paper is part of the literature that examines IV dynamics in general. Because we want to run the analysis not only for ATM-options but also across the moneyness groups, we have to characterize IV smiles reliably. In the existing literature, methods for characterizing IV smiles or surfaces rely on refinements of principal component analysis (PCA) (Skiadopoulos et al., 2000; Cont et al., 2002; Fengler, 2006) . To examine at-the-money IV, as well as the entire IV smile, we use Skiadopoulos et al. (2000) 's method to extract the principal components of IV smile dynamics. In line with (Cont and da Fonseca, 2002) , (Fengler et al., 2003), and (Balland, 2002) , in our analysis, the first three components capture most of the variability in the surface and are of clear interpretation. The extant literature on IV smile dynamics has typically used daily data, but not around underlying price jumps with intraday data nor associating the results to market efficiency, which we do in this paper.
The structure of the paper is as follows. Section 2 reviews the concept of implied volatility from the viewpoints of option prices and the risk-neutral expectation of future cumulative volatility. Section 3 introduces the datasets used in this paper (i.e., both option data and return jump locations that are detected from tick-by-tick time-series data). Section 4 discusses the methods used in the paper, and Section 5 presents the results. Finally, Section 8 concludes and discusses.
Implied volatility
Since the introduction of the Black-Scholes theory, study and understanding of the IV has been a major area of effort for financial econometrics (Gatheral, 2011) . Although the Black-Scholes model assumes that return volatility is constant, it empirically varies with respect to strike price K and time to maturity τ . Among early studies, Rubinstein (1994) finds smile features in the Black-Scholes IVs for S&P 500 index options, while Xu and Taylor (1994) find the same features in the Philadelphia Exchange foreign currency option market, and Heynen (1994) in the European Options Exchange.
The smile and term structure features are merely cross-sections of the so-called implied volatility surface, IVSF, that jointly describes the relationship between the IVs with different strikes and maturities for a given period. The IVSF can be defined as
by mapping a point (K/S t , τ t ) to a point on the surface σ
where C * t (K/S t , τ t ) denotes the market price of an option with strike K, underlying price S t , and maturity τ t (see, for example, Cont and da Fonseca, 2002) . This expression reveals the three dimensions in which IV varies: time t, strike price scaled by the spot price at time t, K/S t , and time-to-maturity τ t = T − t, where T is the maturity time. Variations in the dimensions of moneyness and time to maturity are referred to as IV statics, whereas variations in the time dimension t are referred to as IV dynamics.
According to Carr and Wu (2006) , ATM-IV is an accurate approximation of the conditional risk-neutral expectation of the return volatility over the time horizon from the current time to the maturity time of an option(s):
where
is the annualized realized volatility over [t, T ] , while σ 2 s is the (unobservable) spot squared volatility (variance) at time s, and σ
is ATM-IV with maturity time T − t. Moreover, E Q (·) refers to the risk-neutral expectation. Consequently, ATM-IV has a clear connection to spot volatility dynamics. Importantly, this relationship holds only if option markets are efficient, in which case, IV should react on changes in volatility expectations immediately and not gradually. Therefore, if the arrival of an underlying price jump affects volatility expectations, in perfectly efficient capital markets, the new information should be reflected in both the underlying price and option-implied volatilities simultaneously.
Data

Intra-day option data
We analyze the dynamics of ATM-IV and volatility smiles implied from the market prices of calls and puts on the S&P 500 index, SPX. IV and smiles are analyzed with maturities of three, six, and nine months. Our choice of dealing with these maturities is motivated by the fact that longer maturity ranges correspond to lower liquidity scenarios. The dataset studied contains the spot prices and cross-sections of put and call prices for SPX in one-minute intervals and spans a five-year period from the beginning of 2006 to the end of 2010 (1,259 trading days in total). The option data is provided by CBOE Livevol, and we use daily interest rates provided by Optionmetrics.
Although we examine the dynamics of IV smiles for the given maturities and not the IV surface per se, we need to construct the surface first to interpolate the smiles because option quotes are not always available for the exact maturities (i.e., 3, 6, and 9 months) for each minute in the markets. Also, IVs for at-the-money options with a K/S equal to exactly 1 are not typically available. Consequently, we first fit and smooth the IV surfaces, from which we extract smiles for the given maturities and moneyness ranges. The Black-Scholes IV is computed for each available market price, specifically the mid-price, to the maturity-strike domain for every minute on every trading day between 09:31:00 and 16:15:00 from 2006 to 2010. By using put-call parity, we solve the dividend yield so that the resulting IVs are consistent between the put and call options. The use of out-of-the-money (OTM) and at-the-money (ATM) puts and calls (and the exclusion of the in-the-money options) is motivated by the fact that the OTM and ATM options are those of the most interest as they are traded the most and thus, are the most liquid. This is consistent with VIX, which is calculated by excluding in-the-money options, too. We further obtain the IV surfaces via thin plate spline interpolation (Wahba, 1990) and select specific slices of time to maturity for fixed moneyness ranges. The left plot in Figure  6 1 illustrates this procedure at a specific time point, where the surface construction by interpolation is applied to the IVs computed from market mid-prices, while the right plot illustrates the selection of the moneyness range and bins for three specific times to maturity (three, six, and nine months) and the corresponding smiles extracted from the fitted surface.
A necessary transformation to impose on the data to facilitate the analyses is shifting from the absolute coordinates of strike price K to the relative coordinates of moneyness m t = K/S t , where S t denotes the spot price of the underlying price at time t. This stems from the variability of m t as S t fluctuates. The moneyness range where the dynamics is analyzed is restricted to the interval m ∈ [0.8, 1.3]. This choice is a trade-off between two competing goals. First, we would like to be able to study a wide range of moneyness to make conclusions about the IV dynamics of deep-out-the-money calls (m 1 for OTM calls), as well as deep-out-of-the-money puts (m 1 for OTM puts). Second, the width of the moneyness range is restricted by low liquidity at extreme moneyness values (Cont and da Fonseca, 2002) and numerical issues related to the surface smoothing. For each maturity (three, six, and nine months), we sample the IV smile in the moneyness bins of width 0.05. The IV observations for the bins (green dots in the right plot of Figure 1 ) are obtained by averaging the IVs over a finer moneyness grid of width 0.01 within the bin. Data for implied volatilities were inspected for intra-day seasonality: We found that, on average, the IV is considerably higher during the first minutes of the trading day. To remove this effect, the means of the variables for each observation minute across all trading days in the data sample were subtracted from each observation of the corresponding minute.
Jumps in the underlying price data
Jumps in stock prices are large price movements that cannot be explained statistically by Brownian motion; a jump component is needed to capture such movements.
Economically, jumps are related to public or private information arrivals in stock markets (Lee, 2011) , which are associated with liquidity shocks (Siikanen et al., 2017b,a) . The method for detecting jumps in underlying prices used in this research is that of (Lee and Mykland, 2008) : a non-parametric test applicable to a wide number of financial time series provided that high-frequency data are available. In the present study, this method is used to detect jumps in the underlying price (which is available for every minute). In (Lee and Mykland, 2008) , the test statistic is based on returns that are scaled by the realized bipower variation. The test statistics are shown to be approximately normally distributed when the underlying log-price comes from a standard Brownian motion (H 0 ), which does not allow for jumps. For a given statistical significance level, a threshold must be exceeded to reject the null hypothesis (in which case, it is unlikely that the observed return comes from a pure jump-free Brownian motion). For more information about the jump detection method, we refer to (Lee and Mykland, 2008) .
To answer our research question, we need three data samples of IVs: (i) IV data with a positive single jump in underlying prices, (ii) IV data with a negative single jump in underlying prices, and (iii) IV data from a period with zero jumps in prices, which serves as reference data. Therefore, as a preliminary step, we label the 1,259 days of data for the S&P 500 index according to the presence of jumps in the underlying price. The jump detection implemented with a detection window of one minute leads to a total of 1,226 jumps (both positive and negative, across all the trading hours). Jumps are concentrated in the first hour of the trading day so that even ∼ 83% occur overnight or during the first trading hour. For this reason, this paper opts to ignore jumps that are detected after 10:30:00 and study the dynamics of smiles only during the course of the morning until 10:30:00 (while including over-night jumps). Moreover, focusing on the first trading hour only addresses the issues regarding the intra-day periodicity of volatility (see e.g., Andersen and Bollerslev, 1997). Importantly, because we are examining whether single jumps in underlying prices are related to gradual changes in IV, mornings with multiple jumps are excluded. This leads to two subsamples consisting of 297 mornings with a positive jump and 273 mornings with a negative jump detected. The jump-free subsample includes 398 mornings. However, there are missing values in the data, which come from the option data itself (e.g., missing variables) and the non-reliability of some of the fitted surfaces (e.g., due to multiple options with different market prices for the same moneyness and maturity):
-No-jump sample. Since jumps can occur at any time between 9:31 and 10:30, we remove all the days in the non-jump sample with a missing value in the first two hours, leaving 346 mornings in the jump-free sample.
-Jump samples. We analyze the IV dynamics over 5-, 15-, 20-, 30-, and 60-minute windows. The applicability of a given day depends on the length of the window used: Out of the 297 (273) 
Methods
Principal components and intra-day seasonality effects
In this paper, we analyze not only ATM-IV but also IV smiles. Because smiles consist of multiple data points, we extract principal components to reduce the dimensions. Skiadopoulos et al. (2000) explore how many factors are needed to model the dynamics of the IVSF and how they can be interpreted. The technique they use to shed light on these questions is the PCA, which can be considered the method of choice in the literature to answer questions related to the dynamic aspects of the IVSF. It is common practice to identify the number and sources of shocks that move, for example, ATM-IV, with principal components analysis (Fengler et al., 2003) . This is the same approach employed by Skiadopoulos et al. (2000) , who use daily data on futures options on the S&P 500 index and study the dynamics of the IVSF by forming maturity buckets, across which the IV smiles are averaged and then to which PCA is applied. They extract two principal components that are interpreted as a parallel shift of the surface and a Zshaped twist of the surface. The extracted components explain, on average, 60% of the variation of the surface. Panigirtzoglou and Skiadopoulos (2004) also extract only two principal components in their study of the dynamics of implied probability distributions of option prices. Some authors (e.g., Cont and da Fonseca, 2002; Fengler et al., 2003) , however, conclude that three factors are needed to capture an adequate amount of the total variation of the IVSF to satisfactorily model its evolution.
Since the literature commonly exploits the standard PCA and due to the nature of our analyses (which address the dynamics of the smile in the presence of jumps in the underlying price), in this research, we adopt the well-known standard PCA, for which a short description is provided below. Suppose that X ∈ R n,p is a data matrix of p random variables for n observations, X = (x 1 , . . . , x p ). In our case, x i are the observations of the IVs in the i-th moneyness bin. PCA replaces the set of p correlated and unordered variables with a set of k ≤ p uncorrelated and ordered linear projections z 1 , . . . , z k of the original variables (Izenman, 2008) . The linear projections can be written as follows:
where b j is the vector of the loadings for the j-th component. The goal is to find the projections that minimize the loss of information. When the coefficient vectors b j are picked so that the projections z j are ranked in decreasing order of variance and that z j is uncorrelated with all the z i (for i < j), we call the linear projections of Eq. (1) the j-th principal components of X.
T k of the first k principal components, the elements of the n×k matrix S = XB representing the data matrix X on the principal components space, are commonly called scores. The j-th column of S collects the scores associated with the j-th principal component. For further details and proofs, see, for example, (Izenman, 2008) .
In this study, we extract three principal components and study the dynamics, specifically ∆IV t = IV t − IV t−1 . It is common practice in the field not to deal with the IV itself but with its changes (Skiadopoulos et al., 2000; Fengler et al., 2003; Panigirtzoglou and Skiadopoulos, 2004; Cont and da Fonseca, 2002) . We extracted the principal components for ∆IV using all the data. Table 2 shows the percentages of the variance explained by the first three principal components, and the table illustrates that the loss of information (unexplained variance) when characterizing the smile with these components is quite moderate, which is consistent with (Cont and da Fonseca, 2002; Fengler et al., 2003) . However, to the authors' knowledge, no studies have been conducted in which PCA was applied to study the intra-day dynamics of the smile. Previous research only relied on data sampled at daily intervals. Table 1 : Interpretation of the first three principal components. ATM-PC stands for the principal component based on at-the-money options, OTM-Call-PC for the principal component based on out-ofthe-money calls, and OTM-Put-PC for the principal component based on out-of-the-money puts. The interpretability of the PC we obtain is crucial for making meaningful conclusions about the smile behavior around underlying price jumps. The principal components can be interpreted by inspecting what are commonly called parallel coordinate plots, where the loadings of each principal component are plotted against the indices of the original variables (Figure 2 ). Loadings indicate how much each original variable contributes to a principal component. Commonly, (Varimax) rotation is applied to the original principal components to facilitate their interpretation while preserving their lack of correlation. This method generally yields to components that have a clear interpretation in terms of the original variables. Figure 2 can be inspected to seek an interpretation of the three components. For three-and six-month maturities, the first PC (blue curve) is interpreted as representing OTM call options because the bins of moneyness greater than one are highly loaded on this component, while the other two components exhibit lower loadings in the same range. The second PC (red curve) is highly loaded in the moneyness bins corresponding to the out-of-the-money put option. Similarly, the third PC (yellow curve) is interpretable as ATM (put and call) options. Moving to the nine-month maturity, we notice that the second component corresponds to OTM puts and the third to ATM options, while the interpretation of the first component remains unchanged. Based on Figure 2 , the principal components are renamed according to their interpretations. Table 1 provides an overview of their interpretation across the three maturities.
As in the case of ATM-∆IV , the principal components are also considerably higher during the first minutes of the trading day. To remove the seasonality effect, we subtract the minute-by-minute mean of the scores under no jumps from the whole data (both under jumps and not) in the corresponding minute. Involving the scores under jumps in the computation of the mean would clearly bias the seasonality profile, thus their exclusion. The same procedure is applied to ATM-∆IV .
Regression model
Methodologically, we suggest event-based research on implied volatility. Instead of investigating how cumulative abnormal returns behave after given news events, which is a typical setup in the event study literature (Binder, 1998) , we analyze cumulative changes in implied volatility after positive and negative return jumps compared to days where no return jumps are detected. As mentioned earlier, we focus on the first trading hours as 83% of jumps occur before 10:30.
Using the following regression model, which includes indicators for the jump direction, we analyze total and delayed reactions in the IV:
where ∆IV is the cumulative IV over a given time window (5, 15, 20, 30, or 60 minutes); I P and I N are indicator variables; I P = 1 if there is a positive jump on a given day (morning); I N = 1 if there is a negative jump, and if there are no jumps, then I P = I N = 0. Additionally, the regression is controlled by the level of the IV because of the heteroscedasticity in volatility, which is a well-known financial fact: the variance in volatility depends on the volatility level. The level of volatility, IV , is constructed by averaging the minute-by-minute IVs for the ATM options for a given maturity over the first 60 minutes on this day (independently, if out or at-the-money IV is studied).
Parameter estimates of β P and β N show the total impact of positive and negative jumps on the IV, respectively, if we cumulate ∆IV from the beginning of the return jump period onwards (i.e., we do not exclude the first reaction in the IV to the calculation of ∆IV ). To study the existence of gradual movements in the implied volatility, the null hypothesis about efficient markets around an underlying price jump is verified by excluding the first movement in the IV, which is simultaneous with a return jump, from the formation of ∆IV . That is, in this case, ∆IV is cumulated from the end of the return jump period onwards so that IV's first reaction, which is located within the jump period, is not included. If the parameter estimate of β P is still negative and statistically significant (β N is still positive and statistically significant), then we reject the null hypothesis and conclude that there is a negative (positive) post-drift in the IV after a positive (negative) return jump. We run the regression separately, including and excluding the first IV movements and separately for each IV variable (i.e., ATM-IV and three principal components) to analyze whether the IV smile keeps its shape while reacting to return jumps. Our main results consider the post-windows of 5 and 30 minutes, and the results for windows of 15, 20 and 30 minutes are presented in the Appendix.
The regression model requires three data samples of the IVs: (i) IV data with a positive single jump in underlying prices, (ii) IV data with a negative single jump in underlying prices, and (iii) IV data on a period with zero jumps in prices, which serves as reference data. On a given day in data samples (i-ii), the IV is observed from the beginning of the detected return jump period onwards, but the construction of data sample (iii) is not that straightforward because, by construction, no return jump periods are detected, and therefore, there are no natural starting points for the observation windows. We solve this problem by sampling the time intervals for the reference sample using the empirical distribution of the time stamps of the detected positive and negative jump periods. Hence, the time-stamp that defines the starting point of the reference data observation window on a given day is randomly selected according to the empirical distribution of the return jump timestamps, so the location of the data observation window is equivalently distributed between no-jump-days and jump-days. Table 3 shows the regression results by cumulating minute-by-minute changes in the IV over (a) 5 minutes and (b) 60 minutes. To examine the overall impact of a return jump on the IV, in this table, the movements in the IV observed from the return jump window are not excluded. That is, reactions in the IV that are simultaneous with the return jumps are included in the cumulative ∆IV to see the total magnitude and direction of the overall IV reaction. In the table, the regression results are available not only for at-the-money IV but also principal components that capture the volatility smile for 3-, 6-, and 9-month maturities. The parameter estimates for β p are evidentially negative and, correspondingly, the parameter estimates of β n are positive. This means that, on average, a positive (negative) return jump drives the IV down (up), which is in line with the existing literature (Eraker, 2004; Jacod et al., 2010; Todorov and Tauchen, 2011; Bandi and Renò, 2016) . The results are consistent across ATM-IV and all the principal components, and therefore, the whole IV smile moves in the opposite direction compared to the return jump direction, not only at-the-money implied volatility.
Results
Secondly, and more interestingly, to analyze whether there are post-movements in the implied volatility, we exclude the IV movements observed from the 1-minute return jump window (i.e., we exclude the simultaneous reactions in the IV with return jumps). Table  4 shows the parameter estimates under these settings. Again, the results are available for at-the-money IV and three principal components for 3-, 6-, and 9-month maturities and (a) 5 and (b) 60-minute windows over which the ∆IV is cumulated. Here, the observations of IV changes from the first minute are now excluded, and therefore, in fact, results from five-minute periods are based on four observations that occur after the 1-minute return jump window. Correspondingly, results from 60-minute periods are based on 59 minute-by-minute observations. Results for 15-, 20-, and 30-minute windows are available in Table 5 in the Appendix.
Panel (a) of Table 4 provides evidence that there are post-reactions within the four minutes that follow the one-minute return jump window. These results hold for ATM-IV, ATM-PC, and OTM-Put-PC, for which the parameter estimates of β p and β n are negative and positive, respectively, and hence, we confirm that the IV continues to decrease (increase) after a positive (negative) return jump over the following four minutes. However, OTM-Call-PC is an exception; there are no post-reactions identified for it over the post-jump four-minute period. Therefore, the post dynamics of the IV smile is not consistent across the moneyness: the IV based on at-the-money options and out-of-themoney put options (and correspondingly, by put-call parity, in-the-money call options) react to individual return jumps gradually, while the IV based on out-of-the-money call options (and correspondingly, by put-call parity, in-the-money put options) immediately converges to its new level within the return jump period. Therefore, the implied volatility smile is adjusted to jumps in underlying's return asymmetrically. Moreover, across all the maturities and moneyness groups, the parameter estimates are of higher magnitude for β n compared to β p , meaning that the post-reactions in the IV are stronger after negative rather than positive return jumps.
We also ran the analysis over a 60-minute period to determine whether post-reactions in the IV gain or vanish within a 60-minute window. We find that the parameter estimates for β n are of an even greater magnitude, and estimates based on the out-of-the-money call principal component become significant for 6-and 9-month options. However, β p Table 3 : Regression results including the IV moments observed from the return jump window. Data is observed from 09:30 to 10:30, and return jumps are detected using 1-minute windows with the significance level of 1%. 14 becomes less significant in almost every case. Interestingly, for the out-of-the-money call principal component, the estimate of β p is positive and significant, meaning that there is a significant correction effect after the first (simultaneous) IV movement. Overall, gradual IV movements persist-or even gain-for negative return jumps, while they are revised-or even vanish-for positive return jumps.
The IV dynamics after return jumps is demonstrated in Figure 3 , where we plot the average cumulative changes in the at-the-money IV over 60 minutes from the beginning of the return jump interval. In the figure, the IV is based on three-month at-the-money options, and the IV is expressed as a percentage. To differentiate the response of IV to positive versus negative changes in the underlying asset price, the average IV trajectories for positive and negative return jumps are plotted separately by blue and red curves, respectively, and periods in which no return jumps are detected are represented by a dashed line. The 90% confidence interval is calculated by bootstrapping the distribution of the observations from no-jump periods after randomly initialized starting points, as outlined in Section 4.2. The bootstrapping procedure involves 7000 draws for each minute interval. Panel (a) plots the average cumulative IV including the movement from the return-jump time-interval (from minute 0 to minute 1). That is, in Panel (a), the first movement, which is observed from the beginning to the end of the one-minute jump detection period, represents the average IV movement that is simultaneous with the return jump. In contrast, these IV movements that are simultaneous with return jumps are excluded in Panel (b). Although the deseasonalization of the IV variables sets the adjusted variables to zero in the reference sample, the mean values of the reference data in the plots slightly deviate from zero due to the randomized locations of the data windows (starting points of the windows are drawn from the empirical distribution, see Section 4.2).
A number of observations can be made from the figure. In Panel (a), the first (simultaneous) movement in the IV is in the opposite direction compared to the return jumps, which was also confirmed in Table 3 . Moreover, the first movement is considerably large compared to the later ones. However, Panel (b) shows that even if the first movements are excluded, the remaining movements, on average, drive the IV to the outside of the confidence interval (note that the two sub-figures are with different y-scale). In the case of negative return jumps, the IV gets its largest movements over the first five minutes on average but continues to grow over the next 20 minutes, which is a considerably long time. However, the IV dynamics after positive return jumps is quite different. Panel (b) shows that the two first post-movements in the IV are considerably high, but then, after the third minute, the IV stops to decrease and no additional directed gradual changes can be observed. In fact, one could say that there is a small 'correction' in the IV between the third and sixth minutes. The average IVs at the 60th minute show the asymmetry between IV dynamics after positive and negative return jumps clearly: while the IV has drifted upwards and remained outside of the confidence interval over 60 minutes after negative return jumps, the first post-reactions in IV, which are considerably strong, have almost vanished within an hour after positive return jumps. This is exactly what was observed in Table 4 . Overall, there are clear post-return-jump reactions in the IV over a couple of minutes for both positive and negative return jumps, but longer-term dynamics over the next hour is quite asymmetric.
Figures 4-6 placed in Appendix show the corresponding average cumulative movements for the three principal components based on 90-day options (figures for the other Table 4 : Regression results excluding the IV moments observed from the return jump window. Data is observed from 09:30 to 10:30 and return jumps are detected using 1-minute windows with the significance level of 1%. maturities are available upon request). Clearly, Figure 4 on the ATM-PC is close to Figure 3 on ATM-∆IV as they both represent at-the-money options. Figure 5 represents the cumulative IV for out-of-the-money call (in-the-money put) options. As mentioned earlier, the estimates of β p for OTM-Call-PC in Table 4 suggest that the post-jump IV movements correct the first negative reaction. Indeed, this correction effect is observable in Figure 5 : The first IV movement, which is simultaneous with a positive return jump, is negative, and then the later IV movements revise the IV level up. If we exclude the first reaction (Panel B), then we can see that the IV is drifting upward to a point where it is outside of the confidence interval. Finally, Figure 6 for OTM-Put-PC is quite similar to the figures on at-the-money options.
Robustness Checks
We use three approaches to check the robustness of our results. First, instead of detecting return jumps at the 1% significance level, we apply the 5% level. These results are reported in Table 6 in the Appendix. The results are quite similar, and the conclusions remain the same. Secondly, in Table 7 in the Appendix, results are reported from an alternative analysis where the focus is not only in the first trading hour between 09:30 and 10:30, but until 12:30 (i.e., data from the first three trading hours are used). All the other settings are the same as in the baseline analysis (detecting return jumps at 1% significance level using 1-minute detection periods). Again, the results are very similar to the main analysis, and the conclusions remain the same. Finally, we run the regression 1,000 times with different realizations of the reference data. In particular, because the reference data observation windows are randomly located according to the empirical distribution of the return jump timestamps, the reference dataset is different for each regression, and hence, the regression results differ (see Section 4.2). Otherwise the regressions follow the baseline: they exclude the IV moments observed from the return jump window, data is observed from 09:30 to 10:30, and return jumps are detected using 1-minute windows with a significance level of 1%. Table 8 reports the results for 1,000 regressions with different realizations of reference data. In the table, the mean, standard deviation, and 2.5% and 97.5% quantiles (Q2.5% and Q97.5%) are reported for the parameter estimates and p-values. Panel (a) reports results for the 5-minute window and Panel (b) for the 60 minute IV window. This robustness analysis shows that the observed results are not random but systematic over 1,000 different realizations of the reference datasets, which confirms our analysis above. Table 4 reports that β n = 0.218 for 3-month at-the-money implied volatility at the 60-minute post window. That is, compared to the situation where there have been no jumps, the implied volatility has grown on average 0.218 more after the arrival of a negative jump over the next 60 minutes. Is this economically significant?
Economic Significance
For the at-the-money option, the relationship between call price and implied volatility can be approximated (Brenner and Subrahmanyam, 1988) as Here, the IV is measured by at-the-the-money IV. Time index refers to minutes from the beginning of the 1-minute return jump period. That is, the return jump period is between 0 and 1 minutes (blue interval), during which jumps have arrived, and the post-movements in the IV are from minute 1 onward. Cumulative IV movements after positive jumps are in blue, and after negative jumps are in red. The dashed curve represents cumulative IV movements when no return jumps have occurred. Panel (a) plots the cumulative IV, including the IV movement over the return jump period. Panel (b) excludes the simultaneous IV movement with the return jump. The 90% confidence interval is obtained by numerical bootstrapping.
where σ
AT M BS t,T
is the ATM-IV with maturity T − t. Therefore, if the at-the-money implied volatility has increased by ∆σ AT M BS t,T , ceteris paribus, the return for a long call option over 60 minutes would be ∆σ
. Given that, after the negative return jump, the ATM-IV would be at 15% or 20% and that it increases by 0.218% to 15.218% or 20.218%, the corresponding option return would be 1.54% or 1.09%. This would represent a good return for a 60-minute period, but abnormal returns in option markets are not possible because of the transaction costs. We examined the realized profits on long (short) call option positions that took place at the end of the negative (positive) return jump interval and lasted 5 or 60 minutes. The realized option returns on mid-prices were positive on average, but when taking the option spread into account, the net returns were clearly negative on average. Also, the realized net-returns for put-options were negative on average. Overall, we provide evidence that option markets do not incorporate new information about the expectations of option payoffs immediately, which is contrary to the efficient market hypothesis. At the same time, observed informational inefficiency does not imply abnormal returns.
Conclusion and Discussion
This research provides evidence that option markets adjust the implied volatility (IV) of the S&P 500 index options gradually after the arrival of a single jump in the underlying return. This phenomena regarding delayed reactions in the IV is particularly significant for at-the-money options and out-of-the-money puts, while the IV of out-ofthe-money call options seems to converge to its new level simultaneously (within the same minute) with the return jump. Therefore, out-of-the-money calls seem to be priced more efficiently than out-of-the-money puts or at-the-money options.
For at-the-money options and out-of-the-money puts, we find that that the IV gradually and clearly increases over a few minutes that follow a negative return jump, and the gradually driven IV persists over the next trading hour after negative return jumps. In zero-transaction markets, option traders could benefit on average from having a long position on at-the-money options right after the arrival of negative return jumps and terminate the option position after 30 minutes when the IV has converged to its new level. However, transaction costs (option price spread) make the options' net-returns negative, and thus, abnormal returns are not observed. Regarding positive return jumps, while the IV gradually decreases within the next few minutes, the gradual IV movements are not long lasting as they vanish over the following 60 minutes. Therefore, in the case of positive return jumps, it is the first (simultaneous) reaction in the IV that matters in the long-term. These results were found to be robust across different research settings.
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