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Abstract—Robustness is a widely studied property of
biomolecular networks, and control engineers are in a good
position to make significant contributions here. This tutorial
defines common robustness analysis problems for biomolecular
networks, presents computational methods to perform the
analysis, and shows by means of examples what can be learned
about a network from the analysis results. The focus is on
deterministic methods applied to ordinary differential equation
models of biomolecular networks.
I. INTRODUCTION
“Biological systems are robust” is an observation that ev-
erybody makes almost everyday, mostly by physical experi-
ence with one’s own body. We are able to deliver conference
talks despite viral infections, or move on after stumbling or
falling. How does this everyday observation relate do the
deeper foundations of life, such as the biomolecular networks
that process energy and information in living cells? That
is one of the driving questions for robustness analysis of
biomolecular networks, a field with high research activity and
significant contributions from the control community over the
past 15 years.
There are many well studied examples for robustness in
biochemical networks. Circadian clocks in a wide range
of organisms are robust time-keepers despite environmental
variations, most notably different temperature levels [25], and
internal perturbations such as variations in gene expression
levels [8]. Another example is the chemotactic system which
allows bacteria to react to environmental chemicals, showing
a remarkable robustness against variations in gene expression
level of its molecular components [1]. Robustness analysis
by means of mathematical models is therefore an important
research topic in biomolecular network analysis.
This tutorial is going to discuss three questions related to
robustness analysis in the context of biomolecular networks:
what is robustness, how to analyze it, and how to interpret
the results in a biological context. Section II summarizes
robustness definitions which are relevant for biomolecular
networks, and outlines specific challenges for robustness
analysis in this context. Section III gives an overview on
existing methods to compute robustness measures based on
a mathematical model of the network. Section IV shows by
means of examples which insights into biology can be gained
from a robustness analysis.
Due to the wide range of robustness concepts and compu-
tational approaches even in the focussed area of biomolecular
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networks, the scope of this tutorial inevitably needs to be
narrowed to few specific concepts. The following limitations
apply:
• We are looking at models described by ordinary differ-
ential equations (ODEs).
• We consider robustness analysis methods taking only
the mathematical model, a perturbation class, and a
desired behaviour into account.
• We exclude probabilistic analysis methods, for example
based on Monte Carlo sampling.
These limitations exclude other important modeling frame-
works, such as discrete (or logical) models [27] and stochas-
tic models [18]. Also approaches where robustness analysis
is coupled with experimental data, for example to perform
model validation or invalidation, are not in the scope of this
tutorial. For results in this direction and robustness measures
in the context of parameter estimation, the reader is referred
to the recent review [32].
II. DEFINING ROBUSTNESS IN BIOMOLECULAR
NETWORKS
This section summarizes relevant definitions of robustness
in ODE models of biomolecular networks, and outlines
the challenges resulting from these definitions. At its core,
robustness means the ability of a system to maintain its
function (in a sense of purpose, not mathematically) despite
perturbations. Any formal robustness definition therefore
requires three components: the system to be considered,
the function that the system is to maintain, and the class
of perturbations acting on the system. In classical robust
control, the system is an LTI system, the function to be
maintained is asymptotic stability of the origin, and the
perturbation class is another, uncertain LTI system   that
is connected to the nominal system [40].
1) Definition of the system: For this tutorial, we consider
robustness problems where the system is a model for a
biomolecular network, given by the ODE
x˙ = Sv(x), (1)
where x 2 Rn is a vector of biochemical concentrations,
S 2 Rn⇥m is the stoichiometric matrix, and v(x) 2 Rm
is the concentration-dependent reaction rate vector, together
with the initial condition
x(0) = x0. (2)
A challenge that already arises from the choice of system
is that reaction rates are commonly non-linear functions of
the concentrations, which calls for the application of analysis
methods that are able to cope with this non-linearity [11].
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2) Definition of the perturbation class: Perturbations to
consider for robustness analysis of this model are changes
in the right hand side of the differential equation (1) or
in the initial condition (2). We distinguish parametric, non-
parametric, and structural perturbations. In many biomolec-
ular network models, the reaction rate vector depends on ad-
ditional model parameters, called the reaction rate constants,
such that the differential equation becomes
x˙ = Sv(x, µ), (3)
where µ is a vector of reaction rate constants. These pa-
rameter values vary for example with temperature or other
environmental conditions [5], and robustness against para-
metric perturbations is thus a commonly considered problem
for biomolecular networks [24]. Other parameters may for
example represent the total expression level of proteins,
where slow stochastic fluctuations give rise to significant
variability. Parameters can also be uncertain as a result of the
modeling process, for example when identifying parameter
values from noisy experimental data. The perturbation class
is often formalized as lower and upper bounds on the
parameter values, i.e., one considers a set given by
P = {µ | µmin  µ  µmax}, (4)
where µmin, µmax are vectors of element-wise bounds.
In some cases, it may also be relevant to consider vari-
ations in the initial condition x0. This concerns networks
containing conservation relations [13], for example total
enzyme amounts which are not consumed in the network.
Uncertainty in the initial condition has for example been
used in the analysis of concentration robustness [28], [31].
Perturbations in parameters or initial conditions are ap-
propriate to consider when the reaction mechanism and
the corresponding mathematical expression for the reaction
rate are well-defined. However, this is often not the case,
especially when several reaction steps are combined into
a single overall reaction. Then, it becomes appropriate to
consider non-parametric perturbations, which are defined as
arbitrary variations in the reaction rate expressions v(x).
This approach has been pursued in [35], where reaction rate
functions are considered to vary from the slope of nominal
reaction rates vnom, at some predefined point x¯. Such a
perturbation class can be defined by
P =
⇢
v 2 C1(Rn)
    @v@x (x¯)  @vnom@x (x¯) 2 
 
, (5)
where   ⇢ Rm⇥n is an appropriate set of admissible
perturbations to the reaction rate Jacobian. Perturbations of
this class have been denoted as kinetic perturbations in [35].
Conceptually, such non-parametric variations are related to
the perturbations considered in the structural stability of non-
linear systems [20], [9], albeit they still respect the network
structure imposed by the stoichiometric matrix S.
Another type of non-parametric perturbations can be con-
sidered when the dynamics of the network can be decom-
posed as a linear system with a non-linear static feedback.
The ODE would then be in so-called Lure form, given by
x˙ = Ax+B (Cx), (6)
with uncertainty in the feedback function  . This description
is especially relevant for genetic networks, where transcrip-
tion and translation are modelled with linear dynamics, and
only the activity of transcription factors is modelled as a
static non-linearity [7]. The perturbation class is then defined
by restrictions on the function  . In the spirit of absolute
stability theory, it is common to use a sector constraint on
the non-linearity   [21], given for example by
 T(y)( (y) Ky)  0. (7)
Furthermore, one can consider structural perturbations,
where the interaction structure of the network is being varied.
Such perturbations could be due to changes in the stoichio-
metric matrix S, which may arise from gene mutations or
from enzyme knockouts in metabolic networks [38]. Another
possibility is to model arbitrary, even dynamic perturbations
within the interaction structure, for example by perturbing
some elements of the network’s Jacobian A(x) = S @v@x [17],
[33].
3) Definition of the desired functionality: Finally, let
us consider how to define the system’s functionality that
should be maintained despite perturbations. In the framework
applied here, the functionality of the system will be deter-
mined by properties of the solution x(t) of the differential
equation (1) with initial condition (2). We can say that the
system maintains its functionality, if the solutions x(t) as
a trajectory satisfies x(·) 2 F for any perturbation within
the given class, where F is the set of trajectories where the
desired functionality is present. How this F is defined then
depends on the biological question under consideration.
Before looking at more specific examples of relevant
biological functionality, let us first formulate two generic
robustness analysis problems based on the three aspects
discussed above – the system, the perturbation class, and
the desired functionality. The first problem is simply to
check whether the system’s functionality is robust against
perturbations from the given class, with a yes/no result. This
can be formalized as follows.
Problem 1: Given an ODE model (1) with initial con-
dition (2), a perturbation class P and a set of trajectories
F representing the desired functionality, determine whether
solutions x(t) of the model (1) satisfy x(·) 2 F for all
perturbations in P .
One may also aim to get a more quantitative measure of
a system’s robustness. Given a measure for a perturbation
class, we may define a robustness measure as follows [34].
Problem 2: Given an ODE model (1) with initial con-
dition (2), a set of measurable perturbation classes and a
set of trajectories F representing the desired functionality,
determine the largest perturbation class P such that solutions
x(t) of the model (1) satisfy x(·) 2 F for all perturbations
in P .
This robustness measure is illustrated in Figure 1.
Alternatively, if we don’t have a measure for perturbation
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Fig. 1. Illustration of robustness measure in perturbation space. The system
maintains its functionality within the blue area. The perturbation class are
cubes around a nominal point, where the measure of a cube is defined by
its radius. The robustness measure of the system is the largest such cube
that fits inside the blue area. Reproduced from [34] with permission from
Elsevier.
classes, but do have one for single perturbations, a robustness
measure may also be defined as the size of the smallest
perturbation in the considered perturbation class P that
makes the system loose its functionality.
Let us now consider more specifically the types of a
system’s functionality that are commonly considered in the
area of biomolecular networks. In many signalling and gene
regulation networks, the core functionality is related to
the qualitative dynamic properties of the system. Dynamic
properties which have been considered include sustained
oscillations [33], bistability [10], or perfect adaptation [1].
Since changes in oscillations or stability properties under
parameter variations are due to bifurcations in the considered
system, bifurcation theory plays a prominent role in robust-
ness analysis, when considering these types of functionality
together with parametric perturbations in a non-linear model
[24], [22], [34].
While sustained oscillations or bistability are structurally
stable dynamic properties [20], the property of showing
perfect adaptation is not generic. Thus robustness of perfect
adaptation against parametric perturbations is tied to specific
structural features of the network, which will be discussed
in more detail in Section IV.
While the exact concentration values may not be relevant
for the functionality of some networks, they will certainly
play an important role for others. In previous studies, com-
monly the steady states of a subset of concentration values
have been related to the system’s functionality. For example,
in a fine-tuned signalling pathway, the exact concentration
value of the downstream effector would be relevant, but
not the values of intermediate elements. A specific example
are two-component signalling pathways, where only the
concentration of the active response regulator is relevant for
functionality, but for example not the concentration of the
intermediate receptor [3], [31]. The associated robustness
analysis problem has been termed concentration robustness
[28] and has been studied with both perturbations in the
initial condition [28] and with more general parametric
perturbations [31].
While the types of functionality discussed so far are
relevant for a wide range of biomolecular networks, more
specific cases may require a more specific definition of
functionality. To give just one example: for oscillating net-
works such as the circadian clock, not only the existence of
oscillations will be relevant, but also their exact period [30].
III. METHODS FOR MODEL-BASED ROBUSTNESS
ANALYSIS
A. Dynamic robustness analysis with parametric perturba-
tions
Let us first discuss the robustness analysis problem with
parametric perturbations, where the system under consid-
eration is a parametrized ODE as in (3), with the desired
functionality given by the qualitative dynamic behaviour.
As discussed above, the robustness of the qualitative
dynamic behaviour is tightly linked to bifurcations occurring
upon parameter variations. Ideally, a complete bifurcation
diagram for the model would be available, and robustness
analysis could be performed straightforward based on that
diagram. A related definition of a robustness measure with
a scalar parameter µ > 0 is the degree of robustness defined
by Ma & Iglesias [22], given by
DOR(µ0) = 1 max{ µˇ
µ0
,
µ0
µˆ
}, (8)
where µˇ and µˆ are the closest bifurcation points smaller and
larger than the nominal parameter value µ0, respectively. The
robustness measure DOR guarantees that no bifurcations,
and therefore no loss of functionality related to the quali-
tative dynamic properties, will occur for any multiplicative
parameter perturbation less than (1 DOR) 1.
A similar robustness measure can be defined for multi-
parametric systems by considering a hyperrectangle around
the nominal parameter vector µ0 as follows [34]. First, define
a hyperrectangle P in parameter space as
P( , µ0) =
 
µ
   1
 
 µ
µ0
   , (9)
where the inequality is considered to be element-wise. Then
a robustness measure  ⇤ for a nominal point µ0 is given by
 ⇤(µ0) = sup{   1 | P( , µ0) contains no bifurcations}.
(10)
Unfortunately, bifurcation diagrams for most models of
biomolecular networks can only be computed numerically,
and the commonly applied continuation methods are limited
to a single or few parameters to vary [20], [14]. Thus,
obtaining complete bifurcation diagrams for models with
more than a few parameters is usually not possible, and
even with a single parameter, continuation methods can not
guarantee that all bifurcation points are found, as some
might be disconnected from the chosen starting point in
the state/parameter space. Computational robustness analysis
therefore focusses on estimating lower and upper bounds
1178
on the robustness measures given in (8) or (10). This is
particularly successful when restricting the bifurcations to
bifurcations of equilibrium points, excluding for example
bifurcations of limit cycles. In that case, one can check
robustness by studying the dynamic properties of linear
approximations around the system’s equilibrium points, and
the robustness measure (10) now becomes [34]
 ⇤(µ0) = sup
n
   1
    8µ 2 P( , µ0)8x 2 Rn :
Sv(x, µ) = 0)   S @v
@x
(x, µ)
  \ jR = ;o, (11)
where  (A) is the spectrum of the matrix A. Thus, while the
problem is still non-linear due to the non-linear dependence
of v and its Jacobian on x and µ, we are now much closer
to classical robust control theory, in that a property of an
uncertain matrix’ spectrum is at the core of this robustness
analysis problem. A remaining challenge is the non-linear
equality constraint Sv(x, µ) = 0. In common biomolecular
modelling approaches, the reaction rates v(x, µ) are given as
polynomial or rational functions. Thus, polynomial program-
ming methods have successfully been applied to compute a
robustness measure in this case [11], [34].
B. Steady state robustness analysis with parametric pertur-
bations
Let us next consider the problem of concentration ro-
bustness, where the functionality of the system is tied to
the steady state values of certain output variables, under
parametric perturbations. In many biomolecular networks,
the relevant outputs are linear functions of the concentration
variables, given by
y = Cx, (12)
with C 2 Rq⇥n. We will focus on the special case where
the output variables are actually a subset of the concentration
variables, i.e., C is of the form
C =
 
eTi
 
i2Iy , (13)
where Iy ⇢ {1, 2, . . . , n} are the indices of the concentration
variables appearing in the output, and ei is the i-th basis
vector in Rn.
Under certain conditions on the network related to the
implicit function theorem, which are generically satisfied, we
can define a region P in parameter space where the function
k : P ! Rn defines a parameter-dependent steady state of
the network, i.e.,
Sv(k(µ), µ) = 0 (14)
for µ 2 P . Robustness of the steady state output concen-
trations is then achieved if the steady state output Ck(µ) is
independent of the parameters µ, or, equivalently,
C
@k
@µ
(µ) = 0 (15)
for µ 2 P [31].
A question of particular biological relevance is under
which conditions on the network structure we get steady
state output robustness independent of the specific reaction
kinetics v(x, µ), but only based on structural information
encoded in the stoichiometric matrix S and in the zero
pattern of the Jacobian of v. A sufficient and necessary
condition for steady state output robustness for the special
case of an output as in (13) has been proposed in [31]. For
simplicity, we only discuss the case of biomolecular networks
with a scalar parameter and without conservation relations
here, albeit the result in [31] is more general. Define the
matrix M as
M(µ) = dg(v(k(µ), µ)) 1
@v
@x
(k(µ), µ) dg k(µ)CT, (16)
where dg v denotes a diagonal matrix with the elements of
the vector v on its diagonal, and the vector P as
P (µ) = dg(v(k(µ), µ)) 1
@v
@µ
(k(µ), µ)µ. (17)
Then steady state output robustness can be characterized as
follows.
Theorem 1 ([31]): The network has steady state output
robustness, if and only if
P (µ) 2 imM(µ) + ker(S dg v(k(µ), µ)) (18)
for all µ 2 P .
In networks where reactions are modelled by mass action or
generalized mass action, i.e., vj(x, µ) = kj(µ)
Qn
i=1 x
↵ij
i
with constant real exponents ↵ij , condition (18) can be
formulated independently of the parameter µ and can thus
be checked by standard linear algebra tools.
The condition (18) asserts steady state output robustness
under the condition that the network’s steady state k(µ) does
not undergo any bifurcations for µ 2 P . This assumption can
be checked for example by the robustness analysis approach
discussed in Section III-A.
Another approach to steady state output robustness has
been taken in [28]. Based on mass action network theory
[12], they provide a sufficient condition for steady state out-
put robustness for the special case of mass action networks
and perturbed parameters being concentrations of conserved
chemical species (termed absolute concentration robustness).
While the result is restricted to a smaller system class than
the one presented in [31], an advantage is that the condition
in [28] directly guarantees stability of the steady state, and
a further dynamical robustness analysis is not necessary.
C. Robustness analysis with non-parametric perturbations
Let us next discuss the robustness analysis in the case of
non-parametric perturbations.
With kinetic perturbations as defined in (5), linear robust
control theory has been applied to check robustness of
the qualitative dynamical behaviour, i.e., to exclude the
occurrence of local bifurcations [35]. For the perturbation
class given by (5), the Jacobian of the network ODE’s right
hand side is evaluated at a steady state x¯ to yield
A˜x¯( ) = S(
@v
@x
(x¯) + ), (19)
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where   is a real m ⇥ n matrix satisfying the constraint
  2  imposed by the perturbation class (5). The robustness
analysis problem 1 then consists in checking that the matrix
Ax¯( ) does not have an eigenvalue on the imaginary axis
for any admissible  , i.e., one needs to check the condition
det(Im   G(j!)) 6= 0 (20)
is true for any !   0, where the transfer matrix G(j!) is
defined as
G(j!) = (j!In  A) 1S. (21)
Using robust control theory, it is even possible to tackle the
robustness analysis problem 2, i.e., to compute a robustness
measure for the dynamical behaviour under kinetic pertur-
bations. Consider the structured singular value [15] defined
by
µ (G(j!)) =
 
inf{k k |   2 ,
det(Im   G(j!)) = 0}
  1
,
(22)
with a suitable matrix norm k · k. A robustness measure is
then given by
R =
⇣
sup
!
µ (G(j!))
⌘ 1
, (23)
where R is the largest value such that the constraint k k <
R on the perturbation   guarantees robustness. Usually only
lower and upper bounds on the structured singular value can
be computed [40], [15]. An upper bound on µ can be used
to compute a lower bound on the robustness measure.
For non-parametric perturbations with a static non-linear
feedback as in (6), absolute stability theory can be used
to check for robust stability [21]. This approach has been
extended recently towards instability analysis [16], thus
extending the methodology towards more general types of
dynamic behaviour. The methods are based on LMIs and
analysis of system gains, and can be applied to solve the
robustness analysis problems 1 and 2.
IV. APPLICATIONS IN BIOMOLECULAR NETWORKS
Which insights into biology can be gained from robustness
analysis? That is the question to be approached in this
section.
Let us first focus on robustness analysis of the steady
state output concentration. This is closely related to adap-
tive behaviour of biomolecular networks, which has found
significant attention in the biological literature over the past
15 years [2], [1], [23]. From a systems-theoretic perspective,
perfect adaptation can be defined by a zero steady state gain
[37], i.e., the response returns to the pre-stimulus value after
a sufficiently long time. A range of biological signalling
systems have adaptation as key element of their function-
ality. Looking for example at chemotaxis, this property is
important in order to maintain sensitivity of the signalling
system towards concentration gradients for a wide range of
basal concentration levels [6].
Robustness of adaptation is then relevant as it means that
adaptation is maintained despite for example variations in in-
tracellular protein concentrations. Based on control theoretic
Fig. 2. Experimental validation of concentration robustness in the E. coli
chemotaxis pathway. (A) Biological variability of protein expression levels.
(B) Stimulus-response dynamics of native (black) and seven fold upregulated
(red) pathway. Reproduced from [31].
approaches, it has become clear that integral feedback [39],
or, more generally, an internal model of the stimulus [29], is
required for robust adaptation.
Adaptation is a special case of the steady state output
robustness discussed above. Thus, insight into biological
network properties related to adaptation could also be gained
from the corresponding methods discussed in Section III-
B. For example, the robustness analysis of the chemotac-
tic pathway performed in [31] revealed that not only the
structure of the signalling network, but also its genomic
organization contributes to the robustness of adaptation. The
analysis showed that adaptation is robust if perturbations in
total protein expression levels are proportional (Figure 2A),
which is assured in cells by having the corresponding genes
on the same operon. This property of the pathway contributes
to robustness of adaptation over a wide range of perturbations
(Figure 2B).
Next, let us discuss applications for the robustness analysis
of the dynamic behaviour of biomolecular networks, espe-
cially oscillations and bistability. This type of robustness
analysis has mostly been applied in order to validate or
invalidate models of biochemical signalling networks or
genetic regulatory networks [4]. With this approach, it is
particularly relevant to detect non-robust perturbations for the
models: if the corresponding perturbation is plausible in the
corresponding biological system, then such a result indicates
shortcomings and potentially lacking mechanisms in the
model. Here, robustness analysis is useful to refine models
of the considered networks and to extend the associated
biological knowlegde.
A robustness analysis of bistability in the GAL regulatory
system has been reported in [26]. The authors use an LMI
characterization based on the bioSDP toolbox [36] to assert
the existence of two distinct domains of attraction under
parametric uncertainty. They established robust bistability for
parameter uncertainties of up to 20 %, thus validating the
model with respect to its bistability property.
Another example concerns the robustness analysis of sus-
tained oscillations in the central metabolism of activated neu-
trophils [17]. This study used non-parametric perturbations
similar to the ones discussed in Section III-C, revealing that
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the existing model is very fragile to dynamic perturbations.
A later study of the same model then suggested an extension
to the model involving Calcium signalling, which served to
significantly increase robustness of the oscillations [19].
V. CONCLUDING NOTE
Models, especially on the intracellular level in biology,
often involve significant uncertainties, and it is important
to distinguish robustness analysis with respect to model
uncertainties from actual perturbations acting on the sys-
tem. For systems where models are well validated, such
as bacterial chemotaxis, robustness analysis can be used to
learn something about the system. But even if the model is
not sufficiently well validated, robustness analysis is useful,
since it will either show where the model has weaknesses,
or alternatively assert that the model reproduces the system’s
behaviour robustly.
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