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Abstract
The mean value theorem for real-valued differentiable functions defined on an interval is one of the most
fundamental results in Analysis. When it comes to complex-valued functions the theorem fails even if the
function is differentiable throughout the complex plane. we illustrate this by means of examples and also
present three results of a positive nature.
© 2005 Elsevier Inc. All rights reserved.
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We start by recalling the mean value theorem [8, p. 93] of real analysis.
Theorem A. Let f be a real continuous function on a closed interval [a, b] which is differentiable
in the open interval (a, b). Then there is a point ξ ∈ (a, b) at which
f (b) − f (a) = f ′(ξ)(b − a).
This result extends to functions whose domains lie in the complex plane provided their ranges
are on the real line. In fact, if Ω is a convex domain in the n-dimensional Euclidean space, and
f is real-valued and differentiable on Ω , then
f (b) − f (a) = Df (ξ) · (b − a) = 〈gradf (ξ), b − a〉 (a ∈ Ω, b ∈ Ω),
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and for n = 2, it gives an extension of the mean value theorem to functions whose domains lie in
the complex plane but whose ranges are on the real line. The situation changes if f is allowed to
take non-real values. To see this, let us consider the entire function
f (z) := exp
(
i
2z − (z1 + z2)
z2 − z1 π
)
, (1)
where z1 and z2 are any two distinct points in the complex plane. Then, clearly
f (z1) = e−iπ = −1, f (z2) = eiπ = −1
and
f ′(z) = 2iπ
z2 − z1 exp
(
i
2z − (z1 + z2)
z2 − z1 π
)
= 0 (z ∈ C).
Thus,
f (z2) − f (z1) − f ′(z)(z2 − z1) = −f ′(z)(z2 − z1) = 0 (z ∈ C).
This example shows that the equation
f (z2) − f (z1) − f ′(z)(z2 − z1) = 0 (2)
may not have any solution at all.
We wish to find interesting classes of entire functions for which Eq. (2) does have a solution ζ ,
and besides, what, if anything, can be said about the location of the point ζ . As a first step we
recall the equivalence between the mean value theorem and the following one known as Rolle’s
theorem [9, p. 178].
Theorem B. Let g be a real continuous function on a closed interval [a, b] and differentiable in
the open interval (a, b). Furthermore, let g(a) = g(b). Then there is a point ξ ∈ (a, b) such that
g′(ξ) = 0.
Proof (of the equivalence). It is clear that Theorem B must hold if Theorem A does. In order to
show that Theorem A holds if Theorem B does, let f satisfy the conditions of Theorem A. Then
g(x) :=
∣∣∣∣∣∣
f (x) f (a) f (b)
x a b
1 1 1
∣∣∣∣∣∣= (a − b)f (x) − (x − b)f (a) + (x − a)f (b)
is a real function that is continuous on the closed interval [a, b], differentiable in the open interval
(a, b), and g(a) = g(b) = 0. Hence, by Theorem B, there exists a point ξ ∈ (a, b) such that
g′(ξ) = 0, that is f (b)−f (a) = f ′(ξ)(b−a), which proves that Theorem B implies Theorem A.
The two are therefore equivalent. 
Next, we recall that if f is an entire function and M(r) := max|z|=r |f (z)| then
ρ := lim sup
r→∞
log logM(r)
log r
is said to be the order (see [1, Chapter 2]) of f . All constants are supposed to be of order 0. In
the case where ρ is finite and positive, its type is defined to be
T := lim sup logM(r)
ρ
.
r→∞ r
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for any ε > 0,∣∣f (z)∣∣< k(ε)e(τ+ε)|z| (z ∈ C),
where k(ε) is a constant depending on ε. Functions of growth (1, τ ) are said to be of exponential
type τ . In particular, any entire function of order ρ < 1 is of exponential type 0 and so is any
entire function of order 1 type 0. This means that an entire function f is of exponential type 0 if,
for any ε > 0, there exists a constant k(ε) depending on ε such that |f (z)| < k(ε)eε|z| for any z
in the complex plane. Thus, entire functions of exponential type 0 form a much wider class than
the class of all polynomials.
It is interesting to note that the function f given in (1), which takes the same value at two
distinct points z1 and z2 but for which Eq. (2) does not have a solution, is of order 1 type
T := 2π/|z1 − z2| > 0, i.e. f is not of exponential type 0. The following result of Clunie and
Rahman [2], which generalizes an earlier result of Grace [3], can be seen as an analogue of
Rolle’s theorem.
Theorem C. Let ϕ be an entire function of exponential type 0 such that ϕ(−1) = ϕ(1). Then,
each of the half-planes {z 0} and {z 0} contains a zero of ϕ.
They also point out that for any τ > 0 one can find an entire function ϕτ of exponential type
τ for which Theorem C does not hold. For example,
ϕτ (z) :=
(
z − e
2τ + 1
e2τ − 1
)
eτz
is an entire function of order 1 type τ such that ϕτ (1)=ϕτ (−1), but ϕ′τ has only one zero, namely
e2τ + 1
e2τ − 1 −
1
τ
,
which is positive.
Let z1 and z2 be any two distinct points in C. Furthermore, let g be an entire function of
exponential type 0 such that g(z1) = g(z2). Then
ϕ(z) := g
(
z2 − z1
2
z + z2 + z1
2
)
is an entire function to which Theorem C applies. We thus see that Theorem C may be re-stated
as follows.
Theorem C′. Let z1 and z2 be any two distinct points in the complex plane. Furthermore, let g
be an entire function of exponential type 0 such that g(z1) = g(z2). Then, each of the half-planes
|z − z1| |z − z2| and |z − z1| |z − z2| contains a zero of g.
In the same way as Rolle’s theorem is seen to be equivalent to the mean value theorem, it can
be seen that Theorem C′ is equivalent to the following result.
Theorem 1. Let f be an entire function of exponential type 0. Then for z1 = z2, Eq. (2) has a
solution in each of the half-planes |z − z1| |z − z2| and |z − z1| |z − z2|.
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guaranteed by the preceding result, may all lie outside any prescribed disk |z − (z1 + z2)/2| < d .
To see this, let us consider the polynomial
pn(z) :=
{
2z − (z1 + z2)
z2 − z1 − i cot
π
n
}n
−
(
−1 − i cot π
n
)n
.
It vanishes at the points z1 and z2 whereas its derivative has its only zero at
z = 1
2
{
z1 + z2 + i(z2 − z1) cot π
n
}
.
Thus the equation
pn(z2) − pn(z1)
z2 − z1 − p
′
n(z) = 0
has no solution in the disk |z − (z1 + z2)/2| < d if
d < dn := |z2 − z1|2 cot
π
n
.
Note that dn → ∞ as n → ∞.
It was proved by Heawood (see [4] or [5] or [10]) that if z1 and z2 are any two zeros of an nth
degree polynomial f , at least one zero of its derivative f ′ lies in the disk∣∣∣∣z − z1 + z22
∣∣∣∣ |z2 − z1|2 cot
π
n
. (3)
Let f be an arbitrary polynomial of degree at most n, and let z1, z2 be an arbitrary pair of
distinct points in the complex plane. Then
f (z) −
{
f (z1) + f (z2) − f (z1)
z2 − z1 (z − z1)
}
is a polynomial to which the result of Heawood applies. Hence the following theorem holds.
Theorem D. Let f be a polynomial of degree at most n. Furthermore, let z1 and z2 be any pair
of distinct points in the complex plane. Then Eq. (2) must have a solution in the disk (3).
It should now be clear that there is no “mean value theorem for complex valued functions”
having the simplicity and generality which are two important characteristics of the mean value
theorem of real analysis, namely Theorem A. So, we need to lower our expectations, and that is
what we shall do.
It would be nice if, for any function f analytic in the open unit disk Δ1 and continuous in
Δ1 and for any pair of distinct points z1, z2 in Δ1, Eq. (2) had a solution in Δ1. The examples
discussed above show that this is not true even for functions analytic throughout the complex
plane. If we restrict ourselves to the class Pn of all polynomials of degree at most n then we
can specify a disk containing at least one solution of (2) for any f ∈ Pn and any pair of distinct
points z1, z2 in Δ1.
Theorem E. If f is a polynomial of degree at most n then, for any two distinct points z1 and z2
of the closed unit disk, Eq. (2) must have a solution in |z| csc(π/n).
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of Δ1, i.e. z1 = eiθ1 , θ1 ∈ R, and z2 = eiθ2 , θ2 ∈ R. Setting λ := |z1 + z2|/2 we conclude from
Theorem D that Eq. (2) has a solution in the closed disk
|z| λ + |z2 − z1|
2
cot
π
n
= λ +
√
1 − λ2 cot π
n
 csc π
n
. 
The polynomial
f (z) :=
z∫
1
(
u + ieπ i/n csc π
n
)n−1
du
vanishes at the points z1 = 1 and z2 = −e2π i/n whereas the only zero of f ′(z) lies at z =
−ieπ i/n csc (π/n). Hence the disk |z|  csc (π/n) in Theorem E cannot be replaced by one of
a smaller radius.
It is remarkable that even for a polynomial f (z) := a0 +a1z+a2z2 +a3z3 of degree 3, Eq. (2),
where z1 and z2 lie in the closed unit disk, may not have a solution in |z| < csc (π/3) = 2/
√
3.
However, something of a positive nature can be said about quadrinomials f (z) := a0 + a1z +
apz
p + aqzq in the case where 1 < p < q and q − 1 is not an integral multiple of p − 1. For this
we shall apply the following result of Rahman and Waniurski (see [6, Theorems 1 and 2]; also
see [7]) to first obtain a Rolle type theorem stated below as Theorem F′.
Theorem F. Let ψ(z) := z+bpzp +bqzq , where 1 < p < q and q −1 is not an integral multiple
of p − 1, and let Δ1 := {z ∈ C: |z| < 1}. Then ψ is univalent in Δ1 if and only if ψ ′(z) = 0
in Δ1.
Theorem F′. Let g(z) := a0 + a1z+ apzp + aqzq , where 1 < p < q and q − 1 is not an integral
multiple of p − 1. In addition, let z1 and z2 be two distinct points in the open unit disk Δ1 :=
{z ∈ C: |z| < 1} such that g(z1) = g(z2). Then g′(z) must vanish somewhere in Δ1.
Proof. If a1 = 0 then the result is trivial since in that case g′(0) = 0. So, let a1 = 0, and suppose
that g(z1) = g(z2) for two distinct points z1 and z2 in the open unit disk Δ1. Then g cannot be
univalent in Δ1; hence neither can ψ(z) := z + bpzp + bqzq , where bp := (ap)/a1 and bq :=
(aq)/a1. We may now apply Theorem F to conclude that ψ ′(z) must vanish somewhere in Δ1.
The same can then be said about g′(z). 
The argument used to show the equivalence between Rolle’s theorem and the mean value
theorem can be repeated once again to deduce the following result from Theorem F′.
Theorem 2. Let f (z) := a0 + a1z + apzp + aqzq , where 1 < p < q and q − 1 is not an integral
multiple of p − 1. Then, for any pair of points z1 and z2 in the open disk Δ1, Eq. (2) has a
solution in Δ1.
Remark 2. For R ∈ (1,2/√3 ) let
fR(z) := i
√
3 + 2(1 − i√3 )(Rz) − (3 − i√3 )(Rz)2 + (Rz)3.
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that
fR
(
1
R
)
= fR
(
1 − i√3
2R
)
= 0.
Thus,
z1 := 1
R
and z2 := 1 − i
√
3
2R
are two distinct points of the open unit disk such that fR(z2)−fR(z1) = 0. Since f ′R(z) has only
a (double) zero at (√3 − i)/(√3R), and no other zero, we see that the equation
fR(z2) − fR(z1) = (z2 − z1)f ′R(z)
has no solution in the open unit disk. This is explained by the fact that here q − 1 is an integral
multiple of p − 1.
The following result can also be seen as a mean value theorem.
Theorem 3. Let f be analytic in a domain Ω containing the closed unit disk, and suppose that
|f ′′(z)|m′′ > 0 for |z| 1/2. Furthermore, with
M1(1, f ) := 12π
2π∫
0
∣∣f (eiθ )∣∣dθ and M1(1, f ′) := 12π
2π∫
0
∣∣f ′(eiθ )∣∣dθ,
let
δ := min
{
1
2
,
1
4
m′′
4M1(1, f ) + (2 +
√
2 )M1(1, f ′)
}
. (4)
Then, for any pair of distinct points z1 and z2 in Δδ := {z ∈ C: |z| < δ}, Eq. (2) has one and only
one solution in the disk
D :=
{
z:
∣∣∣∣z − z1 + z22
∣∣∣∣<
∣∣∣∣z2 − z12
∣∣∣∣
}
. (5)
Proof. Let z1 and z2 belong to Δδ . Set a := (z1 + z2)/2, and note that |z2 − z1|/2 < δ. By a
well-known formula,
f (z) − f (a) − 1
1!f
′(a)(z − a) = (z − a)
2
2π i
∫
|ζ |=1
f (ζ )
(ζ − a)2
1
ζ − z dζ
(|z| < 1). (6)
By the definition of a,
(z1 − a)2 = (z2 − a)2 = (z2 − z1)
2
4
.
Hence,
f (z2) − f (z1) − f ′(a)(z2 − z1) = (z2 − z1)
2
4
1
2π i
∫
f (ζ )
(ζ − a)2
z2 − z1
(ζ − z1)(ζ − z2) dζ,|ζ |=1
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f (z2) − f (z1)
z2 − z1 − f
′(a) =
(
z2 − z1
2
)2 1
2π i
∫
|ζ |=1
f (ζ )
(ζ − a)2
1
(ζ − z1)(ζ − z2) dζ.
Besides, we may apply (6) to f ′ to conclude that
f ′(z) − f ′(a) − 1
1!f
′′(a)(z − a) = (z − a)
2
2π i
∫
|ζ |=1
f ′(ζ )
(ζ − a)2
1
ζ − z dζ
(|z| < 1).
Thus, for any z in the open unit disk, we have
f (z2) − f (z1)
z2 − z1 − f
′(z) = −f ′′(a)(z − a) − (z − a)
2
2π i
∫
|ζ |=1
f ′(ζ )
(ζ − a)2
1
ζ − z dζ
+
(
z2 − z1
2
)2 1
2π i
∫
|ζ |=1
f (ζ )
(ζ − a)2
1
(ζ − z1)(ζ − z2) dζ.
This allows us to look at
f (z2) − f (z1)
z2 − z1 − f
′(z)
as the sum of the two functions
f1(z) := −f ′′(a)(z − a) (7)
and
f2(z) := − (z − a)
2
2π i
∫
|ζ |=1
f ′(ζ )
(ζ − a)2
1
ζ − z dζ
+
(
z2 − z1
2
)2 1
2π i
∫
|ζ |=1
f (ζ )
(ζ − a)2
1
(ζ − z1)(ζ − z2) dζ. (8)
Let a := |a|eiα and t := |z2 − z1|/2. The point a being the mid-point of the line segment
joining z1 and z2, we may write z1 =:a + teiϕ, z2 = a − teiϕ . Since z1 and z2 lie in Δδ , we have
|a|2 + t2 + 2|a|t cos(ϕ − α) δ2 and |a|2 + t2 − 2|a|t cos(ϕ − α) δ2,
from which it follows that
|z2 − z1|
2
= t <
√
δ2 − |a|2.
Using this estimate for t , we conclude that if z lies on the boundary of the open disk D defined
in (5) then |z| < |a| +√δ2 − |a|2 √2δ, and so
|ζ − z| > 1 − √2δ 
√
2 − 1√
2
(|ζ | = 1),
because δ  1/2. Hence, if z lies on the boundary of D, then∣∣∣∣− (z − a)
2
2π i
∫
f ′(ζ )
(ζ − a)2
1
ζ − z dζ
∣∣∣∣< (2 +
√
2
)M1(1, f ′) 1
(1 − δ)2
∣∣∣∣z2 − z12
∣∣∣∣
2
.|ζ |=1
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∣∣∣∣
(
z2 − z1
2
)2 1
2π i
∫
|ζ |=1
f (ζ )
(ζ − a)2
1
(ζ − z1)(ζ − z2) dζ
∣∣∣∣M1(1, f ) 1(1 − δ)4
∣∣∣∣z2 − z12
∣∣∣∣
2
.
Since |f ′′(a)|m′′, we conclude that if f1 and f2 are as in (7) and (8), respectively, then∣∣f1(z)∣∣> ∣∣f2(z)∣∣ (9)
if
|z − a| =
∣∣∣∣z2 − z12
∣∣∣∣< 14
m′′
4M1(1, f ) + (2 +
√
2 )M1(1, f ′)
.
However, in view of the definition of δ (see (4)), this latter condition is a priori fulfilled. By
Rouché’s theorem [11, pp. 116–117], the function
f (z2) − f (z1)
z2 − z1 − f
′(z) = f1(z) + f2(z)
has, in |z − a| < |z2 − z1|/2, the same number of zeros as the function f1(z) does, that is just
one. 
Remark 3. How is it that the example given after Theorem A is not a counter-example for
Theorem 3? Here is the reason. For z1 = ε and z2 = −z1 the function given in (1) reduces to
f (z) := e−(π/ε)iz. Clearly, then
min|z|1/2
∣∣f ′′(z)∣∣= f ′′
(
− i
2
)
=
(
π
ε
)2
e−π/(2ε),
M1(1, f ) = 12π
2π∫
0
e(π/ε) sin θ dθ >
1
2π
π∫
0
e(π/ε) sin θ dθ = 1
π
π/2∫
0
e(π/ε) sin θ dθ
>
1
π
π/2∫
0
e2θ/ε dθ =
(
ε
2π
)(
eπ/ε − 1)> 1
2
since et − 1 > t for any t > 0, and
M1(1, f ′) = π
ε
M1(1, f ) > π2ε .
Hence, if δ is as in (4) then
δ <
m′′
8M1(1, f ′) =
π
4ε
1
eπ/2ε
<
π
4ε
1
1
2 (π/2ε)2
= 2
π
ε < ε.
In other words, the two points z1 = ε and z2 = −ε do not lie in the disk Δδ . This explains why
the example given after the statement of Theorem A does not contradict Theorem 3.
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