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We study the behavior of magnetic superconductors which involve a local attractive interaction between
electrons, and a coupling between local moments and the electrons. We solve this ‘Hubbard-Kondo’ model
through a variational minimization at zero temperature and validate the results via a Monte Carlo based on static
auxiliary field decomposition of the Hubbard interaction. Over a magnetic coupling window that widens with
increasing attractive interaction the ground state supports simultaneous magnetic and superconducting order.
The pairing amplitude remains s-wave like, without significant spatial modulation, while the magnetic phase
evolves from a ferromagnet, through non-collinear ‘spiral’ states, to a Neel state with increasing density and
magnetic coupling. We find that at intermediate magnetic coupling the antiferromagnetic-superconducting state
is gapless, except for the regime of Neel order. We map out the phase diagram in terms of density, magnetic
coupling and attractive interaction, establish the electron dispersion and effective ‘Fermi surface’ in the ground
state, provide an estimate of the magnetic and superconducting temperature scales via Monte Carlo, and compare
our results to available data on the borocarbides.
I. INTRODUCTION
Superconductivity and magnetism are generally competing
ordered states in a material, with superconductivity preferring
the pairing of time reversed states while magnetism breaks
the time reversal symmetry. It was argued early on that super-
conductivity and ferromagnetism cannot coexist1. Externally
applied magnetic fields also destroy superconductivity - either
through the generation of a vortex lattice or through the Pauli
paramagnetic effect2. Magnetic impurities too have a dras-
tic effect3, with increasing concentration leading quickly to a
gapless superconductor and then the loss of order itself. These
effects seemed to severely restrict the possibility of supercon-
ductivity coexisting with magnetic order.
The situation, however, is more interesting and suggestions
about the coexistence of superconductivity and magnetism
also date far back. In 1963 Baltensperger and Strassler4 sug-
gested that superconductivity can actually coexist with an-
tiferromagnetic order. Signature of such coexistence was
first observed in the ternary Chevrel phases5–7 RMo6S8 and
RRh4B4 (where R is a rare earth element). In these materi-
als it is believed that magnetism and superconductivity arise
from electrons which form distinct subsystems, and the order-
ing of the magnetic degrees of freedom allows the survival of
superconductivity8–11.
Over the last three decades many more materials involv-
ing the interplay of magnetism and superconductivity have
been discovered. The high Tc cuprates arise from a doped
antiferromagnetic insulator12, the parent compound of the
iron pnictide superconductors13,14 involves collinear antifer-
romagnetism, the iron chalcogenides15,16 emerge from a bi-
collinear antiferromagnetic state, and the iron selenides17,18
also involve proximity to an antiferromagnetic insulator. Over
a large part of the phase diagram magnetic order coex-
ists with superconductivity in these compounds19,20. Sev-
eral heavy fermions also involve coexisting magnetic or-
der and superconductivity21,22, e.g, the Ce compounds23,24
CeCoIn1−x(Cdx)5 and CeIr(In1−xCdx)5, and several uranium
based heavy fermions25. In many of these materials electron-
electron repulsion is responsible for emergence of local mo-
ments and the pairing is usually of the ‘off site’ d-wave type.
A simpler variety of coexistence is seen in the rare earth
quaternary borocarbides26 (RTBC), where local moments al-
ready exist on the rare earths, and Kondo couple to conduction
electrons, and the electrons have a phonon mediated attraction
between themselves. This is traditional s-wave BCS physics
playing out in the background of f moment order, and offers a
simple entry point to the coexistence problem. Given the simi-
lar structure and valence, members of this family are expected
to have the same nominal carrier density, and electronic struc-
ture. What does vary are the ‘de Gennes factor’ (DG), propor-
tional to S(S + 1), where S is the effective moment on the f
ion, and the effective pairing interaction, η, say. All materials
with a finite DG factor are magnetic but only compounds with
a relatively low DG factor and larger η are superconducting.
Coexisting magnetic and superconducting order27–35 have
been found in RNi2B2C where, R = Dy, Ho, Er and Tm, in
reducing sequence of the DG factor and increasing η. With re-
ducing DG factor the magnetic transition temperature TAF de-
creases, from 20K in Gd to 10K in Dy to 2K in Tm, while the
superconducting Tc increases from ∼ 6K in Dy to ∼ 11K in
Tm. TAF scales roughly with the DG factor, and the magnetic
state in all compounds is primarily a (0, 0, q) spiral, while the
Tc falls monotonically with increasing DG factor26. Despite
much experimental work the detailed symmetry of the paired
state, and the gap anisotropy, is not settled yet.
There is a large theory effort in understanding the interplay
of magnetism and superconductivity, both in terms of general
phenomenology36–38 and specific microscopic models39–62.
Microscopic theories have addressed the role of magnetic
fluctuations in the cuprates49–51, the layered organics52–56,
and the heavy fermions57–61, to name a few. We wish to
start with the simpler situation, pertinent to the borocarbides,
where one can employ a ‘Kondo lattice’, for the large 4f mo-
ments, augmented by a local attractive interaction between the
electrons63,64.
The local moments arising from the 4f shell couple to the
conduction electrons through a Kondo coupling. The ground
state behavior of such a model has been addressed earlier in
one spatial dimension63 via density matrix renormalisation
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group (DMRG) treating the local moments as S = 1/2. There
have also been studies in higher dimensions45,62,65–70 aimed at
reproducing specific features of the borocarbides but a general
understanding of the interplay of pairing and magnetic corre-
lations, even in this simple model, appears to be lacking.
In particular one would have liked to know (i) how the mag-
netic ground state is affected by pairing, (ii) the attraction and
Kondo coupling window over which superconductivity co-
exists with magnetic order, and (iii) the spectral features of
the system, given that pairing now occurs between magnetic
Bloch states, and not simply k ↑ and −k ↓, and can lead to
anisotropic gaps, and even a gapless state.
In this paper we report on the ground state of a model with
s-wave pairing tendency (local attractive interaction) in the
presence of a local moment lattice. The existence of magnetic
moments Si is predefined, it does not depend on the itinerant
electrons and is independent of the strength of U .
If the moments are large (2S  1) their quantum fluctua-
tions can be ignored to start with and the Kondo effect itself is
not relevant. Such a system can be described by a Kondo lat-
tice of ‘classical’ spins coupled to the conduction electrons.
The parameter space of the problem is defined by electron
density (n), attractive pairing interaction (U), the ‘Kondo’
coupling (J), and temperature (T ). Most of the results in this
paper pertain to the ground state, the finite temperature phase
competition will be discussed elsewhere. Our main results are
the following
1. Magnetic ground state: The magnetic ground state de-
pends only weakly on the pairing interaction and is de-
termined mainly by the electron density and Kondo cou-
pling, consistent with the suggestions of Anderson and
Suhl71 made originally in the weak coupling context.
2. Superconducting order: At weak Kondo coupling the
pairing order parameter increases monotonically as n
varies from [0, 1] but beyond a critical coupling the n =
1 state loses superconductivity, while it survives for n 6=
1 to almost twice the coupling.
3. Gapless state: Although the pairing amplitude is es-
sentially homogeneous, for n 6= 1 the superconductor
becomes gapless at a coupling Jg(n,U) that is roughly
half of the critical coupling, Jc(n,U), needed for de-
stroying superconductivity. At n = 1 the superconduc-
tor remains gapped despite the magnetic order.
4. Quasiparticles and density of states: Superconductivity
in a generic ‘spiral’ magnetic background leads to a dis-
persion with upto eight branches, some of which cross
the Fermi level for J > Jg . The associated density
of states shows multiple van Hove singularities and the
low energy spectral weight maps out a ‘Fermi surface’
even in the superconducting state.
5. Comparison with experiments: Our ground state is con-
sistent with observations in the borocarbides and sug-
gest that the superconducting gap in DyNi2B2C and
HoNi2B2C could be strongly anisotropic.
The rest of the paper is organized as follows, in Section II we
discuss our model and the numerical methods. Section III dis-
cusses our results on the phase diagram and spectral features
obtained within a restricted variational scheme in two dimen-
sions. Section IV compares these results to that from a Monte
Carlo based unrestricted minimization, comments on exten-
sions to a wider interaction window, and compares our results
to experiments on the borocarbides.
II. MODEL AND METHOD
We study the attractive Hubbard model in two dimension
on a square lattice in presence of Kondo like coupling:
H = H0 − |U |
∑
i
ni↑ni↓ − J
∑
i
Si.σi (1)
with, H0 =
∑
ij,σ(tij − µδij)c†iσcjσ , where tij = −t for
nearest neighbor hopping and is zero otherwise. Si is the core
spin, arising from f levels, for example, in a real material.
σi is the electron spin operator. U is the attractive onsite in-
teraction (with a physical origin in local electron-phonon cou-
pling). Most of the detailed results in this paper are at U = 4t,
but we have also shown some results at weaker U/t.
This paper focuses on the ground state, which can be rea-
sonably accessed within mean field theory (MFT), but we
want to set up a scheme that can also access the interplay of
magnetic and pairing fluctuations at finite temperature in a sit-
uation where U and J are comparable to t. While mean field
theory can be extended to finite temperature to access some
thermal effects we want a formulation which (i) retains the
effect of magnetic fluctuations on pairing, and (ii) the effect
of the changing low energy electron spectrum on magnetism.
With this in mind we set up a lattice field theory involving the
electrons and the magnetic and pairing degrees of freedom as
follows.
We apply a single channel Hubbard-Stratonovich decom-
position to the attractive interaction in terms of an auxiliary
complex scalar field ∆i(τ) = |∆i(τ)|eiθi(τ). This converts
the ‘four fermion’ term to quadratic fermions in an arbitrary
spacetime fluctuating pairing field. On the magnetic side we
have a quantum ‘spin S’ magnetic moment Si coupled to the
electrons.
This problem can be exactly treated only via methods like
quantum Monte Carlo. We attempt to retain the thermal fluc-
tuation effects by (i) dropping the τ dependence of ∆ but
keeping its spatial fluctuations, and (ii) treating Si as a classi-
cal (large S) spin but retaining its angular fluctuations at finite
temperature. We will discuss the validity of these approxima-
tions in the discussion section.
The pairing field is now ‘classical’, with an amplitude |∆i|
and phase θi and the magnetic moment Si is described in
terms of its polar angle αi and azimuthal angle φi. We set
|Si| = 1, absorbing the magnitude of the spin in the coupling
J . The resulting effective Hamiltonian takes the form:
Heff = H0 +
∑
i
(∆ic
†
i↑c
†
i↓+h.c)−J
∑
i
Si.σi+
∑
i
|∆i|2
U
where,
∑
i
|∆i|2
U is the stiffness associated with the pairing
field. The configurations {∆i,Si} that need to be considered
follow the Boltzmann distribution, obtained by tracing over
the electrons:
P{∆i,Si} ∝ Trc,c†e−βHeff (2)
Physically, the probability of a configuration {∆i,Si} is re-
lated to the free energy of the electrons in that configuration.
To create some insight it is helpful to write down the form
of P{∆i,Si} expanded to low order in ∆i and JSi.
P ∝ Trc,c†e−βHeff{∆i,Si} ∼ e−βFeff{∆i,Si}
Feff = F∆ + FJ + F∆,J
F∆ =
∑
ij
aij∆i∆
∗
j +
∑
ijkl
bijkl∆i∆
∗
j∆k∆
∗
l +O(∆6)
FJ =
∑
ij
J
(2)
ij Si.Sj +
∑
ijkl
J
(4)
ijkl(Si.SjSk.Sj + ..) + ..
F∆,J =
∑
ijkl
[cijkl∆i∆
∗
jSk.Sl + h.c] + ..
where aij ∼ −χPij + (1/U)δij , χPij being the non-local pair-
ing susceptibility of the free Fermi system, and bijkl arises
from a convolution of four free Fermi Green’s functions.
J
(2)
ij ∼ −J2χSij , where χSij is the nonlocal spin susceptibil-
ity of the free electron system, leading to the RKKY interac-
tion, and J (4), like bijkl, involves a four Fermi cumulant. cijkl
can be constructed again from a combination of four Green’s
functions.
The terms above define a relatively low order classical field
theory on a lattice. H∆ involve the first two terms in the su-
perconducting Ginzburg-Landau theory, andHJ describes the
leading interaction coupling magnetic moments. H∆,J indi-
cates how the two orders modify each other. All of this holds
when ∆i and JSi are <∼ t.
For large and random {∆i, JSi} the fermion trace can only
be evaluated numerically. We use two strategies: (i) When
considering T = 0, as in this paper, we can restrict ourselves
to periodic configurations of {∆i,Si} and in that case we
only need to estimate the energy of Heff for periodic pair-
ing/magnetic backgrounds, accomplished readily through the
Bogoliubov-de Gennes (BdG) scheme as we discuss below.
(ii) When considering finite temperature, where fluctuations
are essential, we generate equilibrium configurations by us-
ing the Metropolis algorithm for the {∆i,Si} and estimate
the ‘update cost’ by diagonalizing the electron Hamiltonian
Heff for every microscopic move. Needless to say this is a
numerically expensive process.
A. Variational scheme
As T → 0 the classical fluctuations die off and the fields
Si and ∆i should be chosen to minimize the energy. An un-
restricted real space minimization is still a non trivial task but
we choose to minimize the energy using a restricted family of
{Si,∆i} configurations, described below, and check the qual-
ity of the result via Monte Carlo based simulated annealing.
Specifically, we assume ∆i = ∆0, a site independent real
quantity, and for the magnetic order we consider spiral con-
figurations where the polar angle αi = pi/2 and the azimuthal
angle φi is periodic: Szi = 0, Sxi = cos(q.ri), Syi =
sin(q.ri). The allowed wavevectors {qx, qy} are of the form
2npi/L, where (n = 1, 2, 3...). We minimize the energy over
{qx, qy} and ∆0 for a fixed µ, J and U .
Typically one obtains an unique minimum {∆0,q}min(µ).
On this background one calculates the density n(µ), and
then generates the function {∆0,q}min(n). There are ex-
ceptional µ, however, where the minimum is degenerate (for
no symmetry related reason) and one obtains two sets, called
{∆0,q}+min(µ) and {∆0,q}−min(µ), say. These lead to den-
sities n+(µ) and n−(µ), with a discontinuity δn = n+ − n−.
The abrupt change in the background indicates a first order
transition, and the density discontinuity defines the window
of phase separation in the phase diagram. A constant n mini-
mization would not have identified it.
A further lowering of energy is possible if a periodic com-
ponent is superposed on ∆0 but this non-uniform component
is small in the parameter space we explore46. Also, in the
ferromagnetic window, where the exchange JSi generates an
effective uniform internal field, a modulated FFLO state can
arise. We quantify this effect separately.
The variational scheme was tested on sizes upto 30 × 30
and give stable results for U >∼ 2t. Although the VC is doable
for larger sizes we did not attempt that since we wanted com-
parison with a Monte Carlo based minimization (see below).
B. Unrestricted minimization
In addition to the variational scheme we have employed the
Monte Carlo technique as a simulated annealing tool to ob-
tain the ground state, without imposing any periodicity on
the spins or any homogeneity on the ∆i. For this the sys-
tem is cooled down from an uncorrelated high temperature
state. Owing to the computational cost in diagonalizing the
4L2 × 4L2 matrix involved in this study most of the Monte
Carlo simulations are done on system size 16× 16, and some
on 24× 24.
In the discussion section we compare the ground state phase
diagram obtained through our restricted variational scheme
with that obtained through the ‘unrestricted’ minimization via
Monte Carlo. The agreement is reasonable and for the mo-
ment we focus on the variation based phase diagrams.
C. Green’s function for the spectrum
Within the variational scheme the magnetic-
superconducting background has a translational symmetry so
the corresponding electron problem can be diagonalised in
momentum and spin space. For a given k the BdG problem
in the periodic background involves a 8 × 8 matrix and it is
difficult to extract information about the eigenvalues, and the
resulting density of states, analytically.
However, if ∆0, J  zt, where the coordination number
z = 4 in 2D, one can set up a useful low order approximation
for the Green’s function of the electron. For an electron propa-
gating with momentum k and spin up, the magnetic scattering
connects it to an electron state with k+Q, ↓, while the pairing
field connects it to a hole with−k, ↓. The matrix elements are,
respectively, J and ∆0. This leads to the the Green’s function:
G↑↑(k, iωn) =
1
iωn − ((k)− µ)− Σ↑↑(k, iωn)
Σ↑↑(k, iωn) =
∆20
iωn + ((k)− µ) +
J2
iωn − ((k+Q)− µ)
where (k) = −2t(cos(kx) + cos(ky)). The self en-
ergy of course has higher order terms involving J2∆20,
etc, but the form above is surprisingly accurate except at
n = 1. We can extract the spectral function A↑↑(k, ω) =
−(1/pi)Im G↑↑(k, ω + iη)|η→0. A similar expression can
be used for A↓↓(k, ω). We discuss the comparison of these
results with full BdG later on.
D. Computation of observable
At T = 0 for a fixed choice of U , J and µ the state is
characterized by the pairing order parameter ∆0 and the mag-
netic wavevector xˆQx + yˆQy . These are determined by en-
ergy minimization. In this periodic background we compute
the following: (i) the spin and momentum resolved spectral
function, Aσσ(k, ω), from a knowledge of the BdG eigen-
values and eigenfunctions, (ii) the total electronic density of
states N(ω) =
∑
k,ω Aσσ(k, ω), (iii) the overall gap, from
the minimum eigenvalue in the BdG spectrum, (iv) momen-
tum dependence of the ω = 0 spectral weight,
∑
σ Aσσ(k, 0),
mapping out the ‘Fermi surface’ in the superconductor.
While the numerical results for these are based on the full
BdG numeric, we use the simple Green’s function scheme out-
lined earlier to explain the physical basis of the effects.
III. RESULTS
We organize the results in terms of the thermodynamic
phase diagram, mapping out the magnetic order and supercon-
ductivity, and the quasiparticle properties which dictate the
low energy spectral features.
A. Phase diagram
1. Energy minimization
We start with results on the dependence of the energy on
∆0 for different choices of q. At a given U the optimized
∆0(µ, J, U) is finite for J < Jc(µ,U) and falls monoton-
ically as J increases from zero. At weak J the associated
magnetic ordering wavevector Q(µ, J) almost tracks the free
band RKKY result even if U is large, except near n = 1.
We will discuss the general features further on and for the
moment focus on E(∆0,q) = 〈Heff (∆0,q)〉 at a typical pa-
rameter point: U = 4t, J = t and µ = −2t (corresponding
roughly to n = 0.4), in Fig.1. The figure shows the vari-
ation of the energy with respect to ∆0 for different choices
of q (covering panels (a) and (b)) and the absolute minimum
defines the appropriate magnetic-superconducting state. The
ground state phase diagram is established by carrying out this
exercise for different µ, J and U .
Given our parametrisation of the variational state, we al-
ways have magnetic order with some Q (where Q denotes the
optimized value of q), while superconducting order is absent
if the optimum ∆0 = 0.
2. Variation of pairing field and magnetic order
Tracking the minimum for varying µ and J leads to the
ground state parameters shown in Fig.2. Over the J range
that we explore the density n(µ, J) (to an accuracy ∼ 0.01) is
almost independent of J at fixed µ. That allows us to phrase
the results in terms of n, although the minimization was done
at fixed µ and J . Fig.2(a) shows the J dependence of the
pairing field amplitude at several values of n. The results here
are for U = 4t, we will discuss the phase diagram at other
FIG. 1. Color online: Dependence of the energy on the pairing field,
at U = 4t, J = 1.0t and n ∼ 0.4, for magnetic wavevectors q =
(qx, qy). (a) q = {q, q} and (b) {q, pi}. The optimized state is
obtained by computing the energy for all possible q in the Brillouin
zone.
FIG. 2. Color online: Filling dependence of the optimized (a) pairing
field amplitude ∆0 and (b)-(c) components of the magnetic wavevec-
tor Q, at different magnetic interactions J/t, and density n, for
U/t = 4. For n 6= 1 the pairing field undergoes a second order
transition with increasing J , while at n = 1 a first order transition is
observed.
values of U later.
Increase in magnetic coupling suppresses the pairing field
amplitude. At a scale Jc(n) the pairing amplitude vanishes,
indicating the destruction of the superconducting phase. We
make a few observations: (1) Jc(n) vanishes as n→ 0, and it
increases with n with a maximum at n ∼ 0.6 at U = 4. This
maximum, Jmaxc , ∼ 1.5t. (2) The critical value at n = 1 is
much smaller, with Jc(n = 1) ∼ 0.75t. (3) The transition
with increasing J is first order at n = 1 and second order for
n 6= 1.
Fig.2(b) and 2(c) shows the components of the correspond-
ing magnetic wave vectors. In the absence of pairing, and
at low J , the magnetic order is decided by the RKKY inter-
action, with the peak in the band susceptibility χ0(q) dictat-
ing the ordering wavevector Q. At larger J the spiral states
gradually give way to collinear phases and finally to just two
phases, ferromagnetic and Neel, with a window of phase sep-
aration in between. In the presence of a pairing interaction it
is not essential that the same trend be followed but, as pointed
out long back by Anderson and Suhl71, the presence of pair-
ing affects the electronic density of states only over a window
2∆0  F so except for q → 0 the spin susceptibility is
mostly unaffected.
Our results are at U = 4t with the pairing field ∆0 ∼ t
so the density of states is affected over a fairly wide window.
Nevertheless, except near n = 1, the RKKY trend still holds
at small J . The phase diagrams in Fig.3 quantify these further.
3. n− J phase diagrams
Fig.3 shows the ground state phase diagram obtained
through our variational calculations. The U = 0 situation,
panel (a), corresponds to just the classical Kondo lattice in two
dimensions. With respect to this non superconducting refer-
ence, (b) and (c) show the impact of increasing pairing interac-
tion on the magnetic state as well as the increasing window of
superconducting order. We discuss the three cases separately.
(i) No pairing interaction (U = 0): In this case ∆0 = 0
and the ground state is characterized only by Q. We discuss
the J/t→ 0 and the J/t >∼ 1 limits separately.
The small J/t limit is controlled by the RKKY interac-
tion with the effective spin-spin coupling being Jij ∝ J2χ0ij ,
where χ0ij is the non local band susceptibility of the conduc-
tion electrons. The ordering wavevector is dictated by the
maximum in χ0(q), the Fourier transform of χ0ij . This de-
pends on µ, or the filling n. The system evolves from a
Q = {0, 0} (ferromagnet) at low filling, to a {0, q} phase
at the intermediate filling. Further increase in filling leads to a
{0, pi} antiferromagnet, followed by a {q, pi} phase and then
to a {pi, pi} Neel antiferromagnet at half filling n = 1. There
are no phase separation windows in the J/t→ 0 limit and all
transitions are second order.
For J/t >∼ 1 the sequence of magnetic phases, with in-
creasing filling, remains the same as at weak coupling but the
window of spiral states shrink yielding to the FM state at low
density and a window of phase separation near n = 1. For
J/t  1 (not shown in the figure) the only surviving states
are the ferromagnet and the n = 1 Neel state, separated by
a phase separation window. The system heads towards the
‘double exchange’ limit.
(ii) Weak attraction (U ∼ t): On a finite lattice the finite
size gap ∼ t/L2 (in 2D) makes it difficult to stabilize a super-
conducting state below a L dependent scale. Since we are us-
ing a real space framework, to connect up with finite T Monte
Carlo calculations later, we have only limited data at U < 2t.
Fig.3(b) shows results at U = 2t as typical of ‘weak cou-
pling’.
At U = 2t and J = 0 we have the usual k, ↑, − k, ↓
pairing. At finite J one would (a) expect the magnetic order
to be modified since the effective spin-spin interaction is now
FIG. 3. Color online: Ground state n − J phase diagrams showing evolution of the magnetic and superconducting phases for three values of
U . (a) The purely magnetic phase diagram at U = 0. The magnetic phase changes with the filling but the order of the occurrence of phases
remains unchanged with varying J . (b) At U = 2t superconductivity is seen over a J window that widens with increasing n. The magnetic
phases remain roughly as they were at U = 0. (c) At U = 4t the superconducting window is wider, and the magnetic phases near n = 1
are modified although elsewhere it looks roughly similar to the small U picture. There is a tiny window of modulated superconducting order
(FFLO) state, in the bottom left corner of the finite U phase diagrams (see text) but they are almost invisible on the n− J scales used here.
in a finite ∆0 background, and (b) the superconductivity to be
weakened since the pairing is no longer between k, ↑, − k, ↓
but the states k, ↑ and −k + Q, ↓, where Q is the magnetic
ordering vector.
The first effect is weak since the maximum ∆0 ∼ 0.4t,
opening only a modest gap in the density of states with limited
impact on the spin-spin interaction. So the magnetic character
within the superconducting window, Fig.3(b), is very similar
to the U = 0 case. The ∆0 however falls with increasing J ,
surviving to a scale Jc(n) shown in the panel. The maximum
of Jc occurs at n ∼ 0.8 and the value at n = 1 is lower than
that. In the regime ∆0 = 0 the magnetic phases are of course
as in panel (a).
(iii) Intermediate attraction (U  t): Panel (c) shows data
at U = 4t and the ∆0 at n ∼ 0.8 is now 1.4t, much larger
than at U = 2t. As a result, the electronic density of states is
modified with respect to its band character over a wide energy
window.
The changed density of states changes the spin-spin cou-
pling and the magnetic phases show clear differences with
respect to the small U cases. These include changes in the
magnetic phase boundaries within the SC phase and the emer-
gence of a window of Neel order with Q = (pi, pi), close to
n = 1.
Superconducting order survives over a wider range of mag-
netic coupling with the maximum Jc being ∼ 1.5t, occurring
at n ∼ 0.6. Beyond n ∼ 0.6 there is a quick drop in Jc as
a phase separation window intervenes. The Jc at n = 1 is
∼ 0.75t, well below the maximum at n ∼ 0.6.
B. Quasiparticle properties
The magnetic superconducting state involves a suppression
of ∆0 as J increases. Had the pairing been between the usual
|k ↑〉 and | − k ↓〉 states it would have led to a suppressed
BCS gap with the overall character of the density of states
(DOS) remaining unchanged. However, the pairing now takes
place in a magnetic background, where the Bloch states are
superposition of |k ↑〉 and |k + Q ↓〉. The combination of
pairing and magnetic interaction now connect a larger set of
states. For example |k ↑〉 connects to |k+Q ↓〉, |−k−Q ↑〉,
and | − k ↓〉. The eigenspectrum that emerges need no longer
look like the ‘BCS’ result. In the section below we describe
the features that we observe and in the section after we try
to analyze these features in terms of the approximate Green’s
function theory.
1. Density of states
Fig.4 shows the electronic DOS computed on backgrounds
obtained through the Green’s function calculation. The three
panels comprise of DOS pertaining to three density regimes
and varying J . The attractive interaction is U = 4t in all
cases.
Fig.4(a) shows the situation at filling n = 0.3. The spec-
trum remains gapped at weak J = 0.25t (modulo a ‘tail’ due
to the lorentzian broadening) and has the usual gap edge sin-
gularities akin to the J = 0 case. At J = 0.75t, however,
there is finite DOS at ω = 0 and the remnant of the ‘gap edges’
have moved inward. The inward movement of the edges can
be attributed to the reduced ∆0 as J increases but the low en-
ergy DOS involves a new band. J = t shows even larger DOS
at ω = 0 and makes visible new van Hove singularities. The
understanding of these features come from an analysis of the
dispersion using the momentum resolved spectral functions.
We take that up in the next section and just highlight the fea-
tures in the changing DOS here.
At n = 0.5 the observations are qualitatively similar to the
FIG. 4. Color online: Electronic density of states at different filling and magnetic coupling at U = 4t, on magnetic-superconducting back-
grounds obtained through the variational scheme. For n = 0.3 (panel (a)) and n = 0.5 (panel (b)) the DOS shows transition from a gapped to a
gapless superconducting state at some coupling Jg(n). At n = 1 the system remains gapped throughout, however, there is a nonmonotonicity
in the behavior of the gap as one transits from the magnetic superconductor to the magnetic insulator at a critical value Jc ∼ 0.75t.
n = 0.3 case, with finite DOS at ω = 0 being visible at the
two upper values of J . The overall ‘gap structure’ within
which the low energy features are seen is wider at n = 0.5
due to the larger ∆0.
The behavior at n = 1, Fig.4(c), is distinctly different. The
presence of satellite peaks within the BCS like gap is signif-
icant in this case. The spectrum is gapped at all magnetic
coupling but the gap shows nonmonotonic behavior. Initially
increase in magnetic coupling pushes the satellite peaks to low
energy narrowing the gap. However the pairing amplitude it-
self vanishes at a critical J ∼ 0.75t, beyond which the system
changes to a magnetic insulator - with the gap now being pro-
portional to and sustained by J .
FIG. 5. Color online: (a) Gap in the DOS plotted as a function of
magnetic coupling for different fillings. At n = 1 for J ≤ 0.9t the
superconducting gap gets progressively suppressed with J . Beyond
J ∼ 0.9t the gap is the antiferromagnetic gap which increases with
J . At n 6= 1, the gap reduces monotonically with J , in agreement
with ∆0 (see Fig.2a). (b) n − J phase diagram at U = 4t showing
the gapped and gapless superconducting phases.
2. Gapped and gapless regimes
Fig.5(a) shows the J dependence of the gap at different fill-
ing. At weak magnetic coupling the superconducting gap fol-
lows the behavior of the pairing field amplitude and undergoes
suppression with increasing J . At half filling, till a coupling
of J ∼ 0.9t the behavior of the gap is the same as that of
its low filling counterpart. For J >∼ 0.9t the gap increases
linearly with J . The gap in this regime arises from antiferro-
magnetic (pi, pi) order. For n 6= 1 the gap vanishes at a scale
we call Jg(n).
Fig.5(b) shows the n − J phase diagram at U = 4t, now
with the superconducting phase demarcated into gapped and
gapless regimes. The gapped regime is characterized by the
presence of large ∆0 while the gapless window has relatively
smaller ∆0. That by itself does not explain why the qualita-
tive character of the DOS changes, so we examine the electron
dispersion in the magnetic superconductor to explore this is-
sue.
3. Electron dispersion
Fig.6 shows the momentum resolved spectral function
A(k, ω) =
∑
σ Aσ(k, ω) for three different n − J combi-
nations. The momentum scan is along the diagonal of the
Brillouin zone, k = (0, 0) → (pi, pi). Since the spectra are
computed on an ordered state there is no broadening of the
lines and we essentially map out the multi-branch dispersion
in the magnetic-superconducting state.
We begin with n = 1, top row. At weak magnetic cou-
pling, J = 0.25t, the behavior is BCS like with the char-
acteristic back bending feature in the dispersion curves. The
effective gap is slightly reduced compared to its BCS value,
and there is a small branching visible for k ∼ (pi/2, pi/2). At
J = 0.75t the branching feature is far more prominent and
the separation between the inner branches, that sets the gap,
is much smaller than at J = 0.25t. k regions associated with
FIG. 6. Color online: The spin summed electron spectral function, A(k, ω) for k varying from (0, 0) to (pi, pi) at different combinations of n
and J and U = 4t. At n = 1 (top row) the gap near (pi/2, pi/2) reduces from J = 0.25t to J = 0.75t but increases again at larger J . There
are also multiple bands visible at J = 0.25t, 0.75t. At n = 0.5 and n = 0.3 the low J result is almost BCS like, with only two bands visible,
while the J = 0.75t case shows a large number of bands, with one crossing ω = 0. At larger J , as ∆0 becomes very small, the bandstructure
simplifies again and is mostly described by the ‘magnetic metal’ limit. The results are shown for 36× 36 lattice.
∂Eα(k)/∂k = 0, where Eα(k) are the dispersion, lead to the
van Hove singularities observed in Fig.4(c).
At n = 0.5, middle row, weak J essentially reproduces the
BCS result, with a smaller gap than n = 1 due to the smaller
∆0 - occurring at a lower k due to the lower filling. At J =
0.75t a very complex picture emerges, with in principle all
the 8 bands that arise from BdG being visible (although a six
band, Green’s function based, approach captures the essential
features). Along the (0, 0) → (pi, pi) scan one of the bands
seems to cross ω = 0. The multiple and prominent Eα(k)
generate the van Hove singularity structure seen in Fig.4(b).
At J = 1.25t the ∆0 is very small and the features are similar
to that of a magnetic metal.
At n = 0.3 the qualitative features are similar to n = 0.5
although the multiple bands are not all visible for the color
scheme that we have used. The superconducting state survives
to Jc ∼ t and the J = 1.25t result is for a magnetic metal.
While it is difficult to extract useful analytic expressions
for the three branches of the dispersion from each Gσσ(k, ω),
explicit functional forms can be obtained in the gapless phase
when ∆0 <∼ J . We provide these results in the Appendix, and
have cross checked them with respect to the numerical results.
4. Low energy weight distribution
In connection to the spectral features discussed above in
Fig.7 we show the distribution of low energy spectral weight
across the Brillouin zone at low and intermediate filling (at
n = 1 the spectrum is always gapped). At weak magnetic
coupling the spectrum is gapped out and thus there is no low
energy weight.
We computed the k dependent spectral weight at ω =
0, summed over spin channels, A(k, 0) =
∑
σ Aσσ(k, ω),
where:
A↑↑(k, 0) = −(1/pi)Im 1
iη − ((k)− µ)− Σ↑↑(k, iη) |η→0
Σ↑↑(k, iη) =
∆20
iη + ((k)− µ) +
J2
iη − ((k+Q)− µ)
etc. The results in Fig.7 highlight the rather strange looking
FIG. 7. Color online: Low energy spectral weight at the Fermi level
for different n − J cross sections. The parameters are the same as
in Fig. 6. An weak J/t give rise to a gapped state and consequently
there is no low energy weight near the Fermi level. Increase in J/t
leads to pile up of spectral weight near the Fermi level whose sym-
metry is dictated by the underlying magnetic wave vector Q. The
distribution of the spectral weight near the Fermi level is anisotropic,
indicative of a nodal Fermi surface.
‘Fermi surface’ that emerge. The low J panels show no spec-
tral weight since the system is gapped. J = t shows non
trivial Fermi surfaces in the superconductor, dictated by the
magnetic wavevector, while J = 1.25t is superconducting for
n = 0.5 and a magnetic metal for n = 0.3.
IV. DISCUSSION
This section covers some issues of method, related to the
approximations that we have made in handling the model in
Eqn.1, and the phase diagram, in terms of the magnetic cou-
pling and attractive interaction. We comment on what it sug-
gests for spectral features in the borocarbides.
A. Computational issues
1. The ‘classical’ approximations
The model in Eqn.1 involves an attractive electron-electron
interaction U and the coupling J between the electron spin
and a local moment of spin S. This describes interactions
between quantum degrees of freedom, and, beyond weak cou-
pling, is very non trivial. The treatment of the Hubbard in-
teraction in terms of a classical pairing field, and of the spin
S as classical, makes the model tractable by reducing it to a
variational problem determining a static {∆i,Si} background
that minimizes the electron energy.
The mean field approximation for U makes qualitative
sense as long as ∆0 6= 0. The presence of superconducting
order at J = 0 is well known, the persistence of order at small
J has also been established via numerically exact methods.
This suggests that the mean field treatment of U is a valid
first approximation. Quantum fluctuations of the pairing field
would be important near Jc in the large U problem, where the
mean field amplitude vanishes, but correlation effects would
be significant. We have not focused on that regime here.
The treatment of the local moment as ‘classical’ is valid
when 2S  1. For the borocarbides 4f shells for the mag-
netic superconductors involve 2S ∼ 3 − 5 and the classical
treatment again ought to be reasonable. There are, however,
low moment, and non magnetic, superconductors involving
Tm and Lu which cannot be captured well within our scheme.
2. Single -vs- multichannel decomposition of interaction
We have considered the effect ofU only in the pairing chan-
nel, and the magnetic response arises from the Si. As a first
approximation this is justified because the pairing and mag-
netic effects arise from different couplings in our model (the
U is not primarily responsible for the magnetic order). How-
ever, there would be a renormalisation in the magnetic sector
arising from the U , if we were to consider an additional mag-
netic decoupling of the Hubbard term. We discuss this below.
Decomposing U in both the magnetic and pairing channels
FIG. 8. Color online: Magnetic structure factor at T ∼ 0 for differ-
ent filling and magnetic interaction J . At half filling (n = 1) the MC
always leads to a Q = (pi, pi), Neel, state, as in the VC. At the inter-
mediate filling of n = 0.6 a (0, pi) and a (q, pi) state is realized for
the particular choice of the magnetic coupling, in agreement with the
VC results. At low filling of n = 0.3 and intermediate and strong
magnetic coupling the state as obtained through MC slightly devi-
ates from that obtained through the VC, with the (0, q) being now
replaced by (0, pi), the neighboring phase in the VC phase diagram.
lead to the effective Hamiltonian,
H = Hkin +Hpair −
∑
i
{(JS+i − h+i )σ−i + h.c}
+ |U |
∑
i
{|∆i|2 + 〈σ+i 〉〈σ−i 〉}
where, h+i = U〈σ+i 〉 and σ+i = c†i↑ci↓, etc. For h+i = U〈σ+i 〉
to be nonzero does not require symmetry breaking driven by
U . There is a ‘source term’, since JS−i already forces 〈σ+i 〉 6=
0. So, the leading effect of the magnetic decoupling can be
estimated simply by calculating U〈σ+i 〉0, where the subscript
zero refers to the model with only pairing decomposition.
We have checked that the ‘original’ exchange field JS+i
and the renormalised field JS+i −U〈σ+i 〉0 have the same spa-
tial character, so the leading effect of the magnetic channel
can be included via a renormalisation J → Jeff . The effec-
tive exchange field is smaller than the bare field by 15− 20%,
which we think arises due to the diamagnetic tendency of the
attractive U term. The weaker Jeff will expand the domain of
superconducting order marginally without affecting any qual-
itative conclusion.
3. Comparison with unrestricted minimization
Fig.8 shows the magnetic structure factor computed at dif-
ferent filling for three different regimes of the magnetic in-
teraction. In the intermediate and strong coupling regimes,
cooling down the system from an uncorrelated high tempera-
ture state reproduces the magnetic order as has been obtained
through the variational calculations. In the weak interaction
regime however, the system fails to attain the global minimum
in the energy landscape within the limited annealing time and
finite system size. The configuration thus obtained through the
Monte Carlo is often energetically unfavorable compared to
the one obtained variationally. Nevertheless, over a wide pa-
FIG. 9. Color online: The ground state n − J phase diagram as ob-
tained through MC (right) in comparison to the one obtained through
the variational calculation (left) at U = 4t. Notice that the gap-
less regime shrinks in the MC phase diagram as compared to the one
obtained through VC. The emergence of the Neel, (pi, pi) antiferro-
magnetic window near n = 1 is verified through the MC as well.
rameter space the variational ground state is well reproduced
on cooling down from a high temperature state.
The resulting ground state phase diagram is shown in Fig.9,
in comparison to the one obtained through the variational
scheme. The ground state as obtained through the Monte
Carlo certainly agrees qualitatively with all features of the
variational result, and also confirms that the ‘homogeneous’
∆i assumption for the ground state is not unreasonable.
4. Coexistence of modulated pairing order with ferromagnetism
Our variational calculation suggests that a homogeneous
superconducting state cannot coexist with a large ferromag-
netic internal field JS. However, it is known72,73 that homo-
geneous superconducting order can exist in the presence of
a weak external magnetic field, beyond which there is a nar-
row regime of modulated Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO) order, before pairing is lost. This effect does exist in
our phase diagram as well, but over a very narrow window so
it has not been given prominence in Fig.3. We comment on
this below.
For a superconductor in an applied field h, the FFLO state
exists over a window h1(n) to h2(n)72,73. Below h1 the sys-
tem remains a homogeneous superconductor, with zero spin
polarization. This is traditionally called the ‘unpolarised su-
perfluid’ (USF) state. Above h2 the system is a magnetized
normal Fermi liquid. The equivalent in our model are two
magnetic couplings J1(n) and J2(n). Knowing h1(n) and
h2(n) one can just superpose these on the ferromagnetic win-
dow of the n− J phase diagram to locate the USF and FFLO
regimes. Fig.3 shows these tiny windows, virtually invisible
at U = 2t. The reason the window is so small is due to the
tiny density window over which ferromagnetism shows up at
small J , and the small J1 and J2 scales in the small n win-
dow. J1 and J2 are related to the pairing gap in the spectrum,
and this vanishes as n→ 0.
In summary, a local moment polarized homogeneous super-
conductor, and a pair modulated ferromagnetic state, can exist
in our model, but over a tiny density and J window.
5. Size limitations
The variational calculation, when cast in momentum space,
does not have significant size limitations, except in the number
of q values over which the energy has to be minimized.
A more serious size limitation arises when Monte Carlo
based simulated annealing is used for ‘unrestricted’ minimiza-
tion, and for accessing finite temperature properties. This re-
quires iterative diagonalization of a 4N × 4N matrix (where
N = L2) and even when a cluster algorithm is used for the
MC updates only sizes upto 24 × 24 can be accessed within
reasonable time. We have checked that thermodynamic prop-
erties can be accessed down to U = 2t reliably on these sizes,
but the subtle spectral features that one observes in the large
size ground state calculations cannot be resolved well on these
sizes. We also cannot go down to U ∼ t, which we believe is
appropriate for quantitative description of the borocarbides.
6. Benchmarking the Green’s function results
The BdG problem generates 8 bands for a given k since
each |kσ〉 connects to three other states via pairing and mag-
netic scattering, and the results for σ =↑ and σ =↓ are now
non degenerate. Some of the residues associated with these
bands can, however, be quite small and hard to identify. The
Green’s function approach on the other hand truncates the
scattering processes to J2 and ∆20, dropping J
2∆20, and the
resulting Green’s function has three poles for each kσ. The
results are obviously exact at J = 0 or ∆0 = 0, but, as the
results in Fig.10 show, they are surprisingly accurate over a
large ∆0 − J − n parameter range.
The results however are not accurate for the magnetic su-
perconductor at n = 1 where an unusual DOS emerges (see
Fig.4(c)) and also at low J at other densities where a spurious
low energy band with a small residue, ∝ J2, emerges. Away
from these parameters the Green’s function approach provides
a useful tool for understanding the complex band structure.
7. Extension to low U/t
Since the thermal physics cannot be worked out on lat-
tices beyond a certain size (say with Nmax ∼ 30 × 30) we
have restricted our study mainly to U >∼ 2t. However it is
worth exploring if a gapless superconducting phase can arise
at much lower U , and therefore much smaller ∆0, than we
have studied till now. This will be relevant for real mate-
rials which are mainly in the weak coupling, U <∼ t, limit.
In Fig.11(a) and 11(b) we show the DOS calculated through
the Green’s function method for typical spiral magnetic back-
grounds, with Q marked in the Fig, and pairing field ampli-
tude set to ∆0 = 0.2t. We study both the two dimensional
and three dimensional case (which is experimentally more rel-
evant) and find that all cases show a gapped to gapless transi-
tion with increasing J on a scale Jg ∼ ∆0.
This little demonstration is just meant to emphasize that the
occurrence of a gapless phase at finite ∆0 is not an artifact
of large U or two dimensionality and can well occur in weak
coupling 3D superconductors as well.
B. Relating to experiments
1. U − J phase diagram
The results at U = 4t are part of a larger U − J − µ phase
diagram. In real solids the attractive interaction would be typ-
ically much smaller that 4t (and in possible cold atomic sys-
tems they could be larger). Keeping this in mind we attempted
to map out the U−J phase diagram at a few densities. Fig.12,
top row, shows our results at n ∼ 0.5 and n ∼ 0.3.
We find the following: (i) At n ∼ 0.5 over the range of U
the system exhibits G-type antiferromagnetic order (pi, pi) or
(q, pi) order depending upon J . The superconducting phase
makes a gapped to gapless transition at a J that increases with
U . (ii) At n = 0.3 the magnetic state can be (pi, pi), (q, pi)
or (0, pi). The superconducting state is gapped or gapless de-
pending upon the strength of the magnetic interaction, with
the large U  J regime favoring gapped superconductivity.
The J >∼ U regime again gives rise to gapless SC and finally a
magnetic metal. No phase separated regime is realized at low
filling.
2. The borocarbide phase diagram
In the borocarbides neutron scattering experiments reveal
the nature of magnetic order. There is an overall similarity
in the order as one goes down from GdNi2B2C, where the
DG factor is largest, to TmNi2B2C, where the DG factor is
smallest, through DyNi2B2C, HoNi2B2C, etc. All of them
FIG. 10. Color online: Comparison of the total spectral function
A(k, ω) obtained from the BdG diagonalization and the Green’s
function method, for parameters mentioned in the figure. The top
row in each set corresponds to the BdG results while the bottom row
shows the Green’s function result. The agreement is reasonable for
all the parameters shown here. The results here are at U = 4t and
for momenta discretised on a 36× 36 lattice.
FIG. 11. Color online: Top row: Electronic density of states for the
square lattice on two different magnetic backgrounds and varying J ,
at n = 0.5. Bottom row: Same as above for a three dimensional (cu-
bic) lattice, for the choice of the magnetic wave vectors shown in the
individual panels. The DOS are computed through the Green’s func-
tion method for a pairing field amplitude of ∆0 = 0.2t, plausible for
a weak interaction regime. In both 2D and 3D the system undergoes
transition from a gapped to a gapless state with increasing magnetic
coupling.
seem to have a Q = (0, 0, q) pattern of ordering, with q ∼
0.55. The order is ferromagnetic in the basal plane with a
spiral along the c-axis28.
Two material parameters are believed to be important in
these compounds. They are (i) the de-Gennes factor (DG)
that we have already introduced, proportional roughly to our
(JS)2, and (ii) the ‘Hopfield parameter’, η, defined74 as, η =
N(EF )〈I2α〉, where 〈I2α〉 is average of the electron-phonon
matrix element over the atoms R, Ni, B, C, and N(EF ) is
the DOS at the Fermi level. η relates roughly to U in our
case. Both DG and η have been tabulated for the borocar-
bides. We organized the experimental phase diagram of the
borocarbides in terms of η and DG (normalizing by the value
for Gd), Fig.12.(c), and compare it with our variational U −J
phase diagram at a typical density (n = 0.5) in Fig.12.(d). For
the real materials the magnetic and superconducting bound-
aries are well established but the possible ‘gapped to gapless’
boundary that we show in 12.(c) is our conjecture based on
12.(d). We believe that unless the ‘multiband’ character of the
real materials invalidates the basic picture there must be an
increase in the gap anisotropy (if not a gapless state) as one
moves to increasing DG from Er→ Ho→ Dy, before super-
conductivity is lost in Tb. There is indeed some evidence for
gap anisotropy and nodal quasiparticles in the borocarbides,
we review that quickly below.
The borocarbides studied involve two ‘non magnetic’ com-
pounds, YNi2B2C and LuNi2B2C (which do not have local
FIG. 12. Color online: (a)-(b) Ground state U − J phase diagram
at n ∼ 0.50 (panel (a)) and n ∼ 0.3 (panel (b)). (c) Organization
of the borocarbide ground state in terms of the de Gennes (DG) fac-
tor, S(S + 1), denoting the strength of local electron-spin coupling,
and the Hopfield parameter, η, indicative of the strength of pairing
interaction. The DG factor is like our (JS)2, while η relates to U .
moments), in addition to those with finite 4f moment and DG
factor. Among both the non magnetic and magnetic supercon-
ductors one observes an apparent direction dependence of the
gap on the Fermi surface33–35,75–79.
In case of YNi2B2C and LuNi2B2C scanning tunneling
spectroscopy (STS)75, c-axis thermal conductivity76, ultra-
sound attenuation77, etc., suggest that the superconducting en-
ergy gap is of the anisotropic s-wave type, with point nodes
along [100] and [010]. The tunneling current in STS75 as
well as the
√
H dependence of finite field heat capacity76
suggests the presence of low energy quasiparticles. Angle re-
solved photoemmission spectroscopy (ARPES) on YNi2B2C
suggests78 that different parts of the Fermi surface contributes
differently towards to superconductivity. These ‘non mag-
netic’ compounds are expected to have strong antiferromag-
netic fluctuations, due to Fermi surface nesting45, affecting
the pairing and gap anisotropy.
Of the magnetic superconductors, HoNi2B2C, ErNi2B2C
and TmNi2B2C, show considerable deviation of the gap from
BCS behavior. Photoemission spectroscopy33 on ErNi2B2C,
point contact and Andreev reflection34,79 on HoNi2B2C and35
TmNi2B2C suggest gap anisotropy on individual Fermi sur-
face sheets, with magnitude variation between 1.1 − 1.7meV
For ErNi2B2C and TmNi2B2C the deviations are visible
even at the lowest temperature while in HoNi2B2C, where
Tc > TAF , it is observed roughly above TAF . Existing
measurements80 suggest that DyNi2B2C, which has TAF >
Tc, can be described in terms of ‘BCS’ behavior (inconsistent
with what we suggest in Fig.12.(c)). We believe this merits
more careful probing.
3. Thermal effects
Since this paper is focused on the ground state we did not
use the full power of the Monte Carlo method. The detailed
finite temperature properties will be discussed separately, here
we provide a glimpse of the finite temperature phase diagram
that emerges. Beyond the ‘mean field’ effect of the dimin-
ished magnetic and superconducting order at finite tempera-
ture one expects (i) amplitude and phase fluctuations of the
pairing field to suppress the gap (at low J) with increasing
T , and (ii) the gap suppression effect to be accelerated by the
magnetic disorder which would lead to strong spin flip scatter-
ing. These effects require a treatment well beyond mean field
theory and our Boltzmann sampling of thermal configurations
{∆i,Si} accomplishes that. The thermally generated disorder
feeds back into the electrons to modify spectral properties.
The superconducting Tc falls quickly for J > 0.5t and goes
to zero at Jc ∼ t, while the low J gap in the DOS closes at a
scale Tg that collapses at J ∼ 0.7t. We note that there cannot
be a finite TAF in a 2D O(3) invariant spin system, although
the magnetic correlation length grows exponentially as T is
lowered below the indicated TAF .
The data shown are at U = 4t where even calculations on
16 × 16 lattices are reliable. We are working on lower U ,
which is physically more relevant, and will report the thermal
FIG. 13. Color online: J − T phase diagram at n = 0.5. Mag-
netic coupling strongly suppresses the superconducting Tc and at
intermediate coupling there is coexistence of the magnetic and su-
perconducting order. In addition to the superconducting Tc we show
a magnetic scale TAF below which the correlation length grows ex-
ponentially (but there is no true long range order since we are in two
dimensions). A third scale, Tg , showing the transition from a gapped
to a gapless superconducting phase, emerges.
properties soon.
V. CONCLUSIONS
We have studied the interplay of superconductivity and
magnetism in a two dimensional model involving an attrac-
tive Hubbard interaction and a Kondo like coupling to local
moments. The ground state phase diagram is mapped out
in terms of the attractive interaction, magnetic coupling, and
electron filling. Over a range of magnetic coupling we observe
a ‘gapless’ superconducting state existing generally with non-
collinear magnetic order. For Neel order, superconductivity
can coexist with magnetism but we do not observe a gapless
phase for the bandstructure we have chosen. We identify the
origin of the gapless behavior in the participation of magnetic
Bloch states in the pairing process. The combination of pair-
ing and magnetic ‘scattering’ leads to an effective ‘8 band’
dispersion, with some bands crossing the Fermi level at suf-
ficiently large magnetic coupling. An approximate Green’s
function analysis provides insight on these new bands.
The Monte Carlo technique used here in a limited way also
captures the thermal physics of the problem on fairly large
lattices. We have used it to map out the thermal phase dia-
gram, determining the Tc and TAF scales, presented here, and
also the evolution of the spectral features across the ordering
transitions. Results on this will be presented separately. The
approach here generalizes naturally to the problem of d-wave
superconductivity coexisting with magnetic order, as in some
heavy fermions and ferropnictides. We are exploring these.
We acknowledge use of the High Performance Computing
facility at HRI and thank Nyayabanta Swain and Sauri Bhat-
tacharyya for comments.
VI. APPENDIX: APPROXIMATE DISPERSION IN THE
GAPLESS PHASE
At small ∆0/J , in the gapless phase, we can write explicit
dispersions for the six bands that emerge from the Green’s
function scheme. This involves solving for the three poles of
the Green’s function, for each spin projection, at ∆0 = 0, and
then calculating the small ∆0 corrections. In this spirit, the
three poles of the up spin Green’s function at ∆0 = 0 are:
E01(k) = E
+(k) (3)
E02(k) = E
−(k)
E03(k) = −(k)
where,
E±(k) =
(k + k+Q)±
√
(k − k+Q)2 + 4J2S2
2
(4)
The pole at E03(k) = −(k) has residue zero (since it is ar-
tificial and cancels with a zero of the Green’s function). At
∆0 6= 0, however, all the poles have non zero residues, and
the shifted poles are defined by Eα(k) = E0α(k) + ηα(k),
where:
η1(k) =
∆20(E
+(k)− (k+Q))
[(E+(k)− E−(k))(E+(k) + (k))−∆20]
η2(k) =
∆20(E
−(k)− (k+Q))
[(E−(k)− E+(k))(E−(k) + (k))−∆20]
η3(k) =
−∆20((k) + (k+Q))
[((k) + E−(k))((k) + E+(k))−∆20]
(5)
The above corrections correspond to the poles of
G↑↑(k, iωn). Similarly, corrections corresponding to the
poles of G↓↓(k, iωn) can also be determined. Together with
Eqn.(5) they give corrections to the six poles for the total
G(k, iωn).
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