We study the multifractal eects of nonlinear transformations of monofractal, stationary time series and apply the found results to measure the true unbiased multifractality generated only by multiscaling properties of initial (primary) data before transformations. A dierence is stressed between naive observed multifractal eects calculated directly within detrended multifractal analysis as the spread ∆h of the generalized Hurst exponents h(q) and the more reliable unbiased multifractality received after subtraction of residual bias eects generated by nonlinear transformations of initial data and coupled with nite size eects in time series. This property is investigated for volatile series of the real main world nancial indices. A dierence between multifractal properties of intraday and interday quotes is also pointed out in this context for the Warsaw Stock Exchange WIG index.
Introduction
Many records of real data from complex systems show the long term persistence. This phenomenon has been studied by many authors in variety of contexts in many diversied areas of science including economics, econophysics and nance. The long-term memory in stationary data of length L is evident as the scaling power law of the two point autocorrelation function C s = ∆x i ∆x i+s of time series increments ∆x i = x i+1 − x i (i = 1, . . . , L) with the time lag s [1, 2] :
C s (2 − γ)(1 − γ)s −γ .
(
The autocorrelation scaling exponent γ (0 ≤ γ ≤ 1)
stands for the level of memory in signal and its two edge values correspond respectively to fully correlated (γ = 0) or completely uncorrelated (γ = 1) data.
In the simplest case the scaling law in Eq. (1) has the same unique form for all time scales. One usually refers to such a case as to monofractal data series. The properties of long-term memory in monofractal complex systems are fully described by the main Hurst exponent H (1/2 ≤ H ≤ 1) [3, 4] related to γ according to [5] :
However, in many real systems the unique scaling exponent is not sucient to describe the complex nature of memory in data series. It is a case when uctuations of dierent magnitudes follow dierent scaling laws. Then * corresponding author; e-mail: dgrech@ift.uni.wroc.pl the correlations between values of the signal also depend on the time scale in which these data are observed. Such systems are called multifractal [6] .
Multifractal properties of time series are nowadays studied with particular emphasis because the multiscaling phenomena have been observed in nature in many diversied areas (see below). The accurate estimation of variety of scaling exponents appearing in similar cases is also fundamental to develop suitable simulation or forecasting methods [6] .
Among techniques established to quantify multifractal scaling in stationary series one should mention at least two: the wavelet transform modulus maxima (WTMM) method [7] and the multifractal detrended uctuation analysis (MF-DFA) [8] . The latter one is the q-weighted extension of the known DFA method [9, 10] successfully used to evaluation of the Hurst exponent H in monofractal series.
MF-DFA seems to have some advantages over WTMM.
The latter method was proven to lead to biased outcomes indicating so-called spurious multifractality [11] .
An application of MF-DFA may cover many dierent problems in science, just to mention examples in seismology [12, 13] , cosmology [14] , biology [15, 16] , meteorology [17] , medicine [18] , epidemiology [19] , music [20, 21] , geophysics [22] and mostly nances [2331] .
The ordinary uctuation function F 2 (τ ) † is replaced in this method by its q-th moment F 2 (τ, q) (q ∈ R) de- † Calculated as a variance of detrended signal in a given time window of size τ [9, 10] .
(529)
for q = 0, and
for q = 0, wherê
Here L is the total length of signal, N = [L/τ ] stands for the number of non-overlapping boxes, each of size τ for which detrending procedure is performed and P k is the polynomial trend tted to initial data in k-th time window and then subtracted from these data. The q-th order uctuation function F (τ, q) in Eqs. (3), (4) is the average value calculated for all possible segments (time windows) of xed length τ . It satises a power-law scal-
and thus extends the property known from the ordinary DFA [9] .
One obtains in this manner the whole continuous set of the Hurst exponents h(q) called also the multifractal prole of the system. For q < 0 small uctuations in a signal are relatively amplied with respect to large uctuations while for q > 0 is the opposite. This way the scaling properties for uctuations of various magnitudes are revealed. A commonly accepted measure of multifractality is the spread ∆h = h − − h + , with h ± = h (±∞).
This spread describes a dierence between scaling exponents in Eq. (6) for the smallest and largest uctuations in series. The h(q) multifractal prole is expected to be a decreasing monotonic function of q for stationary signals [8] . Basically it reects the fact that smaller uctuations are more frequent than larger ones in a stationary signal. Hence ∆h is noticeably positive for multifractals, once for monofractal signals one obtains ∆h 0.
Since DFA is proven to perform well even for nonstationary series [32] 
Multifractal bias eects in articial stationary series of data and their nonlinear transformations
We start with an academic example of monofractal and multifractal articially created time series in order to pay attention at some properties of their observed multifractal structure. These properties will be discussed and compared in the following sections with the similar eects found in real data mined from nancial market. The observed structure is usually the superposition of various eects inuencing or generating multifractal property of a given complex system. An important part of this multifractal picture is the bias (called sometimes also multifractal noise) generated by nite length of data amplied by the long-term memory in a system and nonlinear transformations done on these data. The latter transformations change the main Hurst exponent value and the generalized Hurst exponents h(q), generating multifractality in transformed data even if they were initially monofractal. In the simplest case this modication can be accessed analytically [41] . However, a quantitative description in a general case of nonstationary data or for more complicated volatile transformations makes a big challenge.
We will consider the following nonlinear volatile transformations of initial primary data series ∆x i :
where r k s = (1/s) k i=k−s+1 r i is the moving average of r i of length s. We assumed within this paper s = 21.
They are often used in literature to eliminate the sign in data and dene various types of less or more complicated volatility series discussed in econophysics and in economics. Let us note that transformations (1) and (2) are used interchangeably as the simplest model of volatility [41] , (3) 
Let us note that for a = 0.75 (H = 0.84) is drawn in Fig. 2 . We have also indicated here the red ribbon-like area for any h(q)
prole. This area will play a central interest in further analysis because it corresponds to the multifractal bias present in all cases and dened as follows. Let us take an ensemble of monofractal series with the same H exponent as the input main H value for the given multifractal series of the same length. Then nonlinear transforma- tions on this monofractal series can be performed and the set of multifractal proles for them can be found at a given (here 95%) condence level. This is claried in Figs. 2, 3 . The red ribbon-like area in these gures covers exactly such multifractal proles. In other words any prole outside this area has 95% probability to indicate multifractality in primary data which results not due to the FSE nor due to applied transformations. We will call this multifractality unbiased one, while any eventual h(q)
prole within the ribbon area will result from a multifractal bias (at given condence level). Obviously, according to such a denition, multifractal eects generated for the monofractal signals after applying nonlinear transformations will also be called a multifractal bias. We would like to distinguish it from multifractal eects arising from the amplication of a multifractality existing in primary series itself before the nonlinear transformation is applied.
Therefore we have the following relations in terms of the edge h ± values (see also Fig. 3 for an illustration): To see the qualitative role of biased and unbiased multifractal eects in the discussed volatility transformations we show in Table I the corresponding values of ∆h obs and ∆h unb for dierent transformations for the simple Fig. 4 ), the unbiased multifractality obviously disappears. Let us note however that multifractal bias still exists in the latter case due to FSE and applied nonlinear transformations.
Multifractal bias in real primary and volatile nancial series of data
Let us switch now to examples of real time series in nance. They often contain nonstationary data and extreme events like crashes which makes them more interesting from practical point of view. Simultaneously, it is also more dicult to describe. Figure 5 shows the multi- Fig. 6 . An accuracy of t to Eq. (6) is conrmed by the set of scaling range plots in Fig. 7 showing results for the latter case of Nikkei225 index. The scaling ranges for S&P500 index were the same and scaling quality similar (not shown).
The detrending in MF-DFA was done in all cases with the second degree polynomial trends P k (i) (k = 2). account the behavior of the multifractal prole h(q) as a whole for all q-th order moments. A natural extension of the ∆h spread in this novelization is to cumulate contributions to this spread from all q moments. We dene the cumulative unbiased multifractal spread ∆ h as
where Q = q max is the maximal considered moment in MF-DFA (in this article Q = 15 was assumed).
In other words the cumulative unbiased spread is the cumulated and normalized distance between the unbiased observed multifractal prole h obs (q) and the multifractal bias h b (q). Obviously ∆ h ≥ 0 and even if ∆h unb = 0 one may get ∆ h > 0 for a particular case.
The results of the new measure obtained for all the cases in Fig. 5 and Fig. 6 were added as the third bar (blue) in Fig. 8 and Fig. 9 . It should be stressed that in many cases when ∆h unb measurement is equal to zero and therefore is not indicative for multifractality present in the system, the newly proposed measuring technique 
Concluding remarks
The concept of multifractal bias eects was introduced in this paper. This bias comes from the nite length of investigated data amplied by the long-term memory present in time series and from eventual nonlinear transformations applied to initial (primary) series of data. We have shown that such transformations seriously modify an initial FSE multifractal bias. Generally, the more complex nonlinear volatility transformation is carried out, the greater the level of multifractal bias is registered in the nal outcome. This result was conrmed for data mined from three dierent markets, each from different part of the world. A proper identication of such biased eects is crucial in an unambiguous determination of the multifractality level in the investigated data.
It was shown that even for clearly multifractal series (binomial cascade algorithm) the monofractal bias can take up to ≈ 35% (see Fig. 3 , transformation (5)) of the whole multifractal spread.
For real series coming from very complex example of stock market indices, one nds that even for time series before transformation the multifractal structure of data is strongly biased. The investigation of low-and high--frequency quotations show that multifractal bias plays an important part for both of them (see Table II We observed also that more complex transformations of initial data, like µ i and v i carry more multifractal bias which may make them less reliable for practical purposes when a search for multifractal properties of primary data is undertaken. One must also keep in mind that red bars in Figs. 8 and 9 show the biased multifractal spread and are unreliable because they carry the summarized eect of applied nonlinear transformations together with FSE amplied by the presence of long-term memory.
