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Preface
Residuation is a basic concept in mathematics [11]. It is strongly connected with Galois maps
[47] and closure operators. Residuated semigroups have been introduced in the 30s of the last
century by Ward and Dilworth [113] to investigate ideal theory of commutative rings with unit.
The topic did not become a leading trend on its own right back then. In Hungary this concept
goes back to Fuchs’ book [43] (see as well [106, 107] and [9]).
Nowadays the investigation of residuated lattices (that is, residuated monoids on lattices) has
become quite popular, and has been staying in the focus of strong international attention. Several
international conferences have been being devoted to this very topic, and several groups have been
working on it from Japan via Europe to the United States. An extensive monograph discussing
residuated lattices went to print in 2007 [46]. This increasing and significant interest was initiated
by the discovery of the strong connection between residuated lattices and substructural logics
[101, 100].
Substructural logics encompass among many others, classical logic, intuitionistic logic, rel-
evance logics, many-valued logics, t-norm-based logics, linear logic and their non-commutative
versions. These logics had different motivations, different methodology, and have mainly been
investigated by isolated groups of researchers. The theory of substructural logics has put all
these logics, along with many others, under the same motivational and methodological umbrella.
Residuated lattices themselves have been the key component in this remarkable unification. Ex-
amples of residuated lattices include Boolean algebras, Heyting algebras [77], MV-algebras [21],
basic logic algebras, [53] and lattice-ordered groups; a variety of other algebraic structures can be
rendered as residuated lattices. Applications of substructural logics and residuated lattices span
across proof theory, algebra, and computer science.
This dissertation deals with residuated semigroups. The related algebraic results often find appli-
cations in some related substructural logic. The dissertation consists of three main topics, namely,
geometry, embedding, and structure.
Geometry
The main result of Chapter 1 is to characterize associativity of commutative, residuated operations
by geometric notions, more precisely, with families of symmetries. Associativity of commutative
operations is clearly equivalent to certain symmetries of the four-dimensional graph of the op-
eration. Under a certain condition the trace of this four-dimensional symmetry becomes visible
for the human eye as being families of certain three- and two-dimensional symmetries (called
rotation-invariance in Section 1.3 and pseudo-inverses in Section 1.4, respectively). Even if this
7
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condition fails to hold for the operation itself, it does hold for a particular quantic quotient of
the operation. Moreover, transition from the operation to the quantic quotient can be understood
in a geometric manner too. Thus, associativity of commutative residuated operations is visible
for the human eye even if the condition in question does not hold. In addition, the main result
of Section 1.5 is the discovery of another geometric property of residuated semigroups, called
reflection-invariance. It is shown that under certain conditions, a subset of the graph of a commu-
tative residuated chain (that is, a commutative, totally-ordered, residuated semigroup) is invariant
under a geometric reflection. This result implies that a certain part of the graph of the semigroup
operation determines another part of its graph via reflection on one hand, and tells us about the
structure of continuity points of the monoidal operation (viewed as a two-place function) on the
other.
This geometric understanding of associativity provides a kind of intuition such that certain
algebraic relationships, such as the structure of involutive elements of an operation, or the equiv-
alence between being naturally ordered and obeying a variant of the cancellation law, become
understandable in a geometric way. In addition, this geometric intuition motivated an equivalent
Hilbert-style axiom system for the logic IMTL in Section 1.7, and as well the introduction of the
rotation and rotation-annihilation constructions in Chapter 7. By this geometric intuition one can,
for example, give a purely geometric proof for the following statement: a semigroup operation
on a partially ordered set with bottom is always a partially-ordered, residuated, integral monoid
provided that the least element of the underlying universe in involutive. Last but not least, this ge-
ometric way of understanding algebraic notions has triggered the idea of solving an open problem
on certain associative functions, posed by three leading experts of functional equations. It is quite
remarkable that by applying this geometric approach, the usual method of reducing a problem in
logic to an algebraic problem by tools of algebraic logic can sometimes be extended by a further
reduction: an algebra to geometry reduction. In many cases the heuristic geometric proof of the
related geometric problem can step by step be translated into an algebraic proof.
In Chapter 2 we present an applications of reflection-invariance and rotation-invariance for a
long-studied problem in functional equations, namely, we apply it in the subdomain of unique-
ness problem of associative functions [8, 79, 105, 16, 30, 109]. A subset of the domain of a
function is called a subdomain of uniqueness if no two different functions from a given class of
functions can be identical on that subset. T-norms are commutative, integral monoids on [0, 1];
their left-continuity corresponds to being residuated. The questions of determining uniquely ei-
ther a continuous Archimedean t-norm or a left-continuous t-norm on some vertical segments, on
some horizontal segments, or on a narrow part of its domain are investigated. Remarkably, the
continuous case (without assuming any further regularity conditions, such as, e. g., continuous
differentiability) is the widest framework that can be addressed by tools of functional equations.
Continuity in algebraic terms is equivalent to being naturally ordered, which is a much smaller
class than the residuated one. The fact that the residuated class can successfully be addressed by
our geometric method (both in Chapter 2 and 3) shows its strength.
A conjecture of three leading experts of functional equations concerning the convex combi-
nation of associative functions [6] is answered affirmatively in Chapter 3. It is shown that the
nontrivial weighted arithmetic mean of two associative functions (from a certain class) is never
associative provided one extra condition which can not be omitted. It is interesting to note that
               dc_225_11
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motivated by geometric insight the conjecture, which is originated in functional equations, has
been reduced by using algebraic methods to a problem in real analysis about one-place functions,
which has been solved by using integrals.
Embedding
In Chapter 4 we prove a conjecture of Esteva and Godo, namely, that the logic MTL is the logic of
left-continuous t-norms. We prove it by showing that any countable linearly-ordered commutative
residuated lattice can be embedded into a standard algebra, that is, where the monoidal operation
is a left-continuous t-norm. This result is fundamental is three respects: First, it proves that MTL
is the most general t-norm-based logic, as opposed to the name ‘Basic Logic’ coined by Ha´jek
for his logic BL [53], which is the logic of continuous t-norms [19]. Second, this result paves
the way for the discovery of the strong connection between t-norm-based logics and substructural
logics [46, 88]. Third, the original embedding method of the proof has become important on its
own right: Standard completeness of several other logics have been proved by slight modifica-
tions of this embedding [25, 26, 37, 89]. Moreover, it has been shown that the existence of the
Jenei-Montagna embedding is not only sufficient but as well necessary for the strong standard
completeness of t-norm-based propositional logics [27]. In the second part of the section we
show that this embedding method works for the non-commutative version of MTL too.
Among the numerous construction methods introduced by Jenei, which result in left-conti-
nuous t-norms one is presented in Chapter 5. We shall construct via embedding a left-continuous
t-norm from any countable, residuated, totally and densely ordered commutative integral monoid.
Moreover, we can construct a left-continuous t-norm from any countable, totally ordered, com-
mutative integral monoid, which is not necessarily densely ordered and residuated. A special
case, the embedding of such monoids over lexicographic product spaces is investigated in detail,
and several examples are demonstrated.
Left-continuous t-norms are much more complicated than continuous ones, and obtaining
a classification in the style of Mostert and Shields [90] seems to be a very hard task, if not
impossible. In Chapter 6 we investigate some aspects of left-continuous t-norms, with emphasis
on their continuity points. We prove that the set of continuity points of a left-continuous t-norm
is a dense set and that the set of discontinuity points of a left-continuous t-norm is a zero measure
first-category set. In particular, we are interested in left-continuous t-norms which are isomorphic
to t-norms which are continuous in the rationals. We characterize such a class, and prove that it
contains the class of all weakly cancellative left-continuous t-norms.
Structure
Jenei has generalized some of his construction methods from the [0, 1] interval to the partially-
ordered setting. The notion of involutive commutative residuated lattices will be generalized in
Chapter 7 by introducing rotation-invariant semigroups. In addition, motivated by the geomet-
rical characterization in Chapter 1, his rotation and rotation-annihilation constructions will be
introduced and investigated, each of which can either be connected of disconnected. These con-
structions construct involutive residuated semigroups from residuated semigroups. The discon-
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nected and connected rotation constructions have turned out to be fundamental in the structural
description of perfect and bipartite IMTL-algebras [97], free nilpotent minimum algebras [13],
free Glivenko MTL-algebras [24], and Nelson algebras [14], as well as in establishing a spectral
duality for finitely generated nilpotent minimum algebras [15].
Motivated by reflection-invariance (in Chapter 1) we argue in Chapter 8 that the structural
description of certain residuated operations inevitably requires the usage of the co-residuated
setting. That is, residuation and co-residuation are not simply dual notions, such that it is suffi-
cient to investigate only one of them, but rather notions complementing each another: They have
to be considered simultaneously in certain settings, for instance, if the investigated operation is
a commutative, densely-ordered, complete, residuated chain. A construction, called skew sym-
metrization, which generalizes the well-known cone-representation of ordered abelian groups will
be introduced. Skew symmetrization uses both residuated and co-residuated operations simulta-
neously. It is shown that every commutative residuated monoid on a densely-ordered, complete
chain with an involution defined by the residual complement with respect to the neutral element,
and with the neutral element being the fixed point of the involution, can be characterized as
the skew symmetrization of its underlying t-norm or its underlying t-conorm (t-conorms are the
de Morgan duals of t-norms). This implies that the cones of the algebra (positive and negative
ones) mutually determine one another.
By analogy with the cone representation of ordered Abelian groups, a construction – called
symmetrization – is defined and it is related to the rotation construction in Chapter 9. Sym-
metrization turns out to be a kind of dualized rotation, and accordingly, rotation turns out to be a
kind of semi-symmetrization. Then a classification of those left-continuous t-norms is given for
which their symmetrization is a commutative, residuated monoid.
Finally, yet another construction, called twin-rotation, will be introduced in Chapter 10. Twin-
rotation generalizes symmetrization, and hence as well generalizes the well-known cone repre-
sentation of ordered Abelian groups. It requires two operations on two cones and extends them to
the union of the two cones. It will be shown that every conic commutative, involutive, residuated
monoid can be represented as the twin-rotation of its cones. To have a closer look, we consider
commutative, involutive, residuated monoids which are finite and linearly ordered. We are inter-
ested in which pairs of a positive and a negative cone result in commutative, involutive, residuated
monoids via twin-rotation. On finite chains a critical notion is the “rank” which measures how the
neutral element differs from the constant which is involved in the definition of the involution. We
establish a one-to-one correspondence between positive and negative rank algebras, a connection
which is somewhat similar to the well-known de Morgan duals. Finally, we give a classification
of such algebras for the smallest and the largest possible non-positive ranks.
Each chapter is either self-contained or contains proper references to notions which are necessary
to understand the content. Trying to keep some of the the chapters self-contained has sometimes
resulted in a slight redundancy, mainly in the introductory parts. On the other hand, we hope it
makes comprehension of the results easier.
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Chapter 1
On the geometry of associativity
1.1 Introductory remarks
Abel considered associative functions in [1], which is arguably the first paper about semigroups
[83]. He considers a real function f such that the function F (x, y, z) := f(z, f(x, y)) is invariant
under any permutation of the variables x, y, z. Abel calls such a function F (which is invariant
under any permutation of variables) a symmetric function. This denotation implicitly refers to a
connection between associativity and a kind of symmetry.
When considering binary operations on intervals of the real line, it is clear that their com-
mutativity is readily seen from their graph. Associativity cannot be seen so easily. Figure 1.1
illustrates three commutative, associative binary operations on [0, 1]; the minimum, the product,
and the so-called Łukasiewicz t-norm1, respectively. One can immediately see from the graphs
1
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1
Figure 1.1: Minimum (left), product (center) and Łukasiewicz t-norms (right)
the commutativity of these operations but not their associativity.
1The latter is given by max(0, x+ y − 1); of course, we could use instead of this the simpler truncated addition
x ⊕ y = min(1, x + y) but we prefer giving only conjunctive operations as illustrations, whereas the truncated
addition is disjunctive. Other names for this operation are Calabbi mobbi’ ([56], p. 340) or ‘nilthread’.
13
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14 CHAPTER 1. ON THE GEOMETRY OF ASSOCIATIVITY
1.1.1 Geometry of associativity in 4 dimensions
Following Abel we argue that associativity (together with commutativity) may be understood as
a kind of symmetry in four-dimensional space. Indeed, consider the graph of a commutative, as-
sociative binary operation ∗◦ on X which is a subset of X3 defined by {(x, y, z) ∈ X3 | z = x∗◦y}.
Commutativity of the operation is readily seen from the graph since it is equivalent to the invari-
ance of the graph with respect to a reflection at the plane {(x, y, z) | x = y}. Unfortunately, no
method is known for seeing the associativity of ∗◦ in a similar manner. However, consider now
{(x, y, z, v) ∈ X4 | v = (x∗◦y)∗◦z} and call it the four-dimensional graph of ∗◦. Associativity
together with commutativity is clearly equivalent to the arguments of (x∗◦y)∗◦z being freely inter-
changeable. This is equivalent to the four-dimensional graph being invariant with respect to three
reflections at the hyperplanes, given by {(x, y, z, v) ∈ X4 | x = y}, {(x, y, z, v) ∈ X4 | y = z},
and {(x, y, z, v) ∈ X4 | z = x}, respectively.
Our aim in this chapter is to develop a method for deciding associativity from the three-
dimensional graph of an operation. Thus, a geometric characterization of associativity is pre-
sented here. This provides a deeper understanding of associativity, which turns out to be fruitful
in conjecturing and proving algebraic results in the field of residuated lattices, and in establishing
results in corresponding non-classical logics. Moreover, this geometric description has provided
the intuition for a contribution to solving a long-standing open problem in the field of associative
functions [65].
Throughout the section we illustrate our geometric characterization by computer generated
pictures of surfaces in the unit cube or sections thereof. That is, we shall visualize our results by
using linearly ordered semigroups [55] on the real interval [0, 1].
Even though the visualization is possible only on compact intervals of R, all the results of
the geometric characterization are true on partially-ordered sets too. The aim of the section is not
only to introduce a kind of visualization aspect but, in addition, to understand algebraic relation-
ships in a geometric manner. Visualization serves as a tool. It is interesting to notice that when
conjecturing algebraic results based on geometric motivations, one can first heuristically prove
them using geometry; then the steps of the geometric hint can step by step be translated into an
algebraic proof.
1.2 Preliminaries
In the present section we shall consider residuated operations only. On intervals of R binary
operations can be viewed as real functions of two variables, thus making it possible to talk about
analytic properties in addition to algebraic ones. Several algebraic properties have analytic ana-
logues in this setting. For example, being residuated corresponds to the left-continuity of such a
two-place function.
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1.2.1 Residuated groupoids
Let M be a nonempty set. An algebra (M, ∗◦) is called a groupoid if ∗◦ is a binary operation on
M . Thus we use the term ‘groupoid’ as is usual in universal algebra, which is different from what
the same term means in category theory. A groupoid is called commutative if ∗◦ is commutative.
Let (M,≤) be a poset. A mapping M →M is called an involution if it is order-reversing and its
composition with itself is the identity map of M .
A groupoid on a poset (M, ∗◦,≤) is called partially-ordered (po-groupoid) if x ∗◦ y ≤ x ∗◦ z
and y ∗◦ x ≤ z ∗◦ x whenever y ≤ z, (x, y, z ∈ M). When the underlying universe is a lattice,
(M, ∗◦,≤) is called lattice-ordered (l-groupoid) if ∗◦ is distributive over the join operation of the
lattice. (M, ∗◦,≤) is called residuated ([9, 11, 43]), if there exist two binary operations →∗◦ and
 ∗◦ on it (called the left- and the right-residuum, or right- and left-adjoint, respectively) such that
the following equivalences (called left- and right-residuation or left- and right-adjoint property,
respectively) hold:
x ∗◦ y ≤ z if and only if x ≤ y→∗◦ z (x, y, z ∈M)
y ∗◦ x ≤ z if and only if x ≤ y  ∗◦ z (x, y, z ∈M)
Equivalently, y→∗◦ z (resp. y  ∗◦ z) is the largest x ∈ M for which x ∗◦ y ≤ z (resp. y ∗◦ x ≤ z)
holds. When the groupoid is commutative, the two residua coincide, and will be denoted by
→∗◦. It is not difficult to see that residuated groupoids are partially-ordered; moreover, residuated
groupoids are lattice-ordered if their underlying universe is a lattice [43, 57]. A po-groupoid will
be called conjunctive if x∗◦ y ≤ x and x∗◦ y ≤ y (x, y ∈M). A po-monoid is called integral if the
unit element is the top element of the underlying poset. We say that L = 〈L,≤, ∗◦,→∗◦, ∗◦, 1〉 is
a residuated lattice if 〈L,≤, 1〉 is a lattice with top element 1, 〈L, ∗◦, 1〉 is a monoid, and (L, ∗◦,≤)
is residuated with residua →∗◦ and  ∗◦. A residuated lattice is commutative if so its monoidal
operation. In this case we say that ∗◦ and→∗◦ form a residuated pair.
1.2.2 Quantic quotients
Motivated by frame theory [77], which is of basic importance in the field of intuitionistic logic
[45], the following terminology was introduced in quantal theory by Rosenthal [103]. Although
all statements and terminology which are being recalled are about (not necessarily commutative)
quantals there, they will be restated for the setting of commutative residuated groupoids and
semigroups here (that is, we do not assume completeness of the underlying universe, but we
do assume commutativity). The respective proofs from [103] could be repeated in this setting
without any change.
Let (M,≤) be a poset andM = (M, ∗◦,→∗◦) be a commutative residuated groupoid. A map-
ping f : M → M is called a closure operator if it is an order-preserving, increasing, idempotent
map. A closure operator f is called a quantic nucleus if it satisfies f(x) ∗◦ f(y) ≤ f(x ∗◦ y) for all
x, y ∈M . Let f(M) = {f(x) | x ∈M}.
Assume f is a quantic nucleus. Define a binary operation ? on f(M) by x ? y = f(x∗◦y).
ThenMf = (f(M), ?,→?) is a commutative residuated groupoid with x →? y = f(x→∗◦ y),
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and is called the quantic quotient ofM with respect to f . Moreover, if ∗◦ is associative then so is
?.
A particular instance of quantic nuclei, which is of basic importance in this chapter, is the
following. For an arbitrary c ∈M define the maps ¬c : M →M and c : M →M by
¬cx = x→∗◦ c
xc = ¬c(¬cx)
and call them the c-negation (other names are c-complementation or c-level function) and the c-
closure operator, respectively. The graph of the c-level function is meant to be {(x,¬cx) | x ∈
[0, 1]}. An element which coincides with its c-closure is called c-closed. The operation c is a
quantic nucleus (Proposition 3.3.4 in [103]).
The relation ∼c on M given by
x ∼c y if and only if xc = yc
is an equivalence relation and the equivalence class of x ∈ M will be denoted by [x]c. The pair
(¬c,¬c) forms a Galois connection [47] between (M,≤) and (M,≤) and thus we have
¬c(¬c(¬cx)) = ¬cx. (1.1)
It follows from (1.1) that the set of c-closed elements coincides with the range of the mapping ¬c.
Note that the quantic quotient with respect to c is isomorphic to (and thus may be identified by)
Mc = (Mc, ?,→?), where
Mc = {[x]c | x ∈M}
x ? y = [xc ∗◦ yc]c
x→? y = [xc→∗◦ yc]c
We shall callMc the c-quotient ofM.
If (M, ∗◦,→∗◦) is a commutative, residuated semigroup, then for any c, x, y ∈ M the following
statements hold: x ≤ ¬cy ⇐⇒ xc ≤ ¬cy, and we have x ∗◦ y ∼c xc ∗◦ yc.
Proposition 1.1 In any c-quotientMc of any commutative residuated groupoidM, we have
that [c]c is the bottom element of Mc, and the operation
′ : Mc → Mc defined by [x]c
′
= [¬cx]c
for all x ∈M is an order-reversing involution of Mc.
Proof. Straightforward verification.
Definition 1.1 Let (M, ∗◦,≤) be a commutative residuated groupoid. An element c ∈ M is
called involutive if the mapping (of type M≥c → M ) defined by x 7→ ¬cx is an involution on
M≥c = {x ∈ M | x ≥ c}. In other words, c ∈ M is called involutive if all the elements which
are greater than or equal to c are c-closed.
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1.3 Geometry of associativity in 3 dimensions
As we stated in Section 1.1.1 associativity of commutative operations can easily be seen in 4
dimensions. Our aim in the present section is not learning how things could be seen in 4-
dimensional space but, more modestly, developing a method to visualize associativity of a com-
mutative operation in 3 dimensions. In order to reach this goal, the intuitive idea of this section
is to rewrite the original formulation of associativity (xy)z = x(yz) (∀x, y, z) in the following
form first
(xy)z ≤ c ⇔ x(yz) ≤ c (∀x, y, z, c),
and then to rewrite it as follows (compare with (1.2))
xy ≤ c
z
⇔ yz ≤ c
x
(∀x, y, z, c).
Therefore, the crucial definition will be the coming one:
Definition 1.2 (Algebraic Rotation Invariance Property)
Let (M,≤) be a poset and (M, ∗◦,→∗◦) be a commutative residuated groupoid. Let c ∈ M . We
say that ∗◦ is rotation-invariant with respect to ¬c if for all x, y, z ∈M we have
x ∗◦ y ≤ ¬cz =⇒ z ∗◦ x ≤ ¬cy.
Observe that by applying it three times, rotation-invariance of ∗◦ with respect to ¬c can be defined
equivalently so that for all x, y, z ∈M we have
x ∗◦ y ≤ ¬cz ⇐⇒ z ∗◦ x ≤ ¬cy ⇐⇒ y ∗◦ z ≤ ¬cx. (1.2)
Proposition 1.2 Let (M, ∗◦) be a commutative residuated groupoid. For any c ∈ M , the
following statements are equivalent:
x ∗◦ y ≤ ¬cz ⇐⇒ y ∗◦ z ≤ ¬cx(⇐⇒ z ∗◦ x ≤ ¬cy) holds
1. for all x, y, z,
2. for all c-closed elements x, y, z.
If, in addition, ∗◦ is conjunctive then another equivalent formulation is:
3. for all x, y, z ≥ c.
Proof. 1 =⇒ 3 and 3 =⇒ 2 are straightforward since c-closed elements are in [c, 1] if ∗◦ is
conjunctive. To conclude the statement we shall prove 2⇐⇒ 1. That is, we assume (xc∗◦yc ≤ ¬cz
⇐⇒ yc ∗◦ zc ≤ ¬cx) for all x, y, z, and we shall prove (x ∗◦ y ≤ ¬cz ⇐⇒ y ∗◦ z ≤ ¬cx) for all
x, y, z. By using the remark before Proposition 1.1, we have x ∗◦ y ≤ ¬cz⇐⇒ x ∗◦ yc ≤ ¬cz⇐⇒
xc ∗◦ ycc ≤ ¬cz ⇐⇒ xc ∗◦ yc ≤ ¬cz, and similarly (y ∗◦ z ≤ ¬cx⇐⇒ yc ∗◦ zc ≤ ¬cx). This ends
the proof.
The following lemma plays a crucial role.
               dc_225_11
18 CHAPTER 1. ON THE GEOMETRY OF ASSOCIATIVITY
Lemma 1.3 (Rotation Invariance Lemma) Let (M,≤) be a poset and (M, ∗◦,→∗◦) be a
commutative residuated groupoid. The following two assertions are equivalent:
1. ∗◦ is associative.
2. For all c ∈M ∗◦ is rotation-invariant with respect to ¬c.
Proof. Since in a poset the set of elements that are≥ than a given element determines uniquely
the element itself, associativity of ∗◦ is equivalent to the following:
(x ∗◦ y) ∗◦ z ≤ c⇐⇒ x ∗◦ (y ∗◦ z) ≤ c ∀c, x, y, z ∈M. (1.3)
We have (x ∗◦ y)∗◦z ≤ c⇐⇒ x∗◦y ≤ ¬cz⇐⇒ y ∗◦z ≤ ¬cx⇐⇒ x∗◦ (y ∗◦ z) ≤ c⇐⇒ (x ∗◦ y)∗◦z ≤
c by the adjointness property, the rotation-invariance of ∗◦ with respect to ¬c, the adjointness
property together with commutativity, and the associativity of ∗◦, respectively. Therefore, property
(1.3), and thus associativity of ∗◦ is equivalent to the rotation-invariance of ∗◦ with respect to ¬c for
all c ∈M . This ends the proof.
In the proof above the argument is somewhat similar to proving four equalities, say, a = b =
c = d = a. Here if we do not assume e.g. b = c, then we can still infer it since we still have
b = a = d = c. That is, if we do not assume 1., but we assume 2., then we can infer 1., and vice
versa.
1.3.1 The “straight line” case
In a commutative, residuated po-groupoid, the one-place function ¬c is an order-reversing map in
general. However, in particular cases, its restriction to [c, 1] can be an order-reversing involution
of [c, 1]. Keeping in mind that x 7→ 1 − x is the standard order-reversing involution of [0, 1],
the denotation of the (algebraic) rotation-invariance property and the particular importance of the
Rotation Invariance Lemma are explained by the following:
Lemma 1.4 (Geometric Interpretation I.) Let (M,≤) be a poset, and let ¬ be an involution
of M . Define
σ : M3 →M3 given by
(x, y, z) 7→ (¬z, x,¬y). (1.4)
Then
1. σ is a one-to-one mapping and its order is 3, that is σ ◦ σ ◦ σ = idM3 .
2. The binary operation ∗◦ on M is “rotation-invariant with respect to ¬”, that is, x ∗◦ y ≤
¬z =⇒ z ∗◦ x ≤ ¬y (∀x, y, z ∈M), if and only if the part of the space M3 which is above
the graph of ∗◦ remains invariant under σ.
3. Denote ρ the positive rotation of the unit cube [0, 1]3 by 2pi
3
which leaves points (0, 0, 1) and
(1, 1, 0) fixed. If in addition, M = [0, 1] with the usual ordering relation, and ¬x = 1− x
then
σ = ρ.
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That is, if ∗◦ admits an (algebraic) rotation invariance with respect to ¬, and the graph of
x 7→ ¬x is a “straight line”, then the space above the graph of ∗◦ is invariant with respect
to ρ, which is a geometric rotation of [0, 1]3. See Examples 1.6 and 1.8 later.
Proof. (σ ◦σ ◦σ)(x, y, z) = (σ ◦σ)(¬z, x,¬y) = σ(y,¬z,¬x) = (x, y, z) by using the invo-
lutive nature of ¬. The space above the graph of ∗◦ is given by U = {(x, y, z) ∈M3 | x ∗◦ y ≤ z}
which is equal to {(x, y, z) ∈M3 | x ∗◦ y ≤ ¬(¬z)}. σ((x, y, z)) ∈ U means ¬z ∗◦ x ≤ ¬y. Let
u = ¬z. Now, if U is invariant under σ then it is clear that x ∗◦ y ≤ ¬u =⇒ u ∗◦ x ≤ ¬y holds
for all x, y, u ∈ [0, 1] since ¬ is onto. On the other hand, if x ∗◦ y ≤ ¬u =⇒ u ∗◦ x ≤ ¬y holds
for all x, y, u ∈ [0, 1], then U is invariant under σ, by using z = ¬u.
The (positive) rotation of [0, 1] × [0, 1] × [−1, 0] by 2pi
3
, which leaves the points (0, 0, 0) and
(1, 1,−1) fixed, is given as follows: It maps (1, 0, 0) to (0, 0,−1), (0, 1, 0) to (1, 0, 0), and (0, 0, 1)
to (0,−1, 0). Therefore, being a linear operator, its matrix is given by
A =
 0 1 00 0 −1
−1 0 0
 ,
and the of image each vector
u =
 xy
z
 ∈ [0, 1]× [0, 1]× [−1, 0]
under this linear operator is A ·u. Denote the (positive) rotation of [0, 1]3 by 2pi
3
, which leaves the
points (0, 0, 1) and (1, 1, 0) fixed by R. Then R is given by
R(u) = A ·
u−
 00
1
+
 00
1
 .
Thus, the image of
 xy
z
 under R is equal to
 0 0 −11 0 0
0 −1 0
 ·
 xy
z
−
 00
1
 + 00
1
 =
 0 0 −11 0 0
0 −1 0
 ·
 xy
z − 1
 +
 00
1
 =
 1− zx
−y
 +
 00
1
 =
 1− zx
1− y
,
as easily verified. This concludes the proof of 3.
Remark 1.5 Assume the hypothesis of Lemma 1.4.
The inverse of σ is given by (x, y, z) 7→ (y, 1 − z, 1 − x), and is the (negative) rotation of
[0, 1]3 by 2pi
3
, which leaves the points (0, 0, 1) and (1, 1, 0) fixed.
Due to trichotomy, it may equivalently be said that ∗◦ is rotation-invariant with respect to ¬
if and only if the part of the unit cube [0, 1]3 which is strictly below the graph of ∗◦ remains
invariant under σ.
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Example 1.6 Consider the Łukasiewicz t-norm (Fig. 1.1, right), that is, ([0, 1], ∗◦,→∗◦), with
x ∗◦ y = max(0, x+ y − 1),
x→∗◦ y = min(1, 1− (x− y)).
Since the Łukasiewicz t-norm is associative, it is rotation-invariant with respect to ¬c for all
c ∈ [0, 1] by the Rotation Invariance Lemma. In particular it is rotation-invariant with respect to
¬0. Moreover, we have ¬0x = 1 − x, as is easily verified. We remark that from the definition
of residuation, it is clear that the graph of ¬0x can be seen from the plot: it is the border line in
between the parts of the graph of ∗◦where the value of x∗◦y is 0 and> 0, respectively. Lemma 1.4/3
is illustrated in Fig. 1.2.
1
0,8
0,6
0,4
0,2
010,80,60,40 2
0
0,2
0,4
0,6
0,8
1
Figure 1.2: The part of [0, 1]3 which is above (or strictly below) the graph of ∗◦ is invariant with
respect to the rotation of [0, 1]3 by 2pi
3
around the axis. See Example 1.6
Remark 1.7 Let M = [0, 1]. In complete analogy to Lemma 1.4, one can consider an involu-
tion ¬ on [c, 1] for arbitrary c ∈ [0, 1[, and define σ on [c, 1]3 in the same way. Then σ has order 3
and if, in particular, the involution is equal to min(1, 1+ c−x), then σ is the (positive) rotation of
[c, 1]3 by 2pi
3
which leaves the points (c, c, 1) and (1, 1, c) fixed. Formula x∗◦y ≤ ¬z ⇒ y∗◦z ≤ ¬x
(∀x, y, z ∈ [c, 1]) means exactly that the part of the space [c, 1]3 which is above the graph of ∗◦
remains invariant under σ.
Example 1.8 As a by-product of the arguments in Remark 1.7, we get that associativity of the
Łukasiewicz t-norm can immediately be seen from its graph. Indeed, by the Rotation Invariance
Lemma, associativity is equivalent to the rotation-invariance of ∗◦ with respect to ¬c for all c ∈
[0, 1]. Again, it is clear that the graph of ¬c can be “seen” since it is the border line in between
the parts of the graph of the Łukasiewicz t-norm, where the value of x ∗◦ y is ≤ c and > c,
respectively. But for all c ∈ [0, 1], x ∈ [c, 1], we have ¬cx = 1 + c − x (a straight line) and
therefore we only need to check that the part of the space [c, 1]3 which is above (or strictly below)
the graph of ∗◦ remains invariant under a rotation by 120◦ around the axis which goes through the
points (c, c, 1) and (1, 1, c). Taking a look at Fig. 1.3, a moment’s reflection shows that it does
hold, thus associativity of the Łukasiewicz t-norm is readily seen from its graph, as stated.
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Figure 1.3: The part of [c, 1]3 (for any c) which is above (or strictly below) the graph is invariant
with respect to the rotation of [c, 1]3 by 2pi
3
around the axis. See Example 1.8
1.3.2 The involutive case
How can we see associativity from the graph if the ¬c’s are not “straight lines” but are only
involutions?
Define Φ = {ϕ | ϕ is an order-preserving bijection from [0, 1] to [0, 1]}. It is easy to see that
Φ is the set of all continuous and strictly increasing functions ϕ : [0, 1] → [0, 1] with ϕ(0) = 0
and ϕ(1) = 1. The following theorem claims that each order-reversing involution of [0, 1] is
order-isomorphic to 1− x.
Theorem 1.9 [110] Let ¬ be an order-reversing involution of [0, 1]. Then there exists ϕ ∈ Φ
such that for x ∈ [0, 1]
¬x = ϕ−1(1− ϕ(x)) ( = (ϕ−1 ◦ (1− x) ◦ ϕ) (x) ) .
Call ¬ the ϕ-transformation of 1− x.
Of course we then have that 1−x is the ϕ−1-transformation of ¬. In a similar fashion, call ∗◦ϕ the
ϕ-transformation of ∗◦ if
x∗◦ϕy = ϕ−1(ϕ(x)∗◦ϕ(y)) (∀x, y, z ∈ [0, 1])
If M = [0, 1] and ¬ = ¬0 is an involution of [0, 1], then σ defined by (1.4) is a conjugate of a
rotation of [0, 1]3 by an element of Φ:
Lemma 1.10 (Geometric Interpretation II.) Let ∗◦ be a left-continuous t-norm, and assume
that ¬ = ¬0 is an involution of [0, 1]. Let σ be as in (1.4), and ρ be as in Lemma 1.4/3. Let ϕ ∈ Φ
such that the ϕ-transformation of ¬0 is equal to 1− x, and define φ : [0, 1]3 → [0, 1]3 by
φ(x, y, z) = (ϕ(x), ϕ(y), ϕ(z)).
Then
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i. We have
σ = φ−1 ◦ ρ ◦ φ.
ii. The 0-level function of ∗◦ϕ equals to 1 − x (and therefore the space above its graph is
invariant with respect to the rotation ρ of [0, 1]3.)
Proof. Indeed, such a ϕ exists by Theorem 1.9, and the rest is verified by a straightforward
computation as follows: We have ¬0x = ϕ−1(1− ϕ(x)) for x ∈ [0, 1].
(φ−1 ◦ ρ ◦ φ)(x, y, z) = (φ−1 ◦ ρ)(ϕ(x), ϕ(y), ϕ(z))
= φ−1(1− ϕ(z), ϕ(x), 1− ϕ(y))
= (ϕ−1(1− ϕ(z)), ϕ−1(ϕ(x)), ϕ−1(1− ϕ(y)))
= (¬0z, x,¬0y)
= σ(x, y, z).
This proves i.
Denoting y = ϕ(x), we have x∗◦ϕ(1 − x) = 0 if and only if ϕ−1(ϕ(x)∗◦ϕ(1 − x)) = 0 if and
only if ϕ(x)∗◦ϕ(1−x) = 0 if and only if y ∗◦ϕ(1− ϕ−1(y)) = 0 if and only if y ∗◦¬y = 0, and the
rest follows from the definition of residuation together with the strictly increasing nature of ϕ.
Clearly, ϕ induces an order-isomorphism between ∗◦ϕ and ∗◦. By virtue of Lemma 1.10/ii, when
an operation has an involutive level function, from an algebraic viewpoint one can always think
of it as if it were a “straight line”. Therefore, when formulating algebraic conjectures and trying
to find a geometric hint for an algebraic proof, it is always enough to consider the “straight line”
case (Section 1.3.1, for which the geometric description is quite clear) rather than the involutive
case (Section 1.3.2).
1.3.3 The general case
How can we see associativity from the graph if the ¬c’s are not even involutions?
Proposition 1.11 Assume the hypothesis of Lemma 1.3, and let Mc be as in Section 1.2.2.
The following assertions are equivalent:
1. ∗◦ is associative,
2. the ? operation is associative inMc for all c ∈M .
In other words,M is a semigroup if and only if all c-quotients of it are semigroups.
3. For all c ∈M the ? operation inMc is rotation-invariant with respect to the level function
defined by the least element ofMc.
In other words,M is a semigroup if and only if all c-quotients are rotation-invariant with respect
to their level function defined by the least element.
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Proof. 1.⇐⇒2. Associativity is inherited by quantic quotients as was mentioned in Sec-
tion 1.2.2. To prove the other direction, assume, by contradiction, that there exists a c ∈ M
such that the ? operation of Mc is not associative. That is, there exist x, y, z ∈ Mc such that
[x]c ? ([y]c ? [z]c) 6= ([x]c ? [y]c) ? [z]c. Mc is isomorphic to the quantic quotient with respect to
c and hence we have xc ∗◦ (yc ∗◦ zc) 6= (xc ∗◦ yc) ∗◦ zc, which contradicts the associativity of ∗◦.
1.⇐⇒3. Assume ∗◦ is associative. Then, for any c ∈ M , Mc is a semigroup and hence
by the Rotation Invariance Lemma the ? operation in Mc is rotation-invariant with respect to
the level function defined by the least element of Mc. To prove the other direction, assume,
by contradiction, that there exists x, y, z ∈ M such that (x ∗◦ y) ∗◦ z = c 6= d = x ∗◦ (y ∗◦ z).
Then we have either [c]c 6= [d]c or [c]d 6= [d]d. Indeed, if both were equalities then, by using
basic properties of closure operators, we would have d ≤ dc = cc = c and c ≤ cd = dd = d,
a contradiction. Hence we may safely assume [c]c 6= [d]c. Then the following holds in Mc:
([x]c ? [y]c) ? [z]c = [c]c 6= [d]c = [x]c ? ([y]c ? [z]c), which contradicts the associativity of ?.
Remark 1.12 (Geometric Interpretation III.) It follows from Propositions 1.1 and 1.11
that the checking of the associativity of a commutative, residuated operation ∗◦ amounts to the
verifying of the rotation-invariance property with respect to the involution defined by the least
element in all c-quotients of it. In this way, using the notion of quantic quotients, the general case
can be handled with the help of the involutive case:
Example 1.13 Consider the operation which is depicted on the top-left of Fig 1.4. As an
application of Section 1.3, we shall show that it is not associative.
Indeed, the horizontal cut of the graph at 2
5
, and the 2
5
-level function (that is, x →∗◦ 25 ) is
depicted in Fig 1.4 (top-middle and top-right, respectively). Its range (that is the set of 2
5
-closed
elements) is
[
2
5
, 4
5
[ ∪ {1}. In the 2
5
-quotient we have
[
2
5
]
2
5
= [0, 2
5
] and [1] 2
5
= [4
5
, 1]. Let us
identify
[
2
5
]
2
5
by 2
5
and [1] 2
5
by 4
5
in the 2
5
-quotient. That is, in the sequel we shall consider the
original operation restricted to
[
2
5
, 4
5
]
(bottom-left). By Proposition 1.11/3, this operation has to
be rotation-invariant with respect to its least element, which is 2
5
. But the 2
5
-level function of
the operation is a “straight line”, and therefore by Lemma 1.4 the (algebraic) rotation-invariance
property in question has to appear as an invariance of its graph with respect to a real (geometric)
rotation of
[
2
5
, 4
5
]3. Having a look at Fig. 1.4 (bottom-right), one can immediately see that is it
not the case, whence the original operation is not associative.
1.4 Geometry of associativity in 2 dimensions
The aim of the present section is to point out that associativity of commutative operations can be
seen even from the sections of the three-dimensional graph. Under sections we mean one-place
functions of the form · ∗◦ x, and ¬c., which are two-dimensional objects.
Definition 1.3 Define the pseudo-inverse of antitone mappings as follows: Let (M, 0) be a
poset with least element 0, and H be a poset. Further, let f : M → H be an antitone mapping
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Figure 1.4: The operation, depicted on the top-left is not associative, see Example 1.13
such that for all y ∈ H , the least upper bound of the set {t ∈ M | f(t) ≥ y} exists in M . By
declaring sup ∅ = 0, let f (−1) : H →M be a function defined by
f (−1)(y) = sup{t ∈M | f(t) ≥ y}.
Call f (−1) the pseudo-inverse of f . This definition is a particular case of a straight generalization
of a concept (called quasi-inverse) for real functions [105, 70]. If f is an order reversing bijection
then f (−1), of course, coincides with the usual inverse of f .
Remark 1.14 The notion of pseudo-inverses of monotone functions on intervals of R has a
geometric interpretation: There is a simple geometric way to construct the graph of the pseudo-
inverse f (−1) from the graph of f [105].
i. Draw vertical line segments at discontinuities of f .
ii. Reflect the graph of f at the first median, i.e., at the graph of the identity function.
iii. Remove any vertical line segments from the reflected graph except for their upmost points.
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The intuitive idea of this section is to characterize associativity by following equality (compare
with (1.5))
c
y
x
=
c
xy
.
Therefore, the crucial definition of the section is
Definition 1.4 Let (M,≤) be a poset and letM = (M, ∗◦,→∗◦) be a commutative residuated
groupoid. We say that ∗◦ admits the pseudo-inverse property with respect to c ∈ M if for all
x, y, z ∈M we have
x→∗◦ ¬cy = ¬c(x ∗◦ y). (1.5)
Even though the pseudo-inverse property is an algebraic notion, it has a strong connection to
pseudo-inverses of monotone functions as we shall shortly see. For any c ∈ M , we have that the
rotation invariance property with respect to ¬c and the pseudo-inverse property with respect to c
are equivalent under the assumption of commutativity. Moreover, those are equivalent to a kind
of symmetry of certain one-place mappings. The next statement extends the Rotation Invariance
Lemma and thus provides other characterizations for the associativity of commutative operations.
Lemma 1.15 (Pseudo-Inverse Property Lemma) Assume the hypothesis of Lemma 1.3. Let
c ∈M . The following statements are equivalent:
1. ∗◦ is rotation-invariant with respect to ¬c,
2. ∗◦ has the pseudo-inverse property with respect to c,
3. For any x ∈M , the c-complement of the vertical section of ∗◦ at x defined by fx : M →M ,
y 7→ ¬c(x ∗◦ y)
is the pseudo-inverse of itself.
Proof. First we shall prove the equivalence between 1 and 2. By residuation, x∗◦y ≤ ¬cz holds
if and only if x→∗◦¬cz ≥ y. By the pseudo-inverse property, it is equivalent to¬c(x ∗◦ z) ≥ y. This
is equivalent to x ∗◦ z ≤ ¬cy by using adjointness, commutativity, and adjointness, respectively,
and it is equivalent to z ∗◦ x ≤ ¬cy by commutativity. Finally, it is equivalent to x ∗◦ y ≤ ¬cz by
the rotation-invariance of ∗◦. This ends the proof2.
Next, we prove the equivalence between 2 and 3. It is straightforward to see that fx is antitone.
We claim that least upper bound of {t ∈ M | fx(t) ≥ y} exists for all x, y ∈ M . Indeed,
{t ∈M | fx(t) ≥ y} = {t ∈M | ¬c(x ∗◦ t) ≥ y} = {t ∈M | x ∗◦ t ≤ ¬cy}, and the supremum of
this set exists since M is residuated and the supremum is the existing greatest element of the set.
We have fx(y) = ¬c(x ∗◦ y) = x→∗◦¬cy = sup{t ∈M | x∗◦t ≤ ¬cy} = sup{t ∈M | ¬c(x ∗◦ t) ≥
y} = sup{t ∈M | f(t) ≥ y}, again, if and only if the pseudo-inverse property holds.
2See the remark after the proof of Lemma 1.3.
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That is, the pseudo-inverse property admits the following geometric interpretation: Let M
be linearly ordered, e.g., M = [0, 1]. Lemma 1.15 shows that for any x, c ∈ [0, 1] the graph
of vx,c : [0, 1] → [0, 1], y 7→ ¬c(x ∗◦ y) has the following geometric property: First, extend
its discontinuities with vertical line segments. Then the graph obtained is invariant under the
reflection at the line given by y = x.
The case when the easiest to see the geometric property above is if ¬c is a kind of involution
of [c, 1], which is a “straight line”, that is, when ¬cx = 1 + c − x, x ∈ [c, 1]. Then the vertical
section y 7→ x ∗◦ y (y ∈ [c, 1]) itself has a symmetry property. The second row of Figure 1.5
illustrates this case.
1
0,8
0,6
0,4
0,2
010,80,60,40 2
0
0,2
0,4
0,6
0,8
1
1
0,8
0,6
0,4
0,2
010,80,60,40 2
0
0,2
0,4
0,6
0,8
1
1
0,8
0,6
0,4
0,2
010,80,60,40 2
0
0,2
0,4
0,6
0,8
1
Figure 1.5: Graphs of monoids on [0, 1] and their vertical cuts at 0.5
Geometric Motivation for Lemma 1.15/1=⇒3.
Horizontal cuts of the graph of ∗◦ are curves that are symmetric in the sense of Remark 1.14
due to commutativity of ∗◦. Assume ¬0x = 1 − x, and assume that ∗◦ is rotation invariant with
respect to ¬0. The image of a horizontal cut under ρ (defined in Lemma 1.4) is part of a partial
mapping. Since σ maps symmetric curves into symmetric curves, the kind of symmetry which is
described in Lemma 1.14 is preserved for the partial mappings. Thus, fx : M →M , y 7→ 1−x∗◦y
is the pseudo-inverse of itself (see Fig. 1.6).
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Figure 1.6: The symmetry of the horizontal cut is inherited by the vertical cut, being its image
under rotation. See “Geometric Motivation for Lemma 1.15/1=⇒3” before Section 1.6
1.5 Reflection invariance of residuated chains
Proposition 1.16 Let (X, ∗◦,→∗◦,≤) be a commutative residuated semigroup on a poset.
1. For x, a ∈ X we have (x→∗◦ a)→∗◦ a ≥ x.
2. The following statements are equivalent:
(a) x is a-closed,
(b) for every x1 > x we have x1→∗◦ a < x→∗◦ a.
Proof. By residuation, (x→∗◦ a)→∗◦ a ≥ x is equivalent to x ∗◦ (x→∗◦ a) ≤ a, which is equivalent
to x→∗◦ a ≥ x→∗◦ a. This proves 1. To prove the equivalence in the second statement assume x
is a-closed and x1 > x. By the antitone property of→∗◦ in its first component we have x→∗◦ a ≥
x1→∗◦a. If x→∗◦awere equal to x1→∗◦a, then it would lead to x = (x→∗◦ a)→∗◦a = (x1→∗◦ a)→∗◦
a ≥ x1, a contradiction. This proves 2a⇒2b. If x is not a-closed then we have (x→∗◦ a)→∗◦a > x
by 1. Letting x1 = (x→∗◦ a)→∗◦ a and referring to ((x→∗◦ a)→∗◦ a)→∗◦ a = x→∗◦ a which holds
for all residuated semigroups, we obtain x1 →∗◦ a = x→∗◦ a, a contradiction to 2b. Hence the
proof of 2b⇒2a is concluded.
Definition 1.5 For a commutative residuated poset X = 〈X,≤, ∗◦,→∗◦, 1〉 and for x, y ∈ X
define
x∗◦coy =

inf{x1 ∗◦ y1 | x1 > x, y1 > y} if neither x nor y equals the top element of X (if any)
inf{x1 ∗◦ y | x1 > x} if y equals the top element of X
inf{x ∗◦ y1 | y1 > y} if x equals the top element of X
x ∗◦ y if both x and y coincide with the top element of X
if the infimum exists. Observe that in complete posets ∗◦co is a binary operation since the infimum
always exists.
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(?) In addition, assume X is a complete and densely-ordered chain. Then x ∗◦co y = x ∗◦ y iff
(x, y) is a continuity point of ∗◦ (viewed as a two-place function) in the order topology of
the chain. Then for ∗◦ being residuated is known to be equivalent to being left-continuous,
as a two-place function (in the order topology) whereas being co-residuated is known to be
equivalent to being right-continuous. By using that the chain is densely ordered together
with that of the monotonicity of ∗◦, it is an easy exercise to prove that x ∗◦co y is equal
to the limit of xi ∗◦ yi, xi and yi are being arbitrarily chosen sequences with xi > x and
yi > y, converging to x and y, respectively. Call ∗◦co the skewed modification of ∗◦. It is
right-continuous, by definition, therefore it is always a co-residuated operation, that is, it is
residuated with respect to ≥, the dual ordering relation of L.
First, we state and prove the local version of our main theorem on reflection-invariance.
Theorem 1.17 (local reflection-invariance) LetX = (X, ∗◦,→∗◦,≤) be a commutative resid-
uated semigroup on a complete chain. Let a, b, c ∈ X be such that a = b→∗◦c. Let (x, y) ∈ X×X
be such that x ∗◦ y = x ∗◦co y and any of the following three set of conditions is satisfied:
1. (a) Neither x nor y equals the top element of the chain (if any),
(b) x is a-closed, and y is b-closed,
(c) sup{t→∗◦ c | t > x ∗◦ y} = x ∗◦ y→∗◦ c.
2. (a) Exactly one of x and y (say y) equals the top element of the chain,
(b) x is a-closed, and y ∗◦ (y→∗◦ b) = b,
(c) sup{t→∗◦ c | t > x ∗◦ y} = x ∗◦ y→∗◦ c.
3. Both x and y equal to the top element of the lattice, which is the neutral element of ∗◦, and
a ∗◦ b = c.
Then
(x→∗◦ a) ∗◦ (y→∗◦ b) = x ∗◦ y→∗◦ c. (1.6)
Proof. Note that ∗◦co is an operation on X since the chain is complete. We have [x ∗◦ y] ∗◦
[(x→∗◦ a) ∗◦ (y→∗◦ b)] = [y ∗◦ (y→∗◦ b)] ∗◦ [x ∗◦ (x→∗◦ a)] ≤ b ∗◦ a = b ∗◦ (b→∗◦ c) ≤ c, and hence
(x→∗◦ a) ∗◦ (y→∗◦ b) ≤ x ∗◦ y→∗◦ c holds.
Assume that condition set 1. holds. First we state
(x→∗◦ a) ∗◦ (y→∗◦ b) > x1 ∗◦ y1→∗◦ c for x1 > x, y1 > y, (1.7)
which is equivalent to [x1 ∗◦ y1] ∗◦ [(x→∗◦ a) ∗◦ (y→∗◦ b)] > c for x1 > x, y1 > y, since X is a
chain. Since x is a-closed x→∗◦ a > x1 →∗◦ a follows from Proposition 1.16, and analogously,
y →∗◦ b > y1 →∗◦ b. Therefore x1 ∗◦ (x→∗◦ a) > a and y1 ∗◦ (y→∗◦ b) > b since X is a chain.
Hence, for x1 > x, y1 > y we obtain [x1 ∗◦ y1] ∗◦ [(x→∗◦ a) ∗◦ (y→∗◦ b)] ≥ b ∗◦ [x1 ∗◦ (x→∗◦ a)]
which is greater than c using again that X is a chain and a = b →∗◦ c. This confirms (1.7)
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from which we readily infer (x→∗◦ a) ∗◦ (y→∗◦ b) ≥ sup{x1 ∗◦ y1→∗◦ c | x1 > x, y1 > y}. Since
inf{x1∗◦y1 | x1 > x, y1 > y} = x∗◦coy = x∗◦y holds, from condition 1c we obtain sup{x1 ∗◦ y1→∗◦
c | x1 > x, y1 > y} ≥ x ∗◦ y→∗◦ c, as required.
If y equals the top element of the lattice (condition set 2.) then we proceed as follows: First
we state
(x→∗◦ a) ∗◦ (y→∗◦ b) > x1 ∗◦ y→∗◦ c for x1 > x, (1.8)
which is equivalent to [x1 ∗◦ y] ∗◦ [(x→∗◦ a) ∗◦ (y→∗◦ b)] > c for x1 > x, since X is a chain. Since
x is a-closed x→∗◦ a > x1→∗◦ a follows from Proposition 1.16, therefore x1 ∗◦ (x→∗◦ a) > a since
X is a chain. For x1 > x, we obtain [x1 ∗◦ y] ∗◦ [(x→∗◦ a) ∗◦ (y→∗◦ b)] ≥ b ∗◦ [x1 ∗◦ (x→∗◦ a)] by
condition 2b, which is greater than c using again that X is a chain and a = b→∗◦ c. This confirms
(1.8) from which we readily infer (x→∗◦ a) ∗◦ (y→∗◦ b) ≥ sup{x1 ∗◦ y →∗◦ c | x1 > x}. Since
inf{x1 ∗◦ y | x1 > x} = x∗◦co y = x∗◦ y holds, from condition 2c we obtain sup{x1 ∗◦ y→∗◦ c | x1 >
x} ≥ x ∗◦ y→∗◦ c, as required.
Assume condition 3. Since x and y equal to the top element of the lattice, which is as well
the neutral element of ∗◦, showing (x→∗◦ a) ∗◦ (y→∗◦ b) ≥ x ∗◦ y→∗◦ c reduces to show a ∗◦ b ≥ c,
which holds by the stated condition.
a
b
c x
x   a
x   ay   b
y
y   b
(x   a,y   b)
2.
(x,y)
x  y* (x   a)  (y   b)*
1.
x  y    c*
Figure 1.7: Illustration for local reflection invariance in Theorem 1.17 (for details, see Re-
mark 1.18)
Remark 1.18 Figure 1.7 depicts the real unit square [0, 1]2. The three grey curves starting at
a, b, and c represent the graph of the functions x 7→ x→∗◦ a, x 7→ x→∗◦ b, and x 7→ x→∗◦ c,
               dc_225_11
30 CHAPTER 1. ON THE GEOMETRY OF ASSOCIATIVITY
respectively. We call them the a-, b-, and c-level lines. The points
⊙
1. and
⊙
2. denote (x, y) ∈ [0, 1]2
and (x→∗◦ a, y→∗◦ b) ∈ [0, 1]2, respectively. Theorem 1.17 states that value of ∗◦ at
⊙
1. determines
the value of ∗◦ at ⊙2. via (1.6). If both the a-level line and the b-level line happen to be straight
lines (like in the figure) then the mapping (x, y) 7→ (x→∗◦ a, y→∗◦ b) is a reflection with respect
to the center-point (a+1
2
, b+1
2
) of the rectangle [a, 1] × [b, 1] depicted by a bold black circle in
the figure. In fact, this mapping is an order two bijection of the rectangle even if the a-level
line and the b-level line are not straight lines but involutions. Moreover, if the c-level line is a
straight line too then also the mapping (x, y, x ∗◦ y) 7→ (x→∗◦ a, y →∗◦ b, (x→∗◦ a) ∗◦ (y→∗◦ b))
is a reflection, the reflection with respect to the center-point
(
a+1
2
, b+1
2
, (a∗◦b)+(1∗◦1)
2
)
of the cuboid
[a, 1] × [b, 1] × [a ∗◦ b, 1 ∗◦ 1]. Stated it in another way, the graph of ∗◦ at (x, y) (that is, locally at
that particular point) is invariant with respect to the above-mentioned reflection; this explains the
name “local reflection invariance” in Theorem 1.17.
The conditions of Theorem 1.17 are depicted in red, and the statement of the theorem is in purple.
The meaning of the horizontal arrow at (a, b) is that the partial mapping x 7→ x ∗◦ b is strictly
increasing at a+; this is equivalent to a = b→∗◦ c by definition of residuation.
Referring to (?) on page 27 and to Theorem 1.17, it is immediate to see the following
Corollary 1.19 Let (X, ∗◦,→∗◦,≤) be a commutative residuated semigroup on a complete,
densely-ordered chain equipped with the order topology. Let a, b, c ∈ X be such that a = b→∗◦ c.
Let (x, y) ∈ X × X be a continuity point of ∗◦ and any assume any of the following three set of
conditions:
1. (a) Neither x nor y equals the top element of the chain (if any),
(b) x is a-closed, and y is b-closed,
(c) t→∗◦ c is right-continuous at t = x ∗◦ y.
2. (a) Exactly one of x and y (say y) equals the top element of the chain,
(b) x is a-closed, and y ∗◦ (y→∗◦ b) = b,
(c) t→∗◦ c is right-continuous at t = x ∗◦ y.
3. Both x and y equal to the top element of the lattice, which is the neutral element of ∗◦, and
a ∗◦ b = c.
Then
(x→∗◦ a) ∗◦ (y→∗◦ b) = x ∗◦ y→∗◦ c.
Note that c-level curves of residuated chains are always left-continuous in the order topology, so
right-continuity is, in fact, equivalent to continuity. As a particular case of Corollary 1.19 we
obtain
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Corollary 1.20 Let ∗◦ be a left-continuous t-norm, a, b, c ∈ [0, 1] such that a = b→∗◦ c. Then
(x→∗◦ a) ∗◦ (y→∗◦ b) = x ∗◦ y→∗◦ c holds true for any continuity point (x, y) of ∗◦ such that t→∗◦ c
is continuous at t = x ∗◦ y and either x, y < 1, x is a-closed, y is b-closed or x < 1, y = 1, x is
a-closed, and y ∗◦ (y→∗◦ b) = b holds.
Now we are going to do the generalization from local to global reflection-invariance, which
will also be referred to as skew-symmetry. Let X be as in Theorem 1.17. In what follows the
operation ∗◦ will often be viewed as a two-place function of type X × X → X rather than an
operation on X . Equality (1.6) says that the value of the function ∗◦ at point (x→∗◦ a, y →∗◦ b)
is uniquely determined by the value of the function ∗◦ at (x, y) provided some conditions are
fulfilled. Denote
Xa,b = {(u, v) ∈ X ×X | u ≥ a, v ≥ b}.
Assume that the chain is, in addition, densely ordered, and consider its order topology. Referring
to (?) (after Definition 1.5), condition x ∗◦ y = x ∗◦co y is equivalent to saying that (x, y) is a
continuity point of ∗◦, and condition sup{t→∗◦ c | t > x ∗◦ y} = x ∗◦ y→∗◦ c is equivalent to saying
that t 7→ t→∗◦ c is right-continuous at t = x ∗◦ y. Moreover, since t 7→ t→∗◦ c is always left-
continuous for any residuated chain, it is further equivalent to the continuity of t 7→ t→∗◦ c at
t = x ∗◦ y.
Next, as shown in Corollary 6.7 (on page 106), the set of continuity points of any left-
continuous t-norm is dense. A topology is called separable if its underlying set has a countable
dense subset, and as it is well-known, every monotone one-place function on a separable chain
has at most countably many discontinuity points. Therefore the proof of the above statement
readily extends to all separable chains, as it is easy to verify (for the details of the proof for the
[0, 1]-case, see Theorem 6.6 on page 105). Summing up: A commutative residuated semigroup
on a complete, densely ordered, and separable chain has a dense set of continuity points.
From now assume the conditions of Theorem 1.17 and denote by > the top element of the
chain (if it exists). Now, if a and b are involutive, and the c-level line is continuous, then conditions
(b) and (c) at both condition sets 1. and 2. of Theorem 1.17 are satisfied for any (x, y) ∈
Xa,b \ (>,>). Combining it with the density of the continuity points of ∗◦ we obtain that in a
complete, densely ordered, separable chain the determinism which is described in (1.6) is true for
a dense subset of Xa,b, which easily implies x ∗◦ y = x ∗◦co y for all (x, y) ∈ Xa,b \ (>,>) using
the left-continuity of ∗◦, as follows:
If (x, y) is a continuity point of ∗◦ inXa,b\(>,>) then x∗◦y = x∗◦coy, as mentioned above. On
the other hand, if (x, y) ∈ Xa,b \ (>,>) is not a continuity point of ∗◦ then we proceed as follows:
Referring to the right-continuity of ∗◦co, x ∗◦co y equals to the limit of xi ∗◦ yi where (xi, yi) is any
sequence from Xa,b converging to (x, y) from above, that is we assume xi ≥ x and yi ≥ y. Since
the chain is densely ordered and (x, y) 6= (>,>) one can choose a sequence satisfying as well
xi > x and yi > y for all i in case x < > and y < >, or
xi > u and yi = > for all i in case x < > and y = >, or
xi = > and yi > v for all i in case x = > and y < >.
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Moreover, one can choose the sequence in such a way that for all i, (xi, yi) is a continuity point of
∗◦; this can be done since the set of continuity points is dense. Then, since a and b are involutive,
(1.6) can be applied for all (xi, yi), yielding
(xi→∗◦ a) ∗◦ (yi→∗◦ b) = xi ∗◦ yi→∗◦ c. (1.9)
Due to left-continuity of ∗◦ and right-continuity of the c-level line at x ∗◦ y, the right-hand side of
(1.9) tends to x ∗◦co y→∗◦ c. On the other hand, using that a and b are involutive together with the
antitone behavior of→∗◦ in its first argument, xi→∗◦ a < x→∗◦ a and yi→∗◦ b < y→∗◦ b follows.
In addition, limi→∞ xi →∗◦ a = x→∗◦ a and limi→∞ yi →∗◦ b = y →∗◦ b hold since a and b are
involutive, and thus the left-hand side of (1.9) tends to (x→∗◦ a) ∗◦ (y→∗◦ b). Therefore,
(x→∗◦ a) ∗◦ (y→∗◦ b) = x ∗◦co y→∗◦ c
holds as stated. Summing up we have obtained the following
Theorem 1.21 (global reflection invariance – skew symmetry) Let (X, ∗◦,→∗◦,≤) be a com-
mutative residuated semigroup on a complete, densely ordered chain. Let a, b, c ∈ X be such that
both a and b are involutive, and a = b→∗◦ c holds. In addition, if the chain has a top element
> then assume > ∗◦ (>→∗◦ b) = b and > ∗◦ (>→∗◦ a) = a. Further, assume that t 7→ t→∗◦ c is
continuous at every point u∗◦v where (u, v) ∈ Xa,b.
Then for any (x, y) ∈ X ×X \ {>,>}
(x→∗◦ a) ∗◦co (y→∗◦ b) = x ∗◦ y→∗◦ c (1.10)
holds true
Corollary 1.22 Let ∗◦ be a left-continuous t-norm, a, b, c ∈ [0, 1] such that a = b→∗◦c. Assume
a, b are involutive elements and that the c-negation function is continuous.
1. For any (x, y) ∈ [a, 1]× [b, 1] \ {(1, 1)}, which is a continuity point of ∗◦, (1.6) holds.
2. For any(x, y) ∈ [a, 1]× [b, 1] \ {(1, 1)},
(x→∗◦ a) ∗◦ (y→∗◦ b) = x ∗◦co y→∗◦ c (1.11)
holds true.
Let u, v, and w denote the fixed points of the a-complement function, the b-complement function,
and the c-complement function, respectively. Referring to (1.17) a moment’s reflection shows
that the mapping ξ : [a, 1] × [b, 1] × [c, 1] → [a, 1] × [b, 1] × [c, 1] given by (x, y, x ∗◦ y) 7→
(x→∗◦ a, y→∗◦ b, (x→∗◦ a) ∗◦ (y→∗◦ b)), is a reflection with respect to (u, v, w), provided that the
graphs of those functions are “straight lines”, that is x→∗◦a = 1+a−x on [a, 1], x→∗◦b = 1+b−x
on [b, 1], and x→∗◦c = 1+c−x on [c, 1]. Contrary to the denomination “triple rotation” [86], which
uses the original geometric observation of [85], ξ cannot be described by any geometric rotation
except for the particular case a = b for which an example will be described in Corollary 1.24.
               dc_225_11
1.5. REFLECTION INVARIANCE OF RESIDUATED CHAINS 33
See, for an illustration, as well the bottom right plot in Fig. 1.5, where region 1. determines region
3., and this determinism may as well be considered as a rotation by 180 degrees along the graph
of the a-level curve. The same could be done on the third plot in Fig. 1.5.
Combining Theorem 1.17 with the density of the continuity points of left-continuous t-norms
(just like in the proof of Theorem 1.21) we obtain
Corollary 1.23 Let ∗◦ be a left-continuous t-norm, with a, b, c ∈ [0, 1] such that a = b→∗◦ c.
Suppose [p, q] ⊂ [a, 1] and [r, s] ⊂ [b, 1]. Assume that every element in [p, q] is a-closed, every
element in [r, s] is b-closed, and that the c-negation function is continuous either on [p ∗◦ r, q ∗◦ s]
or on [(q→∗◦ a) ∗◦ (s→∗◦ b), (p→∗◦ a) ∗◦ (r→∗◦ b)].
Then the values of ∗◦ on [p, q]×[r, s] uniquely determine, via (1.11), the values of ∗◦ on [q→∗◦a, p→∗◦
a] × [s→∗◦ b, r→∗◦ b] and vice versa. In addition, the values of ∗◦ on any subset of [p, q] × [r, s]
determine the values of ∗◦ on the corresponding subset of [q→∗◦ a, p→∗◦ a]× [s→∗◦ b, r→∗◦ b] via
(1.11). (See the two subfigures on the left of Fig. 1.5.)
Corollary 1.24 Let ∗◦ be a left-continuous t-norm, a, c ∈ [0, 1] such that a = a→∗◦ c. Let
p ∈ [a, 1] be such that by denoting q = p→∗◦ a we have p < q. Assume that every element
in [p, q] is a-closed, and that the c-negation function is continuous either on [a, q ∗◦ q] or on
[p ∗◦ p, a]. Then the values of ∗◦ on {(x, y) ∈ [p, q]× [p, q] | y ≥ x→∗◦ a} uniquely determine ∗◦ on
{(x, y) ∈ [p, q]× [p, q] | y ≤ x→∗◦ a} and vice versa.
Proof. A particular case of Corollary 1.23, where we set a = b, p = r, and q = p→∗◦ a proves the
statement by using commutativity (see Figure 1.5, bottom right).
Or as a corollary we obtain the main theorem of [85] by setting a = b and c = 0 in Corollary 1.22.
Observe that the involutivity of 0 is a stronger-than-needed condition, since continuity of the 0-
level curve suffices:
Corollary 1.25 (Theorem 10 in [85]) Let ∗◦ be a left-continuous t-norm such that 0 is involu-
tive, and a, the (unique) fixed point of x 7→ x→∗◦ 0, is involutive too. Then for any x, y ∈ [c, 1],
x > y→∗◦ c we have
(x→∗◦ a) ∗◦ (y→∗◦ a) = x ∗◦co y→∗◦ 0
Remark 1.26 Observe that equality (1.6) provides us with information about the structure
of continuity points C of the monoidal operator of residuated chains too. Indeed, under the hy-
pothesis of Corollary 1.19 it follows that (x→∗◦ a, y →∗◦ b) ∈ C whenever (x, y) ∈ C. In other
words, C ∩ ([a, 1] × [b, 1]) is “symmetric” with respect to (or invariant under) the “reflection”
ξa,b : (x, y) 7→ (x→∗◦ a, y→∗◦ b). In the same manner, ξa,b induces a one-to-one correspondence
in the related set of discontinuity points too.
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Figure 1.8: Two illustrations for Corollary 1.23 (top), the case a = b (bottom left), and an
illustration for Corollary 1.24 (bottom right)
1.6 Applications in algebra
1.6.1 An associative operation on a poset with an involutive bottom element
is necessarily a partially-ordered, residuated integral-monoid
Consider a commutative associative operation ∗◦ on a bounded poset (M,≤, 0, 1), and fix c ∈M .
Assume that the maximum of the set {z ∈M | x ∗◦ z ≤ c} exists for any x ∈M . In other words,
assume the existence of x→∗◦ c, x ∈M . Further, assume that the level function defined by c (that
is, x 7→ ¬x, where ¬x = x→∗◦ c) is an involution of M≥c.
It follows that ∗◦ is rotation-invariant with respect to ¬ (that is, for x, y, z ∈ M we have
x ∗◦ y ≤ ¬z =⇒ z ∗◦ x ≤ ¬y), since one can repeat the proof of Lemma 1.3 with the c which is
fixed above.3
Thus, we have a binary operation ∗◦|M≥c on a poset (M≥c,≤|M≥c×M≥c) which is rotation-
invariant with respect to an involution ¬ of M≥c. We claim that ∗◦ is residuated, that is x→∗◦ y
3Note that throughout this section, associativity of ∗◦ is used only to the extent that (x ∗◦ y) ∗◦ z ≤ c if and only if
x ∗◦ (y ∗◦ z) ≤ c, c is being fixed.
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exists for all x, y ∈M . More formally,
Lemma 1.27 Any binary operation ∗◦ on a poset (M,≤) which is rotation-invariant with
respect to an involution¬ ofM (that is, x∗◦y ≤ ¬z =⇒ z∗◦x ≤ ¬y (∀x, y, z ∈M)) is residuated;
its left and right residuals are given by x →∗◦l y = ¬(¬y ∗◦ x) and x →∗◦r y = ¬(x ∗◦ ¬y),
respectively.
The proof of this lemma can be found on page 118 (Lemma 7.1). We present here a geometric
motivation showing how one can conjecture it.
Geometric Motivation. In order to gain an intuition from the geometric description of asso-
ciativity, assume M = [0, 1]. Referring to the remark after Lemma 1.10, we may assume that
the involution is 1 − x. Since on intervals being residuated is equivalent to left-continuity of
all the vertical sections of ∗◦, consider a vertical section, vx : [0, 1] → [0, 1], y 7→ x ∗◦ y, and
assume that it has a jump discontinuity at t ∈]0, 1[. From Lemma 1.4, we know that rotation-
invariance of ∗◦ with respect to ¬ means that the part of the space [0, 1]3 which is strictly below
that graph of ∗◦ (denote this subset by B∗◦) is invariant under ρ. The image of the vertical interval
(x, t, [vx(t−), vx(t+)]) ⊂ [0, 1]3 is a horizontal interval, which is a subset of the graph of ∗◦. See
Fig. 1.9 for an illustration. This horizontal interval therefore does not belong to B∗◦, and thus its
preimage (the vertical interval) must not belong to B∗◦ either. Whence we have vx(t) = vx(t−),
and left-continuity of vx follows.
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Figure 1.9: The image of the vertical interval is a horizontal one under σ
In the sequel we shall generalize the above statements.
Definition 1.6 Let (M,≤) be a poset and let ∗◦ be a semigroup operation on M . For c ∈ M
call an element y ∈ M left c-closed (resp. right c-closed) if there exist y→∗◦ c, (y→∗◦ c)→∗◦ c,
and (y→∗◦ c)→∗◦ c = y (resp. there exist y  ∗◦ c, (y  ∗◦ c)  ∗◦ c, and (y  ∗◦ c)  ∗◦ c = y). We
call y c-closed if it is both left and right c-closed. Call c involutive if
1. for any x ∈M there exist x ∗◦ c, x→∗◦ c, and x ∗◦ c = x→∗◦ c,
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2. every y ∈M , y ≥ c is c-closed.
If c is involutive, denote x→∗◦ c = x ∗◦ c by ¬cx, even in noncommutative settings.
Theorem 1.28 Let (M,≤) be a poset, ∗◦ be a semigroup operation on M , and c, x, y ∈M . If
y is left c-closed, and there exists (x ∗◦ (y→∗◦ c))→∗◦ c, then there exists x→∗◦ y, and x→∗◦ y =
(x ∗◦ (y→∗◦ c))→∗◦ c. If y is right c-closed, and there exists ((y  ∗◦ c) ∗◦ x) ∗◦ c, then there exists
x ∗◦ y, and x ∗◦ y = ((y  ∗◦ c) ∗◦ x) ∗◦ c.
Proof. By definition, we have x→∗◦ y =
∨{z | z ∗◦ x ≤ y} and x  ∗◦ y = ∨{z | x ∗◦ z ≤
y}, provided that the right-hand sides exist. We have that z ∗◦ x ≤ y is equivalent to z ∗◦ x ≤
(y→∗◦ c)→∗◦ c since y is left c-closed. Since the right-hand sides do exist, via left-adjointness
we obtain that it is equivalent to (z ∗◦ x) ∗◦ (y→∗◦ c) ≤ c. By associativity, it is equivalent to
z ∗◦ (x ∗◦ (y→∗◦ c)) ≤ c, which is equivalent to z ≤ (x ∗◦ (y→∗◦ c))→∗◦ c by left-adjointness. Thus
we obtained x→∗◦y = (x ∗◦ (y→∗◦ c))→∗◦c, as stated. Secondly, we have that x∗◦z ≤ y is equivalent
to x ∗◦ z ≤ (y  ∗◦ c) ∗◦ c since y is right c-closed. By right-adjointness, x ∗◦ z ≤ (y  ∗◦ c) ∗◦ c
if and only if (y  ∗◦ c) ∗◦ (x ∗◦ z) ≤ c. By associativity, (y  ∗◦ c) ∗◦ (x ∗◦ z) ≤ c is equivalent to
((y  ∗◦ c) ∗◦ x) ∗◦ z ≤ c, which is equivalent to z ≤ ((y  ∗◦ c) ∗◦ x)  ∗◦ c by right-adjointness.
Thus we obtained x ∗◦ y = ((y→∗◦ c) ∗◦ x)→∗◦ c, as stated.
Corollary 1.29 1. Let M be a poset and ∗◦ be a semigroup operation on M . If c ∈ M
such that for all x ∈ L there exists x→∗◦ c and y ∈ M is left c-closed, then for all x ∈ M
there exists x→∗◦ y, and x→∗◦ y = (x ∗◦ (y→∗◦ c))→∗◦ c. If c ∈ M such that for all x ∈ L
there exists x  ∗◦ c and y ∈ M is right c-closed, then for all x ∈ M there exists x  ∗◦ y,
and x→∗◦ y = ((y  ∗◦ c) ∗◦ x) ∗◦ c.
2. Let M be a poset, let ∗◦ be a semigroup operation on M , and suppose that c ∈ M is
involutive. Then for any x, y ∈M with y ≥ c there exist x→∗◦ y and x ∗◦ y, and
x→∗◦ y = ¬c(x ∗◦ ¬cy)
x ∗◦ y = ¬c(¬cy ∗◦ x)
3. Let M be a poset, and let ∗◦ be a semigroup operation on M . If the (existing) least ele-
ment of M is involutive, then the semigroup is necessarily residuated (thus partially/lattice
ordered).
The universe of a structure with an involutive bottom element has a top element as well. We
shall show via geometric arguments that this top element is necessarily the unit element of the
multiplication.
Proposition 1.30 Let (M, ∗◦,≤, 1, 0) is a bounded po-groupoid with an involutive bottom el-
ement 0. Then it is an integral monoid.
Geometric Motivation. See Fig. 1.10
Proof. By Corollary 1.29 we have that ∗◦ is residuated, and x →∗◦ y = ¬0(x ∗◦ ¬0y). By
substituting y = 0 we obtain x →∗◦ 0 = ¬0(x ∗◦ 1). Thus, the involutive nature of 0 implies
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Figure 1.10: The image of the horizontal line under σ is the other line
x = (x→∗◦ 0)→∗◦ 0 = ((x ∗◦ 1)→∗◦ 0)→∗◦ 0 = x ∗◦ 1. In a similar manner, 1 ∗◦ x = x follows by
using x ∗◦ y = ¬0(¬0y ∗◦ x).
Theorem 1.31 Let ∗◦ be binary operation on a bounded poset (M,≤, 0, 1) such that (x ∗◦ y) ∗◦
z = 0 if and only if x∗◦ (y ∗◦ z) = 0. Assume that x→∗◦ 0 exists for x ∈M , and that x 7→ x→∗◦ 0 is
an involution of M . Then ∗◦ is a residuated, partially-ordered (lattice-ordered, if M is a lattice),
integral-monoid.
Proof. By Lemma 1.27 ∗◦ is residuated. The rest follows from the remark before Section 1.2.2
and from Proposition 1.30.
In some sense, Theorem 1.31 tells us that using a very restricted form of associativity, from al-
most “nothing” (from the existence of a few residuals, which define an involutive 0-level function)
we get “everything” (residuated nature, partially-ordered/lattice-ordered nature, unit element, in-
tegrality, conjunctivity).
1.6.2 On the connection between being naturally ordered and the cancella-
tion law
A po-groupoid (M, ∗◦,≤) is called divisible if x, y ∈M , x ≤ y implies x ∈ y ∗◦M and x ∈M ∗◦ y
(this is the dual notion of being naturally ordered, c.f. [43, 9]). It is well known and is easy to
see, by using Bolzano’s theorem, that in any integral-monoid over an interval of R, divisibility is
equivalent to the continuity of ∗◦ (as a two-place function). Surprisingly, as we shall shortly see,
divisibility is equivalent to a weak form of the cancellation law:
Just as in Section 1.6.1, assume that (M, ∗◦,≤, 1, 0) is a bounded po-groupoid with an invo-
lutive bottom element 0. As shown in Section 1.6.1, ∗◦ is then a partially-ordered, residuated
integral-monoid. We say that ∗◦ is strictly increasing on the restricted positive domain if x > ¬0y
implies x ∗◦ y < x ∗◦ y1 and x ∗◦ y < x1 ∗◦ y whenever y < y1 and x < x1.
For the proof of Theorem 1.32, see Theorem 7.12 on page 122.
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Theorem 1.32 [70] Suppose (M,≤) is a poset and (M, ∗◦,≤, 1, 0) is a bounded po-groupoid
with an involutive bottom element 0. The operation ∗◦ is divisible if and only if it is strictly
increasing on the restricted positive domain.
Geometric Motivation. For any horizontal part of the graph of any partial mapping there
is a corresponding vertical part. See Fig. 1.11. Thus (jump-)discontinuity corresponds to the
operation not being strictly increasing.
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Figure 1.11: The pseudo-inverse property with respect to 0 entails a kind of symmetry of the
partial mappings. See Lemma 1.15 and Remark 1.14
1.6.3 Involutive elements ensure the existence of other involutive elements
We have seen in Section 1.6.1 that the assumption of the existence of an involutive element in an
associative structure has strong consequences. In the present section we shall show that the set of
involutive elements has a kind of “structure” even in the noncommutative case.
Theorem 1.33 Let (L, ∗◦,→∗◦) be a totally-ordered, residuated, integral `-monoid. Assume
that c, e ∈ L are involutive.Then a = ¬e(¬ce) is involutive as well, e ≤ a, and for x ∈ [a, 1] we
have
¬ax = ¬e(¬c(¬ex)) (1.12)
Geometric Motivation. (see Fig. 1.12)
Proof. By the conjunctivity of ∗◦, we have e ∗◦ (¬ce) ≤ e and thus, by left-adjointness we
obtain e ≤ (¬ce)→∗◦ e = a. If c ≥ e then a = ¬e(¬ce) = ¬e1 = e is involutive, and (1.12)
clearly holds. Hence, we may assume c < e. Let x ≥ a. Now, c ≤ e implies ¬c(¬ce) = e.
Thus we have x→∗◦ ¬c(¬ce) = ¬ex. By using the left-adjoint property, one can easily obtain that
x→∗◦ ¬c(¬ce) = ¬c(x ∗◦ ¬ce), and hence ¬c(x ∗◦ ¬ce) = ¬ex. We may assume x ∗◦ ¬ce > c since
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Figure 1.12: The existence of the third involutive element is ensured by two consecutive rotations
x ∗◦ ¬ce ≤ c would imply x ≤ ¬c(¬ce) = e. Hence a = x = e is involutive, and (1.12) clearly
holds.
We obtain x∗◦¬ce = ¬c(¬ex) since c is involutive. Now, ¬e(x ∗◦ ¬ce) = ¬e(¬c(¬ex)) follows,
which entails x→∗◦ ¬e(¬ce) = ¬e(¬c(¬ex)) by using left-adjointness. That is, (1.12) is verified,
and this implies ¬a(¬ax) = ¬e(¬c(¬e(¬e(¬c(¬ex))))). To show the involutivity of a, we proceed
as follows. We have x ≥ ¬e(¬ce) ≥ e. We may safely assume ¬ce > e, since ¬ce ≤ e together
with the conjunctivity of ∗◦would imply a = 1, and 1 is clearly involutive. Since e is involutive, we
obtain ¬ex ≤ ¬ce. Then ¬ex∗◦e ≤ c, and thus ¬c(¬ex) ≥ e follows by applying right-adjointness.
This together with the involutivity of e yields ¬e(¬c(¬e(¬e(¬c(¬ex))))) = ¬e(¬c(¬c(¬ex))).
Conjunctivity of ∗◦ implies ¬ex ≥ e, and thus ¬ex ≥ c. Using the involutivity of c, we obtain
¬e(¬c(¬c(¬ex))) = ¬e(¬ex). Finally, we have ¬e(¬ex) = x by using x ≥ e together with the
involutivity of e. Summing up, for x ≥ ¬e(¬ce) we obtained ¬a(¬ax) = x.
Theorem 1.34 Let (M,≤, 0) be a poset with bottom element 0, and let ∗◦ be a semigroup
operation on M . Then (M, ∗◦) is the semigroup reduct of a classical residuated lattice4 if and
only if ∗◦ is commutative and 0 is involutive. Moreover, (M, ∗◦) is the semigroup reduct of an
MV-algebra if and only if all elements of M are involutive.
Geometric Motivation for the second statement.
Proof. For the nontrivial part of the proof of the first statement, see Section 1.6.1. MV-algebras
are divisible classical residuated lattices [21]. Therefore, to show the nontrivial part of the second
statement, divisibility of ∗◦ has to be proved. By Theorem 1.32 it is enough to check that ∗◦ is stricly
increasing on the restricted positive domain. Let x1 > x > ¬0y. Then x1 = (x1→∗◦ (y→∗◦ 0))→∗◦
(y→∗◦ 0) > (x→∗◦ (y→∗◦ 0))→∗◦ (y→∗◦ 0) = x follows since y→∗◦ 0 is involutive and x, x1 >
y→∗◦ 0. Therefore we have x1→∗◦ (y→∗◦ 0) = ((x1→∗◦ (y→∗◦ 0))→∗◦ (y→∗◦ 0))→∗◦ (y→∗◦ 0) <
((x→∗◦ (y→∗◦ 0))→∗◦ (y→∗◦ 0)) →∗◦ (y→∗◦ 0) = x →∗◦ (y→∗◦ 0), and whence, by the pseudo-
inverse property, x1 ∗◦ y →∗◦ 0 < x ∗◦ y →∗◦ 0. Finally, since 0 is involutive, it is equivalent to
x1 ∗◦ y > x ∗◦ y.
4A residuated lattice is called classical if it has an involutive bottom element.
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Figure 1.13: The image of the shorter horizontal line under σ is strictly increasing. Thus ∗◦ is
strictly increasing on the positive domain, which entails divisibility
1.6.4 The root of the rotation construction
As was shown in [90], the so-called ordinal sum construction [28] turned out to be crucial in de-
scribing the structure of certain topological semigroups. Based on the geometric characterization
of commutative, associative semigroups mentioned above, four new construction methods (called
rotation and rotation-annihilation) will be introduced in Chapter 7. Here we recall only one of
them, and mention an application of it. The application shows that this method provides a simi-
lar insight into perfect IMTL-algebras5 as the ordinal sum method does into certain topological
semigroups.
Theorem 1.35 (Disconnected Rotation) [70] LetM = (M,≤, 1, ∗◦,→∗◦) be a commutative,
residuated groupoid on a poset with top element 1. Extend M with a disjoint copy of it, which is
equipped with the dual order of ≤, and such that every element of it is smaller that any element
of M . Denote the resulting poset by (M∗,≤). Let ¬ be the mapping on M∗ which maps every
element of M into its pair in the disjoint copy of M , and every element of M∗ \ M into its
preimage in M . Extend ∗◦ and its residuum to M∗ as follows: Let
x ∗◦ y =

x ∗◦ y if x, y ∈M
¬(x→∗◦ ¬y) if x ∈M and y ∈M∗ \M
¬(y→∗◦ ¬x) if x ∈M∗ \M and y ∈M
¬1 if x, y ∈M∗ \M
,
x→∗◦ y =

x→∗◦ y if x, y ∈M+
¬(x ∗◦ ¬y) if x ∈M+ and y ∈M−
1 if x ∈M− and y ∈M+
¬y→∗◦ ¬x if x, y ∈M−
.
5IMTL-algebras are classical residuated lattices with a kind of prelinearity condition, and form the algebraic
counterpart of the Involutive Monoidal T-norm-based Logic, which is recalled in Section 1.7.
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ThenM∗ = (M∗,≤, ∗◦,→∗◦,¬, 1,¬1) (called the disconnected rotation of (M,≤, ∗◦,→∗◦)) is a
commutative, residuated groupoid, and its ¬1-level function coincides with ¬. The disconnected
rotation operator, as described above, preserves associativity, conjunctivity, unit element, inte-
grality, and being lattice-ordered.
For more details, see Theorem 7.22 on page 132. The proof of this theorem is a tedious but
easy verification. The real achievement is to find the statement. Below we present a geometric
motivation for stating Theorem 1.35.
Geometric Motivation. Let M = [0, 1], ¬x = 1− x, and let ∗◦ be an associative operation on
[0, 1] with x∗◦y = 0 if and only if x ≤ 1−y. Then ∗◦ is conjunctive and residuated (Corollary 1.31),
and the partial mappings of ∗◦ are symmetric in the sense of Fig. 1.5 (see the remark before it).
This means that if we know the “upper half” of a partial mapping, then the whole partial mapping
is uniquely determined. Now, if a subsemigroup of ∗◦ is given on [1
2
, 1], then x ∗◦ 1
2
= 1
2
for any
x ∈ [1
2
, 1] by the conjunctive nature of ∗◦. That is, the x-partial mapping at 1
2
is equal to 1
2
. In other
words, we know the “upper half” of all the x-partial mappings, and whence the subsemigroup
on [1
2
, 1] uniquely determines the semigroup on [0, 1]. Finally, the extension formula for ∗◦ in
Theorem 1.35 can easily be computed from the pseudo-inverse property, and →∗◦ is computed
from ∗◦.
An MV-algebra [17, 21] is called perfect if for every element a, exactly one element of {a,¬a}
has finite order6. The concept of perfect algebras has been used fruitfully in the classification of
MV-algebras. The idea of perfect algebras has been generalized to the much wider variety of
IMTL-algebras, and it is proved that perfect IMTL-algebras are exactly the algebras obtained
from a basic semihoop by disconnected rotation (for the details, see [97]). Whence, the dis-
connected rotation construction provides an insight into the structure of perfect IMTL-algebras
in a similar manner as the ordinal sum construction [29, 28] does into the structure of certain
topological semigroups [90].
Example 1.36 The connected rotation method, which is introduced in [70], is similar to the
one in Theorem 1.35 (see Theorem 7.15 on page 125). Here we only depict an example for
connected rotation. Consider the product of real numbers restricted to [0, 1]. Its connected rotation
(with respect to ¬x = −x) is depicted in Figure 1.14. Another example, the connected rotation
of the minimum on [1
2
, 1], is depicted in Fig. 1.5 (top-center).
It is well known that the multiplication on the negative cone of an ordered group has a unique
associative extension into the whole group (which is the group multiplication itself). In fact, the
disconnected rotation construction is the unique associative extension from a negatively-ordered
(commutative, residuated) semigroupM intoM∗.
1.7 Applications in logic
Finally we point out briefly that our geometric description of associativity is useful not only in
algebra, but in non-classical logic. Moreover, we will prove an open problem posed by three
6The order of a is the smallest power m such that the mth power of a is equal to 0.
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Figure 1.14: Connected rotation of the product on [0, 1], see Example 1.36
leading experts of functional equations about associative functions in Chapter 3.
The rule of detachment (with respect to the implication→) is the only inference rule of the system
IMTL (Involutive Monoidal T-norm-based Logic) [38], defined by the following axioms:
Ax1 (ϕ→ ψ)→ ((ψ → χ)→ (ϕ→ χ)) ,
Ax2 ϕ&ψ → ψ&ϕ ,
Ax3 ϕ ∧ ψ → ϕ ,
Ax4 ϕ ∧ ψ → ψ ∧ ϕ ,
Ax5 ((ϕ→ ψ)→ χ)→ (((ψ → ϕ)→ χ)→ χ) ,
Ax6 ¬¬ϕ→ ϕ .
AxEG7 ϕ&ψ → ϕ ,
AxEG8 ϕ& (ϕ→ ψ)→ ϕ ∧ ψ ,
AxEG9 (ϕ→ (ψ → χ))→ (ϕ&ψ → χ) ,
AxEG10 (ϕ&ψ → χ)→ (ϕ→ (ψ → χ)) ,
AxEG11 0¯→ ϕ ,
AxEG12 (ϕ→ 0¯)→ ¬ϕ ,
AxEG13 ¬ϕ→ (ϕ→ 0¯) .
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IMTL is the logic of left-continuous t-norms having an involutive 0 [37]. That is, the class of left-
continuous t-norms having an involutive 0 constitutes an algebraic semantic for IMTL. (Another
algebraic semantics is the variety of IMTL-algebras.) It was proved syntactically in [49] that ax-
ioms AxEG7–AxEG13 can be replaced by the axioms below, and the two axiom systems determine
the same logic.
AxGJ7 ϕ&ψ → ϕ ∧ ψ ,
AxGJ8 (ϕ&ψ → χ)→ (ψ&¬χ→ ¬ϕ) ,
AxGJ9 (ψ&¬χ→ ¬ϕ)→ (ϕ&ψ → χ) ,
AxGJ10 (ϕ→ ψ)→ ¬(ϕ&¬ψ) ,
AxGJ11 ¬(ϕ&¬ψ)→ (ϕ→ ψ) ,
AxGJ12 ϕ→ ϕ& 1¯ ,
AxGJ13 ϕ→ ¬¬ϕ
In the second system, AxGJ8 can be “intuitively understood” as if x ∗◦ y ≤ z =⇒ y ∗◦ ¬z ≤ ¬x
would hold for a corresponding algebraic structure, where ¬ is an involution (see Ax6 and
AxGJ13). That is, this axiom captures the rotation-invariance property. (There is a similar inter-
pretation for AxGJ9.) On the other hand, AxEG9 and AxEG10 are left out from the second system;
those axioms are usually responsible for “capturing residuation”. The basic idea of the second
axiomatization is motivated by Lemma 1.27 for which a geometric explanation is given in this
chapter. Another application of the rotation construction in logic is presented in [70] (Section 6).
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Chapter 2
Subdomains of uniqueness
2.1 Introduction
Associative functions on real intervals were first considered by Abel in 1826 [1] and have since
been studied by many other mathematicians – see the classic treaties by J. Acze´l [4] for math-
ematical and historical details. A special class of associative functions, the so-called t-norms,
have been applied in various mathematical disciplines including game theory, the theory of non-
additive measures and integrals, the theory of measure-free conditioning, t-norm-based logics,
control, preference modelling and decision analysis, and artificial intelligence since their intro-
duction in 1942. They have been studied not only with their original application to probabilistic
metric spaces [105], but also, in connection with semigroup theory and functional equations. For
further details we refer the reader to the monograph on t-norms [78].
Many authors have focused on the identification of small subsets of the unit square which uniquely
determine a continuous Archimedean t-norm ([79, 105]). The main results of such investigations
are the following:
A strict t-norm T is uniquely determined by its diagonal section and the section along the
graph of a strictly decreasing bijection of the unit interval. Moreover, in [8, 30] those
requirements are weakened considerably. In [8] it was shown that it suffices to know
the values of a strict t-norm on some appropriate subset of the two diagonals, e.g., on
{(x, x) | x ∈ [0, 1]} and on {(x, 1− x) | x ∈ [0, ε]}, for any ε ∈]0, 1].
A nilpotent t-norm is uniquely determined by its diagonal section and its preimage of {0}
[16].
In the present section other subsets of the unit square are shown to admit the property that there
exists a unique t-norm (either a nilpotent one or a strict one or a left-continuous one) provided
that its values are given on that subset. The employed subsets are either vertical cuts of the
graph of the t-norm T , that is, one-place functions of the form T (., x), which can be considered
as intersections of the graph of the t-norm with vertical planes, or horizontal cuts, that is, one-
place functions of the form x→∗◦ c (see Definition 2.3), which can be considered as limit lines of
intersections of the graph of the t-norm with horizontal planes.
45
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Similar investigations have been carried out in [66] for the much larger class of left-continuous
t-norms ([63]): Certain vertical or horizontal segments of the graph of the t-norm, that is, one-
place functions of the form x ∗◦ ., and of the form x→∗◦ . (→∗◦ being the residuum of ∗◦) have been
shown to determine uniquely the left-continuous t-norm.
In Section 2.3 we shall demonstrate its plausible applicability for the subdomains of unique-
ness problem.
2.2 Preliminaries
A triangular norm (t-norm for short) is a function ∗◦ : [0, 1]2 → [0, 1] such that for all x, y, z ∈
[0, 1] the following four axioms (T1)-(T4) are satisfied:
(T1 ) Commutativity x ∗◦ y = y ∗◦ x
(T2 ) Associativity x ∗◦ y ∗◦ z = x ∗◦ y ∗◦ z
(T3 ) Monotonicity x ∗◦ y ≤ x ∗◦ z whenever y ≤ z
(T4 ) Boundary condition x ∗◦ 1 = x
(T5 ) Boundary condition 0 ∗◦ y = 0
(T6 ) Conjunctive nature x ∗◦ y ≤ min(x, y).
It is immediate to see that (T3) and (T4) imply (T5) and that (T1), (T3) and (T4) imply (T6). A
t-norms is called continuous if it is continuous as a two-place function. A continuous t-norm is
called Archimedean if x ∗◦ x < x holds for x ∈]0, 1[. A continuous Archimedean t-norm is called
nilpotent if it has zero divisors (that is, if there exists x ∈]0, 1] such that there exists y ∈]0, 1] with
x ∗◦ y = 0). A prototype of nilpotent t-norms is the so-called Łukasiewicz t-norm, given by
TL(x, y) = max(0, x+ y − 1).
A continuous Archimedean t-norm is called strict if it has no zero divisors. An example is the
product t-norm, given by
TP(x, y) = x · y.
In fact, these are the unique examples for nilpotent and for strict t-norms up to ϕ-transformation,
as shown by the following theorem.
Theorem 2.1 [84] Any nilpotent t-norm T is isomorphic to TL, that is, there exists ϕ, which
is an increasing bijection of [0, 1], such that Tϕ, the ϕ-transform of T , is the Łukasiewicz t-norm.
That is,
Tϕ(x, y) := ϕ
−1 (T (ϕ(x), ϕ(y))) = TL(x, y).
Any strict t-norm T is isomorphic to TP, that is, there exists ϕ, which is an increasing bijection
of [0, 1], such that Tϕ, the ϕ-transform of T , is the product t-norm. That is,
Tϕ(x, y) := ϕ
−1 (T (ϕ(x), ϕ(y))) = TP(x, y).
Definition 2.1 Let [a, b] ⊂ R, a < b. An involution of [a, b] is a decreasing bijection from
[a, b] to [a, b] such that its composition with itself is the identity mapping of [a, b].
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Definition 2.2 Let T be a t-norm, and c ∈ [0, 1]. The c-level set of T is defined as follows:
T−1{c} = {(x, y) ∈ [0, 1] | T (x, y) = c}
Definition 2.3 Let ∗◦ be a left-continuous t-norm. For any c ∈ [0, 1] define the mapping
¬c : [0, 1]→ [0, 1] by
¬cx = max{y ∈ [0, 1] | x ∗◦ y ≤ c}.
Observe that due to (T5) the set {y ∈ [0, 1] | x ∗◦ y ≤ c} is never empty, and that the maximal
element of this set always exists since ∗◦ is left-continuous and (T3) holds. ¬cx is called the
residuum of x and c. We remark that the preimage of {0}, that is, the set {(x, y) ∈ [0, 1] | x ∗◦ y =
0} and the function x→∗◦ 0 mutually determines each other. For the properties of the residuum
which are described in the forthcoming statements of this section see e.g. [43], Chap XII, page
189.)
The function ¬cx is non-increasing. By adjointness property and exchange property the following
properties are understood, respectively: For any x, y, c ∈ [0, 1] we have
x ∗◦ y ≤ c ⇐⇒ x ≤ ¬cy
¬cx ∗◦ y = f¬cy(x).
As well we have
¬c¬c¬cx = ¬cx (2.1)
lim
an↓a
x→∗◦ an = x→∗◦ a (2.2)
where an ↓ a stands for limn→∞ an = a, and an > a for all n.
Proposition 2.2 For any continuous Archimedean t-norm ∗◦ its c-level set and the function fc
mutually determine each other for any c ∈ [0, 1]. More formally, we have
T−1{c} =
{ {(x, fc(x)) ∈ [0, 1] | x ≥ c} if c ∈]0, 1]
{(x, y) ∈ [0, 1] | y ≤ fc(x)} if c = 0 (2.3)
fc(x) =
{
1 if x < c
max{y | (x, y) ∈ T−1{c}} if x ≥ c (2.4)
Proof. The second row of (2.3) and the first row of (2.4) are evident by taking into account the
definition of the residuum and (T4). (T4), (T5), and Bolzano’s theorem ensure the existence of z
such that T (x, z) = c, for any 0 ≤ c ≤ x. In addition, we have T (x, fc(x)) ≤ c and T (x, z) > c
for z > fc(x) by the definition of the residuum. Thus, we have T (x, fc(x)) = c. From Theorem
2.1 we conclude that T (x, y) > T (x, z) if T (x, z) > 0 and y > z. Therefore, for c > 0, z < fc(x)
we have T (x, z) < c. These prove the first row of (2.3). Referring again to Bolzano’s theorem,
and to (T3), the proof of the second row of (2.4) is concluded.
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2.3 Applying reflection-invariance
The results of Section 1.5 provide us with a transparent tool to conjecture and prove results about
so-called subdomains of uniqueness problem for left-continuous t-norms.
Definition 2.4 A subset D of [0, 1]2 is called a subdomain of uniqueness with respect to a
class of t-norms T , if no two different t-norms ∗◦1 and ∗◦2 in T can coincide all over D. Stated it
in another way, if we know the values of a t-norm ∗◦ ∈ T on D then they uniquely determines ∗◦
on its whole domain [0, 1]2.
Notation: The notation ¬c referred to an involution in the previous sections. In what follows ¬
will denote a more general mathematical object, namely a non-increasing function.
Definition 2.5 For any non-increasing function ¬ of type [0, 1] → [0, 1] with ¬0 = 1 and
¬1 = 0 denote D¬ = {(x, y) ∈ [0, 1]× [0, 1] | y ≥ ¬x}. That is, D¬ is the part of the unit square
which is above ¬.
Theorem 2.3 Let ¬ be any non-increasing function of type [0, 1] → [0, 1] such that ¬x < 1
whenever x > 0. The set D¬ is a subdomain of uniqueness with respect to the class of continuous
Archimedean t-norms.
Proof. We shall prove the theorem via proving a sequence of claims. Let ∗◦ be a continuous
Archimedean t-norm. Let m = inf{x ∈ [0, 1] | x ≤ ¬x, x ∗◦ x > 0}.
Claim 1. The values of ∗◦ on D¬ uniquely determine the values of ∗◦ on [m, 1]2.
Proof of Claim 1. Let c ∈ ]m, 1] arbitrary. Since ∗◦ is continuous it is sufficient to prove that the
values of ∗◦ on D¬ uniquely determine ∗◦ on [c, 1]2. First observe [c, 1]× [¬c, 1] ⊂ D¬ since
(c,¬c) ∈ D¬. Due to the commutativity of ∗◦ we know the values of ∗◦ on
D0 := ([c, 1]× [¬c, 1]) ∪ ([¬c, 1]× [c, 1]) .
For i ∈ N, i ≥ 1 denote ci = ¬c∗◦¬c∗◦ . . . ∗◦¬c︸ ︷︷ ︸
i
and define
Di := D0 ∪ [ci, 1]2
Since c > 0 we have ¬c < 1. Therefore, due to the Archimedean property of ∗◦, ci is a
non-increasing sequence, and there exists r ∈ N, r > 1 such that cr+1 ≤ c < cr.
First we shall show, by induction, that ∗◦ is uniquely determined on Dr. By using c ≤ ¬c
we have (¬c,¬c) ∈ D0; therefore D1 ⊂ D0 and thus ∗◦ is uniquely determined on D1. If
r = 1 then the proof is ended. Next assume ∗◦ is uniquely determined on Di for some i < r.
Since c < ci+1 we have that the graph of the ci+1-level function restricted to [ci+1, 1], that
is {(x, x→∗◦ ci+1) | x ∈ [ci+1, 1]}, is a subset of Di. It follows that ∗◦ is determined on the
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part of [ci+1, 1]2 which is above this graph, hence by Corollary 1.24, we conclude that ∗◦ is
uniquely determined on [ci+1, 1]2, hence on Di+1.
Next, we show that ∗◦ is uniquely determined on [c, 1]2. Denote e := c→∗◦ cr+1. Since
cr→∗◦cr+1 = ¬c, and c < cr+1 we have ¬c < e. Thus, ∗◦ is determined on ([c, e]× [¬c, e])∪
([¬c, e]× [c, e]) ∪ [cr, e]2. It follows that the graph of the cr+1-level function restricted to
[c, e], that is {(x, x→∗◦ cr+1) | x ∈ [c, e]}, is a subset of Dr, hence ∗◦ is determined on the
part of [c, e]2 which is above this graph, By Corollary 1.24, we conclude that ∗◦ is uniquely
determined on [c, e]2, and hence on [c, 1]2. The proof of Claim 1 is concluded.
¬
¬cc
¬c
c
c
c
c
c
c
c
c
c
. . .
c
c
Figure 2.1: Illustration: induction steps for Claim 1 in Theorem 2.3
Observe that we have m = 0 if ∗◦ is strict. Indeed, let c ∈ ]0, 1] be arbitrary with c ≤ ¬c. Such c
exists since by denoting z = limx→+0 ¬x we have z > 0 using ¬|]0,1] 6≡ 01, and one can choose
c ∈ ]0, z
2
]
such that z
2
≤ ¬c. Observe that all positive numbers x smaller than c have as well the
property x ≤ ¬x since ¬ is non-increasing. Hence we have m = 0 as stated, and thus the proof
of Theorem 2.3 is ended for strict t-norms.
Claim 2. If ∗◦ is a nilpotent t-norm and t is the unique fixed point of x 7→ x→∗◦ 0 then the values
of ∗◦ on D¬ uniquely determine the values of ∗◦ on [t, 1]2.
Proof of Claim 2. If t > ¬t then [t, 1]2 ⊂ D¬ and the proof is ended. Next assume t ≤ ¬t. No
element x smaller than t satisfies x ∗◦x > 0, therefore we have m = t, and Claim 1 ends the
proof of the statement.
1If ¬|]0,1] ≡ 0 then Theorem 2.3 obviously holds true.
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Claim 3. If ∗◦ is a continuous Archimedean t-norm, c, d ∈ [0, 1] such that c∗◦d > 0 then the value
c ∗◦ d is uniquely determined by the values of ∗◦ on D¬.
Proof of Claim 3. We have already confirmed this for strict t-norms. Assume ∗◦ is nilpotent.
Denote the unique fixed point of x 7→ x→∗◦ 0 by t. Let c, d ∈ [0, 1] such that c ∗◦ d > 0.
If c = t then d > t and we arrive at Claim 2, so we can safely assume c < t < d
by commutativity of ∗◦. We shall prove that the values of ∗◦ are uniquely determined on
[c, 1] × [d, 1]. Observe that [c, 1] × [¬c, 1] ⊂ D¬ since (c,¬c) ∈ D¬, thus due to the
commutativity of ∗◦ and Claim 2 the values of ∗◦ on
D := ([c, 1]× [¬c, 1]) ∪ ([¬c, 1]× [c, 1]) ∪ [t, 1]2
are uniquely determined. We can assume ¬c > d since otherwise (c, d) ∈ D and the proof
is ended. For i ∈ N denote ci = t∗◦¬c∗◦¬c∗◦ . . . ∗◦¬c︸ ︷︷ ︸
i
and define
Di := D ∪ ([ci, 1]× [d, 1]) ∪ ([d, 1]× [ci, 1])
Since c > 0 we have ¬c < 1. Therefore, due to the Archimedean property of ∗◦, ci is a
decreasing sequence, and there exists r ∈ N, r > 1 such that cr+1 ≤ c < cr.
First we shall show, by induction, that ∗◦ is uniquely determined on Dr. We have D0 ⊂ D
and therefore ∗◦ is uniquely determined on D0, thus the proof is ended for r = 0. Assume
∗◦ is uniquely determined on Di for some i < r. We claim that the graph of the ci+1-level
function restricted to [ci+1, 1], that is {(x, x→∗◦ ci+1) | x ∈ [ci+1, 1]}, is a subset of Di.
Indeed, observe that ci →∗◦ ci+1 = ¬c and ¬c→∗◦ ci+1 = ci since ∗◦ is strictly increasing
on the part of the domain of ∗◦ where the value of ∗◦ is positive on one hand, and we have
ci ∗◦ ¬c = ci+1 > c > 0 on the other. By using these, an easy verification shows
(x, x→∗◦ ci+1) ∈

[c, 1]× [¬c, 1] if x ∈ [ci+1, ci]
[ci, 1]× [d, 1] if x ∈ [ci, t]
[t, 1]2 if x ∈ [t, t→∗◦ ci+1]
[d, 1]× [ci, 1] if x ∈ [t→∗◦ ci+1,¬c]
[¬c, 1]× [c, 1] if x ∈ [¬c, 1]
and hence the graph of the ci+1-level function restricted to [ci+1, 1] is a subset of Di, as
stated. Referring to d > t and to Claim 2, we have that the graph of the d-level function
restricted to [d, 1] is a subset of Di too. It follows that ∗◦ is uniquely determined above those
two level curves, and an application of Corollary 1.23 yields that ∗◦ is uniquely determined
on [ci+1, 1]× [d, 1], and hence on Di+1.
Next, we show that ∗◦ is uniquely determined on [c, 1]× [d, 1]. Let e := c→∗◦ cr. Since ¬c =
cr→∗◦ cr+1, and c < cr we have ¬c < e. Thus, ∗◦ is determined on E := ([c, e]× [¬c, e]) ∪
([¬c, e]× [c, e])∪Dr. It follows that the graph of the cr+1-level function restricted to [c, e],
that is {(x, x→∗◦ cr+1) | x ∈ [c, e]}, is a subset of E, hence ∗◦ is determined on the part of
[c, e]2 which is above the graph of the cr+1 level function. Referring to d > t and to Claim
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Figure 2.2: Illustration: induction steps for Claim 3 in Theorem 2.3
2 we have that the graph of the d-level function restricted to [d, e] is a subset of E too. By
Corollary 1.23, we conclude that ∗◦ is uniquely determined on [c, e] × [d, e], hence c ∗◦ d is
uniquely determined.
Due to Claim 3 it remains to prove that the values of ∗◦ onD¬ uniquely determine x→∗◦0. Assume
that two continuous Archimedean t-norms, ∗◦1 and ∗◦2 are given such that they coincide onD¬, and
assume, on the contrary, that there exists c ∈ [0, 1] such that c →∗◦1 0 < c →∗◦2 0. Then we have
c∗◦1(c→∗◦2 0) > 0 and c∗◦2(c→∗◦2 0) = 0 by residuation. Due to continuity, for ε = c∗◦1(c→∗◦2 0)
there exists δ > 0 such that for any x ∈ ]c→∗◦2 0, (c→∗◦2 0) + δ] we have 0 < c∗◦2x < ε. We
have 0 < c∗◦2x < ε < c∗◦1x and c∗◦1x = c∗◦2x by Claim 3; a contradiction.
2.4 Applying rotation-invariance
As a by-product of Theorem 1.33 about the structure of involutive elements, which was obtained
using rotation-invariance, we obtain results concerning left-continuous t-norms (Theorem 2.6,
Theorem 2.10) and continuous Archimedean t-norms (Theorem 2.12). We shall need the follow-
ing statement:
Proposition 2.4 x ≤ ¬cy ⇐⇒ y ≤ ¬cx
Proof. We have x ≤ ¬cy ⇐⇒ x ∗◦ y ≤ c ⇐⇒ y ∗◦ x ≤ c ⇐⇒ y ≤ ¬cx by the adjointness
property, by the commutativity of ∗◦, and by the adjointness property, respectively.
Theorem 2.5 Let A = {an | n ∈ N} ⊂ [0, 1[ such that limn→∞ an = 1. Any continuous
Archimedean t-norm is determined by its values in {an × [0, an] | an ∈ A}.
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Proof. By Theorem 2.1, any continuous Archimedean t-norm is the ϕ-transform of either the
Łukasiewicz t-norm, or the product t-norm. Since {ϕ(an) | n ∈ N} is a sequence converging to
1, and the set {an× [0, an] | an ∈ A} is mapped to the set {ϕ(an)× [0, ϕ(an)] | an ∈ A} it suffices
to prove the that the Łukasiewicz t-norm and the product t-norm are determined by their values in
{bn× [0, bn] | bn ∈ A} where bn is any sequence from [0, 1[ converging to 1. The following claim
is in [79]: Let T be any t-norm, x ∈ (0, 1) arbitrary, and suppose that the value of T (x, y) is
determined for y ∈ [0, x]. Then the values of T (T (x, . . . , x︸ ︷︷ ︸
i
), y) are determined for i = 2, 3, . . .,
y ∈ [0, 1].
Assume that the values of a continuous Archimedean t-norm T coincide with the Łukasiewicz
(resp. product) t-norm on {bn× [0, bn] | n ∈ N}, where bn is any sequence from [0, 1[ converging
to 1. We shall show T = TL (resp. T = TP). By the continuity of T it is sufficient to prove it on
a dense subset of [0, 1]2. Let [a, b] ⊂ [0, 1], a < b be arbitrary. Fix n ∈ N such that bn > 1− b−a2 .
Letting x = bn in the above statement we conclude that T coincides with the Łukasiewicz (resp.
product) t-norm on max(0, 1− i · (1− bn))× [0, 1] (resp. on bin × [0, 1]), i ∈ N, i > 1. Since we
have 1 − bn < b−a2 , in both cases there exists i ∈ N, i > 1 such that 1 − i · bn ∈ [a, b], and this
ends the proof.
a
1
a a an32 ...
Figure 2.3: A subdomain of uniqueness, see Theorem 2.5
Theorem 2.6 Let ∗◦ be a left-continuous t-norm with the following property: There exists
{cn | n ∈ N} ⊂]0, 1] such that limn→∞ cn = 0 and
x→∗◦ cn = min (1, 1 + cn − x) (2.5)
holds for all x ∈ [0, 1]. Then ∗◦ is the Łukasiewicz t-norm.
Proof. Observe that cn’s are involutive. First, we shall show that the set of involutive elements
is dense in [0, 1]. Let [a, b] ⊂ [0, 1] arbitrary. Take n such that cn < b − a, and choose m ∈ N
such that cm < cn. Then cn−cm < b−a, and there exists an i ∈ N such that i · (cn−cm) ∈ [a, b].
Thus it is sufficient to prove that for any i ∈ N, min (1, i · (cn − cm)) is involutive. In fact we
shall prove more: Let d0 = cm, d1 = cn, and for i = 2, 3, . . . let di = di−1→∗◦ di−2→∗◦ di−1. A
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straightforward induction using Theorem 1.33 shows that for i ∈ N, di is involutive. We state
that
di = min (1, cm + i · (cn − cm))
x→∗◦ di = min (1, 1 + di − x) for x ∈ [0, 1]. (2.6)
Indeed, these hold for i = 0, 1. By induction assume that the statements holds for 0, 1, . . . , i− 1.
We shall prove the first statement: If di−1 = 1 then by using (T4) we have di = 1→∗◦ di−2 →∗◦
1 = di−2 →∗◦ 1 = 1. Therefore, we may suppose di−1 < 1 which together with the induction
hypothesis yields d0 < . . . < di−2 < di−1 < 1. By using the induction hypothesis we obtain
di = di−1→∗◦ di−2 →∗◦ di−1 = 1 + di−2 − di−1 →∗◦ di−1 = 1− (cn − cm) →∗◦ di−1. In case
di−1 ≥ 1−(cn−cm) we get di = 1 by (2.6). If di−1 < 1−(cn−cm) then 1− (cn − cm)→∗◦di−1 =
1 + di−1 − (1 − (cn − cm)) = cm + i · (cn − cm). The proof of the first statement is concluded.
Now we verify the second statement, as follows: The case di = 1 being straightforward we may
assume di < 1. Then x→∗◦ di = x→∗◦ di−1→∗◦ di−2→∗◦ di−1 = x→∗◦ di−1→∗◦ di−2→∗◦ di−1 by
(1.12). If x < di then both sides of (2.6) are equal to 1. If x ≥ di = cm + i · (cn − cm) then
the induction hypothesis yields x→∗◦ di−1→∗◦ di−2→∗◦ di−1 = 1 + di−1 − x→∗◦ di−2→∗◦ di−1 =
1 + di−2 − (1 + di−1 − x) →∗◦ di−1 = di−2 − di−1 + x →∗◦ di−1 = x− (cn − cm) →∗◦ di−1 =
1+di−1−(x−(cn−cm)) = 1+cm+(i−1)·(cn−cm)−x+(cn−cm) = 1+cm+i·(cn−cm)−x =
1+di−x, which concludes the proof of the second statement. Thus, the set of involutive elements
is dense in [0, 1], as stated.
Next we prove
x→∗◦ 0 = 1− x (2.7)
for x ∈ [0, 1]. Observe that it suffices to prove it for x ∈]0, 1] since 0→∗◦ 0 = 1 by (T4). Let
x ∈]0, 1] arbitrary. Choose n0 ∈ N such that for any n > n0 we have cn < x. Then by (2.2),
respectively, we have x→∗◦ 0 = limcn↓0 x→∗◦ cn = limcn↓0 1 + cn − x = 1− x.
Let n,m ∈ N such that cm < cn, and construct, for any i ∈ N, di as above. As shown, the set
of such di’s is dense in [0, 1]. By using the exchange property and (2.7) we have, for x ∈ [0, 1],
x ∗◦ di→∗◦ 0→∗◦ 0 = x→∗◦ di→∗◦ 0→∗◦ 0 = x→∗◦ di. By this and (2.6) we obtain x ∗◦ 1− di =
1−min(1, 1 + di− x). But 1−min(1, 1 + di− x) = max(0, 1− x− (1− di)) = TL(x, 1− di).
Since the di’s are dense in [0, 1], the set of 1− di’s is dense in [0, 1] too. That is, ∗◦ coincides with
the Łukasiewicz t-norm on a dense subset of [0, 1]2. Finally, left-continuity of ∗◦ entails ∗◦ = TL.
Remark 2.7 The set {cn | n ∈ N} ⊂]0, 1] in Theorem 2.6 is minimal in the following sense:
Of course, dropping out any subset from a convergent sequence such that the cardinality of the
remaining sequence is still infinite results in a convergent sequence with the same limit, thus
such a subset can always be left out from {cn | n ∈ N}. However, as shown by Example 2.8,
antecedents of Theorem 2.6 can not be relaxed such that the set {cn} becomes finite. Moreover,
not even a convergent sequence is sufficient if its limit differs from 0.
Example 2.8 Increasing bijections from [0, 1] to [0, 1] are called automorphisms of [0, 1].
With any automorphism ϕ and with any t-norm T one can define Tϕ, which is a t-norm and is
called the ϕ-transformation of T , as follows:
Tϕ(x, y) = ϕ
−1(T (ϕ(x), ϕ(y)))
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Let f and g be two automorphisms of [0, 1], as depicted respectively in Figure 2.4. It is easy to
verify that the f -, and g-transformations of the Łukasiewicz t-norm have elements, such that the
corresponding level sets satisfy (2.5). For a visualization see Figure 2.5.
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1 0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1
Figure 2.4: Two automorphisms of [0, 1]
Figure 2.5: Tf and Tg, see Example 2.8
Example 2.9 The condition in (2.5) can not be relaxed by simply saying that x →∗◦ cn is
involutive. A counterexample is the rotation ([73]) of the product t-norm given as follows: Let T
be the linear transformation of the product t-norm into [1
2
, 1], that is, T (x, y) = (2x−1)(2y−1)+1
2
and
let
(TP)rot (x, y) =

T (x, y) if x, y ∈]1
2
, 1]
1−max{t ∈ [1
2
, 1] | T (x, t) ≤ 1− y} if x ∈]1
2
, 1] and y ∈ [0, 1
2
]
1−max{t ∈ [1
2
, 1] | T (y, t) ≤ 1− x} if x ∈ [0, 1
2
] and y ∈]1
2
, 1]
0 if x, y ∈ [0, 1
2
]
.
Then each element in [0, 1
2
[ in involutive. The rotation of the product t-norm (depicted in Fig-
ure 1.14 on page 42) has exactly one point of discontinuity; hence it is not isomorphic to the
Łukasiewicz t-norm.
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Theorem 2.10 Let ∗◦ be a left-continuous t-norm with the following property: There exists
{cn | n ∈ N} ⊂]0, 1] such that limn→∞ cn = 0, limn→∞ cncn+1 = 1 and
x→∗◦ cn = min
(
1,
cn
x
)
(2.8)
holds for all x ∈ [0, 1]. Then ∗◦ is the product t-norm.
Proof. Observe that cn’s are involutive. First, we shall show that the set of involutive elements
is dense in [0, 1]. Let [a, b] ⊂ [0, 1], a < b arbitrary. Take n such that cn < b − a, and 0 <
cn
cn+1
− 1 < b− a. Such n exists. Indeed, if there were n0 ∈ N such that for all n > n0 we would
have cn
cn+1
≤ 1 then this would yield that cn is nondecreasing, which contradicts to limn→∞ cn = 0,
cn > 0. Let d0 = cn+1, d1 = cn, and for i = 2, 3, . . . let di = di−1→∗◦ di−2→∗◦ di−1. We state that
for i ∈ N, di is involutive, and we have
di = min
(
1, cn+1 ·
(
cn
cn+1
)i)
(2.9)
x→∗◦ di = min
(
1,
di
x
)
for x ∈ [0, 1]. (2.10)
Indeed, these hold for i = 0, 1. By induction assume that the statements holds for 0, 1, . . . , i− 1.
We shall prove the first statement: If di−1 = 1 then by using (T4) we have di = 1→∗◦ di−2 →∗◦
1 = di−2 →∗◦ 1 = 1 which is involutive. Therefore, we may suppose di−1 < 1 which together
with the induction hypothesis yields d0 < . . . < di−2 < di−1 < 1. By using the induction
hypothesis we obtain di = di−1→∗◦ di−2 →∗◦ di−1 = di−2di−1 →∗◦ di−1. In case di−1 ≥
di−2
di−1
we get
di = 1 by applying (2.10) for i − 1. If di−1 < di−2di−1 then
di−2
di−1
→∗◦ di−1 = di−1di−2
di−1
=
d2i−1
di−2
=
„
cn+1·
“
cn
cn+1
”i−1«2
cn+1·
“
cn
cn+1
”i−2 = cn+1 ·
(
cn
cn+1
)i
. The proof of (2.9) is concluded. Now we verify the second
statement, as follows: The case di = 1 being straightforward we may assume di < 1. Then
x→∗◦ di = x→∗◦ di−1→∗◦ di−2→∗◦ di−1 = x→∗◦ di−1→∗◦ di−2 →∗◦ di−1 by (1.12). If x ≥ di =
cn+1 ·
(
cn
cn+1
)i
then x > di−1 and the induction hypothesis yields x→∗◦ di−1→∗◦ di−2→∗◦ di−1 =
di−1
x
→∗◦ di−2→∗◦ di−1. We have di−1x ≥ di−2 since di−1di−2 > 1 ≥ x, thus
di−1
x
→∗◦ di−2→∗◦ di−1 =
di−2
di−1
x
→∗◦ di−1. Since di−2di−1
x
≥ di−1 is ensured by x ≥ d
2
i−1
di−2
= di we obtain
di−2
di−1
x
→∗◦ di−1 =
di−1
di−2
di−1
x
=
d2i−1
di−2
x
= di
x
, which concludes the proof of (2.10). As a consequence of (2.9), we have
0 < di+1− di < b− a whenever di < 1. Indeed, di+1− di = min
(
1, cn+1 ·
(
cn
cn+1
)i+1)
− cn+1 ·(
cn
cn+1
)i
≤ cn+1 ·
(
cn
cn+1
)i+1
− cn+1 ·
(
cn
cn+1
)i
= cn+1 ·
(
cn
cn+1
)i
·
(
cn
cn+1
− 1
)
≤ 1 · (b− a) holds.
Therefore, there exists i ∈ N such that di ∈ [a, b]. Thus, the set of involutive elements is dense
in [0, 1], as stated.
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To conclude the proof, we shall show that ∗◦ coincides with the product t-norm on a dense
subset of [0, 1]2. Indeed, then left-continuity of ∗◦ ensures ∗◦ = TP. To this end, it suffices to prove
that for any ε > 0, ∗◦ coincides with the product t-norm on a dense subset of ]0, 1] × [ε, 1]. For
all n ∈ N construct, for any i ∈ N, di as above, and denote their set by D. As shown, D is
dense in [0, 1]. Let x ∈]0, 1] arbitrary. Fix n ∈ N such that cn < x, and cnx < ε. Since D is
dense in [0, 1] we have that H = { cn
d
| d ∈ D, cn ≤ d < x} is dense in [ cnx , 1], whence it is
dense in [ε, 1]. Let d ∈ H arbitrary. By using the involutive nature of x→∗◦ cn on [cn, 1], the
exchange property, the involutive nature of x→∗◦ cn on [cn, 1], and (2.8), respectively, we have
x ∗◦ cn
d
→∗◦ cn = x ∗◦ d→∗◦ cn→∗◦ cn = x→∗◦ d→∗◦ cn→∗◦ cn = x→∗◦ d = dx . Taking into account
that the right-hand side is smaller that 1 it implies that the left-hand side is smaller than 1, and
hence it is equal to cn
x∗◦ cn
d
. Thus we obtained x ∗◦ cn
d
= x · cn
d
= TP
(
x, cn
d
)
for x ∈]0, 1], d ∈ H .
The proof is concluded.
Proposition 2.11 Let ∗◦ be a continuous t-norm, c be an involutive element. If x ≥ c then
fc(x) = y is equivalent to x ∗◦ y = c.
Theorem 2.12 LetA = {cn | n ∈ N} ⊂]0, 1] such that limn→∞ cn = 0. Any nilpotent t-norm
is determined by its cn-level sets. If in addition we have limn→∞ cncn+1 = 1 then any strict t-norm
is determined by its cn-level sets.
Proof. Denote ∗◦ the nilpotent (resp. strict) t-norm, and TL (resp. TP) the Łukasiewicz (resp.
product) t-norm. By Theorem 2.1 the Łukasiewicz (resp. product) t-norm is a ϕ-transform of any
nilpotent (resp. strict) t-norm. For n ∈ N, let bn = ϕ−1(cn). Then we have {bn | n ∈ N} ⊂]0, 1]
and limn→∞ bn = 0. As shown by the isomorphism ϕ, it is sufficient to prove that the Łukasie-
wicz (resp. product) t-norm is determined by its bn-level sets, where {bn | n ∈ N} is an arbitrary
subset of ]0, 1] with limn→∞ bn = 0 (resp. with limn→∞ bn = 0, limn→∞ bnbn+1 = 1). To conclude
assume that T is a nilpotent (resp. strict) t-norm, {bn | n ∈ N} is a set as described above, and the
bn-level sets of ∗◦ coincide with the bn-level sets of the Łukasiewicz (resp. product) t-norm. Since
any nilpotent (resp. strict) t-norm is continuous, the bn-level sets determine the fbn functions of
∗◦, whence the hypothesis of Theorem 2.6 (resp. Theorem 2.10) are fulfilled. Thus, ∗◦ = TL (resp.
∗◦ = TP).
Remark 2.13 Since the counterexamples of Examples 2.8, 2.9 are based on continuous Arc-
himedean t-norms we obtain the minimality of the set {cn | n ∈ N} in Theorem 2.12.
2.5 Conclusion
New subdomains of uniqueness are introduced in this chapter for continuous Archimedean t-
norms and for left-continuous t-norms, that is subsets of the unit square such that the value of the
t-norm (either a continuous Archimedean one, or a left-continuous one) is determined completely
if we fix their values on that subset. Our subsets are narrow parts of the graph of the t-norm at the
top element in Section 2.3, and vertical segments or/and horizontal segments of the graph of the
t-norm in Section 2.4.
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On the convex combination of
left-continuous t-norms
3.1 Introduction
For an introduction and for the necessary preliminaries see Sections 2.2 and 2.1. The following
open problems were posed in [6].
“ The set of all two-dimensional copulas is convex. This is decidedly not so for the set of all
t-norms; e.g., the arithmetic mean of P and M 1 is not associative.
Problem 3.1 Is the arithmetic mean, or for that matter any convex combination, of two
distinct t-norms ever a t-norm?
We conjecture that, except for trivial cases, the answer is “never”. Note, however, that if
for x, y ≥ 1, we let G0(x, y) = xy and G1(x, y) = x+ y − 1 then, for each λ in I = [0, 1]
the function Gλ = λG0 +(1−λ)G1 is associative. Thus, the compactness of [0, 1] is bound
to play a role 2.
Problem 3.2 More specifically, can P be expressed as a convex combination of two asso-
ciative copulas?
Special cases were treated in [109]. For instance, if T1 and T2 are two distinct strict t-norms
whose additive generators t1 and t2 are continuously differentiable and such that t′1 and t
′
2
are never 0, then 1
2
(T1 + T2) 6= P .
These questions admit positive answers for other “averaging functions”:
1P and M stand for the product t-norm and the minimum t-norm, given by P (x, y) = xy and M(x, y) =
min(x, y), respectively.
2[0, 1] is meant as the universe of the t-norm operation here.
57
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(i) For the family of strict copulas given by Tp(x, y) = xy/[1 − p(1 − x)(1 − y)], −1 ≤
p ≤ 1 and the harmonic mean H(x, y) = 2xy/(x + y), we have H(Tp, Tq) = T(p+q)/2. In
particular, H(Tp, T−p) = P .
(ii) For the family of strict t-norms given by Tp(x, y) = xy exp[−p(log x)(log y)], p ≥ 0,
and for the geometric mean G(x, y) =
√
xy, we have G(Tp, Tq) = T(p+q)/2. ”
When t-norms are investigated with tools of functional equations, the investigations are usu-
ally restricted to the class of continuous Archimedean t-norms3. The reason lies in the existence
of a link between continuous Archimedean t-norms and certain one-place functions – called addi-
tive generators – as shown by the following theorem, see Ho¨lder (9.2, Theorem 2. in [43]), Acze´l
[3], Mostert & Shields [90], Ling [84] for a historical development.
Theorem 3.3 A t-norm T is continuous and Archimedean if and only if there exists a strictly
decreasing and continuous function f : [0, 1]→ [0,∞] with f(1) = 0 such that
T (x, y) = f (−1)(f(x) + f(y)), (3.1)
where f (−1) is the pseudoinverse of f defined by (3.3). Moreover, representation (3.1) is unique
up to a positive multiplicative constant. If a t-norm T has representation (3.1) then the function
f is called an additive generator of T .
From an algebraic viewpoint, continuous Archimedean t-norms are extremely simple. Each
continuous Archimedean t-norm is order-isomorphic either to P (these are called strict t-norms)
or to the Łukasiewicz t-norm given by W (x, y) = max(0, x + y − 1) (these are called nilpotent
t-norms). The structure of continuous t-norms is still quite simple: Each continuous t-norm
can be described as ordinal sum [28, 29, 42] of a finite or countably infinite set of continuous
Archimedean t-norms [90, 84]. However, the structure of left-continuous t-norms is extremely
complicated. There exist several construction methods which results in left-continuous t-norms
[63] but recently the establishing of any general structural theorem seems to be hopeless. Of
course, the structure of t-norms is even more complicated, there exist even non Borel-measurable
t-norms [78].
In the present section we shall leave the intensively investigated class of continuous Archime-
dean t-norms and enter the field of left-continuous t-norms. That is, we shall consider the convex
combination of two left-continuous t-norms. This setting seems to be the most general one which
is worth investigating. Indeed, there are numerous counterexamples when considering t-norms
without the assumption of left-continuity. For example take c ∈]0, 1], d ∈ [0, c[, define
Tc,d(x, y) =

d if x, y ∈ [c, 1[
min(x, y) if max(x, y) = 1
0 otherwise
.
3A continuous t-norm is called Archimedean if for any x, y ∈ ]0, 1[ there exists n ∈ N such that x∗◦x∗◦ . . . ∗◦x︸ ︷︷ ︸
n times
< y.
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With this notation we have that any mean of Tc,d1 and Tc,d2 is a t-norm. In this setting, we shall
prove that the convex combination of two left-continuous t-norms is never associative if they
have a common involutive level set. It is interesting to notice that although the problem itself is
algebraic by nature (proving or disproving associativity) the proof is based on as well geometric
and analytic considerations. Motivated by a geometrical understanding of associativity, first the
problem is reduced to the level of one-place functions by using tools of algebra. Then the theory
of integrals is applied to conclude the proof.
3.2 Preliminaries
Standing assumption:
In order to avoid dealing with trivial cases, throughout the section under convex combination of
two mathematical objectsO1 andO2 we understand their weighted arithmetic mean p ·O1 + (1−
p) · O2 where p ∈]0, 1[, that is, p will always be strictly in between 0 and 1. In addition, [a, b] will
always denote a nonempty closed interval of R .
Definition 3.1 A decreasing involution ¬ of [a, b] is a mapping from [a, b] into itself, such
that for all x, y ∈ [a, b]
i. x ≤ y implies ¬x ≥ ¬y
ii. ¬¬x = x
It follows immediately that an involution is a strictly decreasing and continuous function satis-
fying ¬a = b and ¬b = a, and that an involution is always the inverse of itself. Thus its graph
is symmetric with respect to the line y = x, that is, symmetric w.r.t. to the graph of the identity
function.
Definition 3.2 For any left-continuous t-norm T and c ∈ [0, 1] we define a mapping nT,c :
[0, 1]→ [0, 1] by
nT,c(x) = max{y ∈ [0, 1] | T (x, y) ≤ c}.
and call it the c-level line of T .
Observe that due to (T5) the set {y ∈ [0, 1] | T (x, y) ≤ c} is never empty, and that the maximal
element of this set always exists since T is left-continuous and (T3) holds. In algebraic settings the
value nT,c(x) is often referred to as the residuum of x and cwith respect to the binary operation T .
nT,c is always a non-increasing function. Moreover, it is clear from the definition that nT,c(x) ≥ y
iff T (x, y) ≤ c; this is sometimes referred to as adjointness property.
Definition 3.3 For any left-continuous t-norm T and c ∈ [0, 1] we say that c is involutive
w.r.t. T if nT,c|[c,1] is a decreasing involution.
Associativity of T implies the following property of the residuum (see e.g. pg. 190. in [43]): For
all c, d, x ∈ [0, 1]
nT,c(T (x, d)) = nT,nT,c(d)(x) (3.2)
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3.3 Reflective functions
We shall generalize the notion of involutions by introducing reflective functions. Their impor-
tance is given by the fact that c-level lines of left-continuous t-norms are always reflective func-
tions, as we shall see. It turns out that the class of reflective functions coincides with the class
of those decreasing functions f for which the pseudo-inverse of f coincide with f . This shows
that as well reflective functions admit a kind of symmetry property which is mentioned above
for involutions. Finally, we prove a corresponding theorem which will be of basic importance in
proving our main result in the next section.
Definition 3.4 A decreasing function f : [a, b] → [a, b] is called reflective if for any x, y ∈
[a, b] we have
f(x) ≥ y ⇐⇒ f(y) ≥ x
Obviously, any involution is reflective.
Proposition 3.4 For any left-continuous t-norm T and c ∈ [0, 1] the function nT,c (the c-level
line of T ) is reflective on [0, 1].
Proof. By using the adjointness property, we have for x, y, z ∈ [0, 1], nT,c(x) ≥ y if and only if
T (x, y) ≤ c if and only if T (y, x) ≤ c if and only if nT,c(y) ≥ x.
Definition 3.5 Let [a, b], [c, d] ⊂ [−∞,∞], and let f : [a, b] → [c, d] be a non-increasing
function. With the convention sup ∅ = a, the pseudo-inverse of f is defined as follows:
f (−1) : [c, d]→ [a, b]
f (−1)(x) = sup{t ∈ [a, b] | f(t) ≥ x} (3.3)
It is readily seen from its definition that the pseudo-inverse is always a non-increasing left-
continuous function, n ◦ n(−1) is the identity function on the range of n, and n(−1) ◦ n is the
identity function on the range of n(−1).
Proposition 3.5 A decreasing function f : [a, b]→ [a, b] is reflective if and only if f (−1) = f .
Proof. Assume f = f (−1) and f(x) ≥ y. Then f is a left-continuous function, hence f(x) =
f (−1)(x) = sup{t | f(t) ≥ x} = max{t | f(t) ≥ x} ≥ y. Therefore we have f(y) ≥ x and
thus f is reflective. Assume that f is reflective. Then we have f (−1)(x) = sup{t | f(t) ≥ x} =
sup{t | f(x) ≥ t} = f(x).
The notion of pseudo-inverse is a particular instance of the notion of quasi-inverse, see e.g.,
[105, 70]. Quasi-inverses have a geometric interpretation. There is a simple geometrical way to
construct the graph of the quasi-inverse f ∗ form the graph of f ([105]).
i. Draw vertical line segments at the discontinuities of f , call it the extended graph of f .
ii. Reflect the extended graph at the line y = x, i.e., at the graph of the identity function.
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iii. Remove all vertical line segments from the reflected graph except for one point (this has to
be done in such a way that f ∗(y) ∈ f−1({y})) is satisfied).
Taking into account left-continuity of pseudo-inverses, we have obtained that the extended graph
of a function f such that f = f (−1) is invariant w.r.t. the reflection at the graph of the identity
function. That is, the extended graph of any reflective function – according to Proposition 3.5 – is
invariant w.r.t. the reflection at the graph of the identity function; this justifies the name reflective.
Definition 3.6 A decreasing function f : [a, b] → [a, b] is called dually reflective if there
exists a reflective function g on [a, b] such that f(x) = a+ b− g(a+ b− x).
Proposition 3.6 A decreasing function f : [a, b] → [a, b] is dually reflective if and only if
there exists a reflective function g on [a, b] and an involution n on [a, b] such that f = n ◦ g ◦ n.
Proof. The necessity follows from Definition 3.6. To see the sufficiency, let h(x) = a + b −
(n ◦ g ◦ n)(a + b − x), x ∈ [a, b]. We have to prove that h is reflective on [a, b]. But this do
holds as we shall see: h(x) ≥ y is equivalent to (n ◦ g ◦ n)(a + b − x) ≤ a + b − y which
is equivalent to (g ◦ n)(a + b − x) ≥ n(a + b − y). By the reflectivity of g, it is equivalent to
(g ◦ n)(a + b − y) ≥ n(a + b − x) which is equivalent to (n ◦ g ◦ n)(a + b − y) ≤ a + b − x.
Finally, it is equivalent to h(y) ≥ x.
Lemma 3.7 Let f be any reflective or dually reflective function on [0, 1]. Then for any t ∈
[0, 1] we have ∫ t
0
f(x)dx+
∫ f(t)
0
f(x)dx− t · f(t) =
∫ 1
0
f(x)dx
Proof. If f is reflective then referring to the above-described symmetry property of the graph of
f , it is evident (see Fig. 3.3) that∫ t
0
f(x)dx = t · f(t) +
∫ 1
f(t)
f(x)dx
and the statement easily follows. Using it, one obtains the proof for the dually-reflective case
using the basic properties of integrals together with Definition 3.6.
Theorem 3.8 The convex combination of two different reflective functions is not reflective.
The convex combination of two different dually reflective functions is not dually reflective.
Proof. Let us prove first the statement concerning reflective functions. Since the linear order-
preserving isomorphism between [0, 1] and [a, b], and the convex combination operation com-
mute, it is sufficient to prove the statement for reflective functions on [0, 1]. Let f, g be different
reflective functions on [0, 1], and denote their convex combination h = p · f + (1 − p) · g. By
contradiction, assume that h is reflective too. The following equalities of integrals hold due to
Lemma 3.7.
               dc_225_11
62 CHAPTER 3. ON THE CONVEX COMBINATION OF LEFT-CONTINUOUS T-NORMS
t
t
f(t)
f(t)
T
T
Figure 3.1: A hint for the proof of Lemma 3.7
For any t ∈ [0, 1] we have∫ t
0
f(x)dx+
∫ f(t)
0
f(x)dx− t · f(t) =
∫ 1
0
f(x)dx
∫ t
0
g(x)dx+
∫ g(t)
0
g(x)dx− t · g(t) =
∫ 1
0
g(x)dx∫ t
0
h(x)dx+
∫ h(t)
0
h(x)dx− t · h(t) =
∫ 1
0
h(x)dx
Multiply the first and the second equalities by p, 1 − p, respectively, and subtract them from the
third equality. We obtain∫ h(t)
0
h(x)dx =
∫ f(t)
0
p · f(x)dx+
∫ g(t)
0
(1− p) · g(x)dx
Therefore, we have∫ h(t)
0
p · f(x)dx+
∫ h(t)
0
(1− p) · g(x)dx =
∫ f(t)
0
p · f(x)dx+
∫ g(t)
0
(1− p) · g(x)dx
and thus
p ·
∫ h(t)
f(t)
f(x)dx = (1− p) ·
∫ g(t)
h(t)
g(x)dx
holds for any t ∈ [0, 1]. Since f and g are different, there exists s ∈ [0, 1] such that f(s) 6= g(s).
Assume f(s) < g(s). Moreover, we may safely assume
g(g(s)) = s
too. Indeed, we have g(g(s)) ≥ s, which ensures f(g(g(s))) ≤ f(s) < g(s) = g(g(g(s))). By
denoting s∗ = g(g(s)) we have just obtained f(s∗) < g(s∗), and we as well have the property
that g(g(s∗)) = g(g(g(g(s)))) = g(g(s)) = s∗; that is, we can use g(g(s)) instead of s.
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If v > f(s) then s > f(v) by reflectivity of f , therefore we have
lim
v→f(s)+
f(v) ≤ s
By using the decreasing nature of f we have∫ h(s)
f(s)
f(x)dx = lim
v→f(s)+
∫ h(s)
v
f(x)dx ≤ lim
v→f(s)+
f(v) · (h(s)− v) ≤
(
lim
v→f(s)+
f(v)
)
· (h(s)− f(s)) ≤ s · (h(s)− f(s))
Since p ∈]0, 1[, f(s) < g(s) we have f(s) < h(s) < g(s), and the above inequality implies
p ·
∫ h(s)
f(s)
f(x)dx ≤ p · s · (h(s)− f(s))
= p · s · [(1− p) · (g(s)− f(s))]
= (1− p) · g(g(s)) · [p · (g(s)− f(s))]
= (1− p) · g(g(s)) · (g(s)− h(s))
≤ (1− p) ·
∫ g(s)
h(s)
g(x)dx
It follows that we have equality everywhere. In particular, from the first line we obtain f(x) = s
for x ∈]f(s), h(s)[. Let u ∈]f(s), h(s)[. f is reflective, whence f(u) ≥ s implies f(s) ≥ u
which contradicts to the choice of u. Since the role of p and 1− p is symmetric in the proof, the
case g(s) < f(s) can be handled in a completely analogous way.
Second, we shall prove the statement for dually reflective functions. Just like above, it is
sufficient to prove the statement for dually reflective functions on [0, 1]. Assume that f and g are
two dually reflective functions of [0, 1] and suppose, by contradiction, that
p · f + (1− p) · g
is dually reflexive. By Definition 3.6, the functions 1 − f(1 − .) and 1 − g(1 − .) are reflective,
therefore, as shown above, the convex combination of them, which is equal to p · (1− f(1− .))+
(1− p) · (1− g(1− .)) is not reflexive. That is, by Definition 3.6 we have that
1− [p · (1− f) + (1− p) · (1− g)]
is not dually reflective. The two functions which are displayed above are equal, which is a con-
tradiction.
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3.4 Rotation invariance property
In Section 3.5 we shall prove that the arithmetic mean of two different left-continuous t-norms
is never associative provided that they have the same involutive u-level line for some u ∈ [0, 1[.
The intuitive idea of the proof arose from a geometrical understanding of associativity, which is
based on the so-called rotation-invariance property [70]:
Let T be a left-continuous t-norm and u ∈ [0, 1]. Then T is rotation-invariant w.r.t. nT,u, that
is,
T (x, y) ≤ nT,u(z) ⇔ T (y, z) ≤ nT,u(x) (3.4)
holds for all x, y, z ∈ [0, 1]. If u is involutive w.r.t. T then this property has a geometric interpre-
tation: The transformation
σ : [u, 1]3 → [u, 1]3 given by
(x, y, z) 7→ (y, nT,u(z), nT,u(x))
has order 3 as it is easy to see. That is, σ ◦ σ ◦ σ is the identity mapping of [u, 1]3. Moreover
if, in particular, we have nT,u(x) = min(1, 1 − x + u) then σ – as a geometric transformation
of [u, 1]3 – is a rotation of [u, 1]3 with 2pi
3
around the axis which is based on the points (u, u, 1)
and (1, 1, u). Taking all these into account, we see that if nT,u(x) = min(1, x + y + u) then
the geometric meaning of (3.4) is that the part of the space [u, 1]3 which is above the graph of
T remains invariant under the transformation σ. For an illustration with the Łukasiewicz t-norm,
see Fig. 3.2.
u
u
u
u
u
u
Figure 3.2: The u-level line of the Łukasiewicz t-norm (left), the part of the graph which is above
u (center). Observe the rotation-invariance of that part w.r.t. the axis
Finally, observe that the image of a level line under rotation is a horizontal segment of the graph,
that is, a one-place function of the form T (·, x), and vice versa, see Fig. 3.3.
3.5 Main result
Philosophical remark:
We have argued at the beginning of Section 1.1.1 that associativity (together with commutativity)
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u
u
u
u
Figure 3.3: Horizontal segments and vertical segments are mutually the images of one-another
under rotation
m be understood as a kind of symmetry in a four-dimensional space. Unfortunately, since we are
three-dimensional beings we are not able to see this symmetry in the four dimensional space. If,
say, the u-level line is an involution, then this four-dimensional symmetry “falls back” into three-
dimension, and becomes a three-dimensional symmetry which is being observed as an invariance
with respect to σ (Section 3.4).
In this sense the original problem of C. Alsina, M. J. Frank and B. Schweizer is about sym-
metries in “four-dimensions”; this makes it difficult to solve. Now, with the help of the three-
dimensional symmetry (rotation-invariance) we shall reduce the original “four-dimensional sym-
metry” problem into a “two-dimensional symmetry” problem (that is, into a problem about re-
flective functions, see Theorem 3.8 in Section 3.3):
Theorem 3.9 Let A and B be two different left-continuous t-norms. Denote their convex
combination by C. That is, let
C(x, y) = p · A(x, y) + (1− p) ·B(x, y).
Assume that
• there exists u ∈ [0, 1[ such that u is involutive w.r.t. A, and the u-level line of A and B
coincide, that is,
nA,u = nB,u (3.5)
Then C is not associative.
Screech of the proof. Using the notions which were recalled in Section 3.4 we shall explain
the geometric idea of the coming algebraic proof.
We will start with the w-level line of A and the w-level line B (w > u), which are reflective
functions. Using the associativity of A and B, we rotate them with the help of the involutive u-
level line so that they are mapped into horizontal segments of A and B, respectively (a hint is in
Figure 1.6 on page 27). Assuming the associativity of C the arithmetic mean of these horizontal
segments – which is the respective horizontal segment of C – is rotated back, in other words it
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is mapped into the w-level line of C. We shall show that this w-level line is not reflective, thus
obtaining a contradiction.
Proof. Observe that (3.5) implies that u is involutive w.r.t. B too. Denote n = nA,u for the
sake of simplicity. Let τ ∈]u, 1[ arbitrary, and let w = n(τ). Denote the w-level line of A, B and
C by f , g and h, respectively. That is, let
f = nA,w, g = nB,w, h = nC,w.
By using the associativity of A and B via (3.2) and by assuming the associativity of C we shall
establish a correspondence between f , g and h, (see (3.6) below) as follows.
Using (3.2) we obtain
n(A(x, τ)) = f(x)
for x ∈ [0, 1]. This entails n(n(A(x, τ))) = n(f(x)) for x ∈ [0, 1]. Since for any x ∈]w, 1]
we have A(x, τ) > u, and u is involutive w.r.t. A, we obtain A(x, τ) = n(f(x)) for x ∈]w, 1].
Completely analogous arguments show B(x, τ) = n(g(x)) for x ∈]w, 1]. Thus, for x ∈]w, 1] we
obtain
C(x, τ) = p · n(f(x)) + (1− p) · n(g(x)).
We shall show that nC,u = n. Indeed, let x ∈ [0, 1] be arbitrary. We have A(x, nA,u(x)) ≤ u
and B(x, nB,u(x)) ≤ u. These imply C(x, n(x)) ≤ u. Therefore, we have nC,u(x) = max{y ∈
[0, 1] | C(x, y) ≤ u} ≥ n(x). On the other hand, for any t ∈]n(x), 1] we have A(x, t) > u and
B(x, t) > u, thus C(x, t) > u. This yields nC,u(x) ≤ n(x), whence nC,u = n follows.
Assume, by contradiction, that C is associative. Using (3.2) once more we obtain
h(x) = nC,n(τ)(x) = nC,nC,u(τ)(x) = nC,u(C(x, τ)) = n (p · n(f(x)) + (1− p) · n(g(x)))
(3.6)
for x ∈]w, 1]. Since p · n(f(x)) + (1− p) · n(g(x)) ∈ [u, 1]
n(h(x)) = p · n(f(x)) + (1− p) · n(g(x))
holds for x ∈]w, 1]. In particular, we have this equality for x = n(t), that is, we have
(n ◦ h ◦ n) (t) = p · (n ◦ f ◦ n) (t) + (1− p) · (n ◦ g ◦ n) (t)
for t ∈ [u, τ [. We state that the above equation holds for t ∈ [u, 1]. Indeed, if t ∈ [τ, 1]
then n(t) ∈ [u,w], thus f(n(t)) = 1 whence n(f(n(t))) = u. In the same manner we obtain
n(g(n(t))) = n(h(n(t))) = u and the statement follows. Finally, observe that f , g and h are
reflective functions on [u, 1], thus n ◦ f ◦ n, n ◦ g ◦ n and n ◦ h ◦ n are dually reflective on [u, 1]
by Proposition 3.6. An application of Theorem 3.8 to n ◦ f ◦ n(−1) and n ◦ g ◦ n(−1) shows that
n ◦ h ◦ n(−1) can not be dually reflective, which is a contradiction.
Example 3.10 The rotation construction and the rotation-annihilation construction [70, 63]
allow us to construct infinitely many non-isomorphic examples of left-continuous t-norms hav-
ing an arbitrary fixed involution as their 0-level line. Thus, Theorem 3.9 implies that the convex
combination of any two such t-norms is never a t-norm. Several examples are plotted in [63].
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Example 3.11 Consider a ϕ-transformation of the Łukasiewicz t-norm, that is, Wϕ(x, y) =
ϕ (W (ϕ−1(x), ϕ−1(y))), where ϕ is an increasing bijection of [0, 1]. Assume that the graph of ϕ
is symmetric with respect to the point (1
2
, 1
2
). It is easy to see that this condition is equivalent to
that of the 0-level line of Wϕ coincides with the 0-level line of W . Thus, Theorem 3.9 implies
that the convex combination of two such nilpotent t-norms is never a t-norm.
3.6 Conclusion
A conjecture of C. Alsina, M. J. Frank and B. Schweizer concerning the convex combination of
t-norms is approved for the most general case. It is proved that the convex combination of two
left-continuous t-norms is never a t-norm provided that both t-norms have the same involutive
u-level line for some u ∈ [0, 1[.
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Chapter 4
A proof of standard completeness for MTL
and psMTLr
4.1 Introduction
The logic MTL was introduced by Esteva and Godo in [38]. In our opinion, this logic is very
interesting from many points of view. From the logic point of view, it can be regarded as a weak
system of t-norm-based logic. Indeed, it arises from Ha´jek’s Basic Logic BL [53] by replacing the
axiom (A∧ˆ(A→ B))↔ (A∧B) by the weaker axiom (A∧ˆ(A→ B))→ (A∧B). MTL can also
be regarded as an extension of Intuitionistic Linear Logic [2] without exponentials. Indeed, it can
be obtained from that logic (formulated in a multisequent calculus) by the adding of Weakening,
of identification of multiplicative constants with the corresponding additive constants, and of
Avron’s Communication Rule:
Γ1,Γ2 ` A Π1,Π2 ` B
Γ1,Π1 ` A | Γ2,Π2 ` B , which allows to prove the prelinearity
axiom (A → B) ∨ (B → A). It turns out that such multisequent calculus has cut-elimination.
Thus MTL is one of the few t-norm-based logics which has a reasonable proof theory: other t-
norm-based logics have a proof-theory, but, with the remarkable exception of Go¨del’s Logic, such
proof theories are based on a description of the corresponding semantics inside classical logic,
and proof systems look like semantic tableaux rather than genuine sequent calculi. MTL made
clear the connections between many-valued logics and substructural logics.
The algebraic semantics for MTL is based on MTL-algebras, i.e., bounded residuated lattice-
ordered commutative integral monoids which are isomorphic with a subdirect product of linearly
ordered residuated monoids. Unlike BL-algebras, which constitute the algebraic counterpart of
Ha´jek’s Logic BL, MTL algebras need not satisfy the divisibility condition: if a ≤ b, then there
is c such that b ? c = a, where ? is the monoidal operation.
What was still lacking was a semantics based on triangular norms (t-norms, for short), i.e.,
what is called a standard semantics. T-norms have many motivations: They were first introduced
by B. Schweizer and A. Sklar in 1958 (following ideas of K. Menger from 1942) in order to
formulate properly the triangle inequality in probabilistic metric spaces. Since then, t-norms have
been investigated with tools of algebra and functional equations, and have been applied in various
other mathematical disciplines including game theory, the theory of non-additive measures and
71
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integrals, the theory of measure-free conditioning, the theory of aggregation operations, t-norm-
based logics, control, preference modeling and decision analysis, and artificial intelligence: We
refer the reader to a survey on t-norms in [78], see the references therein to the above-mentioned
fields.
Esteva and Godo [38] conjecture that MTL is complete with respect to evaluations on algebras
on [0, 1] equipped by a left-continuous t-norm and its residuum (additive conjunction and disjunc-
tion being interpreted as inf and sup with respect to the usual ordering on [0, 1]). Recently, a sub-
class of left-continuous t-norms have been widely investigated in [72]. Given that left-continuous
t-norms constitute an interesting topics in general mathematics, Esteva and Godo’s conjecture
constitutes an important link between triangular norms and logic.
In this chapter first we prove the correctness of Esteva and Godo’s conjecture. In our opinion,
the result is interesting in itself. However, unlike the case of BL, where the solution [22] of the
corresponding conjecture of Ha´jek (i.e., that BL is complete with respect to evaluations on alge-
bras on [0, 1] equipped with a continuous t-norm and its residuum) makes use of the classification
of continuous t-norms, our solution is not based on the classification of left-continuous t-norms.
In fact, such a classification doesn’t exist and seems to be hopeless.
One may wonder what happens if we also drop other structural rules, exchange for exam-
ple. In the literature, many examples of non-commutative t-norm-based logics already exist,
due to the Rumanian and Czech schools and to other researchers. Restricting ourselves to the
contributions which are closely related to the present section, we quote [34], [35], [39], [52]
and [54]. In particular, in [82] and [54], an axiomatization is given for non-commutative BL-
algebras (MTL-algebras respectively) which have a subdirect decomposition into linearly or-
dered structures. Non-commutative BL-algebras (MTL-algebras respectively) are called psBL-
algebras (psMTL-algebras respectively). Moreover psBL-algebras (psMTL-algebras) which
can be represented as a subdirect product of linearly ordered psBL-algebras (psMTL-algebras)
are called psBLr algebras (psMTLr-algebras respectively).
Two important relationships between t-norms and t-norm-based logics have been established
in [22] and in [75]: that is, BL is complete with respect to continuous t-norms and their residuals,
and MTL is complete with respect to left-continuous t-norms and their residuals.
Trying to generalize this line of research to the non-commutative case, it is natural to in-
vestigate the logics of non-commutative t-norms, (also called pseudo t-norms). In [39] it is
shown that while there are no non-commutative continuous t-norms in [0, 1], non-commutative
left-continuous t-norms do exist, therefore one may wonder what is their logic. This problem is
solved in the present section. Indeed, we will prove that psMTLr, the logic whose equivalent
algebraic semantics is constituted by the class of psMTLr-algebras, is complete with respect to
left-continuous pseudo t-norms and their (left and right) residuals.
4.2 Preliminaries
The logic MTL has two conjunctions, ∧ˆ (multiplicative) and ∧ (additive), an implication→ (mul-
tiplicative), and one constant, 0¯. In Esteva and Godo’s presentation, the additive disjunction ∨
and the constant 1¯ are not a primitive symbols: they are defined by A ∨ B ≡ ((A → B) →
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B) ∧ ((B → A)→ A), and by 1¯ ≡ 0¯→ 0¯. The only rule of MTL is Modus Ponens:
A A→ B
B
The axioms of MTL are:
(A1) (A→ B)→ ((B → C)→ (A→ C)).
(A2) (A∧ˆB)→ A.
(A3) (A∧ˆB)→ (B∧ˆA).
(A4) (A ∧B)→ A.
(A5) (A ∧B)→ (B ∧ A).
(A6) (A∧ˆ(A→ B))→ (A ∧B).
(A7) (A→ (B → C))→ ((A∧ˆB)→ C).
(A8) ((A∧ˆB)→ C)→ (A→ (B → C)).
(A9) ((A→ B)→ C)→ (((B → A)→ C)→ C).
(A10) 0¯→ A.
Definition 4.1 A linearly ordered MTL-algebra is a structure 〈S, ?,→?,≤, 0, 1〉 such that
the following conditions hold:
• 〈S, ?, 1〉 is a commutative monoid.
• →? is the residuum of ?, i.e., for all a, b, c ∈ S, one has: a ≤ b→? c iff a ? b ≤ c.
• ≤ is a linearly order on S compatible with ?, i.e., if a ≤ b, then a ? c ≤ b ? c. Moreover, 0
and 1 are the bottom and the top element respectively with respect to ≤.
We remark that the compatibility of the linear order with ? follows from the first two points, see
e.g. [57].
Definition 4.2 Let A = 〈S, ?,→?,≤, 0, 1〉 be a linearly ordered MTL-algebra. An evalua-
tion of MTL into A is a map e from MTL formulas into A such that for every pair A,B of MTL
formulas, the following conditions hold:
• e(A∧ˆB) = e(A) ? e(B).
• e(A ∧B) = min{e(A), e(B)}.
• e(A→ B) = e(A)→? e(B).
• e(0¯) = 0.
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It is easy to prove that any evaluation e into a linearly ordered MTL-algebra also satisfies:
• e(A∨B) = max{e(A), e(B)}, where A∨B ≡ ((A→ B)→ B)∧ ((B → A)→ A), and
• e(1¯) = 1, where 1¯ ≡ 0¯→ 0¯.
In [38], Esteva and Godo prove the following:
Proposition 4.1 MTL is sound and complete with respect to the class of linearly ordered
MTL-algebras. In other words, for every MTL formula A one has: MTL ` A iff for every
linearly ordered MTL-algebra A and for every evaluation e of MTL into A, e(A) = 1.
A remarkable class of linearly ordered MTL-algebras is constituted by the so called standard
MTL-algebras. In order to introduce them, we need the definition of left-continuous t-norms.
Definition 4.3 A t-norm is a binary operation ◦ˆ on the real interval [0, 1] which is commu-
tative, associative, which has 1 as neutral element (i.e., 1◦ˆx = x for every x ∈ [0, 1]), and
which is weakly increasing, i.e., if x ≤ y then x◦ˆz ≤ y◦ˆz for every x, y, z ∈ [0, 1]. A t-norm
◦ˆ is said to be left-continuous if whenever 〈xn : n ∈ N〉 and 〈yn : n ∈ N〉 are increasing se-
quences of reals in [0, 1] such that sup{xn : n ∈ N} = x, and sup{yn : n ∈ N} = y, then
sup{xn◦ˆyn : n ∈ N} = x◦ˆy.
It is easy to prove that a t-norm ◦ˆ is left-continuous iff it has a residuum ⇒ (in other words,
for all x, y, z ∈ [0, 1] one has x ≤ y ⇒ z iff x◦ˆy ≤ z). In this case the residuum is given by
x ⇒ y = sup{z : x◦ˆz ≤ y}. It follows that 〈[0, 1], ◦ˆ,⇒,≤, 0, 1〉 is a linearly ordered MTL
algebra. MTL-algebras of this form are called standard. Esteva and Godo raised the problem of
standard completeness of MTL. In other words, they formulated the following conjecture:
Conjecture MTL is complete with respect to evaluations into standard MTL-algebras. In other
words, for every MTL formula A, one has: MTL ` A iff for every standard MTL-algebra
A = 〈[0, 1], ◦ˆ,⇒,≤, 0, 1〉, and for every evaluation e into A, one has: e(A) = 1.
The left-to-right implication is very easy. The other direction will be proved in the next section.
4.3 Standard completeness of MTL
We have seen in Section 2 that whenever MTL 6` A there is a linearly ordered MTL-algebra
A and an evaluation e into A such that e(A) 6= 1. Clearly, only evaluations of subformulas of
A are relevant, therefore we can assume, without loss of generality, that A is finitely generated,
and therefore finite or countable. Our plan is to embed finite or countable linearly ordered MTL-
algebras into a standard algebra. We start from the following:
Theorem 4.2 For every finite or countable linearly ordered MTL-algebra S = 〈S, ?,→,≤S
, 0S, 1S〉, there is a countable ordered set 〈X,〉, a binary operation ◦ on X , and a map Φ from
S into X such that the following conditions hold:
(a) X is densely ordered, and has a maximum M and a minimum m.
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(b) 〈X, ◦,,M〉 is a commutative linearly ordered integral monoid.
(c) ◦ is left-continuous with respect to the order topology on 〈X, 〉.
(d) Φ is an embedding of the structure 〈S, ?,≤S, 0S, 1S〉 into 〈X, ◦,,m,M〉, and for all s, t ∈
S, Φ(s→ t) is the residuum of Φ(s) and Φ(t) in 〈X, ◦,,m,M〉.
(Note that we do not claim that residua always exist in 〈X, ◦,≤,m,M〉; however, we claim that
residua of elements in range(Φ) do exist, and satisfy Condition (d)).
Proof. Let X = {(s, q) : s ∈ S \ {0S}, q ∈ Q∩]0, 1]} ∪ {(0S, 1)}. For (s, q), (t, r) ∈ X , we
define:
(s, q)  (t, r) iff either s <S t, or s = t and q ≤ r.
Clearly,  is a linear order with maximum (1S, 1) and with minimum (0S, 1). Moreover,  is
dense: if (s, q) ≺ (t, r), then either s <S t, and then (s, q) ≺ (t, r2) ≺ (t, r), or s = t and q < r,
and then (s, q) ≺ (s, q+r
2
) ≺ (t, r). This proves (a).
Now define, for (s, q), (t, r) ∈ X:
(s, q) ◦ (t, r) =
{
min{(s, q), (t, r)} if s ? t = minS{s, t}
(s ? t, 1) otherwise.
where min is meant with respect to , and minS is meant with respect to ≤S .
We verify that ◦ satisfies condition (b).
• Commutativity of ◦ is trivial. Moreover, (1S, 1) is the neutral element with respect to ◦.
Indeed, minS{1S, s} = s, therefore, (1S, 1) ◦ (s, q) = min{(1S, 1), (s, q)} = (s, q).
• We verify associativity, i.e., we prove that for all (s, q), (t, r), (u, p) ∈ X , one has:
(♦) (s, q) ◦ ((t, r) ◦ (u, p)) = ((s, q) ◦ (t, r)) ◦ (u, p).
We recall that ? is associative. In the sequel, we will use this fact without further mention.
We distinguish several cases:
Case (i). Assume s ? (t ? u) = minS{s, t, u}. Then both sides of (♦) are equal to
min{(s, q), (t, r), (u, p)}.
Case (ii). (s ? t) ?u 6= min{(s ? t), u}, and s ? (t ? u) 6= minS{s, (t ? u)}. Then both sides
of (♦) are equal to (s ? (t ? u), 1).
If neither Case (i) nor Case (ii) occurs, then s ? (t ? u) /∈ {s, t, u} (otherwise we would fall
into Case (i)), and either (s ? t) ? u = minS{s ? t, u} (we can suppose that s ? t <S u,
otherwise we fall into Case (i)), or (s ? t) ? u = minS{s, t ? u} (again we can suppose that
t ? u <S s, otherwise we fall into Case (i)). Thus it remains to consider the cases (iii) and
(iv) as follows:
Case (iii). (s ? t) ? u = s ? t < u. We can assume, without loss of generality, that
s?t <S minS{s, t}, otherwise we fall into Case (i). Then ((s, q)◦(t, r))◦(u, p) = (s?t, 1).
We prove that (s, q) ◦ ((t, r) ◦ (u, p)) = (s ? t, 1). This is true by the definition of ◦ if
s?(t?u) 6= minS{s, t?u}, because then the right-hand side of (♦) is equal to (s?(t?u), 1) =
(s ? t, 1).
Now suppose that s ? (t ? u) = minS{s, t ? u}. As we said before, we can assume t ? u < s,
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otherwise we fall into Case (i). Thus s?(t?u) = s?t = t?u. Moreover, t?u < minS{t, u}
(otherwise we fall into Case (i)), therefore, (t, r) ◦ (u, p) = (t ? u, 1), and the right-hand
side of (♦) reduces to
(t ? u, 1) ◦ (s, q) = min{(t ? u, 1), (s, q)} = (t ? u, 1) = (s ? t, 1),
andd the claim is proved.
Case (iv). (s ? t) ? u = t ? u < s. The argument is symmetric to that used in case (iii).
• ◦ is weakly monotonic. Since ◦ is commutative, it is sufficient to prove that if (s, q)  (t, r),
then for all (u, p) one has: (u, p)◦(s, q)  (u, p)◦(t, r). Once again, we distinguish several
cases:
If s ? u = minS{s, u} and t ? u = minS{t, u}, then (u, p) ◦ (s, q) = min{(s, q), (u, p)} 
min{(t, r), (u, p)} = (t, r) ◦ (u, p).
If s ? u = minS{s, u}, and t ? u 6= minS{t, u}, then s ? u ≤S t ? u implies (s, q) ◦ (u, p) =
min{(s, q), (u, p)}  (t ? u, 1) = (t, r) ◦ (u, p).
If s?u 6= minS{s, u}, and t ?u = minS{t, u}, then s?u <S minS{s, u} ≤S minS{t, u} =
t ? u. Thus (s, q) ◦ (u, p) = (s ? u, 1), and the first component of (t, r) ◦ (u, p) is t ? u =
minS{t, u} >S s ? u. Thus (s, q) ◦ (u, p) ≺ (t, r) ◦ (u, p).
If s ? u 6= minS{s, u}, and t ? u 6= minS{t, u}, then s ? u ≤S t ? u, and (s, q) ◦ (u, p) =
(s ? u, 1)  (t ? u, 1) = (t, r) ◦ (u, p). This concludes the proof of weak monotonicity of ◦,
and Claim (b) is proved.
We continue with the proof of left-continuity of ◦. By the monotonicity and by the com-
mutativity of ◦, it suffices to prove that if 〈(si, qi) : i ∈ N〉 is any increasing sequence (with
respect to ≺) of elements of X such that sup{(si, qi) : i ∈ N} = (s, q), then for all (t, r) ∈ X ,
sup{(si, qi) ◦ (t, r) : i ∈ N} = (s, q) ◦ (t, r). First of all, for almost all i we must have:
si = s, otherwise (s, q2) ≺ (s, q) would be an upper bound of the sequence 〈(si, qi) : i ∈ N〉.
After deleting a finite number of elements of the sequence 〈(si, qi) : i ∈ N〉, we can suppose,
without loss of generality, that for all i, si = s, and that q = sup{qi : i ∈ N}. Now, if
s ? t = minS{s, t}, then (s, q) ◦ (t, r) = min{(s, q), (t, r)}, (si, qi) ◦ (t, r) = min{(si, qi), (t, r)},
and left-continuity follows from left-continuity (in fact, continuity) of min operation. Otherwise,
for every i, (s, q)◦ (t, r) = (si, qi)◦ (t, r) = (s ? t, 1). This completes the proof of left-continuity,
i.e., of Claim (c).
We prove Claim (d). Define, for every s ∈ S, Φ(s) = (s, 1). Clearly Φ is increasing,
hence one-to-one. Moreover, Φ(1S) = (1S, 1) is both the top element of 〈X,〉 and the neutral
element of ◦. Also, Φ(0S) = (0S, 1) is the bottom element of 〈X,〉. Moreover, Φ(s) ◦ Φ(t) =
(s, 1) ◦ (t, 1) = (s ? t, 1) = Φ(s ? t). Thus Φ is an embedding of partially-ordered monoids. It
remains to prove that for all s, t ∈ S, Φ(s ⇒ t) is the residuum of s and t with respect to ◦, i.e.,
that Φ(s) ◦ Φ(s ⇒ t)  Φ(t), and whenever Φ(s) ◦ (u, p)  Φ(t), then (u, p)  Φ(s ⇒ t). The
first claim is easy: Φ(s) ◦ Φ(s ⇒ t) = (s, 1) ◦ (s ⇒ t, 1)  (t, 1) = Φ(t). As regards to the
second claim, we argue contrapositively. Suppose that (s⇒ t, 1) ≺ (u, p). Since p ≤ 1, we must
have s ⇒ t <S u. Since s ⇒ t is the residuum of s and t in S, we must have s ? u >S t, and
(t, 1) ≺ (s, 1) ◦ (u, p). This completes the proof.
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Theorem 4.3 Every countable linearly ordered MTL-algebra can be embedded into a stan-
dard algebra.
Proof. Let X , S, etc. be as in Theorem 4.2. Since 〈X,〉 is a countable, dense, linearly-
ordered set with maximum and minimum, it is order-isomorphic to 〈Q ∩ [0, 1],≤〉. Let Ψ be
such an isomorphism. Then if (a), (b), (c) and (d) hold, letting for α, β ∈ [0, 1], α ◦′ β =
Ψ(Ψ−1(α) ◦ Ψ−1(β)), and, for all s ∈ S, Φ′(s) = Ψ(Φ(s)), we obtain that Q ∩ [0, 1], ≤, ◦′, Φ′
satisfy conditions (a), (b), (c) and (d) of Theorem 4.2 whenever X , , ◦ and Φ do. So we can
assume, without loss of generality, that X = Q ∩ [0, 1] and that  is ≤.
Now define for α, β ∈ [0, 1],
α◦ˆβ = sup
x∈X:x≤α
sup
y∈X:y≤β
x ◦ y.
Associativity and commutativity of ◦ˆ follow immediately from associativity and commutativity
of ◦. That ◦ˆ is weakly monotonic and has 1 a neutral element is an easy consequence of the
definition.
We verify left-continuity. Suppose that 〈αn : n ∈ N〉 and 〈βn : n ∈ N〉 are increasing
sequences of reals in [0, 1] such that sup{αn : n ∈ N} = α and sup{βn : n ∈ N} = β. Then
by the monotonicity of ◦ˆ, sup{αn◦ˆβn} ≤ α◦ˆβ. Since the restriction of ◦ˆ to Q ∩ [0, 1] is left-
continuous, we obtain:
α◦ˆβ = sup{q◦ˆr : q, r ∈ Q ∩ [0, 1], q ≤ α, r ≤ β} = sup{q◦ˆr : q, r ∈ Q ∩ [0, 1], q < α, r < β}.
Now for every q < α and for every r < β there is n such that q < αn, and r < βn. Thus,
sup{αn◦ˆβn : n ∈ N} ≥ sup{q◦ˆr : q < α, r < β, q, r ∈ Q ∩ [0, 1]} = α◦ˆβ.
Thus ◦ˆ is a left-continuous t-norm on [0, 1].
That ◦ˆ extends ◦ is an easy consequence of the definition. By (a), (b), (c), and (d), Φ is an
embedding of 〈S, ?,≤S, 0S, 1S〉 into 〈[0, 1], ◦ˆ,≤, 0, 1〉. Moreover, ◦ˆ has a residuum, call it ⇒ˆ.
To conclude the proof, we still have to prove that for s, t ∈ S, Φ(s→? t) = Φ(s)⇒ˆΦ(t). By
property (d), Φ(s⇒ t) is the residuum of Φ(s) and Φ(t) in 〈Q ∩ [0, 1], ◦,≤, 0, 1〉. Thus
Φ(s)◦ˆΦ(s→? t) = Φ(s) ◦ Φ(s→? t) ≤ Φ(t).
Suppose, by contradiction, that there is α > Φ(s⇒ t) such that α◦ˆΦ(s) ≤ Φ(t). Since Q∩ [0, 1]
is dense in [0, 1], there is q ∈ Q ∩ [0, 1] such that Φ(s→? t) < q ≤ α. So,
q◦ˆΦ(s) = q ◦ Φ(s) ≤ Φ(t),
contradicting condition (d).
Theorem 4.4 MTL is complete with respect to left-continuous t-norms and their residua. In
other words, for every formula A, if MTL 6` A, then there is a left-continuous t-norm ◦ and an
evaluation e into 〈[0, 1], ◦ˆ,⇒,≤, 0, 1〉 (where⇒ is the residuum of ◦ˆ) such that e(A) 6= 1.
Proof. Let A be a formula such that MTL 6` A, letA be a linearly ordered MTL-algebra and
e be an evaluation in A such that e(A) 6= 1, and let Φ′ be the embedding of A into the standard
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MTL-algebra given in Theorem 4.3. Then Φ′◦e is an evaluation into the standardMTL-algebra,
and Φ′ ◦ e(A) 6= 1. Thus, standard completeness of MTL follows. We conclude the section with
an open problem. Let n be the negation corresponding to a left-continuous t-norm ◦ˆ. That is,
n(x) = x ⇒ 0 (x ∈ [0, 1]). Say that n is involutive if it satisfies the equation n(n(x)) = x. Let
IMTL be MTL plus ¬¬A→ A and (A→ 0¯)↔ ¬A.
4.4 The logic psMTLr
The logic psMTLr has two conjunctions, & (multiplicative) and ∧ (additive), two implications
→1 and →2 (both multiplicative, a left one and a right one), and one constant, 0¯. The rules of
psMTLr are:
(MP1): A A→1B
B
, (MP2): A A→2B
B
,
(Imp1): A→1B
A→2B , (Imp2):
A→2B
A→1B .
The axioms of psMTL are:
(A1) (B →1 C) →1 ((A →1 B) →1 (A →1 C)) and (B →2 C) →2 ((A →2 B) → (A →2
C))
(A2) (A&B)→1 A
(A3) (A&B)→1 B
(A4) (A ∧B)→1 A
(A5) (A ∧B)→1 (B ∧ A)
(A6) ((A→1 B)&A)→1 (A ∧B), and (A&(A→2 B))→2 (A ∧B)
(A7) (A→1 (B →1 C))↔1 ((A&B)→1 C), and (A→2 (B →2 C))↔2 ((B&A)→2 C)
(A9) ((A→1 B)→1 C)→1 (((B →1 A)→1 C)→1 C), and
((A→2 B)→2 C)→2 (((B →2 A)→2 C)→2 C)
(A10) (A ∨B)→1 (B ∨ A)
(A11) (A→1 B) ∨ (C →2 ((B →1 A)&C)), and (A→2 B) ∨ (C →1 (C&(B →2 A)))
(A12) 0¯→1 A,
where A ∨ B is an abbreviation for (((A→1 B)→2 B) ∧ ((B →2 A)→1 A))) and A↔1 B is
an abbreviation for (A→1 B)&(B →1 A).
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Definition 4.4 Let Γ be a set of psMTLr formulas, and A be a psMTLr formula. We say that
A is derivable from Γ in psMTLr (in symbols: psMTLr ∪ Γ ` A) if there is a finite sequence of
formulas A1, . . . , An such that An = A, and for all i ≤ n, either Ai is an axiom of psMTLr, or
Ai ∈ Γ, or there are j, h < i such that Ai is derivable from Aj and Ah by (MP1) or by (MP2), or
there is m < i such that Ai is derivable from Am by (Imp1) or by (Imp2).
Definition 4.5 A bounded integral residuated lattice is a structure
B = 〈B, ·,⇒1,⇒2,∨,∧, 0, 1〉
such that:
• 〈B, ·, 1〉 is a monoid.
• 〈B,∨,∧, 0, 1〉 is a bounded lattice with minimum 0 and maximum 1.
• x · (y ∨ z) = (x · y) ∨ (x · z), and (y ∨ z) · x = (y · x) ∨ (z · x).
• For all x, y, z ∈ S, one has: x ≤ y ⇒1 z iff x · y ≤ z, and x ≤ y ⇒2 z iff y · x ≤ z.
A psMTLr-algebra is a bounded integral residuated lattice which is isomorphic to a subdirect
product of a family of linearly order integral bounded residuated lattices. In [52], another class
of algebras, namely the class of psMTL-algebras, is introduced. These algebras are not used in
the present section, hence we do not discuss them here. We also recall that in [52] it is shown that
psMTLr-algebras constitute a variety. Finally we observe that from the definition of psMTLr-
algebras it follows that the classes of linearly ordered psMTLr-algebras and of linearly ordered
integral, bounded residuated lattices coincide.
Definition 4.6 Let S = 〈S, ·,⇒1,⇒2,max,min, 0, 1〉 be a linearly ordered psMTLr-algeb-
ra. An evaluation of psMTLr intoA is a map e from psMTLr formulas intoA such that for every
pair A,B of psMTLr formulas, the following conditions hold:
• e(A&B) = e(A) · e(B).
• e(A ∧B) = min{e(A), e(B)}.
• e(A→1 B) = e(A)⇒1 e(B), and e(A→2 B) = e(A⇒2 B).
• e(0¯) = 0.
It is possible to prove that any evaluation e into a linearly ordered psMTLr-algebra also
satisfies:
• e(A ∨B) = max{e(A), e(B)}, and
• e(1¯) = 1, where 1¯ ≡ 0¯→1 0¯.
In [H01], Ha´jek extends a result proved by Ku¨hr [K] for psBL, and shows the following:
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Proposition 4.5 psMTLr is sound and strongly complete with respect to the class of linearly
ordered psMTLr-algebras. In other words, for every set Γ of psMTLr formulas and for every
psMTLr formula A one has: psMTLr∪Γ ` A iff for every linearly ordered psMTLr-algebra S
and for every evaluation e of psMTLr into S, if e(B) = 1 for all B ∈ Γ, then e(A) = 1.
We also recall the following definition:
Definition 4.7 A pseudo t-norm is a binary operation ∗ on the real interval [0, 1] such that
〈[0, 1], ∗,≤, 1〉 is a (possibly non-commutative) linearly ordered monoid. A pseudo t-norm ∗ is
said to be left-continuous if whenever 〈xn : n ∈ N〉 is an increasing sequence of reals in [0, 1],
one has y ∗ sup{xn : n ∈ N} = sup{y ∗ xn : n ∈ N}, and sup{xn : n ∈ N} ∗ y = sup{xn ∗ y :
n ∈ N}.
It is easy to prove that a t-norm ∗ is left-continuous iff it has both a left residual⇒1 and a right
residual ⇒2 (in other words, for all x, y, z ∈ [0, 1] one has x ≤ y ⇒1 z iff x ∗ y ≤ z, and
x ≤ y ⇒2 z iff y ∗ x ≤ z). In this case the residuals are given by y ⇒1 z = sup{x : x ∗ y ≤ z},
and y ⇒2 z = sup{x : y ∗ x ≤ z}. Hence 〈[0, 1], ∗,⇒1,⇒2 max,min, 0, 1〉 is a linearly ordered
psMTLr algebra. Any psMTLr-algebra of this form is called standard.
4.5 Standard completeness of psMTLr
We have seen in Section 2 that whenever psMTLr ∪ Γ 6` A there is a linearly ordered psMTLr-
algebra S and an evaluation e into S such that e(A) 6= 1, and e(B) = 1 for all B ∈ Γ. Clearly,
only evaluations of subformulas of Γ ∪ {A} are relevant, therefore we can assume without loss
of generality, that S is (finitely or) countably generated, and therefore it is (finite or) countable.
Our plan is to prove that any finite or countable linearly ordered psMTLr-algebra embeds into a
standard psMTLr-algebra. We start from the following:
Theorem 4.6 Let S = 〈S, ·,⇒1,⇒2,maxS,minS, 0S, 1S〉, be a finite or countable linearly
ordered psMTLr-algebra. Then there is a countable ordered set 〈X,〉, a binary operation ∗
on X , and a map Φ from S into X such that the following conditions hold:
(a) X is countable, densely and linearly ordered, and has a maximum M and a minimum m.
(b) 〈X, ∗,,M〉 is a linearly-ordered monoid.
(c) ∗ is left-continuous with respect to the order topology on 〈X, 〉.
(d) Φ is an embedding of the structure 〈S, ·,≤S, 0S, 1S〉 into 〈X, ∗,,m,M〉, where ≤S is the
order induced by the lattice operations in S. Moreover for all s, t ∈ S, Φ(s ⇒1 t) and
Φ(s ⇒2 t) are the left residual and the right residual respectively of Φ(s) and Φ(t) in
〈X, ∗,〉.
(Note that we do not claim that residuals always exist in 〈X, ∗,〉; however, we claim that resid-
uals of elements in range(Φ) do exist, and satisfy Condition (d)).
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Proof. The proof is quite similar to the proof of Theorem 3.1 of [75]. Let
X = {(s, q) : s ∈ S \ {0S}, q ∈ Q∩]0, 1]} ∪ {(0S, 1)}.
For (s, q), (t, r) ∈ X , we define:
(s, q)  (t, r) iff either s <S t, or s = t and q ≤ r.
Clearly X is countable, and is a linear order with maximum (1S, 1) and with minimum (0S, 1).
Moreover,  is dense: if (s, q) ≺ (t, r), then either s <S t, and then (s, q) ≺ (t, r2) ≺ (t, r), or
s = t and q < r, and then (s, q) ≺ (s, q+r
2
) ≺ (t, r). This proves (a).
Now define, for (s, q), (t, r) ∈ X:
(s, q) ∗ (t, r) =
{
min{(s, q), (t, r)} if s · t = minS{s, t}
(s · t, 1) otherwise.
where min is meant with respect to .
We verify that ∗ satisfies condition (b).
• (1S, 1) is the neutral element with respect to ∗. Indeed, minS{1S, s} = s, therefore, (1S, 1)∗
(s, q) = (s, q) ∗ (1S, 1) = min{(1S, 1), (s, q)} = (s, q).
• We verify associativity, i.e., we prove that for all (s, q), (t, r), (u, p) ∈ X , one has:
(♦) (s, q) ∗ ((t, r) ∗ (u, p)) = ((s, q) ∗ (t, r)) ∗ (u, p).
Since · is associative, we feel free to write x · y · z without parentheses. We distinguish two
cases:
Case (i). s · t · u = minS{s, t, u}. Then both sides of (♦) equal min{(s, q), (t, r), (u, p)},
and associativity holds.
Case (ii). s · t · u 6= minS{s, t, u}. We claim that in this case both sides of (♦) are equal
to (s · t · u, 1). Consider e.g. (s, q) ∗ ((t, r) ∗ (u, p)).
If t · u = minS{t, u}, then s · (t · u) 6= minS{t · u, s} (otherwise s · t · u = minS{s, t, u}),
therefore (s, q) ∗ ((t, r) ∗ (u, p)) = (s ·minS{t, u}, 1) = (s · t · u, 1).
If t · u 6= minS{t, u}, then (t, r) ∗ (u, p) = (t · u, 1), and s · t · u 6= s (otherwise s · t · u =
minS{s, t, u}). Thus either s · t ·u 6= t ·u, and then (s, q) ∗ ((t, r) ∗ (u, p)) = (s · t ·u, 1), or
s·t·u = t·u, and then (s, q)∗((t, r)∗(u, p)) = min{(t·r, 1), (s, q)} = (t·u, 1) = (s·t·u, 1).
The proof that ((s, q) ∗ (t, r)) ∗ (u, p) = (s · t · u, 1) is similar.
• We prove that ∗ is weakly increasing, that is, if (s, q)  (t, r), then for all (u, p) one has:
(u, p) ∗ (s, q)  (u, p) ∗ (t, r), and (s, q) ∗ (u, p)  (t, r) ∗ (u, p). We prove the first
condition. The proof of the second condition is similar, and is left to the reader. Once
again, we distinguish several cases:
If s · u = minS{s, u} and t · u = minS{t, u}, then (u, p) ∗ (s, q) = min{(s, q), (u, p)} 
min{(t, r), (u, p)} = (t, r) ∗ (u, p).
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If s · u = minS{s, u}, and t · u 6= minS{t, u}, then s · u ≤S t · u implies (s, q) ∗ (u, p) =
min{(s, q), (u, p)}  (t · u, 1) = (t, r) ∗ (u, p).
If s · u 6= minS{s, u}, and t · u = minS{t, u}, then s · u <S minS{s, u} ≤S minS{t, u} =
t · u. Thus (s, q) ∗ (u, p) = (s · u, 1), and the first component of (t, r) ∗ (u, p) is t · u =
minS{t, u} >S s · u. Thus (s, q) ∗ (u, p) ≺ (t, r) ∗ (u, p).
If s · u 6= minS{s, u}, and t · u 6= minS{t, u}, then s · u ≤S t · u, and (s, q) ∗ (u, p) =
(s · u, 1)  (t · u, 1) = (t, r) ∗ (u, p).
As said before, the proof that (s, q) ∗ (u, p)  (t, r) ∗ (u, p) is quite similar. This concludes
the proof of weak monotonicity of ∗, and Claim (b) is proved.
• We prove claim (c), i.e., the left-continuity of ∗. Let 〈(si, qi) : i ∈ N〉 be any increasing
sequence (with respect to≺) of elements of X such that sup{(si, qi) : i ∈ N} = (s, q). We
prove that for all (t, r) ∈ X , sup{(si, qi) ∗ (t, r) : i ∈ N} = (s, q) ∗ (t, r).
First of all, note that for almost all i we must have si = s, otherwise (s, q2) ≺ (s, q) would
be an upper bound of the sequence 〈(si, qi) : i ∈ N〉. After deleting a finite number of
elements of the sequence 〈(si, qi) : i ∈ N〉, we can suppose, without loss of generality,
that for all i, si = s, and that q = sup{qi : i ∈ N}. Now, if s · t = minS{s, t}, then
(s, q) ∗ (t, r) = min{(s, q), (t, r)}, (si, qi) ∗ (t, r) = min{(si, qi), (t, r)}, and the claim
follows from left-continuity (in fact, continuity) of min operation. Otherwise, for every i,
(s, q) ∗ (t, r) = (si, qi) ∗ (t, r) = (s · t, 1).
By a similar argument we can check that (t, r)∗ sup{(si, qi) : i ∈ N} = (t, r)∗ (s, q). This
completes the proof of left-continuity, i.e., of Claim (c).
• We prove Claim (d). Define, for every s ∈ S, Φ(s) = (s, 1). Clearly Φ is increasing,
hence one-to-one. Moreover, Φ(1S) = (1S, 1) is both the top element of 〈X,〉 and the
neutral element of ∗. Also, Φ(0S) = (0S, 1) is the bottom element of 〈X,〉. Moreover,
Φ(s) ∗ Φ(t) = (s, 1) ∗ (t, 1) = (s · t, 1) = Φ(s · t). Thus Φ is an embedding of partially-
ordered monoids. It remains to prove that for all s, t ∈ S, Φ(s ⇒1 t) is the left residual of
s and t, and that Φ(s ⇒2 t) is the right residual of Φ(s) and Φ(t) (with respect to ∗). First
note that
Φ(s) ∗ Φ(s⇒2 t) = (s, 1) ∗ (s⇒2 t, 1) = (s · (s⇒2 t), 1)  (t, 1) = Φ(t),
Φ(s⇒1 t) ∗ Φ(s) = (s⇒1 t, 1) ∗ (s, 1) = ((s⇒1 t) · s, 1) = (t, 1) = Φ(t).
Moreover if (s, 1) ∗ (u, p)  (t, 1), then s · u ≤S t, therefore u ≤S s ⇒2 t, and (u, q) 
(s ⇒2 t, q)  (s ⇒2 t, 1). Similarly, if (u, p) ∗ (s, 1)  (t, 1), then u · s ≤S t, therefore
u ≤S s⇒1 t, and (u, q)  (s⇒1 t, q)  (s⇒1 t, 1). This completes the proof.
Theorem 4.7 Every countable linearly ordered psMTLr-algebra S can be embedded into a
standard algebra.
Proof. Let 〈X, ∗,,m,M〉 and Φ be as in Theorem 4.6. Since 〈X,〉 is a countable, dense,
linearly-ordered set with maximum and minimum, it is order-isomorphic to 〈Q ∩ [0, 1],≤〉. Let
Ψ be such an isomorphism. Then if (a), (b), (c) and (d) hold, letting for a, b ∈ Q ∩ [0, 1],
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a ∗′ b = Ψ(Ψ−1(a) ∗Ψ−1(b)), and, for all s ∈ S, Φ′(s) = Ψ(Φ(s)), we obtain that Q ∩ [0, 1], ≤,
∗′, Φ′ satisfy conditions (a), (b), (c) and (d) of Theorem 4.6. So we can assume without loss of
generality that in Theorem 4.6 X = Q ∩ [0, 1] and that  is the usual order ≤ on Q ∩ [0, 1].
Now define for α, β ∈ [0, 1],
α∗ˆβ = sup
x∈X:x≤α
sup
y∈X:y≤β
x ∗ y.
Then associativity of ∗ˆ follows immediately from associativity and from the left-continuity of ∗.
That ∗ˆ is weakly increasing and has 1 a neutral element is an easy consequence of the definition.
Moreover it is evident that for p, q ∈ Q ∩ [0, 1], p∗ˆq = p ∗ q, i.e., ∗ˆ extends ∗.
We verify left-continuity. Let 〈αn : n ∈ N〉 be an increasing sequence of reals in [0, 1], let α
be its supremum, let β ∈ [0, 1], and let us verify that α∗ˆβ = sup{αn∗ˆβ : n ∈ N}, and that
β∗ˆα = sup{β∗ˆαn : n ∈ N}. The claim is obvious if β = 0, hence we may suppose β > 0.
Moreover, since ∗ˆ is weakly increasing and Q ∩ [0, 1] is dense in [0, 1] we may suppose without
loss of generality that αn ∈ Q for every n. Now let 〈βn : n ∈ N〉 be an increasing sequence
of rationals having β as a supremum. Then by the monotonicity of ∗ˆ, sup{αn∗ˆβ : n ∈ N} ≥
sup{αn∗ˆβn : n ∈ N} = sup{αn ∗ βn : n ∈ N} = α∗ˆβ ≥ sup{αn∗ˆβ : n ∈ N}. Similarly,
sup{β∗ˆαn : n ∈ N} ≥ sup{βn∗ˆαn : n ∈ N} = sup{βn ∗ αn : n ∈ N} = β∗ˆα ≥ sup{β∗ˆαn :
n ∈ N}. Thus ∗ˆ is a left-continuous pseudo t-norm on [0, 1] which extends ∗. By (a), (b), (c),
and (d), Φ is an embedding of S = 〈S, ?,≤S, 0S, 1S〉 into 〈[0, 1], ∗ˆ,≤, 0, 1〉. Hence, ∗ˆ has a left
residual, call it ⇒ˆ1, and a right residual, call it ⇒ˆ2. To conclude the proof, we still have to prove
that for s, t ∈ S, Φ(s⇒1 t) = Φ(s)⇒ˆ1Φ(t), and Φ(s⇒2 t) = Φ(s)⇒ˆ2Φ(t).
By property (d), Φ(s ⇒1 t) and Φ(s ⇒2 t) are the left and right residuals of Φ(s) and Φ(t) in
〈Q ∩ [0, 1], ∗,≤, 0, 1〉. Thus
Φ(s)∗ˆΦ(s⇒2 t) = Φ(s)∗Φ(s⇒2 t) ≤ Φ(t) and Φ(s⇒1 t)∗ˆΦ(s) = Φ(s⇒1 t)∗Φ(s) ≤ Φ(t).
Finally if α > Φ(s⇒2 t), then since Q ∩ [0, 1] is dense in [0, 1], there is q ∈ Q ∩ [0, 1] such that
α > q > Φ(s⇒2 t). Hence Φ(s)∗ˆα ≥ Φ(s)∗ˆq = Φ(s) ∗ q > Φ(t). Similarly if α > Φ(s⇒1 t),
then α∗ˆΦ(s) > Φ(t). This means that
Φ(s⇒1 t) = max{x ∈ [0, 1] : x∗ˆΦ(s) ≤ Φ(t)}
and
Φ(s⇒2 t) = max{x ∈ [0, 1] : Φ(s)∗ˆx ≤ Φ(t)}.
In other words, Φ(s ⇒1 t) and Φ(s ⇒2 t) are the left and right residuals of Φ(s) and Φ(t) in
〈[0, 1], ∗ˆ,≤, 0, 1〉. This concludes the proof.
Theorem 4.8 psMTLr is complete with respect to the class of standard psMTLr-algebras.
In other words, for every formula A, if psMTLr 6` A, then there is a left-continuous pseudo
t-norm ∗ˆ and an evaluation e into 〈[0, 1], ∗ˆ, ⇒ˆ1, ⇒ˆ2,max,min, 0, 1〉 (where ⇒ˆ1 and ⇒ˆ2 are the
left and right residuals of ∗ˆ) such that e(A) 6= 1.
Proof. Let A be a formula such that psMTLr 6` A, let S be a linearly ordered psMTLr
algebra and e be an evaluation in S such that e(A) 6= 1. Let Φ be the embedding of A into
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a standard psMTLr algebra whose existence is assured by Theorem 4.7. Then the composition
Φ ◦ e is an evaluation into a standard psMTLr-algebra. Moreover, (Φ ◦ e)(A) 6= 1, and for all
B ∈ Γ, (Φ ◦ e)(B) = 1. Thus, the claim follows.
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Chapter 5
A general method for constructing
left-continuous t-norms
5.1 Introduction
The aim of this section is to present a new method of constructing t-norms; among them left-
continuous ones. Our method sheds some light to the link between the rotation [73] of the product
t-norm and Chang’s MV-algebra [17], to the ‘exotic’ t-norm which was proposed by Smutna´
[108], and is a tool to construct t-norms for the standard semantics of Π-MTL, a logic which was
proposed recently by Ha´jek in [54].
Our method is based on the embedding of commutative, residuated integral `-monoids (which
are countable, linearly ordered and dense in their order topology) into ]0, 1] ∩ Q, presented in
Section 4.3. The embedded operation is then extended to [0, 1] “using left-continuity”. Several
examples for the application of this procedure and three-dimensional plots of the obtained t-norms
will illustrate the method and will help the reader to understand. The method is general enough
to result in t-norms with extraordinary properties.
5.2 Preliminaries
A commutative lattice ordered semigroup (for short `-semigroup) on a chain L is a triple (L,≤, ∗◦)
such that ∗◦ is a commutative associative operation on L and a ≤ b implies a ∗◦ x ≤ b ∗◦ x and
x ∗◦ a ≤ x ∗◦ b. It is called an `-monoid if there exist a neutral element in L, that is, if for e ∈ L
we have e ∗◦ x = x ∗◦ e = x. It is easy to see that there can be at most one neutral element. An
`-monoid is called integral if the neutral element is the greatest element of L. A commutative
`-semigroup is called residuated if there exist a binary operation →∗◦ on L which satisfies the
adjointness condition: x ∗◦ y ≤ z if and only if y→∗◦ z ≥ x. Equivalently, y→∗◦ z is the greatest
element of the set {t ∈ L | t ∗◦ y ≤ z}. A commutative integral `-monoid is called divisible if for
any x, y ∈ L, x < y there exist z ∈ L such that y ∗◦ z = x. A partially-ordered monoid is called
disjunctive if x ∗◦ y ≥ x and x ∗◦ y ≥ y holds. For the definition of t-norms we refer to Section 2.2.
A triangular subnorm (t-subnorm for short) is a function T : [0, 1]2 → [0, 1] such that for
85
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all x, y, z ∈ [0, 1] axioms (T1), (T2), (T3) and (T6) are satisfied. T-subnorms are introduced (see
e.g., [72]) in order to be used in the so-called rotation-annihilation construction to construct new
families of left-continuous t-norms T satisfying T (x, y) = 0 if and only if x+ y ≤ 1. Later their
important role in the ordinal sum construction is noticed in [60]. Since t-norms and t-subnorms
can be considered as functions on [0, 1]2 all the usual notions (like (left-)continuity, strict increas-
ing nature etc.) can be used in this setting. It is easy to see that a t-norm T is a commutative
integral `-monoid (on [0, 1]), and that continuity (resp. left-continuity) of T is equivalent to its
divisibility (resp. residuated nature). The structure of a class of divisible semigroups (in par-
ticular, continuous t-norms) has been described in [90] while the class of residuated lattices (in
particular, left-continuous t-norms) seems to be extremely complicated, and little is known about
their general structure. An overview of a first study of a subclass of left-continuous t-norms is in
[72].
Many times we will consider commutative integral `-monoids on ]0, 1] rather than on [0, 1].
This is equivalent to considering t-norms without zero divisors. Indeed, for any t-norm without
zero divisors its reduct to ]0, 1] is a commutative integral `-monoid on ]0, 1]. On the other hand,
any commutative integral `-monoid on ]0, 1] can be uniquely extended to a t-norm which has
no zero divisors by adding 0 to its universe and by extending the operation via (T5). None of
the constructions violates the preservation of left-continuity, continuity, etc. Therefore, we shall
identify commutative integral `-monoids on ]0, 1] with t-norms without zero divisors without
further mention, and without making distinction in their denotation.
Finally, about notation: Denote R+ the set of nonnegative real numbers, and denote TP the
product t-norm, that is, TP(x, y) = x·y for x, y ∈ [0, 1]. The following notation will frequently be
used in this chapter: Let a ∈]0, 1[, j ∈ N. Denote ϕa,j(x) the order preserving linear isomorphism
between ]aj+1, aj] and ]0, 1]. That is, let
ϕa,j(x) =
x− aj+1
aj − aj+1 .
Then
ϕ−1a,j(x) = a
j+1 + (aj − aj+1) · x.
In case j = 0 denote ϕa,0 (the order preserving linear isomorphism between ]a, 1] and ]0, 1]) by
ϕa for sake of simplicity.
5.3 Completions of left-continuous monoids
Let D = 〈D, ?,≤, 1〉 be a commutative totally ordered integral monoid. We say that ? is a left-
continuous operation on D if whenever X ⊆ D and sup(X) exists in D, then for every y ∈ D
one has: y ? sup(X) = sup{y ? x : x ∈ X}. In this case we speak of left-continuous totally
ordered commutative integral monoid. Any residuated monoid is left-continuous, the converse is
not true in general.
Theorem 5.1 Let D be a countable left-continuous totally and densely ordered commutative
integral monoid. Then:
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(i) D is isomorphic to a left-continuous totally and densely ordered commutative integral
monoid whose lattice reduct is Q ∩ [0, 1]
(ii) There exists a complete (i.e., preserving suprema and infima) embedding of D into [0, 1]
equipped with a left-continuous t-norm.
Proof. (i) Clearly D is order isomorphic to Q ∩ [0, 1]. Let h be any order isomorphism from
D onto Q ∩ [0, 1], and let ◦ be defined on Q ∩ [0, 1] by x ◦ y = h(h−1(x) ? h−1(y)). Then h
preserves the monoidal operation, i.e., it is an isomorphism from D into 〈Q ∩ [0, 1], ◦,≤, 1〉, as
desired.
(ii) Define for α, β ∈ [0, 1], α◦·β = sup{h(d ? e) : h(d) ≤ α and h(e) ≤ β}. Then as in [75]
we can see that ◦· is a left-continuous t-norm on [0, 1] which extends ◦. Hence h is an embedding
of D into 〈[0, 1], ◦· ≤, 1〉, and using the density of Q in R, we see that h preserves suprema and
infima.
Definition 5.1 We say that the t-norm ◦· defined in the proof of Theorem 5.1 is the completion
of the monoidal operation ?.
Remark 5.2 Let D be a countable, totally ordered, commutative integral monoid (not nec-
essarily densely ordered and left-continuous). Then we can embed it into a densely and totally
ordered left-continuous commutative integral monoidM with minimum in the following way:
• If D has no minimum, then add a new element m to be the minimum of the lattice reduct
of D and extend the operation to m in the obvious way (so that m becomes the zero of the
multiplication).
• The domain ofM is {(m, 1)} ∪ {(a, q) : a ∈ D − {m}, q ∈ Q∩]0, 1]}.
• The order is the lexicographic order.
• The monoidal operation ◦ is defined by (a, q) ◦ (b, r) = min{(a, q), (b, r)} if a ? b =
min{a, b}, and (a, q) ◦ (b, r) = (a ? b, 1) otherwise.
M defined in this way is a commutative linearly and densely ordered integral monoid it is proved
as in [75]. Left-continuity is due to the fact that if lim
n→∞
(an, qn) = (a, q), then for almost all n,
an = a, and lim
n→∞
qn = q.
Theorem 5.3 We can embed any countable, totally ordered, commutative integral monoid
into a left-continuous t-norm.
Proof. Apply Remark 5.2 and Theorem 5.1.
Remark 5.4 The converse of Theorem 5.1 is also true: every left-continuous t-norm ◦· is
the completion of the monoid operation of a countable, linearly and densely ordered residu-
ated commutative integral monoid D: it is sufficient to take D to be the residuated sublattice
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of 〈[0, 1], ◦· ,≤, 1〉 generated by Q ∩ [0, 1]. To show that such structure is countable it is suffi-
cient to observe that its elements can be represented as closed terms in the language of residuated
lattices plus constants for the rationals in [0, 1]. Hence every element of D is coded by a finite
sequence over a countable language.
Next we show the existence of a left-continuous t-norm which has a dense set of discontinuities.
We remark that such a t-norm has already been presented in [108].
Example 5.5 Let ε > 0 be an infinitesimal, X =
{
1−∑ki=1 qi · εi | qi ∈ Q, q1 ∈ Q+} be
equipped with the usual ordering and with multiplication ∗◦ given by(
1−
k∑
i=1
qi · εi
)
∗◦
(
1−
k∑
i=1
si · εi
)
= 1−
k∑
i=1
(qi + si) · εi
Then (X,≤, ∗◦) is a commutative, residuated integral `-monoid. Embed (X,≤, ∗◦) into ]0, 1] ∩Q
with isomorphism ζ and extend it to a left-continuous t-norm T by Theorem 5.1. Now for any
f ∈ X \ {1}, f(ε) = 1 −∑ki=1 qi · εi and l ∈ N, l > k define fl,+(ε) = limq→∞ f(ε) + q · εl
and fl,−(ε) = limq→−∞ f(ε) + q · εl. Let f, g ∈ X \ {1}, l be greater than their degrees, and
h(ε) = f(ε) ∗◦ g(ε). Then
• (ζ(fl,+), ζ(gl,−)) is a discontinuity point of T .
To show it, we will prove that lim(q,s)→(∞,−∞)
(
f(ε) + q · εl) ∗◦ (g(ε) + s · εl) doesn’t exist. In-
deed, the limit is hl,+(ε) if q = −2 · s and the limit is hl,−(ε) if s = −2 · q. Next, we claim
that
• The set of discontinuity points of T is dense in ]0, 1[2.
Consider any open square ]x1, x2[×]y1, y2[ in ]0, 1[2. There exist f, f ∗ ∈ X such that x1 <
ζ(f) < ζ(f ∗) < x2 since ζ(X) = Q∩]0, 1]. Then for any l which is greater than the degrees
of f and f ∗ we have ζ(f) < ζ(fl,−) < ζ(f ∗l,+) < ζ(f ∗); thus we obtain ζ(f ∗l,+) ∈]x1, x2[ for
sufficiently large l. Analogous arguments prove that there is y1 < ζ(g) < ζ(g∗) < y2 such that
ζ(gl,−) ∈]y1, y2[ for sufficiently large l. Therefore, for any such l we have (ζ(f ∗l,+), ζ(gl,−)) ∈
]x1, x2[×]y1, y2[ which concludes the claim.
Example 5.6 The following left-continuous linearly and densely ordered commutative inte-
gral monoids can be embedded into [0, 1] equipped with a left-continuous t-norm:
• The monoidM = {1 − q · ε : q ∈ Q+} ∪ {q · ε : q ∈ Q+} ∪ {1}, where ε is a positive
infinitesimal, and the monoidal operation  is defined by x y = max{x+ y − 1, 0}.
• For every natural number k, the monoidMk = (Xk, ∗◦), where
Xk = {1−
k∑
i=1
ni · εi − q · εk+1 : q ∈ Q+, ni ∈ N},
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ε is a positive infinitesimal, and the operation ∗◦ is defined by:(
1−
k∑
i=1
ni · εi − q1 · εk+1
)
∗◦
(
1−
k∑
i=1
mi · εi − q2 · εk+1
)
=
1−
k∑
i=1
(ni +mi) · εi − (q1 + q2) · εk+1.
• The monoid
M∞ = {1−
∞∑
i=1
ni · εi : ni ∈ N},
where once again ε is a positive infinitesimal, and the monoidal operation ? is defined by
(1−
∞∑
i=1
ni · εi) ? (1−
∞∑
i=1
mi · εi) = 1−
∞∑
i=1
(ni +mi) · εi.
For these monoids and for others we will exhibit a more effective embedding into [0, 1] in the
next sections.
5.4 Embedding finite lexicographical products
First we present an example with detailed explanations. Careful reading of it will help the under-
standing the main theorem of this section.
Example 5.7 (Definition1 of the t-norm (TP)〈+〉.) Let ε > 0 be an infinitesimal,
X = {1− n · ε− r · ε2 | n ∈ N, r ∈ R+}.
This set is dual-isomorphic in the obvious way to the setN×R+ equipped with the lexicographic
order. First, we are going to construct an order-preserving isomorphism η from X to ]0, 1] such
that η(1− ε) = α1, η(1− ε2) = α2 (α1 and α2 are fixed elements of ]0, 1[). Then we should have
α1 < α2 by the order-preserving nature of η. Such an isomorphism should, of course, satisfy
limn→∞ η(1 − n · ε) = 0 and limn→∞ η(1 − n · ε2) = η(1 − ε). We shall define η such that
η(1 − n · ε) = αn1 holds; this obeys the above mentioned first requirement. In order to simplify
the forthcoming formulas we introduce a1 = α1, a2 = ϕα1(α2), and φn = ϕ
−1
a1,n
. Now define
η : X →]0, 1] by
η
(
1− n · ε− r · ε2) = φn (a2 r) .
The inverse of η is computed as follows. For x ∈]0, 1] let n(x) = ⌊loga1(x)⌋ (b.c stand for the
floor of a real number) and r(x) = loga2
(
ϕa1
(
x
a
n(x)
1
))
. Then
η−1(x) = 1− n(x) · ε− r(x) · ε2.
1The t-norm of this example has been discovered independently by Ha´jek in [54].
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Next, we define a binary operation ⊕TP on R+ (the dual of TP) by r⊕TP s = loga2 (TP (ar2, as2)).
In fact, ⊕TP turns out to be the usual addition on R+. Let a binary operation ∗◦ on X be defined
by (
1− n · ε− r · ε2) ∗◦ (1−m · ε− s · ε2) = 1− (n+m) · ε− (r ⊕TP s) · ε2.
The + in the expression n + m is reflected in the notation (TP)〈+〉. Then (X, ∗◦,≤) is a com-
mutative, residuated integral `-monoid. Therefore, its isomorphic copy on ]0, 1] (via η) is a left-
continuous t-norm without zero divisors:
Let us define a binary operation on ]0, 1] by
(TP)〈+〉 (x, y) = η
(
η−1(x) ∗◦ η−1(y)) .
(TP)〈+〉 can equivalently be described by the following two other formulations:
(TP)〈+〉 (x, y) = φn(x)+n(y)
(
a2
r(x)⊕TPr(y)
)
,
(TP)〈+〉 (x, y) = ϕ
−1
a1,n(x)+n(y)
(
TP
(
ϕa1
(
x
a
n(x)
1
)
, ϕa1
(
y
a
n(y)
1
)))
.
Note that the value of (TP)〈+〉 doesn’t depend on the particular choice of α2, as it is seen from the
last formulation.
The first definition of (TP)〈+〉 emphasizes that (TP)〈+〉 is isomorphic to a commutative, resid-
uated, integral `-monoid on a lexicographic product space. The second one is an analytical
description, the functions n and r can be computed according to the given formulas. The third
one is a definition with a recursive flavor, as we will see in Theorem 5.8.
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Figure 5.1: 3D plot of TP (left) and (TP)〈+〉 (right)
We shall generalize the above example by replacing the lexicographic product N ×R+ by N ×
. . . × N × R+, the addition of natural numbers + by ⊕i’s which are commutative, disjunctive
`-monoids on N with zero 0, and the product t-norm TP by any t-norm without zero divisors.
Instead of the notation T〈⊕k,...,⊕1〉 we will use in the theorem the shorter T〈k〉 notation for the
resulted t-norm.
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Theorem 5.8 (T〈k〉) Let k ∈ N and T be any t-norm without zero divisors. Let ⊕i be a
commutative, disjunctive `-monoidal operation on N with zero 0 for 1 ≤ i ≤ k.
i. The three definitions for T〈k〉 given in 1, 2 and 3 below are equivalent.
1. Let ε > 0 be an infinitesimal,
Xk =
{
1−
k+1∑
i=1
ni · εi | ni ∈ N (1 ≤ i ≤ k), nk+1 ∈ R+
}
.
Fix arbitrarily 0 = α0 < α1 < α2 < . . . < αk < αk+1 < 1 and let ai = ϕαi−1(αi)
(1 ≤ i ≤ k + 1). Define a binary operation ⊕T on R+ by
r ⊕T s = logak+1
(
T
(
ark+1, a
s
k+1
))
,
and a binary operation ∗◦ on Xk by(
1−
k+1∑
i=1
ni · εi
)
∗◦
(
1−
k+1∑
i=1
mi · εi
)
= 1−
(
k∑
i=1
(ni ⊕i mi) · εi
)
−(nk+1⊕Tmk+1)·εk+1.
Denote φ∅ = id
∣∣
]0,1] , φn1,n2,...,nk = ϕ
−1
a1,n1
◦ϕ−1a2,n2 ◦ . . .◦ϕ−1ak,nk , and define ηk : Xk →]0, 1]
by
ηk
(
1−∑k+1i=1 ni · εi) = φn1,n2,...,nk (ak+1 nk+1) . (5.1)
Then ηk is an order-preserving bijection fromXk to ]0, 1]. Finally, define a binary operation
T〈k〉 on ]0, 1] by
T〈k〉(x, y) = ηk
(
η−1k (x) ∗◦ η−1k (y)
)
. (5.2)
2. For x ∈]0, 1] set nk,0(x) = 0, xk,0 = x. Define recursively
nk,i(x) =
⌊
logai (xk,i−1)
⌋
,
xk,i = ϕai
(
xk,i−1
a
nk,i(x)
i
)
for 1 ≤ i ≤ k and let nk,k+1(x) = logak+1 (xk,k). Define a binary operation T〈k〉 on ]0, 1]
by
T〈k〉(x, y) = φnk,1(x)⊕1nk,1(y),nk,2(x)⊕2nk,2(y),...,nk,k(x)⊕knk,k(y)
(
ak+1
nk,k+1(x)⊕Tnk,k+1(y)) .
(5.3)
3. Let T〈0〉 = T . For 1 ≤ i ≤ k define binary operations T〈i〉 on ]0, 1] recursively by
T〈i〉(x, y) = ϕ−1ak+1−i,ni,1(x)⊕k+1−ini,1(y)
(
T〈i−1〉
(
ϕak+1−i
(
x
a
ni,1(x)
k+1−i
)
, ϕak+1−i
(
y
a
ni,1(y)
k+1−i
)))
(5.4)
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In addition,
ii. T〈k〉 is a t-norm without zero divisors.
iii. T〈k〉 is left-continuous if and only if so does T .
iv. T〈k〉 is strictly increasing if and only if so does T .
v. By using the definition in 3. we have that T〈k〉
∣∣
]α1,1] is order-isomorphic to T〈k−1〉.
Proof. Claim: ηk is an order-preserving bijection from Xk to ]0, 1], and its inverse is given by
η−1k (x) = 1−
k+1∑
i=1
nk,i(x) · εi. (5.5)
The proof of the claim is given in the following three items.
a. Let t = 1−∑k+1i=1 ni · εi ∈ Xk be given, and let x = ηk(t). We shall prove that nk,i(x) = ni
for 1 ≤ i ≤ k + 1.
For k = 0 we have x = an11 and n0,1(x) = loga1(x). Therefore, we have n0,1(x) =
loga1(a
n1
1 ) = n1 which justifies the statement for k = 0. Denote the multiplication with a
ni
i
by piai,ni (1 ≤ i ≤ k). For k > 0 we have x = φn1,n2,...,nk
(
a
nk+1
k+1
)
= ϕ−1a1,n1 ◦ ϕ−1a2,n2 ◦ . . . ◦
ϕ−1ak,nk
(
a
nk+1
k+1
)
. By using
ϕ−1ai,ni = piai,ni ◦ ϕ−1ai (5.6)
we have x = pia1,n1 ◦ ϕ−1a1 ◦ pia2,n2 ◦ ϕ−1a2 ◦ . . . ◦ piak,nk ◦ ϕ−1ak
(
a
nk+1
k+1
)
. Since the range of
ϕ−1a1,n1 is
]
an1+11 , a
n1
1
]
we obtain nk,1(x) =
⌊
loga1(x)
⌋
= n1, xk,1 = ϕa1
(
x
a
nk,1(x)
1
)
= ϕa1 ◦
pi−1a1,n1(x) = pia2,n2◦ϕ−1a2 ◦. . .◦piak,nk◦ϕ−1ak
(
a
nk+1
k+1
)
. In complete analogy, for all 1 ≤ i ≤ k−2
we obtain subsequently, nk,i(x) = ni, xk,i = piai+1,ni+1 ◦ ϕ−1ai+1 ◦ . . . ◦ piak,nk ◦ ϕ−1ak
(
a
nk+1
k+1
)
,
nk,k−1(x) = nk−1, xk,k−1 = piak,nk ◦ ϕ−1ak
(
a
nk+1
k+1
)
, nk,k(x) = nk, and xk,k = a
nk+1
k+1 . Finally,
we confirm nk,k+1(x) = nk+1.
b. We shall prove that the function η−1k defined by (5.5) is the right-inverse of ηk: Let x ∈]0, 1]
be given, and let t = η−1k (x). We prove that ηk(t) = x.
For k = 0 we have n0,1 = loga1(x) and thus
η0(t) = η0 (1− n0,1 · ε) = η0
(
1− loga1(x) · ε
)
= a
loga1 (x)
1 = x,
which justifies the statement for k = 0. For k > 0 we have
ηk(t) = ηk
(
1−
k+1∑
i=1
nk,i · εi
)
= φnk,1,nk,2,...,nk,k
(
a
nk,k+1
k+1
)
= ϕ−1a1,nk,1 ◦ϕ−1a2,nk,2 ◦. . .◦ϕ−1ak,nk,k
(
a
nk,k+1
k+1
)
.
By the definition of nk,k+1 we have a
nk,k+1
k+1 = xk,k. By the definition of nk,k we have
ϕ−1ak,nk,k
(
a
nk,k+1
k+1
)
= ϕ−1ak,nk,k(xk,k) = piak,nk ◦ ϕ−1ak (xk,k) = xk,k−1. In analogy, for all k ≥
i ≥ 1 we show by induction using the definition of nk,i that ϕ−1ai,nk,i◦. . .◦ϕ−1ak,nk,k
(
a
nk,k+1
k+1
)
=
ϕ−1ai,nk,i (xk,i) = piai,ni ◦ ϕ−1ak (xk,i) = xk,i−1. In particular, for i = 1 we obtain ηk(t) = x.
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c. By definition,
ηk
(
1−
k+1∑
i=1
ni · εi
)
= ϕ−1a1,n1
(
ϕ−1a2,n2
(
. . . ϕ−1ak−1,nk−1
(
ϕ−1ak,nk ((ak+1)
nk+1)
)
. . .
))
=
an1+11 +
(
. . .
(
a
nk−1+1
k−1 +
(
a
nk−1
k−1 − ank−1+1k−1
) (
ank+1k +
(
ankk − ank+1k
)
a
nk+1
k+1
))
. . .
)
.
All the ai’s are in ]0, 1]. Thus, ηk is clearly strictly increasing. The proof of the claim is
concluded.
(5.5) immediately verifies the equivalence between (5.2) and (5.3).
We shall prove the equivalence between (5.3) and (5.4). Let k = 0. We obtain from (5.3)
T〈0〉(x, y) = a1 n0,1(x)⊕Tn0,1(y) = a
loga1
„
T
„
a
n0,1(x)
1 ,a
n0,1(y)
1
««
1 =
T
(
a
n0,1(x)
1 , a
n0,1(y)
1
)
= T
(
a
loga1 (x)
1 , a
loga1 (y)
1
)
= T (x, y)
which confirms the statement for k = 0. Let k = 1. From (5.4) by using the definition of x1,1, the
definition of n1,2, and the definition of ⊕T , we obtain
T〈1〉(x, y) = ϕ−1a1,n1,1(x)⊕1n1,1(y)
(
T
(
ϕa1
(
x
a
n1,1(x)
1
)
, ϕa1
(
y
a
n1,1(y)
1
)))
= ϕ−1a1,n1,1(x)⊕1n1,1(y) (T (x1,1, y1,1))
= ϕ−1a1,n1,1(x)⊕1n1,1(y)
(
T
(
a
n1,2(x)
2 , a
n1,2(y)
2
))
= ϕ−1a1,n1,1(x)⊕1n1,1(y)
(
a2
n1,2(x)⊕Tn1,2(y))
which is just T〈1〉(x, y) defined by (5.3). This verifies the stated equivalence for k = 1. Sup-
pose that the stated equivalence holds for k − 1. That is, α1, . . . , αk, ⊕1, . . . ,⊕k are fixed, and
T〈k−1〉(x, y) defined by (5.4) equals to
φnk−1,1(x)⊕1nk−1,1(y),nk−1,2(x)⊕2nk−1,2(y),...,nk−1,k−1(x)⊕k−1nk−1,k−1(y)
(
ak
nk−1,k(x)⊕Tnk−1,k(y)) (5.7)
Let α˜i = αi−1, ⊕˜i = ⊕i−1 for 2 ≤ i ≤ k + 1. Fix α˜1 arbitrarily in ]0, α˜2[, and let ⊕˜1 be
commutative, disjunctive `-monoid on N. Define T〈k〉 by (5.3) and (5.4) but based on k, 0 =
α˜0 < α˜1 < α˜2 < . . . < α˜k < α˜k+1 < 1 and ⊕˜i (1 ≤ i ≤ k). That is, let a˜i = ϕα˜i−1(α˜i)
(1 ≤ i ≤ k + 1), and use ˜ everywhere in the rest of the notations of the definitions. Due to the
shift of the indices we have ⊕T˜ = ⊕T , and
nk−1,i(x˜k,1) = n˜k,i+1(x) (5.8)
as it is easy to verify. Therefore, by (5.4), using the definition of x˜k,1, the hypothesis of the
induction in (5.7) and, finally, (5.8) we obtain that T〈k〉(x, y) =
= ϕ−1
a˜1,n˜k,1(x)⊕˜1n˜k,1(y)
0@T〈k−1〉
0@ϕa˜1
0@ x
a˜
n˜k,1(x)
1
1A , ϕa˜1
0@ y
a˜
n˜k,1(y)
1
1A1A1A
= ϕ−1
a˜1,n˜k,1(x)⊕˜1n˜k,1(y)
“
T〈k−1〉
`
x˜k,1, y˜k,1
´”
= ϕ−1
a˜1,n˜k,1(x)⊕˜1n˜k,1(y)
“
φnk−1,1(x˜k,1)⊕1nk−1,1(y˜k,1),...,nk−1,k−1(x˜k,1)⊕k−1nk−1,k−1(y˜k,1)
“
ak
nk−1,k(x˜k,1)⊕T nk−1,k(y˜k,1)
””
= ϕ−1
a˜1,n˜k,1(x)⊕˜1n˜k,1(y)
„
φ
n˜k,2(x)⊕˜2n˜k,2(y),...,n˜k,k(x)⊕˜kn˜k,k(y)
“
a˜k+1
n˜k,k+1(x)⊕T n˜k,k+1(y)
”«
= φ
n˜k,1(x)⊕˜1n˜k,1(y),n˜k,2(x)⊕˜2n˜k,2(y),...,n˜k,k(x)⊕˜kn˜k,k(y)
„
a˜k+1
n˜k,k+1(x)⊕˜T n˜k,k+1(y)
«
(5.9)
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which is just T〈k〉(x, y) by (5.3). Thus, the equivalence between (5.3) and (5.4) is verified, and
the proof of i is concluded.
It is a matter of straightforward verification that (Xk, ∗◦) is a commutative, integral `-monoid.
In addition, (Xk, ∗◦) is residuated if and only if T is residuated, cancellative if and only if T is
cancellative. Since ηk is an isomorphism these prove ii–iv. Finally, observe that α1 = a1, and that
nk,1(x) = 0 when x ∈]α1, 1]. Therefore, (5.4) shows that ϕα1 is an order-isomorphism between
T〈k〉
∣∣
]α1,1] and T〈k−1〉.
Remark 5.9 If T is only a left-continuous t-subnorm in Theorem 5.8 (and not a t-norm), or
if 0 is not the zero of ⊕i’s but we suppose 0⊕i 0 = 0 then everything holds true in Theorem 5.8
except the boundary condition of the resulted t-norm. Then we obtain t-subnorms.
Remark 5.10 As far as we can see Theorem 5.11 can not be extended so that T is a t-norm
with zero divisors without loosing either the associativity or the left-continuity (that is the resid-
uated nature) of the resulted structure.
Corollary 5.11 (T〈⊕〉) Let T be any t-norm without zero divisors, ⊕ be any commutative,
disjunctive `-monoid on N with zero 0, a ∈]0, 1[, and n(x) = bloga(x)c. The binary operation
T〈⊕〉 on ]0, 1] given by
T〈⊕〉(x, y) = an(x)⊕n(y) ·
(
ϕ−1a
(
T
(
ϕa
(
x
an(x)
)
, ϕa
(
y
an(y)
))))
= an(x)⊕n(y) ·
(
a+ (1− a) · T
(
x
an(x)
−a
1−a ,
y
an(y)
−a
1−a
))
= abloga(x)c⊕bloga(y)c ·
(
a+ (1− a) · T
(
x
abloga(x)c
−a
1−a ,
y
abloga(y)c
−a
1−a
))
is a t-norm without zero divisors. In addition, T〈⊕〉 is left-continuous (resp. strictly increasing on
]0, 1]2) if and only if so does T , and T〈⊕〉
∣∣
]a,1] is order-isomorphic to T .
Remark 5.12 It is clear from the recursive description of T〈k〉 (see eq. (5.4)) that consecutive
applications of Corollary 5.11 can result in all the t-norms, which can be generated by Theorem
5.8. Moreover, we see that T〈⊕k,...,⊕1〉 =
(
T〈⊕k,...,⊕i+1〉
)
〈⊕i,...,⊕1〉
5.5 Embedding infinite lexicographical products
In this section we embed commutative, residuated integral `-monoids of
∏∞
i=1N into ]0, 1].
Theorem 5.13 (T〈∞〉) For i ∈ N let ⊕i be a commutative, disjunctive `-monoidal operation
on N with zero 0.
i. The three definitions for T〈∞〉 given in 1, 2 and 3 below are equivalent.
               dc_225_11
5.5. EMBEDDING INFINITE LEXICOGRAPHICAL PRODUCTS 95
1. Let ε > 0 be an infinitesimal, X = {1−∑∞i=1 ni · εi | ni ∈ N, i ∈ N}2. Fix arbitrarily
0 = α0 < α1 < α2 < . . . < αi < . . . < 1 such that limi→∞ αi = 1 and let ai = ϕαi−1(αi)
(i ∈ N).
Define a binary operation ∗◦ on X by(
1−
∞∑
i=1
ni · εi
)
∗◦
(
1−
∞∑
i=1
mi · εi
)
= 1−
( ∞∑
i=1
(ni ⊕i mi) · εi
)
.
Define Xk, φn1,n2,...,nk and ηk as in Theorem 5.8. Let η∞ : X →]0, 1] be given by
η∞
(
1−
∞∑
i=1
ni · εi
)
= lim
k→∞
ηk
(
1−
k+1∑
i=1
ni · εi
)
(5.10)
Then η∞ is an order-preserving bijection fromX to ]0, 1]. Finally, define a binary operation
T〈∞〉 on ]0, 1] by
T〈∞〉(x, y) = η∞
(
η−1∞ (x) ∗◦ η−1∞ (y)
)
. (5.11)
2. For x ∈]0, 1] set n0(x) = 0, x0 = x. Define recursively
ni(x) =
⌊
logai (xi−1)
⌋
,
xi = ϕai
(
xi−1
a
ni(x)
i
)
for i ∈ N, i > 0. For each sequence of natural numbers ς = 〈n1, n2, . . . , ni, . . .〉 define
φς = limi→∞ φn1,n2,...,ni . Let ς(x, y) = 〈n1(x) ⊕1 n1(y), n2(x) ⊕2 n2(y), . . . , ni(x) ⊕i
ni(y), . . .〉, and define a binary operation T〈∞〉 on ]0, 1] by
T〈∞〉(x, y) = φς(x,y)(1). (5.12)
3. Let T be an arbitrary left-continuous t-norm, and define T〈i〉 for i ∈ N by (5.4). Let T〈∞〉
be a binary operation on ]0, 1] given by
T〈∞〉(x, y) = lim
i→∞
T〈i〉(x, y) (5.13)
In addition,
ii. T〈∞〉 is a strictly increasing, left-continuous t-norm without zero divisors.
iii. If ⊕i = ⊕1 for i ∈ N, i > 0 then T〈∞〉
∣∣
]α1,1] is order-isomorphic to T〈∞〉.
2Here sum may be understood formally, think e.g. of vectors with countably infinite integer coordinates
〈n1, n2, . . .〉 equipped with the lexicographical order.
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Proof. Claim: η∞ is an order-preserving bijection from X to ]0, 1], and its inverse is given by
η−1∞ (x) = 1−
∞∑
i=1
ni(x) · εi. (5.14)
The proof of the claim is given in the following four items.
a. We shall show that η∞ exists. Its existence is first proved for ‘finite’ elements of X . That
is, for those elements of X , in which only a finite number of coefficients are different from
0. This is followed by the proof for ‘infinite’ elements by using Cauchy’s criteria.
For k ∈ N let X¯k = {t ∈ Xk | εk+1 has integer coefficient in t}, and embed X¯k into X
in the natural way. Let t ∈ X ∩ (X¯k \ X¯k−1), that is, t = 1 −∑∞i=1 ni · εi ∈ X with
ni = 0 when i > k + 1, and with nk+1 > 0. Then we have ηk+1(t) = ϕa1,n1 ◦ . . . ◦
ϕak+1,nk+1
(
a0k+2
)
= ϕa1,n1 ◦ . . . ◦ ϕak+1,nk+1 (1) = ϕa1,n1 ◦ . . . ◦ ϕak,nk
(
a
nk+1
k+1
)
= ηk(t).
Completely analogous arguments show, by induction, that for any l > k we have ηk(t) =
ηl(t). This shows that η∞ exists for finite elements of X , and that η∞(t) = ηk(t). Now
observe that for nk > 0 and x, y ∈]0, 1] we have∣∣ϕ−1ak,nk(x)− ϕ−1ak,nk(y)∣∣ = |x− y| · ∣∣ϕ−1ak,nk(1)− ϕ−1ak,nk(0)∣∣
= |x− y| · (ankk − ank+1k )
≤ |x− y| · ak(1− ak)
≤ |x− y| · 1
4
,
(5.15)
where last inequality follows from the inequality between the arithmetic and the geometric
means. Let t = 1−∑∞i=1 ni ·εi ∈ X be such that t has infinitely many nonzero coefficients.
Let δ > 0 be arbitrary. Let l ∈ N be such that 1
4l
< δ, and denote m the index of the lth
nonzero coefficient of t. Then, for any u, v > m we have˛˛˛˛
˛ηv
 
1−
v+1X
i=1
ni · εi
!
− ηu
 
1−
u+1X
i=1
ni · εi
!˛˛˛˛
˛ = ˛˛˛φn1,...,nv “anv+1v+1 ”− φn1,...,nu “anu+1u+1 ”˛˛˛ =
=
˛˛˛
φn1,...,nm
“
ϕ−1am+1,nm+1 ◦ . . . ◦ ϕ−1av,nv
“
a
nv+1
v+1
””
− φn1,...,nm
“
ϕ−1am+1,nm+1 ◦ . . . ◦ ϕ−1au,nu
“
a
nu+1
u+1
””˛˛˛
≤
≤ φn1,...,nm (1)− φn1,...,nm (0) ≤ ϕa1,n1 ◦ . . . ◦ ϕav,nv (1)− ϕa1,n1 ◦ . . . ◦ ϕav,nv (0) ≤
`
1
4
´l
where the last step uses (5.15) l times. This shows the existence of η∞ for ‘infinite’
elements of X .
b. We shall prove that η∞ is increasing.
Observe that finite elements of X are dense in the order-topology of X . (Indeed, if x, y ∈ X
with x > y then there is a first index i such that the coefficient of εi is bigger in y than in x. Define
the coefficients of z ∈ X as follows: set the same coefficients in ε, . . . , εi as x has, one bigger
coefficient in εi+1 than in x, and let all the other coefficients be 0. Then z is finite and we have
x > z > y.)
η∞ is increasing on finite elements of X . Indeed, having two finite elements x > y, there
exists k such that x, y ∈ X¯k and by using that ηk is increasing we obtain η∞(x) = ηk(x) >
ηk(y) = η∞(y).
Finally, η∞ is increasing, since it is increasing on a dense subset of X .
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c. We have seen that η∞ is increasing, and that finite elements ofX are dense inX . Therefore,
to prove that η∞ is an order-preserving bijection from X to ]0, 1] it is enough to prove that
η∞ maps onto ]0, 1]. Equivalently, the set of finite elements of ]0, 1], given by {η∞ (x) | x ∈
X, x is finite}, is dense in ]0, 1]. This is proved as follows.
Let ]u, v[⊂]0, 1] arbitrary. Like in (5.15), we prove that ∣∣ϕ−1ak,nk(x)− ϕ−1ak,nk(y)∣∣ ≤ |x −
y| · (1− ak), whence we obtain |φn1,n2,...,nk (x)− φn1,n2,...,nk (y)| ≤ |x− y| ·
∏k
i=1(1− ai)
by induction. From 1 − ai = 1−αi1−αi−1 it is readily seen that limi→∞ αi = 1 is equivalent
to
∏∞
i=1(1 − ai) = 0. Therefore, there exist k ∈ N such that
∏k
i=1(1 − ai) < v−u2 .
Since ηk maps onto ]0, 1] there exists x = 1 −
∑k+1
i=1 ni · εi ∈ Xk such that ηk(x) =
φn1,n2,...,nk
(
a
nk+1
k+1
)
= u+v
2
. Clearly, 1−∑ki=1 ni · εi − 0 · εk+1 is a finite element of X , and
we easily infer that ηk
(
1−∑ki=1 ni · εi − 0 · εk+1) = φn1,n2,...,nk (a0k+1) = φn1,n2,...,nk(1)
is in ]u, v[, concluding the proof.
d. Finally, η−1∞ is given by (5.14), since this inverse relationship holds for finite elements of
X and ]0, 1] (see Theorem 5.8), finite elements are dense, and both the right-hand side of
(5.14) and the inverse of η∞ are continuous maps from (]0, 1],≤) to (X,≤). The proof of
the claim is concluded.
(5.14) immediately verifies the equivalence between (5.11) and (5.12). By (5.12) we have
T〈∞〉(x, y) = limk→∞ φn1(x)⊕1n1(y),...,nk(x)⊕knk(y)(1) whereas by (5.13) we have
T〈∞〉(x, y) = limk→∞ φn1(x)⊕1n1(y),...,nk(x)⊕knk(y)
(
a
nk+1
k+1
)
. The two limits are indeed the same,
since∣∣φn1(x)⊕1n2(y),...,nk(x)⊕knk(y) (x)− φn1(x)⊕1n2(y),...,nk(x)⊕knk(y) (y)∣∣ k→∞−→ 0, as it is proved in point c.
This shows the equivalence between (5.12) and (5.13). The proof of i is concluded. Observe that
the value of T〈∞〉(x, y) in (5.13) doesn’t depend on the particular choice of T .
It is a matter of straightforward verification that (X, ∗◦) is a strictly increasing, commutative,
residuated, integral `-monoid. This proves ii since η∞ is an order-isomorphism. Finally, observe
that α1 = a1, and that n1(x) = 0 when x ∈]α1, 1]. By taking the limit i = k → ∞ in (5.4) we
obtain
T〈∞〉(x, y) = ϕ−1a1,n1(x)⊕1n1(y)
(
T〈∞〉
(
ϕa1
(
x
a
n1(x)
1
)
, ϕa1
(
y
a
n1(y)
1
)))
which reduces to T〈∞〉(x, y) = ϕ−1a1
(
T〈∞〉 (ϕa1 (x) , ϕa1 (y))
)
if x, y ∈]α1, 1]. This shows that ϕα1
is an order-isomorphism between T〈∞〉
∣∣
]α1,1] and T〈∞〉.
Remark 5.14 It is clear from (5.13) that consecutive applications of Corollary 5.11 together
with pointwise limit can result in all the t-norms which can be generated by Theorem 5.13.
5.6 Examples
Motivated by Theorems 5.8 and 5.13 we shall present further examples together with their 3D
plots. We will use the notations introduced until here without making reference to them; but
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instead of the short notation T〈k〉 sometimes we are going to use T〈⊕k,...,⊕1〉. The almost vertical
lines in the 3D plots represent discontinuities.
Example 5.15 (TP)〈0〉 Consider the product t-norm TP. Then ⊕TP is the addition of non-
negative real numbers. Equip X0 with the usual ordering and with multiplication ∗◦ given by
(1− r · ε) ∗◦ (1− s · ε) = 1 − (r + s) · ε. Fix 0 < a < 1 and define η0 : X0 →]0, 1] by
η0(1−r ·ε) = ar. Then η0 is an order-isomorphism between (X0, ∗◦) and (]0, 1], TP), thus (X0, ∗◦)
is isomorphic to the product t-norm.
Claim: Chang’s MV-algebra [17] can be embedded into the rotation [72] of the product t-norm.
Chang’s MV-algebra is defined as follows: Let ε > 0 be an infinitesimal, andX = {1−n ·ε | n ∈
N} ∪ {n · ε | n ∈ N} be equipped with the usual ordering and with multiplication ∗◦ given by
x∗◦y = max(0, x+y−1). The rotation of the product t-norm is defined as follows: Let ¬x = 1−x
for x ∈ [0, 1], and let ◦· stand for the linear transformation of the product on [0, 1] into [0.5, 1],
that is, let x◦·y = ϕ−10.5 (TP (ϕ0.5(x), ϕ0.5(y))), x, y ∈ [0.5, 1]. The rotation of the product t-norm
is given by
(TP)rot (x, y) =

x◦·y if x, y ∈]0.5, 1],
¬(x→◦· ¬y) if x ∈]0.5, 1] and y ∈ [0, 0.5],
¬(y →◦· ¬x) if x ∈ [0, 0.5] and y ∈]0.5, 1],
0 if x, y ∈ [0, 0.5].
Embed the “upper part” of X as above but into ]0.5,1] and not into ]0, 1]. Extend η0 to the whole
X by defining η0(n · ε) = 1 − η0(1 − n · ε). Thus defined η0 embeds Chang’s MV-algebra into
([0, 1], (TP)rot).
Example 5.16 For the 3D plots of (TP)〈+,+〉 and (TP)〈+,+,+〉 see Fig. 5.2.
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Figure 5.2: 3D plots of (TP)〈+,+〉 (left) and (TP)〈+,+,+〉 (right)
Example 5.17 Let TM stand for the minimum operation on [0, 1]. Define an ordinal sum
([29], see [60] for an up-to-date discussion) with one Łukasiewicz summand as follows:
Tos(x, y) =
{
2
9
+ 3
9
·max
(
0,
x− 2
9
5
9
+
y− 2
9
5
9
− 1
)
if x, y ∈ [2
9
, 5
9
]
,
min(x, y) otherwise.
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For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 5.3.
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Figure 5.3: 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right)
Example 5.18 Let the operation ⊕x on N be given by x ⊕x y = (x − 1) · (y − 1) + 1. The
graphs of (TP)〈⊕x〉 and (TP)〈⊕x,⊕x〉 are presented in Fig. 5.4.
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Figure 5.4: (TP)〈⊕x〉 (left) and (TP)〈⊕x,⊕x〉 (right)
Example 5.19 Smutna´ [108] has introduced a t-norm-based on the original idea of Budincˇevicˇ
and Kurilicˇ [12] as follows: For x ∈]0, 1] we can write x = ∑∞i=1 12mi which is the unique
infinite dyadic expansion of x, where (mi)i∈N is strictly increasing sequence of natural num-
bers. Let x, y ∈]0, 1] be given by (mi)i∈N and (li)i∈N, respectively. Then T∗(x, y) is given by
(mi + li − i)i∈N.
We prove in this example that this t-norm can be generated by our method. Let T〈+,+,...〉 denote
T〈∞〉 when for i ∈ N ⊕i = +.
Claim: T∗ = T〈+,+,...〉. Indeed, T∗ is equal to T〈∞〉 if we set αi = 1 − 2i and ⊕i+1 = +
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Figure 5.5: (TP)〈+,⊕x〉 (left) and (TP)〈⊕x,+〉 (right)
(i ∈ N). Throughout this example we suppose this, and we employ the notations of Theorem
5.13. Therefore, we have ai = 12 , and ϕai+1(x) = 2 · x− 1 (i ∈ N). We state that
For x ∈]0, 1] consider its unique infinite binary expansion. For i ∈ N, i > 0, ni(x) is the number
of 0 digits in between the i− 1th and the ith 1-digit of x (the ‘0th 1-digit’ of x is the point).
Indeed, by definition, we have n1(x) =
⌊
log 1
2
(x)
⌋
, which is just the number of 0 digits in
between the point and the first 1-digit in the infinite binary expansion of x. Therefore, the division
of x by
(
1
2
)n1(x) results in a shift of the point such that the point gets before the first 1-digit of x.
Then the multiplication by 2 shifts the point to the right by one position, and results in a form of
1, . . .. Finally, subtraction by 1 replaces 1, . . . by 0, . . .. Summarizing, x1 = 2 · x1
2
n1(x)
− 1 has the
same binary expansion as x has except that the 0-digits of x after the point and the first 1-digit are
deleted. An easy induction using the above arguments ends the proof of the statement.
Clearly,mi (resp. li) is the position of the ith 1-digit in the infinite binary expansion of x (resp. y).
The position of the ith 1-digit in the infinite binary expansion of T∗(x, y) ismi+li−i. The number
of 0’s in between the i − 1th and the ith 1-digit of x, y, and T∗(x, y) is ni(x) = mi −mi−1 − 1,
ni(y) = li − li−1 − 1, and ni(T∗(x, y)) = (mi + li) − (mi−1 − li−1) − 1, respectively. Whence,
we obtain ni(T∗(x, y)) = ni(x) + ni(y).
Summing up, for i ∈ N, i > 0 let ⊕i = +, αi = 1 − 2i. By using the notations of Theorem
5.13 we have obtained that (X, ∗◦) is order isomorphic to T∗ via η∞. Therefore, T∗ = T〈+,+,...〉.
5.7 Conclusion
We introduce a new method for constructing t-norms, among them left-continuous ones. Behind
the discovery of infinitely many new left-continuous t-norms, our method sheds light to Chang’s
MV-algebra, to an extraordinary t-norm proposed by Smutna´, and for the standard semantics of
the logic Π-MTL of Ha´jek.
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Chapter 6
On the continuity points of left-continuous
t-norms
6.1 Introduction
Triangular norms have been studied in many contexts, for instance, probabilistic metric spaces,
and t-norm-based logics. A survey of this subject is contained in [78]. As regards to the logic
aspects, a first connection is established in [53], where a t-norm-based logic called BL (Basic
Logic) is introduced, and is proved to be sound with respect to interpretations in all structures of
the form 〈[0, 1], ?,→〉 where ? is a continuous t-norm and→ is its residuum. Completeness with
respect to such interpretations is proved in [22]. In [38], Esteva and Godo introduced a weakening
of BL, named MTL (Monoidal T-norm-based Logic), and prove that this logic is sound with
respect to interpretations in structures of the form 〈[0, 1], ?,→〉 where ? is a left-continuous t-
norm and→ is its residuum. Completeness of MTL with respect to such structures is proved in
[75]. Thanks to this result and to Esteva and Godo’s [38], MTL relates left-continuous t-norms
with some substructural logics without the contraction rule, cf. e.g. [101], [100], [99] and [98].
Such relation is a strong logical motivation for the study of left-continuous t-norms.
Even though the structure of continuous t-norms on [0, 1] is well-known (they are precisely
the ordinal sums of t-norms which are isomorphic either to the Łukasiewicz t-norm, or to the
product t-norm, or to the Go¨del t-norm), a complete classification of left-continuous t-norms
is still lacking. A first example of left-continuous but not continuous t-norm is the so called
nilpotent minimum, cf. [40]. This t-norm is defined by cases from a continuous t-norm (namely
Go¨del’s t-norm) and a negation (Łukasiewicz negation). Left-continuous t-norms obtained in a
similar fashion from a continuous t-norm and a negation have been investigated in [64] and [23].
Left-continuous t-norms with an involutive negation have been studied by Jenei in [73] and [72].
In [75] we introduced a general method for constructing left-continuous t-norms, which allows
to embed, e.g., lexicographic sums of product t-norms. Our method allows for an alternative
construction of a pathologic t-norm discovered by Smutna´ [108], i.e., a left-continuous t-norm
with a dense set of discontinuity points. In particular we prove that many left-continuous but not
continuous t-norms (including Smutna´’s t-norm) can be obtained as the completion of continuous
t-norms over the rationals.
101
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On the light of these examples, one may wonder how general this construction is, i.e., which
left-continuous t-norms can be obtained as the completion of a continuous t-norm over the ratio-
nals. In order to carry this subject further, it is natural to investigate problems like: “What can we
say about the set of continuity points of left-continuous t-norms?” or “Is every left-continuous
t-norm isomorphic to the completion of a continuous t-norm over the rationals?”, and if not “Is
there a relevant class of left-continuous t-norms which are all completions of continuous t-norms
over the rationals?” . Finally, “Under which conditions the completion of a continuous t-norm
on Q ∩ [0, 1] is a continuous t-norm?”
In this chapter we give rather satisfactory answers to these questions. In particular in Section 3
we show that every weakly cancellative left-continuous t-norms is the completion of a continuous
t-norm over the rationals, whereas in general only a weaker condition holds: every left-continuous
t-norm has a dense and measure one set of continuity points, but there is a left-continuous t-norm
which is not isomorphic to the completion of a continuous t-norm over any dense subset of [0, 1].
Thus if we consider all completions of continuous t-norms on the rationals we do not obtain all
left-continuous t-norms up to isomorphism, but we obtain a wide part of them. In order to obtain
all of them we have to consider a wider class consisting of all binary functions which are t-norms
and are completions of continuous functions on a dense subset of [0, 1]2. Finally, in Section 4 we
characterize the continuous t-norms on Q ∩ [0, 1] whose completion is continuous.
6.2 Preliminaries
Definition 6.1 Let S be a linearly ordered set with maximum 1 and minimum 0. A t-norm
on S is a map ? from S2 into S such that 〈S, ?,≤, 1〉 is a commutative ordered monoid. A t-norm
(without reference to the set S) is a t-norm on the real interval [0, 1].
A t-norm ? on S is said to be continuous at (x, y) ∈ S2 if it is such with respect to the order
topology.
A t-norm on S is said to be left-continuous at (x, y) iff its restriction to [0, x]× [0, y] is continuous
at (x, y).
A t-norm ? on S is said to be continuous (left-continuous respectively) if it is continuous (left-
continuous) at every (x, y) ∈ S2.
Definition 6.2 Let S be an ordered set with maximum and minimum, let D be a dense subset
of S2, and let f(x, y) be a non-decreasing function from D2 into S. The function fˆ from S2 into
S defined for every (x, y) ∈ S2 by fˆ(x, y) = sup{f(d, e) : (d, e) ∈ D, d ≤ x and e ≤ y} is
said to be the completion of f . The following lemma is straightforward.
Lemma 6.1 Let D, f and fˆ be as in Definition 6.2. Then:
(i) fˆ extends f .
(ii) If f is left-continuous at every element of D, then fˆ is left-continuous on S2.
Corollary 6.2 The completion of a left-continuous t-norm on Q ∩ [0, 1] is a left-continuous
t-norm on [0, 1].
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Proof. Left-continuity follows from Lemma 6.2, and the properties of commutative ordered
monoids are easy to verify.
Definition 6.3 A residuated lattice is a structure L = 〈L, ?,→,∨,∧, 0, 1〉 such that:
〈L,∨,∧, 0, 1〉 is a bounded lattice with 1 as maximum and 0 as minimum.
〈L, ?, 1〉 is a commutative monoid.
? and→ constitute an adjoint pair, i.e., for all x, y, z ∈ L, x ≤ y → z iff x ? y ≤ z.
A residuated lattice is said to be a MTL-algebra if it satisfies
(Lin) (x→ y) ∨ (y → x) = 1.
A residuated lattice is said to be a BL-algebra if it is a MTL-algebra and in addition it satisfies
(Cont) x ? (x→ y) = x ∧ y.
A residuated lattice is said to be weakly cancellative iff it satisfies:
(SN) x ∧ ¬x = 0
(Canc) ¬¬x ≤ ((x ? y)→ (x ? z))→ (y → z),
where ¬x is an abbreviation for x→ 0.
A product algebra is a weakly cancellative BL-algebra.
Let L be a residuated lattice. We say that L is a residuated lattice on Q ∩ [0, 1] (on [0, 1] respec-
tively) if the domain of L isQ∩ [0, 1] ([0, 1] respectively), and the lattice structure of L is induced
by the usual order on Q ∩ [0, 1] ([0, 1] respectively).
We say that L is a BL-algebra on Q ∩ [0, 1] (on [0, 1] respectively) if L is a both a residuated
lattice on Q ∩ [0, 1] ([0, 1] respectively) and a BL-algebra.
Lemma 6.3 Let L be a linearly ordered residuated lattice. The following are equivalent:
(i) L is weakly cancellative.
(ii) If x, y, z ∈ L, if z > 0 and if x ? z = y ? z, then x = y.
(iii) The monoidal operation ? of L is strictly increasing on (L \ {0})2, i.e., if x, y, z ∈ L, if
x < y and z > 0, then x ? z < y ? z.
Proof. (i)⇒ (ii) and (ii)⇒ (iii) are obvious.
We prove (iii)⇒ (i). Suppose that ? is strictly increasing on (L \ {0})2.
We first prove that SN is valid in L. Clearly, it is sufficient to prove that if x > 0 then ¬x = 0.
By the residuation property, this amounts to prove that if x, y > 0, then x?y > 0. Now if x, y > 0
then x ? y > x ? 0 = 0. This proves the validity of SN .
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Now we prove that Canc is valid in L. Clearly Canc is satisfied if either x = 0 or y ≤ z. Thus
suppose x > 0 and z < y, and let us verify that x?y → x?z ≤ y → z. Suppose by contradiction
x ? y → x ? z > y → z. Since y → z is the maximum element u ∈ L such that y ? u ≤ z, we
deduce that y ? (x ? y → x ? z) > z. Since ? is strictly increasing on (L \ {0})2, we deduce:
x ? y ? (x ? y → x ? z) > x ? z.
This contradicts the fact that x ? y → x ? z is the residuum of x ? y and x ? z. The next lemma
collects many known properties of t-norms and of residuated lattices, which will be used in the
sequel.
Lemma 6.4 (i) (cf. [57, 78, 38, 53]. For every left-continuous t-norm ? on [0, 1] there is
a unique residuated lattice on [0, 1] whose monoidal operation is ?. Such residuated lattice
is a BL-algebra iff ? is continuous.
(ii) (cf. [57, 78, 38, 53]. The monoidal operation of a residuated lattice (BL-algebra respec-
tively) on [0, 1] is a left-continuous (continuous respectively) t-norm.
(iii) (cf. [75]. Any left-continuous (continuous) t-norm on a countable densely ordered set
with maximum and minimum is isomorphic to a left-continuous (continuous) t-norm on
Q ∩ [0, 1], and every countable residuated lattice whose underlying order is (linear and)
dense is isomorphic to a residuated lattice on Q ∩ [0, 1].
(iv) (cf [75]. If ? is a left-continuous t-norm on Q ∩ [0, 1], then its completion ?ˆ has a (unique)
residuum ⇒, which makes 〈[0, 1], ?ˆ,⇒,max,min, 0, 1〉 a residuated lattice. Moreover, if
? has a residuum → on Q ∩ [0, 1], then ⇒ extends →. Hence if L = 〈Q ∩ [0, 1], ?,→
,max,min, 0, 1〉 is a residuated lattice onQ∩ [0, 1], then Lˆ = 〈[0, 1], ?ˆ,⇒,max,min, 0, 1〉
is a residuated lattice on [0, 1] of which L is a substructure.
Definition 6.4 The residuated lattice on [0, 1] obtained from a left-continuous t-norm ? ac-
cording to Lemma 6.4 (i) will be called the residuated lattice induced by ?. The residuated lattice
Lˆ on [0, 1] whose existence and uniqueness is ensured by Lemma 6.4 (iv) will be called the com-
pletion of L. To conclude this section, we recall the following result [75]:
Lemma 6.5 Let A = 〈A, ?,→,≤, 0A, 1A〉 be any countable (that is, finite or countably infi-
nite) linearly ordered MTL-algebra. Then there is a countable dense linearly ordered commuta-
tive monoid S(A) = 〈S, ◦,, 1〉 with minimum and a map k from A into S such that:
(i) k is an embedding of ordered monoids from 〈A, ?,≤, 1〉 into S(A).
(ii) k preserves the minimum, (i.e, k(0A) = (0A, 1) is the minimum of S(A)), and for all
a, b ∈ A, k(a → b) is the residuum of k(a) and k(b) in S(A), i.e., k(a → b) = max{c ∈
S : c ◦ k(a) ≤ k(b)}.
The construction of S(A) is as follows:
S = {(0A, 1)} ∪ {(a, q) : a ∈ A \ {0A}, q ∈ Q ∩ (0, 1]}.
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 is the lexicographic order.
◦ is defined by:
(a, q) ◦ (b, r) =
{
(a ? b, 1) if a ? b < min{a, b}
min{(a, q), (b, r)} otherwise.
where the first min is meant with respect to ≤, and the second one is meant with respect to
.
The embedding k is defined by k(a) = (a, 1).
6.3 Continuity points of left-continuous t-norms
In this section we study the properties of the sets of continuity points of left-continuous t-norms,
and we prove that these sets are big, both from a topological point of view and from a measure-
theoretic point of view. We start from a list of equivalent characterizations of left-continuous
t-norms.
Theorem 6.6 Let ? be a t-norm on [0, 1]. The following are equivalent:
(i) ? is left-continuous.
(ii) ? is the completion of a continuous function on a dense subset D of [0, 1]2.
(iii) 〈[0, 1], ?,→,max,min, 0, 1〉 is isomorphic to the completion of a residuated lattice on Q∩
[0, 1], where→ denotes the residuum of ?.
(iv) ? is the completion of a left-continuous function on a dense subset D of [0, 1]2.
Proof. (iii)⇒ (i), (iv)⇒ (i) and (ii)⇒ (i) follow from Lemma 6.2. Moreover, (ii)⇒ (iv)
and (iii)⇒ (iv) are trivial.
We prove (i)⇒ (ii). First of all, any left-continuous t-norm is always continuous at the boundary
of [0, 1]2, hence we only have to worry about (0, 1)2. Let S1, . . . , Sn, . . . be an enumeration of
a countable base of open sets for (0, 1)2 (with respect to the order topology), and let for i =
1, . . . , n, . . ., (xi, yi) ∈ Si. Let fi(t) = (xi + t) ? (yi + t). Since fi(t) is non-decreasing,
it has at most countably many discontinuity points. Thus for every i we can find ti such that
(xi + ti, yi + ti) ∈ Si, and fi is continuous at ti.
We claim that ? is continuous at (xi + ti, yi + ti). To see this, let h, k be real numbers such
that, letting ρ = max{| h |, | k |}, (xi + ti ± ρ, yi + ti ± ρ) ∈ (0, 1)2. Then,
(•) (xi + ti − ρ) ? (yi + ti − ρ) ≤ (xi + ti + h) ? (yi + ti + k) ≤ (xi + ti + ρ) ? (yi + ti + ρ).
Now if (h, k) tends to (0, 0), then ρ tends to 0, and by the continuity of fi at ti and by (•),
(xi + ti + h) ? (yi + ti + k) tends to (xi + ti) ? (yi + ti).
               dc_225_11
106 CHAPTER 6. ON THE CONTINUITY POINTS OF LEFT-CONTINUOUS T-NORMS
It follows that D = {(xi + ti, yi + ti) : i ∈ N} is a dense set of continuity points of ?, and ?
is the completion of its restriction to D, which is a continuous function.
We prove (i) ⇒ (iii). Let ? be a left-continuous t-norm, and let L be the residuated lattice
induced by it. Let M be the residuated sublattice of L generated by Q ∩ [0, 1]. Then M is a
countable and densely ordered residuated lattice, therefore by Lemma 6.4, it is isomorphic to a
residuated lattice H on Q ∩ [0, 1]. Finally, again by Lemma 6.4, the completion Hˆ of H is a
residuated lattice isomorphic to L, and the monoidal operation of Hˆ is a t-norm isomorphic to ?.
This concludes the proof.
Corollary 6.7 Every left-continuous t-norm has a dense set of continuity points. In fact, we
can prove more:
Theorem 6.8 The set D of discontinuity points of a left-continuous t-norm is a first-category
set, and its measure is zero.
Proof. It is known (cf. [104]) that the set of points of continuity of any real function is the
intersection of countably many open sets. Moreover by Corollary 6.7, the set of continuity points
of a left-continuous t-norm is dense. It follows that its complement D is the union of countably
many closed sets, and that the interior of D is empty. Thus D is first-category.
As regards to the measure of D, we have just seen that D is a Borel set, therefore it is measurable.
Now it follows from the proof of Theorem 6.6 that for any x0 ∈ [0, 1] the line rx0 of equation
y − (1 − x0) = x − x0 contains only countably many points of D, because such points are
discontinuity points of the non-decreasing function fx0(t) = (x0 + t) ? (1 − x0 + t). Now let
D′ be obtained by a rotation of D of pi
4
. After such rotation, every line rx0 is transformed into a
vertical line r′x0 , and D
′ ∩ r′x0 is countable, hence it is a measure zero set.
Now let CD′ denote the characteristic function of D′, i.e., the function defined for x, y ∈ R by
CD′(x, y) = 1 if (x, y) ∈ D′, and CD′(x, y) = 0 otherwise. By Fubini’s Theorem the measure
µ(D′) of D′ is given by
µ(D′) =
∫ +∞
−∞
(∫ +∞
−∞
CD′(x, y)dy
)
dx =
∫ +∞
−∞
0dx = 0.
Thus D′ is measure-zero, and D is in turn measure-zero.
Remark. A t-subnorm is a map ? from [0, 1]2 into [0, 1] such that 〈[0, 1], ?,≤〉 is a commu-
tative ordered semigroup with a ? b ≤ min(a, b). Theorem 6.8 can be easily extended to left-
continuous t-subnorms. Indeed, for any left-continuous t-subnorm ? consider the left-continuous
t-norm defined as ordinal sum [60] with one summand ? on [0, 1
2
], and apply Theorem 6.8.
6.4 Completions of continuous t-norms on Q ∩ [0, 1]
Even though the completion of a left-continuous t-norm on Q ∩ [0, 1] is in turn left-continuous,
the completion of a continuous t-norm on Q ∩ [0, 1] needs not be continuous. In fact, in [74]
we exhibit an example of a continuous t-norm on Q ∩ [0, 1] whose completion has a dense set of
discontinuity points.
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We may wonder whether every left-continuous t-norm is isomorphic to the completion of a
continuous t-norm on Q ∩ [0, 1]. As it stands, this statement is false.
Theorem 6.9 There is a left-continuous t-norm which is not isomorphic to the completion of
any continuous t-norm on Q ∩ [0, 1].
Proof. Let W be the four-element MV algebra, whose domain is {0, 1
3
, 2
3
, 1}, and whose
monoidal operation ? is defined by x ? y = max{x+ y − 1, 0}. Now let S(W) be the countable
densely ordered commutative monoid defined according to Lemma 6.5, and let  and ◦ denote
its order and its monoid operation respectively. Then ◦ is a left-continuous t-norm on (the lattice
reduct of) S(W), and by Lemma 6.4, ◦ is isomorphic to a left-continuous t-norm on Q ∩ [0, 1].
Thus we will identify every (a, q) ∈ S(W) with its isomorphic image in Q ∩ [0, 1], and we will
indifferently treat ◦ as a t-norm on S(W) or on Q ∩ [0, 1].
Let ◦ˆ be the completion of ◦. We prove that ◦ˆ is not isomorphic to the completion of any
continuous t-norm on Q ∩ [0, 1]. First note that when q tends to 0, (2
3
, q) tends to (1
3
, 1), but
(2
3
, q)◦ˆ(2
3
, q) = (1
3
, 1), whereas (1
3
, 1)◦ˆ(1
3
, 1) = (0, 1).
Hence ◦ˆ is discontinuous at ((1
3
, 1), (1
3
, 1)).
Now suppose that ◦ˆ is isomorphic to the completion ˆ of a continuous t-norm  on Q ∩ [0, 1],
and let us prove that ˆ is not continuous at some point (α, β) with α, β ∈ Q ∩ [0, 1].
Let I be the isomorphic image of the left-open interval ((1
3
, 1), (2
3
, 1)], and let α be the isomorphic
image of (1
3
, 1). Then ˆ is not continuous at (α, α), and it remains to prove that α ∈ Q ∩ [0, 1].
Since ◦ˆ is constantly equal to (1
3
, 1) on (((1
3
, 1), (2
3
, 1)])2, ˆ is constantly equal to α on I2.
Now I is a non-empty half-open interval contained in [0, 1], therefore it intersects Q ∩ [0, 1].
Let β ∈ Q ∩ I . Since ˆ is the completion of a left-continuous t-norm on Q ∩ [0, 1], ˆ maps
(Q ∩ [0, 1])2 into Q ∩ [0, 1]. Thus α = βˆβ ∈ Q ∩ [0, 1], and the claim is proved.
Theorem 6.10 Every left-continuous t-norm  which is strictly increasing in (0, 1]2 is the
completion of a continuous t-norm on Q ∩ [0, 1].
Proof. It suffices to find a countable dense subset D of [0, 1] such that  is continuous in
(D ∪ {0, 1})2 and such that D′ = D ∪ {0, 1} is closed under . Indeed, by Lemma 6.4, this
implies that the restriction of  to D′ is a continuous t-norm on D′ which is isomorphic to a
continuous t-norm ◦ on Q ∩ [0, 1], and that the completion ◦ˆ of ◦ is isomorphic to . Thus the
rest of the argument is devoted to the proof of the following lemma.
Lemma 6.11 Let  be as in Theorem 6.10. Then there is a countable and dense subset D of
[0, 1] such that:
(i)  is continuous on (D ∪ {0, 1})2.
(ii) 1 ∈ D, and D ∪ {0} is closed under .
Proof. We start from the following claim:
Claim A. Let xn denote x . . . x︸ ︷︷ ︸
n times
. Let γ ∈ (0, 1], and letM be a submonoid of 〈(0, 1],, 1〉.
If for every natural number k and for every δ ∈ M the function fkδ defined by fkδ (x) = δ  xk is
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continuous at γ, then for every h, k ∈ N and for every σ, τ ∈M,  is continuous at (σ γh, τ 
γk).
Proof of Claim A. Let 〈δi : i ∈ N〉 and 〈λi : i ∈ N〉 be arbitrary sequences of reals such that
lim
i→∞
δi = σ  γh and lim
i→∞
λi = τ  γk. We need to prove that
lim
i→∞
δi  λi = σ  τ  γh+k.
Let 〈αi : i ∈ N〉 and 〈βi : i ∈ N〉 be sequences of reals such that lim
i→∞
αi = lim
i→∞
βi = γ, and
αi < γ < βi for every i.
Since the functions σxh and τ xk are continuous and since is increasing in (0, 1]2, one has:
(i) lim
i→∞
σ  αhi = lim
i→∞
σ  βhi = σ  γh.
(ii) lim
i→∞
τ  αki = lim
i→∞
τ  βki = τ  γk.
(iii) σ  αhi < σ  γh < σ  βhi .
(iv) τ  αki < τ  γh < σ  βhi .
It follows that for every i ∈ N there is mi ∈ N such that for m > mi, one has:
σ  αhi < δm < σ  βhi , and τ  αki < λm < τ  βki .
Hence, for m > mi one has:
(•) σ  τ  αh+ki < δm  λm < σ  τ  βh+ki .
Now σ  τ ∈M, therefore the function σ  τ  xh+k is continuous at γ. Hence,
(◦) lim
i→∞
σ  τ  αh+ki = lim
i→∞
σ  τ  βh+ki = σ  τ  γh+k.
Hence by (•) and (◦) we obtain:
lim
i→∞
δi  λi = lim
i→∞
σ  τ  αh+ki = lim
i→∞
σ  τ  βh+ki = σ  τ  γh+k.
This concludes the proof of Claim A.
We continue the proof of Lemma 6.11. Let H denote the set of discontinuity points of , and let
I0, . . . , In, . . . be an enumeration of all open subintervals of [0, 1] with rationals endpoints. We
define a sequence 〈Mi : i ∈ N〉 of submonoids of 〈(0, 1],, 1〉, a sequence 〈Fi : i ∈ N〉 of
countable subsets of (0, 1], and a sequence 〈γi : i ∈ N〉 of reals in (0, 1] as follows:
Step 0. LetM0 = {1}, and let
F0 = {x ∈ (0, 1] : ∃n∃m : (xm, xn) ∈ H}.
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By Claim A withM0 in place ofM (hence with σ = τ = 1), we obtain that every element of
F0 is a point of discontinuity of one of the functions xn. Each of these functions is monotonic,
hence it has at most countably many points of discontinuity. It follows that F0 is countable. Hence
I0\F0 is non-empty. Let γ0 ∈ I0\F0. Note that is continuous at every point whose coordinates
lie in the monoidM1 generated by γ0.
Step n+1. LetMn+1 be the monoid generated by γ0, . . . , γn. Note thatMn+1 is countable. Now
let
En+1 = {x ∈ (0, 1] : ∃n,m ∈ N∃σ, τ ∈Mn+1 : (σ  xm, τ  xn) ∈ H}
and let Fn+1 = Fn ∪En+1. By Claim A withMn+1 in place ofM, we obtain that every element
of En+1 is a point of discontinuity of one of the functions δ  xn for some δ ∈ Mn+1 and for
some n ∈ N. Each of these functions is monotonic, hence it has at most countably many points
of discontinuity. Moreover, sinceMn+1 is countable, there are countably many such functions.
It follows that En+1 is countable. By the induction hypothesis, Fn+1 = Fn ∪ En+1 is countable,
and In+1 \ Fn+1 is non-empty. Let γn+1 ∈ In+1 \ Fn+1. Note that  is continuous at every point
whose coordinates lie in the monoidMn+2 generated by γ0, . . . , γn+1.
Now letM be the union of all monoidsMi : i ∈ N. Then,M is countable, and  is continuous
at every point whose coordinates lie inM. Moreover, for every i, γi ∈ M ∩ Ii, thereforeM is
dense in [0, 1]. Thus we can setD =M. By our construction, 1 ∈ D. Moreover, since 0x = 0,
and since  is continuous at every point of the form (0, x), the sets D and D′ = D ∪ {0} satisfy
the requirements of Lemma 6.11. This concludes the proof of Lemma 6.11, and as noted above,
Theorem 6.10 follows from it. By Theorem 6.9, there are residuated lattices on [0, 1] which are
not the completion of a BL-algebra on Q∩ [0, 1]. On the light of Theorem 6.10, we may wonder
whether every residuated lattice on [0, 1] whose monoidal operation is strictly increasing in (0, 1]2
is isomorphic to the completion of aBL-algebra onQ∩ [0, 1] with the same property. By Lemma
6.3 this problem is equivalent to the following: Is every weakly cancellative residuated lattice
on [0, 1] isomorphic to the completion of a weakly cancellative BL-algebra (i.e., to a product
algebra) on Q ∩ [0, 1]? The next theorem provides for a negative answer to this question.
Theorem 6.12 There is a weakly cancellative residuated lattice on [0, 1] which is not isomor-
phic to the completion of any product algebra on Q ∩ [0, 1].
Proof. We consider a counterexample introduced in [54] and in [74] in order to prove the
existence of a weakly cancellative residuated lattice on [0, 1] which is not a product algebra. Let
A denote the set of all polynomials of the form 1 − n · X − a · X2, where n ∈ N, and a is a
non-negative real number. On A ∪ {0} define an order  as follows:
0  p for every p ∈ A ∪ {0}.
1− n ·X − a ·X2 6 0 for every n ∈ N and for every non-negative real number a.
1− n ·X − a ·X2  1−m ·X − b ·X2 iff either n > m, or n = m and a ≥ b.
It is easily seen that  is a dense, complete and separable linear order with maximum and mini-
mum, therefore it is isomorphic to the usual order ≤ on [0, 1].
               dc_225_11
110 CHAPTER 6. ON THE CONTINUITY POINTS OF LEFT-CONTINUOUS T-NORMS
As regards to completeness, note that inf{1 − a · X : a ∈ N} = 0, and for fixed a ∈ N,
inf{1− a ·X − b ·X2 : b ∈ R, b ≥ 0} = 1− (a + 1) ·X . The other not obvious infima can be
reduced to one of these cases.
As regards to separability, note that the set {0} ∪ {1− n ·X − q ·X2 : n ∈ N, q ∈ Q, q ≥ 0} is
a countable dense subset of A ∪ {0}.
OnA∪{0}, let us define a binary operation ? letting for every p ∈ A∪{0} and for every n,m ∈ N
and a, b ∈ R, b ≥ 0:
0?p = p?0 = 0 (1−n ·X−a ·X2)? (1−m ·X− b ·X2) = 1− (n+m) ·X− (a+ b) ·X2.
By a straightforward computation, we see that 〈A ∪ {0}, ?,, 1〉 is a commutative linearly
ordered monoid, and that ? has a residuum→ given by:
p→ q = 1 for every p, q ∈ A ∪ {0} such that p  q.
p→ 0 = 0 for every p ∈ A.
If n ≤ m and a ≤ b, then (1− n ·X − a ·X2)→ (1−m ·X − b ·X2) = 1− (m− n) ·
X − (b− a) ·X2.
If n < m and b < a, then (1− n ·X − a ·X2)→ (1−m ·X − b ·X2) = 1− (m− n) ·X .
It follows that if∨ and∧ denote the lattice operations corresponding to the linear order, then
A = 〈A∪{0}, ?,→,∨,∧, 0, 1〉 is a residuated lattice which is order isomorphic to [0, 1]. Let h be
any order isomorphism fromA onto [0, 1], and define for x, y ∈ [0, 1]: x◦y = h(h−1(x)?h−1(y)),
and x⇒ y = h(h−1(x)→ h−1(y)). Then B = 〈[0, 1], ◦,⇒,max,min, 0, 1〉 is a residuated lattice
on [0, 1], which is isomorphic toA. Thus we will identify every element ofA with its isomorphic
image in [0, 1], and we will consider A as a residuated lattice on [0, 1]. In order to prove that A is
not isomorphic to the completion of any product algebra P on Q ∩ [0, 1], it is sufficient to prove
the following claims:
Claim 1. ? is not continuous at (1− 2 ·X, 1− 2 ·X).
Claim 2. There are two non-empty open intervals I1 and I2 of A such that for x ∈ I1 and
y ∈ I2, x→ y = 1− 2 ·X .
In order to derive Theorem 6.12 from Claims 1 and 2, suppose by contradiction that A is (iso-
morphic to) the completion of a product algebra P on Q ∩ [0, 1]. Then modulo isomorphism
P is a residuated sublattice of A which is dense in A. Now P intersects both I1 and I2. Since
P is closed under →, 1 − 2 · X ∈ P . Thus the restriction of ? to P is not continuous, and a
contradiction has been reached.
The rest of the argument is devoted to the proofs of Claims 1 and 2.
Proof of Claim 1. Let for n ∈ N, yn = 1−X − n ·X2. Then, lim
n→∞
yn = 1− 2 ·X , but
lim
n→∞
yn ? yn = lim
n→∞
1− 2 ·X − 2 · n ·X2 = 1− 3 ·X,
               dc_225_11
6.5. T-NORMS ONQ ∩ [0, 1] WHOSE COMPLETION IS CONTINUOUS 111
whereas (1− 2 ·X) ? (1− 2 ·X) = 1− 4 ·X .
Proof of Claim 2. Let I1 be the open interval whose endpoints are 1−X−4·X2 and 1−X−3·X2,
and let I2 be the open interval whose endpoints are 1− 3 ·X − 2 ·X2 and 1− 3 ·X −X2. Then
I1 and I2 meet our requirements.
6.5 T-norms on Q ∩ [0, 1] whose completion is continuous
Clearly, if the completion ?ˆ of a t-norm ? on Q∩ [0, 1] is continuous, then ? has to be continuous
in Q ∩ [0, 1]. In [74] we prove that the converse does not hold. An interesting problem is to give
a characterization of continuous t-norms on Q ∩ [0, 1] whose completion is continuous.
By the Heine-Borel Theorem, an obvious characterization is the following:
Proposition 6.13 Let ? be a t-norm on Q ∩ [0, 1]. Then ?ˆ is continuous iff ? is uniformly
continuous.
Now the characterization shown in Proposition 6.13 refers to the metric structure of [0, 1], which
is external to the algebraic structure of lattice-ordered monoid induced by the t-norm. We are
interested in algebraic characterizations. We start from a necessary condition.
Theorem 6.14 Let ? be a continuous t-norm on Q ∩ [0, 1], and let ?ˆ be its completion. If ?ˆ is
continuous, then the following condition holds:
(•) For all a, b ∈ Q, if a < bn for all natural numbers n, then a ? b = a.
Proof. Suppose that ?ˆ is a continuous t-norm. Let a, b ∈ Q ∩ [0, 1] such that for all n ∈ N,
a < bn. Let c = inf{bn : n ∈ N}. Then it is easily seen that c is idempotent with respect to
?ˆ, (i.e., c?ˆc = c) therefore there is an idempotent between b and a. By a property of continuous
t-norms, (cf. [53], a ? b = a?ˆb = a.
Corollary 6.15 If a t-norm on Q∩ [0, 1] is weakly cancellative and there are a, b ∈ Q∩ [0, 1]
such that 0 < a < bn for every n ∈ N, then its completion is not continuous. Unfortunately,
condition (•) of Theorem 6.14 is not sufficient to guarantee the continuity of ?ˆ as it is shown by
the following example.
Example. Let α be any irrational in [0, 1], and let, for x, y ∈ [α, 1],
x ◦ y = α + (x− α) · (y − α)
1− α .
Note that ◦ is a t-norm on [α, 1] which is isomorphic to the product t-norm on [0, 1]. Now let X
be the closure of Q ∩ [α, 1] under ◦. Then X is countable, densely ordered, and α /∈ X . Thus
there is an order isomorphism h from Q ∩ [α, 1] onto X . Let  be defined on Q ∩ [α, 1] by
x  y = h−1(h(x) ◦ h(y)). Then once again  is a t-norm on Q ∩ [α, 1] which is isomorphic to
the product on (0, 1] ∩Q. Next, define for x, y ∈ Q ∩ [0, 1]:
x ? y =

x · y if x, y ∈ [0, α)
min{x, y} if min{x, y} < α < max{x, y}
x y if x, y > α
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It is readily seen (recalling that α /∈ Q) that ? is a continuous t-norm on Q∩ [0, 1], which satisfies
condition (•). However, its completion ?ˆ is discontinuous at every point of the form (β, α) or
(α, β) with 0 < β ≤ α, because β?ˆα = β · α, but inf{β?ˆy : y > α} = β > β · α.
Remark. The previous example shows an important difference between t-norms on [0, 1] and
t-norms on Q ∩ [0, 1]: whereas for every continuous t-norm ?ˆ on [0, 1] and for every α ∈ (0, 1]
the function fα(x) = x?ˆα maps [0, 1] onto [0, α], a similar property does not hold for continuous
t-norms on Q ∩ [0, 1]: the t-norm ? in the previous example is continuous on Q ∩ [0, 1], but if
0 < β < α, then the image of the function fβ(x) = β ? x is not even dense in Q∩ [0, β], because
(β · α, β) does not intersect the range of fβ .
Theorem 6.16 Let ? be a continuous t-norm on Q ∩ [0, 1], and let ?ˆ be its completion. The
following statements are equivalent:
i. ?ˆ is continuous,
ii. For all r, q, b1, . . . , bn, . . . ∈ Q ∩ [0, 1] with r < q ≤ b1 ≤ . . . ≤ bn ≤ . . ., there is
c ∈ Q ∩ [0, 1] such that for almost all n, r < bn ? c ≤ q
Proof. i. ⇒ ii. Let α = sup{bn : n ∈ N}, and let ⇒ denote the residuum of ?ˆ. We first
prove that α ⇒ r < α ⇒ q. Since ?ˆ is continuous, then by the Mostert and Shields theorem, cf.
[90], it is the ordinal sum of a family of t-norms (cf. [53] for the definition of ordinal sum) whose
members are isomorphic either to Łukasiewicz or to product or to Go¨del t-norm (here t-norms
are understood in the sense of Definition 6.1, their underlying universes may have one element
only). We distinguish the following cases:
(a) Suppose that α and r belong to the same Go¨del component, or they lie in different compo-
nents. In both cases, r = α⇒ r < q ≤ α⇒ q.
(b) α and r lie in the same Łukasiewicz or product component. Note that if −→ is any of
Łukasiewicz or product implication, then for any β ∈ (0, 1] the function fβ(x) = β −→ x
is strictly increasing in [0, β]. Since this property is preserved under isomorphism, we
conclude: α⇒ r < α⇒ q.
Now let c ∈ Q be such that α ⇒ r < c < α ⇒ q. By residuation we get: r < c?ˆα ≤ q. By the
continuity of ?ˆ we conclude that for almost all n, r < bn?ˆc = bn ? c ≤ q.
ii. ⇒ i. If ?ˆ is not continuous, then by Lemma 6.4 (i), there are α, β ∈ [0, 1] such that α?ˆ(α ⇒
β) < β. Let r, q ∈ Q be such that
(◦) α?ˆ(α⇒ β) < r < q < β.
Since ⇒ is non-decreasing in the second component, α ⇒ r ≤ α ⇒ q ≤ α ⇒ β. Moreover,
from (◦), by residuation we obtain: α⇒ β ≤ α⇒ r. It follows:
(∗) α⇒ r = α⇒ q = α⇒ β.
We claim that this is incompatible with ii. Let by contradiction c ∈ Q ∩ [0, 1] be such that
r < c ? bn ≤ q for almost all n. Then by the left-continuity of ?ˆ we would get: r < c?ˆα ≤ q, and
finally: α⇒ r < c ≤ α⇒ q, contradicting (∗).
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Chapter 7
On the structure of rotation-invariant
semigroups
7.1 Introduction
The main aim of this chapter is to investigate a class of monoidal operators, called Girard mo-
noids. Girard monoids are commutative, residuated, integral `-monoids satisfying ¬(¬x) = x
(other terminologies1 are Girard algebras, or classical residuated lattices [81]). This study has
strong logical motivations:
The first motivation is from the field of substructural logics. Such logics are meant to be
logics, which, when formulated as Gentzen-style systems, lack some of the traditional trio of
structural rules, namely: contraction, weakening, or exchange. The algebraic models of Full
Lambek calculus FL (with max and min) are the residualted lattice-ordered monoids with max-
imum and minimum. In such a structure the monoidal operation is not necessarily commutative,
and the maximum may differ from the unit of the monoid. Adding the commutativity of the
monoid, we obtain the algebraic models of FLe (Full Lambek calculus with exchange), that is,
the exchange rule corresponds to commutativity. Integrality of the monoid corresponds to the
weakening rule (if we have a semigroup instead of the a monoid, then weakening corresponds
to the conjunctive property). Thus residuated lattices are the algebraic models of FLew (Full
Lambek calculus with exchange and weakening). These logics lack the contraction rule α,α,Γ⇒γ
α,Γ⇒γ .
The class of logics without contraction admits a strong form of “algebraization”, see [10] for de-
tails. Their Lindenbaum-Tarski algebras generate the variety of commutative, residuated integral
`-monoids (another name in the literature is “residuated lattices”1). Girard algebras (classical
residuated lattices) are the Lindenbaum algebras of Grishin’s logic [50, 51] (that is, of Girard
commutative affine linear logic [48]).
Another motivation for this study comes from the field of t-norm-based logics. Ha´jek in-
troduced BL (basic fuzzy logics) in [53]. The algebraic counterpart of this logic is the class of
BL-algebras, which are commutative, divisible, integral `-monoids satisfying a prelinearity con-
1Unfortunately, there is no universally followed standard terminology in the area, see [80] for an exhaustive
discussion. Just like the above-mentioned authors, we would be willing to adjust our terminology to the standard, if
some such emerges.
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dition. In [22] the authors show that BL-chains have similar properties as continuous t-norms.
They prove that saturated BL-chains are ordinal sums [29, 28] of MV-algebras, Go¨del algebras
and Product algebras, which are particular subclasses of BL-algebras. A nice characterization of
BL-chains using hoops is in [5]. Recently, Esteva and Godo introduced MTL (monoidal t-norm-
based logic) in [38] by replacing the divisibility axiom (A∧ˆ(A → B)) ↔ (A ∧ B) of BL by the
weaker axiom (A∧ˆ(A → B)) → (A ∧ B). MTL seems to be a very interesting logic. It is one
of the few t-norm-based logics which has a reasonable proof theory: other t-norm-based logics
have a proof-theory, but, with the remarkable exception of Go¨del’s Logic, such proof theories
are based on a description of the corresponding semantics inside classical logic, and proof sys-
tems look like semantic tableaux rather than genuine sequent calculi. The algebraic semantics for
MTL is based on MTL-algebras, which are commutative, residuated, integral `-monoids which
satisfy a prelinearity condition. In the t-norm-based logic community FLew appears under the
name ML “monoidal logic” [58]. If we add to the axioms of ML and MTL the law of double
negation (¬¬A→ A) then the algebraic counterparts of the obtained logics are Girard monoids,
and prelinear Girard monoids (IMTL-algebras), respectively.
An MV-algebra is an abelian monoid (B,⊕, 0) with an operation ¬ such that ¬(¬x) = x,
x⊕¬0 = ¬0, and ¬(¬x⊕ y)⊕y = ¬(¬y ⊕ x)⊕x. One usually also defines x∗◦y = ¬(¬x⊕ ¬y)
and 1 = ¬0. Introduced by C. C. Chang in 1958 ([17]), MV-algebras are to the Lindenbaum al-
gebras of the infinite-valued sentential calculus of Lukasiewicz as Boolean algebras are to the
Lindenbaum algebras of the classical two-valued calculus. MV-algebras are presently the ob-
ject of intense investigation because of their relations with other mathematical objects including
abelian l-groups with strong unit, some non-classical logics and structures in functional analysis
and toric geometry [20, 21, 53, 87, 93, 92, 94, 91, 95]. MV-algebras are – as lattice ordered
semigroups – integral and divisible, and by replacing the condition of divisibility with the weaker
residual property one obtains Girard algebras. Therefore the algebraic motivation for this study is
to investigate a generalization of an important class of algebras. In addition, Girard algebras have
become important tools recently in the theory of measure-free conditioning [59].
The structure of Girard algebras is far less understood than the structure of MV-algebras, or
BL-algebras. In the present section we try to make a first step in this direction. During this study
it turned out that many results related to the topic can be generalized to a much wider algebraic
setting. This has lead to the introducing of rotation-invariant posets and semigroups, the basic
mathematical objects of this section.
First we present an exhaustive geometric description of rotation-invariant posets and semi-
groups. The intuition gained from the geometrical understanding of this rather abstract topic
makes it possible to conjecture, formulate and prove surprising results: Side-effects of this study
are new looks at the divisibility property of MV-algebras, and at the integrality of Girard alge-
bras. Another side-effect is the introduction of four construction methods resulting in rotation-
invariant semigroups, and in particular, Girard algebras, and MV-algebras. For example, Chang’s
MV-algebra can be seen as result of one of the constructions. The constructions are “sharp” in
the sense that the most general semigroups are used in them.
Last but not least rotation-invariant semigroups are examples demonstrating the beauty of
symmetries in mathematics.
We present some mainstream examples of commutative, residuated, integral `-monoids and
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Girard monoids. First of all, every ideal lattice of an associative, commutative ring with unity
forms a commutative, residuated, integral `-monoid with respect to ideal multiplication [9]. Sec-
ond, the Lindenbaum algebra of the monoidal, propositional calculus [102] is a commutative,
residuated, integral `-monoid. If we add to the axioms of monoidal logic [58, 57] the law of
double negation (¬¬a→ a) and the weakening rule then the corresponding Lindenbaum algebra
is a Girard monoid and we obtain Girard’s commutative affine linear logic [48]. Third, Heyting
algebras [77] are commutative, residuated, integral `-monoids. In this case the semigroup opera-
tion ∗◦ coincides with the meet operation of the underlying lattice. Typical examples of complete
Heyting algebras are lattices of open subsets of topological spaces. According to the terminology
proposed by K. Menger, B. Schweizer and A. Sklar [105] a triangular norm (t-norm for short) T
is a commutative, isotone, associative binary operation on [0, 1] with neutral element 1. Mostert
and Shields have characterized the structure of a class of topological semigroups [90] which, in
particular, gives the characterization of continuous t-norms as ordinal sums [29, 28] of continuous
Archimedean t-norms. It is easy to see that ([0, 1],≤, T ) is a commutative, residuated integral
`-monoid if and only if T is left-continuous.
7.1.1 Preliminaries
A partially-ordered groupoid (po-groupoid) [9, 43] is a poset M with a binary multiplication ∗◦
which satisfies the isotonicity condition: a ≤ b implies a ∗◦ x ≤ b ∗◦ x and x ∗◦ a ≤ x ∗◦ b for all
a, b, x ∈M . When multiplication is commutative, M is called a commutative po-groupoid; when
multiplication is associative M is called a po-semigroup. A po-semigroup is called a po-monoid
if there is an element in M such that it act as (left and right) neutral element of ∗◦. In any integral
po-monoid it is immediate, that the least element of M (if exists) is the zero of the multiplication.
A po-monoid is integral if the neutral element of the multiplication is the greatest element of M .
We say that a po-groupoid (M,≤, ∗◦) is conjunctive if x ∗◦ y ≤ x and x ∗◦ y ≤ y hold for all
x, y ∈ M . It is easy to see that in any integral po-monoid ∗◦ is conjunctive. A lattice-ordered
groupoid (`-groupoid) is a po-groupoid which is a lattice L under its partial ordering relation and
the product is distributive on the join, that is x∗◦(y ∨ z) = x∗◦y∨x∗◦z and (x ∨ y)∗◦z = x∗◦y∨x∗◦z
hold for all x, y, z ∈ L.
For any commutative binary operation ∗◦ on a poset M the operation →∗◦ : M ×M → M
is called the residual pair of ∗◦ if for all x, y, z ∈ M the following (adjointness) condition is
satisfied: x ∗◦ y ≤ z ⇔ x→∗◦ z ≥ y. Equivalently, x→∗◦ y is the largest z ∈ M for which
x ∗◦ z ≤ y holds. In this case M is called a commutative, residuated poset. Residuated posets
can be defined in the non-commutative case as well: For a po-groupoid (M, ∗◦) the operation
→∗◦l : M ×M →M (resp. →∗◦r : M ×M →M ) is called the left-residual (resp. right-residual)
of ∗◦ if for all x, y, z ∈ M the following left-adjointness (resp. right-adjointness) condition is
satisfied: x ∗◦ y ≤ z ⇔ x →∗◦l z ≥ y (resp. y ∗◦ x ≤ z ⇔ x →∗◦r z ≥ y). Equivalently,
x →∗◦l y (resp. x →∗◦r y) is the largest z ∈ M for which x ∗◦ z ≤ y (resp. z ∗◦ x ≤ y) holds. Any
operation of a residual pair determines uniquely the other via adjointness. We note that axioms of
a residuated po-semigroup (`-semigroup) are not independent: Residuated semigroups are always
partially-ordered (lattice-ordered) if the underlying universe is a poset (lattice) see, e.g., [43].
In any commutative, residuated po-groupoid (M, ∗◦,→∗◦), a ≤ b implies a→∗◦ x ≥ b→∗◦ x and
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x→∗◦ a ≤ x→∗◦ b for all a, b, x ∈ M showing the antitone property of →∗◦ in its first and the
isotone property in its second place. In any commutative, residuated `-groupoid (x ∨ y)→∗◦ z =
(x→∗◦ z) ∧ (y→∗◦ z) and x→∗◦ (y ∧ z) = (x→∗◦ y) ∧ (x→∗◦ z) hold for all x, y, z ∈ L. In any
conjunctive residuated po-groupoid (1 is its existing top element) we have x→∗◦ y = 1 ⇔ x ≤
y. The following (exchange) property is fulfilled in every commutative, residuated po-semigroup
(see e.g. pg. 190. in [43]): For all x, y, z ∈ L, x→∗◦ (y→∗◦ z) = x ∗◦ y→∗◦ z. For any c ∈ M ,
(M, ∗◦) a commutative, residuated po-groupoid (x→∗◦ c)→∗◦ c ≥ x holds for all x ∈ M and an
element x ∈ M is called c-closed if (x→∗◦ c)→∗◦ c = x. We call a bounded, residuated poset (0
is the least element) zero-closed if all elements of L are 0-closed. An involution is an antitone
bijection (a dual automorphism) of a poset. A po-groupoid is called involutive if its underlying
universe possesses an involution. Further, a commutative, residuated, zero-closed, integral `-
monoid is called a Girard monoid. In any Girard monoid one can define residual complements
by x′∗◦ = x→∗◦ 0 and the dual semigroup operator ⊕ with the de Morgan rule: x⊕ y = (x′∗◦ ∗◦ y′∗◦)′
∗◦
.
The zero-closed property of M yields that the residual complement operation ′∗◦ is an involution of
M . In any commutative, residuated, zero-closed po-groupoid M (′∗◦ is the residual complement)
we have x′∗◦ ∧ y′∗◦ = (x ∨ y)′∗◦ and x′∗◦ ∨ y′∗◦ = (x ∧ y)′∗◦ for all x, y ∈ M , by the involutive property
of ′∗◦ . A po-groupoid (M, ∗◦) is called divisible if x, y ∈ M , x ≤ y implies x ∈ y ∗◦ M and
x ∈ M ∗◦ y (this is the dual notion of being naturally ordered). A commutative, residuated
poset M with greatest element 1 is called prelinear if (x→∗◦ y) ∨ (y →∗◦ x) = 1 holds for all
x, y ∈M . Prelinear, commutative, divisible, integral `-monoids are called BL-algebras. Prelinear
commutative, residuated, integral `-monoids are called MTL-algebras. A Girard monoid is an
MV-algebra if and only if it is divisible [57]. A po-groupoid is fully-ordered (f -groupoid) if its
underlying ordering relation is complete, that is, any two elements are comparable.
7.2 Rotation-invariant posets
In this chapter the notion of rotation-inverse property will have a slightly different meaning than
in Definition 1.2 on page 17:
Definition 7.1 Let (M,≤, ∗◦,¬) be an involutive poset with a binary operation ∗◦. We say that
∗◦ admits the rotation invariance property (with respect to ¬) if for all x, y, z ∈M we have
x ∗◦ y ≤ z ⇒ y ∗◦ ¬z ≤ ¬x.
In this case (M,≤, ∗◦,¬) is called a rotation-invariant poset. Application of the rotation invariance
property three times yields that it can be rewritten in the following form: x ∗◦ y ≤ z ⇔ y ∗◦ ¬z ≤
¬x.
Lemma 7.1 Any rotation-invariant poset (M,≤, ∗◦,¬) is residuated; its left and right residu-
als are given by x→∗◦l y = ¬(¬y ∗◦ x) and x→∗◦r y = ¬(x ∗◦ ¬y), respectively.
Proof. For arbitrary x, y ∈ M we shall show that z0 := ¬(¬y ∗◦ x) is the greatest element of
H := {z ∈ M | x ∗◦ z ≤ y}. In fact, x ∗◦ ¬(¬y ∗◦ x) ≤ y is equivalent to ¬y ∗◦ x ≤ ¬(¬(¬y ∗◦ x))
by the rotation invariance property, which shows z0 ∈ H . Second, any element t of H is less than
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or equal to z0, since x ∗◦ t ≤ y is equivalent to ¬y ∗◦ x ≤ ¬t, which is equivalent to t ≤ ¬(¬y ∗◦ x).
This shows that left-residuals exist. In complete analogy, ¬(x ∗◦ ¬y) is the greatest element of
{z ∈M | z ∗◦x ≤ y}, which thus verifies the existence of right-residuals and concludes the proof.
For a geometric motivation of this lemma, see the explanation after Lemma 1.27 on page 35.
Remark 7.2 In bounded rotation-invariant posets the least element acts as the zero of the mul-
tiplication since 0∗◦x ≤ 0 is equivalent to x∗◦1 ≤ 1. A conjunctive, residuated poset has a greatest
element, entailed by the existence of x→∗◦x. Of course, involutive, conjunctive, residuated posets
are bounded. This together with Lemma 7.1 implies that any conjunctive, rotation-invariant poset
is bounded. For the direct proof of this assertion observe that for any a ∈M we have ¬a ∗◦ x ≤ x
by using that ∗◦ is conjunctive, and hence we have x ∗◦ ¬x ≤ a (by the rotation invariance prop-
erty and the involutive property of ¬). That is, ⊥ := x ∗◦ ¬x is the least element of M and thus
> := ¬⊥ is the greatest element of M .
In this chapter the notion of pseudo-inverse property will have a slightly more general meaning
than in Definition 1.4 on page 25:
Definition 7.2 Let (M,≤, ∗◦,¬) be an involutive poset with a binary operation ∗◦. We say that
∗◦ admits the pseudo-inverse property with respect to ¬ and another binary operation→ if for all
x, y, z ∈M we have
x→ y = z ⇔ x ∗◦ ¬y = ¬z.
Observe that rotation invariance of ∗◦ implies the pseudo-inverse property of it with respect to
¬ and the right-residual of ∗◦. Moreover, under the assumption of rotation-invariance the pseudo-
inverse property with respect to ¬ and the left-residual of ∗◦ is just the condition, that left- and
right-residuals coincide (Lemma 7.1) which is equivalent to the commutativity of the multiplica-
tion. For more equivalences see Corollary 7.6 below.
Example 7.3 The real line with the usual ordering, addition and ¬x = −x is a rotation-
invariant poset. Equivalently, the set of positive real numbers with the usual ordering, multipli-
cation and ¬x = 1
x
is a rotation-invariant poset. We point out below that, e.g., Girard monoids
(whence also MV-algebras) are within our scope.
Lemma 7.4 Let (M,≤, ∗◦,→∗◦,′∗◦ , 1, 0) be a commutative, residuated, zero-closed po-semi-
group. Then for all x, y, z ∈M the following hold:
i. x→∗◦ y = (x ∗◦ y′∗◦)′
∗◦
,
ii. x→∗◦ y = z⇔ x ∗◦ y′∗◦ = z′∗◦ (pseudo-inverse property w.r.t. ′∗◦ and→∗◦),
iii. x→∗◦ y = y′∗◦ →∗◦ x′∗◦ (contraposition),
iv. x ∗◦ y ≤ z⇔ y ∗◦ z′∗◦ ≤ x′∗◦ (rotation invariance of ∗◦ with respect to ′∗◦).
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In particular, in each Girard monoid i.− iv. hold.
Proof. (x ∗◦ y′∗◦)′∗◦ = x ∗◦ (y→∗◦ 0)→∗◦ 0 = x→∗◦ ((y→∗◦ 0)→∗◦ 0) = x→∗◦ y by using the ex-
change property and the involutive property of ′∗◦ . This proves i which together with the involutive
property of ′∗◦ implies ii. By i, the commutativity of ∗◦ and the involutive property of ′∗◦ we have
x→∗◦ y = (x ∗◦ y′∗◦)′
∗◦
= (y′
∗◦ ∗◦ x)′∗◦ = (y′∗◦ ∗◦ (x′∗◦)′∗◦)′
∗◦
= y′
∗◦ →∗◦ x′∗◦ which thus verifies iii. x ∗◦ y ≤ z is
equivalent to x→∗◦ z ≥ y by the adjointness property and it is equivalent to z′∗◦→∗◦x′∗◦ ≥ y by iii. It
holds if and only if z′∗◦ ∗◦ y ≤ x′∗◦ by adjointness again and that is, finally, equivalent to y ∗◦ z′∗◦ ≤ x′∗◦
by commutativity.
In the rest of this section we shall establish an equivalence between the pseudo-inverse property
and the rotation invariance property.
Proposition 7.5 Let (M, ∗◦) be a po-groupoid equipped with a binary operation → and a
unary operation ¬. Any four properties out of the following five imply the fifth one. For all
x, y, z ∈M
i. x ∗◦ y ≤ z⇔ x→ z ≥ y,
ii. x→ y = ¬(x ∗◦ ¬y),
iii. ¬ is an involution,
iv. x ∗◦ y ≤ z ⇔ y ∗◦ ¬z ≤ ¬x,
v. x ∗◦ y = y ∗◦ x.
Proof. x ∗◦ y ≤ z holds if and only if x→ z ≥ y by i. It is equivalent to ¬(x ∗◦ ¬z) ≥ y by ii.
This is equivalent to x ∗◦ ¬z ≤ ¬y by iii and it is equivalent to y ∗◦ x ≤ z by applying iv. Finally,
it is equivalent to x ∗◦ y ≤ z by the commutativity of ∗◦. Summarizing, consecutive application of
properties i, ii, . . ., v yields x ∗◦ y ≤ z if and only if x ∗◦ y ≤ z, a tautology. This ends the proof.
(It is like knowing five equalities say, a = b = c = d = e = a. Here if we do not use e.g. c = d
then we can still infer that c is equal to d).
Corollary 7.6 Let (M, ∗◦,¬) be an involutive po-groupoid equipped with a binary operation
→. Then any three properties from the following four imply the fourth one. For all x, y, z ∈M
i. x ∗◦ y ≤ z⇔ x→ z ≥ y (→ is left-adjoint of ∗◦),
ii. x→ y = z⇔ x ∗◦ ¬y = ¬z (pseudo-inverse property w.r.t. ¬ and→),
iii. x ∗◦ y ≤ z ⇔ y ∗◦ ¬z ≤ ¬x (rotation invariance of ∗◦),
iv. x ∗◦ y = y ∗◦ x (commutativity of ∗◦).
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We have seen in Lemma 7.4 that associativity of a commutative, zero-closed, residuated iso-
tone operation ∗◦ implies the rotation invariance property and the pseudo-inverse property. Now,
it has become clear that those properties are equivalent even if we don’t assume associativity and
zero-closed property. We draw below one of the four corollaries of Corollary 7.6.
Corollary 7.7 In any commutative, residuated, involutive po-groupoid pseudo-inverse prop-
erty (with respect to the involution and the residual pair of the multiplication) and the rotation
invariance property (with respect to the involution) are equivalent.
7.3 On integrality and divisibility
The geometric interpretation of the rotation invariance property (see Section 1.3) draws our at-
tention to the surprising connection between the concept of having a neutral element and of the
zero-closed property: The next lemma generalizes Proposition 1.30 (on page 36) :
Lemma 7.8 Let (M, ∗◦,¬, 1, 0) be a bounded, rotation-invariant, po-groupoid. Then the fol-
lowing statements hold.
i. ∗◦ is conjunctive if and only if we have x ∗◦ ¬x = 0 for all x ∈M .
ii. 1 is neutral element if and only if x ∗◦ y = 0 is equivalent to y ≤ ¬x.
iii. If ∗◦ is commutative then 1 is neutral element if and only if ¬ is the residual complement (in
which case M is obviously zero-closed).
Proof. ∗◦ is conjunctive if and only if for all x, y ∈M we have y ∗◦ x ≤ x and x ∗◦ y ≤ x. This
is true if and only if 1 ∗◦ x ≤ x and x ∗◦ 1 ≤ x for all x ∈ M by the isotonicity of ∗◦. These are
equivalent to x∗◦¬x ≤ 0 for all x ∈M by the rotation invariance property and, finally, x∗◦¬x ≤ 0
is equivalent to x ∗◦ ¬x = 0 for all x ∈ M . Now, suppose x ∗◦ y = 0. It is equivalent to x ∗◦ y ≤ 0
which is equivalent to y ∗◦ 1 ≤ ¬x and 1 ∗◦ x ≤ ¬y by the rotation invariance property; thus the
proof of ii is concluded. Lemma 7.1 implies that M is residuated and Corollary 7.7 shows that ∗◦
admits the pseudo-inverse property with respect to ¬ and the residual pair of ∗◦. Hence x ∗◦ 1 = x
is equivalent to x→∗◦ 0 = ¬x and this concludes the proof.
Theorem 7.9 Any commutative, residuated, zero-closed po-semigroup is an integral monoid.
Any commutative, residuated, zero-closed `-semigroup is a Girard monoid.
Proof. See Lemma 7.4/iv and Lemma 7.8/iii.
Theorem 7.9 suggests that the shorter term “Girard monoid” is more convenient than the term
“integral Girard monoid”, which is used in the recent literature [57].
Corollary 7.10 The class of commutative, rotation-invariant, integral po-monoids coincides
with the class of commutative, residuated, zero-closed po-semigroups. The class of commutative,
rotation-invariant, integral `-monoids coincides with the class of Girard monoids.
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Proof. A commutative, rotation-invariant, integral po-monoid (resp. integral `-monoid) is
residuated by Lemma 7.1. Lemma 7.8/iii shows that the underlying involution coincides with
the residual complement, thus the zero-closed property is verified. To prove the other direc-
tion, Lemma 7.4/iv shows that a commutative, residuated, zero-closed po-semigroup (resp. `-
semigroup) is rotation-invariant with respect to the residual complement on the one hand, and
Theorem 7.9 implies that it is an integral po-monoid (resp. integral `-monoid) on the other.
Definition 7.3 i. A po-groupoid (M, ∗◦, 0) with least element 0 is cancellative on the pos-
itive domain if x ∗◦ y = x ∗◦ z > 0 implies y = z.
ii. A po-groupoid (M, ∗◦, 0) with least element 0 is strictly isotone on the positive domain if
x ∗◦ y > 0 implies x ∗◦ y1 > x ∗◦ y and x1 ∗◦ y > x ∗◦ y whenever y1 > y and x1 > x.
iii. A bounded, involutive po-groupoid (M, ∗◦,¬, 1, 0) is strictly increasing on the restricted
positive domain if x∗◦y > 0 and x > ¬y implies x∗◦y1 > x∗◦y and x1 ∗◦y > x∗◦y whenever
y1 > y and x1 > x.
Lemma 7.11 In any po-groupoid (M, ∗◦, 0) with least element 0 cancellativity on the positive
domain implies strict isotonicity on the positive domain. In a bounded, involutive po-groupoid
(M, ∗◦,¬, 1, 0) strict isotonicity on the positive domain entails strict isotonicity on the restricted
positive domain. In any f -groupoid strict isotonicity on the positive domain implies cancellativity
on the positive domain. In any bounded, rotation-invariant, integral f -monoid strict isotonicity
on the restricted positive domain implies cancellativity on the positive domain.
Proof. Suppose y < y1, x ∗◦ y > 0. By isotonicity we have x ∗◦ y ≤ x ∗◦ y1. By contradiction
to the first statement suppose x ∗◦ y = x ∗◦ y1. Then cancellativity on the positive domain implies
y = y1, a contradiction. The second statement is straightforward. Strict increasing on the positive
domain and strict increasing on the restricted positive domain are equivalent in bounded, rotation-
invariant, integral f -monoids by Lemma 7.8/iii. Suppose now x, y, z ∈M , and x∗◦y = x∗◦z > 0.
By strict isotonicity on the positive domain we have x ∗◦ y < x ∗◦ z or x ∗◦ y > x ∗◦ z when y < z or
y > z, respectively. So we have y = z since M is fully-ordered and this shows the cancellativity
on the positive domain.
In general, strict isotonicity on the positive domain does not imply cancellativity on the posi-
tive domain since multiplication with say x ∈M can not bring two incomparable elements to the
same element in the latter case while the first case does not say anything about this situation.
A geometric motivation for Theorem 7.12 can be found after Theorem 1.32 on page 38.
Theorem 7.12 Suppose (M, ∗◦,→∗◦,′∗◦ , 1, 0) is a commutative, residuated, zero-closed po-se-
migroup (and thus a rotation-invariant integral po-monoid by Theorem 7.9). Divisibility of ∗◦ is
equivalent to its strict isotonicity on the restricted positive domain.
Proof. First suppose that ∗◦ is strictly increasing on the positive domain. Let x, y ∈ L such that
x ≤ y. If x = y then x = y ∗◦ 1 so we can suppose x < y. Then (x′∗◦)′∗◦ < y hence y ∗◦ x′∗◦ =: z > 0
by the definition of the residual complement ′∗◦ . Now, we prove y→∗◦ z = x′∗◦ . Indeed, y→∗◦ z ≥ x′∗◦
by adjointness, and by isotonicity we have y ∗◦ (y→∗◦ z) ≥ z. On the other hand y ∗◦ (y→∗◦ z) ≤ z
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by the definition of →∗◦ and hence we have y ∗◦ (y→∗◦ z) = z. Now suppose by contradiction
y→∗◦ z 6= x′∗◦ . This implies y→∗◦ z > x′∗◦ and this contradicts the strict isotonicity on the restricted
positive domain. So we have y→∗◦ z = x′∗◦ . An application of Lemma 7.4/ii and the involutive
property of ′∗◦ yields y ∗◦ z′∗◦ = (x′∗◦)′∗◦ = x. This shows the divisibility of the commutative operation
∗◦. To prove the other direction we need the following claim:
Suppose (M, ∗◦,→∗◦, 1) is a commutative, residuated, divisible, integral po-monoid. If a→∗◦
b = c < 1 and a comparable with b then we have a ∗◦ c = b.
Indeed, a∗◦c ≤ b by the definition of→∗◦. By contradiction suppose a∗◦c < b. By isotonicity
we have a ∗◦ k < b when k ≤ c and by the definition of→∗◦ we have a ∗◦ k 6≤ b when k 6≤ c.
Hence a ∗◦M ∩ {b} = ∅. Since c < 1, we have a 6≤ b therefore a > b since a and b are
comparable. a > b together with a ∗◦M ∩ {b} = ∅ contradicts the divisibility and thus
concludes the proof of the claim.
Now, suppose that ∗◦ is divisible. Further, suppose that there exist x, y1, y2, z ∈ M with y1 < y2,
x > (y1)
′∗◦ such that x ∗◦ y1 = x ∗◦ y2 = z > 0. (M, ∗◦, 1) is an integral monoid by Theorem 7.9.
We have x > y1′
∗◦
> y2
′∗◦ and x→∗◦ y1′∗◦ = z′∗◦ , x→∗◦ y2′∗◦ = z′∗◦ by Corollary 7.6/ii. z′∗◦ < 1 and
application of the claim twice yields x ∗◦ z′∗◦ = y1′∗◦ and x ∗◦ z′∗◦ = y2′∗◦ , a contradiction.
Corollary 7.13 A Girard monoid is divisible (that is, it is an MV-algebra) if and only if its
multiplication is strictly increasing on the restricted positive domain. A fully-ordered Girard
monoid is divisible if and only if its multiplication is cancellative on the positive domain.
Proof. See Theorem 7.12 and Lemma 7.11.
7.4 Constructions of rotation-invariant semigroups
Let us denote the class of posets with greatest element, the class of bounded posets and the class
of bounded involutive posets byMT , MB andMBI , respectively. Further, denote the class of
lattices with greatest element, the class of bounded lattices and the class of bounded involutive
lattices by LT , LB and LBI , respectively.
7.4.1 Constructions with rotation
Definition 7.4 (ϑ-operator) We define the operator ϑ : MT →MBI in the following way:
Let (M,≤, 1) be a poset with greatest element 1. Equip a disjoint copy M ′ of M with the dual
relation of ≤. That is, M ′ := {x′ | x ∈M} and for x′, y′ ∈M ′, x′ ≤′ y′ if and only if y ≤ x. Let
ϑ(M) = M ∪M ′ and define a partial ordering ≤ϑ on ϑ(M) as follows: For x, y ∈ ϑ(M)
x ≤ϑ y iff 
x, y ∈M and x ≤ y
x, y ∈M ′ and x ≤′ y
x ∈M ′ and y ∈M
(7.1)
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Then (ϑ(M),≤ϑ, 1, 0) is a bounded poset with greatest element 1 and least element 0 := 1′ and
¬ : ϑ(M)→ ϑ(M) defined by
¬x =
{
x′ if x ∈M
y if x ∈M ′ and y′ = x
is an involution on ϑ(M). Notice that (ϑ(M),≤ϑ) is a lattice if and only if (M,≤) is a lattice.
Definition 7.5 (θ-operator) We define the operator θ : MB → MBI in the following way:
Let (M,≤, 1, ι) be a bounded poset with greatest element 1 and least element ι. Equip a disjoint
copy M ′ of M \ {ι} with the dual relation of ≤. That is, M ′ := {x′ | x ∈ M \ {ι}} and for
x′, y′ ∈ M ′, x′ ≤′ y′ if and only if y ≤ x. Let θ(M) = M ∪M ′ and define a partial ordering ≤θ
on θ(M) as follows: For x, y ∈ θ(M) define x ≤θ y by (7.1) (this is the so-called vertical sum of
M and M ′). Then (θ(M),≤θ, 1, 0) is a bounded lattice with greatest element 1 and least element
0 := 1′ and ¬ : θ(M)→ θ(M) defined by
¬x =

ι if x = ι
x′ if x ∈M \ {ι}
y if x ∈M ′ and y′ = x
is an involution on θ(M). Notice that (θ(M),≤θ) is a lattice if and only if (M,≤) is a lattice.
Figure 7.1: Visualizations: ϑ-operator (left) and θ-operator (right)
Theorem 7.14 (disconnected rotation) Let (M,≤, 1) ∈ MT and (M,≤, ∗◦,→∗◦) be a com-
mutative, residuated po-semigroup. Let Mϑ = ϑ(M) and define two binary operations ∗◦ϑ and
→∗◦ϑ on Mϑ as follows: Let M+ := M , M− := Mϑ \M+ and
let x∗◦ϑy = 
x ∗◦ y if x, y ∈M+
¬(x→∗◦ ¬y) if x ∈M+ and y ∈M−
¬(y→∗◦ ¬x) if x ∈M− and y ∈M+
0 if x, y ∈M−
, (7.2)
and x→∗◦ϑ y = 
x→∗◦ y if x, y ∈M+
¬(x ∗◦ ¬y) if x ∈M+ and y ∈M−
1 if x ∈M− and y ∈M+
¬y→∗◦ ¬x if x, y ∈M−
. (7.3)
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Then (Mϑ,≤ϑ, ∗◦ϑ,→∗◦ϑ ,¬, 1, 0) is a commutative, rotation-invariant po-semigroup called the
disconnected rotation of (M,≤, ∗◦,→∗◦).
In addition,
A. (Mϑ,≤ϑ, ∗◦ϑ) is conjunctive if and only if (M,≤, ∗◦) is conjunctive.
B. (Mϑ,≤ϑ, ∗◦ϑ,→∗◦ϑ ,¬, 1, 0) is zero-closed integral monoid if and only if (M,≤, ∗◦,→∗◦) is an
integral monoid.
C. (Mϑ,≤ϑ) is lattice-ordered if and only if (M,≤) is a lattice.
D. (Mϑ,≤ϑ, ∗◦ϑ,→∗◦ϑ ,¬, 1, 0) is a Girard monoid if and only if (M,≤, ∗◦,→∗◦) is an integral
`-monoid.
Theorem 7.15 (connected rotation) Let (M,≤, 1, ι) ∈ MB and (M,≤, ∗◦,→∗◦) be a com-
mutative, residuated po-semigroup either
1. without zero divisors or
2. with zero divisors. In this case suppose that there exist c ∈M such that for any zero divisor
x we have x→∗◦ ι = c.
Let Mθ = θ(M) and define two binary operations ∗◦θ and →∗◦θ on Mθ as follows: Let M+ :=
M \ {ι}, M− := Mθ \M+ and define x∗◦θy and x→∗◦θ y by (7.2) and (7.3), respectively.
Then (Mθ,≤θ, ∗◦θ,→∗◦θ ,¬, 1, 0) is a commutative, rotation-invariant po-semigroup called the
connected rotation of (M,≤, ∗◦,→∗◦).
In addition,
A. (Mθ,≤θ, ∗◦θ) is conjunctive if and only if (M,≤, ∗◦) is conjunctive.
B. (Mθ,≤θ, ∗◦θ,→∗◦θ ,¬, 1, 0) is zero-closed integral monoid if and only if (M,≤, ∗◦,→∗◦) is an
integral monoid.
C. (Mθ,≤θ, ∗◦θ) is lattice-ordered if and only if (M,≤) is a lattice.
D. (Mθ,≤θ, ∗◦θ,→∗◦θ ,¬, 1, 0) is a Girard monoid if and only if (M,≤, ∗◦,→∗◦, 1) is an integral
`-monoid.
The significant difference between Theorems 7.14 and 7.15 is that in the first case the involu-
tion ¬ has no fixed point in the resulted structure while in the second case it has exactly one fixed
point.
Proof of Theorems 7.14 and 7.15/1.
Let i ∈ {ϑ, θ}. In Definition 7.4 (Definition 7.5) it was shown that ¬ is an involution on Mi.
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Commutativity of ∗◦i is readily seen from (7.2). Keeping in mind that the meaning of M+ and
M− is different in Mϑ and Mθ, it is easy to check that
x∗◦iy ∈

M+ if x, y ∈M+
M− if x ∈M+ and y ∈M−
M− if x ∈M− and y ∈M+
{0} if x, y ∈M−
(7.4)
by using that M+ is closed under ∗◦ϑ and→∗◦ϑ in the case of Mϑ, and M+ is closed under ∗◦θ and
→∗◦θ (since ∗◦ has no zero divisors) in the case of Mθ. Isotonicity of ∗◦i now follows immediately
by using the isotonicity of ∗◦, the antitone property of ¬, the isotone property of→∗◦ at its second
place and that 0 is the least element. It is easy to verify that 0 ∈Mi is the zero of ∗◦i by using that
x→∗◦ 1 = 1 holds in any residuated po-groupoid with greatest element 1. Now, we prove that ∗◦i
and→∗◦i is a residuated pair. We have to see that for all x, y, z ∈M x∗◦iy ≤ z holds if and only if
x→∗◦i z ≥ y holds. This is equivalent to
x∗◦i(x→∗◦i z) ≤ z and x→∗◦i (x∗◦iy) ≥ y. (7.5)
If x, z ∈ M+ then x →∗◦i z ∈ M+ and x∗◦i(x→∗◦i z) = x ∗◦ (x→∗◦ z) which is less than
or equal to z since ∗◦ and →∗◦ is a residuated pair. If x ∈ M+ and z ∈ M− then x →∗◦i z =
¬(x ∗◦ ¬z) ∈ M− and x∗◦i(x→∗◦i z) = ¬(x→∗◦ (x ∗◦ ¬z)) which is smaller than or equal to z if
and only if x→∗◦(x ∗◦ ¬z) ≥ ¬z and the latter holds since ∗◦ and→∗◦ is a residuated pair. If x ∈M−
and z ∈ M+ then x∗◦i(x→∗◦i z) = x∗◦i1 = ¬(1→∗◦ ¬x) and this is less than or equal to z since
¬x ∈M+(∪{ι} in case of connected rotation), hence 1→∗◦ ¬x ∈M+(∪{ι} in case of connected
rotation) which implies ¬(1→∗◦ ¬x) ∈M−. If x, z ∈M− then x∗◦i(x→∗◦i z) = x∗◦i(¬z→∗◦ ¬x).
If ¬z→∗◦ ¬x ∈ M+ then the right-hand side is equal to ¬((¬z→∗◦ ¬x)→∗◦ ¬x) and it is less or
equal than z if and only if (¬z→∗◦ ¬x)→∗◦ ¬x ≥ ¬z which holds. If ¬z→∗◦ ¬x ∈ M− then the
right-hand side is equal to 0 and it is less than or equal to z. Now, we verify the right-hand side
of (7.5). If x, y ∈M+ then x→∗◦i (x∗◦iy) = x→∗◦ (x ∗◦ y) and it is greater than or equal to y since
∗◦ and→∗◦ is a residuated pair. If x ∈ M+ and y ∈ M− then x →∗◦i (x∗◦iy) = ¬(x ∗◦ ¬(x∗◦iy)) =
¬(x ∗◦ ¬(¬(x→∗◦ ¬y))) = ¬(x ∗◦ (x→∗◦ ¬y)) and it is greater than or equal to y if and only if
x ∗◦ (x→∗◦ ¬y) ≤ ¬y which is true since ∗◦ and→∗◦ is a residuated pair. If x ∈ M− and y ∈ M+
then x→∗◦i (x∗◦iy) = x→∗◦i ¬(y→∗◦ ¬x) = ¬(¬(y→∗◦ ¬x))→∗◦ ¬x = (y→∗◦ ¬x)→∗◦ ¬x and it
is greater than or equal to y. If x, y ∈ M− then x →∗◦i (x∗◦iy) = x →∗◦i 0 = 1→∗◦ ¬x and it is
greater than or equal to y since 1→∗◦ ¬x ∈M+(∪{ι} in case of connected rotation).
The pseudo-inverse property of ∗◦i (with respect to ¬ and→∗◦i) is readily seen from (7.2) and
(7.3) hence the rotation invariance of ∗◦i (with respect to ¬) follows from Corollary 7.7.
Now, we prove the associativity of ∗◦i. If x, y, z ∈M+ then since M+ is closed under ∗◦, asso-
ciativity of ∗◦ implies associativity of ∗◦i. If x, y ∈M+ and z ∈M− then (x∗◦iy)∗◦iz = (x ∗◦ y)∗◦iz =
¬(x ∗◦ y→∗◦ ¬z). On the other hand, x∗◦i(y∗◦iz) = x∗◦i¬(y→∗◦ ¬z) = ¬(x→∗◦ ¬(¬(y→∗◦ ¬z))) =
¬(x→∗◦ (y→∗◦ ¬z)). The two expressions are the same if and only if x ∗◦ y →∗◦ ¬z = x →∗◦
(y→∗◦ ¬z) which is just the exchange property. If x, z ∈ M+ and y ∈ M− then x∗◦i(y∗◦iz) =
x∗◦i¬(z→∗◦ ¬y) = x→∗◦ ¬(¬(z→∗◦ ¬y)) = x→∗◦ (z→∗◦ ¬y). On the other hand, (x∗◦iy)∗◦iz =
¬(x→∗◦ ¬y)∗◦iz = z→∗◦ ¬(¬(x→∗◦ ¬y)) = z→∗◦ (x→∗◦ ¬y) and the two expressions are equal
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by applying the exchange property, the commutativity of ∗◦ and the exchange property again. If
x ∈M+ and y, z ∈M− then x∗◦i(y∗◦iz) and (x∗◦iy)∗◦iz are 0 by using (7.4) and that 0 is the zero of
∗◦i. If x, y, z ∈ M− then the monotonicity of ∗◦i and the previous case ensure that both x∗◦i(y∗◦iz)
and (x∗◦iy)∗◦iz are 0 again.
All the other cases can be reduced to one of the above ones.
Proof of statement A: ¬(x→∗◦ ¬y) ≤ y (t hat is, x→∗◦ ¬y ≥ ¬y) is equivalent to x ∗◦¬y ≤ ¬y
by the adjointness property. Referring to commutativity, it holds for all x,¬y ∈ M+ if and only
if ∗◦ is conjunctive, hence the proof of statement A is concluded.
Suppose now that (M,≤, ∗◦,→∗◦) is an integral monoid. If |M | = 1 then |Mθ| = 1 hence 1 is a
neutral element of ∗◦θ. If |M | = 1 and i = ϑ or if |M | ≥ 2 then 1 ∈M+ hence x∗◦i1 = x ∗◦ 1 = x
when x ∈ M+. If x ∈ M− then x∗◦i1 = ¬(1→∗◦ ¬x) = ¬(¬x) = x by using that 1→∗◦ t = t
in any commutative, residuated, integral po-monoid. Whence 1 acts as neutral element of ∗◦i.
Now, integrality of ∗◦i follows immediately. By using that 1 is neutral element it is easy to verify
x →∗◦i 0 = ¬x. That is, ¬ is the residual complement ′∗◦ . The other direction of statement B is
straightforward.
Since we have seen that (Mi,≤i, ∗◦i,→∗◦i) is residuated, we have that (Mi,≤i, ∗◦i,→∗◦i) is
lattice-ordered if and only if Mi is a lattice. This proves statement C which together with state-
ment B proves statement D.
Proof of Theorem 7.15/2.
All the missing parts in the present proof are completely analogous to the corresponding proof of
Theorem 7.15/1. We highlight only the differences.
We show that ]c, 1]∗◦θι = ι and ]ι, c]∗◦θι = ¬c. Indeed, ]c, 1]∗◦θι = ¬(]c, 1]→∗◦ ¬ι) =
¬(]c, 1]→∗◦ ι) = ¬ι = ι and ]ι, c]∗◦θι = ¬(]ι, c]→∗◦ ¬ι) = ¬(]ι, c]→∗◦ ι) = ¬c by the construc-
tion. Condition 2 is equivalent to the following statement: x ∗◦ y = ι if and only if x, y ∈ [ι, c].
Indeed, this implies immediately Condition 2 on the one hand. On the other hand, take any zero
divisor x. Then we have x→∗◦ ι = c which implies x ∗◦ c = ι showing that c is a zero divisor.
Therefore, by Condition 2 we have c→∗◦ ι = c and thus c ∗◦ c = ι. By isotonicity of ∗◦ we have
x ∗◦ y = ι when x, y ∈ [ι, c]. Now, suppose x ∗◦ y = ι and x 6≤ c. Then y →∗◦ ι ≥ x and by
Condition 2 we have y→∗◦ ι = c leading to c ≥ x, a contradiction.
The only difference compared to (7.4) is that now we have x∗◦θy ∈ M+ ∪ {ι} if x, y ∈ M+;
but isotonicity follows in the same way.
Concerning the proof of the associativity of ∗◦θ we will need the following observations; both
follow directly from the construction and from the isotonicity of ∗◦. First, either x∗◦θy ∈ M+ or
x ∗◦ y ∈M+ implies x, y ∈M+ and x, y ∈M+ implies x∗◦θy = x ∗◦ y. Second, x∗◦θy = ι implies
x∗◦θy = x ∗◦ y and we have either x, y ∈]ι, c] or x 6≤ c, y = ι or x = ι, y 6≤ c.
a) Suppose x, y, z ∈M+.
– If (x∗◦θy)∗◦θz ∈ M+ then (x∗◦θy)∗◦θz = (x∗◦θy) ∗◦ z = (x ∗◦ y) ∗◦ z = x ∗◦ (y ∗◦ z) =
x∗◦θ(y ∗◦ z) = x∗◦θ(y∗◦θz) by the first observation and by the associativity of ∗◦.
– If (x∗◦θy)∗◦θz = ι then (x∗◦θy)∗◦θz = (x∗◦θy)∗◦z = (x ∗◦ y)∗◦z = x∗◦ (y ∗◦ z) = x∗◦ (y∗◦θz) by
the second and the first observations, by the associativity of ∗◦ and by the first observation,
respectively. Since y∗◦θz = y ∗◦ z we have two cases to be considered: y∗◦θz ∈ M+ or
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y∗◦θz = ι. If y∗◦θz ∈ M+ then the first observation implies x ∗◦ (y∗◦θz) = x∗◦θ(y∗◦θz). If
y∗◦θz = ι then we have y, z ∈]ι, c] by using y, z ∈ M+ and we have x ∗◦ (y∗◦θz) = x ∗◦ ι
which is equal to either ι or ¬c. But this latest case would imply x ∈]ι, c] and hence
x∗◦θy∗◦θz = ¬c, a contradiction.
– If (x∗◦θy)∗◦θz < ι then, by the construction, the only possibility is (x∗◦θy)∗◦θz = ¬c. Since
z ∈ M+ we have x∗◦θy = ι and thus x, y, z ∈]ι, c]. Then, by an obvious computation, we
have x∗◦θ(y∗◦θz) = ¬c too.
b) Suppose x, y ∈M+, z ∈M−.
– If x∗◦θy = ι then x, y ∈]ι, c] and (x∗◦θy)∗◦θz = ι∗◦θz ≤ ι∗◦θι = 0. y ∈]ι, c] implies y∗◦θz is
equals to either 0 or ¬c since ∗◦θ takes only these two values on ]ι, c]×M−. Hence we have
x∗◦θ(y∗◦θz) ≤ x∗◦θ¬c ≤ c∗◦θ¬c = 0.
– If x∗◦θy ∈M+ then the proof is analogous to the corresponding proof in Theorem 7.15/1.
All the other cases can be reduced to one of the above ones.
Theorem 7.16 Let (M,≤, 1, ι) ∈ LB and (M,≤, ∗◦,→∗◦) be a commutative, residuated `-
semigroup with zero divisors. Suppose that Condition 2 of Theorem 7.15 is violated. Follow the
construction of Theorem 7.15. Then ∗◦θ is not associative.
Proof. By contradiction suppose that ∗◦θ is associative. Let N be the set of zero divisors of
M and define a relation on N as follows: a ∼ b iff a ∗◦ b = ι. Claim: ∼ is an equivalence
relation. Symmetry of ∼ is evident. To prove reflexivity suppose by contradiction a ∗◦ a 6= ι for
some a ∈ N . There exists b ∈ N such that a ∗◦ b = ι. We have (a∗◦θa)∗◦θb ∈ M+ since a∗◦θa
and b are elements in M+. On the other hand, we have a∗◦θ(a∗◦θb) = a∗◦θι = ¬(a→∗◦ ¬ι) =
¬(a→∗◦ ι) ∈ M− which contradicts the associativity of ∗◦θ. Concerning transitivity, suppose
a ∗◦ b = ι and b ∗◦ c = ι for some a, b, c ∈ N . Due to the reflexivity of ∼ and the lattice
order of ∗◦ we have a ∗◦ (a ∨ b) = ι. Hence a ∨ b ∈ N and thus the reflexivity of ∼ implies
(a ∨ b) ∗◦ (a ∨ b) = ι. Analogously, (b ∨ c) ∗◦ (b ∨ c) = ι. Therefore, we have (a ∨ b) ∗◦ b = ι and
(b ∨ c) ∗◦ b = ι and hence (a ∨ b ∨ c) ∗◦ b = ι showing a ∨ b ∨ c ∈ N . By the reflexivity of ∼ we
have (a ∨ b ∨ c)∗◦ (a ∨ b ∨ c) = ι. By the isotonicity, we obtain a∗◦ c = ι; concluding the proof of
the claim. Observe that [a] (the equivalence class of a with respect to ∼) has a greatest element,
namely, a→∗◦ ι. Moreover, the equivalence classes of ∼ coincide with the equivalence classes
of the equivalence relation ≈ on N defined by a ≈ b iff a→∗◦ ι = b→∗◦ ι. If, now, Condition
2 in Theorem 7.15 is violated then there exist x, y ∈ N such that x→∗◦ ι 6= y→∗◦ ι. Of course,
x, y > ι. We obtain (x∗◦θx)∗◦θy = ι∗◦θy = ¬(y→∗◦ ¬ι) which is in M−; whereas x∗◦θy is in M+
since [x] 6= [y] and, hence, x∗◦θ(x∗◦θy) = x∗◦ (x ∗◦ y) ≥ ι. Therefore, the associativity of ∗◦θ implies
¬(y→∗◦ ¬ι) = ι which contradicts y ∈ N .
Call an element a of a commutative po-groupoidH negative (see, e.g., [43], page 154.) according
as a ∗◦ x ≤ x holds for all x ∈ H . Call the set of all negative elements of H its negative cone. As
a by product of the rotation method, a new construction leading to MV-algebras is introduced:
Theorem 7.17 The disconnected rotation of the negative cone of a commutative `-group is
an MV-algebra.
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Proof. As is known (see [96, 43]), negative cones of `-groups coincide with cancellative,
divisible, integral `-monoids. By Theorem 7.14 their disconnected rotations are Girard monoids.
Since MV-algebras are divisible Girard monoids, the only thing to be checked is divisibility. But
it is a routine matter to verify that the (disconnected) rotation of a negative cone of a `-group is
cancellative on the positive domain, and Theorem 7.12 ends the proof.
Example 7.18 To see an example for Theorem 7.15/2 let M be an ordinal sum of two sum-
mands; the first summand being the trivial semigroup which maps every product to the least
element of it.
Example 7.19 Let ε be an infinitesimal, M = {1− n · ε | n ∈ N} and X = {1− n · ε | n ∈
N} ∪ {n · ε | n ∈ N}. It is not difficult to see that Chang’s MV-algebra ([17]) (X,⊕, 0) given by
x∗◦y = max(0, x+y−1)2 is the disconnected rotation of (M, ∗◦|M) with respect to the involution
1− x.
Remark 7.20 In case of connected rotation the divisibility of the resulting operation is always
lost when |M | ≥ 3. Namely, for any element a of M− such that 0 < a < ι we have that
a 6∈ ι∗◦θMθ. Indeed, ι∗◦θM− = {0}, and ι∗◦θM+ ⊆M+ ∪ {ι}.
7.4.2 Annihilation
Before we introduce the second construction of rotation-invariant semigroups (in particular, Gi-
rard monoids) we need to devote this subsection to the concept of annihilation [64, 23]. By
annihilation we understand a transformation, in which some values of a semigroup multiplication
are replaced by 0 where 0 is a new element which is added to the underlying set of the semi-
group to be its least element. The investigated question is whether the resulted binary operation
preserves the associativity of the starting semigroup operation.
Theorem 7.21 (annihilation) Let (M,≤, ∗◦,¬) be an involutive, conjunctive po-groupoid.
Add an additional element 0 to M and extend the partial ordering of M with 0 ≤ x for all
x ∈M . Define a binary operation ∗◦ on M ∪ {0} by
x∗◦y =
{
0 if any of x or y equals 0, or x, y ∈M and x ≤ ¬y
x ∗◦ y otherwise .
Then
- If (M, ∗◦) is commutative then so is (M ∪ {0}, ∗◦).
- If (M, ∗◦) is lattice-ordered then so is (M ∪ {0}, ∗◦).
2therefore we have x⊕ y = min(x+ y, 1)
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• If (M,≤, ∗◦,¬) is an involutive, conjunctive rotation-invariant po-semigroup then (M ∪
{0},≤, ∗◦) is a po-semigroup, (M,≤, ∗◦) and (M ∪ {0},≤, ∗◦) are, in addition, residuated,
the underlying poset M possesses a greatest element > and a least element ⊥ and the
residual pair of ∗◦ is given by
x→∗◦ y =

x→∗◦ y if x, y ∈M
¬x if x ∈M and y = 0
> if x = 0
. (7.6)
- If (M, ∗◦) is monoid or integral monoid then so is (M ∪ {0}, ∗◦).
Proof. The involutive property of ¬ implies the equivalence between x ≤ ¬y and y ≤ ¬x
and this together with the commutativity of ∗◦ proves the first assertion. Now, we prove the
second statement: If x = 0 then x∗◦(y ∨ z) = 0 = 0 ∨ 0 = x∗◦y ∨ x∗◦z and (y ∨ z)∗◦x = 0 =
0 ∨ 0 = y∗◦x ∨ z∗◦x are immediate by definition of ∗◦. If, say, y = 0 (z = 0 is analogous) then
x∗◦(y ∨ z) = x∗◦z = 0 ∨ x∗◦z = x∗◦y ∨ x∗◦z and (y ∨ z)∗◦x = z∗◦x = 0 ∨ z∗◦x = y∗◦x ∨ z∗◦x. Hence
we can suppose x, y, z ∈M . Both x∗◦(y ∨ z) = 0 and (y ∨ z)∗◦x = 0 are equivalent to y∨z ≤ ¬x
by using the involutive property of ¬. This is true if and only if y, z ≤ ¬x which is equivalent
to x∗◦y = 0 = x∗◦z and y∗◦x = 0 = z∗◦x using the involutive property of ¬ again. Finally, it is
equivalent to x∗◦y ∨ x∗◦z = 0 and y∗◦x∨ z∗◦x = 0. This implies that x∗◦(y ∨ z) > 0 is equivalent to
x∗◦y ∨ x∗◦z > 0 (and similarly, (y ∨ z)∗◦x > 0 is equivalent to y∗◦x∨ z∗◦x > 0) which hence yields
x∗◦(y ∨ z) = x∗◦y ∨ x∗◦z (and similarly, (y ∨ z)∗◦x = y∗◦x ∨ z∗◦x > 0) by using that a∗◦b = a ∗◦ b if
a∗◦b > 0. This completes the proof of the second statement.
Suppose now that (M,≤, ∗◦,¬) is an involutive, conjunctive po-semigroup. First we prove
that the rotation invariance of ∗◦ implies the associativity of ∗◦. Observe that x∗◦y = x ∗◦ y and
x, y ∈ M if x∗◦y ∈ M . Let c ∈ M and suppose (x∗◦y)∗◦z = c. Then by using the above
arguments 0 < c = (x∗◦y)∗◦z = (x∗◦y) ∗◦ z and x∗◦y, x, y, z ∈ M . In addition, x∗◦y = x ∗◦ y and so
(x∗◦y)∗◦z = (x ∗◦ y)∗◦z. By the associativity of ∗◦ we have (x ∗◦ y)∗◦z = x∗◦ (y ∗◦ z). Now, we prove
y ∗◦ z = y∗◦z. Suppose the contrary. Then y∗◦z = 0, and the conjunctive property of ∗◦ together
with the isotonicity of ∗◦ implies (x ∗◦ y)∗◦z = 0. Now, x ∗◦ y ≥ x∗◦y and the isotonicity of ∗◦ yields
(x∗◦y)∗◦z = 0, a contradiction. Summing up, we have y∗◦z = y∗◦z and (x∗◦y)∗◦z = x∗◦(y ∗◦ z), when
(x∗◦y)∗◦z is in M . Now, (x∗◦y)∗◦z > 0 implies (x ∗◦ y)∗◦z > 0 since ∗◦ is isotone and x ∗◦ y ≥ x∗◦y.
It is, by the definition of ∗◦, if and only if x ∗◦ y 6≤ ¬z since x, y, z ∈ M . Applying the rotation
invariance property and the involutive property of ¬, it holds if and only if y ∗◦ z 6≤ ¬x. It is true
if and only if x 6≤ ¬(y ∗◦ z) since ¬ is an involution. Finally, by definition, it is true if and only
if x ∗◦ (y ∗◦ z) = x∗◦(y ∗◦ z) which hence equals x∗◦(y∗◦z). Whence, the rotation invariance property
implies (x∗◦y)∗◦z = x∗◦(y∗◦z) when (x∗◦y)∗◦z is in M . These equalities imply (x∗◦y)∗◦z = x∗◦(y∗◦z)
when (x∗◦y)∗◦z is 0 and hence the rotation invariance property implies (x∗◦y)∗◦z = x∗◦(y∗◦z) for all
x, y, z ∈ M ∪ {0}. This ends the proof of the associativity of ∗◦. A rotation-invariant groupoid is
residuated by Lemma 7.1. By Remark 7.2 a conjunctive, rotation-invariant groupoid is bounded
and an application of Lemma 7.8/i implies x ∗◦ ¬x = ⊥. So we have ¬x ≤ x →∗◦ ⊥ by the
adjointness property. The isotone property of →∗◦ at its second place ensures ¬x ≤ x→∗◦ y for
y ∈ M and hence we obtain x →∗◦ y = x→∗◦ y if x, y ∈ M . The definition of ∗◦ immediately
yields the rest of (7.6). The last assertion is obvious.
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7.4.3 Constructions with rotation-annihilation
Definition 7.6 (ω-operator) We define the operator ω :MT ×MBI →MBI in the follow-
ing way: Let M ∩M1 = ∅, (M,≤, 1) be a poset with greatest element and (M1,,′∗ ,>,⊥) be
a bounded, involutive poset. Take a copy M ′ of M which is disjoint from M and M1 and equip
it with the dual relation of ≤. That is, M ′ := {x′ | x ∈ M} and for x′, y′ ∈ M ′, x′ ≤′ y′ if and
only if y ≤ x. Let ω(M,M1) = M ∪M1 ∪M ′ and define a partial ordering ≤ω on ω(M,M1) as
follows: For x, y ∈ ω(M,M1)
x ≤ω y iff

x, y ∈M and x ≤ y
x, y ∈M ′ and x ≤′ y
x, y ∈M1 and x  y
x ∈M ′ and y ∈M
x ∈M ′ and y ∈M1
x ∈M1 and y ∈M
Then (ω(M,M1),≤ω, 1, 0) is a bounded lattice with greatest element 1 and least element 0 := 1′
and ¬ : ω(M,M1)→ ω(M,M1) defined by
¬x =

x′ if x ∈M
x′
∗ if x ∈M1
y if x ∈M ′ and y′ = x
is an involution on ω(M,M1). Further, notice that (ω(M,M1),≤ω) is a lattice when (M,≤) and
(M1,) are lattices.
Definition 7.7 ($-operator) We define the operator $ :MB×MBI →MBI in the follow-
ing way: Let M ∩M1 = ∅, (M,≤, 1, ι) be a poset with greatest element 1 and least element ι and
(M1,,′∗ ,>,⊥) be a bounded, involutive poset. Take a copy M ′ of M which is disjoint from M
and M1 and equip it with the dual relation of≤. That is, M ′ := {x′ | x ∈M} and for x′, y′ ∈M ′,
x′ ≤′ y′ if and only if y ≤ x. Let M˙1 = M1 \ ({>} ∪ {⊥}) and let $(M,M1) = M ∪ M˙1 ∪M ′
and define a partial ordering ≤$ on $(M,M1) as follows: For x, y ∈ $(M,M1)
x ≤$ y iff

x, y ∈M and x ≤ y
x, y ∈M ′ and x ≤′ y
x, y ∈ M˙1 and x  y
x ∈M ′ and y ∈M
x ∈M ′ and y ∈ M˙1
x ∈ M˙1 and y ∈M
In other words let $(M,M1) be the vertical sum of M , M1, and M ′. Then ($(M,M1),≤$, 1, 0)
is a bounded poset with greatest element 1 and least element 0 := 1′ and ¬ : $(M,M1) →
$(M,M1) defined by
¬x =

x′ if x ∈M
y if x ∈M ′ and y′ = x
x′
∗ if x ∈ M˙1
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is an involution on $(M,M1). Observe, that by identifying ι = > and ι′ = ⊥ we can embed M ,
M1 and M ′ in $(M,M1). Further, notice that ($(M,M1),≤$) is a lattice if and only if (M,≤)
and (M1,) are lattices.
Figure 7.2: ω-operator (left) and $-operator (right)
Theorem 7.22 (disconnected rotation-annihilation) Let M ∩M1 = ∅, (M,≤, 1) ∈MT ,
(M1,,′∗ ,>,⊥) ∈MBI , Mω = ω(M,M1) and ¬ its involution. Let
(M,≤, ∗◦,→∗◦) be a commutative, residuated, po-semigroup,
(M1,, ◦· ,→◦· ,′∗ ,>,⊥) be a commutative, conjunctive, rotation-invariant po-semigroup,
Define two binary operations ∗◦ω and→∗◦ω on Mω as follows: First define the binary operation ◦·
on M1 ⊂Mω by
x◦·y =
{
0 if x  ¬y
x◦·y otherwise . (7.7)
Let M+ = M , M0 = M1, M− = Mω \ (M+ ∪M0) and
let x∗◦ωy = 
x ∗◦ y if x, y ∈M+
¬(x→∗◦ ¬y) if x ∈M+, y ∈M−
¬(y→∗◦ ¬x) if x ∈M−, y ∈M+
0 if x, y ∈M−
x◦·y if x, y ∈M0
y if x ∈M+, y ∈M0
x if x ∈M0, y ∈M+
0 if x ∈M−, y ∈M0
0 if x ∈M0, y ∈M−
, (7.8)
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and x→∗◦ω y = 
x→∗◦ y if x, y ∈M+
¬(x ∗◦ ¬y) if x ∈M+, y ∈M−
1 if x ∈M−, y ∈M+
¬y→∗◦ ¬x if x, y ∈M−
x→◦· y if x, y ∈M0 and x 6≤ y
1 if x, y ∈M0 and x ≤ y
y if x ∈M+, y ∈M0
1 if x ∈M0, y ∈M+
1 if x ∈M−, y ∈M0
¬x if x ∈M0, y ∈M−
. (7.9)
Then (Mω,≤ω, ∗◦ω,→∗◦ω ,¬, 1, 0) is a commutative, rotation-invariant po-semigroup called the
disconnected rotation-annihilation of (M,≤, ∗◦,→∗◦) and (M1,, ◦· ,→◦· ,′∗ ,>,⊥).
In addition,
A. (Mω,≤ω, ∗◦ω) is conjunctive if and only if (M,≤, ∗◦) is conjunctive.
B. (Mω,≤ω, ∗◦ω,→∗◦ω ,¬, 1, 0) is zero-closed integral monoid if and only if (M,≤, ∗◦,→∗◦) is an
integral monoid.
C. (Mω,≤ω, ∗◦ω,→∗◦ω ,¬, 1, 0) is lattice-ordered if and only if (Mω,≤ω) is a lattice (this holds
if (M,≤) and (M1,) are lattices).
D. (Mω,≤ω, ∗◦ω,→∗◦ω ,¬, 1, 0) is a Girard monoid if and only if (M,≤, ∗◦,→∗◦) is an integral
monoid and (Mω,≤ω) is a lattice.
Theorem 7.23 (connected rotation-annihilation I.) Let M ∩M1 = ∅, (M,≤, 1, ι) ∈ MB
with |M | ≥ 2 and (M1,,′◦· ,>,⊥) ∈MBI with M1 6= ∅, M$ = $(M,M1) and ¬ its involution.
Let
(M,≤, ∗◦,→∗◦) be a commutative, residuated, po-semigroup,
(M1,, ◦· ,→◦· ,′◦· ,>,⊥) be a commutative, rotation-invariant, integral po-monoid,
Define two binary operations ∗◦$ and→∗◦$ on M$ as follows: First define the binary operation ◦·
on M1 ⊂ Mω by (7.7). Let M+ = M , M0 = M1 \ ({>} ∪ {⊥}), M− = M$ \ (M+ ∪M0) and
define x∗◦$y and x→∗◦$ y by (7.8) and (7.9), respectively.
Then (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is a commutative, rotation-invariant po-semigroup called
the connected rotation-annihilation of (M,≤, ∗◦,→∗◦) and (M1,, ◦· ,→◦· ,′∗ ,>,⊥).
In addition,
A. (M$,≤$, ∗◦$) is conjunctive if and only if (M,≤, ∗◦) is conjunctive.
B. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is zero-closed integral monoid if and only if (M,≤, ∗◦,→∗◦) is
an integral monoid.
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C. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is lattice-ordered if and only if (M,≤) and (M1,) are lat-
tices.
D. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is a Girard monoid if and only if (M,≤, ∗◦,→∗◦) is an integral
monoid and (M,≤) and (M1,) are lattices.
We may proceed in the following way as well: Take a commutative, residuated, `-semigroup
on a bounded lattice M with least element ι. Suppose that it has no zero divisors. By omitting the
least element ofM , the restriction of the semigroup multiplication forms a partially-ordered semi-
group. Then take a commutative, conjunctive, rotation-invariant `-semigroup on a bounded lattice
M1 and apply Theorem 7.22. Since Mω is a residuated lattice we obtain a lattice-ordered struc-
ture. Although we utilized the disconnected rotation-annihilation theorem, this can be viewed as
a connected rotation-annihilation where the first semigroup has no zero divisors and the second
semigroup is not necessarily a commutative, rotation-invariant integral `-monoid only a conjunc-
tive rotation-invariant `-semigroup:
Theorem 7.24 (connected rotation-annihilation II.) Let M ∩M1 = ∅, (M,≤, 1, ι) ∈ MB
with |M | ≥ 2 and (M1,,′◦· ,>,⊥) ∈MBI with M1 6= ∅, M$ = $(M,M1) and ¬ its involution.
Let
(M,≤, ∗◦,→∗◦) be a commutative, residuated, po-semigroup without zero divisors,
(M1,, ◦· ,→◦· ,¬,>,⊥) be a commutative, conjunctive, rotation-invariant po-semigroup,
Define two binary operations ∗◦$ and→∗◦$ on M$ as follows: First define the binary operation ◦·
on M1 ⊂Mω by (7.7). Then let M+ = M , M0 = M1 \ ({>} ∪ {⊥}), M− = M$ \ (M+ ∪M0)
and define x∗◦$y and x→∗◦$ y by (7.8) and (7.9), respectively.
Then (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is a commutative, rotation-invariant po-semigroup called
the connected rotation-annihilation of (M,≤, ∗◦,→∗◦) and (M1,, ◦· ,→◦· ,′∗ ,>,⊥).
In addition,
A. (M$,≤$, ∗◦$) is conjunctive if and only if (M,≤, ∗◦) is conjunctive.
B. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is zero-closed integral monoid if and only if (M,≤, ∗◦,→∗◦) is
an integral monoid.
C. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is lattice-ordered if and only if (M,≤) and (M1,) are lat-
tices.
D. (M$,≤$, ∗◦$,→∗◦$ ,¬, 1, 0) is a Girard monoid if and only if (M,≤, ∗◦,→∗◦) is an integral
monoid and (M,≤) and (M1,) are lattices.
Proof of Theorems 7.22 and 7.23.
Let i ∈ {ω,$}. In Definition 7.7 (Definition 7.6) it was shown that ¬ is an involution on Mi.
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Commutativity of ∗◦i is readily seen from (7.8). Keeping in mind that the meaning of M+, M0
and M− is different in each theorem, it is easy to check that
x∗◦iy ∈

M+ if x, y ∈M+
M− if x ∈M+ and y ∈M−
M− if x ∈M− and y ∈M+
{0} if x, y ∈M−
M0 if x ∈M+ and y ∈M0
M0 if x ∈M0 and y ∈M+
M0 ∪ {0} if x, y ∈M0
{0} if x ∈M0 and y ∈M−
{0} if x ∈M− and y ∈M0
. (7.10)
Indeed, ¬ maps M+ and M− to each other. M+ is closed under ∗◦i and →∗◦i . 7.23) then > is
neutral element of ◦· in Theorem 7.23 and hence Lemma 7.8/ii implies x◦·y > ⊥ when x, y ∈
M0 ⊂M$ and x 6≤ ¬y. This shows x∗◦$y ∈M0 ∪ {0} if x, y ∈M0 ⊂M$, the only non-trivial
statement in (7.10).
Isotonicity of ∗◦i now follows immediately by using the isotonicity of ∗◦ and ◦· , the antitone
property of ¬, the isotone property of→∗◦ at its second place and that 0 is the least element of Mi.
It is easy to verify that 0 ∈ Mi is the zero of ∗◦i by using that x→∗◦ 1 = 1 holds in all residuated
po-groupoids with top element 1.
Now, we prove that ∗◦i and→∗◦i is a residuated pair. We need to show that for all x, y, z ∈ M
x∗◦iy ≤ z holds if and only if x→∗◦i z ≥ y holds. This is equivalent to
x∗◦i(x→∗◦i z) ≤ z and x→∗◦i (x∗◦iy) ≥ y. (7.11)
The cases x, z ∈M+ ∪M− can be handled in the same manner as the corresponding cases in the
proof of Theorems 7.14 and 7.15. If x ∈ M+ and z ∈ M0 then x∗◦i(x→∗◦i z) = x∗◦iz = z. If
x, z ∈ M0 then Theorem 7.21 ensures (7.11) in this special case. If x ∈ M0 and z ∈ M− then
x∗◦i(x→∗◦i z) = x∗◦i¬x = x◦·¬x = 0 ≤ z. If x ∈ M0 and z ∈ M+ then x∗◦i(x→∗◦i z) = x∗◦i1 =
x which is less than z since z ∈ M+ and x ∈ M0. If x ∈ M− and z ∈ M0 then x∗◦i(x→∗◦i z) =
x∗◦i1 = ¬(1→∗◦ ¬x). ¬x ∈ M+ hence 1→∗◦ ¬x ∈ M+. Therefore ¬(1→∗◦ ¬x) ∈ M− which
ensures the validity of the left-hand side of (7.11) again. Now, we verify the right-hand side of
(7.11). The cases x, y ∈ M+ ∪M− can be handled in the same manner as the corresponding
cases in the proof of Theorems 7.14 and 7.15. If x ∈ M0 and y ∈ M− then x →∗◦i (x∗◦iy) =
x →∗◦i 0 = ¬x and this is greater than or equal to y since ¬x ∈ M0. If x, y ∈ M0 and x ≤ ¬y
then x →∗◦i (x∗◦iy) = x →∗◦i 0 = ¬x ≥ y by the involutive property of ¬. If x, y ∈ M0 and
x 6≤ ¬y then x →∗◦i (x∗◦iy) = x →∗◦i (x◦·y). y 6≤ ¬x and the conjunctive property of ◦· imply
x◦·y 6≤ ¬x. Therefore, x →∗◦i (x◦·y) = x →◦· (x◦·y) and this is greater than or equal to y since
◦· is residuated. If x ∈ M0 and y ∈ M+ then x →∗◦i (x∗◦iy) = x →∗◦i x = x →◦· x = 1 ≥ y.
If x ∈ M+ and y ∈ M0 then x →∗◦i (x∗◦iy) = x →∗◦i y = y. If x ∈ M− and y ∈ M0 then
x→∗◦i (x∗◦iy) = x→∗◦i 0 = 1→∗◦ ¬x and it is greater than or equal to y since ¬x ∈M+ and thus
1→∗◦ ¬x ∈M+.
The pseudo-inverse property of ∗◦i (with respect to ¬ and→∗◦i) is readily seen from (7.8), (7.9)
and (7.6) hence the rotation invariance of ∗◦i (with respect to ¬) follows from Corollary 7.7.
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Now, we prove the associativity of ∗◦i. The proof of the cases x, y, z ∈ M+ ∪M−; can be
handled in a completely analogous way as the corresponding proof of Theorems 7.14 and 7.15
due to (7.4) and (7.10), the same structure of ∗◦ϑ and ∗◦ω on M+ ∪M−, and the same structure
of ∗◦θ and ∗◦$ on M+ ∪M−. If x, y ∈ M+ and z ∈ M0 then (x∗◦iy)∗◦iz = (x ∗◦ y)∗◦iz = z and
x∗◦i(y∗◦iz) = x∗◦iz = z by (7.10). If x, z ∈ M+ and y ∈ M0 then (x∗◦iy)∗◦iz = y∗◦iz = y and
x∗◦i(y∗◦iz) = x∗◦iy = y. If x ∈ M+, y ∈ M0 and z ∈ M− then x∗◦i(y∗◦iz) = x∗◦i0 = 0 and
(x∗◦iy)∗◦iz = y∗◦iz = 0. If x ∈ M+, y ∈ M− and z ∈ M0 then x∗◦i(y∗◦iz) = x∗◦i0 = 0. On
the other hand, (x∗◦iy)∗◦iz = 0 since x∗◦iy ∈ M−. If x, y, z ∈ M0 then Theorem 7.21 ensures
x∗◦i(y∗◦iz) = (x∗◦iy)∗◦iz. In the cases x, y ∈ M0 and z ∈ M−; x, z ∈ M0 and y ∈ M−; x ∈ M0
and y, z ∈ M− both x∗◦i(y∗◦iz) and (x∗◦iy)∗◦iz are 0 by using the one of the previous two cases
and the isotonicity of ∗◦i.
All the other cases can be reduced to one of the above ones.
The proof of the non-trivial parts of statements A, B, C, D are completely analogous to the
corresponding proofs of Theorems 7.14 and 7.15, and the rest follows directly from the construc-
tion of ∗◦i.
Proof of Theorem 7.24.
Theorem 7.22 can be applied to (M \ {ι},≤ |M\{ι}×M\{ι}, ∗◦|M\{ι}×M\{ι},→∗◦|M\{ι}×M\{ι}) and
(M1,, ◦· ,→◦· ,′◦· ,>,⊥).
Remark 7.25 Remark 7.2 points out that – since the operation on M1 is always conjunctive
and rotation-invariant in Theorems 7.22–7.24 – M1 should be a bounded poset. Thus, the op-
erators ω and $ (in Definitions 7.6 and 7.7) can not be defined on more general classes than
MT ×MBI andMB ×MBI , respectively.
Remark 7.26 The divisibility of the operation, which is constructed by the disconnected
rotation-annihilation construction is always lost when |M | ≥ 2. The divisibility of the oper-
ation, which is constructed by the connected rotation-annihilation construction is always lost
when |M | ≥ 2 and |M1| ≥ 3. Indeed, for any a ∈ M0 we have a∗◦ω(M− ∪M0) ⊆ {0} ∪M0
and a∗◦ωM+ ⊆ M+. Therefore, for any b ∈ M− such that 0 < b we have that b 6∈ a∗◦ωMω, a
contradiction to divisibility. The same argument works for ∗◦$.
Remark 7.27 It is easy to verify that the operation, which is constructed by either rotation
or rotation-annihilation is prelinear provided the prelinearity of the starting operations. There-
fore, the rotation (either connected or disconnected) of a BL-algebra is an MTL-algebra, and the
disconnected rotation of an MTL-algebra is an MTL-algebra.
The constructions in this chapter reveal that the classification of Girard monoids is as hard as the
classification of commutative, residuated, integral `-monoids.
7.5 An application in logic
We shall present an application of the disconnected rotation construction in logic. LetDN denote
the double negation axiom: A ↔ ¬¬A, where B ↔ C stands for (B → C) ∧ (C → B). We
remark that Theorem 7.28/ii has been proved syntactically in [100].
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Theorem 7.28 i. FLe + DN is conservative over FLe with respect to formulas without ⊥
and ¬.
ii. FLew +DN is conservative over FLew with respect to formulas without ⊥ and ¬.
That is, ifA does not containing neither⊥ nor ¬, then FLe +DN ` A if and only if FLe ` A
(resp. FLew +DN ` A if and only if FLew ` A).
Proof. For the non-trivial direction, assume FLe 6` A (resp. FLew 6` A). Let A be a
commutative residuated lattice-ordered monoid (resp. commutative residuated lattice-ordered
integral monoid), and let e be an evaluation in A such that e(A) 6= 1. Let Aϑ be the commutative
residuated lattice-ordered monoid (resp. commutative residuated lattice-ordered integral monoid)
obtained from A by disconnected rotation. Then there is an evaluation e′ in Aϑ such that for all
B without negation ¬ and without ⊥, e′(B) = e(B). Namely, e′ is induced by e using the natural
embedding ofA intoAϑ. It follows that e′(A) 6= 1, andFLe+DN 6` A (resp. FLew+DN 6` A).
Interestingly, this conservativity result does not go through for Intuitionistic Logic IL and
IL + DN , i.e., Classical Logic CL. Indeed, (A → B) ∨ (B → A) does not contain ⊥ nor ¬,
and is provable in CL but not in IL. Accordingly, the rotation construction preserves exchange
(commutativity) and weakening (integrality), but not contraction (x ≤ x ∗◦ x).
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Chapter 8
Structural description of a class of
involutive uninorms via skew
symmetrization
8.1 Introduction
Residuated lattices and substructural logics are subjects of intense investigation [46]. Substruc-
tural logics encompass among many others, classical logic, intuitionistic logic, relevance log-
ics, many-valued logics, t-norm-based logics, linear logic and their non-commutative versions.
Equivalent algebraic counterparts of substructural logics are classes of residuated lattices. Uni-
norms are a generalization of t-norms and t-conorms where the unit element t may appear any-
where in the real unit interval [0, 1] with an underlying t-norm obtained by restricting to [0, e]
and underlying t-conorm obtained by restricting to [e, 1]. Weakening-free Hilbert systems for
Uninorm Logic UL and its extensions IUL, UML, and IUML, were introduced in [88], and for
Cross Ratio Logic CRL and other “[0, 1[-continuous” uninorm logics in [44]. These reflect the
importance of uninorms as a tool in the wider field of t-norm-based logics.
The main topic of our section is to give a structural description for t-involutive uninorms on
the real unit interval [0, 1]. The corresponding logic may be the Involutive Uninorm Logic IUL.
Our result might serve to be the precursor to addressing the proof of standard completeness of
IUL. More precisely, we shall show that every t-involutive uninorm on a complete dense chain
which has a dense set of continuity points is the skew symmetrization (see below in Section 8.1.1)
of its underlying t-norm or its underlying t-conorm. As a corollary, the a structural description of
t-involutive uninorms on the real unit interval [0, 1] follows.
8.1.1 Extensions from positive cones
It is well-known in the field of commutative ordered groups [43] that the operation of an ordered
abelian group restricted to its positive (or negative) cone determines uniquely the group operation.
For example, if we know only the set of non-negative numbers and the usual addition + on it
(that is, we can add up two non-negative numbers, and we can compute x − y if x ≥ y) then
139
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there is a unique way to extend the + operation to the whole set of real numbers which preserves
commutativity and associativity. First one ‘symmetrizes’ the underlying universeR+ by formally
introducing negative numbers as follows: Let R− = {−x | x ∈ R+}, −0 = 0, R = R− ∪ R+.
The mapping − induces an involution on R by defining −y = x for y ∈ R− with −x = y. Then
one extends the order ≤ of the positive numbers into R by −x ≤− y iff x ≥ y; and −x ≤ y for all
x, y ∈ R+. Then one ‘symmetrizes’ the operation + as follows (and denote its extension to R by
+s):
x+s y =

x+ y if x, y ∈ R+
−(−y − x) if x ∈ R+ and y ∈ R− and x ≤ −y
−(−x− y) if x ∈ R− and y ∈ R+ and x ≤ −y
−(−x+ −y) if x, y ∈ R−
y − −x if x ∈ R− and y ∈ R+ and x > −y
x− −y if x ∈ R+ and y ∈ R− and x > −y
(8.1)
Then +s coincides with the usual addition of real numbers. In other words, the usual addition of
real numbers +s is expressible with the use of +, −, and −. By extending the substraction to R
(thus obtaining −s) we observe that −x = 0−s x.
Consider the real unit interval and let t ∈]0, 1[. Group operations of positive cones [9, 43] (on
[t, 1]) of commutative ordered groups over [0, 1] ⊂ R are known to be commutative, associative
operations on [t, 1] with unit element t which are strictly increasing, and continuous in the order-
topology (viewed as functions from [0, 1]2 → [0, 1]). The above construction has been generalized
in [68] by symmetrizing a larger class of operations, namely, left-continuous t-conorms (on [t, 1])
which are commutative, associative operations on [t, 1] with unit element t and are non-decreasing
and left-continuous. Symmetrization [68] is defined in analogy to (8.1) by
x⊕s y =

x⊕ y if x, y ∈ [t, 1]
¬(x→⊕¬y) if x ∈ [t, 1] and y ∈ [0, t] and x ≤ ¬y
¬(y→⊕¬x) if x ∈ [0, t] and y ∈ [t, 1] and x ≤ ¬y
¬(¬x⊕ ¬y) if x, y ∈ [0, t]
¬x→⊕y if x ∈ [0, t] and y ∈ [t, 1] and x > ¬y
¬y→⊕x if x ∈ [t, 1] and y ∈ [0, t] and x > ¬y
. (8.2)
On the other hand, a recent finding indicates that a more unusual generalization of (8.1) might
be useful to be investigated: When describing the structure of some residuated lattices in a
geometric-flavor way, surprisingly enough, co-residuated operations turn out to play an impor-
tant role [69]1. An insight for the reason of this phenomena together with a sharp treatment is
in [69]. This observation has motivated the definition of the so-called skew symmetrization con-
struction which is being introduced in Section 8.4. Note that group operations are continuous in
the order topology, hence symmetrization and skew symmetrization coincide on them; however
they differ in the residuated setting.
1See as well [85] where a similar topic is investigated without the use of co-residuated operations.
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8.2 Preliminaries
A commutative and non-decreasing binary operation ∗◦ (on a poset) is called residuated if there
exists an operation→∗◦ (on the same poset) such that
x ∗◦ y ≤ z ⇐⇒ x→∗◦z ≥ y
holds. The operation →∗◦ is called the residuum of ∗◦, and the displayed equivalence is often
referred to as adjointness conditions. If→∗◦ exists, it has an equivalent description, namely,→∗◦
is the binary operation on the poset given by
x→∗◦y = max{z | x ∗◦ z ≤ y}.
In addition, assume ∗◦ is associative too. Then, by using the adjointness condition together with
the commutativity of ∗◦ one can easily prove
x→∗◦(y→∗◦z) = (x ∗◦ y)→∗◦z
and
x→∗◦(y→∗◦z) = y→∗◦(x→∗◦z)
which equalities are referred to as exportation law and exchange property, respectively.
Let C = 〈X,≤,⊥,>〉 be a bounded poset. An involution over C is an order reversing bijection
on X such that its composition by itself is the identity map of X . Involutions are continuous in
the order topology of C. T-conorms (resp. t-norms) over C are commutative, associative, partially-
ordered operations on X with unit element ⊥ (resp. >). T-conorms and t-norms are duals of one
another. That is, for any involution ¬ and t-conorm ⊕ over C, the operation  on X defined by
xy = ¬(¬x⊕ ¬y) is a t-norm over C. Vice versa, for any involution ¬ and t-norm  over C,
the operation ⊕ on X defined by x ⊕ y = ¬(¬x ¬y) is a t-conorm over C. Uninorms over
C [112, 41] are commutative, associative, partially-ordered operations on X with unit element t
(which may be different from ⊥ and >). Every uninorm over C has an underlying t-norm  and
t-conorm ⊕ acting on the subdomains [⊥, t] and [t,>], respectively. That is, for any uninorm ∗◦
over C, its restriction to [⊥, t] is a t-norm over [⊥, t], and its restriction to [t,>] is a t-conorm
over [t,>]. When the underlying universe is not mentioned explicitly, by t-conorms, t-norms, and
uninorms one understands t-conorms, t-norms, and uninorms on the real unit interval [0, 1].
Definition 8.1 〈X,≤,⊥,>, t, f, ∗◦〉 is called an involutive uninorm algebra if
i. C = 〈X,≤,⊥,>〉 is a bounded poset,
ii. ∗◦ is a uninorm over C with unit element t,
iii. for every x ∈ X , x→∗◦f = max{z ∈ X | x ∗◦ z ≤ f} exists, and
iv. for every x ∈ X , we have (x→∗◦f)→∗◦f = x.
               dc_225_11
142 CHAPTER 8. STRUCTURAL DESCRIPTION VIA SKEW SYMMETRIZATION
If C is a chain, we call 〈X,≤,⊥,>, t, f, ∗◦〉 an involutive uninorm chain. In an involutive uninorm
algebra one can define an order-reversing involution by ¬x = x→∗◦f .
Definition 8.2 〈X,≤,⊥,>, t, ∗◦〉 is called an t-involutive uninorm algebra if the structure
〈X,≤,⊥,>, t, t, ∗◦〉 is an involutive uninorm algebra.
One of the key-tools in our investigations shall be the Theorem 1.17 on page 28.
8.3 Co-residuated operations, skew pairs, and skew duals
Roughly, an operation will be called co-residuated if it is residuated with respect to the dual order:
Definition 8.3 A commutative and non-decreasing binary operation • (on a poset) is called
co-residuated if there exists an operation←• (on the same poset) such that
x • y ≥ z ⇐⇒ x←• z ≤ y.
holds. The operation ←• is called the co-residuum of •. If ←• exists, it has an equivalent
description, namely,←• is the binary operation on the poset given by
x←• y = min{z | x ∗◦ z ≥ y}.
In case • is associative, we have
x←• (y←• z) = (x • y)←• z
and
x←• (y←• z) = y←• (x←• z).
We shall call the displayed equivalence and equalities co-adjointness condition, co-exportation
law, and co-exchange principle, respectively.
The operation ∗◦co, which was devised for describing reflection-invariance of residuated chains
(see Definition 1.5 on page 27) will now be applied in complete, densely ordered chains. The re-
sulted notion, called skewed modification, will be useful in introducing the skew symmetrization
construction, which will in turn be beneficial to provide a cone-representation for certain involu-
tive uninorms.
We define a commutative co-residuated chain for any complete, dense, commutative residu-
ated chain (and vice versa) in the following way:
Definition 8.4 Let 〈X,≤〉 be a complete, densely ordered chain. For the commutative resid-
uated chain 〈X,≤,,→, 1〉, define • : X ×X → X by
x• y = inf{u v | u > x, v > y},
and call it the skewed modification of .
For the commutative co-residuated chain 〈X,≤,•, ,←• 1〉, define  : X ×X → X by
x y = sup{u• v | u < x, v < y},
and call it the skewed modification of •. Call (,•) a skew pair.
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Remark 8.1 On a dense chain, being residuated is equivalent to that of the left-continuity
of  in the order-topology. Analogously, being co-residuated is equivalent to that of the right-
continuity of• in the order-topology. The density of a complete chain implies that any increasing
(resp. decreasing) sequence xn ∈ X , n ∈ N converges to its supremum (resp. infimum) which
does exist. Referring to this fact, one can easily check that • (resp. ) is right-continuous
(resp. left-continuous) in the order topology. This verifies that • (resp. ) defined above is
indeed co-residuated (resp. residuated). Referring to the above-mentioned fact again, and by
looking at  as a function of type X × X → X , one can see that  coincides with • on the
continuity points (in the order-topology) of . Referring to the density of the order it follows
that  and • share the same set of continuity points, and hence the skewed modification of the
skewed modification of any operation (being either residuated or co-residuated) coincides with
itself. This justifies the name, skew pair. Intuitively, • (resp. ) may be considered as the right-
continuous (resp. left-continuous) operation which is obtained from the left-continuous (resp.
right-continuous) operation  (resp. •) by the “least possible modification”, since they differ
only at the discontinuities.
Next, we introduce the notion of skew duals:
Definition 8.5 Let (L2,≤) be a complete, dense chain, (L1,≤) be a subchain of it. Let
(L1,⊕,→⊕,≤,>) be a commutative residuated chain and ¬ be an order reversing involution
on L2. The operation  is said to be dual to ⊕ with respect to ¬ if  is a binary operation on
¬(L1) = {¬x | x ∈ L1} given by
x y = ¬(¬x⊕ ¬y).
We say that the operation • is skew dual to ⊕ with respect to ¬ if • is the skewed modification
of .
8.4 Skew symmetrization
Definition 8.6 Let 〈X,≤,>,⊥〉 be a bounded, complete, densely ordered chain. Call a resid-
uated t-conorm ⊕ on X border-continuous if for any x ∈ X we have inf{u ⊕ v | u > x, v >
⊥} = x.
We introduce skew symmetrization as follows:
Definition 8.7 Let C = 〈X,≤,⊥,>〉 be a complete, dense, bounded chain, and ¬ be an
involution on X with fixed point t ∈ X . For any residuated border-continuous t-conorm ⊕ on
[t,>], define its skew symmetrization (with respect to ¬) ⊕s : X → X as follows.
x⊕s y =

x⊕ y if x, y ∈ [t,>]
¬(x→⊕¬y) if x ∈ [t,>] and y ∈ [⊥, t] and x ≤ ¬y
¬(y→⊕¬x) if x ∈ [⊥, t] and y ∈ [t,>] and x ≤ ¬y
¬(¬x⊕• ¬y) if x, y ∈ [⊥, t]
¬x←⊕• y if x ∈ [⊥, t] and y ∈ [t,>] and x > ¬y
¬y←⊕• x if x ∈ [t,>] and y ∈ [⊥, t] and x > ¬y
, (8.3)
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where ⊕• denotes the skewed modification of ⊕.
For any residuated t-norm  on [⊥, t], define its skew symmetrization (with respect to ¬) s¯ :
X → X as follows.
xs¯ y =

¬(¬x• ¬y) if x, y ∈ [t,>]
¬x←• y if x ∈ [t,>] and y ∈ [⊥, t] and x ≤ ¬y
¬y←• x if x ∈ [⊥, t] and y ∈ [t,>] and x ≤ ¬y
¬(y→¬x) if x ∈ [t,>] and y ∈ [⊥, t] and x > ¬y
¬(x→¬y) if x ∈ [⊥, t] and y ∈ [t,>] and x > ¬y
x y if x, y ∈ [⊥, t]
, (8.4)
where • denotes the skewed modification of .
(y    > x')'+O
x O y+
( x' O y' )'.+
y' <     x+O.
x' <     y+O.
(x    > y')'+O
Figure 8.1: An illustration for (8.3)
Proposition 8.2 In Definition 8.7, ⊕s and s¯ are well-defined.
Proof. Since e ∈ [⊥, t] ∩ [t,>] we need to verify that the definition of ⊕s is the same on the
overlapping parts of the subdomains. We shall use that t is neutral element of ⊕. If y ∈ ]t,>]
then f ⊕s y = f ⊕ y = y using the first row of (8.3). On the other hand, f ⊕s y = ¬f ←⊕• y =
f ←⊕• y = y using the fifth row of (8.3).
If y ∈ [⊥, t[ then f ⊕s y = ¬(f→⊕¬y) = ¬(¬y) = y using the second row of (8.3). Finally,
f ⊕s y = ¬(¬f ⊕• ¬y) = ¬(e⊕• ¬y) using the fourth row of (8.3). Here we have ¬(e⊕• ¬y) =
¬(¬y) = y since ⊕ is border-continuous.
The treatment for ⊕s is similar, just observe that the skew-dual of a residuated t-norm (on a
complete, dense chain) is a border continuous t-conorm.
8.5 Cone representation for totally-ordered t-involutive uni-
norms having a dense set of continuity points
Proposition 8.3 Every involutive uninorm algebra 〈X,≤,⊥,>, t, f, ∗◦〉 is residuated and the
residuum of ∗◦ is given by x→∗◦y = ¬(¬y ∗◦ x).
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Proof. Denote ¬x = x→∗◦f as in Definition 8.1. First we prove that ∗◦ is rotation invariant
with respect to ¬, that is, for x, y, z ∈ X we have x ∗◦ y ≤ ¬z if and only if y ∗◦ z ≤ ¬x. Indeed,
by adjointness and associativity we have x ∗◦ y ≤ z→∗◦f iff (x ∗◦ y) ∗◦ z ≤ f iff x ∗◦ (y ∗◦ z) ≤ f
iff y ∗◦ z ≤ x→∗◦f , as stated. Using it (c.f. Lemma 1 in [70]), we have {z ∈ X | x ∗◦ z ≤ y} =
{z ∈ X | x ∗◦ z ≤ ¬(¬y)} = {z ∈ X | z ∗◦ ¬y ≤ ¬x} = {z ∈ X | ¬y ∗◦ x ≤ ¬z} = {z ∈
X | ¬(¬y ∗◦ x) ≥ z} and the maximum of this set is clearly ¬(¬y ∗◦ x).
We state below the structure theorem for a class of t-involutive uninorms:
Theorem 8.4 The following two statements hold true.
1. Any t-involutive uninorm on a complete, dense chain 〈L,≤,⊥,>, e, ∗◦〉 with the property
that ∗◦ coincides with its skewed modification on a dense set has a border-continuous under-
lying t-conorm and can be described as the skew symmetrization of its underlying t-conorm
or t-norm with respect to the involution defined by ¬x = x→∗◦f . That is, ∗◦ = ⊕s = s¯,
where ⊕, , ⊕• and • denotes the underlying t-conorm and t-norm of ∗◦, and their skewed
modifications, respectively.
2. For any t-involutive uninorm ∗◦ on a complete, dense chain which has a dense set of conti-
nuity points, its underlying t-norm and t-conorm form a skew dual pair with respect to ¬.
Further, ∗◦ is self skew dual with respect to ¬.
Proof. First we prove ∗◦ = ⊕s, that is, we need to prove
x ∗◦ y =

x⊕ y if x, y ∈ [t,>]
¬(x→⊕¬y) if x ∈ [t,>] and y ∈ [⊥, t] and x ≤ ¬y
¬(y→⊕¬x) if x ∈ [⊥, t] and y ∈ [t,>] and x ≤ ¬y
¬(¬x⊕• ¬y) if x, y ∈ [⊥, t]
¬x←⊕• y if x ∈ [⊥, t] and y ∈ [t,>] and x ≥ ¬y
¬y←⊕• x if x ∈ [t,>] and y ∈ [⊥, t] and x ≥ ¬y
, (8.5)
The first row of (8.5) is obvious. By using that x 7→ x→∗◦f is an involution of L, and the
exportation law, respectively, we have
x ∗◦ y = ((x ∗◦ y)→∗◦f)→∗◦f = (x→∗◦(y→∗◦f))→∗◦f = ¬(x→∗◦¬y).
Now, assume x ∈ [t,>], y ∈ [⊥, t], and x ≤ ¬y. Then we have ¬y ∈ [t,>], and since x ∗◦ f =
x ≤ ¬y we have x→∗◦¬y ≥ e. Hence,
¬(x→∗◦¬y) = ¬(x→⊕¬y).
This proves the second and, due to commutativity of ∗◦, the third rows of (8.5). Next, we have
f→∗◦f = e, so we can evaluate a, b, c := e in Lemma 1.17. By using that x 7→ x→∗◦f is an
involution of L, and hence it is as well continuous in the order topology, we get that
x ∗◦ y = ((x→∗◦f) ∗◦ (y→∗◦f))→∗◦f = ¬(¬x ∗◦ ¬y)
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holds for any (x, y) ∈ L × L which is a continuity point of ∗◦. If, in addition, we assume x, y ∈
[⊥, t] then we have ¬x,¬y ∈ [t,>], and since, by Theorem 1.17, (¬x,¬y) is a continuity point
of ∗◦, we obtain
¬(¬x ∗◦ ¬y) = ¬(¬x⊕ ¬y) = ¬(¬x⊕• ¬y).
Since we have
x ∗◦ y = ¬(¬x⊕• ¬y) (8.6)
on a dense subset of [⊥, t]2, and both sides of (8.6) are left-continuous in the order topology, we
obtain that (8.6) holds on the whole [⊥, t]2. This proves the fourth row of (8.5).
Assume x ∈ [⊥, t], y ∈ [t,>], x ≥ ¬y, and that (x, y) is a continuity point of ∗◦. Then
¬x ∈ [t,>], ¬y ∈ [⊥, t], and ¬x ≤ ¬(¬y). Therefore, according to the second row of (8.5) we
get ¬x ∗◦ ¬y = ¬(¬x→⊕¬(¬y)) which is equivalent to ¬(¬x ∗◦ ¬y) = ¬x→⊕y. This together
with Lemma 1.17 implies x ∗◦ y = ¬x→⊕y, and since, for continuity points, we have ¬x→⊕y =
¬x←⊕• y we have obtained
x ∗◦ y = ¬x←⊕• y. (8.7)
Since we have (8.7) on a dense subset of
H = {(x, y) ∈ L× L | x ∈ [⊥, t], y ∈ [t,>], and x ≥ ¬y }
and both sides of (8.7) are left-continuous in the order topology, we obtain that (8.7) holds on the
whole H . This proves the fifth and, due to commutativity, the sixth rows of (8.5). The second
equality ∗◦ = s¯ can be proven in a similar manner.
To see the second statement use (8.5) and observe that taking the dual of the skewed modi-
fication is the same thing as taking the skewed modification of the dual. The second statement
follows from (8.5).
Finally, by using the second statement we obtain that the underlying t-conorm⊕ of ∗◦ is border
continuous since it is the skewed modification of a residuated t-norm on a complete dense chain.
Left-continuous t-norms (on [0, 1]) has a dense set of continuity points (c.f. Corollary 2 in
[76]). The same can be stated for t-involutive uninorm algebras on [0, 1] (t-involutive uninorms,
for brevity); and the same proof works for that case. Hence, we obtained that
Corollary 8.5 Any t-involutive uninorm (on [0, 1]) can be described as the skew symmetriza-
tion of its underlying t-conorm (which is border-continuous) or t-norm.
8.6 Conclusion
The construction of extending the operation from the positive cone of an ordered group into
the whole group is generalized leading to a new construction, called skew symmetrization. To
introduce skew symmetrization one has to leave the accustomed residuated setting and enter the
co-residuated setting. The notion of skew pairs and skew duals are introduced. The structure of t-
involutive uninorms on [0, 1] is described as the skew symmetrization of their underlying t-norm,
or t-conorm. In addition, these uninorms are shown to be self skew duals.
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Chapter 9
On the relationship between the rotation
construction and ordered Abelian groups
9.1 Introduction
It is well known in the field of commutative ordered groups [43] that the operation of an ordered
Abelian group restricted to its positive cone determines uniquely the group operation. For exam-
ple, if we know only the set of non-negative numbers and the usual addition + on it (that is, we
can add up two non-negative numbers, and we can compute x− y if x ≥ y) then there is a unique
way to extend the + operation to the whole set of real numbers which preserves commutativity
and associativity. First one ‘symmetrizes’ the underlying universe R+ by formally introducing
negative numbers as follows: Let R− = {−x | x ∈ R+}, −0 = 0, R = R− ∪ R+. − induces
an involution on R by defining −y = x for y ∈ R− with −x = y. Then we extend the order
≤ of the positive numbers into R by −x ≤ −y iff x ≥ y; and −x ≤ y for all x, y ∈ R+. One
‘symmetrizes’ the operation + as follows (and denote its extension to R by +s):
x+s y =

x+ y if x, y ∈ R+
−(−y − x) if x ∈ R+ and y ∈ R− and x ≤ −y
x− −y if x ∈ R+ and y ∈ R− and x > −y
−(−x− y) if x ∈ R− and y ∈ R+ and x ≤ −y
y − −x if x ∈ R− and y ∈ R+ and x > −y
−(−x+ −y) if x, y ∈ R−
(9.1)
Then +s coincides with the usual addition of real numbers. In other words, the usual addition of
the real numbers +s is expressible with the use of +, −, and −. By extending the substraction to
R (thus obtaining −s) we observe that −x = 0−s x. Symmetrization is well-understood.
The aim of the present section is twofold. First, we shall symmetrize certain operations on [t, 1]
(t ∈]0, 1[ fixed) in order to obtain associative, residuated operations on [0, 1]. Second, a construc-
tion which is a much less understood than symmetrization – called rotation [70] – shall be related
to our symmetrization; thus providing a better understanding of the rotation-construction.
Positive cones [9, 43] (on [t, 1]) of commutative ordered groups over [0, 1] (viewed as func-
tions of type [t, 1]2 → [t, 1]) are known to be commutative, associative operations on [t, 1] with
neutral element t which are
147
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• strictly increasing, and continuous.
We shall symmetrize a larger class of operations, namely, left-continuous t-conorms. Left-
continuous t-conorms (on [t, 1]) are commutative, associative operations on [t, 1] with neutral
element t which are
• non-decreasing and left-continuous.
The set of left-continuous t-conorms which results in associative operations via symmetrization
shall be characterized. In fact, associativity of the symmetrized operation is equivalent to that it
is a uninorm, as we shall see.
9.2 Preliminaries
Let [a, b] ⊂ R, a < b. We shall recall in the sequel definitions about operations on [a, b]. When
[a, b] is not mentioned explicitly, always [0, 1] is understood as the underlying universe.
Triangular conorms (t-conorms for short) on [a, b] are binary operations on [a, b] which are
commutative, associative, non-decreasing in each argument, with neutral element a. Triangular
norms (t-norms for short) on [a, b] are binary operations on [a, b] which are commutative, associa-
tive, non-decreasing in each argument, with neutral element b. A involution on [a, b] is an order
reversing bijection such that its composition by itself is the identity map of [a, b]. A prototyp-
ical example of involutions on [0, 1] is ¬x = 1 − x. T-conorms and t-norms are duals of one
another. That is, for any involution ¬ and t-conorm ⊕ on [a, b], the operation  on [a, b] defined
by xy = ¬(¬x⊕ ¬y) is a t-norm on [a, b]. Vice versa, for any involution ¬ and t-norm  on
[a, b], the operation ⊕ on [a, b] defined by x⊕ y = ¬(¬x ¬y) is a t-conorm on [a, b]. Uninorms
[112, 41] are binary operations on [0, 1] which are commutative, associative, non-decreasing in
each argument with neutral element t ∈ [0, 1] (which may be different from 0 and 1). Any uni-
norm has an underlying t-norm  and t-conorm ⊕ acting on the subdomains [0, t]2 and [t, 1]2 of
[0, 1]2, respectively. Fodor et. al. [33] have characterized all the possible uninorm operations
provided that the underlying t-norm  and t-conorm ⊕ are both continuous.
For any binary operation ∗◦ (on [a, b]) which is commutative, non-decreasing and left-conti-
nuous in its arguments one can define its residuum→∗◦ by x→∗◦y = max{z | x ∗◦ z ≤ y}. Equiv-
alently,→∗◦ is the unique binary operation such that x ∗◦ y ≤ z ⇐⇒ x→∗◦z ≥ y holds. This
equivalence is often referred to as adjointness condition. For any binary operation ∗◦ (on [a, b])
which is commutative, non-decreasing and right-continuous in its arguments one can define its
co-residuum←∗◦ by x←∗◦ y = min{z | x ∗◦ z ≥ y}. Equivalently,←∗◦ is the unique operation such
that x ∗◦ y ≥ z ⇐⇒ x←∗◦ z ≤ y holds.
The following theorem describes a method for constructing a new t-norm from a family of
t-norms, and known as ordinal sum theorem. Continuous t-norms can be represented as ordinal
sums of t-norms, which are isomorphic either to the product t-norm (given by x ∗◦ y = xy) or to
the Łukasiewicz t-norm (given by x ∗◦ y = max(0, x+ y − 1)), as stated in Theorem 9.2.
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Theorem 9.1 [28] Suppose that {[ai, bi]}i∈K (ai < bi) is a countable family of non-overlapping,
closed subintervals of [0, 1], denoted by I. With each [ai, bi] ∈ I associate a t-norm ∗◦[ai,bi] on
[ai, bi]. Let ∗◦ be a binary operation defined on [0, 1]2 by
x ∗◦ y =
{
x∗◦[ai ,bi ]y if (x, y) ∈ [ai, bi]2
min(x, y) otherwise . (9.2)
Then ∗◦ is a t-norm, ∗◦ is called the ordinal sum of {([ai, bi], ∗◦i)}i∈I and each ∗◦i is called a sum-
mand.
Theorem 9.2 [90] Suppose ∗◦ is a continuous t-norm. Then either ∗◦ is continuous Archi-
medean; or ∗◦ = min; or there exists a nonempty set I, a family {([ai, bi], ∗◦i)}i∈I with continuous
Archimedean t-norms ∗◦i and with ai ≤ bi such that ∗◦ is the ordinal sum of this family.
Continuous Archimedean t-norms (as ordered semigroups) are isomorphic to either the prod-
uct t-norm (those are called strict t-norms) or to the Łukasiewicz t-norm (those are called nilpotent
t-norms) (see e.g. [78] and the references therein).
9.3 Rotation versus symmetrization
Standing assumptions:
Unless otherwise specified, throughout the section we fix an arbitrary involution ¬ on [0, 1], and
denote its unique fixed point by t.
Definition 9.1 Denote B the set of left-continuous t-conorms on [t, 1], that is, the set of com-
mutative, associative binary operations on [t, 1] which are left-continuous, nondecreasing, and
have the neutral element t. For ⊕ ∈ B define the symmetrization of ⊕ by analogy with (9.1) as
follows.
x⊕s y =

x⊕ y if x, y ∈ [t, 1]
¬(x→⊕¬y) if x ∈ [t, 1] and y ∈ [0, t] and x ≤ ¬y
¬(y→⊕¬x) if x ∈ [0, t] and y ∈ [t, 1] and x ≤ ¬y
¬(¬x⊕ ¬y) if x, y ∈ [0, t]
¬x→⊕y if x ∈ [0, t] and y ∈ [t, 1] and x > ¬y
¬y→⊕x if x ∈ [t, 1] and y ∈ [0, t] and x > ¬y
(9.3)
Proposition 9.3 For any ⊕ ∈ B, ⊕s is well defined.
Proof. Since t ∈ [t, 1] ∪ [0, t] we need to verify that the definition of ⊕s is the same on the
overlapping parts of the subdomains. We shall use that t is neutral element of⊕. If y ∈ [t, 1] then
t⊕s y = t⊕y = y using the first row of (9.3). On the other hand, t⊕s y = ¬t→⊕y = t→⊕y = y
using the fifth row of (9.3). If y ∈ [0, t[ then t⊕s y = ¬(t→⊕¬y) = ¬(¬y) = y using the second
row of (9.3). Finally, t⊕s y = ¬(¬t⊕ ¬y) = ¬(t⊕ ¬y) = ¬(¬y) = y using the last row of
(9.3).
Next we recall the so-called (connected) rotation construction.
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Theorem 9.4 (Rotation) [70] Let ∗◦ be a left-continuous operation on [t, 1] which is commu-
tative, non-decreasing and associative. Define ∗◦r (of type [0, 1]× [0, 1]→ [0, 1]) by
x ∗◦r y =

x ∗◦ y if x, y ∈]t, 1]
¬(x→∗◦¬y) if x ∈]t, 1] and y ∈ [0, t]
¬(y→∗◦¬x) if x ∈ [0, t] and y ∈]t, 1]
0 if x, y ∈ [0, t]
(9.4)
∗◦r is a commutative, non-decreasing left-continuous, and associative operation if and only if
either
C1. x ∗◦ y = 0 implies min(x, y) = 0 or
C2. there exists c ∈]0, 1] such that x ∗◦ y = 0 iff x, y ≤ c.
By applying Theorem 9.4 to t-conorms (which always satisfy condition C1) we obtain:
Corollary 9.5 Let ⊕ ∈ B. The operation ⊕r (of type [0, 1]× [0, 1]→ [0, 1]) given by
x⊕ry =

x⊕ y if x, y ∈]t, 1]
¬(x→⊕¬y) if x ∈]t, 1] and y ∈ [0, t]
¬(y→⊕¬x) if x ∈ [0, t] and y ∈]t, 1]
0 if x, y ∈ [0, t]
(9.5)
is a commutative, non-decreasing left-continuous, and associative operation.
Since dualization preserves commutativity, non-decreasing nature, and associativity, we proceed
as follows: By taking the dual operation  of ⊕ with respect to ¬ (that is,  is defined by the de
Morgan identity via xy = ¬(¬x⊕ ¬y)) we can deduce the following statement from Corollary
9.5:
Corollary 9.6 Let be a right-continuous t-norm on [0, t]. The operationr (of type [0, 1]×
[0, 1]→ [0, 1]) given by
xry =

1 if x, y ∈ [t, 1]
¬(y← ¬x) if x ∈ [t, 1] and y ∈ [0, t[
¬(x← ¬y) if x ∈ [0, t[ and y ∈ [t, 1]
x y if x, y ∈ [0, t[
(9.6)
is a commutative, non-decreasing right-continuous, and associative operation.
Still assuming that ⊕ and  are duals, (which is equivalent to x→⊕y = ¬(¬x← ¬y), as it is
easy to verify) we obtain that the operation in (9.6) is equal to
x(⊕d)ry =

1 if x, y ∈ [t, 1]
¬y→⊕x if x ∈ [t, 1] and y ∈ [0, t[
¬x→⊕y if x ∈ [0, t[ and y ∈ [t, 1]
¬(¬x⊕ ¬y) if x, y ∈ [0, t[
(9.7)
               dc_225_11
9.4. SYMMETRIZATION OF T-CONORMS 151
Since the operation  is dual to ⊕ (in notation,  = ⊕d) it is maybe not confusing to denote r
by (⊕d)r.
Summing up, we have obtained the following connection between the symmetrization and the
rotation of ⊕.
Theorem 9.7 Let ⊕ ∈ B. Let ⊕r and (⊕d)r be defined by (9.5) and (9.7), respectively. Then
we have
x⊕s y =
{
x⊕ry if x, y ∈ [t, 1] or (x ∈ [t, 1], y ∈ [0, t], x ≤ ¬y) or (x ∈ [0, t], y ∈ [t, 1], x ≤ ¬y)
x(⊕d)ry if x, y ∈ [0, t] or (x ∈ [t, 1], y ∈ [0, t], x > ¬y) or (x ∈ [0, t], y ∈ [t, 1], x > ¬y) .
(9.8)
Theorem 9.7 points out that the rotation construction can be considered as a kind of half-symmetrization.
In other words, symmetrization may be considered as a kind of dualized rotation. In order to il-
lustrate it, let ¬x = 1 − x, denote by P the product t-norm on [0, t], ⊕P its dual t-conorm on
[t, 1]. Figure 9.1 depicts the relation between the rotation and the symmetrization constructions
which is shown in (9.8).
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Figure 9.1: (⊕P)r (left), its dual (P)r (right), and (⊕P)s (bottom).
9.4 Symmetrization of t-conorms
Proposition 9.8 For any ⊕ ∈ B, ⊕s is a uninorm iff it is associative.
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Proof. Symmetry of ⊕s is straightforward. By using that [t, 1] is closed under ⊕ and →⊕ we
obtain that
x⊕s y ∈

[t, 1] if x, y ∈ [t, 1]
[0, t] if x ∈ [t, 1] and y ∈ [0, t] and y ≤ ¬x
[t, 1] if x ∈ [t, 1] and y ∈ [0, t] and y > ¬x
[0, t] if x ∈ [0, t] and y ∈ [t, 1] and y ≤ ¬x
[t, 1] if x ∈ [0, t] and y ∈ [t, 1] and y > ¬x
[0, t] if x, y ∈ [0, t]
(9.9)
or briefly,
x⊕s y ∈
{
[t, 1] if y > ¬x
[0, t] if y < ¬x (9.10)
Proposition 9.3 together with (9.9) and the obvious monotonicity properties of⊕ and→⊕, proves
that ⊕s is non-decreasing. A straightforward verification shows that t is the neutral element of
⊕s.
Definition 9.2 We say that ⊕ ∈ B is border continuous, if for any y ∈ [t, 1] the function
fy : [t, 1]→ [t, 1], fy(x) = x⊕ y is continuous at t.
Lemma 9.9 For any ⊕ ∈ B which is border-continuous the following two statements hold
true:
1.
x⊕s y

> t if x, y ∈]t, 1]
≤ t if x ∈ [t, 1] and y ∈ [0, t] and x ≤ ¬y
> t if x ∈ [t, 1] and y ∈ [0, t] and x > ¬y
≤ t if x ∈ [0, t] and y ∈ [t, 1] and x ≤ ¬y
> t if x ∈ [0, t] and y ∈ [t, 1] and x > ¬y
≤ t if x, y ∈ [0, t]
. (9.11)
2. For any x ∈ [0, 1] the residual x→⊕s t exists and equals ¬x.
If, in addition, ⊕s is associative then
3. we have that ⊕s is rotation-invariant with respect to ¬, that is, for x, y, z ∈ [0, 1] we have
x⊕s y ≤ ¬z iff y ⊕s z ≤ ¬x
and consequently,
4. ⊕s is residuated, that is, for all x, y ∈ [0, 1] the maximum of the set {z ∈ [0, 1] | x⊕s z ≤ y}
exists.
Proof. ]t, 1] is closed under ⊕ since for x, y > t we have x⊕ y ≥ x⊕ t = x > t, hence the first
row of (9.11) follows. We have ¬(x→⊕¬y) ≤ t iff x→⊕¬y ≥ ¬t = t and it holds true since [t, 1]
is closed under→⊕. This proves the second row of (9.11). Now we verify the third row of (9.11).
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Since [t, 1] is closed under →⊕, the opposite statement of ¬y→⊕x > t is ¬y→⊕x = t. Since
¬y < x we have that ¬y→⊕x = t is equivalent to that for any b > t we have ¬y ⊕ b > x. This
is in contradiction with ¬y ⊕ t = ¬y and the border-continuity of ⊕ at ¬y. This proves the third
row of (9.11). We have ¬(¬x⊕ ¬y) ≤ t iff ¬x⊕ ¬y ≥ ¬t = t which holds since [t, 1] is closed
under ⊕ which thus verifies the last row of (9.11). The rest follows from the commutativity of
⊕s. The proof of 1. is concluded.
An immediate consequence of (9.11) is 2.
To see 3. we proceed as follows: x⊕s y ≤ ¬z = z →⊕s t iff (x⊕s y)⊕s z ≤ t iff
x⊕s (y ⊕s z) ≤ t iff y ⊕s z ≤ x→⊕s t = ¬x.
To verify 4. we use the idea of the proof of Lemma 1 from [70]: We have {z ∈ [0, 1] | x⊕s z ≤
y} = {z ∈ [0, 1] | x⊕s z ≤ ¬(¬y)} = {z ∈ [0, 1] | z ⊕s ¬y ≤ ¬x} = {z ∈ [0, 1] | ¬y ⊕s x ≤
¬z} = {z ∈ [0, 1] | ¬(¬y ⊕s x) ≥ z} and the maximum of this set is clearly ¬(¬y ⊕s x).
The following theorem provided the classification of involutive uninorms on [0, 1] provided
that their underlying t-conorm is continuous.
Theorem 9.10 Let ⊕ ∈ B be border continuous. We have that ⊕s is a uninorm if and only if
⊕ is isomorphic to the dual of either
1. the product t-norm or
2. the minimum t-norm or
3. an ordinal sum with summands all being product t-norms.
Proof. Because of (9.8) and Corollary 9.6, ⊕s is right-continuous on [0, t[2. Since, for opera-
tions on [0, 1], being residuated is equivalent to being left-continuous, Lemma 9.9 implies that⊕s
is left-continuous. Therefore, ⊕s, and hence  (the dual of ⊕, see (9.6) and (9.7)) is continuous
on [0, t[2. Thus,  is a continuous t-norm on [0, t].
According to Theorem 9.2,  is isomorphic either to the product t-norm, or to the Łukasie-
wicz t-norm, or to the minimum t-norm, or it can be represented as an ordinal sum of at least
one summand, such that each summand is isomorphic either to the product t-norm or to the Łu-
kasiewicz t-norm. According to [33] if the underlying t-norm of a uninorm is isomorphic to the
Łukasiewicz t-norm then the value of the uninorm in each point of the set [0, t] × [t, 1] either
equals the minimum or the maximum of the arguments. By comparing it with (9.3) we see that
it is not the case. Therefore, the underlying t-norm can not be the Łukasiewicz t-norm. Quite
similarly, if the underlying t-norm is isomorphic to an ordinal sum with at least one Łukasiewicz
summand on [c, d] ⊂ [0, t] then the value of the uninorm in each point of the set [c, d]× [¬d,¬c]
either equals the minimum or the maximum of the arguments. By comparing it with (9.3) we see
that it is not the case either. Therefore, the underlying t-norm can not be an ordinal sum which
has at least one Łukasiewicz summand. Summing up, the dual of  has to be isomorphic to one
of the types listed in Theorem 9.10.
Finally, an easy computation shows that the symmetrization of the dual of the product t-norm,
the symmetrization of the maximum t-conorm, and the symmetrization of the dual of an ordinal
sum of product t-norms, are all associative.
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Remark 9.11 The symmetrization of the dual of the product t-norm is continuous, and it is a
representable uninorm. The symmetrization of the maximum t-conorm is the idempotent uninorm
[31, 32] given by {
min(x, y) if x ≤ ¬y
max(x, y) if x > ¬y .
Example 9.12 Let ¬x = 1 − x. In the first row of Figure 9.2 the rotation of the maximum
t-conorm (left), its dual (right), and its symmetrization (bottom) is depicted. In the second block
of Figure 9.2 and in Figure 9.1 examples are depicted in the same manner corresponding to items
2. and 3. in Theorem 9.10, respectively.
9.5 Conclusion
The construction of extending the operation from the positive cone of an ordered group into the
whole group (call it symmetrization) is generalized in this chapter. A characterization is given
for the set of t-conorms which results in associative operations via symmetrization. The resulted
operations are always residuated uninorms. The rotation-construction is described as a kind of
half-symmetrization, while symmetrization is described as a kind of dualized rotation. As a by-
product, a new family of involutive uninorms has been introduced, see Theorem 9.10/3. and
Fig 9.12. bottom-right for a plot of a member of that family. The results are illustrated in three-
dimensional plots.
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Figure 9.2: Illustration for items 2. and 3. of Theorem 9.10, see Example 9.12
               dc_225_11
156 CHAPTER 9. ROTATION VS. TOTALLY-ORDERED ABELIAN GROUPS
               dc_225_11
Chapter 10
On involutive FLe-algebras
10.1 Introduction
Commutative partially ordered monoids will be referred to as uninorms in this chapter. The aim
of this section is to investigate involutive uninorms:
Definition 10.1 U = 〈X, ∗◦,≤, t, f〉 is called an involutive FLe-algebra if
1. C = 〈X,≤〉 is a poset,
2. ∗◦ is a uninorm over C with neutral element t,
3. for every x ∈ X , x→∗◦f = max{z ∈ X | x ∗◦ z ≤ f} exists, and
4. for every x ∈ X , we have (x→∗◦f)→∗◦f = x.
We will call ∗◦ an involutive uninorm. Our main question is the following: in an involutive
FLe-algebra, how far its uninorm (or its algebraic structure, in general) is determined by its “local
behavior”, i.e., its underlying t-norm and t-conorm. An answer to this question is presented in
Section 10.4, for a particular case on [0, 1] with t = f , which will illustrate our background idea.
It says that the uninorm is determined uniquely by any of them, i.e., either by the t-norm or by the
t-conorm. In fact, the t-norm and the t-conorm are determined by each other, in this case. Then,
a natural question is how far we can extend this, and when the uninorm is determined uniquely?
The main goal of the present section is to give an answer to this question. The first attempts in this
direction are made in Section 10.3: uniqueness is guaranteed (Corollary 10.4) and moreover, the
uninorm is represented by the twin-rotation construction (Corollary 10.6) whenever the algebra
is conic. To have a closer look at the situation, in Section 3 we consider involutive FLe-algebras
which are finite and linearly ordered. As a byproduct it follows that the logic IUL extended by
the axiom t↔ f does not have the finite model property (Corollary 10.4).
157
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10.2 Preliminaries
It is not difficult to see that every involutive uninorm is residuated (see [71]) and hence ∗◦ is isotone
(see [57]). Therefore, ¬ : X → X given by
¬x = x→∗◦f
is an order-reversing involution. If C is linearly ordered, we call U an involutive FLe-chain. U
is called finite if X is a finite set. U is called bounded if X has top > and bottom ⊥ elements.
Observe that the notion of bounded involutive FLe-algebras with f = ⊥ coincides with the notion
of Girard monoids, cf. [57, 70].
A partially ordered monoid is called integral (resp. dually integral) if the poset has its greatest
(resp. least) element and it coincides with the neutral element of the monoid. Uninorms which are
integral (resp. dually integral) will be referred to as t-norms (resp. t-conorms). For any uninorm
∗◦ with neutral element t on the poset 〈X,≤〉 define its positive and the negative cones by
X+ = {x ∈ X | x ≥ t} and X− = {x ∈ X | x ≤ t},
respectively. The algebra, and as well ∗◦ is called conic if every element of X is comparable with
t, that is, if X = X+ ∪ X−. A moment’s reflection shows that ∗◦ restricted to X+ (resp. X−)
is a t-conorm (resp. t-norm), call them the underlying t-conorm and t-norm of ∗◦, respectively.
Thus uninorms have a block-like structure; they have an underlying t-norm and t-conorm, that is,
a t-norm and a t-conorm act on X+ and on X−, respectively. Now two questions arise naturally.
Q1. (Structural description) Given a t-norm and a t-conorm onX+ and onX−, respectively, how
can one obtain a suitable extension on X+ ×X−, one which makes the resulted operation
on X+ ∪X− a conic involutive uninorm.
Q2. (Classification) Which pairs of a t-norm and a t-conorm have an appropriate extension on
X+ × X− (and due to commutativity, on X− × X+) such that the resulted operation on
X+ ∪X− is a conic involutive uninorm.
It can be shown that for involutive, conic uninorms the extension in Q1 is unique, if exists. In
other words, the underlying t-norm and t-conorm of an involutive uninorm determines the values
of the involutive uninorm on X+ × X− (c.f. Corollary 10.4). This observation motivates the
introducing of the twin-rotation construction (c.f. Definition 10.4).
The same questions have been investigated in [69, 61] for involutive uninorms under the
condition that the underlying universe is a densely ordered, complete chain and t = f . In that
setting it follows that the underlying t-norm and t-conorm uniquely determine (not only the whole
uninorm operation but) one another (c.f. Theorem 10.7). Moreover, the classification problem
(Q2) was solved for involutive uninorms on the real unit interval [0, 1] with t = f provided
that their underlying t-norm (or t-conorm) is continuous (c.f. Theorem 10.8). Those results are
discussed in Section 10.4.
Lemma 10.2 contains some general observations about (not necessarily conic) involutive uni-
norms which will be heavily used in Section 10.5, where we investigate Q2 for finite chains.
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On finite chains a critical notion is the “rank” which measures how f differs from t. We
establish a one-to-one correspondence between positive and negative rank algebras, a connection
which is somewhat similar to the well-known de Morgan duals. This one-to-one correspondence
defines what we call finite skew dualization. Finally, we solve Q2 for the smallest and the largest
possible non-positive ranks.
The section is motivated also by logic. As shown by Metcalfe and Montagna in [88], FLe-
algebras and involutive FLe-algebras are equivalent algebraic semantics for the logics UL and
IUL, respectively. They show, among other results, that UL is standard complete, that is, it
is complete with respect to FLe-algebras over [0, 1]. Since whether IUL is standard complete
remains open, the algebraic investigation of involutive uninorms have certain interest in logic.
We take the following notation from [88]: Substructural fuzzy logics on a countable propo-
sitional language with formulas built inductively as usual from a set of propositional variables,
binary connectives
⊙
,→, ∧, ∨, and constants ⊥, >, f , t, with defined connectives:
¬A =def A→ f
A
⊕
B =def ¬(¬A
⊙¬B)
A↔ B =def (A→ B) ∧ (B → A)
Definition 10.2 MAILL (which is equivalent to FLe with⊥ and>) is the substructural logic
consisting of the following axioms and rules:
(L1) A→ A
(L2) (A→ B)→ ((B → C)→ (A→ C))
(L3) (A→ (B → C))→ (B → (A→ C))
(L4) ((A
⊙
B)→ C)↔ (A→ (B → C))
(L5) (A ∧B)→ A
(L6) (A ∧B)→ B
(L7) ((A→ B) ∧ (A→ C))→ (A→ (B ∧ C))
(L8) A→ (A ∨B)
(L9) B → (A ∨B)
(L10) ((A→ C) ∧ (B → C))→ ((A ∨B)→ C)
(L11) A↔ (t→ A)
(L12) ⊥ → A
(L13) A→ >
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A A→ B
B
(mp)
A B
A ∧B (adj)
Definition 10.3 Uninorm logic UL and involutive uninorm logic IUL are MAILL plus (PRL)
(A→ B) ∧ t) ∨ ((B → A) ∧ t) and UL plus (INV) ¬¬A→ A, respectively.
Among other results it is shown in [88] that IUL is chain-complete. We will show that IUL
extended by the axiom t↔ f does not have the finite model property (c.f. Corollary 10.4).
10.3 Results on Involutive FLe-algebras
Note that the following proposition will be quite helpful in showing the associativity.
Proposition 10.1 A totally ordered commutative po-groupoid (M,≤, ∗◦) is associative if and
only if x ∗◦ (y ∗◦ z) = (x ∗◦ y) ∗◦ z holds for x, y, z ∈M with max(x, y, z) = z.
The following lemma will have a key role in the sequel.
Lemma 10.2 In any involutive FLe-algebra U = 〈X, ∗◦,≤, t, f〉, for x, y ∈ X the following
statements hold true:
1.
¬f = t, (10.1)
x ∗◦ y = ¬(x→∗◦¬y). (10.2)
For t ≤ c, if c is idempotent then
c ∗◦ ¬c = ¬c. (10.3)
2. For any x ∈ X , U has subalgebra on [x,¬x] if and only if it is closed under ∗◦, and x ≤ t∧f .
3. If, in addition, U is bounded then
⊥ ∗◦X = ⊥, 1 (10.4)
> ∗◦ [t,>] = >, (10.5)
(x→∗◦⊥) ∗◦ (¬x→∗◦⊥) = ⊥, (10.6)
⊥ < x→∗◦⊥ implies
x→∗◦⊥ 6≤ f, (10.7)
x ≤ x→∗◦⊥ implies
x→∗◦⊥ ≥ ¬(x→∗◦⊥), (10.8)
1⊥ ∗◦X = {⊥ ∗◦ x | x ∈ X}. The notation of complex multiplication will extensively be used in the sequel. As
well we identify one-element sets with the element itself, for brevity.
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4. If t ≥ f then
¬x ∗◦ ¬y ≤ ¬(x ∗◦ y). (10.9)
In addition,
(a) U has a subalgebra on [c,¬c] iff c ≤ f and c is idempotent.
Proof.
1. To prove ¬f = t substitute x = t into the formula at item 4 in Definition 10.1 and use that
t is the neutral element.
Using that ¬ is an involution and the exportation law, we have x∗◦y = ((x ∗◦ y)→∗◦f)→∗◦f =
(x→∗◦(y→∗◦f))→∗◦f = ¬(x→∗◦¬y). This proves (10.2).
Next, assume t ≤ c, c ∗◦ c = c. Then we have c ∗◦ ¬c = ¬(c→∗◦c) by (10.2). Referring to
c ∗◦ c ≤ c we have c→∗◦c ≥ c by adjointness. On the other hand, for any d > c we have
c ∗◦ d ≥ t ∗◦ d = d > c. Therefore, we have c→∗◦c = c, and hence we obtain c ∗◦ ¬c = ¬c, as
stated in (10.3).
2. The condition is clearly necessary. To see sufficiency we proceed as follows: Referring
to (10.1) and that ¬ is an order-reversing involution, we have that x ≤ t ∧ f implies
¬x ≥ ¬(t ∧ f) = ¬t ∨ ¬f = f ∨ t. Hence t, f ∈ [x,¬x]. Clearly, [x,¬x] is closed under
¬. Using these, and referring to (10.2), a moments reflection shows that a→∗◦b = ¬(a ∗◦ ¬b)
is in [x,¬x] if a, b ∈ [x,¬x]. This shows that [x,¬x] is closed under→∗◦. Therefore [x,¬x]
enriched with the restrictions of the operations of U is a sublgebra of U .
3. To prove (10.4) it suffices to verify ⊥ ∗◦ > = ⊥ due to monotonicity of ∗◦. By (10.2) we
have > ∗◦ ⊥ = ¬(>→∗◦¬⊥) = ¬(>→∗◦>) = ¬> = ⊥.
To see (10.5) observe that > ∗◦ t = > and ∗◦ is non-increasing.
To prove (10.6) we proceed as follows. We have that (x→∗◦⊥)∗◦¬(x→∗◦⊥) = ⊥ is equivalent
to (x→∗◦⊥)→∗◦(x→∗◦⊥) = > by (10.2). It is equivalent to (x→∗◦⊥)→∗◦(x→∗◦⊥) ≥ > which
by adjointness is equivalent to (x→∗◦⊥)∗◦> ≤ x→∗◦⊥. By adjointness it is equivalent to x∗◦
((x→∗◦⊥) ∗◦ >) ≤ ⊥ which holds true since we have x ∗◦ ((x→∗◦⊥) ∗◦ >) = (x ∗◦ (x→∗◦⊥)) ∗◦
> = ⊥ ∗◦ > = ⊥ by associativity, residuation, and (10.4), respectively. This ends the proof
of (10.6).
To prove (10.7) assume the opposite, x→∗◦⊥ ≤ f . Then we had ¬(x→∗◦⊥) ≥ t by (10.1)
and hence we had (x→∗◦⊥) ∗◦ ¬(x→∗◦⊥) ≥ (x→∗◦⊥) ∗◦ t = x→∗◦⊥ > ⊥ contradicting to
(10.6).
Next, referring to (10.6) and the monotonicity of ∗◦, respectively, we have ⊥ = (x→∗◦⊥) ∗◦
¬(x→∗◦⊥) ≥ x ∗◦ ¬(x→∗◦⊥). By adjointness we obtain ¬(x→∗◦⊥) ≤ x→∗◦⊥ as stated in
(10.8).
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4. We have [x ∗◦ y]∗◦ [(x→∗◦f) ∗◦ (y→∗◦f)] = [x ∗◦ (x→∗◦f)]∗◦ [y ∗◦ (y→∗◦f)] ≤ f ∗◦f ≤ t∗◦f = f ,
hence (x→∗◦f) ∗◦ (y→∗◦f) ≤ x ∗◦ y→∗◦f , and thus the proof of (10.9) is concluded.
To prove 4a first observe that conditions f ≤ c and c ∗◦ c = c are necessary because the
subalgebra should contain t and f , and should satisfy (10.4). To see sufficiency, we first
claim ¬c ∗◦ ¬c = ¬c. Indeed, referring to (10.9) we obtain ¬c ∗◦ ¬c ≤ ¬(c ∗◦ c) = ¬c on
one hand. On the other hand, c ≤ f implies ¬c ≥ ¬f = t, therefore we have ¬c ∗◦ ¬c ≥
¬c ∗◦ t = ¬c by monotonicity, hence the proof of ¬c ∗◦ ¬c = ¬c is concluded. This together
with the monotonicity of ∗◦ and the idempotency of c confirms that [c,¬c] is closed under ∗◦.
An application of 2 ends the proof.
Theorem 10.3 Let 〈X, ∗◦,≤, t, f〉 be an involutive FLe-algebra, ⊗ its underlying t-norm and
⊕ its underlying t-conorm acting onX+ andX−, respectively. Then⊗ and⊕ uniquely determine
∗◦ on the following domain:
x ∗◦ y = ¬(x→⊕¬y), if x ∈ X+, y ≤ ¬x. (10.10)
If, in addition, the algebra is conic then
x ∗◦ y = ¬(y→⊗(¬x ∧ t)), if y ∈ X−, y 6≤ ¬x. (10.11)
Proof. First, y ≤ ¬x, that is, x ≤ ¬y implies x ∗◦ t ≤ ¬y which is equivalent to x→∗◦¬y ≥ t.
Thus, x→∗◦¬y ∈ X+. Therefore, x→∗◦¬y = max{z ∈ X | x∗◦z ≤ ¬y} = max{z ∈ X+ | x∗◦z ≤
¬y}which is equal to x→⊕¬y since x ∈ X+. Referring to (10.2) we obtain x∗◦y = ¬(x→∗◦¬y) =
¬(x→⊕¬y), as stated.
Second, y 6≤ ¬x implies y ∗◦ t 6≤ ¬x which is equivalent to y→∗◦¬x 6≥ t. Thus, y→∗◦¬x 6∈ X+.
Using that the algebra is conic we infer y→∗◦¬x ∈ X−.
Therefore, y→∗◦¬x = max{z ∈ X | y ∗◦ z ≤ ¬x} = max{z ∈ X− | y ∗◦ z ≤ ¬x} which is
equal to max{z ∈ X− | y ⊗ z ≤ ¬x} since y, z ∈ X−. Of course, for any p ∈ X− and q ∈ X
we have p ≤ q iff p ≤ q ∧ t. Using it, the latest is equal to max{z ∈ X− | y ⊗ z ≤ ¬x ∧ t}
and, in turn, it is equal to y→⊗(¬x ∧ t) since ¬x ∧ t, y ∈ X−. Referring to (10.2) we obtain
x ∗◦ y = y ∗◦ x = ¬(y→∗◦¬x) = ¬(y→⊗(¬x ∧ t)), as stated.
Corollary 10.4 If an involutive FLe-algebra 〈X, ∗◦,≤, t, f〉 is conic then the underlying t-
norm and t-conorm of ∗◦ uniquely determine ∗◦.
Proof. Let x ∈ X+ and y ∈ X−. If y ≤ ¬x (resp. y 6≤ ¬x) then (10.10) (resp. (10.11)) ends the
proof.
Theorem 10.3 and Corollary 10.4 motivate the following construction:
Definition 10.4 (Twin-rotation construction) Let X1 be a partially ordered set with top el-
ement t, and and X2 be a partially ordered set with bottom element t such that the connected
ordinal sum osc〈X1, X2〉 of X1 and X2 (that is putting X1 under X2, and identifying the top
of X1 with the bottom of X2) has an order reversing involution ¬. Let ⊗ and ⊕ be commuta-
tive, residuated semigroups on X1 and X2, respectively, both with neutral element t. Assume, in
addition, that
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1. in case ¬t ∈ X1 we have x→⊗¬t = ¬x for all x ∈ X1, x ≥ ¬t, and
2. in case ¬t ∈ X2 we have x→⊕¬t = ¬x for all x ∈ X2, x ≤ ¬t.
Denote
U⊕⊗ = 〈osc〈X1, X2〉, ∗◦,≤, t, f〉
where f = ¬t and ∗◦ is defined as follows:
x ∗◦ y =

x⊗ y if x, y ∈ X1
x⊕ y if x, y ∈ X2
¬(x→⊕¬y) if x ∈ X2, y ∈ X1, and x ≤ ¬y
¬(y→⊕¬x) if x ∈ X1, y ∈ X2, and x ≤ ¬y
¬(y→⊗(¬x ∧ t)) if x ∈ X2, y ∈ X1, and x 6≤ ¬y
¬(x→⊗(¬y ∧ t)) if x ∈ X1, y ∈ X2, and x 6≤ ¬y
. (10.12)
Call ∗◦ (resp. U⊕⊗ ) the twin-rotation of ⊗ and ⊕ (resp. of the first and the second partially ordered
monoid).
Proposition 10.5 1. U⊕⊗ in Definition 10.4 is well-defined,
2. it is an involutive FLe-algebra if and only if ∗◦ is associative,
3. Conditions 1 and 2 of Definition 10.4 are necessary for U⊕⊗ to be an involutive FLe-algebra,
4. (10.2) holds,
5. (x ∗◦ y) ∗◦ z ≤ f if and only if x ∗◦ (y ∗◦ z) ≤ f.
6. U⊕⊗ is conic.
Proof. First of all, a moment’s reflection shows that conditions 1 and 2 are not in conflict
when x = ¬t.
If x ≤ ¬y and x ∈ X2 then ¬y ∈ X2 too. Hence one can safely apply→⊕ to x and ¬y and
thus the third row of (10.12) is well-defined. A similar argument works for the fourth row. If
y ∈ X1 then since ¬x ∧ t ∈ X1, the fifth row of (10.12) is well-defined too. A similar argument
works for the sixth row.
We have X1 ∩ X2 = {t}. Therefore we have to verify that the definition of ∗◦ is consistent
on the overlapping parts of its six subdomains, that is, if either x or y is equal to t. Due to the
obvious commutativity of ∗◦ it suffices to consider y = t.
1. First assume x ∈ X1.
(a) If x ≤ ¬t then (using t ∈ X2) x ∗◦ t = ¬(t→⊕¬x) by the fourth row of (10.12), and it
is equal to ¬(¬x) = ¬x since t is the neutral element of ⊕ and ¬ is an involution. On
the other hand (using t ∈ X1) x ∗◦ t = x⊗ t = x by the first row of (10.12) since t is
the neutral element of ⊕.
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(b) If x 6≤ ¬t then x > ¬t since every element in osc〈X1, X2〉 is comparable with t and
thus every element is comparable with ¬t too. Using t ∈ X1 we obtain x∗◦t = x⊗t =
x by the first row of (10.12) since t is the neutral element of ⊕. On the other hand,
(using t ∈ X2) x ∗◦ t = ¬(x→⊗(¬t ∧ t)) by the sixth row of (10.12) which is equal to
¬(x→⊗¬t) since ¬t ≤ t follows from t ≥ x > ¬t. Finally, ¬(x→⊗¬t) is equal to x
by condition 1 in Definition 10.4.
2. Suppose x ∈ X2.
(a) If x ≤ ¬t then (using t ∈ X1) x ∗◦ t = ¬(x→⊕¬t) by the third row of (10.12), and
it is equal to ¬(¬x) = ¬x by condition 2 in Definition 10.4, and using that ¬ is an
involution. On the other hand (using t ∈ X2) x ∗◦ t = x⊕ t = x by the second row of
(10.12) since t is the neutral element of ⊕.
(b) If x 6≤ ¬t then x > ¬t since every element in osc〈X1, X2〉 is comparable with t
and thus every element is comparable with ¬t too. Using t ∈ X2 we obtain x ∗◦ t =
x ⊕ t = x by the second row of (10.12) since t is the neutral element of ⊕. On the
other hand, (using t ∈ X1) x ∗◦ t = ¬(t→⊗(¬x ∧ t)) by the fifth row of (10.12) which
is equal to ¬(t→⊗¬x) since ¬x < t. Finally, ¬(x→⊗¬t) is equal to x by condition 1
in Definition 10.4.
Therefore, U⊕⊗ is well-defined.
The commutativity of ∗◦ is obvious. We have that ∗◦ is non-decreasing, since it is obviously
so on each six subdomains of its domain, and as verified above, the definitions coincide on the
overlapping parts of the subdomains. We have already confirmed above, that t is the neutral
element of ∗◦. Using the monotonicity of ∗◦ it is straightforward that x→∗◦f exists for all x ∈
osc〈X1, X2〉, so it suffices to confirm that x→∗◦f = ¬x. Condition 1 and 2 in Definition 10.4
ensures this on X1 ×X1 and X2 ×X2. On (X1 ×X2) we will prove that x ∗◦ ¬x ≤ f , and that
x ∗◦ y > f whenever y > ¬x. We have x ∗◦ ¬x = ¬(¬x→⊕¬x) by the fourth row. Here, we have
¬x→⊕¬x ≥ t and thus we have ¬(¬x→⊕¬x) ≤ ¬(t) = f . If y > ¬x then y→⊗¬x < t, thus
x ∗◦ y = ¬(y→⊗¬x) > ¬t = f . This ends the proof of 2.
To verify 3 observe that on X1 (resp. X2) ∗◦ coincides with ⊗ (resp. ⊕), and therefore condi-
tions 1 and 2 of Definition 10.4 are just necessary for satisfying 4 in Definiton 10.1.
To verify 4 repeat the proof of (10.2) in Lemma 10.2 (observe that the proof of (10.2) in
Lemma 10.2 does not use the associativity of ∗◦).
To prove 5 first observe that referring to x→∗◦f = ¬x and using the adjointness property,
the statement is equivalent to the so-called rotation invariance of ∗◦ with respect to ¬ which is
formulated as follows: x ∗◦ y ≤ ¬z iff y ∗◦ z ≤ ¬x. By Corollary 1 in [70] the rotation invariance
of ∗◦ with respect to ¬ is equivalent to (10.2). 6 is straightforward and thus the proof is completed.
There exist non-conic involutive FLe-algebras. Those involutive FLe-algebras can not be
constructed by the twin-rotation construction (only partly, if x ∈ X+ and y ≤ ¬x, see (10.10)).
However, as shown in Corollary 10.4, all conic involutive FLe-algebras can be represented by the
twin-rotation construction by starting with the underlying t-norm and t-conorm of the algebra:
               dc_225_11
10.4. INVOLUTIVE FLE-ALGEBRAS ON [0, 1] WITH T = F 165
Corollary 10.6 Any conic FLe-algebra is the twin-rotation of its underlying t-norm and t-
conorm.
Proof. See the proof of Corollary 10.4 and observe that the formulas in (10.10) and (10.11)
coincide with the respective lines of (10.12).
10.4 Involutive FLe-algebras on [0, 1] with t = f
Before proceeding to the finite case, let us recall some related results from Chapters 8 and 9.
In this section we recall a structural description of involutive FLe-algebras on [0, 1] with t = f ,
along with their classification when their underlying t-norm is continuous.
Definition 10.5 [69, 61] For any commutative residuated lattice on a complete and dense
chain 〈X,≤,⊕,→⊕, 1〉, define ⊕• : X ×X → X by x⊕• y = inf{u⊕ v | u > x, v > y}, and call
it the skewed modification of ⊕.
Definition 10.6 [69, 61] Let (L1,≤) and (L2,≤) be complete, dense chains with L1 ⊆ L2.
Let ¬ be an order reversing involution on L2 and let ⊕ be a binary operation on L1. A binary
operation  on ¬(L1) = {¬x | x ∈ L1} is said to be dual to ⊕ with respect to ¬ if it satisfies
x  y = ¬(¬x⊕ ¬y). An operation • on L1 is skew dual to ⊕ with respect to ¬ when ⊕ is
residuated and • is the dual of the skewed modification of ⊕.
Theorem 10.7 [71] Any involutive uninorm on [0, 1] with t = f can be represented by (10.12)
where its underlying t-norm and t-conorm are skew-dual of each other.
In fact, Theorem 10.7 has been proved for a more general setting, namely, the result holds for
all involutive FLe-algebras with t = f such that the underlying universe is a complete, densely
ordered chain and such that the semigroup operation, viewed as a two-place function, has a dense
set of continuity points in the order topology.
Theorem 10.8 [68] For any involutive uninorm on [0, 1] with t = f such that its underlying
t-norm  is continuous, one of the following statements is true:
1.  is order-isomorphic to the product t-norm or
2.  is order-isomorphic to the minimum t-norm or
3.  is order-isomorphic to an ordinal sum with summands all being product t-norms.
10.5 Finite Involutive FLe-chains
In the next section we will focus on which pairs of a t-norm and a conorm define an associative
∗◦, that is, an involutive uninorm via (10.12).
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Definition 10.7 Consider a finite involutive FLe-chain U and denote the cardinality of its
universe by n. It is clear that U is isomorphic to a finite involutive FLe-chain with the universe
{1, 2, . . . , n} ⊂ N, denote it by
Un = 〈{1, 2, . . . , n}, ∗◦,≤, 1, n, t, f〉.
Call t− f the rank of U (or the rank of ∗◦) and denote it by rank(U). It is easy to see that the rank
is well-defined.
Standing assumption: Because of the order-isomorphism which was mentioned in Defini-
tion 10.7, in the sequel we will consider finite involutive FLe-chains solely on the universe
{1, 2, . . . , n} without loss of generality, where n is any positive integer.
Proposition 10.9 Let Un be any finite involutive FLe-chain. Then
1.
f = n+ 1− t.2 (10.13)
2. rank(Un) is even if and only if n is odd.
3. When n > 1, t 6= 1 and 2 ∗◦ 2 ∈ {1, 2}.
4. When n ≥ 3, rank(Un) ≥ 0 then Un has a subalgebra on {2, . . . , n− 1} iff 2 ∗◦ 2 = 2.
5. When n > 1 and moreover rank(Un) ≤ 0, 2 ∗◦ 2 = 2.
Proof. Since the only order-reversing involution on {1, 2, . . . , n} is given by ¬x = n+ 1− x
we obtain x→∗◦f = n + 1 − x for x ∈ {1, 2, . . . , n}. Substitute x = t into it and use (10.1).
Statement 2 follows easily from (10.13). Statement 3 holds since n > 1 and (10.4) implies
1 ∗◦ 2 = 1, whence t 6= 1. Therefore we have 2 ∗◦ 2 ≤ 2 ∗◦ t = 2 using t ≥ 2 and the isotonicity of
∗◦. To verify statement 4 use item 4a in Lemma 10.2 with c = 2. Note that 2 ≤ f always holds
since otherwise we had f = 1, and n ≥ 3 would imply 2 ∗◦ 2 ≤ f since ∗◦ is involutive. To prove 5
we proceed as follows: Referring to 3 assume 2 ∗◦ 2 were equal to 1. Then (2 ∗◦ 2) ∗◦ n = 1 ∗◦ n = 1
by (10.4). On the other hand, we have 2 ∗◦ n > f since 2→∗◦f = ¬2 = n− 1 and since f ≥ t we
obtain 2 ∗◦ n > t. By the monotonicity of ∗◦ we obtain 2 ∗◦ (2 ∗◦ n) ≥ 2 ∗◦ t = 2, a contradiction.
Consider a finite involutive FLe-chain Un = 〈{1, 2, . . . , n}, ∗◦,≤, t, f〉 and denote its under-
lying t-norm (which acts on {1, 2, . . . , t}) and its underlying t-conorm (which acts on {e, t +
1, . . . , n}) by ⊗ and ⊕, respectively. By Corollary 10.6 we have Un = U⊕⊗ .
2Hereafter, + and − refer to addition and subtraction of natural numbers, respectively.
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10.5.1 Finite involutive FLe-chains with non-positive rank
Let U = 〈X, ∗◦,≤, t, f〉 be an involutive FLe-algebra, and ¬ be its order-reversing involution.
Consider Ud = 〈X,⊕,≤, f, t〉, where ⊕ is the (de Morgan) dual of ∗◦ given by
x⊕ y = ¬(¬x ∗◦ ¬y). (10.14)
In general, Ud is not an involutive FLe-algebra because ⊕ may fail to be residuated (in fact, it
will be residuated with respect to the dual ordering relation), and even if it is residuated (for
instance, when the underlying universe is a finite chain; isotone operations on finite chains are
always residuated), condition 4 in Definition 10.1 is usually violated. Since Ud (the dual of U)
is rarely an involutive FLe-algebra one may expect that dualizing is not interesting in our frame-
work. Surprisingly, (a kind of) dualizing deserves attention in the finite chain case: With a slight
modification of (10.14) any involutive FLe-algebra with non-positive rank can be transformed
bijectively into an involutive FLe-algebra with positive rank, as follows:
Definition 10.8 Let n ≥ 1.
1. Let U = 〈{1, 2, . . . , n}, ∗◦,≤, t, f〉 be an involutive FLe-algebra with rank(U) > 0. Define
the following algebra:
U∇ = 〈{1, 2, . . . , n+ 1}, ◦,≤, f + 1, t〉,
where ◦ is the dual of , and  is derived from ∗◦ by adding n+ 1 as a new annihilator to it.
More formally, for x, y ∈ {1, 2, . . . , n+ 1} let
x  y =
{
x ∗◦ y if x, y ∈ {1, 2, . . . , n}
n+ 1 if max(x, y) = n+ 1
and let x ◦ y = ¬(¬x  ¬y), where ¬ is the order-reversing involution of {1, 2, . . . , n}.
2. Let U = 〈{1, 2, . . . , n+1}, ∗◦,≤, t, f〉 be an involutive FLe-algebra, and assume rank(U) ≤
0. Define the following algebra:
U∆ = 〈{1, 2, . . . , n}, ◦,≤, f, t− 1〉,
where ◦ is the restriction of the dual of ∗◦ to {1, 2, . . . , n}.
Motivated by Theorem 10.10 we will call ◦ the skew dual of ∗◦ both at 1. and at 2. above.
Note that neither there exists an involutive FLe-algebra on the one-element chain with positive
rank, nor there exists an involutive FLe-algebra on the two element chain with non-positive rank,
as it is easy to verify (for the latter statement refer simply to (10.4)). Therefore we may assume
without loss of generality n > 1 both in Definition 10.8 and in Theorem 10.10.
Theorem 10.10 (finite skew dualization)
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1. For any involutive FLe-algebra U on {1, 2, . . . , n} with rank k > 0, U∇ is an involutive
FLe-algebra on {1, 2, . . . , n+ 1} with rank 1− k.
2. For any involutive FLe-algebra U = 〈{1, 2, . . . , n + 1}, ∗◦,≤, t, f〉 with rank k ≤ 0, U∆ is
an involutive FLe-algebra on {1, 2, . . . , n} with rank 1− k.
Moreover,
(U∆)∇ = U and (U∇)∇ = U .
Proof. As noticed before Theorem 10.10 we may safely assume n > 1.
To prove that U∇ is an involutive FLe-algebra we proceed as follows. It is easy to verify that 
is a uninorm with unit element t. Therefore ◦ is a uninorm with neutral element ¬t = n+ 2− t =
f +1 3. Since ∗◦ is an involutive uninorm, for x, y ∈ {1, 2, . . . , n}, x∗◦y > f , that is, x∗◦y ≥ f +1
if and only if x > n + 1 − y. As well for , for x, y ∈ {1, 2, . . . , n + 1}, x  y ≥ f + 1 if and
only if x > n + 1− y. Therefore, it is easy to verify that in its dual for x, y ∈ {1, 2, . . . , n + 1},
x ◦ y ≤ ¬(f + 1) = t if and only if x < n + 3 − y, that is, if and only if x ≤ n + 2 − y = ¬y.
Hence, items 3 and 4 in Definition 10.1 are fulfilled with the constant t. Summing up, U∇ is an
involutive FLe-algebra, and as for its rank, rank(U∇) = (f+1)−t = 1−(t−f) = 1−rank(U),
as stated.
To see that the operation ◦ in U∆ is well-defined we proceed as follows: Because of (10.4)
and n > 1 we have t 6= 1, hence by item 5 in Proposition 10.9 we have 2 ∗◦ 2 = 2. Adapting
the notation of (10.14), we have n ⊕ n = ¬(¬n ∗◦ ¬n) = ¬(2 ∗◦ 2) = ¬2 = n. Referring to
monotonicity, we obtain that {1, 2, . . . , n} is closed under ⊕. Hence ◦ is well-defined and it
is a subsemigroup of ⊕. An easy verification shows that f is the unit element of ◦, and thus
◦ is a uninorm, as required at item 2 in Definition 10.1. Since ∗◦ is an involutive uninorm, for
x, y ∈ {1, 2, . . . , n + 1}, x ∗◦ y > f if and only if x > n + 2 − y. Therefore, it holds that in its
dual for x, y ∈ {1, 2, . . . , n+ 1}, x⊕ y < ¬f = t if and only if x < n+ 2− y. It implies that, for
x, y ∈ {1, 2, . . . , n} we have x⊕ y ≤ t− 1 if and only if x ≤ n + 1− y. Note that n+ 1− y is
the order-reversing involution of the n-element chain {1, 2, . . . , n}. Hence, both items 3 and 4 in
Definition 10.1 are fulfilled with the constant t−1. Summing up, U∆ is an involutive FLe-algebra,
and as for its rank, rank(U∆) = f − (t− 1) = 1− (t− f) = 1− rank(U), as stated.
Finally, (U∇)∇ = U follows immediately from the respective definitions, and (U∆)∇ = U
follows from the definitions by using (10.4); those verifications are left for the reader.
10.5.2 Finite involutive FLe-chains with positive rank
As a corollary of Theorem 10.10, it is sufficient to investigate finite involutive FLe-chains with
positive rank only. Indeed, any theorem about a positive rank algebra can readily been trans-
formed into a corresponding theorem about a non-positive rank algebra by applying the bijection
mentioned above. We will refer to this fact as finite skew duality in the sequel.
3Note that ¬ is the involution of the n+ 1-element chain and not the original n-element chain.
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We will characterize some subclasses of finite involutive uninorm chains in terms of their under-
lying t-norm and t-conorm operations based of the notion of rank. The ‘if’ part of each character-
ization can be shown by giving a method of constructing finite involutive uninorm chains with a
given rank, while the ‘only if’ part states that this construction covers all finite involutive uninorm
chains with the given rank.
The smallest possible positive rank is 1. The next theorem treats this case.
Theorem 10.11 (rank 0, rank 1) Let n ≥ 1. Then, ∗◦ is a finite involutive uninorm on the
chain {1, 2, . . . , n} with rank 0 (resp. rank 1) iff n is odd (resp. n is even) and
x ∗◦ y =
{
min(x, y) if x ≤ ¬y
max(x, y), if x > ¬y . (10.15)
Proof. Denote the underlying universe of the algebra by {1, 2, . . . , n}. If the rank is 0, that is,
t = f , then (10.13) shows that n is odd, and by denoting k = n+1
2
we have t = f = k. If the
rank is 1, that is, t = f + 1, then (10.13) shows that n is odd, and by denoting k = n+2
2
we have
f = k − 1, t = k.
The theorem holds obviously when either n = 1 or n = 2. So we may safely assume n ≥ 3. Note
that k ≥ 2 in this case. We have
1 ∗◦ {1, 2, . . . , n} = 1 and n ∗◦ {k, k + 1, . . . , n} = n. (10.16)
by (10.4) and (10.5), respectively.
Next we show 2 ∗◦ 2 = 2. Referring to item 3 in Proposition 10.9, suppose otherwise. That
is, 2 ∗◦ 2 = 1. Then we have 2→∗◦1 ≥ 2 and hence 2→∗◦1 ≥ ¬(2→∗◦1) by (10.8). Thus we
can infer 2→∗◦1 ≥ k = t which together with the monotonicity of ∗◦ and (10.6) implies 1 =
(2→∗◦1) ∗◦¬(2→∗◦1) ≥ t ∗◦¬(2→∗◦1) = ¬(2→∗◦1). This implies 2→∗◦1 = n, that is 2 ∗◦n = 1 which
contradicts to 2 ∗◦ n ≥ 2 ∗◦ t = 2.
Referring to item 4 in Proposition 10.9, we can derive a contradiction either by using induction
on n or by assuming a minimal counterexample for (10.15). Finally, an easy verification shows
that the operation given in (10.15) is an involutive uninorm algebra, hence the proof is completed.
According to finite skew duality it is enough to prove Theorem 10.11 only for rank 1 since an
application of Theorem 10.10 for the rank 1 case immediately yields also Theorem 10.11 for rank
0.
Corollary 10.12 IUL plus t↔ f does not have the finite model property.
Proof. It has been shown in [88] that IUL is complete with respect to the class of involute
FLe-chains. Idempotency is easily falsified by taking a suitable involutive uninorm on [0, 1] which
satisfies t = f . For example one can take the involutive uninorm at item 1 in Theorem 10.8. We
remark that this uninorm can be considered as the symmetrization of the dual of the product t-
norm (cf. [68]), and as well as a representative of the class of representable uninorms (see [36]
where representable uninorms are called aggregative operators). On the other hand, it follows
from Theorem 10.11 that all finite involutive uninorms obey idempotency.
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Definition 10.9 A finite involutive FLe-algebra 〈{1, 2, . . . , n}, ∗◦,≤, t, f〉 is>⊥-indecompos-
able if it has no subalgebra on [2, . . . , n− 1].
Remark 10.13 Observe that the solving of Q2 for finite chains requires only to investigate
>⊥-indecomposable algebras: To show it, consider a finite involutive uninorm ∗◦ on {1, 2, . . . , n}
with a positive rank. If ∗◦ is not >⊥-indecomposable then it has a subalgebra on {2, . . . , n − 1}
and thus we have 2→∗◦(n− 1) ≤ n − 1 which implies 2 ∗◦ n = n. Therefore, in addition to
(10.16), n ∗◦ {2, 3, . . . , n} holds also, that is, the Cayley table of ∗◦ is uniquely determined by
the Cayley table of the subalgebra, which is either >⊥-indecomposable or has a subalgebra on
{3, . . . , n− 2}, etc.
Denote  the drastic t-norm on {1, 2, . . . , n} by
x y =
{
1 if x, y < n
min(x, y) otherwise . (10.17)
Theorem 10.14 (rank 2) Let n ≥ 3 odd. Then, ∗◦ is a >⊥-indecomposable finite involutive
uninorm on the chain {1, 2, . . . , n} with rank 2 if and only if its underlying t-norm (resp. t-
conorm) is  on the n+3
2
-element chain (resp. an arbitrary t-conorm on the n−1
2
-element chain).
Proof.
1. Denote ∗◦ the monoidal operation of an involutive uninorm on {1, . . . , n} with rank 2. Item
2 in Proposition 10.9 shows that n is odd, and using t = f + 2 and by denoting k = n+3
2
we obtain f = k − 2 and t = k. Since the rank is 2, we have n ≥ 3 and thus k ≥ 3. If
2∗◦2 = 2 then item 4 in Proposition 10.9 shows that the algebra is not>⊥-indecomposable.
Therefore, by item 3 in Proposition 10.9, we have 2 ∗◦ 2 = 1. This yields 2 ≤ 2→∗◦1 and
thus we obtain that t − 1, which is the fixed point of ¬, is less than or equal to 2→∗◦1 by
(10.8). In fact, we have 2→∗◦1 = t− 1 since 2 ∗◦ t = 2. Hence we have (t− 1) ∗◦ (t− 1) =
(t− 1)∗◦¬(t− 1) = 1 by (10.6). By the monotonicity of ∗◦we have [1, t− 1]∗◦[1, t− 1] = 1
and thus the proof of 1. is concluded.
2. Denote ∗◦ the monoidal operation of U⊕ . Since the rank is 2 we have t = n+32 and f = n−12
by (10.13). Here, we will verify only the associativity of ∗◦, as the rest is immediate.
Referring to (10.2) and (10.17), for any 1 < x < t, we have
x ∗◦ n = ¬(x→∗◦1) = ¬(t− 1) = f + 1. (10.18)
Therefore, by monotonicity, we have x, y ≥ t and hence x ∗◦ y = x⊕ y whenever x ∗◦ y ≥ t.
This, together with the associativity of ⊕ yields
(x ∗◦ y) ∗◦ z = x ∗◦ (y ∗◦ z) (10.19)
when either (x ∗◦ y) ∗◦ z ≥ t or x ∗◦ (y ∗◦ z) ≥ t.
So, we are going to prove (10.19) holds when either (x ∗◦ y) ∗◦ z ≤ f or x ∗◦ (y ∗◦ z) ≤ f .
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By item 5 in Proposition 10.5 we have
(x ∗◦ y) ∗◦ z ≤ f if and only if x ∗◦ (y ∗◦ z) ≤ f. (10.20)
Now assume (x ∗◦ y) ∗◦ z ≤ f and consider the following three cases:
• Assume x, y ≥ t and z ≤ t. Since (x ∗◦ y) ∗◦ z ≤ f , we have (x ∗◦ y) ∗◦ z =
¬(x⊕ y→⊕¬z) by (10.12). By (10.20) we have x ∗◦ (y ∗◦ z) ≤ f and hence we have
x ∗◦ (y ∗◦ z) = ¬(x→⊕¬(y ∗◦ z)) by (10.12). Referring to x ∗◦ (y ∗◦ z) ≤ f again,
we have x ≤ ¬(y ∗◦ z) and hence we have t ≤ ¬(y ∗◦ z). Therefore, we obtain
y ∗◦ z ≤ ¬t = f and hence y ∗◦ z = ¬(y→⊕¬z) holds by (10.12). Consequently,
¬(x→⊕¬(y ∗◦ z)) = ¬(x→⊕¬(¬(y→⊕¬z))) = ¬(x→⊕(y→⊕¬z)) holds, and thus
(x ∗◦ y) ∗◦ z and x ∗◦ (y ∗◦ z) are clearly equal.
• Assume x, z ≥ t and y ≤ t. Then we have (x ∗◦ y) ∗◦ z = z ∗◦ (x ∗◦ y) = (z ∗◦ x) ∗◦ y =
(x ∗◦ z) ∗◦ y = x ∗◦ (z ∗◦ y) = x ∗◦ (y ∗◦ z) by using commutativity and the result in the
previous case.
• Assume x ≥ t and y, z ≤ t. If any of y or z is equal to t then (x ∗◦ y) ∗◦ z is clearly
equal to x ∗◦ (y ∗◦ z); so we may assume y, z < e. Since x ≥ t and y < e we have that
x ∗◦ y ≤ n ∗◦ y = f + 1 < e by (10.18). Therefore, we have (x ∗◦ y) ∗◦ z ≤ (f + 1) ∗◦ z =
(f + 1)  z = 1. On the other hand, we have x ∗◦ (y ∗◦ z) = x ∗◦ (y  z) = x ∗◦ 1 = 1
by (10.4).
• If x, y, z ≤ t then both (x ∗◦ y) ∗◦ z and x ∗◦ (y ∗◦ z) are equal to x y  z.
By Proposition 10.1, (10.19) follows from them. Summing up what we obtained that
(10.19) holds if either (x ∗◦ y) ∗◦ z or x ∗◦ (y ∗◦ z) is in [1, f ] ∪ [t, n]. Therefore (10.19)
holds as well if (x ∗◦ y) ∗◦ z = t− 1.
Corollary 10.15 Let Cn be the number of conorm operations on an n-element chain. Then the
number of >⊥-indecomposable involutive uninorms on an n-element chain with rank 2 equals
to Cn−1
2
. Also the number of involutive uninorms on an n-element chain with rank 2 equals to
n−1
2∑
i=1
Ci.
Proof. The first statement is a straightforward consequence of Theorem 10.14, the second
follows by an easy induction whose induction step is described in Remark 10.13.
In the spirit of finite skew duality, from Theorem 10.14 we obtain the characterization for the −1
rank case:
Corollary 10.16 (rank -1) Let n be an even number such that n ≥ 4. Then, ◦ is a finite
involutive uninorm on the chain {1, 2, . . . , n} with the rank−1 satisfying (n− 1)◦(n− 1) = n if
and only if its underlying t-norm (resp. t-conorm) is a t-norm⊗ on the n
2
-element chain satisfying
2⊗ 2 = 2 (resp. the dual of  on the n+2
2
-element chain).
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Proof. First observe that>⊥-indecomposability of a uninorm ∗◦ of a positive rank on a chain with
at least three elements is equivalent to the condition that 2 ∗◦ 2 = 1 by item 4 in Proposition 10.9.
Thus the condition (n− 1) ◦ (n− 1) = n follows from the skew duality (see Theorem 10.10.i).
Denote m = n − 1, and apply Theorem 10.10 for the m-element chain in Theorem 10.14. We
have m ∗◦m = m by (10.5), and hence the construction of U∇ in Definition 10.8 ensures 2 ◦ 2 =
2⊗ 2 = 2. On the other hand, 2 ◦ 2 = 2 must hold by the item 5 in Proposition 10.9.
The biggest possible rank on the n-element chain is n − 1; in fact this happens when the unit
element t is equal to n and thus f is equal to 1. It is straightforward to verify that algebras of the
rank n− 1 coincide with Girard monoids on finite chains. Using the twin-rotation construction it
can be reformulated as follows:
Proposition 10.17 (rank n-1) Let n ≥ 1. Then, ∗◦ is a finite involutive uninorm on the chain
{1, 2, . . . , n} with rank n − 1 if and only if its underlying t-norm (resp. t-conorm) is a Girard
monoid on the n-element chain (resp. the t-conorm on the one-element chain).
Again, in the spirit of the finite skew duality, from Proposition 10.17 we obtain the characteriza-
tion for the smallest possible rank:
Corollary 10.18 (rank 3-n) Let n ≥ 2. Then, ∗◦ is a finite involutive uninorm on the chain
{1, 2, . . . , n} with rank 3− n if and only if its underlying t-norm (resp. t-conorm) is the (unique)
t-norm, namely, the minimum, on the two-element chain (resp. the dual of any Girard monoid on
the n− 1-element chain).
Proof. Denote m = n − 1, and apply Theorem 10.10 for the m-element chain in Proposi-
tion 10.17.
Theorem 10.19 (rank n-3) Let n ≥ 3. Then, ∗◦ is a finite involutive uninorm on the chain
{1, 2, . . . , n} with rank n − 3 if and only if its underlying t-norm satisfies condition 1 in Defini-
tion 10.4 and its underlying t-conorm coincide with the maximum operation on the two-element
chain.
Proof. Since the rank of ∗◦ is n − 3 it follows that t = n − 1 and f = 2. Since t = n − 1,
it follows that the universe of the underlying t-norm and t-conorm has n − 1 and 2 elements,
respectively. There is only one t-norm on the two-element chain, namely the minimum operation,
hence the underlying conorm of ∗◦ should be equal to it.
Thus, by Proposition 10.5, it remains to prove that the twin-rotation ∗◦ of ⊗ and ⊕ is asso-
ciative, where ⊗ is any t-norm on an n − 1-element chain which satisfies condition 1 of Defini-
tion 10.4, and⊗ is the minimum operation on the two-element chain. To this end, assume (10.12)
with X1 = {1, 2, . . . , n − 1} and X2 = {n − 1, n} and also with ⊗ and ⊕ as above. We will
frequently use (10.12) in the rest of the proof without explicitly referring to it. Note that we have
n ∗◦ 1 = ¬(n→⊕¬1) = ¬(n→⊕n) = ¬n = 1 and thus, for x ∈ {1, 2, . . . , n} we have
x ∗◦ 1 = 1. (10.21)
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Referring to Proposition 10.1 it is enough to check
(x ∗◦ y) ∗◦ z = x ∗◦ (y ∗◦ z) (10.22)
for max(x, y, z) = z. Therefore, we can safely assume z = n. In fact, if z < n then we have
x, y < n, and using the fact that ∗◦ coincides with ⊗ on {1, 2, . . . n − 1} we obtain (x ∗◦ y) ∗◦ z =
(x⊗ y)⊗ z = x⊗ (y ⊗ z) = x ∗◦ (y ∗◦ z), as required. In addition we may assume x, y > 1 since
by referring to (10.21), both sides of (10.22) are equal to 1 if any of x and y is 1.
i. If x = y = n or if x = n and y < n then (10.22) clearly holds true.
ii. Assume x < n and y = n. Referring to item 4 in Proposition 10.5 twice we have
(x ∗◦ n) ∗◦ n = ¬(x ∗◦ n→∗◦¬n) = ¬(x ∗◦ n→∗◦1) = ¬(¬(x→∗◦1)→∗◦1), whereas by (10.5)
we have x ∗◦ (n ∗◦ n) = x ∗◦ n = ¬(x→∗◦1). Thus we need to verify ¬(x→∗◦1)→∗◦1 = x→∗◦1.
By monotonicity we have ¬(x→∗◦1)→∗◦1 = ((x→∗◦1)→∗◦2)→∗◦1 ≤ ((x→∗◦2)→∗◦2)→∗◦1 =
x→∗◦1 so it remains to prove ¬(x→∗◦1)→∗◦1 ≥ x→∗◦1. By the adjointness property it is
equivalent to (x→∗◦1) ∗◦ ¬(x→∗◦1) ≤ 1 which holds by (10.6).
iii. Assume x, y < n. Then (x ∗◦ y) ∗◦ n = ¬(x ∗◦ y→⊗¬n) = ¬(x ∗◦ y→⊗1) = ¬(x⊗ y→⊗1),
whereas x ∗◦ (y ∗◦ n) = x ∗◦ ¬(y→⊗1). Now if ¬(y→⊗1) = n then x ∗◦ ¬(y→⊗1) =
¬(x→⊗¬(¬(y→⊗1))) = ¬(x→⊗(y→⊗1)) and so the two sides are equal. If ¬(y→⊗1) <
n then x∗◦¬(y→⊗1) = x⊗¬(y→⊗1) so it suffices to prove x⊗¬(y→⊗1) = ¬(x⊗ y→⊗1).
Now, observe that we have x ⊗ ¬(y→⊗1) = ¬((x⊗ ¬(y→⊗1))→⊗f) which is equal to
¬(x→⊗(¬(y→⊗1)→⊗f)) = ¬(x→⊗(y→⊗1)) which in turn is equal to ¬(x⊗ y→⊗1) and
the proof is ended.
Corollary 10.20 (rank 5-n) Let n ≥ 5. Then, ∗◦ is a finite involutive uninorm on the chain
{1, 2, . . . , n} with rank 5 − n if and only if its underlying t-norm coincide with the minimum
operation on the three-element chain, and its underlying t-conorm satisfies condition 2 in Defini-
tion 10.4.
Proof. Denote m = n − 1, and apply Theorem 10.10 for the m-element chain in Theo-
rem 10.19. It is immediate from the construction that the underlying t-conorm coincide with the
minimum operation on the three-element chain. An immediate consequence of Theorem 10.10 is
that the underlying t-norm of a positive rang algebra satisfies condition i in Definition 10.8 if and
only if the underlying t-conorm of its skew dual satisfies condition ii in Definition 10.8.
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