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Abstract: An important issue of ensuring the quality of service on multiservice networks is 
the correct calculation of their capacity. The proposed numerical methods for 
assessing the quality characteristics in various disciplines of service applications 
are time-consuming and do not allow you to quickly manage the resources of the 
network. In this paper, it is proposed to choose the right from an economic point of 
view, the optimal resource multiservice network. 
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МОДЕЛЬ ПРОПУСКНОЙ СПОСОБНОСТИ СЕТЕЙ ПРИ 
ОБСЛУЖИВАНИИ МУЛЬТИСЕРВИСНОГО ТРАФИКА 
 
Аннотация: Важным вопросом обеспечения качества обслуживания на мультисервисных 
сетях является правильный расчет их пропускной способности. 
Предложенные численные методы оценки характеристик качества при 
различных дисциплинах обслуживания заявок являются трудоемкими и не 
позволяют оперативно управлять ресурсами сети. 
В данной работе предлагается выбрать правильный с экономеческой точки 
зрения оптимальный ресурс  мультисервисной сети. 
Ключевые 
слова: 
Мультисервисная сеть, системы массового обслуживания (СМО), пропускная 
способность сетей, потоки c параметрами, определение вероятности, 
предложенная математическая модель. 
 
Основным теоретическим аппаратом исследования систем обслуживания является 
теория массового обслуживания. Значительная часть исследований по теории массового 
обслуживания посвящена изучению функционирования систем обслуживания в стационарном 
режиме [1,2,3]. Между тем как показано выше, одним из важных вопросов является проведение 
исследований систем обслуживания с переменной интенсивностью поступления запросов. 
Изучению таких систем обслуживания посвящено сравнительно мало работ [4]. 
Пропускная способность сети определяется как среднее количество информации, 
переданной между всеми узлами сети в единицу времени. 
Мультисервисная сеть обслуживает потоки вызовов, порожденные различными 
услугами, такие как: телефонные, вызовы передачи данных, видео и т. д. Разные виды услуг 
требуют разные сетевые ресурсы и характеризуются разными показателями качества 
обслуживания. 
В данной работе предлагается обобщенная модель мультисервисной сети, которая 
представлена на рисунке 1. 
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Математическую модель сети, описывающую процесс без приоритетного обслуживания 
мультисервисного трафика, можно представить в виде системы массового обслуживания 
(СМО), содержащей V полнодоступных включенных приборов (каналов), на которые поступают 
n простейших потоков с параметрами λk, k = 1, …, n. Каждая поступающая заявка k – го потока 
для своего обслуживания требует наличия bk свободных каналов, которые занимаются 
одновременно на случайное время, распределенное по показательному закону с параметром μk. 
Если в момент поступления заявок с потоков с номерами 1, …, m отсутствует достаточное число 
свободных приборов, то эти заявки получат отказ в обслуживании (теряются) и в дальнейшем 
не оказывают влияния на работу системы обслуживания. При отсутствии достаточного числа 
свободных приборов, поступающие заявки потоков с номерами m+1, …, n ставятся в очередь 
для ожидания начала обслуживания. Выбор заявок из очереди на обслуживание производится 
в порядке их поступления. 
Отказ в обслуживании обслуживания
Имеется ли достаточное число свободных каналов?
Имеется ли достаточное число свободных каналов?
Ожидание начала обслуживания
1
2
V
Нет
Нет
Рисунок 1. Обобщенная модель мультисервисной сети. 
 
Под сетью массового обслуживания понимают совокупность систем массового 
обслуживания, в которой заявки циркулируют от внешнего источника за пределы сети [5]. 
Сети бывают разомкнутыми, замкнутыми, смешанными и однородными. Разомкнутые 
(открытые) – относительно всех классов заявок. Замкнутой – если сеть замкнута относительно 
всех классов заявок. Смешанные – открыта сеть относительно некоторых классов заявок и 
замкнута относительно остальных классов. Однородная – если все заявки принадлежат только 
одному классу. 
Для получения расчетных соотношений в аналитическом виде приняты следующие 
упрощающие предположения относительно процесса обслуживания мультисервисного 
трафика в ТС:b1=b2= … =bn=1 и μ1=μ2= … =μn =1. Данное предположение позволяет под 
состоянием системы рассматривать общее число заявок, находящихся в системе на 
обслуживании и на ожидании без указания того, к каким потокам они относятся. 
Необходимость учета наличия двух классов потоков, обслуживаемых на базе различных 
дисциплин, требует рассмотрения СМО с двумя входящими потоками с параметрами. 
Λ1 = ∑ λi и 
m
i=1
Λ2 = ∑ λi
n
i=m+1
. 
Другим упрощающим предположением является принятие входящего потока заявок 
многомерным простейшим потоком с интенсивностями λk, k=1, …, n. 
Дисциплина обслуживания сообщений определяется способом обслуживания (с 
потерями, с ожиданием, комбинированное обслуживание), порядком обслуживания (в порядке 
поступления, в случайном порядке и др.), наличием преимуществ (приоритетов) в 
обслуживании сообщений отдельных потоков, законом распределения длительности 
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обслуживания. Способ обслуживания сообщений выбирается с учетом особенностей 
передаваемого потока сообщений (нагрузки). Передача аудио и видео сообщений должна 
осуществляться без задержек в реальном масштабе времени, а при передаче текстов, 
неподвижных изображений, файлов и др. допускают задержку. Ввиду того, что в сети 
обслуживаются совокупность всех этих потоков, то ее моделью будет СМО с комбинированным 
способом обслуживания заявок. При этом заявки определенной части потоков обслуживаются 
по дисциплине с явными потерями, а для другой части потоков имеет место дисциплина 
обслуживания с ожиданием. 
Таким образом, в дальнейшем будет рассматриваться модель СМО, состоящая из V полно 
доступно включенных приборов обслуживания, на которые поступают заявки двух потоков 
Пуассона с параметрами Λ1 и Λ2, соответственно. При наличии свободного прибора 
поступившая заявка, независимо какому потоку она относится, занимает его на случайное 
время, распределенное по показательному закону с параметром μ=1. В случае отсутствия 
свободного прибора поступившая заявка первого потока получит отказ, а поступившая заявка 
второго потока ставится в очередь на ожидание, причем количество мест для ожидания не 
ограничено. Заявки первого и второго потоков обслуживаются в порядке поступления, и не 
имеют каких - либо приоритетов друг перед другом. Требуется определить вероятность 
различных состояний системы и на их основе показатели качества обслуживания сообщений. 
В работе получены следующие выражения для расчета вероятностного состояния 
системы. 
 
 
 
 
 
 
 
 
 
 
 
где 
𝐸𝑖,𝑉(𝑌) =
𝑌𝑖
𝑖!
∑
𝑌𝑖
𝑖!
𝑉
𝑗=0
;  𝐸𝑉(𝑌) =
𝑌𝑉
𝑉!
∑
𝑌𝑗
𝑖!
𝑉
𝑗=0
. 
 
Для потоков первого рода, где дисциплина обслуживания является с явными потерями, 
количественная оценка качества обслуживания заявок производится на основе вероятности 
потерь по вызовам - Pв, по нагрузке – Рн и по времени – Pt. Эти потери равны друг другу и 
называются просто вероятностью потерь Р. Для расчета вероятности потерь получено 
следующее выражение [6]. 
𝑃 = 𝑃(𝛾 > 0) =
𝐸𝑉(𝑌)
1 −
𝑌2
𝑉
[1 − 𝐸𝑉(𝑌)]
 
Выражение для расчета функции распределения времени ожидания потоков второго 
класса имеет вид: 
𝑃(𝛾 > 𝑡) = 𝑃(𝛾 > 0)𝑒−(𝑉−𝑌2)𝑡 
Для количественной оценки качества обслуживания второго потока также используют 
функцию распределения времени ожидания задержанных заявок – 𝑃3(𝛾 > 𝑡). Величину 
𝑃3(𝛾 > 𝑡)можно определить из следующей формулы. 
𝑃3(𝛾 > 𝑡) =
𝑃(𝛾 > 𝑡)
𝑃(𝛾 > 0)
= 𝑒−(𝑉−𝑌2)𝑡  
𝑃𝑖= 
𝐸𝑖,𝑉(𝑌)
1 + 𝐸𝑉(𝑌)
𝑌2
𝑉−𝑌2
, 0 ≤ 𝑖 ≤ 𝑉 
 𝐸𝑉(𝑌) (
𝑌2
𝑉
)
1 + 𝐸𝑉(𝑌)
𝑌2
𝑉−𝑌2
, 𝑖 > 𝑉, 
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Разработана модель и предложена методика расчета вероятностно-временных 
характеристик СМО с комбинированным способом обслуживания заявок, адекватно 
характеризующие процесс передачи по линиям сетей доступа мультисервисной нагрузки при 
наличии и отсутствии приоритетов в обслуживании. Полученные в явном виде выражения 
позволят выбрать ресурс линий сетей доступа так, чтобы обеспечивались нормированные 
характеристики качества обслуживания вызовов. 
Заключение. Таким образом предложенная математическая модель мультисервисной 
сети при без приоритетном обслуживании заявок позволяет выбрать правильный с 
экономической точки зрения оптимальный ресурс мультисервисной сети и оперативно 
реагировать на изменение ситуации в сетях. 
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