This paper evaluates the comparative performance of adaptive and conventional square law detectors for inputs consisting of finite bandwidth signals in white Gaussian noise. The comparative perfOrmance of two distinct ALE augmented detector implementations will be provided. Performance is determined on the basis of ROC curves for a range of signal bandwidths, ALE bulk delays, ALE time constants, ALE frequency resolutions, and postdetection integration times for the ALE augmented detectors. These curves are evaluated to determine the best choice of ALE parameters for various input signal conditions, the sensitivity in performance to that choice, and the comçarative performance of the conventional and ALE augmented detectors. Monte Carlo simulation is used to generate the ROC curves on which the performance analysis is based.
Introduction
The use of a Least Mean Square (LMS) adaptive transversal filter configured as an Adaptive Line Enhancer (ALE) to increase the signal to noise ratio (SNR) of sinusoidal signals in noise is discussed in . Previous studies have shown that ALE augmented detection processors can provide superior performance to conventional nonadaptive detectors for inputs consisting of sinusoids in nonstationary noise 161. The robustness of ALE augmented detection processors in rionstationary noise is de to the coise suppression properties of the AtE filtering operation as discussed in [3, 5] , and [6] . It is shown analytically in [81 , however, that there is a gradual degradation in ALE performance as the input signal bandwidth, a, increases with respect to the ALE frequency resolution, j3, where Ii = f5/L Hz. Finally, it is shown in [8] that ALE sensitivity to the choice of the bulk delay parameter increases as the signal bandwidth increases due to the increased signal decorrelation between the primary and reference inputs of the processor.
The ROC performance of an ALE output detector was analyzed for inputs consisting of sinusoidal signals in white noise in [6] . It is shown that the probability density functions (pdf's) for the ALE output detectors are considerably more complex than the equivalent density functions for conventional detectors [6] . The ROC performance of a different adaptive detector implementation which derives a detection statistic from discrete Fourier transforms (DFTs) of the ALE weights is analyzed in [7] . The complexity of the ALE transfer functions for bandlimited signals in white noise derived in [8] and [9] indicate that a detailed analysis of the ROC performance of ALE augmented detectors for finite bandwidth signals is a difficult, if not intractable, task. In this paper, comparative ROC curves for both conventional and ALE augmented detectors for inputs consisting of a finite bandwidth signal in white Gaussian noise will •be derived on the basis of Monte Carlo simulation. San Diego, CA 92152
HOC curves are derived for a range of signal bandwidths, ALE frequency resolutions, ALE bulk delays, ALE time constants, TA, and postdetection integration times, T5, of the ALE augmented processor. These HOC curves are evaluated to determine the best choice of ALE parameters for various input conditions, the sensitivity in performance to that choice, and the comparative performance of these two distinct adaptive detector implementations. The performance of ALE augmented detectors is compared to that of conventional detectors for known input conditions where the conventional detector is known to provide nearly optimal performance for the case of unknown signal phase and unknown signal center frequency [10] . The compdsite filter overlap requirements needed to attain optimal performance in the case of unknown signal center frequency is discussed in [10] and is not addressed in this study.
Adaptive Detector Implementations

ALE Output Detector
As illustrated in Figure 1 , the ALE consists of an L-weight linear prediction filter in which the filter coefficients, w(k) are updated at the input sampling rate, f5. The adaptive filter output r(k) is defined by 
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The filter output r(k) is sampled by a K-point DFT at a rate f5. The DFT is then magnitude squared and integrated to provide the detection statistic for the ALE output detector as indicated in Figure 2 .
ALE Weight Detector
The ALE weight detector implementation was first proposed in [1] and analyzed by Reeves in [71. As discussed in [7] , detection is based on a single L-point DFT of the ALE weight vector after the ALE has processed N data points, where L << N. The detection statistic is formed from the magnitude squared output of the L-point DFT. Postdetection integration is not employed in this implementation.
a Simulation Configuration A Monte Carlo simulation was made by passing either white noise or a signal and white noise through both the ALE augmented and conventional detection systems illustrated in Figure 2 . Results included the pdf's of the ALE augmented detector output as a function of the postdetection integration time constant and comparative ROC curves for various input conditions. For this study T and f5 were held constant and a, SNR, L, TA, , and Ts were varied. in all cases T = 128 sec, 1024 Hz, the input noise bandwidth was 512 Hz, and the signal center frequency was bin-centered with respect to the output FFT. The FFT resolution 2 is equal to f5/K. The input consisted of a sampled zero-mean white Gaussian process summed with a narrowband signal. The narrowband signal consisted of a finite bandwidth tonal. The signal was generated by passing a zero mean, white Gaussian noise process through a single pole filter and translating the filtered output up to a high frequency. The response time of the filter, 1/a, the frequency of the carrier and the power of the resulting narrowband process were all program controllable. The output of the two ALE augmented systems was sampled at every system response time T and processed by the appropriate statistical analysis. A simultaneous simulation of a conventional narrowband processor was also performed as shown in Figure 2 . In all cases, an exponential weighted postdetection integrator was used in the ALE output detector and conventional detection processors. The integrated outputs for both processors were obtained by rectangular windowing of the data without overlapping the time series.
398
For the noise only condition, at least 300,000 independent test samples were used to generate noise only pdf's and to determine the threshold required for a given probability of false alarm (PEA). A total of at least 630 independent samples was made at each input SNR for the signal plus noise input condi- 
T = TA + Ts
Decreasing rA has the effect of decreasing the FA due to the smoothing of the noise only probability distributions by the postdetection integration process. If TA is made too small, however, the increased algorithm noise will dominate the smoothing effects of the postdetection integrator. This tradeoff in performance isdiscussed in [11] .
Extensive simulations were performed to determine the optimal ratio of TAfT for T 128 sec for the ALE output detector. 
Performance Sensitivity to ALE Bulk Delay
The ALE can provide SNR enhancement if the signal correlation time exceeds the noise correlation time 17, 81. For signals embedded in white Gaussian noise, any selection of 1 will decorrelate the background noise. As the noise correlation increases, progressively larger values of are, required. As indicated in [111, the detection loss due to signal decorrelation increases for increasing /. as the signal bandwidth is increased. The optimal choice of is the smallest value which will provide decorrelation of the noise in which the signal is embedded. A fixed value of = 2 samples was selected for both adaptive detector implementations in the ROC performance analysis discussed below.
Performance Sensitivity to the Number of Adaptive Filter Weights
The D for a fixed FA, SNR, TA, , and T is plotted as a function of the ratio of L/K in Figure 4 . This figure illustrates that the ALE filter length which is necessary to provide maximum P0, decreases as the signal bandwidth increases. For the cases shown here, the maximum D occurs where a = 13i for all values of a considered. This indicates that performance of both the ALE output detector and the ALE weight detector isoptimized by matching the ALE frequency resolution to the signal bandwidth. A general increase in the performance sensitivity to the choice of L is indicated in Figure 4 as the signal bandwidth increases. It is shown in [81 and [9] that a loss in performance for L > f5/a can be expected because the end weights of the filter primarily contribute additional algorithm noise to the ALE output. This occurs because the correlation between x(k) and x(k-i-i) becomes small as iL for L > f5/a. Figure 4 illustrates that the performance of the ALE output detector is superior to that of the ALE weight detector.
optimal value of L is used to match the ALE frequency resolution to the signal bandwidth. Equivalent results for the ALE weight detector are shown in Figure 5b . The dashed curves in Figure 5b again indicate that L is chosen to ensure that 131 = a.
Figure Sb illustrates that for a = 4Hz, gains in detection performance of 2 db at D = 50% can be achieved simply by truncating the weight vector from 1024 coefficients to 256 coeff icients to eliminate the algorithm noise which dominates the end weights of the filter.
The comparative performance of the ALE output detector, the ALE weight detector and the conventional detector is plotted as a function of input signal bandwidth for a fixed D of 50% and a fixed FA of 10 in Figure 6 . Figure 6 indicates that the performance of all three detectors degrade as the signal bandwidth is increased, but the performance of adaptive and conventional detectors remain nearly the same if L is chosen to ensure that $1 = a. Figure 6 illustrates that the performance of the ALE weight detector and the ALE output detector is essentially the same for sinusoidal inputs but the performance of the ALE weight detector degrades more rapidly with increasing signal bandwidth particularly when fi a. A relative loss of 1.8 db in performance between the ALE output detector and the conventional detector occurs as a increases from 0 to 4Hz for 13i fixed at 1 Hz. The equivalent relative loss in performance between the ALE weight detector and the conventional detector is approximately 3.7 db as a increases from 0 to 4Hz for = 132 = 1Hz. The conventional detector is known to provide nearly optimal performance when 132 = a. It was shown that optimal performance for both adaptive detector implementation occurs when the frequency resolution of the ALE is matched to the signal bandwidth. It was also shown that for matched ALE and DFT resolutions, the performance of both ALE augmented detector implementations degrades more rapidly with increasing signal bandwidth than the conventional detector when /2 a. If L is chosen to ensure that = a however, the performance of adaptive and conventional detectors is nearly the same for the range of signal bandwidths investigated here.
The performance of the ALE weight detector is shown to be more sensitive to the degree of mismatch between and a than the performance of the ALE output detector for equivalent conditions. This is presumed to be due to the fact that the ALE output detector derives its detection statistics from a convolution of the input signal with the ALE weights while the ALE weight detector derives its detection statistics directly from the ALE weights. The results obtained in this study indicate that as ALE performance degrades due to a mismatch between i and a, the convolution of the input signal with the degraded weights provides a superior detection statistic to that attained from the degraded weights alone. A simulation study of the relative performance of these two adaptive detector implementations for frequency modulated signals is planned. 
