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Abstract
In this paper, we take a pervasively effectful (in the style of
ML) typed lambda calculus, and show how to extend it to
permit capturing pure expressionswith types. Our key obser-
vation is that, just as the pure simply-typed lambda calculus
can be extended to support effects with a monadic type dis-
cipline, an impure typed lambda calculus can be extended to
support purity with a comonadic type discipline.
We establish the correctness of our type system via a sim-
ple denotational model, which we call the capability space
model. Our model formalizes the intuition common to sys-
tems programmers that the ability to perform effects should
be controlled via access to a permission or capability, and
that a program is capability-safe if it performs no effects that
it does not have a runtime capability for. We then identify
the axiomatic categorical structure that the capability space
model validates, and use these axioms to give a categorical
semantics for our comonadic type system. We then give an
equational theory (substitution and the call-by-value 𝛽 and 𝜂
laws) for the imperative lambda calculus, and show its sound-
ness relative to this semantics.
Finally, we give a translation of the pure simply-typed
lambda calculus into our comonadic imperative calculus, and
show that any two terms which are 𝛽𝜂-equal in the STLC
are equal in the equational theory of the comonadic calcu-
lus, establishing that pure programs can be mapped in an
equation-preserving way into our imperative calculus.
1 Introduction
Consider the two following definitions of the familiar map
functional, which applies a function to each element of a list.
map1 : ∀ a b. (a → b) → List a → List b
map1 f [] = []
map1 f (x :: xs) = let zs = map1 f xs in
let z = f x in
z :: zs
map2 : ∀ a b. (a → b) → List a → List b
map2 f [] = []
map2 f (x :: xs) = let z = f x in
let zs = map2 f xs in
z :: zs
In a purely functional language like Haskell, these two def-
initions are equivalent. But in an impure functional language
like ML. the difference between these two definitions is ob-
servable:
let xs = ["left "; "to "; "right "]
let f s = stdout.print(s); s
let ys = map1 f xs −− Prints "right to left "
let zs = map2 f xs −− Prints "left to right "
So something as innocuous-seeming as a print function can
radically change the equational theory of the language: no
program transformation that changes the order inwhich sub-
expressions are evaluated is in general sound. This greatly
complicates reasoning about programs, as well as hindering
many desirable programoptimisations such as list fusion and
deforestation [35]. Transformations that are unconditionally
valid inapure languagemust, in an impure language, begated
by complex whole-program analyses tracking the purity of
sub-expressions.
Contributions It is receivedwisdom thatmuchas a dropof
ink cannot be removed from a glass of water, once a language
supports ambient effects, there is no way to regain the full
equational theory of a pure programming language. In this
paper, we show that this folk belief is false: we extend an am-
biently effectful language to support purity. Entertainingly,
it turns out that just asmonads are a good tool to extend pure
languages with effects, comonads are a good tool to extend
impure languages with purity!● We take a pervasively effectful lambda calculus in the
style ofMLand showhow to extend itwith a comonadic
typediscipline that permits capturingpure expressions
with types.● We give a simple and intuitive denotational model for
our language, whichwe call the capability spacemodel.
Our semantics is a formalisation of the intuition under-
pinning the object-capabilitymodel [15, 16, 20] familiar
to systems designers, which says that the ability to per-
form effects should be controlled via access to a permis-
sion or capability, and that a program is capability-safe
precisely when it can only perform effects that it pos-
sesses a runtime capability for.
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We do this by extending the most naive model of the
lambdacalculus–sets and functions–with just enough
structure to model capability-safety. In our model, a
type is just a set𝑋 (denoting a set o f values), together
with a relation𝑤𝑋 sayingwhich capabilities each value
𝑥may own. Morphisms 𝑓 ∶ 𝑋 → 𝑌 are capability-safe if
the capabilities of 𝑓(𝑥) are bounded by the capabilities
of 𝑥.
It is already known in the systems community that ef-
fectful lambda-calculi without ambient authority are
capability-safe. Our model demonstrates that this ob-
servation is incomplete–havingacomonadwitnessing
the denial of a capability is also very beneficial.● We then identify the axiomatic categorical structure
the capability space model validates, and use these ax-
ioms to give a categorical semantics for our comonadic
type system. We then give an equational theory (sub-
stitution and the call-by-value 𝛽 and 𝜂 laws) for the
imperative lambda calculus, and show its soundness
relative to this semantics.● Finally, we give a translation of the pure simply-typed
lambda calculus into our comonadic imperative calcu-
lus, and show that any two terms which are 𝛽𝜂-equal
in the STLC are equal in the equational theory of the
comonadic calculus under the translation, establish-
ing that pure programs can be mapped in an equation-
preserving way into our imperative calculus.
Detailed proofs of the lemmas and theorems, as well as ad-
ditional material are given in the supplementary appendices,
and we refer to them in the text.
2 Purity fromCapabilities
The object-capability model is a methodology originating
in the operating systems community for building secure op-
erating systems and hardware. The idea behind this model
is that systems must be able to control permissions to per-
form potentially dangerous or insecure operations, and that
a good way to control access is to tie the right to perform ac-
tions to values in a programming language, dubbed capabili-
ties. Then, the usual variable-binding and parameter-passing
mechanisms of the language can be used to grant rights to
perform actions — access to a capability can be prohibited to
a client by simply not passing it the capability as an argument.
To quote Miller [20]:
Our object-capabilitymodel is essentially the un-
typedcall-by-value lambdacalculuswithapplicative-
order local side effects and a restricted form of
eval— the model Actors and Scheme are based
on. This correspondence of objects, lambda cal-
culus, and capabilities was noticed several times
by 1973.
We use this observation to design our type system, by
noting that it is the capability to perform effects that distin-
guishes impure from pure code. In the example in section 1,
the operation that distinguished between map1 and map2was
theability toprint toa channel. So ifweviewchannels as capa-
bilities, we know that a piece of code lacking any capabilities
must be pure.
The 𝑐 ⋅print(𝑠) operation takes the channel 𝑐 and prints
the string 𝑠 to it. If we did not possess the capability 𝑐, then
we could not print to that channel. This property is actually
fundamental to the object-capability model, which says that
the only way to access capabilities must be through capa-
bility values. Naturally, there are many data types in a real
programming language, but each value can access some set
of capabilities (eg, a list of files can access any of the channels
in the list, or a closure can access any capability it receives as
an argument or possesses in its environment).
This lets us define the notion of “pure term” in a simple
and brutal fashion: we judge a pure term to be one which has
no access to any capabilities. Lacking access to any channels,
it can do no I/O, and hence must be pure. Furthermore, we
introduce two kinds of variables: pure variables and arbi-
trary (or impure) variables. By restricting the substitution to
only permit substituting pure terms for pure variables, the
judgement of purity will be stable under substitution.Then,
by internalising the purity judgement as a type, we can pass
pure values – i.e., values without access to any capabilities –
as first-class values.
To understand this, let us beginwith a simple call-by-value
higher-order functional language extended with types for
string constants, channels (or output file handles), and a sin-
gle effect: outputting a string onto a channel with the expres-
sion chan.print(s). There is no monadic or effect typing
discipline here; the type of print is just as one might see in
OCaml or Java.
print : Channel → String → Unit
For example, here is a simple function toprint eachelement
of a pair of strings to a given channel:
print_pair : String × String → Channel → Unit
print_pair = fun p chan →
chan.print(fst p);
chan.print(snd p)
Here, for clarity we use a semicolon for sequencing, and
write print in method-invocation style à la Java (to make it
easy to distinguish the file handle from the string argument).
To support purity, we extend the languagewith a new type
constructor Pure a, denoting the set of expressions of type a
which are pure – i.e., they own no file handles and so their
execution cannot do any printing. So we add the introduc-
tion form box(e) to introduce a value whose type is Pure a;
the type system accepts this if e has type a and is recognis-
ably pure, but rejects it otherwise. Here, “recognisably pure”
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means that the term e has no syntactically obvious effects of
its own, and all of its free variables are pure variables.
To eliminate a value of type Pure a, we will use pattern
matching, writing the elimination form let box(x) = e1
in e2 to bind the pure expression in e1 to the variable x.The
only difference from ordinary pattern matching is that x is
marked as a pure variable, permitting it to occur inside of
pure expressions. Intuitively, this makes sense – e1 evaluates
to a pure value, and so its result should be allowed to be used
by other pure expressions.
It turns out that this discipline of tracking whether a vari-
able is pure or not is precisely a comonadic type discipline,
corresponding to the□modality in S4 modal logic, and that
the syntax can be interpreted in a denotational model formal-
ising object capabilities.
The capability discipline permits typing functions whose
behaviour is intermediate between pure and effectful. For
example, suppose that we see the following type declaration:
maybe_print : Pure (Maybe Channel → String)−− definition not visible
We do not know anything about the body of the definition,
but due to the typing discipline, we know that maybe_print
ownsno capabilities of its own.As a result,we canmake some
inferences when we see the following two declarations:
x y : String
x = let box(f) = maybe_print in
f (Some stdout)
y = let box(f) = maybe_print in
f None
The definition of x passes a channel to maybe_print, and
so it may have an effect (it might use it to print).
On theotherhand,weknow that the evaluationofywill not
have an effect – we know that maybe_print owned no chan-
nels, and since we did not give it a channel, it can therefore
perform no effects. Moreover, we know this without having
to see the definition of maybe_print!
3 Typing
We give the grammar of our language in figure 1.
Wehave the usual type constructors for unit, products, and
functions from the simply-typed lambda calculus. In addition
to this,wehave the type str for strings, and the type cap repre-
senting output channels (used in the imperative 𝑒1 ⋅print(𝑒2)
statement). Finally, we add the comonadic type construc-
tor which corresponds to the Pure type constructor we intro-
duced in section 2.
Despite the fact that there is a type cap of channels, and a
print operation which uses them, there are no introduction
forms for them.This is intentional!Theabsence of this facility
corresponds to the principle of capability safety – the only ca-
pabilities a program should possess are those that are passed
Types 𝐴, 𝐵 ∶∶= unit ∣ str ∣ cap
∣ 𝐴 × 𝐵 ∣ 𝐴 ⇒ 𝐵 ∣ 𝐴
Terms 𝑒 ∶∶= () ∣ 𝑠 ∣ 𝑒1 ⋅print(𝑒2)
∣ (𝑒1 , 𝑒2) ∣ fst 𝑒 ∣ snd 𝑒
∣ 𝑥 ∣ 𝜆𝑥 ∶ 𝐴. 𝑒 ∣ 𝑒1 𝑒2
∣ box 𝑒 ∣ let box 𝑥 = 𝑒1 in 𝑒2
Values 𝑣 ∶∶= () ∣ 𝑠 ∣ (𝑣1 , 𝑣2)
∣ 𝑥 ∣ 𝜆𝑥 ∶ 𝐴. 𝑒 ∣ box 𝑒
Qualifiers 𝑞, 𝑟 ∶∶= p ∣ i
Contexts Γ, Δ,Ψ ∶∶= · ∣ Γ, 𝑥 ∶ 𝐴𝑞
Substi-
tutions
𝜃, 𝜙 ∶∶= ⟨⟩ ∣ ⟨𝜃, 𝑒𝑞/𝑥⟩
Figure 1.Grammar
by its caller. So, a complete programwill either be a function
that receives a capability token as an argument, or have free
variables that the system can bind capability tokens to. 1
The expressions in our language include the usual ones
fromthesimply-typed lambdacalculus, constants 𝑠 for strings,
and print. We also have an introduction form box 𝑒 , and a
let box elimination form for the 𝐴 type; we’ll explain how
these work later. Values are a subset of expressions, but box
turns any expression into a value. 2
We would like a modal type system where we can distin-
guish between expressionswith andwithout side-effects. Fol-
lowing the style of [29] for S4 modal logic, we could build
a dual-context calculus. However, such a setup makes it dif-
ficult to define substitution; we can avoid dual contexts by
tagging terms with qualifiers instead. We use two qualifiers
that we can annotate terms with, in the appropriate places.
We use p to tag pure terms, and i to tag impure terms. 3
Next, we define contexts of variables. A well-formed con-
text is either the empty context · , or an extended context
with a variable 𝑥 of type𝐴 and qualifier 𝑞. Finally, we give a
grammar for substitutions. A substitution is either the empty
substitution ⟨⟩, or an extended substitution with an expres-
sion 𝑒 substituted for variable 𝑥 qualified by 𝑞.
3.1 Typing Judgements
In figure 2awe introduce three kinds of judgement forms, and
give typing rules in figure 3.
We have the usual introduction and elimination rules for
constants and products. If a variable is present in the context,
we can introduce it, using the Var rule. In the introduction
1Of course, a full system should have the ability to create new private
capabilities of its own. We omit this to keep the denotational semantics
simple, but discuss how to add it in section 8.
2Wewrite sequencing as 𝑒1 ; 𝑒2, which is sugar for (𝜆𝑥 ∶ unit. 𝑒2) 𝑒1.
3We use different colours to distinguish pure and impure syntactic objects,
and we’ll follow this convention henceforth. When we have unknown
qualifiers occurring on terms, we highlight them in a different colour, and
the colour changes to the appropriate one when the qualifier is p or i.
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𝑥 ∶ 𝐴𝑞 ∈ Γ 𝑥 is a variable of type𝐴with qualifier 𝑞 in context Γ
Γ ⊢ 𝑒 ∶ 𝐴 𝑒 is an expression of type𝐴 in context Γ
Γ ⊢p 𝑒 ∶ 𝐴 𝑒 is a pure expression of type𝐴 in context Γ
(a) Typing Judgements
Γ ⊇ Δ Γ is a weakening of context Δ
Γ ⊢ 𝜃 ∶ Δ 𝜃 is a well-formed substitution from context Γ to Δ
(b)Weakening and Substitution Judgements
Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 𝑒1 and 𝑒2 are equal expressions of type𝐴 in context Γ
(c) Equality Judgements
Figure 2. Judgement forms
Γ ⊢ () ∶ unit unitI Γ ⊢ 𝑠 ∶ str strI Γ ⊢ 𝑒1 ∶ cap Γ ⊢ 𝑒2 ∶ strΓ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
Γ ⊢ 𝑒1 ∶ 𝐴 Γ ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵Γ ⊢ fst 𝑒 ∶ 𝐴 ×E1 Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵Γ ⊢ snd 𝑒 ∶ 𝐵 ×E2
𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 Var Γ, 𝑥 ∶ 𝐴
i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I Γ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒2 ∶ 𝐴Γ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
Γp ⊢ 𝑒 ∶ 𝐴
Γ ⊢p 𝑒 ∶ 𝐴 ctx-pure Γ ⊢
p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 I Γ ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴
p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
Figure 3. Typing Rules
(·)p ≔ ·(Γ, 𝑥 ∶ 𝐴p )p ≔ Γp , 𝑥 ∶ 𝐴p(Γ, 𝑥 ∶ 𝐴i )p ≔ Γp
(a)
⟨⟩p ≔ ⟨⟩
⟨𝜃, 𝑒p/𝑥⟩p ≔ ⟨𝜃p , 𝑒p/𝑥⟩
⟨𝜃, 𝑒i/𝑥⟩p ≔ 𝜃p
(b)
Figure 4. Purifying Contexts and Substitutions
rule for functions ⇒ I, we mark the hypothesis as impure
when forming a 𝜆-expression, because we do not want to
restrict function arguments in general.The elimination rule
⇒ E, or function application works as usual.The print state-
ment performs side-effects but has the type unit. We need to
do more work to add the comonadic type constructor.
We can mark a term as pure if it was well-typed in a pure
context, where every variable has the p annotation. So we
define a syntactic purify operation, which acts on contexts;
applying it drops the terms with the impure annotation, as
shown in figure 4a.This is expressed by the ctx-pure rule,
which introduces a pure expression using the pure judgement
form. And then, we can put it in a box using the I rule, to
get a -typed value.
We give an elimination rule E using the let box binding
form. Given an expression in the type, we bind the un-
derlying pure expression to the variable 𝑥. With an extended
context that has a free variable 𝑥marked pure, if we can pro-
duce a well-typed expression in the motive, the elimination
is complete.
3.2 Weakening and Substitution
Next, we can define syntactic weakening and substitution.
Γ ⊇ Δ indicates that Γ has more variables than Δ, and is de-
fined as an inductive relation (in figure 11b in the appendix).
Once defined, we can prove a syntactic weakening lemma.
Lemma 3.1 Syntactic weakening.
If Γ ⊇ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then Γ ⊢ 𝑒 ∶ 𝐴.
Substitution requires a bit more care. First, we define the
judgement Γ ⊢ 𝜃 ∶ Δ, which says that 𝜃 is a well-formed sub-
stitution from context Γ to Δ. Since our language is effectful,
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we restrict the definition of substitutions (figure 11c in the
appendix) to substitute values for impure variables,while per-
mitting pure expressions for pure variables. Furthermore, the
definition of the application of substitutions has to drop bind-
ings whenever a term is purified – we give the interesting
cases below (with the full definition in definition B.10 in the
appendix):
Definition 3.2 (Syntactic substitution on raw terms).
𝜃(𝜆𝑥. 𝑒) ≔ 𝜆𝑦. ⟨𝜃, 𝑦i/𝑥⟩(𝑒)
𝜃(box 𝑒 ) ≔ box 𝜃p(𝑒)
𝜃(let box 𝑥 = 𝑒1 in 𝑒2) ≔ let box 𝑦 = 𝜃(𝑒1) in ⟨𝜃, 𝑦p/𝑥⟩(𝑒2)
Then, we can prove the type-correctness of substitution:
Theorem 3.3 Syntactic substitution.
If Γ ⊢ 𝜃 ∶ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then Γ ⊢ 𝜃(𝑒) ∶ 𝐴.
4 Semantics
In this section, we sketch a categorical semantics for our
language, motivated by an abstract model of capabilities.
4.1 Capability Spaces
Let C be a fixed set of capability names, possibly countably
infinite. The powerset℘(C) denotes the set of all subsets of
C, and (℘(C); ∅, C, ⊆) is the complete lattice ordered by set
inclusion.
A capability space𝑋 = (∣𝑋∣ , 𝑤𝑋) is a set ∣𝑋∣with a weight
relation 𝑤𝑋 ∶ ∣𝑋∣ ⇸ ℘(C) that assigns a set of capabilities
to each member in 𝑋. Intuitively, we think of the set ∣𝑋∣ as
the set of values of the type 𝑋, and we think of the weight
relation 𝑤𝑋 as defining the possible sets of capabilities that
each value may own.
We require maps between capability spaces to preserve
weights, i.e., a map between the underlying sets ∣𝑋∣ and ∣𝑌∣
is a morphism of capability spaces iff for each 𝑥 in ∣𝑋∣, all the
weights in 𝑌 for 𝑓(𝑥) are bounded by the weights in 𝑋 for 𝑥.
If we think of a function 𝑓 ∶ 𝑋 → 𝑌 as a term of type 𝑌with
a free variable of type𝑋, then this condition ensures that the
capabilities of the term are limited to at most those of its free
variables. In other words, weight-preserving functions are
precisely those which are capability-safe; they do not have
unauthorised access to arbitrary capabilities, and they do not
have any ambient authority.
We now formally define the category of capability spaces
C, with objects as capability spaces andmorphisms asweight-
preserving functions.
Definition 4.1 (Category C of capability spaces).
ObjC ≔ 𝑋 = (∣𝑋∣ ∶ Set, 𝑤𝑋 ∶ ∣𝑋∣⇸ ℘(C))
HomC (𝑋 , 𝑌) ≔{ 𝑓 ∈ ∣𝑋∣ → ∣𝑌∣ ∣ ∀𝑥,𝐶𝑥, 𝑤𝑋(𝑥, 𝐶𝑥) ⇒∃𝐶𝑦 ⊆ 𝐶𝑥, 𝑤𝑌(𝑓(𝑥), 𝐶𝑦) }
We remark that the definition of this category is inspired
by the category of length spaces defined by Hofmann [12],
which again associates intensional information (in his work,
memory usage, and in ours, capabilities) to a set-theoretic
semantics.
4.2 Cartesian Closed Structure
We now observe that C inherits the cartesian closed structure
of Set.The definitions are the same as in the case of sets, but
we additionally have to verify that themorphisms areweight-
preserving.
Definition 4.2 (Terminal Object).∣1∣ ≔ { ∗ }
𝑤1 ≔ { (∗, ∅) }
The terminal object 1 is the usual singleton set, and it has
no capabilities. For any object 𝐴, the unique map ! ∶ 𝐴 → 1
is given by !𝐴(𝑎) = ∗, which is evidently weight preserving.
Definition 4.3 (Product).∣𝐴 × 𝐵∣ ≔ ∣𝐴∣ × ∣𝐵∣
𝑤𝐴×𝐵 ≔ { ((𝑎, 𝑏), 𝐶𝑎 ∪ 𝐶𝑏) ∣ 𝑤𝐴(𝑎, 𝐶𝑎)∧𝑤𝐵(𝑏, 𝐶𝑏) }
Products are formedbypairing asusual, and the set of capa-
bilities of a pair of values is the union of their capabilities.The
projectionmaps𝜋𝑖 ∶ 𝐴1×𝐴2 → 𝐴𝑖 are just theprojectionson
the underlying sets, which are weight preserving as well. We
verify the universal property in lemma C.1 in the appendix.
Definition 4.4 (Exponential).∣𝐴 → 𝐵∣ ≔ ∣𝐴∣ → ∣𝐵∣
𝑤𝐴→𝐵 ≔
⎧⎪⎪⎨⎪⎪⎩ (𝑓 , 𝐶𝑓)
RRRRRRRRRRRR
∀𝑎, 𝐶𝑎, 𝑤𝐴(𝑎, 𝐶𝑎) ⇒
∃𝐶𝑏 ⊆ 𝐶𝑓 ∪ 𝐶𝑎, 𝑤𝐵(𝑓(𝑎), 𝐶𝑏)
⎫⎪⎪⎬⎪⎪⎭
Exponentials are givenby functions on theunderlying sets,
but we have to assign capabilities to the closure. We only
record those capabilities which are induced by the function,
for some value in the domain.That is, for a function closure
𝑓 ∶ 𝐴 → 𝐵, if a given value 𝑎 ∈ 𝐴 has weight assignment
𝐶𝑎, and if there is a weight assignment 𝐶𝑏 for 𝑓(𝑎), then the
weight of the closure 𝑓 is given by the all the capabilities it
had access to its environment.
We verify that our definition satisfies the currying isomor-
phism in lemma C.2 in the appendix, where we name the
currying/uncurrying and evaluation maps.
This cartesian closed structure on C suffices to interpret
the simply-typed lambda calculus.
4.3 Monad
Our language supports printing strings along a channel, and
to model this effect we will structure our semantics monadi-
cally, in the style of Moggi [22]. To model the print effect, we
define a strong monad 𝑇 on C as follows, taking the monoid(Σ∗; 𝜀, ∙) to be the set of stringsΣ∗ with the empty string 𝜀
and string concatenation ∙.
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Definition 4.5 (𝑇 ∶ C⟶ C).∣𝑇(𝐴)∣ ≔ ∣𝐴∣ × (C → Σ∗)
𝑤𝑇(𝐴) ≔ { ((𝑎, 𝑜), 𝐶𝑎 ∪ { 𝑐 ∣ 𝑜(𝑐) ≠ 𝜀 }) ∣ 𝑤𝐴(𝑎, 𝐶𝑎) }
This monad is essentially the writer monad: it adds an out-
put functionwhich records the output produced in each chan-
nel.The weight of a monadic computation is taken to be the
weight of the returned value, unioned with all the channels
that anything was written to. This corresponds to the intu-
ition that a computation which performs I/O on a channel
must possess the capability to do so.
Definition 4.6 (𝑇 is a monad). The unit and multiplication
of the monad are defined below.We check that they are mor-
phisms, and state and verify the monad laws in lemma C.3.
𝜂𝐴 ∶ 𝐴 → 𝑇𝐴 𝜇𝐴 ∶ 𝑇𝑇𝐴 → 𝑇𝐴
𝑎 ↦ (𝑎, 𝜆𝑐.𝜀) ((𝑎, 𝑜1), 𝑜2) ↦ (𝑎, 𝜆𝑐.𝑜2(𝑐) ∙ 𝑜1(𝑐))
Definition 4.7 (𝑇 is a strong monad). 𝑇 is strong with re-
spect toproducts,withanatural familyof leftandrightstrength-
ening maps.
𝜏𝐴,𝐵 ∶ 𝐴 × 𝑇𝐵 → 𝑇(𝐴 × 𝐵) 𝜎𝐴,𝐵 ∶ 𝑇𝐴 × 𝐵 → 𝑇(𝐴 × 𝐵)(𝑎, (𝑏, 𝑜)) ↦ ((𝑎, 𝑏), 𝑜) ((𝑎, 𝑜), 𝑏) ↦ ((𝑎, 𝑏), 𝑜)
Weuse this todefine thenaturalmap𝛽𝐴,𝐵,whichevaluates
a pair of effects, as follows. Notice that it evaluates the effect
on the right before the one on the left; we expand more on
that in lemmaC.4 in the appendix, and verify the appropriate
coherences.
𝛽𝐴,𝐵 ∶ 𝑇𝐴 × 𝑇𝐵 → 𝑇(𝐴 × 𝐵)
𝛽𝐴,𝐵 ≔ 𝜏𝑇𝐴,𝐵 ; 𝑇𝜎𝐴,𝐵 ; 𝜇𝐴×𝐵
4.4 Comonad
Tomodel the type constructor, we define an endofunc-
tor□ on C below; it filters out values that do not possess any
capabilities, i.e., values that are pure.
Definition 4.8 (□ ∶ C⟶ C).∣□𝐴∣ ≔ { 𝑎 ∈ ∣𝐴∣ ∣ ∀𝐶𝐴, 𝑤𝐴(𝑎, 𝐶𝑎) ⇒ 𝐶𝑎 = ∅ }
𝑤□𝐴 ≔ { (𝑎, ∅) }
On objects, we simply restrict the set to the subset of val-
ues that only have the empty set ∅ of capabilities.□ acts on
morphisms by restricting the domain of the function to ∣□𝐴∣.
This type constructor is especially useful at function type
□(𝐴 → 𝐵), since in general the environment can hold capa-
bilities, and the□ constructor lets us rule those out. We fur-
ther claim that□ is an idempotent strongmonoidal comonad.
Definition 4.9 (□ is an idempotent comonad). The counit 𝜀
and comultiplication 𝛿 of the comonad are the natural fami-
lies of maps given by the inclusion and the identity maps on
the underlying set. 𝛿 is a natural isomorphismmaking it idem-
potent. We state and verify the comonad laws in lemma C.5
in the appendix.
Definition 4.10 (□ is a strong monoidal functor). The func-
tor is strongmonoidal, in that it preserves themonoidal struc-
ture of products (and tensors, see the sequel in subsection 4.6).
The identity element is preserved, and we have natural iso-
morphisms given by pairing on the underlying sets.
We remark that □ is not a strong comonad, i.e., it does
not possess a tensorial strength.This makes it impossible to
evaluate an arbitrary function under the comonad, as we saw
in section 2.
4.5 TheComonad cancels theMonad
We make the following observation. There is an isomor-
phism 𝜙𝐴, natural in 𝐴, where the comonad □ cancels the
monad 𝑇. In programming terms, this says that an effectful
computation with no capabilities can perform no effects — i.e.,
it is pure. Note that this definitionworks because of the partic-
ular definition of the monad 𝑇we chose, in which the weight
of a computation includes all the channels it printed on. Con-
sequently a computation of weight zero cannot print on any
channel, and somust be pure!Weverify this fact in lemmaC.6
in the appendix.
Definition 4.11 (𝜙 ∶ □𝑇 ⇒ □).
𝜙𝐴 ∶ □𝑇𝐴 ∼Ð→ □𝐴(𝑎, 𝑜) ↦ 𝑎
This property is crucial and we will exploit it to manage
our syntax: we use it to justify treating terms in pure con-
texts as pure, without needing a second grammar for pure
expressions.
4.6 Other remarks
While the monad and comonad, together with the carte-
sian closed structure, suffice to interpret our language, it is
worthnoting that thecategoryCalsoadmits amonoidal closed
structure,whichwegive inappendixC.1 in theappendix.This
supports an interpretation of a linear (actually, affine) type
theory. The disjointness conditions in the interpretation of
tensor product and linear implication are essentially the same
as the disjointness conditions in the definition of the separat-
ing conjunction𝐴 ∗ 𝐵 and magic wand𝐴 −∗ 𝐵 in separation
logic [31].
Our model reassuringly suggests that operating systems
researchers and program verification researchers both identi-
fied the same notion of capability. However, it seems that the
fact that these are exactly the same idea was overlooked be-
cause operating systems researchers focused on the cartesian
closed structure, and semanticists focused on the monoidal
closed structure!
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Besides thewritermonad forprint,wecanalsodefineother
usefulmonads using the capability spacemodelwhich can be
used to interpret a language with other effects. For example,
we define a state monad with a global heap, and an exception
monad which allows raising a single exception (in appen-
dices C.1.1 and C.1.2). For each of these monads, we choose
a suitable weight assignment, which can be cancelled by our
brutal purity comonad!
5 Interpretation
Wenowinterpret the syntaxofour language.An important
point to note here is that we only use the algebraic structure
of the category, i.e., we use the cartesian closed structure, the
monoidal idempotent comonad, the strongmonad, and the can-
cellation isomorphism 𝜙; the proofs of our theorems use the
universal property for each categorical construction. Our re-
sults will still hold if we switched to another category with
this structure, we say more about that in section 8. We only
need to use the definition of the monad in the interpretation
of print.
Weadopt somestandardnotation toworkwithour categor-
ical combinators. 4Thesequential composition of two arrows,
in the diagrammatic order, is 𝑓 ; 𝑔. The product of morphisms
𝑓 and 𝑔 is ⟨𝑓 , 𝑔⟩ (also called a fork operation in the algebra
of programming community [8]), and [𝑓 × 𝑔] is parallel com-
position with products. We define these using the universal
property of products and composition (as shown in figure 14).
5.1 Types and Contexts
We interpret types as objects inC, as shown in figure 5a. Note
that we use the monad in the interpretation of functions, fol-
lowing the call-by-value computational lambda-calculus in-
terpretation in [21]. We use the comonad to interpret the
modality.Wepickparticular setsΣ∗ andC to interpret strings
and capabilities respectively.
We interpret contexts as finite products of objects, in fig-
ure 5b. The comonad is used to interpret the pure variables
in the context, while the impure variables are just arbitrary
objects in C.
The judgement 𝑥 ∶ 𝐴𝑞 ∈ Γ is interpreted as amorphism in
HomC (JΓK , J𝐴K) (figure 16b in the appendix). It projects
out the appropriately typed and annotated variable from the
product in the context. For pure variables, we need to use the
counit 𝜀 to get out of the comonad. 5
4We sometimes drop the denotation symbol for brevity, i.e., we write !Γ
instead of !JΓ K, or 𝛿Γp instead of 𝛿JΓp K.
5When interpreting judgements and inference rules, we write J 𝒥1…𝒥𝑛
𝒥
K
to mean the interpretation of 𝒥, i.e., we recursively define J𝒥K under the
assumption that we have an interpretation for𝒥𝑖, i.e., J𝒥1 K,…, J𝒥𝑛 K.
5.2 Expressions
Wenowgive an interpretation for expressions Γ ⊢ 𝑒 ∶ 𝐴, and
pure expressions Γ ⊢p 𝑒 ∶ 𝐴 , in figure 6.
To interpret unitI, we use the unique !map to simply get
to the terminal object 1, then lift it into the monad using 𝜂,
without performing any effects.
For pair introduction ×I, we evaluate both components of
the pair, and compose, then use the strength of the monad 𝑇
with the 𝛽 combinator to form the product. 6
We eliminate products using the ×E1 and ×E2 rules.These
are interpreted using the corresponding product projection
maps, under the functorial action of 𝑇.
Variables are introduced using the Var rule, which is in-
terpreted by looking up in the context, for which we use the
interpretation of our context membership judgement.This is
followed by a trivial lifting into the monad.
To interpret functions using the⇒ I rule, we simply use
the currying map, since our context extension is interpreted
as a product.Then we lift it into the monad using 𝜂.
To eliminate functions using the⇒ E rule, we evaluate the
operator and operand in an application, followed by a use of
the monad strength 𝛽 to turn it into a pair. Then we use the
evaluation map under the functor 𝑇 to apply the argument.
Since the function is effectful, we have to collapse the effects
using a 𝜇.
To interpret the I rule, we need to interpret the pure
judgement (defined later), which gives a value of type □𝐴,
and then we lift it into the monad.
To eliminate abox-ed valueusing the E rule,wefirst eval-
uate 𝑓, which gives a value of type□𝐴, but under themonad𝑇.
We can use it to introduce a pure variable in the context, but
we use the strength of the monad to shift the product under
the 𝑇 and get an extended context. We evaluate 𝑔 under this
extended context, and then use a 𝜇 to collapse the effects.
Finally, to interpret the Print rule, we need to perform a
non-trivial effect. We define the function 𝑝which builds an
output function that records the output on channels. Given
any channel 𝑐 and string 𝑠, it returns a value of type 𝑇1 con-
taining the trivial value ∗ ; the output function instantiates a
channel 𝑐′ and tests equality with 𝑐 – if it equals 𝑐, we record
the string 𝑠, otherwise we just choose the empty string 𝜀. We
interpret the arguments of print and apply them to 𝑝 to eval-
uate it. 7The rest of the interpretation is similar to the one for
⇒ E, with output type 1.
We used a different interpretation function for pure expres-
sions, which we define below.
Weneed to interpret thepurify operationp oncontexts, for
whichwedefine themapρ(Γ) (figure15a in theappendix).We
6The vigilant reader will have noticed that 𝛽 evaluates the pair from right
to left, so the action on the right will be performed first, like OCaml! This
is also useful when interpreting function application, because we evaluate
the argument first.
7⌜𝑠⌝ ∶ HomC (1 , Σ∗) is the global element that picks the literal 𝑠 inΣ∗.
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JunitK ≔ 1 J𝐴 × 𝐵K ≔ J𝐴K × J𝐵KJstrK ≔ Σ∗ J𝐴 ⇒ 𝐵K ≔ J𝐴K → 𝑇J𝐵KJcapK ≔ C J 𝐴K ≔ □J𝐴K
(a) J𝐴K ∶ ObjC
J ·K ≔ 1JΓ, 𝑥 ∶ 𝐴p K ≔ JΓK × □J𝐴KJΓ, 𝑥 ∶ 𝐴i K ≔ JΓK × J𝐴K
(b) JΓK ∶ ObjC
Figure 5. Interpretation of types and contexts
J
Γ ⊢ () ∶ unit K ≔ !Γ ; 𝜂1 J Γ ⊢ 𝑠 ∶ str K ≔ !Γ ; ⌜𝑠⌝ ; 𝜂Σ∗
J Γ ⊢ 𝑒1 ∶ 𝐴 Γ ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 K ≔ 𝑙𝑒𝑡
⎧⎪⎪⎨⎪⎪⎩ 𝑓 ≔ JΓ ⊢ 𝑒1 ∶ 𝐴K𝑔 ≔ JΓ ⊢ 𝑒2 ∶ 𝐵K
𝑖𝑛 ⟨𝑓 , 𝑔⟩ ; 𝛽𝐴,𝐵
J Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Γ ⊢ fst 𝑒 ∶ 𝐴 K ≔ JΓ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1 J Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵Γ ⊢ snd 𝑒 ∶ 𝐵 K ≔ JΓ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2
J 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 K ≔ J 𝑥 ∶ 𝐴𝑞 ∈ ΓK ; 𝜂𝐴 J Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 K ≔ curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵
J Γ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒2 ∶ 𝐴
Γ ⊢ 𝑒1 𝑒2 ∶ 𝐵 K ≔ 𝑙𝑒𝑡
⎧⎪⎪⎨⎪⎪⎩ 𝑓 ≔ JΓ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K𝑔 ≔ JΓ ⊢ 𝑒2 ∶ 𝐴K
𝑖𝑛 ⟨𝑓 , 𝑔⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
J Γ ⊢ 𝑒1 ∶ cap Γ ⊢ 𝑒2 ∶ str
Γ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit K ≔ 𝑙𝑒𝑡
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑓 ≔ JΓ ⊢ 𝑒1 ∶ capK
𝑔 ≔ JΓ ⊢ 𝑒2 ∶ strK
𝑝 ∶ C × Σ∗ → 𝑇1
(𝑐, 𝑠) ↦ ⎛⎜⎝∗ , 𝜆𝑐′.
⎧⎪⎪⎨⎪⎪⎩𝑠 if 𝑐 = 𝑐
′
𝜀 otherwise
⎞⎟⎠
𝑖𝑛 ⟨𝑓 , 𝑔⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1
J Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 K ≔ J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜂□𝐴 J Γ
p ⊢ 𝑒 ∶ 𝐴
Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ≔ ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴
J Γ ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 K ≔ 𝑙𝑒𝑡
⎧⎪⎪⎨⎪⎪⎩ 𝑓 ≔ JΓ ⊢ 𝑒1 ∶ 𝐴K𝑔 ≔ JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵
Figure 6. Interpretation of expressions, JΓ ⊢ 𝑒 ∶ 𝐴K ∶ HomC (JΓK , 𝑇J𝐴K), J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ∶ HomC (JΓK , □J𝐴K)
also need another combinatorM(Γ) (defined in figure 15b
in the appendix), which uses the monoidal action and the
idempotence of the comonad□ to distribute the□ over the
products in Γ. Note thatM(Γ) is an isomorphism because𝑚
and 𝛿 are.
Now, the interpretation function for pure expressions
Γ ⊢p 𝑒 ∶ 𝐴 uses the ctx-pure rule, and is defined as a mor-
phism inHomC ( JΓK , □J𝐴K ). We purify the context to a
pure one, so that we can evaluate the expression. However,
we need a value in □𝐴, but the expression interpretation
would produce something in 𝑇𝐴. Now, we can only cancel
the monad under the comonad, so we use theM(Γ) map
whichuses the idempotenceof□ todoareadjustment.Wecan
now evaluate the expression under the□ in the pure context,
which gives a monadic value of type 𝑇𝐴 under the comonad
□. We can finally use 𝜙 to cancel the monad 𝑇 under the□.
5.3 Weakening and Substitution
We now give semantics for the syntactic weakening and sub-
stitution operations.
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5.3.1 Weakening
For contexts Γ and Δ, we interpret the weakening judgement
Γ ⊇ Δ as a morphism inHomC (JΓK , JΔK), as shown infig-
ure 16a.We also refer to it as theweakeningmapWk(Γ ⊇ Δ).
Weprove a semanticweakening lemma, analogous to the syn-
tactic weakening lemma 3.1.
Lemma 5.1 Semantic weakening.
If Γ ⊇ Δ and Δ ⊢ 𝑒 ∶ 𝐴, thenJΓ ⊢ 𝑒 ∶ 𝐴K = Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒 ∶ 𝐴K.
5.3.2 Substitution
We now interpret a substitution Γ ⊢ 𝜃 ∶ Δ as a morphism in
HomC (JΓK , JΔK), as shown in figure 7b. However, this is
not a trivial iteration of the expression interpretation. The
reason is that the interpretation of contexts in figure 5b in-
terprets a variable 𝑥 ∶ 𝐴i in the context as an element of the
type J𝐴K, and a variable 𝑥 ∶ 𝐴p as an element of the type
□J𝐴K. However, an expression Γ ⊢ 𝑒 ∶ 𝐴will be interpreted
as a morphism inHomC (JΓK , 𝑇J𝐴K). Operationally, we re-
solve this mismatch by only substituting values for variables
in call-by-value languages, and indeed, our definition of sub-
stitutions in figure 11c restricts the definition of substitution
to range over values in the rule sub-impure.
Therefore, we mimic this syntactic restriction in the se-
mantics, by giving a separate interpretation only for values,
interpreting the judgement Γ ⊢ 𝑣 ∶ 𝐴 as a morphism in
HomC (JΓK , J𝐴K), in figure 7a. Note in particular that the
value interpretation yields an element of J𝐴K, as the context
interpretation requires, rather than an element of𝑇J𝐴K.This
value interpretation makes use of the expression interpreta-
tion in the interpretation of𝜆-expressions, but the expression
relation does not directly refer to the value interpretation.
There are alternative presentations such as fine-grain call-by-
value [17],whichhave a separate syntactic class of values and
value judgements, and hence make the value and expression
interpretations mutually recursive. However, we choose not
to do that in order to remain close to the usual presentation.
Note that box 𝑒 expressions are also values, and our pure
interpretation does the right thing for box values, since the
interpretation of 𝐴 uses the comonad,□J𝐴K. With the in-
terpretation of values in hand, we can define the substitution
interpretation as follows.
We use the pure expression interpretation to interpret the
sub-pure rule, and the impure value interpretation for the
sub-impure rule.
Finally, we prove the semantic analogue of the syntactic
substitution theoremB.11.Weprove twoauxiliary lemmas5.2
and 5.3, characterising the expression interpretation of pure
expressions and impure values. The lemmas show that the in-
terpretation for each ends in a trivial lifting into themonad𝑇
using𝜂.Thismakes the proof of the semantic substitution the-
orem 5.4 possible.
Lemma 5.2 Pure interpretation.
If Γ ⊢p 𝑒 ∶ 𝐴 , thenJΓ ⊢ 𝑒 ∶ 𝐴K = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀𝐴 ; 𝜂𝐴.
Lemma 5.3 Value interpretation.
If Γ ⊢ 𝑣 ∶ 𝐴, thenJΓ ⊢ 𝑣 ∶ 𝐴K = JΓ ⊢ 𝑣 ∶ 𝐴K𝑣 ; 𝜂𝐴.
Theorem 5.4 Semantic substitution.
If Γ ⊢ 𝜃 ∶ Δ and Δ ⊢ 𝑒 ∶ 𝐴, thenJΓ ⊢ 𝜃(𝑒) ∶ 𝐴K = JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒 ∶ 𝐴K
6 EquationalTheory
We have an extension of the call-by-value simply-typed
lambda calculus, so we want the usual 𝛽𝜂-equations to hold
in our theory. However, we also added new expression forms
for the type.Wewantcomputationandextensionalityrules
for the box form and the let box binding form. To handle the
commuting conversions [11], we use evaluation contexts.
We extend our grammar with two kinds of evaluation con-
texts — a pure evaluation context C, and an impure evalua-
tion context E , as shown in figure 8. The intuition is that E
allows safe reductions for impure expressions, i.e., it picks out
the contexts consistent with the evaluation order of the call-
by-value simply-typed lambda calculus.The pure evaluation
context C allows redexes in every sub-expression; but it is
restricted only to pure expressions.The hole [·] is the empty
evaluation context.Weuse thenotationC⟪𝑒⟫orE⟪𝑒⟫ to indi-
cate thatwe’re replacing the hole in the respective evaluation
context with 𝑒.
Wedefinea judgement formfor equalityof terms, as shown
infigure 2c, and state the rules for the equational theory infig-
ure 9. We also have the usual refl, sym, and trans rules
which give the reflexive, symmetric, and transitive closure,
so that the equality relation is an equivalence, and the cong
rules for each term former, whichmake the relation a congru-
ence closure. We state these remaining rules in figure 17 in
the appendix.
We have the computation rules ×1𝛽 and ×2𝛽 for pairs; we
only allow values for these rules.The×𝜂 rule is the extension-
ality rule for pairs, but again, restricted to values.
The⇒ 𝛽 rule is the usual call-by-value computation rule
for an application of a 𝜆-expression to an argument. 8 Since
the calculus has effects, we only allow the operand to be a
value. For example, consider the function 𝑓 ≔ 𝜆𝑥 ∶ unit. 𝑥 ; 𝑥.
We can safely 𝛽-reduce 𝑓 () to () ; (), but allowing a 𝛽-
reduction for 𝑓 (𝑐 ⋅print(𝑠))would duplicate the effect!
We add 𝜂 rules for functions, but we need to be careful be-
cause we have effects. For example, consider the expression
𝑓 ≔ 𝑐⋅print(𝑠) ; 𝜆𝑥. 𝑥. On 𝜂-expansion, we get 𝑔 ≔ 𝜆𝑦. 𝑓 𝑦,
but now the print operation is suspended in the closure, and
8The notation [ 𝑣/𝑥 ]𝑒 is shorthand for ⟨⟨Γ⟩, 𝑣i/𝑥⟩(𝑒) where ⟨Γ⟩ is the
identity substitution Γ ⊢ ⟨Γ⟩ ∶ Γ.
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J
Γ ⊢ () ∶ unit K𝑣 ≔ !Γ
J Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵
Γ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵 K𝑣 ≔ ⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩
J 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 K𝑣 ≔ J 𝑥 ∶ 𝐴𝑞 ∈ ΓK
J Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 K𝑣 ≔ curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)
J Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 K𝑣 ≔ J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝
(a) JΓ ⊢ 𝑣 ∶ 𝐴K𝑣 ∶ HomC (JΓK , J𝐴K)
J
Γ ⊢ ⟨⟩ ∶ · K ≔ !Γ
J Γ ⊢ 𝜃 ∶ Δ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p K ≔ ⟨JΓ ⊢ 𝜃 ∶ ΔK , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩
J Γ ⊢ 𝜃 ∶ Δ Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i K ≔ ⟨JΓ ⊢ 𝜃 ∶ ΔK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩
(b) JΓ ⊢ 𝜃 ∶ ΔK ∶ HomC (JΓK , JΔK)
Figure 7. Interpretation of values and substitution
C ∶∶= [·] ∣ 𝑒 C ∣ C 𝑒 ∣ 𝜆𝑥 ∶ 𝐴. C
∣ fst C ∣ snd C ∣ (𝑒 , C) ∣ (C , 𝑒)
∣ box C ∣ let box 𝑥 = C in 𝑒 ∣ let box 𝑥 = 𝑒 in C
E ∶∶= [·] ∣ 𝑒 E ∣ E 𝑣
∣ fst E ∣ snd E ∣ (𝑒 , E) ∣ (E , 𝑣)
∣ let box 𝑥 = E in 𝑒 ∣ let box 𝑥 = 𝑣 in E
Figure 8.Grammar extended with Evaluation Contexts
doesn’t evaluate when we apply 𝑔. Hence, we add two forms
of 𝜂 rules for functions — the⇒ 𝜂- impure rule only allows
𝜂-expansion for values, and the ⇒ 𝜂-pure rule allows 𝜂-
expansion also for expressions that are pure.
The computation rule 𝛽 for the type allows computa-
tion under the let box binder. If we bind a box-ed expression
under the let box binder, we can substitute the underlying
expression in the motive. This is safe because 𝑒1 is forced to
be a pure expression.
Finally,wehavethe𝜂expansionrules for the type,which
pushes an expression in an evaluation context under a let box
binder.The 𝜂−𝑝𝑢𝑟𝑒 rule uses the pure evaluation context C,
while the 𝜂−𝑖𝑚𝑝𝑢𝑟𝑒 rule uses the impure evaluation con-
textE .The only difference in the rules is that theC evaluation
context can be plugged with pure expressions only.
We prove that our equality rules are sound with respect
to our categorical semantics. If two expressions are equal in
the equational theory, they have equal interpretations in the
semantics.
Theorem 6.1 Soundness of ≈. If Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴, thenJΓ ⊢ 𝑒1 ∶ 𝐴K = JΓ ⊢ 𝑒2 ∶ 𝐴K.
7 Embedding
Our language is an extension of the call-by-value simply-
typed lambda calculus. Buthowcouldweclaim that it is really
an extension? In this section, we show that we can embed the
simply-typed lambda calculus into our calculus, while still
preserving its nice properties. We state the full simply-typed
lambda calculus including its 𝛽𝜂-equational theory in fig-
ure 18 in the appendix.
We define an embedding function from the simply-typed
lambda calculus to our calculus. We use the notation 𝑋´¶ to
denote the embedding of a syntactic object𝑋 from STLC into
our calculus. We give the syntactic translation of types, con-
texts, and raw terms in figure 10.
To embed the function type, we embed the domain and
codomain, but we apply our comonadic type constructor
to restrict the domain to a pure type.This embedding is quite
like theGödel-McKinsey-Tarski embeddingof the intuitionis-
tic propositional calculus into classical S4modal logic, as out-
lined in [19], butwedonot need to apply the type construc-
toronthecodomain,becauseour functionsare capability-safe.
We remark that this is similar to the embedding of lax logic
intoS4modal logicdescribed in [29], aswell as the embedding
of intuitionistic logic into linear logic [10].
When embedding contexts, we mark the variables as pure
using the p annotation. To embed functions and applications,
we need to use the introduction and elimination forms for .
When embedding a 𝜆-expression, the bound variable is em-
bedded as a term of type, so we eliminate the underlying
variable using the let box binding form before using it in the
body. To embed an application, we simply put the argument
in a box.
We show that this translation preserves typing, i.e., well-
typed expressions embed to well-typed expressions. Then,
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Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵
Γ ⊢ fst (𝑣1 , 𝑣2)≈ 𝑣1 ∶ 𝐴 ×1𝛽 Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵Γ ⊢ snd (𝑣1 , 𝑣2)≈ 𝑣2 ∶ 𝐵 ×2𝛽 Γ ⊢ 𝑣 ∶ 𝐴 × 𝐵Γ ⊢ 𝑣 ≈ (fst 𝑣 , snd 𝑣) ∶ 𝐴 × 𝐵 ×𝜂
Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑣 ≈ [𝑣/𝑥]𝑒 ∶ 𝐵 ⇒ 𝛽
Γ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵
Γ ⊢ 𝑣 ≈ 𝜆𝑥 ∶ 𝐴. 𝑣 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂- impure Γ ⊢
p 𝑒 ∶ 𝐴 ⇒ 𝐵
Γ ⊢ 𝑒 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂-pure
Γp ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = box 𝑒1 in 𝑒2 ≈ [𝑒1/𝑥]𝑒2 ∶ 𝐵 𝛽
Γ ⊢p 𝑒 ∶ 𝐴 Γ ⊢ C⟪𝑒⟫ ∶ 𝐵 Γ ⊢ let box 𝑥 = 𝑒 in C⟪box 𝑥 ⟫ ∶ 𝐵
Γ ⊢ C⟪𝑒⟫ ≈ let box 𝑥 = 𝑒 in C⟪box 𝑥 ⟫ ∶ 𝐵 𝜂-pure
Γ ⊢ 𝑒 ∶ 𝐴 Γ ⊢ E⟪𝑒⟫ ∶ 𝐵 Γ ⊢ let box 𝑥 = 𝑒 in E⟪box 𝑥 ⟫ ∶ 𝐵
Γ ⊢ E⟪𝑒⟫ ≈ let box 𝑥 = 𝑒 in E⟪box 𝑥 ⟫ ∶ 𝐵 𝜂- impure
Figure 9. EquationalTheory
Types unit´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ≔ unit
𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ≔ 𝐴´¶ ⇒ 𝐵´¶
Contexts ·´¶ ≔ ·
Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ≔ Γ´¶, 𝑥 ∶ 𝐴´¶p
Terms ()´¶ ≔ ()
𝑥´¶ ≔ 𝑥
𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ≔ 𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒´¶
𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ≔ 𝑒1´¶ box 𝑒2´¶
Figure 10. Embedding STLC
we show that the 𝛽𝜂-equational theory of the pure call-by-
value simply-typed lambda calculus is preserved under the
translation. If two expressions are equal in the simply-typed
lambda calculus, they remain equal after embedding into our
imperative calculus.
Theorem 7.1 Preservation of typing.
If Γ ⊢𝜆 𝑒 ∶ 𝐴, then Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶.
Theorem 7.2 Preservation of equality.
If Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴, then Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶.
Finally,we show that our imperative calculus is a conserva-
tive extension of the simply-typed lambda calculus. To do so,
weclaimthat if twoembedded termsareequal in theextended
theory, then theymust have been equal in the smaller theory.
This shows that the equational theory of the imperative cal-
culus does not introduce any extra equations that would de-
stroy the computational properties of the pure simply-typed
lambda calculus.
Theorem 7.3 Conservative Extension. If Γ ⊢𝜆 𝑒1 ∶ 𝐴,
Γ ⊢𝜆 𝑒2 ∶ 𝐴, and Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶, then Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴.
8 Discussion and FutureWork
Therehasbeenavast amountofworkon integratingeffects
into purely functional languages. Ironically though, even the
very definition of what a purely functional language is has
historically been a contested one. Sabry [32] proposed that a
functional language is pure when its behaviour under differ-
ent evaluation strategies is “morally” the same, in the sense
of Danielsson et al. [5]. That is, if changing the evaluation
strategy from call-by-value to (say) call-by-need could only
change the divergence/error behaviour of programs in a lan-
guage, then the language ispure. In contrast, thedefinitionwe
use in this paper is less sophisticated: we take purity to be the
preservation of the 𝛽𝜂 equational theory of the simply-typed
lambda calculus. However, it lets us prove the correctness of
our embedding in an appealingly simple way, by translating
derivations of equality.
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The use of substructural type systems to control access
to mutable data is also a long-running theme in the develop-
mentof programming languages. It is so long-running, in fact,
that it actually predates linear logic [10] by nearly a decade!
Reynolds’ Syntactic Control of Interference [30] proposed us-
ing a substructural type discipline to prevent aliased access
to data structures.The intuition that substructural logic cor-
responds to ownership of capabilities is also a very old one
– O’Hearn [27] uses it to explain his model of SCI, and Crary
et al. [3] compare their static capabilities to the capabilities
in the HYDRA system ofWulf et al. [37].
However, these comparisons remained informal, due to the
fact that semanticists tended to use capabilities in a substruc-
tural fashion (e.g., see [3, 34]), but from the very outset ([6]) to
modern day applications like capability-safe Javascript [18],
systemsdesignershave tendedtousecapabilitiesnon-linearly.
In particular, they thought it was desirable for a principal to
hand a capability to two different deputies, which is a design
principle obviously incompatible with linearity.
The idea that the linear implication and intuitionistic impli-
cation could coexist, without one reducing to the other, first
arose in the logic of bunched implications [25].This led to sep-
aration logic [31], which has been very successful at verify-
ing programs with aliasable state. However, even though the
semantics of separation logic supports BI, the bulk of the tool-
ing infrastructure for separation logic (such as Smallfoot [2])
have focused on the substructural fragment, often even omit-
ting anything not in the linear fragment.
However, one observation very important to our work did
arise from work on separation logic. Dodds et al. [7] made
the critical observation that in addition to being able to assert
ownership, it is extremely useful to be able to deny the owner-
ship of a capability. Basically, knowing that a client program
lacks any capabilities can make it safe to invoke it in a secure
context.
The comonadic structure behind denial was also known
informally: it arises in thework ofMorrisett et al. [23], where
the exponential comonad in linear logic is modelled as the
lack of any heap ownership; and in an intuitionistic context,
the work on functional reactive programming [14] used a ca-
pability to create temporal values, and a comonad denying
ownership of it permitted writing space-leak-free reactive
programs. However, both of these papers used operational
unary logical relationsmodels, and so did not prove anything
about the equational theory.
Equational theories are easier to get with denotational
models, and our model derives from the work of Hofmann
[12]. In hiswork, he developed a denotationalmodel of space-
bounded computation, by taking a naive set-theoretic seman-
tics, and then augmenting it with intensional information.
His sets were augmented with a length function saying how
much memory each value used, and in ours, we use a weight
function saying howmany capabilities each value holds. (In
fact, he even notes that his category also forms a model of
bunched implications!) We think his approach has a high
power-to-weight ratio, and hope we have shown that it has
broad applicability as well.
However, this semantics is certainly not the last word: e.g.,
the semantics in this paper does not model the allocation of
new capabilities as a program executes. In the categorical
semantics of bunched logics, it is common to use functor cat-
egories, such as functors from the category of finite sets and
injections I , to Set, or presheaves over some other monoidal
category.The functor category formsamodel ofBI, inheriting
the cartesian closed structure where the limits are computed
Kripke-style in Set, and also a monoidal closed structure us-
ing the tensor product from the monoidal category andDay
convolution. In addition, the ability tomove to a bigger set per-
mits modelling allocation of new names and channels (e.g.,
as is done in models of the 𝜈-calculus [33]).
Another natural question is how we might handle recur-
sion, as our explicit description of the category of capability
spaces C in section 4 seems quite tied to Set. By replaying
this in a category like CPO rather than Set, wemay be able to
derive a domain-theoretic analogue of capability spaces.
Another direction for future work lies in the observation
that our □ comonad in subsection 4.4 takes away all capa-
bilities, yielding a system with a syntax like that of Pfen-
ning and Davies [29] with an interpretation close to the ax-
iomatic categorical semantics proposed by Alechina et al. [1]
and Kobayashi [13]. However, we could consider a graded or
indexed version of the same, i.e.,□𝐶, which only takes away a
set of capabilities𝐶 ∈ ℘(C) froma value. Our hopewould be
that this could form a model of systems like bounded linear
logic [4, 26], or other systems of coeffects [28]. One issue we
foresee is that while this indexed comonad would still be a
strong monoidal functor, it loses the idempotence property,
which we used in our interpretation and proofs.
There has also been a great deal of work on using monads
and effect systems [9, 21, 24, 36] to control the usage of effects.
However, the general idea of using a static tag which broad-
casts that an effectmay occur seems somewhat the reverse of
the idea of object capabilities, where access to a dynamically-
passed value determineswhether an effect can occur.The key
feature of our system is that the comonad does not say what
effects are possible, but rather asserts that effects are absent.
This manifests in the cancellation law (in subsection 4.5) of
the comonad and themonad. Still, the very phrases “may per-
form” and “does not possess” hint that some sort of duality
ought to exist.
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A Supplementarymaterial for Section 2 (Purity fromCapabilities)
We can see how this notion of purity plays out with the following examples, where we try to give a type for an apply function,
which takes a function and an argument, applies the argument to the function, and returns the output, at varying levels of purity.
First, we consider a function that applies a pure argument to an unrestricted function:
apply : ∀ a b. (a → b) → Pure a → b
apply f box(x) = f x −− accepted
This example is accepted. The box(x) pattern tells us that x is a pure variable, but there are no restrictions on using pure
variables as impure terms (since a pure term is an impure term that happens to not perform side-effects).
Next, we consider a variant of this function which applies an arbitrary function to a pure argument, and tries to return a pure
result.
apply : ∀ a b. (a → b) → Pure a → Pure b
apply f box(x) = box(f x) −− REJECTED
This variant is rejected. Intuitively, the call to the function f could have side-effects. Syntactically, since f is an impure variable,
it is simply not allowed to occur in the pure expression box(f x). For similar reasons, it is not possible to write a polymor-
phic fmap : ∀ a b. (a → b) → Pure a → Pure b function for the Pure type constructor. However, Pure is a functor in
the semantic sense – the absence of a map action indicates that this functor lacks tensorial strength.
We can still make both the function and the argument to apply into boxed types.
apply : Pure (a → b) → Pure a → Pure b
apply box(f) box(x) = box(f x) −− accepted
In this case, box(f x) is accepted, since both the variables f and x are known to be pure, and so are permitted to occur inside
of a pure expression.
B Supplementarymaterial for Section 3 (Typing)
Lemma B.1. Theweakening relation is reflexive.
Proof.
(1) Γ
(2) Γ = ·
(3) · ⊇ · ⊇-id
(4) Γ = Γ′, 𝑥 ∶ 𝐴𝑞
(5) Γ′ ⊇ Γ′ induction hypothesis
(6) Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Γ′, 𝑥 ∶ 𝐴𝑞 ⊇-cong
(7) Γ ⊇ Γ

Lemma B.2. Theweakening relation is transitive.
Proof.
(1) Γ ⊇ Δ, Δ ⊇ Ψ
(2) Γ = ·, Δ = · case⊇-id
(3) Ψ = · inversion
(4) · ⊇ · ⊇-id
(5) Γ = Γ′, 𝑥 ∶ 𝐴𝑞 , Δ = Δ′, 𝑥 ∶ 𝐴𝑞 case⊇-cong
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(6) Ψ = Ψ′, 𝑥 ∶ 𝐴𝑞 , Δ′ ⊇ Ψ′ case⊇-cong
(7) Γ′ ⊇ Ψ′ induction hypothesis
(8) Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Ψ′, 𝑥 ∶ 𝐴𝑞 ⊇-cong
(9) Δ′ ⊇ Ψ case⊇-wk
(10) Γ′ ⊇ Ψ induction hypothesis
(11) Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Ψ induction hypothesis
(12) Γ′ ⊇ Δ case⊇-wk
(13) Γ′ ⊇ Ψ induction hypothesis
(14) Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Ψ
(15) Γ ⊇ Ψ

Lemma B.3. If 𝑥 ∶ 𝐴𝑞 ∈ Δ and Γ ⊇ Δ, then 𝑥 ∶ 𝐴𝑞 ∈ Γ.
Proof. Assuming Γ ⊇ Δ, we do induction on 𝑥 ∶ 𝐴𝑞 ∈ Δ.◇∈ -id
(1) 𝑥 ∶ 𝐴𝑞 ∈ (Δ′, 𝑥 ∶ 𝐴𝑞 ) ∈-id
(2)
Γ′ ⊇ Δ′
Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Δ′, 𝑥 ∶ 𝐴𝑞 ⊇-cong
(3) 𝑥 ∶ 𝐴𝑞 ∈ (Γ′, 𝑥 ∶ 𝐴𝑞 ) ∈-id
◇∈ -ex
(1)
𝑥 ∶ 𝐴𝑞 ∈ Δ′ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Δ′, 𝑦 ∶ 𝐵𝑟 ) ∈-ex
(2)
Γ′ ⊇ Δ′
Γ′, 𝑦 ∶ 𝐵𝑟 ⊇ Δ′, 𝑦 ∶ 𝐵𝑟 ⊇-cong
(3) 𝑥 ∶ 𝐴𝑞 ∈ Δ′ inversion
(4) Γ′ ⊇ Δ′ inversion
(5) 𝑥 ∶ 𝐴𝑞 ∈ Γ′ induction hypothesis
(6) 𝑥 ∶ 𝐴𝑞 ∈ (Γ′, 𝑦 ∶ 𝐵𝑟 ) ∈-ex

Lemma B.4. If Γ ⊇ Δ, then Γp ⊇ Δp.
Proof. We do induction on Γ ⊇ Δ.
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◇⊇ -id
(1) · ⊇ · ⊇-id
(2) · ⊇ · ⊇-id
◇⊇ -cong
(1)
Γ′ ⊇ Δ′
Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Δ′, 𝑥 ∶ 𝐴𝑞 ⊇-cong
(2) Γ′ ⊇ Δ′ inversion
(3) Γ′p ⊇ Δ′p induction hypothesis
(4) 𝑞 = p
(5) Γ′p , 𝑥 ∶ 𝐴p ⊇ Δ′p , 𝑥 ∶ 𝐴p ⊇-cong (3)
(6) 𝑞 = i
(7) Γ′p ⊇ Δ′p (3)
(8) (Γ′, 𝑥 ∶ 𝐴𝑞 )p ⊇ (Δ′, 𝑥 ∶ 𝐴𝑞 )p
◇⊇ -wk
(1)
Γ′ ⊇ Δ
Γ′, 𝑥 ∶ 𝐴𝑞 ⊇ Δ ⊇-wk
(2) Γ′ ⊇ Δ inversion
(3) Γ′p ⊇ Δp induction hypothesis
(4) 𝑞 = p
(5) Γ′p , 𝑥 ∶ 𝐴p ⊇ Δp ⊇-wk (3)
(6) 𝑞 = i
(7) Γ′p ⊇ Δp (3)
(8) (Γ′, 𝑥 ∶ 𝐴𝑞 )p ⊇ Δp

Lemma 3.1 Syntactic weakening.
If Γ ⊇ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then Γ ⊢ 𝑒 ∶ 𝐴.
Proof. Assuming Γ ⊇ Δ, we do induction on Δ ⊢ 𝑒 ∶ 𝐴.
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◇Var
(1)
𝑥 ∶ 𝐴𝑞 ∈ Δ
Δ ⊢ 𝑥 ∶ 𝐴 Var
(2) 𝑥 ∶ 𝐴𝑞 ∈ Δ inversion
(3) 𝑥 ∶ 𝐴𝑞 ∈ Γ lemma B.3
(4) Γ ⊢ 𝑥 ∶ 𝐴 Var
◇ unitI
(1) Δ ⊢ () ∶ unit unitI
(2) Γ ⊢ () ∶ unit unitI
◇×I
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
(3) Δ ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ ⊢ 𝑒1 ∶ 𝐴 induction hypothesis
(5) Γ ⊢ 𝑒2 ∶ 𝐵 induction hypothesis
(6) Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
◇×E𝑖
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ fst 𝑒 ∶ 𝐴 ×E1
(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵 induction hypothesis
(4) Γ ⊢ fst 𝑒 ∶ 𝐴 ×E1
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ snd 𝑒 ∶ 𝐵 ×E2
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(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵 induction hypothesis
(4) Γ ⊢ snd 𝑒 ∶ 𝐵 ×E2
◇ I
(1)
Δ ⊢p 𝑒 ∶ 𝐴
Δ ⊢ box 𝑒 ∶ 𝐴 I
(2) Δ ⊢p 𝑒 ∶ 𝐴 inversion
(3) Δp ⊢ 𝑒 ∶ 𝐴 inversion
(4) Γp ⊇ Δp lemma B.4
(5) Γp ⊢ 𝑒 ∶ 𝐴 induction hypothesis
(6) Γ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(7) Γ ⊢ box 𝑒 ∶ 𝐴 I
◇ E
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
(3) Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ ⊢ 𝑒1 ∶ 𝐴 induction hypothesis (2)
(5) Γ, 𝑥 ∶ 𝐴p ⊇ Δ, 𝑥 ∶ 𝐴p ⊇-cong
(6) Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵 induction hypothesis (3) (5)
(7) Γ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
◇⇒ I
(1)
Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Δ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(2) Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 inversion
(3) Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i ⊇-cong
(4) Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 induction hypothesis (3)
(5) Γ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
19
Vikraman Choudhury and Neel Krishnaswami
◇⇒ E
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Δ ⊢ 𝑒2 ∶ 𝐴
Δ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(3) Δ ⊢ 𝑒2 ∶ 𝐴 inversion
(4) Γ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 induction hypothesis (2)
(5) Γ ⊢ 𝑒2 ∶ 𝐴 induction hypothesis (3)
(6) Γ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
◇ strI
(1) Δ ⊢ 𝑠 ∶ str strI
(2) Γ ⊢ 𝑠 ∶ str strI
◇ Print
(1)
Δ ⊢ 𝑒1 ∶ cap Δ ⊢ 𝑒2 ∶ str
Δ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
(2) Δ ⊢ 𝑒1 ∶ cap inversion
(3) Δ ⊢ 𝑒2 ∶ str inversion
(4) Γ ⊢ 𝑒1 ∶ cap induction hypothesis (2)
(5) Γ ⊢ 𝑒2 ∶ str induction hypothesis (3)
(6) Γ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print

Lemma B.5. If Γ ⊇ Δ and Δ ⊢ 𝜃 ∶ Ψ, then Γ ⊢ 𝜃 ∶ Ψ.
Proof. Assuming Γ ⊇ Δ, we do induction on Δ ⊢ 𝜃 ∶ Ψ.◇ sub-id
(1) Δ ⊢ ⟨⟩ ∶ · sub-id
(2) Γ ⊢ ⟨⟩ ∶ · sub-id
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◇ sub-pure
(1)
Δ ⊢ 𝜃 ∶ Ψ′ Δ ⊢p 𝑒 ∶ 𝐴
Δ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Ψ′, 𝑥 ∶ 𝐴p sub-pure
(2) Δ ⊢ 𝜃′ ∶ Ψ′ inversion
(3)
Δp ⊢ 𝑒 ∶ 𝐴
Δ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(4) Δp ⊢ 𝑒 ∶ 𝐴 inversion
(5) Γ ⊢ 𝜃′ ∶ Ψ′ induction hypothesis (2)
(6) Γp ⊇ Δp lemma B.4
(7) Γp ⊢ 𝑒 ∶ 𝐴 syntactic weakening lemma 3.1 (3)
(8) Γ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(9) Γ ⊢ ⟨𝜃′, 𝑒p/𝑥⟩ ∶ Ψ′, 𝑥 ∶ 𝐴p sub-pure
◇ sub-impure
(1)
Δ ⊢ 𝜃 ∶ Ψ′ Δ ⊢ 𝑣 ∶ 𝐴
Δ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Ψ′, 𝑥 ∶ 𝐴i sub-impure
(2) Δ ⊢ 𝜃′ ∶ Ψ′ inversion
(3) Δ ⊢ 𝑣 ∶ 𝐴 inversion
(4) Γ ⊢ 𝜃′ ∶ Ψ′ induction hypothesis (2)
(5) Γ ⊢ 𝑣 ∶ 𝐴 syntactic weakening lemma 3.1 (3)
(6) Γ ⊢ ⟨𝜃′, 𝑣i/𝑥⟩ ∶ Ψ′, 𝑥 ∶ 𝐴i sub-impure

Lemma B.6. If Γ ⊢ 𝜃 ∶ Δ then Γp ⊢ 𝜃p ∶ Δp.
Proof. We do induction on Γ ⊢ 𝜃 ∶ Δ.
(1) Γ ⊢ 𝜃 ∶ Δ
(2) Γ ⊢ ⟨⟩ ∶ · sub-id
(3) Γp ⊢ ⟨⟩ ∶ · sub-id
(4)
Γ ⊢ 𝜃 ∶ Δ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure
(5) Γ ⊢ 𝜃 ∶ Δ inversion
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(6)
Γp ⊢ 𝑒 ∶ 𝐴
Γ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(7) Γp ⊢ 𝑒 ∶ 𝐴 inversion
(8) Γp ⊢ 𝜃p ∶ Δp induction hypothesis
(9) (Γp)p ⊢ 𝑒 ∶ 𝐴 (Γp)p = Γp
(10) Γp ⊢p 𝑒 ∶ 𝐴 ctx-pure
(11) Γp ⊢ ⟨𝜃p , 𝑒p/𝑥⟩ ∶ Δp , 𝑥 ∶ 𝐴p sub-pure
(12)
Γ ⊢ 𝜃 ∶ Δ Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure
(13) Γ ⊢ 𝜃 ∶ Δ inversion
(14) Γp ⊢ 𝜃p ∶ Δp induction hypothesis
(15) Γp ⊢ 𝜃p ∶ Δp

Lemma B.7. For any context Γ, we have Γ ⊇ Γp.
Proof. We do induction on Γ.
(1) Γ
(2) Γ = ·
(3) · ⊇ · ⊇-id
(4) Γ = Δ, 𝑥 ∶ 𝐴p
(5) Δ ⊇ Δp induction hypothesis
(6) Δ, 𝑥 ∶ 𝐴p ⊇ Δp , 𝑥 ∶ 𝐴p ⊇-cong
(7) Γ = Δ, 𝑥 ∶ 𝐴i
(8) Δ ⊇ Δp induction hypothesis
(9) Δ, 𝑥 ∶ 𝐴i ⊇ Δp ⊇-wk
(10) Γ ⊇ Γp

Lemma B.8. If Γ ⊢ 𝜃 ∶ Δ and 𝑥 ∶ 𝐴𝑞 ∈ Δ, then Γ ⊢ 𝜃[𝑥] ∶ 𝐴.
Proof. Assuming Γ ⊢ 𝜃 ∶ Δ, we do induction on 𝑥 ∶ 𝐴𝑞 ∈ Δ.◇∈ -id
(1) 𝑥 ∶ 𝐴𝑞 ∈ (Δ′, 𝑥 ∶ 𝐴𝑞 ) ∈-id
(2) 𝑞 = p
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(3)
Γ ⊢ 𝜙 ∶ Δ′ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜙, 𝑒p/𝑥⟩ ∶ Δ′, 𝑥 ∶ 𝐴p sub-pure
(4)
Γp ⊢ 𝑒 ∶ 𝐴
Γ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(5) Γp ⊢ 𝑒 ∶ 𝐴 inversion
(6) Γ ⊇ Γp lemma B.7
(7) Γ ⊢ 𝑒 ∶ 𝐴 syntactic weakening lemma 3.1
(8) Γ ⊢ ⟨𝜙, 𝑒p/𝑥⟩[𝑥] ∶ 𝐴 definition
(9) 𝑞 = i
(10)
Γ ⊢ 𝜙 ∶ Δ′ Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ ⟨𝜙, 𝑣i/𝑥⟩ ∶ Δ′, 𝑥 ∶ 𝐴i sub-impure
(11) Γ ⊢ 𝑣 ∶ 𝐴 inversion
(12) Γ ⊢ ⟨𝜙, 𝑣i/𝑥⟩[𝑥] ∶ 𝐴 definition
(13) Γ ⊢ 𝜃[𝑥] ∶ 𝐴
◇∈ -ex
(1)
𝑥 ∶ 𝐴𝑞 ∈ Δ′ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Δ′, 𝑦 ∶ 𝐵𝑟 ) ∈-ex
(2) 𝑥 ∶ 𝐴𝑞 ∈ Δ′ inversion
(3) 𝑞 = p
(4)
Γ ⊢ 𝜙 ∶ Δ′ Γ ⊢p 𝑒 ∶ 𝐵
Γ ⊢ ⟨𝜙, 𝑒p/𝑦⟩ ∶ Δ′, 𝑦 ∶ 𝐵p sub-pure
(5) Γ ⊢ 𝜙 ∶ Δ′ inversion
(6) Γ ⊢ 𝜙[𝑥] ∶ 𝐴 induction hypothesis
(7) Γ ⊢ ⟨𝜙, 𝑒p/𝑦⟩[𝑥] ∶ 𝐴 definition
(8) 𝑞 = i
(9)
Γ ⊢ 𝜙 ∶ Δ′ Γ ⊢ 𝑣 ∶ 𝐵
Γ ⊢ ⟨𝜙, 𝑣i/𝑦⟩ ∶ Δ′, 𝑦 ∶ 𝐵i sub-impure
(10) Γ ⊢ 𝜙 ∶ Δ′ inversion
(11) Γ ⊢ 𝜙[𝑥] ∶ 𝐴 induction hypothesis
(12) Γ ⊢ ⟨𝜙, 𝑣i/𝑦⟩[𝑥] ∶ 𝐴 definition
(13) Γ ⊢ 𝜃[𝑥] ∶ 𝐴

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Theorem 3.3 Syntactic substitution.
If Γ ⊢ 𝜃 ∶ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then Γ ⊢ 𝜃(𝑒) ∶ 𝐴.
Proof. Assuming Γ ⊢ 𝜃 ∶ Δ, we do induction on Δ ⊢ 𝑒 ∶ 𝐴.◇Var
(1)
𝑥 ∶ 𝐴𝑞 ∈ Δ
Δ ⊢ 𝑥 ∶ 𝐴 Var
(2) 𝑥 ∶ 𝐴𝑞 ∈ Δ inversion
(3) Γ ⊢ 𝜃[𝑥] ∶ 𝐴 lemma B.8
(4) Γ ⊢ 𝜃(𝑥) ∶ 𝐴 definition
◇ unitI
(1) Δ ⊢ () ∶ unit unitI
(2) Γ ⊢ () ∶ unit unitI
(3) Γ ⊢ 𝜃(()) ∶ unit definition
◇×I
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
(3) Δ ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 induction hypothesis
(5) Γ ⊢ 𝜃(𝑒2) ∶ 𝐵 induction hypothesis
(6) Γ ⊢ (𝜃(𝑒1) , 𝜃(𝑒2)) ∶ 𝐴 × 𝐵 ×I
(7) Γ ⊢ 𝜃((𝑒1 , 𝑒2)) ∶ 𝐴 × 𝐵 definition
◇×E𝑖
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ fst 𝑒 ∶ 𝐴 ×E1
(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵 induction hypothesis
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(4) Γ ⊢ fst 𝜃(𝑒) ∶ 𝐵 ×E1
(5) Γ ⊢ 𝜃(fst 𝑒) ∶ 𝐵 definition
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ snd 𝑒 ∶ 𝐵 ×E2
(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵 induction hypothesis
(4) Γ ⊢ snd 𝜃(𝑒) ∶ 𝐵 ×E2
(5) Γ ⊢ 𝜃(snd 𝑒) ∶ 𝐵 definition
◇⇒ I
(1)
Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Δ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(2) Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 inversion
(3) Γ, 𝑦 ∶ 𝐴i ⊇ Γ ⊇-wk
(4) Γ, 𝑦 ∶ 𝐴i ⊢ 𝜃 ∶ Δ lemma B.5
(5) Γ, 𝑦 ∶ 𝐴i ⊢ 𝑦 ∶ 𝐴 Var
(6) Γ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure (4) (5)
(7) Γ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐵 induction hypothesis (6) (2)
(8) Γ ⊢ 𝜆𝑦. ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐴 ⇒ 𝐵 ⇒I
(9) Γ ⊢ 𝜃(𝜆𝑦. 𝑒) ∶ 𝐴 ⇒ 𝐵 definition
◇⇒ E
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Δ ⊢ 𝑒2 ∶ 𝐴
Δ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(3) Δ ⊢ 𝑒2 ∶ 𝐴 inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 ⇒ 𝐵 induction hypothesis (2)
(5) Γ ⊢ 𝜃(𝑒2) ∶ 𝐴 induction hypothesis (3)
(6) Γ ⊢ 𝜃(𝑒1) 𝜃(𝑒2) ∶ 𝐵 ⇒E
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(7) Γ ⊢ 𝜃(𝑒1 𝑒2) ∶ 𝐵 definition
◇ strI
(1) Δ ⊢ 𝑠 ∶ str strI
(2) Γ ⊢ 𝑠 ∶ str strI
(3) Γ ⊢ 𝜃(𝑠) ∶ str definition
◇ Print
(1)
Δ ⊢ 𝑒1 ∶ cap Δ ⊢ 𝑒2 ∶ str
Δ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
(2) Δ ⊢ 𝑒1 ∶ cap inversion
(3) Δ ⊢ 𝑒2 ∶ str inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ cap induction hypothesis (2)
(5) Γ ⊢ 𝜃(𝑒2) ∶ str induction hypothesis (3)
(6) Γ ⊢ 𝜃(𝑒1) ⋅print(𝜃(𝑒2)) ∶ unit Print
(7) Γ ⊢ 𝜃(𝑒1 ⋅print(𝑒2)) ∶ unit definition
◇ I
(1)
Δ ⊢p 𝑒 ∶ 𝐴
Δ ⊢ box 𝑒 ∶ 𝐴 I
(2)
Δp ⊢ 𝑒 ∶ 𝐴
Δ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(3) Δp ⊢ 𝑒 ∶ 𝐴 inversion
(4) Γp ⊢ 𝜃p ∶ Δp lemma B.6
(5) Γp ⊢ 𝜃p(𝑒) ∶ 𝐴 induction hypothesis (3) (4)
(6) Γ ⊢p 𝜃p(𝑒) ∶ 𝐴 ctx-pure
(7) Γ ⊢ box 𝜃p(𝑒) ∶ 𝐴 I
(8) Γ ⊢ 𝜃(box 𝑒 ) ∶ 𝐴 definition
◇ E
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(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
(3) Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ, 𝑦 ∶ 𝐴p ⊇ Γ ⊇-wk
(5) Γ, 𝑦 ∶ 𝐴p ⊢ 𝜃 ∶ Δ lemma B.5 (4)
(6) 𝑦 ∶ 𝐴p ∈ Γp , 𝑦 ∶ 𝐴p ⊇-id
(7) Γp , 𝑦 ∶ 𝐴p ⊢ 𝑦 ∶ 𝐴 Var
(8) Γ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure
(9) Γ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵 induction hypothesis (8) (3)
(10) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 induction hypothesis (2)
(11) Γ ⊢ let box 𝑦 = 𝜃(𝑒1) in ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵 E (9) (10)
(12) Γ ⊢ 𝜃(let box 𝑥 = 𝑒1 in 𝑒2) ∶ 𝐵 definition

B.0.1 Weakening
We give the standard rules for the context membership judgement in figure 11a, following Barendregt’s variable convention.
The only difference is that variables now have an extra purity annotation.
B.0.2 Weakening
Thecontextweakening relation follows the usual rules, as shown in figure 11b, with the extra purity annotation on free variables
in contexts. The rule⊇ -wk allows us to drop a hypothesis to weaken the context, and we add the rules⊇ -id and⊇ -cong
to get the smallest congruence closure.
We show that weakening is sound by proving a syntactic weakening lemma.
B.0.3 Substitution
Substitution requires an extra bit of work, as we can see in figure 11c. Since our language is effectful, we have the usual rule
sub-impurewhich allows substituting values for impure variables, as in the call-by-value lambda calculus.Wealso add another
rule sub-pure, which allows one to substitute pure expressions for pure variables.
At this point, we can define the syntactic substitution function on raw terms. This is mostly standard, except for the cases
involving the box constructors. We give the full definition.
Definition B.9 (Syntactic substitution on variables).
𝜃[𝑥] ≔
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
☇ 𝜃 = ⟨⟩
𝑒 𝜃 = ⟨𝜙, 𝑒𝑞/𝑥⟩
𝜙[𝑥] 𝜃 = ⟨𝜙, 𝑒𝑞/𝑦⟩, 𝑥 ≠ 𝑦
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Definition B.10 (Syntactic substitution on raw terms).
𝜃(𝑥) ≔ 𝜃[𝑥]
𝜃(()) ≔ ()
𝜃(𝑠) ≔ 𝑠
𝜃((𝑒1 , 𝑒2)) ≔ (𝜃(𝑒1) , 𝜃(𝑒2))
𝜃(fst 𝑒) ≔ fst 𝜃(𝑒)
𝜃(snd 𝑒) ≔ snd 𝜃(𝑒)
𝜃(𝜆𝑥. 𝑒) ≔ 𝜆𝑦. ⟨𝜃, 𝑦i/𝑥⟩(𝑒)
𝜃(𝑒1 𝑒2) ≔ 𝜃(𝑒1) 𝜃(𝑒2)
𝜃(box 𝑒 ) ≔ box 𝜃p(𝑒)
𝜃(let box 𝑥 = 𝑒1 in 𝑒2) ≔ let box 𝑦 = 𝜃(𝑒1) in ⟨𝜃, 𝑦p/𝑥⟩(𝑒2)
𝜃(𝑒1 ⋅print(𝑒2)) ≔ 𝜃(𝑒1) ⋅print(𝜃(𝑒2))
When substituting under a binder,we do a renaming of the bound variable by extending the substitutionwith an appropriately
annotated variable. To substitute inside a box-ed expression, we have to purify the substitution when using it. We extend the
purify operation to substitutions as well; it simply drops the impure substitutions, as shown in figure 4b.
Finally, we show the soundness of substitution by proving a syntactic substitution theorem.
TheoremB.11 Syntactic substitution.
If Γ ⊢ 𝜃 ∶ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then Γ ⊢ 𝜃(𝑒) ∶ 𝐴.
Proof. Assuming Γ ⊢ 𝜃 ∶ Δ, we do induction on Δ ⊢ 𝑒 ∶ 𝐴.◇Var
(1)
𝑥 ∶ 𝐴𝑞 ∈ Δ
Δ ⊢ 𝑥 ∶ 𝐴 Var
(2) 𝑥 ∶ 𝐴𝑞 ∈ Δ inversion
(3) Γ ⊢ 𝜃[𝑥] ∶ 𝐴 lemma B.8
(4) Γ ⊢ 𝜃(𝑥) ∶ 𝐴 definition
◇ unitI
(1) Δ ⊢ () ∶ unit unitI
(2) Γ ⊢ () ∶ unit unitI
(3) Γ ⊢ 𝜃(()) ∶ unit definition
◇×I
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
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(3) Δ ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 induction hypothesis
(5) Γ ⊢ 𝜃(𝑒2) ∶ 𝐵 induction hypothesis
(6) Γ ⊢ (𝜃(𝑒1) , 𝜃(𝑒2)) ∶ 𝐴 × 𝐵 ×I
(7) Γ ⊢ 𝜃((𝑒1 , 𝑒2)) ∶ 𝐴 × 𝐵 definition
◇×E𝑖
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ fst 𝑒 ∶ 𝐴 ×E1
(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵 induction hypothesis
(4) Γ ⊢ fst 𝜃(𝑒) ∶ 𝐵 ×E1
(5) Γ ⊢ 𝜃(fst 𝑒) ∶ 𝐵 definition
(1)
Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Δ ⊢ snd 𝑒 ∶ 𝐵 ×E2
(2) Δ ⊢ 𝑒 ∶ 𝐴 × 𝐵 inversion
(3) Γ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵 induction hypothesis
(4) Γ ⊢ snd 𝜃(𝑒) ∶ 𝐵 ×E2
(5) Γ ⊢ 𝜃(snd 𝑒) ∶ 𝐵 definition
◇⇒ I
(1)
Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Δ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(2) Δ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 inversion
(3) Γ, 𝑦 ∶ 𝐴i ⊇ Γ ⊇-wk
(4) Γ, 𝑦 ∶ 𝐴i ⊢ 𝜃 ∶ Δ lemma B.5
(5) Γ, 𝑦 ∶ 𝐴i ⊢ 𝑦 ∶ 𝐴 Var
(6) Γ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure (4) (5)
(7) Γ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐵 induction hypothesis (6) (2)
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(8) Γ ⊢ 𝜆𝑦. ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐴 ⇒ 𝐵 ⇒I
(9) Γ ⊢ 𝜃(𝜆𝑦. 𝑒) ∶ 𝐴 ⇒ 𝐵 definition
◇⇒ E
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Δ ⊢ 𝑒2 ∶ 𝐴
Δ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(3) Δ ⊢ 𝑒2 ∶ 𝐴 inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 ⇒ 𝐵 induction hypothesis (2)
(5) Γ ⊢ 𝜃(𝑒2) ∶ 𝐴 induction hypothesis (3)
(6) Γ ⊢ 𝜃(𝑒1) 𝜃(𝑒2) ∶ 𝐵 ⇒E
(7) Γ ⊢ 𝜃(𝑒1 𝑒2) ∶ 𝐵 definition
◇ strI
(1) Δ ⊢ 𝑠 ∶ str strI
(2) Γ ⊢ 𝑠 ∶ str strI
(3) Γ ⊢ 𝜃(𝑠) ∶ str definition
◇ Print
(1)
Δ ⊢ 𝑒1 ∶ cap Δ ⊢ 𝑒2 ∶ str
Δ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
(2) Δ ⊢ 𝑒1 ∶ cap inversion
(3) Δ ⊢ 𝑒2 ∶ str inversion
(4) Γ ⊢ 𝜃(𝑒1) ∶ cap induction hypothesis (2)
(5) Γ ⊢ 𝜃(𝑒2) ∶ str induction hypothesis (3)
(6) Γ ⊢ 𝜃(𝑒1) ⋅print(𝜃(𝑒2)) ∶ unit Print
(7) Γ ⊢ 𝜃(𝑒1 ⋅print(𝑒2)) ∶ unit definition
◇ I
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(1)
Δ ⊢p 𝑒 ∶ 𝐴
Δ ⊢ box 𝑒 ∶ 𝐴 I
(2)
Δp ⊢ 𝑒 ∶ 𝐴
Δ ⊢p 𝑒 ∶ 𝐴 ctx-pure
(3) Δp ⊢ 𝑒 ∶ 𝐴 inversion
(4) Γp ⊢ 𝜃p ∶ Δp lemma B.6
(5) Γp ⊢ 𝜃p(𝑒) ∶ 𝐴 induction hypothesis (3) (4)
(6) Γ ⊢p 𝜃p(𝑒) ∶ 𝐴 ctx-pure
(7) Γ ⊢ box 𝜃p(𝑒) ∶ 𝐴 I
(8) Γ ⊢ 𝜃(box 𝑒 ) ∶ 𝐴 definition
◇ E
(1)
Δ ⊢ 𝑒1 ∶ 𝐴 Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Δ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
(2) Δ ⊢ 𝑒1 ∶ 𝐴 inversion
(3) Δ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵 inversion
(4) Γ, 𝑦 ∶ 𝐴p ⊇ Γ ⊇-wk
(5) Γ, 𝑦 ∶ 𝐴p ⊢ 𝜃 ∶ Δ lemma B.5 (4)
(6) 𝑦 ∶ 𝐴p ∈ Γp , 𝑦 ∶ 𝐴p ⊇-id
(7) Γp , 𝑦 ∶ 𝐴p ⊢ 𝑦 ∶ 𝐴 Var
(8) Γ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure
(9) Γ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵 induction hypothesis (8) (3)
(10) Γ ⊢ 𝜃(𝑒1) ∶ 𝐴 induction hypothesis (2)
(11) Γ ⊢ let box 𝑦 = 𝜃(𝑒1) in ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵 E (9) (10)
(12) Γ ⊢ 𝜃(let box 𝑥 = 𝑒1 in 𝑒2) ∶ 𝐵 definition

C Supplementarymaterial for Section 4 (Semantics)
LemmaC.1.
HomC (𝐶 , 𝐴 × 𝐵) ≃ HomC (𝐶 , 𝐴) ×HomC (𝐶 , 𝐵)
Proof. Given 𝑓 ∶ HomC (𝐶 , 𝐴) and 𝑔 ∶ HomC (𝐶 , 𝐵), we define
⟨𝑓 , 𝑔⟩ ∶ HomC (𝐶 , 𝐴 × 𝐵)
𝑐 ↦ (𝑓(𝑐), 𝑔(𝑐))
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Assume there exists a 𝐶𝑐 such that 𝑤𝐶(𝑐, 𝐶𝑐). Then there exist weights 𝐶𝑎 ⊆ 𝐶𝑐 and 𝐶𝑏 ⊆ 𝐶𝑐 such that 𝑤𝐴(𝑓(𝑐), 𝐶𝑎) and
𝑤𝐵(𝑔(𝑐), 𝐶𝑏). Let𝐶 = 𝐶𝑎 ∪ 𝐶𝑏, then𝐶 ⊆ 𝐶𝑐 as well. This gives a weighting for ⟨𝑓 , 𝑔⟩.
Given ℎ ∶ HomC (𝐶 , 𝐴 × 𝐵), we define
𝑓 ∶ HomC (𝐴 , 𝐶) ≔ ℎ ; 𝜋1
𝑔 ∶ HomC (𝐵 , 𝐶) ≔ ℎ ; 𝜋2

LemmaC.2.
ev𝐴,𝐵 ∶ HomC ((𝐴 → 𝐵) × 𝐴 , 𝐵)
curry ∶ HomC (𝐶 × 𝐴 , 𝐵) ∼Ð→ HomC (𝐶 , 𝐴 → 𝐵)
Proof. We define,
ev𝐴,𝐵 ∶ HomC ((𝐴 → 𝐵) × 𝐴 , 𝐵)(𝑓 , 𝑎) ↦ 𝑓(𝑎)
Assume there exists a weight 𝐶 such that 𝑤(𝐴→𝐵)×𝐴((𝑓 , 𝑎), 𝐶). Then, there exist weights 𝐶𝑓 and 𝐶𝑎 such that 𝐶 = 𝐶𝑓 ∪ 𝐶𝑎,
𝑤𝐴→𝐵(𝑓 , 𝐶𝑓) and𝑤𝐴(𝑎, 𝐶𝐴). Hence, there exists a weighting𝐶𝑏 such that𝑤𝐵(𝑓(𝑎), 𝐶𝑏).
Given 𝑓 ∶ HomC (𝐶 × 𝐴 , 𝐵), we define
curry (𝑓) ∶ HomC (𝐶 , 𝐴 → 𝐵)
𝑐 ↦ 𝜆𝑎.𝑓(𝑐, 𝑎)
Assume there exists a𝐶𝑐 such that𝑤𝐶(𝑐, 𝐶𝑐). We claim that𝑤𝐴→𝐵(curry (𝑓), 𝐶𝑐). Assume 𝑎 and𝐶𝑎 such that𝑤𝐴(𝑎, 𝐶𝑎). Then,
𝑤𝐵(𝑓(𝑐, 𝑎), 𝐶𝑐 ∪ 𝐶𝑎). Choosing,𝐶𝑏 = 𝐶𝑐 ∪ 𝐶𝑎, we have𝑤𝐵(𝑓(𝑐, 𝑎), 𝐶𝑏).
Given 𝑓 ∶ HomC (𝐶 , 𝐴 → 𝐵)we define
uncurry (𝑓) ∶ HomC (𝐶 × 𝐴 , 𝐵)(𝑐, 𝑎) ↦ 𝑓(𝑐)(𝑎)
Assume there exist weights 𝐶𝑐 and 𝐶𝑎 such that 𝑤𝐶×𝐴((𝑐, 𝑎), 𝐶𝑐 ∪ 𝐶𝑎), 𝑤𝐶(𝑐, 𝐶𝑐) and 𝑤𝐴(𝑎, 𝐶𝑎). So, there exists 𝐶𝑓 ⊆ 𝐶𝑐
such that 𝑤𝐴→𝐵(𝑓(𝑐), 𝐶𝑓). Thus, there exists 𝐶𝑏 ⊆ 𝐶𝑓 ∪ 𝐶𝑎 such that 𝑤𝐵(𝑓(𝑐)(𝑎), 𝐶𝑏). It follows that 𝐶𝑏 ⊆ 𝐶𝑐 ∪ 𝐶𝑎, and
𝑤𝐵(𝑓(𝑐)(𝑎), 𝐶𝑏). 
𝜂𝐴 ∶ 𝐴 → 𝑇𝐴
𝑎 ↦ (𝑎, 𝜆𝑐.𝜀)
Assume there exists 𝐶𝑎 such that 𝑤𝐴(𝑎, 𝐶𝑎). With 𝑜 = 𝜆𝑐.𝜀, we have that for all 𝑐 ∈ C, 𝑜(𝑐) = 𝜀. Using 𝐶𝑜 = ∅, we have,
𝑤𝑇(𝐴)((𝑎, 𝑜), 𝐶𝑎 ∪ 𝐶𝑜).
𝜇𝐴 ∶ 𝑇𝑇𝐴 → 𝑇𝐴((𝑎, 𝑜1), 𝑜2) ↦ (𝑎, 𝜆𝑐.𝑜2(𝑐) ∙ 𝑜1(𝑐))
Let𝐶𝑜1 = { 𝑐 ∣ 𝑜1(𝑐) ≠ 𝜀 }and𝐶𝑜2 = { 𝑐 ∣ 𝑜2(𝑐) ≠ 𝜀 }.Assumethereexists𝐶𝑎 such that𝑤𝑇𝐴((𝑎, 𝑜1), 𝐶𝑎∪𝐶𝑜2), and𝑤𝐴(𝑎, 𝐶𝑎∪
𝐶𝑜1 ∪ 𝐶𝑜2). For all 𝑐 ∈ 𝐶𝑜1 , 𝑜1(𝑐) ≠ 𝜀, and for all 𝑐 ∈ 𝐶𝑜2 , 𝑜2(𝑐) ≠ 𝜀. So, for all 𝑐 ∈ 𝐶𝑜1 ∪ 𝐶𝑜2 , 𝑜2(𝑐) ∙ 𝑜1(𝑐) ≠ 𝜀. Using
𝐶𝑜 = 𝐶𝑜1 ∪ 𝐶𝑜2 we have,𝑤𝑇(𝐴)((𝑎, 𝜆𝑐.𝑜2(𝑐) ∙ 𝑜1(𝑐)), 𝐶𝑎 ∪ 𝐶𝑜).
LemmaC.3. The following diagrams commute.
𝑇 𝑇𝑇 𝑇
𝑇
𝜂𝑇
𝜇
𝑇𝜂
𝑇𝑇𝑇 𝑇𝑇
𝑇𝑇 𝑇
𝜇𝑇
𝑇𝜇 𝜇
𝜇
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Proof.
𝜇(𝜂𝑇(𝑎, 𝑜))= 𝜇((𝑎, 𝜆𝑐.𝜀), 𝑜)= (𝑎, 𝜆𝑐.𝑜(𝑐) ∙ 𝜀)= (𝑎, 𝜆𝑐.𝑜(𝑐))= (𝑎, 𝑜)
𝜇(𝑇𝜂(𝑎, 𝑜))= 𝜇((𝑎, 𝑜), 𝜆𝑐.𝜀)= (𝑎, 𝜆𝑐.𝜀 ∙ 𝑜(𝑐))= (𝑎, 𝜆𝑐.𝑜(𝑐))= (𝑎, 𝑜)
𝜇(𝜇𝑇(((𝑎, 𝑜1), 𝑜2), 𝑜3))= 𝜇((𝑎, 𝜆𝑐.𝑜2(𝑐) ∙ 𝑜1(𝑐)), 𝑜3)= (𝑎, 𝜆𝑐.𝑜3(𝑐) ∙ (𝑜2(𝑐) ∙ 𝑜1(𝑐)))= (𝑎, 𝜆𝑐.𝑜3(𝑐) ∙ 𝑜2(𝑐) ∙ 𝑜1(𝑐))
𝜇(𝑇𝜇(((𝑎, 𝑜1), 𝑜2), 𝑜3))= 𝜇((𝑎, 𝑜1), 𝜆𝑐.𝑜3(𝑐) ∙ 𝑜2(𝑐))= (𝑎, 𝜆𝑐.(𝑜3(𝑐) ∙ 𝑜2(𝑐)) ∙ 𝑜1(𝑐))= (𝑎, 𝜆𝑐.𝑜3(𝑐) ∙ 𝑜2(𝑐) ∙ 𝑜1(𝑐))

LemmaC.4. Strengthening with 1 is irrelevant.
1 × 𝑇𝐴 𝑇𝐴
𝑇(1 × 𝐴)
𝜏1,𝐴
Consecutive applications of strength commute.(𝐴 × 𝐵) × 𝑇𝐶 𝑇((𝐴 × 𝐵) × 𝐶)
𝐴 × (𝐵 × 𝑇𝐶) 𝑇(𝐴 × (𝐵 × 𝐶))
𝐴 × 𝑇(𝐵 × 𝐶)
≅
𝜏𝐴×𝐵,𝐶
≅
𝐴×𝜏𝐵,𝐶 𝜏𝐴,𝐵×𝐶
Strength commutes with monad unit and multiplication.
𝐴 × 𝐵
𝐴 × 𝑇𝐵 𝑇(𝐴 × 𝐵)
𝐴 × 𝑇2𝐵 𝑇(𝐴 × 𝑇𝐵) 𝑇2(𝐴 × 𝐵)
𝐴×𝜂𝐵 𝜂𝐴×𝐵
𝜏𝐴,𝐵
𝐴×𝜇𝐵
𝜏𝐴,𝑇𝐵 𝑇𝜏𝐴,𝐵
𝜇𝐴×𝐵
Left are right strengths are compatible.
𝐴 × 𝑇𝐵 𝑇(𝐴 × 𝐵)
𝑇𝐵 × 𝐴 𝑇(𝐵 × 𝐴)
𝜏𝐴,𝐵
ℬ𝐴,𝑇𝐵 𝑇ℬ𝐴,𝐵
𝜎𝐵,𝐴
Proof. All monads on Set are strong, and Set is symmetric monoidal for products. Note that, 𝑇 is not a commutative monad,
because the following natural transformations are not equal.
𝛼 ∶ 𝑇𝐴 × 𝑇𝐵 𝑇(𝐴 × 𝑇𝐵) 𝑇2(𝐴 × 𝐵) 𝑇(𝐴 × 𝐵)
𝛽 ∶ 𝑇𝐴 × 𝑇𝐵 𝑇(𝑇𝐴 × 𝐵) 𝑇2(𝐴 × 𝐵) 𝑇(𝐴 × 𝐵)
𝜎𝐴,𝑇𝐵 𝑇𝜏𝐴,𝐵 𝜇𝐴×𝐵
𝜏𝑇𝐴,𝐵 𝑇𝜎𝐴,𝐵 𝜇𝐴×𝐵
𝜎𝐴,𝑇𝐵((𝑎, 𝑜1), (𝑏, 𝑜2))= 𝑇𝜏𝐴,𝐵((𝑎, (𝑏, 𝑜2)), 𝑜1)= 𝜇𝐴×𝐵(((𝑎, 𝑏), 𝑜2), 𝑜1)= ((𝑎, 𝑏), 𝜆𝑐.𝑜1(𝑐) ∙ 𝑜2(𝑐))
𝜏𝑇𝐴,𝐵((𝑎, 𝑜1), (𝑏, 𝑜2))= 𝑇𝜎𝐴,𝐵((((𝑎, 𝑜1), 𝑏)), 𝑜2)= 𝜇𝐴×𝐵(((𝑎, 𝑏), 𝑜1), 𝑜2)= ((𝑎, 𝑏), 𝜆𝑐.𝑜2(𝑐) ∙ 𝑜1(𝑐))
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This means that the order of evaluation matters depending on whether we choose 𝛼 or 𝛽 for evaluating products. 
𝜀𝐴 ∶ □𝐴 → 𝐴
𝑎 ↦ 𝑎
𝛿𝐴 ∶ □𝐴 ∼Ð→ □□𝐴
𝑎 ↦ 𝑎
LemmaC.5. The following diagrams commute.
□ □□ □
□
𝜀□ □𝜀
𝛿
□□□ □□
□□ □
𝛿□
□𝛿 𝛿
𝛿
Proof. Since 𝛿 and 𝜀 are identities, it follows trivially. Each arrow is weight-preserving because the weight is not altered by□,
𝛿, or 𝜀. 
𝑚𝐼 ∶ 1 ∼Ð→ □1
∗ ↦ ∗
𝑚×𝐴,𝐵 ∶ (□𝐴 × □𝐵) ∼Ð→ □(𝐴 × 𝐵)(𝑎 , 𝑏) ↦ (𝑎 , 𝑏)
𝑚⊗𝐴,𝐵 ∶ (□𝐴⊗□𝐵) ∼Ð→ □(𝐴⊗ 𝐵)(𝑎 , 𝑏) ↦ (𝑎 , 𝑏)
LemmaC.6.
□𝑇𝐴 ≃ □𝐴
Proof. Let 𝑎 ∈ ∣𝐴∣ such that (𝑎, 𝑜) ∈ ∣□𝑇𝐴∣. Assume𝐶, such that,𝑤𝑇𝐴((𝑎, 𝑜), 𝐶). Then,𝐶 = ∅. Also, there exist𝐶𝑎 and𝐶𝑜 such
that ∅ = 𝐶 = 𝐶𝑎 ∪ 𝐶𝑜 and 𝑤𝐴(𝑎, 𝐶𝑎). Hence, 𝑤𝐴(𝑎, ∅). This gives the map 𝜙𝐴 ∶ □𝑇𝐴 → □𝐴, which is natural in 𝐴. We also
have□𝜂𝐴 ∶ □𝐴 → □𝑇𝐴 sending 𝑎 ∈ ∣𝐴∣ to (𝑎, 𝜆𝑐.𝜀). This gives an isomorphism. 
C.1 Monoidal Closed Structure
Definition C.7 (Tensor product). ∣𝐴⊗ 𝐵∣ ≔ ∣𝐴∣ × ∣𝐵∣
𝑤𝐴⊗𝐵 ≔
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ ((𝑎, 𝑏), 𝐶𝑎 ∪ 𝐶𝑏)
RRRRRRRRRRRRRRRRRR
𝐶𝑎♯𝐶𝑏
∧ 𝑤𝐴(𝑎, 𝐶𝑎)
∧ 𝑤𝐵(𝑏, 𝐶𝑏)
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
The tensor product is given by pairing, with unit 1, but it only restricts to pairs whose sets of capabilities are disjoint. However,
this tensor product also enjoys a right adjoint.
Definition C.8 (Linear exponential).∣𝐴 ⊸ 𝐵∣ ≔ ∣𝐴∣ → ∣𝐵∣
𝑤𝐴⊸𝐵 ≔
⎧⎪⎪⎨⎪⎪⎩ (𝑓 , 𝐶𝑓)
RRRRRRRRRRRR
∀𝑎, 𝐶𝑎, 𝑤𝐴(𝑎, 𝐶𝑎)∧ 𝐶𝑓♯𝐶𝑎 ⇒
∃𝐶𝑏 ⊆ 𝐶𝑓 ∪ 𝐶𝑎, 𝑤𝐵(𝑓(𝑎), 𝐶𝑏)
⎫⎪⎪⎬⎪⎪⎭
The linear exponential works the same way as the exponential, except that we have to restrict it to satisfy the disjointness
condition for the tensor product. We verify that this definition satisfies the tensor-hom adjunction in lemma C.9.
LemmaC.9.
HomC (Γ ⊗ 𝐴 , 𝐵) ≅ HomC (Γ , 𝐴 ⊸ 𝐵)
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Proof. We define,
ev𝐴,𝐵 ∶ HomC ((𝐴 ⊸ 𝐵)⊗𝐴 , 𝐵)(𝑓 , 𝑎) ↦ 𝑓(𝑎)
Assume there exists a weight 𝐶 such that 𝑤(𝐴⊸𝐵)⊗𝐴((𝑓 , 𝑎), 𝐶). Then, there exist weights 𝐶𝑓 and 𝐶𝑎 such that 𝐶𝑓♯𝐶𝑎 and
𝐶 = 𝐶𝑓 ∪ 𝐶𝑎, with𝑤𝐴⊸𝐵(𝑓 , 𝐶𝑓) and𝑤𝐴(𝑎, 𝐶𝐴). Hence, there exists a weighting𝐶𝑏 such that𝑤𝐵(𝑓(𝑎), 𝐶𝑏).
Given 𝑓 ∶ HomC (𝐶 ⊗ 𝐴 , 𝐵), we define
curry (𝑓) ∶ HomC (𝐶 , 𝐴 ⊸ 𝐵)
𝑐 ↦ 𝜆𝑎.𝑓(𝑐, 𝑎)
Assume there exists a𝐶𝑐 such that𝑤𝐶(𝑐, 𝐶𝑐). We claim that𝑤𝐴⊸𝐵(curry (𝑓), 𝐶𝑐). Assume 𝑎 and𝐶𝑎 such that𝑤𝐴(𝑎, 𝐶𝑎). Then,
𝐶𝑐♯𝐶𝑎 and𝑤𝐵(𝑓(𝑐, 𝑎), 𝐶𝑐 ∪ 𝐶𝑎). Choosing,𝐶𝑏 = 𝐶𝑐 ∪ 𝐶𝑎, we have𝑤𝐵(𝑓(𝑐, 𝑎), 𝐶𝑏).
Given 𝑓 ∶ HomC (𝐶 , 𝐴 ⊸ 𝐵)we define
uncurry (𝑓) ∶ HomC (𝐶 ⊗ 𝐴 , 𝐵)(𝑐, 𝑎) ↦ 𝑓(𝑐)(𝑎)
Assume there exist weights 𝐶𝑐 and 𝐶𝑎 such that 𝐶𝑐♯𝐶𝑎 and𝑤𝐶⊗𝐴((𝑐, 𝑎), 𝐶𝑐 ∪ 𝐶𝑎), with𝑤𝐶(𝑐, 𝐶𝑐) and𝑤𝐴(𝑎, 𝐶𝑎). So, there
exists𝐶𝑓 ⊆ 𝐶𝑐 such that𝑤𝐴⊸𝐵(𝑓(𝑐), 𝐶𝑓). Since 𝐶𝑐♯𝐶𝑎, it is also the case that 𝐶𝑓♯𝐶𝑎. Thus, there exists 𝐶𝑏 ⊆ 𝐶𝑓 ∪ 𝐶𝑎 such that
𝑤𝐵(𝑓(𝑐)(𝑎), 𝐶𝑏). It follows that𝐶𝑏 ⊆ 𝐶𝑐 ∪ 𝐶𝑎, and𝑤𝐵(𝑓(𝑐)(𝑎), 𝐶𝑏). 
C.1.1 Exceptionmonad
Definition C.10 (𝑇 ∶ C⟶ C). Let 𝐸 = { 𝑓 𝑎𝑖𝑙 } be the set of exceptions. We define the monad 𝑇 as follows.∣𝑇(𝐴)∣ ≔ ∣𝐴∣ + 1
𝑤𝑇(𝐴) ≔ { (𝑖𝑛𝑙(𝑎), 𝐶𝑎) ∣ 𝑤𝐴(𝑎, 𝐶𝑎) }∪ { (𝑖𝑛𝑟(𝑡𝑡), 𝐸) }
It is not hard to see that the maps are weight preserving.
𝜂𝐴 ∶ 𝐴 → 𝑇𝐴 𝜇𝐴 ∶ 𝑇𝑇𝐴 → 𝑇𝐴
𝑎 ↦ 𝑖𝑛𝑙(𝑎) 𝑖𝑛𝑙(𝑖𝑛𝑙(𝑎)) ↦ 𝑖𝑛𝑙(𝑎)
𝑖𝑛𝑙(𝑖𝑛𝑟(∗)) ↦ 𝑖𝑛𝑟(∗)
𝑖𝑛𝑟(∗) ↦ 𝑖𝑛𝑟(∗)
□𝑇𝐴 restricts the weight to only the pure values of 𝐴, ie, values that cannot throw any exceptions, hence is isomorphic to
□𝐴, giving the cancellation law.
C.1.2 Statemonad
Definition C.11 (𝑇 ∶ C ⟶ C). We use𝐻 = 𝐿𝑜𝑐 → 𝑉𝑎𝑙 to denote a naive model of a heap, where 𝐿𝑜𝑐 is a fixed set of global
locations. Two heaps are equal if the functions are extensionally equal. We choose the capabilities to be sets in℘(𝐿𝑜𝑐), and the
weight of a computation is given exactly by the heap locations it writes to.∣𝑇(𝐴)∣ ≔ 𝐻 → ∣𝐴∣ × 𝐻
𝑤𝑇(𝐴)(𝑓 , 𝐶) ⇔
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∀ℎ, ∃𝐶′ ⊆ 𝐶.𝑤𝐴(𝑎, 𝜋1(𝑓(ℎ), 𝐶′))
∀ℎ1, ℎ2, (∀𝑙 ∈ 𝐶, ℎ1(𝑙) = ℎ2(𝑙)) ⇒ 𝜋1(𝑓(ℎ1)) = 𝜋1(𝑓(ℎ2))
∀ℎ,∀𝑙 ∉ 𝐶,𝜋2(𝑓(ℎ))(𝑙) = ℎ(𝑙)
𝜂𝐴 ∶ 𝐴 → 𝑇𝐴 𝜇𝐴 ∶ 𝑇𝑇𝐴 → 𝑇𝐴
𝑎 ↦ 𝜆ℎ.(𝑎, ℎ) 𝑓 ↦ 𝜆ℎ. 𝑙𝑒𝑡 { (𝑓 ′, ℎ′) ≔ 𝑓(ℎ)
𝑖𝑛 𝑓 ′(ℎ′)
□𝑇𝐴 restricts the only writable locations to the empty set, making the set of values pure.
D Supplementarymaterial for Section 5 (Interpretation)
LemmaD.1. If Γ ⊇ Δ, then
ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp) = Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ)
Proof. We do induction on Γ ⊇ Δ.
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◇
· ⊇ ·
⊇-id
ρ(·) ;M(·) ;□Wk(·p ⊇ ·p)=⟨ definition ⟩
𝑖𝑑1 ; 𝑖𝑑1 ;□𝑖𝑑1=⟨ □ preserves 𝑖𝑑 ⟩
𝑖𝑑1 ; 𝑖𝑑1 ; 𝑖𝑑1=⟨ definition ⟩
Wk(· ⊇ ·) ; ρ(·) ;M(·)
◇ Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴𝑞 ⊇ Δ, 𝑥 ∶ 𝐴𝑞 ⊇-cong
When 𝑞 = p,
ρ(Γ, 𝑥 ∶ 𝐴p ) ;M(Γ, 𝑥 ∶ 𝐴p ) ;□Wk(Γp , 𝑥 ∶ 𝐴p ⊇ Δp , 𝑥 ∶ 𝐴p )=⟨ definition ⟩[ρ(Γ) × 𝑖𝑑□𝐴] ; [M(Γ) × 𝛿𝐴] ;𝑚×Γp,□𝐴 ;□[Wk(Γp ⊇ Δp) × 𝑖𝑑□𝐴]=⟨ monoidal action of□ ⟩[ρ(Γ) × 𝑖𝑑□𝐴] ; [M(Γ) × 𝛿𝐴] ; [□Wk(Γp ⊇ Δp) × □𝑖𝑑□𝐴]; 𝑚×Δp,□𝐴=⟨ exchange law ⟩[ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp) × 𝑖𝑑□𝐴 ; 𝛿𝐴 ;□𝑖𝑑□𝐴] ;𝑚×Δp,□𝐴=⟨ identity law ⟩[ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp) × 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ induction hypothesis ⟩[Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ) × 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ identity law ⟩[Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ) × 𝑖𝑑□𝐴 ; 𝑖𝑑□𝐴 ; 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ exchange law ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑□𝐴] ; [ρ(Δ) × 𝑖𝑑□𝐴] ; [M(Δ) × 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴p ⊇ Δ, 𝑥 ∶ 𝐴p ) ; ρ(Δ, 𝑥 ∶ 𝐴p ) ;M(Δ, 𝑥 ∶ 𝐴p )
When 𝑞 = i,
ρ(Γ, 𝑥 ∶ 𝐴i ) ;M(Γ, 𝑥 ∶ 𝐴i ) ;□Wk((Γ, 𝑥 ∶ 𝐴i )p ⊇ (Δ, 𝑥 ∶ 𝐴i )p)=⟨ definition ⟩
ρ(Γ, 𝑥 ∶ 𝐴i ) ;M(Γ, 𝑥 ∶ 𝐴i ) ;□Wk(Γp ⊇ Δp)=⟨ definition ⟩
𝜋1 ; ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp)=⟨ induction hypothesis ⟩
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𝜋1 ;Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ)=⟨ definition of𝜋1 ⟩
⟨𝜋1 ;Wk(Γ ⊇ Δ) , 𝜋2 ; 𝑖𝑑𝐴⟩ ; 𝜋1 ; ρ(Δ) ;M(Δ)=⟨ universal property of product ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑𝐴] ; 𝜋1 ; ρ(Δ) ;M(Δ)=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i ) ; ρ(Δ, 𝑥 ∶ 𝐴i ) ;M(Δ, 𝑥 ∶ 𝐴i )
◇ Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴𝑞 ⊇ Δ ⊇-wk
When 𝑞 = p,
ρ(Γ, 𝑥 ∶ 𝐴p ) ;M(Γ, 𝑥 ∶ 𝐴p ) ;□Wk(Γp , 𝑥 ∶ 𝐴p ⊇ Δp)=⟨ definition ⟩[ρ(Γ) × 𝑖𝑑□𝐴] ; [M(Γ) × 𝛿𝐴] ;𝑚×Γp,□𝐴 ;□(𝜋1 ;Wk(Γp ⊇ Δp))=⟨ □ preserves composition ⟩[ρ(Γ) × 𝑖𝑑□𝐴] ; [M(Γ) × 𝛿𝐴] ;𝑚×Γp,□𝐴 ;□𝜋1 ;□Wk(Γp ⊇ Δp)=⟨ exchange law ⟩[ρ(Γ) ;M(Γ) × 𝑖𝑑□𝐴 ; 𝛿𝐴] ;𝑚×Γp,□𝐴 ;□𝜋1 ;□Wk(Γp ⊇ Δp)=⟨ identity law ⟩[ρ(Γ) ;M(Γ) × 𝛿𝐴] ;𝑚×Γp,□𝐴 ;□𝜋1 ;□Wk(Γp ⊇ Δp)=⟨ definition of𝑚× ⟩[ρ(Γ) ;M(Γ) × 𝛿𝐴] ; 𝜋1 ;□Wk(Γp ⊇ Δp)=⟨ universal property of product ⟩
⟨𝜋1 ; ρ(Γ) ;M(Γ) , 𝜋2 ; 𝛿𝐴⟩ ; 𝜋1 ;□Wk(Γp ⊇ Δp)=⟨ definition of𝜋1 ⟩
𝜋1 ; ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp)=⟨ induction hypothesis ⟩
𝜋1 ;Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ)=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴p ⊇ Δ) ; ρ(Δ) ;M(Δ)
When 𝑞 = i,
ρ(Γ, 𝑥 ∶ 𝐴i ) ;M(Γ, 𝑥 ∶ 𝐴i ) ;□Wk((Γ, 𝑥 ∶ 𝐴i )p ⊇ Δp)=⟨ definition ⟩
𝜋1 ; ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp)=⟨ induction hypothesis ⟩
𝜋1 ;Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ)=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Δ) ; ρ(Δ) ;M(Δ)
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
LemmaD.2. If 𝑥 ∶ 𝐴𝑞 ∈ Δ and Γ ⊇ Δ, thenJ 𝑥 ∶ 𝐴𝑞 ∈ ΓK = Wk(Γ ⊇ Δ) ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK
Proof. Assume Γ ⊇ Δ. We do induction on 𝑥 ∶ 𝐴𝑞 ∈ Δ followed by inversion on Γ ⊇ Δ.
◇
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑥 ∶ 𝐴𝑞 ) ∈-id
When 𝑞 = i,
J 𝑥 ∶ 𝐴i ∈ (Γ, 𝑥 ∶ 𝐴i )K=⟨ definition ⟩
𝜋2=⟨ identity law ⟩
𝜋2 ; 𝑖𝑑𝐴=⟨ definition of𝜋2 ⟩
⟨𝜋1 ;Wk(Γ ⊇ Δ) , 𝜋2 ; 𝑖𝑑𝐴⟩ ; 𝜋2=⟨ universal property of products ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑𝐴] ; 𝜋2=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i ) ; J 𝑥 ∶ 𝐴i ∈ (Δ, 𝑥 ∶ 𝐴i )K
When 𝑞 = p,
J 𝑥 ∶ 𝐴p ∈ (Γ, 𝑥 ∶ 𝐴p )K=⟨ definition ⟩
𝜋2 ; 𝜀𝐴=⟨ identity law ⟩
𝜋2 ; 𝑖𝑑□𝐴 ; 𝜀𝐴=⟨ definition of𝜋2 ⟩
⟨𝜋1 ;Wk(Γ ⊇ Δ) , 𝜋2 ; 𝑖𝑑□𝐴⟩ ; 𝜋2 ; 𝜀𝐴=⟨ universal property of products ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑□𝐴] ; 𝜋2 ; 𝜀𝐴=⟨ definition ⟩
Wk(Γ, 𝑥 ∶ 𝐴p ⊇ Δ, 𝑥 ∶ 𝐴p ) ; J 𝑥 ∶ 𝐴p ∈ (Δ, 𝑥 ∶ 𝐴p )K
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 ) ∈-ex
When 𝑟 = i,
J 𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 )K=⟨ definition ⟩
𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΓK
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=⟨ induction hypothesis ⟩
𝜋1 ;Wk(Γ ⊇ Δ) ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ definition of𝜋2 ⟩
⟨𝜋1 ;Wk(Γ ⊇ Δ) , 𝜋2 ; 𝑖𝑑𝐵⟩ ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ universal property of products ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑𝐵] ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ definition ⟩
Wk(Γ, 𝑦 ∶ 𝐵𝑟 ⊇ Δ, 𝑦 ∶ 𝐵𝑟 ) ; J 𝑥 ∶ 𝐴𝑞 ∈ (Δ, 𝑦 ∶ 𝐵𝑟 )K
When 𝑟 = p,
J 𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 )K=⟨ definition ⟩
𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΓK=⟨ induction hypothesis ⟩
𝜋1 ;Wk(Γ ⊇ Δ) ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ definition of𝜋2 ⟩
⟨𝜋1 ;Wk(Γ ⊇ Δ) , 𝜋2 ; 𝑖𝑑□𝐵⟩ ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ universal property of products ⟩[Wk(Γ ⊇ Δ) × 𝑖𝑑□𝐵] ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ definition ⟩
Wk(Γ, 𝑦 ∶ 𝐵𝑟 ⊇ Δ, 𝑦 ∶ 𝐵𝑟 ) ; J 𝑥 ∶ 𝐴𝑞 ∈ (Δ, 𝑦 ∶ 𝐵𝑟 )K

Lemma 5.1 Semantic weakening.
If Γ ⊇ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then JΓ ⊢ 𝑒 ∶ 𝐴K = Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒 ∶ 𝐴K.
Proof. We proceed by induction on Δ ⊢ 𝑒 ∶ 𝐴.
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 Var
JΓ ⊢ 𝑥 ∶ 𝐴K=⟨ definition ⟩J 𝑥 ∶ 𝐴i ∈ ΓK=⟨ lemma D.2 ⟩
Wk(Γ ⊇ Δ) ; J 𝑥 ∶ 𝐴i ∈ ΔK=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑥 ∶ 𝐴K
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◇
Γ ⊢ () ∶ unit unitI
JΓ ⊢ () ∶ unitK=⟨ definition ⟩
!Γ ; 𝜂1=⟨ universal property of 1 ⟩
Wk(Γ ⊇ Δ) ; !Δ; 𝜂1=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ () ∶ unitK
◇ Γ ⊢ 𝑒1 ∶ 𝐴 Γ ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
JΓ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐴K , JΓ ⊢ 𝑒2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΓ ⊢ 𝑒1 ∶ 𝐴K ,Wk(Γ ⊇ Δ) ; JΓ ⊢ 𝑒2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝑒1 ∶ 𝐴K , JΔ ⊢ 𝑒2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵K
◇ Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Γ ⊢ fst 𝑒 ∶ 𝐴 ×E1
JΓ ⊢ fst 𝑒 ∶ 𝐴 × 𝐵K=⟨ definition ⟩JΓ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ induction hypothesis ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ fst 𝑒 ∶ 𝐴K
◇ Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Γ ⊢ snd 𝑒 ∶ 𝐵 ×E2
JΓ ⊢ snd 𝑒 ∶ 𝐴 × 𝐵K=⟨ definition ⟩JΓ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2
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=⟨ induction hypothesis ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ snd 𝑒 ∶ 𝐵K
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
JΓ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ induction hypothesis ⟩
curry (Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i ) ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
curry ([Wk(Γ ⊇ Δ) × 𝑖𝑑𝐴] ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of exponential ⟩
Wk(Γ ⊇ Δ) ; curry (JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K
◇ Γ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒2 ∶ 𝐴
Γ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
JΓ ⊢ 𝑒1 𝑒2 ∶ 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝑒2 ∶ 𝐴K⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒2 ∶ 𝐴K⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K , JΔ ⊢ 𝑒2 ∶ 𝐴K⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 𝑒2 ∶ 𝐵K
◇ Γ ⊢ 𝑒1 ∶ cap Γ ⊢ 𝑒2 ∶ str
Γ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
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JΓ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unitK=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ capK , JΓ ⊢ 𝑒2 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ capK ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒2 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝑒1 ∶ capK , JΔ ⊢ 𝑒2 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unitK
◇ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 I
JΓ ⊢ box 𝑒 ∶ 𝐴K=⟨ definition ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ induction hypothesis ⟩
ρ(Γ) ;M(Γ) ;□(Wk(Γp ⊇ Δp) ; JΔp ⊢ 𝑒 ∶ 𝐴K) ; 𝜙𝐴 ; 𝜂□𝐴=⟨ □ preserves composition ⟩
ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp) ;□JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ lemma D.1 ⟩
Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ) ;□JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ box 𝑒 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
JΓ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ induction hypothesis ⟩
⟨𝑖𝑑Γ ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇(Wk(Γ, 𝑥 ∶ 𝐴p ⊇ Δ, 𝑥 ∶ 𝐴p ) ; JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K) ; 𝜇𝐵=⟨ definition ⟩
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⟨𝑖𝑑Γ ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇([Wk(Γ ⊇ Δ) × 𝑖𝑑□𝐴] ; JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K) ; 𝜇𝐵=⟨ 𝑇 preserves composition ⟩
⟨𝑖𝑑Γ ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇[Wk(Γ ⊇ Δ) × 𝑖𝑑□𝐴] ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ tensorial strength of 𝑇 ⟩
⟨𝑖𝑑Γ ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; [Wk(Γ ⊇ Δ) × 𝑖𝑑𝑇□𝐴] ; 𝜏Δ,□𝐴
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ composition of products ⟩
⟨𝑖𝑑Γ ;Wk(Γ ⊇ Δ) ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K ; 𝑖𝑑𝑇□𝐴⟩ ; 𝜏Δ,□𝐴
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ identity law ⟩
⟨Wk(Γ ⊇ Δ) ; 𝑖𝑑Δ ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Δ,□𝐴
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨𝑖𝑑Δ , JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Δ,□𝐴 ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵K

LemmaD.3. If Γ ⊇ Δ and Δ ⊢p 𝑒 ∶ 𝐴 , thenJ Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 = Wk(Γ ⊇ Δ) ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝.
Proof.
J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴=⟨ semantic weakening lemma 5.1 ⟩
ρ(Γ) ;M(Γ) ;□(Wk(Γp ⊇ Δp) ; JΔp ⊢ 𝑒 ∶ 𝐴K) ; 𝜙𝐴=⟨ □ preserves composition ⟩
ρ(Γ) ;M(Γ) ;□Wk(Γp ⊇ Δp) ;□JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴=⟨ lemma D.1 ⟩
Wk(Γ ⊇ Δ) ; ρ(Δ) ;M(Δ) ; JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝

LemmaD.4. If Γ ⊇ Δ and Δ ⊢ 𝑣 ∶ 𝐴, thenJΓ ⊢ 𝑣 ∶ 𝐴K𝑣 = Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑣 ∶ 𝐴K𝑣.
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Proof. Assuming Γ ⊇ Δ, we do induction on Δ ⊢ 𝑣 ∶ 𝐴.
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 Var
JΓ ⊢ 𝑣 ∶ 𝐴K𝑣=⟨ definition ⟩J 𝑥 ∶ 𝐴𝑞 ∈ ΓK=⟨ lemma D.2 ⟩
Wk(Γ ⊇ Δ) ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑥 ∶ 𝐴K𝑣
◇
Γ ⊢ () ∶ unit unitI
JΓ ⊢ () ∶ unitK𝑣=⟨ definition ⟩
!Γ=⟨ universal property of 1 ⟩
Wk(Γ ⊇ Δ) ; !Δ=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΓ ⊢ () ∶ unitK𝑣
◇ Γ ⊢ 𝑒1 ∶ 𝐴 Γ ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣=⟨ definition ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑣1 ∶ 𝐴K𝑣 ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΔ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
JΓ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K𝑣=⟨ definition ⟩
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curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)=⟨ semantic weakening lemma 5.1 ⟩
curry (Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i ) ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)=⟨ definition ⟩
curry ([Wk(Γ ⊇ Δ) × 𝑖𝑑𝐴]; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)=⟨ universal property of exponential ⟩
Wk(Γ ⊇ Δ) ; curry (JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K𝑣
◇ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 I
JΓ ⊢ box 𝑒 ∶ 𝐴K𝑣=⟨ definition ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝=⟨ lemma D.3 ⟩
Wk(Γ ⊇ Δ) ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ box 𝑒 ∶ 𝐴K𝑣

LemmaD.5. If Γ ⊇ Δ and Δ ⊢ 𝜃 ∶ Ψ, thenJΓ ⊢ 𝜃 ∶ ΨK = Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜃 ∶ ΨK
Proof. Assume Γ ⊇ Δ. We proceed by induction on Δ ⊢ 𝜃 ∶ Ψ.
◇
Γ ⊢ ⟨⟩ ∶ · sub-id
JΓ ⊢ ⟨⟩ ∶ ·K=⟨ definition ⟩
!Γ=⟨ universal property of 1 ⟩
Wk(Γ ⊇ Δ) ; !Δ=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ ⟨⟩ ∶ ·K
◇ Γ ⊢ 𝜃 ∶ Δ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure
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JΓ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Ψ, 𝑥 ∶ 𝐴p K=⟨ definition ⟩
⟨JΓ ⊢ 𝜃 ∶ 𝜓K , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜃 ∶ 𝜓K , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩=⟨ lemma D.3 ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜃 ∶ 𝜓K ,Wk(Γ ⊇ Δ) ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝜃 ∶ 𝜓K , J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Ψ, 𝑥 ∶ 𝐴p K
◇ Γ ⊢ 𝜃 ∶ Δ Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure
JΓ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Ψ, 𝑥 ∶ 𝐴i K=⟨ definition ⟩
⟨JΓ ⊢ 𝜃 ∶ ΨK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩=⟨ induction hypothesis ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜃 ∶ ΨK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩=⟨ lemma D.4 ⟩
⟨Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝜃 ∶ ΨK ,Wk(Γ ⊇ Δ) ; JΔ ⊢ 𝑣 ∶ 𝐴K𝑣⟩=⟨ universal property of products ⟩
Wk(Γ ⊇ Δ) ; ⟨JΔ ⊢ 𝜃 ∶ ΨK , JΔ ⊢ 𝑣 ∶ 𝐴K𝑣⟩=⟨ definition ⟩
Wk(Γ ⊇ Δ) ; JΔ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Ψ, 𝑥 ∶ 𝐴i K

LemmaD.6. If Γp ⊢ 𝑒 ∶ 𝐴p, then
ρ(Γ) ;M(Γ) ;□J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝛿𝐴
Proof.
ρ(Γ) ;M(Γ) ;□J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□(ρ(Γp) ;M(Γp) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴)=⟨ □ preserves composition ⟩
ρ(Γ) ;M(Γ) ;□ ρ(Γp) ;□M(Γp) ;□□JΓp ⊢ 𝑒 ∶ 𝐴K ;□𝜙𝐴=⟨ definition ⟩
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ρ(Γ) ;M(Γ) ;□𝑖𝑑Γp ; 𝛿Γp ; 𝛿−1Γp ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝛿𝐴=⟨ simplification ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝛿𝐴=⟨ definition ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝛿𝐴

LemmaD.7. If Γ ⊢ 𝜃 ∶ Δ, then
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝜃p ∶ Δp K = JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ)
Proof. We do induction on Γ ⊢ 𝜃 ∶ Δ.
◇
Γ ⊢ ⟨⟩ ∶ · sub-id
ρ(Γ) ;M(Γ) ;□JΓp ⊢ ⟨⟩ ∶ ·K=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□!Γp=⟨ definition ⟩
ρ(Γ) ;M(Γ) ; !□Γp=⟨ universal property of 1 ⟩
!Γ=⟨ identity law ⟩
!Γ ; 𝑖𝑑1 ; 𝑖𝑑1=⟨ definition ⟩JΓ ⊢ ⟨⟩ ∶ ·K ; ρ(·) ;M(·)
◇ Γ ⊢ 𝜃 ∶ Δ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure
ρ(Γ) ;M(Γ) ;□JΓp ⊢ ⟨𝜃p , 𝑒p/𝑥⟩ ∶ Δp , 𝑥 ∶ 𝐴p K=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□⟨JΓp ⊢ 𝜃p ∶ Δp K , J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝⟩=⟨ monoidal action of□ ⟩
ρ(Γ) ;M(Γ) ; ⟨□JΓp ⊢ 𝜃p ∶ Δp K , □J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ;𝑚×Δp,□𝐴=⟨ universal property of products ⟩
⟨ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝜃p ∶ Δp K , ρ(Γ) ;M(Γ) ;□J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ;𝑚×Δp,□𝐴=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ) , ρ(Γ) ;M(Γ) ;□J Γp ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ;𝑚×Δp,□𝐴=⟨ lemma D.6 ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ) , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝛿𝐴⟩ ;𝑚×Δp,□𝐴
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=⟨ identity law ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ) , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝑖𝑑□𝐴 ; 𝛿𝐴⟩ ;𝑚×Δp,□𝐴=⟨ universal property of products ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ; [ρ(Δ) ;M(Δ) × 𝑖𝑑□𝐴 ; 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ exchange law ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ; [ρ(Δ) × 𝑖𝑑□𝐴] ; [M(Δ) × 𝛿𝐴] ;𝑚×Δp,□𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p K ; ρ(Δ, 𝑥 ∶ 𝐴p ) ;M(Δ, 𝑥 ∶ 𝐴p )
◇ Γ ⊢ 𝜃 ∶ Δ Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure
ρ(Γ) ;M(Γ) ;□JΓp ⊢ ⟨𝜃, 𝑣i/𝑥⟩p ∶ (Δ, 𝑥 ∶ 𝐴i )p K=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝜃p ∶ Δp K=⟨ induction hypothesis ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ)=⟨ definition of𝜋1 ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩ ; 𝜋1 ; ρ(Δ) ;M(Δ)=⟨ definition ⟩JΓ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i K ; ρ(Δ, 𝑥 ∶ 𝐴i ) ;M(Δ, 𝑥 ∶ 𝐴i )

LemmaD.8. For any context Γ,
Wk(Γ ⊇ Γp) = ρ(Γ)
Proof. We do induction on Γ.◇ Γ = ·
Wk(· ⊇ ·p)=⟨ definition ⟩
Wk(· ⊇ ·)=⟨ definition ⟩
𝑖𝑑1=⟨ definition ⟩
ρ(·)
◇ Γ = Δ, 𝑥 ∶ 𝐴𝑞
When 𝑞 = p,
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Wk(Δ, 𝑥 ∶ 𝐴p ⊇ Δp , 𝑥 ∶ 𝐴p )=⟨ definition ⟩[Wk(Δ ⊇ Δp) × 𝑖𝑑□𝐴]=⟨ induction hypothesis ⟩[ρ(Δ) × 𝑖𝑑□𝐴]=⟨ definition ⟩
ρ(Δ, 𝑥 ∶ 𝐴p )
When 𝑞 = i,
Wk(Δ, 𝑥 ∶ 𝐴i ⊇ Δp)=⟨ definition ⟩
𝜋1 ;Wk(Δ ⊇ Δp)=⟨ induction hypothesis ⟩
𝜋1 ; ρ(Δ)=⟨ definition ⟩
ρ(Δ, 𝑥 ∶ 𝐴i )

Lemma 5.2 Pure interpretation.
If Γ ⊢p 𝑒 ∶ 𝐴 , then JΓ ⊢ 𝑒 ∶ 𝐴K = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀𝐴 ; 𝜂𝐴.
Proof. Assume Γ ⊢p 𝑒 ∶ 𝐴 . By inversion, we have Γp ⊢ 𝑒 ∶ 𝐴.
JΓ ⊢ 𝑒 ∶ 𝐴K=⟨ semantic weakening lemma 5.1 ⟩
Wk(Γ ⊇ Γp) ; JΓp ⊢ 𝑒 ∶ 𝐴K=⟨ lemma D.8 ⟩
ρ(Γ) ; JΓp ⊢ 𝑒 ∶ 𝐴K=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜀𝑇𝐴=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜀𝐴 ; 𝜂𝐴=⟨ definition ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀𝐴 ; 𝜂𝐴

Lemma 5.3 Value interpretation.
If Γ ⊢ 𝑣 ∶ 𝐴, then JΓ ⊢ 𝑣 ∶ 𝐴K = JΓ ⊢ 𝑣 ∶ 𝐴K𝑣 ; 𝜂𝐴.
Proof. We proceed by induction on Γ ⊢ 𝑣 ∶ 𝐴.
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◇
Γ ⊢ () ∶ unit unitI
JΓ ⊢ () ∶ unitK=⟨ definition ⟩
!Γ ; 𝜂1=⟨ definition ⟩JΓ ⊢ () ∶ unitK𝑣 ; 𝜂1
◇ Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵
Γ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵 ×I
JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K , JΓ ⊢ 𝑣2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 ; 𝜂𝐴 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣 ; 𝜂𝐵⟩ ; 𝛽𝐴,𝐵=⟨ tensorial strength of 𝑇 ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣 ; 𝜂𝐵⟩ ; 𝜎𝐴,𝐵=⟨ tensorial strength of 𝑇 ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩ ; 𝜂𝐴×𝐵=⟨ definition ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 Var
JΓ ⊢ 𝑥 ∶ 𝐴K=⟨ definition ⟩J 𝑥 ∶ 𝐴𝑞 ∈ ΓK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ 𝑥 ∶ 𝐴K𝑣 ; 𝜂𝐴
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
JΓ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
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JΓ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K𝑣 ; 𝜂𝐴→𝑇𝐵
◇ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 I
JΓ ⊢ box 𝑒 ∶ 𝐴K=⟨ definition ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩JΓ ⊢ box 𝑒 ∶ 𝐴K𝑣 ; 𝜂□𝐴

LemmaD.9. If Γ ⊢ 𝜃 ∶ Δ and 𝑥 ∶ 𝐴𝑞 ∈ Δ, thenJΓ ⊢ 𝜃[𝑥] ∶ 𝐴K = JΓ ⊢ 𝜃 ∶ ΔK ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴
Proof. We proceed by induction on 𝑥 ∶ 𝐴𝑞 ∈ Δ.
◇
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑥 ∶ 𝐴𝑞 ) ∈-id
When 𝑞 = p,
JΓ ⊢ ⟨𝜙, 𝑒p/𝑥⟩[𝑥] ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝑒 ∶ 𝐴K=⟨ pure interpretation lemma 5.2 ⟩J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀𝐴 ; 𝜂𝐴=⟨ definition of𝜋2 ⟩
⟨JΓ ⊢ 𝜙 ∶ ΔK , J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝⟩ ; 𝜋2 ; 𝜀𝐴 ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜙, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p K ; J 𝑥 ∶ 𝐴p ∈ (Δ, 𝑥 ∶ 𝐴p )K ; 𝜂𝐴
When 𝑞 = i,
JΓ ⊢ ⟨𝜙, 𝑣i/𝑥⟩[𝑥] ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝑣 ∶ 𝐴K=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ 𝑣 ∶ 𝐴K𝑣 ; 𝜂𝐴=⟨ definition of𝜋2 ⟩
⟨JΓ ⊢ 𝜙 ∶ ΔK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩ ; 𝜋2 ; 𝜂𝐴=⟨ definition ⟩
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JΓ ⊢ ⟨𝜙, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i K ; J 𝑥 ∶ 𝐴i ∈ (Δ, 𝑥 ∶ 𝐴i )K ; 𝜂𝐴
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 ) ∈-ex
When 𝑟 = p
JΓ ⊢ ⟨𝜙, 𝑒p/𝑦⟩[𝑥] ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝜙[𝑥] ∶ 𝐴K=⟨ induction hypothesis ⟩JΓ ⊢ 𝜙 ∶ ΔK ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition of𝜋1 ⟩
⟨JΓ ⊢ 𝜙 ∶ ΔK , J Γ ⊢p 𝑒 ∶ 𝐵 K⟩ ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜙, 𝑒p/𝑦⟩ ∶ Δ, 𝑦 ∶ 𝐵p K ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜙, 𝑒p/𝑦⟩ ∶ Δ, 𝑦 ∶ 𝐵p K ; J 𝑥 ∶ 𝐴𝑞 ∈ (Δ, 𝑦 ∶ 𝐵p )K ; 𝜂𝐴
When 𝑟 = i,
JΓ ⊢ ⟨𝜙, 𝑣i/𝑦⟩[𝑥] ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝜙[𝑥] ∶ 𝐴K=⟨ induction hypothesis ⟩JΓ ⊢ 𝜙 ∶ ΔK ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition of𝜋1 ⟩
⟨JΓ ⊢ 𝜙 ∶ ΔK , JΓ ⊢ 𝑣 ∶ 𝐵K⟩ ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜙, 𝑣i/𝑦⟩ ∶ Δ, 𝑦 ∶ 𝐵i K ; 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ ⟨𝜙, 𝑣i/𝑦⟩ ∶ Δ, 𝑦 ∶ 𝐵i K ; J 𝑥 ∶ 𝐴𝑞 ∈ (Δ, 𝑦 ∶ 𝐵i )K ; 𝜂𝐴

Theorem 5.4 Semantic substitution.
If Γ ⊢ 𝜃 ∶ Δ and Δ ⊢ 𝑒 ∶ 𝐴, then JΓ ⊢ 𝜃(𝑒) ∶ 𝐴K = JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒 ∶ 𝐴K
Proof. Assume Γ ⊢ 𝜃 ∶ Δ. We proceed by induction on Δ ⊢ 𝑒 ∶ 𝐴.
◇ 𝑥 ∶ 𝐴𝑞 ∈ Γ
Γ ⊢ 𝑥 ∶ 𝐴 Var
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JΓ ⊢ 𝜃(𝑥) ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝜃[𝑥] ∶ 𝐴K=⟨ lemma D.9 ⟩JΓ ⊢ 𝜃 ∶ ΔK ; J 𝑥 ∶ 𝐴𝑞 ∈ ΔK ; 𝜂𝐴=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑥 ∶ 𝐴K
◇
Γ ⊢ () ∶ unit unitI
JΓ ⊢ 𝜃(()) ∶ unitK=⟨ definition ⟩JΓ ⊢ () ∶ unitK=⟨ definition ⟩
!Γ ; 𝜂1=⟨ universal property of 1 ⟩JΓ ⊢ 𝜃 ∶ ΔK ; !Δ ; 𝜂1=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ () ∶ unitK
◇ Γ ⊢ 𝑒1 ∶ 𝐴 Γ ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵 ×I
JΓ ⊢ 𝜃((𝑒1 , 𝑒2)) ∶ 𝐴 × 𝐵K=⟨ definition ⟩JΓ ⊢ (𝜃(𝑒1) , 𝜃(𝑒2)) ∶ 𝐴 × 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝜃(𝑒1) ∶ 𝐴K , JΓ ⊢ 𝜃(𝑒2) ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ universal property of products ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ⟨JΔ ⊢ 𝑒1 ∶ 𝐴K , JΔ ⊢ 𝑒2 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ (𝑒1 , 𝑒2) ∶ 𝐴 × 𝐵K
◇ Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Γ ⊢ fst 𝑒 ∶ 𝐴 ×E1
JΓ ⊢ 𝜃(fst 𝑒) ∶ 𝐴K
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=⟨ definition ⟩JΓ ⊢ fst 𝜃(𝑒) ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ induction hypothesis ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ fst 𝑒 ∶ 𝐴K
◇ Γ ⊢ 𝑒 ∶ 𝐴 × 𝐵
Γ ⊢ snd 𝑒 ∶ 𝐵 ×E2
JΓ ⊢ 𝜃(snd 𝑒) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ snd 𝜃(𝑒) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ 𝜃(𝑒) ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ induction hypothesis ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ snd 𝑒 ∶ 𝐵K
◇ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ box 𝑒 ∶ 𝐴 I
JΓ ⊢ 𝜃(box 𝑒 ) ∶ 𝐴K=⟨ definition ⟩
JΓ ⊢ box 𝜃p(𝑒) ∶ 𝐴K=⟨ definition ⟩J Γ ⊢p 𝜃p(𝑒) ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝜃p(𝑒) ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ induction hypothesis ⟩
ρ(Γ) ;M(Γ) ;□(JΓp ⊢ 𝜃p ∶ Δp K ; JΔp ⊢ 𝑒 ∶ 𝐴K) ; 𝜙𝐴 ; 𝜂□𝐴=⟨ □ preserves composition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝜃p ∶ Δp K ;□JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ lemma D.7 ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ρ(Δ) ;M(Δ) ;□JΔp ⊢ 𝑒 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ definition ⟩
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JΓ ⊢ 𝜃 ∶ ΔK ; J Δ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ box 𝑒 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵 E
JΓ ⊢ 𝜃(let box 𝑥 = 𝑒1 in 𝑒2) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ let box 𝑦 = 𝜃(𝑒1) in ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃(𝑒1) ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩(𝑒2) ∶ 𝐵K ; 𝜇𝐵=⟨ induction hypothesis ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇(JΓ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p K ; JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K) ; 𝜇𝐵=⟨ 𝑇 preserves composition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇JΓ, 𝑦 ∶ 𝐴p ⊢ ⟨𝜃, 𝑦p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p K ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇⟨JΓ, 𝑦 ∶ 𝐴p ⊢ 𝜃 ∶ ΔK , J Γ, 𝑦 ∶ 𝐴p ⊢p 𝑦 ∶ 𝐴 K𝑝⟩
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ lemma D.5 ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇⟨Wk(Γ, 𝑦 ∶ 𝐴p ⊇ Γ) ; JΓ ⊢ 𝜃 ∶ ΔK , J Γ, 𝑦 ∶ 𝐴p ⊢p 𝑦 ∶ 𝐴 K𝑝⟩
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇⟨𝜋1 ; JΓ ⊢ 𝜃 ∶ ΔK , 𝜋2⟩ ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ universal property of products ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴
; 𝑇[JΓ ⊢ 𝜃 ∶ ΔK × 𝑖𝑑□𝐴] ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ tensorial strength of 𝑇 ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; 𝑖𝑑Δ , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Δ,□𝐴
; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ universal property of products ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ⟨𝑖𝑑Δ , JΔ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Δ,□𝐴 ; 𝑇JΔ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵
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=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ let box 𝑥 = 𝑒1 in 𝑒2 ∶ 𝐵K
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
JΓ ⊢ 𝜃(𝜆𝑥. 𝑒) ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩JΓ ⊢ 𝜆𝑦. ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩(𝑒) ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ induction hypothesis ⟩
curry (JΓ, 𝑦 ∶ 𝐴i ⊢ ⟨𝜃, 𝑦i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i K ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)
; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
curry (⟨JΓ, 𝑦 ∶ 𝐴i ⊢ 𝜃 ∶ ΔK , JΓ, 𝑦 ∶ 𝐴i ⊢ 𝑦 ∶ 𝐴K𝑣⟩ ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)
; 𝜂𝐴→𝑇𝐵=⟨ lemma D.5 ⟩
curry (⟨Wk(Γ, 𝑦 ∶ 𝐴i ⊇ Γ) ; JΓ ⊢ 𝜃 ∶ ΔK , 𝜋2⟩ ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K)
; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
curry (⟨𝜋1 ; JΓ ⊢ 𝜃 ∶ ΔK , 𝜋2⟩ ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of products ⟩
curry ([JΓ ⊢ 𝜃 ∶ ΔK × 𝑖𝑑𝐴] ; JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K); 𝜂𝐴→𝑇𝐵=⟨ universal property of exponential ⟩JΓ ⊢ 𝜃 ∶ ΔK ; curry (JΔ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K
◇ Γ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒2 ∶ 𝐴
Γ ⊢ 𝑒1 𝑒2 ∶ 𝐵 ⇒E
JΓ ⊢ 𝜃(𝑒1 𝑒2) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ 𝜃(𝑒1) 𝜃(𝑒2) ∶ 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝜃(𝑒1) ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝜃(𝑒2) ∶ 𝐴K⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ induction hypothesis ⟩
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⟨JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒2 ∶ 𝐴K⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ universal property of products ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ⟨JΔ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K , JΔ ⊢ 𝑒2 ∶ 𝐴K⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 𝑒2 ∶ 𝐵K
◇
Γ ⊢ 𝑠 ∶ str strI
JΓ ⊢ 𝜃(𝑠) ∶ strK=⟨ definition ⟩JΓ ⊢ 𝑠 ∶ strK=⟨ definition ⟩JΓ ⊢ ⟨⟩ ∶ ·K ; J · ⊢ 𝑠 ∶ strK=⟨ universal property of 1 ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ ⟨⟩ ∶ ·K ; J · ⊢ 𝑠 ∶ strK=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑠 ∶ strK
◇ Γ ⊢ 𝑒1 ∶ cap Γ ⊢ 𝑒2 ∶ str
Γ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unit Print
JΓ ⊢ 𝜃(𝑒1 ⋅print(𝑒2)) ∶ unitK=⟨ definition ⟩JΓ ⊢ 𝜃(𝑒1) ⋅print(𝜃(𝑒2)) ∶ unitK=⟨ definition ⟩
⟨JΓ ⊢ 𝜃(𝑒1) ∶ capK , JΓ ⊢ 𝜃(𝑒2) ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ∶ capK , JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒2 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ universal property of products ⟩JΓ ⊢ 𝜃 ∶ ΔK ; ⟨JΔ ⊢ 𝑒1 ∶ capK , JΔ ⊢ 𝑒2 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ definition ⟩JΓ ⊢ 𝜃 ∶ ΔK ; JΔ ⊢ 𝑒1 ⋅print(𝑒2) ∶ unitK

E Supplementarymaterial for Section 6 (EquationalTheory)
Theorem 6.1 Soundness of≈. If Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴, then JΓ ⊢ 𝑒1 ∶ 𝐴K = JΓ ⊢ 𝑒2 ∶ 𝐴K.
Proof. We proceed by induction on Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴.
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◇ Γ ⊢ 𝑒 ∶ 𝐴
Γ ⊢ 𝑒 ≈ 𝑒 ∶ 𝐴 refl
JΓ ⊢ 𝑒 ∶ 𝐴K=⟨ reflexivity ⟩JΓ ⊢ 𝑒 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴
Γ ⊢ 𝑒2 ≈ 𝑒1 ∶ 𝐴 sym
JΓ ⊢ 𝑒2 ∶ 𝐴K=⟨ induction hypothesis ⟩JΓ ⊢ 𝑒1 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢ 𝑒2 ≈ 𝑒3 ∶ 𝐴
Γ ⊢ 𝑒1 ≈ 𝑒3 ∶ 𝐴 trans
JΓ ⊢ 𝑒1 ∶ 𝐴K=⟨ induction hypothesis ⟩JΓ ⊢ 𝑒2 ∶ 𝐴K=⟨ induction hypothesis ⟩JΓ ⊢ 𝑒3 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 × 𝐵
Γ ⊢ fst 𝑒1 ≈ fst 𝑒2 ∶ 𝐴 fst -cong
JΓ ⊢ fst 𝑒1 ∶ 𝐴K=⟨ definition ⟩JΓ ⊢ 𝑒1 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ induction hypothesis ⟩JΓ ⊢ 𝑒2 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ definition ⟩JΓ ⊢ fst 𝑒2 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 × 𝐵
Γ ⊢ snd 𝑒1 ≈ snd 𝑒2 ∶ 𝐵 snd -cong
JΓ ⊢ snd 𝑒1 ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ 𝑒1 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ induction hypothesis ⟩
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JΓ ⊢ 𝑒2 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ definition ⟩JΓ ⊢ snd 𝑒2 ∶ 𝐵K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒3)≈ (𝑒2 , 𝑒4) ∶ 𝐴 × 𝐵 pair-cong
JΓ ⊢ (𝑒1 , 𝑒3) ∶ 𝐴 × 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐴K , JΓ ⊢ 𝑒3 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝑒2 ∶ 𝐴K , JΓ ⊢ 𝑒4 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ definition ⟩JΓ ⊢ (𝑒2 , 𝑒4) ∶ 𝐴 × 𝐵K
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒1 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒2 ∶ 𝐴 ⇒ 𝐵 𝜆-cong
JΓ ⊢ 𝜆𝑥. 𝑒1 ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒1 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ induction hypothesis ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒2 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩JΓ ⊢ 𝜆𝑥. 𝑒2 ∶ 𝐴 ⇒ 𝐵K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐴
Γ ⊢ 𝑒1 𝑒3 ≈ 𝑒2 𝑒4 ∶ 𝐵 app-cong
JΓ ⊢ 𝑒1 𝑒3 ∶ 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝑒3 ∶ 𝐴K⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝑒2 ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝑒4 ∶ 𝐴K⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ 𝑒2 𝑒4 ∶ 𝐵K
◇ Γp ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴
Γ ⊢ box 𝑒1 ≈ box 𝑒2 ∶ 𝐴 box-cong
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JΓ ⊢ box 𝑒1 ∶ 𝐴K=⟨ definition ⟩J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒1 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ induction hypothesis ⟩
ρ(Γ) ;M(Γ) ;□JΓp ⊢ 𝑒2 ∶ 𝐴K ; 𝜙𝐴 ; 𝜂□𝐴=⟨ definition ⟩J Γ ⊢p 𝑒2 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩JΓ ⊢ box 𝑒2 ∶ 𝐴K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐵
Γ ⊢ (let box 𝑥 = 𝑒1 in 𝑒3)≈ (let box 𝑥 = 𝑒2 in 𝑒4) ∶ 𝐵 let box-cong
JΓ ⊢ let box 𝑥 = 𝑒1 in 𝑒3 ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒3 ∶ 𝐵K ; 𝜇𝐵=⟨ induction hypothesis ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒2 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒4 ∶ 𝐵K ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ let box 𝑥 = 𝑒2 in 𝑒4 ∶ 𝐵K
◇ Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ cap Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ str
Γ ⊢ 𝑒1 ⋅print(𝑒3)≈ 𝑒2 ⋅print(𝑒4) ∶ unit print-cong
JΓ ⊢ 𝑒1 ⋅print(𝑒3) ∶ unitK=⟨ definition ⟩
⟨JΓ ⊢ 𝑒1 ∶ capK , JΓ ⊢ 𝑒3 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝑒2 ∶ capK , JΓ ⊢ 𝑒4 ∶ strK⟩ ; 𝛽C,Σ∗ ; 𝑇𝑝 ; 𝜇1=⟨ definition ⟩JΓ ⊢ 𝑒2 ⋅print(𝑒4) ∶ unitK
◇ Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵
Γ ⊢ fst (𝑣1 , 𝑣2)≈ 𝑣1 ∶ 𝐴 ×1𝛽
JΓ ⊢ fst (𝑣1 , 𝑣2) ∶ 𝐴K=⟨ definition ⟩
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JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K ; 𝑇𝜋1=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵 ; 𝑇𝜋1=⟨ monad laws ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣 ; 𝜋1 ; 𝜂𝐴=⟨ definition ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩ ; 𝜋1 ; 𝜂𝐴=⟨ definition of𝜋1 ⟩JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 ; 𝜂𝐴=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ 𝑣1 ∶ 𝐴K
◇ Γ ⊢ 𝑣1 ∶ 𝐴 Γ ⊢ 𝑣2 ∶ 𝐵
Γ ⊢ snd (𝑣1 , 𝑣2)≈ 𝑣2 ∶ 𝐵 ×2𝛽
JΓ ⊢ snd (𝑣1 , 𝑣2) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K ; 𝑇𝜋2=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵 ; 𝑇𝜋2=⟨ monad laws ⟩JΓ ⊢ (𝑣1 , 𝑣2) ∶ 𝐴 × 𝐵K𝑣 ; 𝜋2 ; 𝜂𝐵=⟨ definition ⟩
⟨JΓ ⊢ 𝑣1 ∶ 𝐴K𝑣 , JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣⟩ ; 𝜋2 ; 𝜂𝐵=⟨ definition of𝜋2 ⟩JΓ ⊢ 𝑣2 ∶ 𝐵K𝑣 ; 𝜂𝐵=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ 𝑣2 ∶ 𝐵K
◇ Γ ⊢ 𝑣 ∶ 𝐴 × 𝐵
Γ ⊢ 𝑣 ≈ (fst 𝑣 , snd 𝑣) ∶ 𝐴 × 𝐵 ×𝜂
JΓ ⊢ (fst 𝑣 , snd 𝑣) ∶ 𝐴 × 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ fst 𝑣 ∶ 𝐴K , JΓ ⊢ snd 𝑣 ∶ 𝐵K⟩ ; 𝛽𝐴,𝐵=⟨ definition ⟩
⟨JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K ; 𝑇𝜋1 , JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K ; 𝑇𝜋2⟩ ; 𝛽𝐴,𝐵=⟨ value interpretation lemma 5.3 ⟩
⟨JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵 ; 𝑇𝜋1 , JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵 ; 𝑇𝜋2⟩ ; 𝛽𝐴,𝐵
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=⟨ monad laws ⟩
⟨JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; 𝜋1 ; 𝜂𝐴 , JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; 𝜋2 ; 𝜂𝐵⟩ ; 𝛽𝐴,𝐵=⟨ universal property of products ⟩JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; ⟨𝜋1 ; 𝜂𝐴 , 𝜋2 ; 𝜂𝐵⟩ ; 𝛽𝐴,𝐵=⟨ universal property of products ⟩JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; [𝜂𝐴 × 𝜂𝐵] ; 𝛽𝐴,𝐵=⟨ diagram ⟩JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K𝑣 ; 𝜂𝐴×𝐵=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ 𝑣 ∶ 𝐴 × 𝐵K
◇ Γ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵 Γ ⊢ 𝑣 ∶ 𝐴
Γ ⊢ (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑣 ≈ [𝑣/𝑥]𝑒 ∶ 𝐵 ⇒ 𝛽
JΓ ⊢ (𝜆𝑥. 𝑒) 𝑣 ∶ 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ 𝜆𝑥. 𝑒 ∶ 𝐴 ⇒ 𝐵K , JΓ ⊢ 𝑣 ∶ 𝐴K⟩ ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ definition ⟩
⟨curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵 , JΓ ⊢ 𝑣 ∶ 𝐴K⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ value interpretation lemma 5.3 ⟩
⟨curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵 , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣 ; 𝜂𝐴⟩
; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ universal property of products ⟩
⟨curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩
; [𝜂𝐴→𝑇𝐵 × 𝜂𝐴] ; 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ diagram ⟩
⟨curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩
; 𝜂(𝐴→𝑇𝐵)×𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵=⟨ monad laws ⟩
⟨curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K) , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩ ; ev𝐴,𝑇𝐵=⟨ universal property of exponential ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩ ; JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K=⟨ definition ⟩
⟨JΓ ⊢ ⟨Γ⟩ ∶ ΓK , JΓ ⊢ 𝑣 ∶ 𝐴K𝑣⟩ ; JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ ⟨⟨Γ⟩, 𝑣i/𝑥⟩ ∶ Γ, 𝑥 ∶ 𝐴i K ; JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐵K=⟨ semantic substitution theorem 5.4 ⟩
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JΓ ⊢ ⟨⟨Γ⟩, 𝑣i/𝑥⟩(𝑒) ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ [𝑣/𝑥]𝑒 ∶ 𝐵K
◇ Γ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵
Γ ⊢ 𝑣 ≈ 𝜆𝑥 ∶ 𝐴. 𝑣 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂- impure
JΓ ⊢ 𝜆𝑥. 𝑣 𝑥 ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑣𝑥 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K , JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑥 ∶ 𝐴K⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Γ)
𝑔 = J 𝑥 ∶ 𝐴i ∈ Γ, 𝑥 ∶ 𝐴i K
ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝑓 ; JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K , 𝑔 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝜋1 ; JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K , 𝜋2 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ value interpretation lemma 5.3 ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝜋1 ; JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K𝑣 ; 𝜂𝐴→𝑇𝐵 , 𝜋2 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ strength diagram and monad laws ⟩
curry (⟨𝜋1 ; JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K𝑣 , 𝜋2⟩ ; ev𝐴,𝑇𝐵) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of products ⟩
curry ([JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K𝑣 × 𝑖𝑑𝐴] ; ev𝐴,𝑇𝐵) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of exponential ⟩JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K𝑣 ; 𝜂𝐴→𝑇𝐵=⟨ value interpretation lemma 5.3 ⟩JΓ ⊢ 𝑣 ∶ 𝐴 ⇒ 𝐵K
◇ Γ ⊢p 𝑒 ∶ 𝐴 ⇒ 𝐵
Γ ⊢ 𝑒 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂-pure
JΓ ⊢ 𝜆𝑥. 𝑒 𝑥 ∶ 𝐴 ⇒ 𝐵K=⟨ definition ⟩
curry (JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 𝑥 ∶ 𝐵K) ; 𝜂𝐴→𝑇𝐵
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=⟨ definition ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑒 ∶ 𝐴 ⇒ 𝐵K , JΓ, 𝑥 ∶ 𝐴i ⊢ 𝑥 ∶ 𝐴K⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = Wk(Γ, 𝑥 ∶ 𝐴i ⊇ Γ)
𝑔 = J 𝑥 ∶ 𝐴i ∈ Γ, 𝑥 ∶ 𝐴i K
ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝑓 ; JΓ ⊢ 𝑒 ∶ 𝐴 ⇒ 𝐵K , 𝑔 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ definition ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝜋1 ; JΓ ⊢ 𝑒 ∶ 𝐴 ⇒ 𝐵K , 𝜋2 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ pure interpretation lemma 5.2 ⟩
𝑙𝑒𝑡 ℎ = 𝛽𝐴→𝑇𝐵,𝐴 ; 𝑇 ev𝐴,𝑇𝐵 ; 𝜇𝐵
𝑖𝑛 curry (⟨𝜋1 ; J Γ ⊢p 𝑒 ∶ 𝐴 ⇒ 𝐵 K𝑝 ; 𝜀𝐴→𝑇𝐵 ; 𝜂𝐴→𝑇𝐵 , 𝜋2 ; 𝜂𝐴⟩ ; ℎ) ; 𝜂𝐴→𝑇𝐵=⟨ diagram and monad laws ⟩
curry (⟨𝜋1 ; J Γ ⊢p 𝑒 ∶ 𝐴 ⇒ 𝐵 K𝑝 ; 𝜀𝐴→𝑇𝐵 , 𝜋2⟩ ; ev𝐴,𝑇𝐵) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of products ⟩
curry ([J Γ ⊢p 𝑒 ∶ 𝐴 ⇒ 𝐵 K𝑝 ; 𝜀𝐴→𝑇𝐵 × 𝑖𝑑𝐴] ; ev𝐴,𝑇𝐵) ; 𝜂𝐴→𝑇𝐵=⟨ universal property of exponential ⟩J Γ ⊢p 𝑒 ∶ 𝐴 ⇒ 𝐵 K𝑝 ; 𝜀𝐴→𝑇𝐵 ; 𝜂𝐴→𝑇𝐵=⟨ pure interpretation lemma 5.2 ⟩JΓ ⊢ 𝑒 ∶ 𝐴 ⇒ 𝐵K
◇ Γp ⊢ 𝑒1 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵
Γ ⊢ let box 𝑥 = box 𝑒1 in 𝑒2 ≈ [𝑒1/𝑥]𝑒2 ∶ 𝐵 𝛽
JΓ ⊢ let box 𝑥 = box 𝑒1 in 𝑒2 ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ box 𝑒1 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ definition ⟩
⟨𝑖𝑑Γ , J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝 ; 𝜂□𝐴⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ strength commutes with unit ⟩
⟨𝑖𝑑Γ , J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝⟩ ; 𝜂Γ×□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜇𝐵=⟨ monad laws ⟩
⟨𝑖𝑑Γ , J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K ; 𝜂𝑇𝐵 ; 𝜇𝐵=⟨ monad laws ⟩
⟨𝑖𝑑Γ , J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K=⟨ definition ⟩
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⟨JΓ ⊢ ⟨Γ⟩ ∶ ΓK , J Γ ⊢p 𝑒1 ∶ 𝐴 K𝑝⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K=⟨ definition ⟩JΓ ⊢ ⟨⟨Γ⟩, 𝑒1p/𝑥⟩ ∶ Γ, 𝑥 ∶ 𝐴p K ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒2 ∶ 𝐵K=⟨ semantic substitution theorem 5.4 ⟩JΓ ⊢ ⟨⟨Γ⟩, 𝑒1p/𝑥⟩(𝑒2) ∶ 𝐵K=⟨ definition ⟩
Γ ⊢ [𝑒1/𝑥] 𝑒2 ∶ 𝐵
◇ Γ ⊢p 𝑒 ∶ 𝐴 Γ ⊢ C⟪𝑒⟫ ∶ 𝐵 Γ ⊢ let box 𝑥 = 𝑒 in C⟪box 𝑥 ⟫ ∶ 𝐵
Γ ⊢ C⟪𝑒⟫ ≈ let box 𝑥 = 𝑒 in C⟪box 𝑥 ⟫ ∶ 𝐵 𝜂-pure
We first make the following observation.
Observation.
JΓ ⊢ let box 𝑥 = 𝑒 in C⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ pure interpretation lemma 5.2 ⟩
𝑙𝑒𝑡
𝑓 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀□𝐴 ; 𝜂□𝐴
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀□𝐴
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓 ; 𝜂□𝐴⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ strength commutes with unit ⟩
𝑙𝑒𝑡
𝑓 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀□𝐴
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜂Γ×□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ monad laws ⟩
𝑙𝑒𝑡
𝑓 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀□𝐴
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝑔 ; 𝑇𝜂𝐵 ; 𝜇𝐵=⟨ monad laws ⟩
𝑙𝑒𝑡
𝑓 = J Γ ⊢p 𝑒 ∶ 𝐴 K𝑝 ; 𝜀□𝐴
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝑔
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Fixing 𝑓, we proceed by cases on C.◇ C = [·]
JΓ ⊢ let box 𝑥 = 𝑒 in box 𝑥 ∶ 𝐴K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ box 𝑥 ∶ 𝐴K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; J Γ, 𝑥 ∶ 𝐴p ⊢p 𝑥 ∶ 𝐴 K𝑝 ; 𝜂□𝐴=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜋2 ; 𝜂□𝐴=⟨ applying𝜋2 ⟩
𝑓 ; 𝜂□𝐴=⟨ definition ⟩JΓ ⊢ 𝑒 ∶ 𝐴K
◇ C = 𝑒1 C1
JΓ ⊢ let box 𝑥 = 𝑒 in 𝑒1 C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝜋1 ; ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ, 𝑥 ∶ 𝐶p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜋1 ; ℎ1 , ⟨𝑖𝑑Γ , 𝑓⟩ ; ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨ℎ1 , ⟨𝑖𝑑Γ , 𝑓⟩ ; ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ observation ⟩
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𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶K
𝑖𝑛 ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ 𝑒1 C1⟪𝑒⟫ ∶ 𝐵K
◇ C = C1 𝑒1
JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ 𝑒1 ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ 𝑒1 ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨ℎ1 , 𝜋1 ; ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ ; ℎ1 , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜋1 ; ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ ; ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ observation ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶 ⇒ 𝐵K
ℎ2 = JΓ ⊢ 𝑒1 ∶ 𝐶K
𝑖𝑛 ⟨ℎ1 , ℎ2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝐵 ; 𝜇𝐵
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=⟨ definition ⟩JΓ ⊢ C1⟪𝑒⟫ 𝑒1 ∶ 𝐵K
◇ C = 𝜆𝑧 ∶ 𝐶. C1
JΓ ⊢ let box 𝑥 = 𝑒 in𝜆𝑧 ∶ 𝐶. C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝜆𝑧 ∶ 𝐶. C1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡 ℎ = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶i ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; curry (ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ semantic substitution theorem 5.4 and semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑠 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶i ⊢ 𝜃 ∶ Γ, 𝑧 ∶ 𝐶i , 𝑥 ∶ 𝐴p K
ℎ = 𝑠 ; JΓ, 𝑧 ∶ 𝐶i , 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; curry (ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡 ℎ = JΓ, 𝑧 ∶ 𝐶i , 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; curry (⟨𝜋1 ; 𝜋1 , 𝜋2 , 𝜋1 ; 𝜋2⟩ ; ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ universal property of exponential ⟩
𝑙𝑒𝑡 ℎ = JΓ, 𝑧 ∶ 𝐶i , 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 curry (⟨𝑖𝑑Γ×𝐶 , 𝜋1 ; 𝑓⟩ ; ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ observation ⟩
𝑙𝑒𝑡 ℎ = JΓ, 𝑧 ∶ 𝐶i ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 curry (ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡 ℎ = JΓ, 𝑧 ∶ 𝐶i ⊢ C1⟪𝑒⟫ ∶ 𝐵K
𝑖𝑛 curry (ℎ) ; 𝜂𝐶→𝑇𝐵=⟨ definition ⟩JΓ ⊢ 𝜆𝑧. C1⟪𝑒⟫ ∶ 𝐶 ⇒ 𝐵K
◇ C = fst C1
JΓ ⊢ let box 𝑥 = 𝑒 in fst C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ fst C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵 × 𝐶K ; 𝑇𝜋1=⟨ observation ⟩
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JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐵 × 𝐶K ; 𝑇𝜋1=⟨ induction hypothesis ⟩JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐵 × 𝐶K ; 𝑇𝜋1=⟨ definition ⟩JΓ ⊢ fst C1⟪𝑒⟫ ∶ 𝐵K
◇ C = snd C1
JΓ ⊢ let box 𝑥 = 𝑒 in snd C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ snd C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶 × 𝐵K ; 𝑇𝜋2=⟨ observation ⟩JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶 × 𝐵K ; 𝑇𝜋2=⟨ induction hypothesis ⟩JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶 × 𝐵K ; 𝑇𝜋2=⟨ definition ⟩JΓ ⊢ snd C1⟪𝑒⟫ ∶ 𝐵K
◇ C = (𝑒1 , C1)
JΓ ⊢ let box 𝑥 = 𝑒 in (𝑒1 , C1⟪box 𝑥 ⟫) ∶ 𝐵 × 𝐶K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ (𝑒1 , C1⟪box 𝑥 ⟫) ∶ 𝐵 × 𝐶K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐵K , JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K⟩ ; 𝛽𝐵,𝐶=⟨ semantic weakening lemma 5.1 ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐵K , JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K⟩ ; 𝛽𝐵,𝐶=⟨ universal property of products ⟩
⟨⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐵K , ⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K⟩; 𝛽𝐵,𝐶=⟨ definition of𝜋1 ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐵K , ⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K⟩; 𝛽𝐵,𝐶=⟨ observation ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐵K , JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶K⟩; 𝛽𝐵,𝐶=⟨ induction hypothesis ⟩
⟨JΓ ⊢ 𝑒1 ∶ 𝐵K , JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶K⟩; 𝛽𝐵,𝐶
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=⟨ definition ⟩JΓ ⊢ (𝑒1 , C1⟪𝑒⟫) ∶ 𝐵 × 𝐶K
◇ C = (C1 , 𝑒1)
JΓ ⊢ let box 𝑥 = 𝑒 in (C1⟪box 𝑥 ⟫ , 𝑒1) ∶ 𝐶 × 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ (C1⟪box 𝑥 ⟫ , 𝑒1) ∶ 𝐶 × 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K , JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐵K⟩ ; 𝛽𝐶,𝐵=⟨ semantic weakening lemma 5.1 ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K , 𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐵K⟩ ; 𝛽𝐶,𝐵=⟨ universal property of products ⟩
⟨⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐵K⟩; 𝛽𝐶,𝐵=⟨ definition of𝜋1 ⟩
⟨⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K , JΓ ⊢ 𝑒1 ∶ 𝐵K⟩; 𝛽𝐶,𝐵=⟨ observation ⟩
⟨JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶K , JΓ ⊢ 𝑒1 ∶ 𝐵K⟩; 𝛽𝐶,𝐵=⟨ induction hypothesis ⟩
⟨JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶K , JΓ ⊢ 𝑒1 ∶ 𝐵K⟩; 𝛽𝐶,𝐵=⟨ definition ⟩JΓ ⊢ (C1⟪𝑒⟫ , 𝑒1) ∶ 𝐶 × 𝐵K
◇ C = box C1
JΓ ⊢ let box 𝑥 = 𝑒 in box C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ box C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; J Γ, 𝑥 ∶ 𝐴p ⊢p C1⟪box 𝑥 ⟫ ∶ 𝐵 K𝑝 ; 𝜂□𝑌=⟨ observation ⟩J Γ ⊢p let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐵 K𝑝 ; 𝜂□𝑌=⟨ induction hypothesis ⟩J Γ ⊢p C1⟪𝑒⟫ ∶ 𝐵 K𝑝 ; 𝜂□𝑌=⟨ definition ⟩
JΓ ⊢ box C1⟪𝑒⟫ ∶ 𝐵K
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◇ C = let box 𝑧 = C1 in 𝑒1
JΓ ⊢ let box 𝑥 = 𝑒 in (let box 𝑧 = C1⟪box 𝑥 ⟫ in 𝑒1) ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ let box 𝑧 = C1⟪box 𝑥 ⟫ in 𝑒1 ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
ℎ = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝑖𝑑Γ×□𝐴 , 𝑔⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇ℎ ; 𝜇𝐵=⟨ semantic substitution theorem 5.4 and semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
ℎ = ⟨𝜋1 ; 𝜋1 , 𝜋2⟩ ; JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝑖𝑑Γ×□𝐴 , 𝑔⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇ℎ ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
ℎ = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝑔⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇⟨𝜋1 ; 𝜋1 , 𝜋2⟩ ; 𝑇ℎ ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐶K
ℎ = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝑔⟩ ; 𝜏Γ,□𝐶 ; 𝑇ℎ ; 𝜇𝐵=⟨ observation ⟩
𝑙𝑒𝑡
𝑔 = JΓ ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐶K
ℎ = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔⟩ ; 𝜏Γ,□𝐶 ; 𝑇ℎ ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔 = JΓ ⊢ C1⟪𝑒⟫ ∶ 𝐶K
ℎ = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔⟩ ; 𝜏Γ,□𝐶 ; 𝑇ℎ ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ let box 𝑧 = C1⟪𝑒⟫ in 𝑒1 ∶ 𝐵K
◇ C = let box 𝑧 = 𝑒1 in C1
JΓ ⊢ let box 𝑥 = 𝑒 in (let box 𝑧 = 𝑒1 in C1⟪box 𝑥 ⟫) ∶ 𝐵K=⟨ observation ⟩
⟨𝑖𝑑Γ , 𝑓⟩ ; JΓ, 𝑥 ∶ 𝐴p ⊢ let box 𝑧 = 𝑒1 in C1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
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𝑙𝑒𝑡
ℎ1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝑖𝑑Γ×□𝐴 , ℎ1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇ℎ2 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; ⟨𝑖𝑑Γ×□𝐴 , 𝜋1 ; ℎ1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇ℎ2 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ , ℎ1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇ℎ2 ; 𝜇𝐵=⟨ semantic substitution theorem 5.4 and semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ , ℎ1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇⟨𝜋1 ; 𝜋1 , 𝜋2 , 𝜋1 ; 𝜋2⟩ ; 𝑇ℎ2 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , ℎ1⟩ ; 𝜏Γ,□𝐶 ; 𝑇⟨𝑖𝑑Γ×□𝐶 , 𝜋1 ; 𝑓⟩ ; 𝑇ℎ2 ; 𝜇𝐵=⟨ observation ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑧 ∶ 𝐶p ⊢ let box 𝑥 = 𝑒 in C1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , ℎ1⟩ ; 𝜏Γ,□𝐶 ; 𝑇ℎ2 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
ℎ1 = JΓ ⊢ 𝑒1 ∶ 𝐶K
ℎ2 = JΓ, 𝑧 ∶ 𝐶p ⊢ C1⟪𝑒⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , ℎ1⟩ ; 𝜏Γ,□𝐶 ; 𝑇ℎ2 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ let box 𝑧 = 𝑒1 in C1⟪𝑒⟫ ∶ 𝐵K
◇ Γ ⊢ 𝑒 ∶ 𝐴 Γ ⊢ E⟪𝑒⟫ ∶ 𝐵 Γ ⊢ let box 𝑥 = 𝑒 in E⟪box 𝑥 ⟫ ∶ 𝐵
Γ ⊢ E⟪𝑒⟫ ≈ let box 𝑥 = 𝑒 in E⟪box 𝑥 ⟫ ∶ 𝐵 𝜂- impure
We proceed by cases on E .◇ E = [·]
JΓ ⊢ let box 𝑥 = 𝑒 in box 𝑥 ∶ 𝐴K=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇JΓ, 𝑥 ∶ 𝐴p ⊢ box 𝑥 ∶ 𝐴K ; 𝜇□𝐴=⟨ definition ⟩
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⟨𝑖𝑑Γ , JΓ ⊢ 𝑒 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇J Γ, 𝑥 ∶ 𝐴p ⊢p 𝑥 ∶ 𝐴 K𝑝 ; 𝑇𝜂□𝐴 ; 𝜇□𝐴=⟨ definition ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝜋2 ; 𝑇𝜂□𝐴 ; 𝜇□𝐴=⟨ monad laws ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒 ∶ 𝐴K⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝜋2 ; 𝑖𝑑𝑇□𝐴=⟨ tensorial action of 𝑇 ⟩
⟨𝑖𝑑Γ , JΓ ⊢ 𝑒 ∶ 𝐴K⟩ ; 𝜋2=⟨ applying𝜋2 ⟩JΓ ⊢ 𝑒 ∶ 𝐴K
◇ E = 𝑒1 E1
JΓ ⊢ let box 𝑥 = 𝑒 in 𝑒1 E1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ functoriality of 𝑇 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = 𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝜋1 ; 𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔2 ; 𝜇𝑍⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ 𝑒1 E1⟪𝑒⟫ ∶ 𝐵K
◇ E = E1 𝑣
JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ 𝑣 ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ 𝑣 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐶K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽(𝐶→𝑇𝐵),𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ functoriality of 𝑇 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = 𝜋1 ; JΓ ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝜋1 ; 𝑔2⟩ ; 𝑇𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇
2 ev𝐶,𝑇𝑌 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔1 ; 𝜇𝐶→𝑇𝐵 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶 ⇒ 𝐵K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶→𝑇𝐵,𝐶 ; 𝑇 ev𝐶,𝑇𝑌 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ E1⟪𝑒⟫ 𝑣 ∶ 𝐵K
◇ E = fst E1
JΓ ⊢ let box 𝑥 = 𝑒 in fst E1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ fst E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵 × 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝑇
2𝜋1 ; 𝜇𝐵=⟨ monad laws ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵 × 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵 ; 𝑇𝜋1=⟨ definition ⟩JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐵 × 𝐶K ; 𝑇𝜋1=⟨ induction hypothesis ⟩JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐵 × 𝐶K ; 𝑇𝜋1
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=⟨ definition ⟩JΓ ⊢ fst E1⟪𝑒⟫ ∶ 𝐵K
◇ E = snd E1
JΓ ⊢ let box 𝑥 = 𝑒 in snd E1⟪box 𝑥 ⟫ ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ snd E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 × 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝑇
2𝜋2 ; 𝜇𝐵=⟨ monad laws ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶 × 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵 ; 𝑇𝜋2=⟨ definition ⟩JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶 × 𝐵K ; 𝑇𝜋2=⟨ induction hypothesis ⟩JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶 × 𝐵K ; 𝑇𝜋2=⟨ definition ⟩JΓ ⊢ snd E1⟪𝑒⟫ ∶ 𝐵K
◇ E = (𝑒1 , E1)
JΓ ⊢ let box 𝑥 = 𝑒 in (𝑒1 , E1⟪box 𝑥 ⟫) ∶ 𝐵 × 𝐶K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ (𝑒1 , E1⟪box 𝑥 ⟫) ∶ 𝐵 × 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵×𝐶=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐵,𝐶
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵×𝐶=⟨ semantic weakening lemma 5.1 ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = 𝜋1 ; JΓ ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐵,𝐶
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵×𝐶=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝜋1 ; 𝑔1 , 𝑔2⟩ ; 𝑇𝛽𝐵,𝐶 ; 𝜇𝐵×𝐶=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔2 ; 𝜇𝐶⟩ ; 𝛽𝐵,𝐶=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐵,𝐶=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑒1 ∶ 𝐵K
𝑔2 = JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐵,𝐶=⟨ definition ⟩JΓ ⊢ (𝑒1 , E1⟪𝑒⟫) ∶ 𝐵 × 𝐶K
◇ E = (E1 , 𝑣)
JΓ ⊢ let box 𝑥 = 𝑒 in (E1⟪box 𝑥 ⟫ , 𝑣) ∶ 𝐶 × 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ (E1⟪box 𝑥 ⟫ , 𝑣) ∶ 𝐶 × 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐶×𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐵K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶,𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐶×𝐵=⟨ semantic weakening lemma 5.1 ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = 𝜋1 ; JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐵K
𝑔 = ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶,𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐶×𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑔1 , 𝜋1 ; 𝑔2⟩ ; 𝑇𝛽𝐶,𝐵 ; 𝜇𝐶×𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐵K
𝑖𝑛 ⟨⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔1 ; 𝜇𝐶 , 𝑔2⟩ ; 𝛽𝐶,𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐵K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶,𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶K
𝑔2 = JΓ ⊢ 𝑣 ∶ 𝐵K
𝑖𝑛 ⟨𝑔1 , 𝑔2⟩ ; 𝛽𝐶,𝐵=⟨ definition ⟩JΓ ⊢ (E1⟪𝑒⟫ , 𝑣) ∶ 𝐶 × 𝐵K
◇ E = let box 𝑧 = E1 in 𝑒1
JΓ ⊢ let box 𝑥 = 𝑒 in (let box 𝑧 = E1⟪box 𝑥 ⟫ in 𝑒1) ∶ 𝐵K=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ let box 𝑧 = E1⟪box 𝑥 ⟫ in 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑔 = ⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ functoriality of 𝑇 ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic substitution theorem 5.4 and semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = ⟨𝜋1 ; 𝜋1 , 𝜋2⟩ ; JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛
⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶
; 𝑇2⟨𝜋1 ; 𝜋1 , 𝜋2⟩ ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔1 ; 𝜇□𝐶⟩ ; 𝜏Γ,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔1⟩ ; 𝜏Γ,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ E1⟪𝑒⟫ ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒1 ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔1⟩ ; 𝜏Γ,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ let box 𝑧 = E1⟪𝑒⟫ in 𝑒1 ∶ 𝐵K
◇ E = let box 𝑧 = 𝑣 in E1
JΓ ⊢ let box 𝑥 = 𝑒 in (let box 𝑧 = 𝑣 in E1⟪box 𝑥 ⟫) ∶ 𝐵K
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔 = JΓ, 𝑥 ∶ 𝐴p ⊢ let box 𝑧 = 𝑣 in E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ definition ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑔 = ⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝜏Γ×□𝐴,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵=⟨ functoriality of 𝑇 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ, 𝑥 ∶ 𝐴p ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = 𝜋1 ; JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑥 ∶ 𝐴p , 𝑧 ∶ 𝐶p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝜋1 ; 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic substitution theorem 5.4 and semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = ⟨𝜋1 ; 𝜋1 , 𝜋2 , 𝜋1 ; 𝜋2⟩ ; JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝜋1 ; 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ functoriality of 𝑇 ⟩
𝑙𝑒𝑡
𝑓 = JΓ ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛
⟨𝑖𝑑Γ , 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝜋1 ; 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶
; 𝑇2⟨𝜋1 ; 𝜋1 , 𝜋2 , 𝜋1 ; 𝜋2⟩ ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ semantic weakening lemma 5.1 ⟩
𝑙𝑒𝑡
𝑓 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛
⟨𝑖𝑑Γ , 𝜋1 ; 𝑓⟩ ; 𝜏Γ,□𝐴 ; 𝑇⟨𝑖𝑑Γ×□𝐴 , 𝜋1 ; 𝑔1⟩ ; 𝑇𝜏Γ×□𝐴,□𝐶
; 𝑇2⟨𝜋1 ; 𝜋1 , 𝜋2 , 𝜋1 ; 𝜋2⟩ ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ simplification ⟩
80
𝑙𝑒𝑡
𝑓 = JΓ, 𝑧 ∶ 𝐶p ⊢ 𝑒 ∶ 𝐴K
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p , 𝑥 ∶ 𝐴p ⊢ E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔1⟩ ; 𝜏Γ,□𝐶 ; 𝑇⟨𝑖𝑑Γ×□𝐶 , 𝑓⟩ ; 𝑇𝜏Γ×□𝐶,□𝐴 ; 𝑇
2𝑔2 ; 𝑇𝜇𝐵 ; 𝜇𝐵=⟨ definition ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ let box 𝑥 = 𝑒 in E1⟪box 𝑥 ⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔1⟩ ; 𝜏Γ,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵=⟨ induction hypothesis ⟩
𝑙𝑒𝑡
𝑔1 = JΓ ⊢ 𝑣 ∶ 𝐶K
𝑔2 = JΓ, 𝑧 ∶ 𝐶p ⊢ E1⟪𝑒⟫ ∶ 𝐵K
𝑖𝑛 ⟨𝑖𝑑Γ , 𝑔1⟩ ; 𝜏Γ,□𝐶 ; 𝑇𝑔2 ; 𝜇𝐵=⟨ definition ⟩JΓ ⊢ let box 𝑧 = 𝑣 in E1⟪𝑒⟫ ∶ 𝐵K
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F Supplementarymaterial for Section 7 (Embedding)
Wegive the grammar and judgements infigures 18a and 18b, typing rules infigure 18c, and the𝛽𝜂-equational theory infigure 18d,
for the pure call-by-value simply-typed lambda calculus. Note thatwe choose to use the base typeunit, andwe leave out products
because their embedding is trivial and uninteresting for our purpose.
Lemma F.1. For any context Γ, we have Γ´¶p = Γ´¶.
Proof. We do induction on the context Γ.
(1) Γ
(2) Γ = ·
(3) ·´¶p = ·p = · = ·´¶ by definition
(4) Γ = Δ, 𝑥 ∶ 𝐴
(5) Δ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶p = (Δ´¶, 𝑥 ∶ 𝐴´¶p )p by definition
(6) (Δ´¶, 𝑥 ∶ 𝐴´¶p )p = Δ´¶p , 𝑥 ∶ 𝐴´¶p by definition
(7) Δ´¶p , 𝑥 ∶ 𝐴´¶p = Δ´¶, 𝑥 ∶ 𝐴´¶p induction hypothesis
(8) Δ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶p = Δ´¶, 𝑥 ∶ 𝐴´¶p
(9) Γ´¶p = Γ´¶

Lemma F.2. [𝑒′/𝑥] 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ = [ 𝑒′´¶/𝑥] 𝑒´¶.
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Proof. We proceed by cases on 𝑒.
(1) [𝑒′/𝑥] 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(2) 𝑒 = ()
(3) [𝑒′/𝑥] ()´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(4) () by definition
(5) [ 𝑒′´¶/𝑥] () by definition
(6) [ 𝑒′´¶/𝑥] ()´¶ by definition
(7) 𝑒 = 𝑥
(8) [𝑒′/𝑥] 𝑥´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(9) 𝑒′´¶ by definition
(10) [ 𝑒′´¶/𝑥] 𝑥 by definition
(11) [ 𝑒′´¶/𝑥] 𝑥´¶ by definition
(12) 𝑒 = 𝑦, (𝑦 ≠ 𝑥)
(13) [𝑒′/𝑦] 𝑥´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(14) 𝑥´¶ by definition
(15) 𝑥 by definition
(16) [ 𝑒′´¶/𝑦] 𝑥 by definition
(17) [ 𝑒′´¶/𝑦] 𝑥´¶ by definition
(18) 𝑒 = 𝜆𝑦. 𝑒1, (𝑦 ≠ 𝑥)
(19) [𝑒′/𝑥]𝜆𝑦. 𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(20) 𝜆𝑦. [𝑒′/𝑥] 𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(21) 𝜆𝑧. let box 𝑦 = 𝑧 in [𝑒′/𝑥] 𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(22) 𝜆𝑧. let box 𝑦 = [ 𝑒′´¶/𝑥] 𝑧 in [ 𝑒′´¶/𝑥] 𝑒1´¶ by definition
(23) [ 𝑒′´¶/𝑥]𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒1´¶ by definition
(24) [ 𝑒′´¶/𝑥] 𝜆𝑥. 𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
82
(25) 𝑒 = 𝑒1 𝑒2
(26) [𝑒′/𝑥] 𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(27) [𝑒′/𝑥] 𝑒1 [𝑒′/𝑥] 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(28) [𝑒′/𝑥] 𝑒1 (box [𝑒′/𝑥] 𝑒2 )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(29) [𝑒′/𝑥] 𝑒1 ([𝑒′/𝑥] box 𝑒2 )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(30) [ 𝑒′´¶/𝑥] 𝑒1´¶ (box 𝑒2´¶ ) by definition
(31) [ 𝑒′´¶/𝑥] 𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(32) [ 𝑒′´¶/𝑥] 𝑒´¶

Lemma F.3. If 𝑥 ∶ 𝐴 ∈ Γ, then 𝑥 ∶ 𝐴´¶p ∈ Γ´¶.
Proof. We do induction on 𝑥 ∶ 𝐴 ∈ Γ.
(1) 𝑥 ∶ 𝐴 ∈ Γ
(2) 𝑥 ∶ 𝐴 ∈ (Γ, 𝑥 ∶ 𝐴) ∈-id
(3) 𝑥 ∶ 𝐴´¶p ∈ Γ´¶, 𝑥 ∶ 𝐴´¶p ∈-id
(4) 𝑥 ∶ 𝐴´¶p ∈ Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(5)
𝑥 ∶ 𝐴 ∈ Γ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴 ∈ (Γ, 𝑦 ∶ 𝐵) ∈-ex
(6) 𝑥 ∶ 𝐴 ∈ Γ inversion
(7) 𝑥 ∶ 𝐴´¶p ∈ Γ´¶ induction hypothesis
(8) 𝑥 ∶ 𝐴´¶p ∈ Γ´¶, 𝑦 ∶ 𝐵´¶p ∈-ex
(9) 𝑥 ∶ 𝐴´¶p ∈ Γ, 𝑦 ∶ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(10) 𝑥 ∶ 𝐴´¶p ∈ Γ´¶

Theorem 7.1 Preservation of typing.
If Γ ⊢𝜆 𝑒 ∶ 𝐴, then Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶.
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Proof. We do induction on Γ ⊢𝜆 𝑒 ∶ 𝐴.
(1) Γ ⊢𝜆 𝑒 ∶ 𝐴
(2) Γ ⊢𝜆 () ∶ unit unitI
(3) Γ´¶ ⊢ () ∶ unit unitI
(4) Γ´¶ ⊢ ()´¶ ∶ unit´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(5)
𝑥 ∶ 𝐴 ∈ Γ
Γ ⊢𝜆 𝑥 ∶ 𝐴 Var
(6) 𝑥 ∶ 𝐴 ∈ Γ inversion
(7) 𝑥 ∶ 𝐴´¶p ∈ Γ´¶ lemma F.3
(8) Γ´¶ ⊢ 𝑥 ∶ 𝐴´¶ Var
(9) Γ´¶ ⊢ 𝑥´¶ ∶ 𝐴´¶ by definition
(10)
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(11) Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵 inversion
(12) Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ⊢ 𝑒´¶ ∶ 𝐵´¶ induction hypothesis
(13) Γ´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶ by definition
(14) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑧 ∶ 𝐴´¶ Var
(15) ( Γ´¶, 𝑧 ∶ 𝐴´¶) ⊇ Γ´¶ ⊇-wk
(16) ( Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ) ⊇ ( Γ´¶, 𝑥 ∶ 𝐴´¶p ) ⊇-cong
(17) Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶ lemma 3.1 (16) (13)
(18) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ let box 𝑥 = 𝑧 in 𝑒´¶ ∶ 𝐵´¶ E (14) (17)
(19) Γ´¶ ⊢ 𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ ⇒I
(20) Γ´¶ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(21)
Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(22) Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(23) Γ ⊢𝜆 𝑒2 ∶ 𝐴 inversion
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(24) Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ induction hypothesis
(25) Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ by definition
(26) Γ´¶ ⊢ 𝑒2´¶ ∶ 𝐴´¶ induction hypothesis
(27) Γ´¶p ⊢ 𝑒2´¶ ∶ 𝐴´¶ lemma F.1
(28) Γ´¶ ⊢p 𝑒2´¶ ∶ 𝐴´¶ ctx-pure
(29) Γ´¶ ⊢ box 𝑒2´¶ ∶ 𝐴´¶ I
(30) Γ´¶ ⊢ 𝑒1´¶ (box 𝑒2´¶ ) ∶ 𝐵´¶ ⇒E (25) (29)
(31) Γ´¶ ⊢ 𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵´¶ by definition
(32) Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶

Theorem 7.2 Preservation of equality.
If Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴, then Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶.
Proof. We do induction on Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴.
(1) Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴
(2)
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ∶ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 (𝜆𝑥 ∶ 𝐴. 𝑒1) 𝑒2 ≈ [𝑒2/𝑥]𝑒1 ∶ 𝐵 ⇒ 𝛽
(3) Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ∶ 𝐵 inversion
(4) Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ⊢ 𝑒1´¶ ∶ 𝐵´¶ theorem 7.1
(5) Γ´¶, 𝑥 ∶ 𝐴p ⊢ 𝑒1´¶ ∶ 𝐵´¶ by definition
(6) Γ ⊢𝜆 𝑒2 ∶ 𝐴 inversion
(7) Γ´¶ ⊢ 𝑒2´¶ ∶ 𝐴´¶ theorem 7.1
(8) Γ´¶p ⊢ 𝑒2´¶ ∶ 𝐴´¶ lemma F.1
(9) Γ´¶ ⊢ let box 𝑥 = box 𝑒2´¶ in 𝑒´¶≈ [𝑒2´¶/𝑥] 𝑒´¶ ∶ 𝐵´¶ 𝛽
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(10) Γ´¶ ⊢
(𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒1´¶) (box 𝑒2´¶ )
≈
let box 𝑥 = box 𝑒2´¶ in 𝑒1´¶
∶ 𝐵´¶ ⇒ 𝛽
(11) Γ´¶ ⊢
(𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒1´¶) (box 𝑒2´¶ )
≈[𝑒1´¶/𝑥]𝑒2´¶
∶ 𝐵´¶ trans
(12) Γ´¶ ⊢ (𝜆𝑥 ∶ 𝐴. 𝑒1) 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≈ [𝑒2/𝑥]𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵´¶ by definition
(13)
Γ ⊢𝜆 𝑒 ∶ 𝐴 ⇒ 𝐵
Γ ⊢𝜆 𝑒 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂
(14) Γ ⊢𝜆 𝑒 ∶ 𝐴 ⇒ 𝐵 inversion
(15) Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ theorem 7.1
(16) Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ by definition
(17) Γ´¶p ⊢ 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ lemma F.1
(18) Γ´¶ ⊢p 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ ctx-pure
(19) Γ´¶ ⊢ 𝑒´¶≈ 𝜆𝑧. 𝑒´¶ 𝑧 ∶ 𝐴´¶ ⇒ 𝐵´¶ ⇒ 𝜂-pure
(20) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑧 ∶ 𝐴´¶ Var
(21) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ lemma 3.1 (16)
(22) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑒´¶ 𝑧 ∶ 𝐵´¶ ⇒E
(23) Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑥 ∶ 𝐴´¶ Var
(24) Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ⊢ box 𝑥 ∶ 𝐴´¶ I
(25) Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ (box 𝑥 ) ∶ 𝐵´¶ ⇒E
(26) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ let box 𝑥 = 𝑧 in 𝑒´¶ (box 𝑥 ) ∶ 𝐵´¶ E
(27) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢
𝑒´¶ 𝑧
≈
let box 𝑥 = 𝑧 in 𝑒´¶ (box 𝑥 )
∶ 𝐵´¶ 𝜂-impure on 𝑒´¶ E
(28) Γ´¶ ⊢
𝜆𝑧. 𝑒´¶ 𝑧
≈
𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒´¶ (box 𝑥 )
∶ 𝐴´¶ ⇒ 𝐵´¶ 𝜆-cong
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(29) Γ´¶ ⊢
𝑒´¶
≈
𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒´¶ (box 𝑥 )
∶ 𝐴´¶ ⇒ 𝐵´¶ trans
(30) Γ´¶ ⊢
𝑒´¶
≈
𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒´¶ (box 𝑥´¶ )
∶ 𝐴´¶ ⇒ 𝐵´¶ by definition
(31) Γ´¶ ⊢ 𝑒´¶≈ 𝜆𝑥. 𝑒 𝑥´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(32)
Γ ⊢𝜆 𝑒 ∶ 𝐴
Γ ⊢𝜆 𝑒 ≈ 𝑒 ∶ 𝐴 refl
(33) Γ ⊢𝜆 𝑒 ∶ 𝐴 inversion
(34) Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶ theorem 7.1
(35) Γ´¶ ⊢ 𝑒´¶≈ 𝑒´¶ ∶ 𝐴´¶ refl
(36)
Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴
Γ ⊢𝜆 𝑒2 ≈ 𝑒1 ∶ 𝐴 sym
(37) Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 inversion
(38) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶ induction hypothesis
(39) Γ´¶ ⊢ 𝑒2´¶≈ 𝑒1´¶ ∶ 𝐴´¶ sym
(40)
Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢𝜆 𝑒2 ≈ 𝑒3 ∶ 𝐴
Γ ⊢𝜆 𝑒1 ≈ 𝑒3 ∶ 𝐴 trans
(41) Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 inversion
(42) Γ ⊢𝜆 𝑒2 ≈ 𝑒3 ∶ 𝐴 inversion
(43) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶ induction hypothesis
(44) Γ´¶ ⊢ 𝑒2´¶≈ 𝑒3´¶ ∶ 𝐴´¶ induction hypothesis
(45) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒3´¶ ∶ 𝐴´¶ trans
(46)
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒1 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒2 ∶ 𝐴 ⇒ 𝐵 𝜆-cong
(47) Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐵 inversion
(48) Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐵´¶ induction hypothesis
(49) Γ´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐵´¶ by definition
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(50) Γ´¶, 𝑧 ∶ 𝐴´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐵´¶ lemma 3.1
(51) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑧 ∶ 𝐴´¶ Var
(52) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢ 𝑧 ≈ 𝑧 ∶ 𝐴´¶ refl
(53) Γ´¶, 𝑧 ∶ 𝐴´¶ ⊢
(let box 𝑥 = 𝑧 in 𝑒1´¶)
≈(let box 𝑥 = 𝑧 in 𝑒2´¶)
∶ 𝐵´¶ let box-cong
(54) Γ´¶ ⊢
(𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒1´¶)
≈(𝜆𝑧. let box 𝑥 = 𝑧 in 𝑒2´¶)
∶ 𝐴´¶ ⇒ 𝐵´¶ 𝜆-cong
(55) Γ´¶ ⊢ 𝜆𝑥. 𝑒1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≈ 𝜆𝑥. 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ by definition
(56)
Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒3 ≈ 𝑒4 ∶ 𝐴
Γ ⊢𝜆 𝑒1 𝑒3 ≈ 𝑒2 𝑒4 ∶ 𝐵 app-cong
(57) Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 ⇒ 𝐵 inversion
(58) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ induction hypothesis
(59) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶ by definition
(60) Γ´¶ ⊢ 𝑒3´¶≈ 𝑒4´¶ ∶ 𝐴´¶ induction hypothesis
(61) Γ´¶p ⊢ 𝑒3´¶≈ 𝑒4´¶ ∶ 𝐴´¶ lemma F.1
(62) Γ´¶ ⊢ box 𝑒3´¶ ≈ box 𝑒4´¶ ∶ 𝐴´¶ box-cong
(63) Γ´¶ ⊢ 𝑒1´¶ (box 𝑒2´¶ )≈ 𝑒3´¶ (box 𝑒4´¶ ) ∶ 𝐵´¶ app-cong
(64) Γ´¶ ⊢ 𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≈ 𝑒3 𝑒4´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵´¶ by definition
(65) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶

We can define a reverse translation which forgets the purity annotations, in figure 19.
We use the notation
ucurlyleftucurlyright
𝑋 to denote the unembedding of a syntactic object𝑋 from our calculus to STLC.We use 𝑏 to mean base
types, i.e., unit, str and cap.
We prove some properties of the unembedding of an embedded term.
Lemma F.4. For any STLC type𝐴,
ucurlyleftudcurlymod udcurlymoducurlyright
𝐴´¶ = 𝐴.
88
Proof. We do induction on𝐴.
(1) 𝐴
(2)
ucurlyleftudcurlymod udcurlymoducurlyright
𝑏´¶
(3)
ucurlyleftucurlyright
𝑏 definition
(4) 𝑏 definition
(5)
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(6)
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴´¶ ⇒ 𝐵´¶ definition
(7)
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴´¶ ⇒ ucurlyleftudcurlymod udcurlymoducurlyright𝐵´¶ definition
(8)
ucurlyleftudcurlymod udcurlymoducurlyright
𝐴´¶ ⇒ ucurlyleftudcurlymod udcurlymoducurlyright𝐵´¶ definition
(9) 𝐴 ⇒ 𝐵 induction hypothesis
(10)
ucurlyleftudcurlymod udcurlymoducurlyright
𝐴´¶ = 𝐴

Lemma F.5. For any STLC context Γ,
ucurlyleftudcurlymod udcurlymoducurlyright
Γ´¶ = Γ.
Proof. We do induction on Γ.
(1) Γ
(2)
ucurlyleftudcurlymod udcurlymoducurlyright
·´¶
(3)
ucurlyleftucurlyright
· definition
(4) · definition
(5)
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(6)
ucurlyleftudcurlymod udcurlymoducurlyright
Γ´¶ , 𝑥 ∶ 𝐴´¶p definition
(7)
ucurlyleftudcurlymod udcurlymoducurlyright
Γ´¶ , 𝑥 ∶
ucurlyleftudcurlymod udcurlymoducurlyright
𝐴´¶ definition
(8)
ucurlyleftudcurlymod udcurlymoducurlyright
Γ´¶ , 𝑥 ∶ 𝐴 lemma F.4
(9) Γ, 𝑥 ∶ 𝐴 induction hypothesis
(10)
ucurlyleftudcurlymod udcurlymoducurlyright
Γ´¶ = Γ
89
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
Lemma F.6. If Γ ⊢𝜆 𝑒 ∶ 𝐴, then Γ ⊢𝜆 ucurlyleftudcurlymod udcurlymoducurlyright𝑒´¶ ∶ 𝐴.
Proof. We do induction on Γ ⊢𝜆 𝑒 ∶ 𝐴.
(1) Γ ⊢𝜆 𝑒 ∶ 𝐴
(2) Γ ⊢𝜆 () ∶ unit unitI
(3) Γ ⊢𝜆 () ∶ unit unitI
(4)
𝑥 ∶ 𝐴 ∈ Γ
Γ ⊢𝜆 𝑥 ∶ 𝐴 Var
(5) 𝑥 ∶ 𝐴 ∈ Γ inversion
(6) Γ ⊢𝜆 𝑥 ∶ 𝐴 Var
(7)
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(8) Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵 inversion
(9) Γ ⊢𝜆
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵
(10)
Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(11) Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(12) Γ ⊢𝜆 𝑒2 ∶ 𝐴 inversion
(13) Γ ⊢𝜆
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵
(14) Γ ⊢𝜆
ucurlyleftudcurlymod udcurlymoducurlyright
𝑒´¶ ∶ 𝐴

We observe that an embedding followed by an unembedding gives a 𝛽𝜂-equal term.
Lemma F.7. If Γ ⊢𝜆 𝑒 ∶ 𝐴, then Γ ⊢𝜆 𝑒 ≈ ucurlyleftudcurlymod udcurlymoducurlyright𝑒´¶ ∶ 𝐴.
Proof. We do induction on Γ ⊢𝜆 𝑒 ∶ 𝐴.
(1) Γ ⊢𝜆 𝑒 ∶ 𝐴
(2)
𝑥 ∶ 𝐴 ∈ Γ
Γ ⊢𝜆 𝑥 ∶ 𝐴 Var
(3)
ucurlyleftudcurlymod udcurlymoducurlyright
𝑥´¶ = ucurlyleftucurlyright𝑥 = 𝑥 definition
(4) Γ ⊢𝜆
ucurlyleftudcurlymod udcurlymoducurlyright
𝑥´¶ ∶ 𝐴
90
(5) Γ ⊢𝜆 𝑥 ≈
ucurlyleftudcurlymod udcurlymoducurlyright
𝑥´¶ ∶ 𝐴 refl
(6)
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
(7) Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ≈ 𝜆𝑧 ∶ 𝐴. (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑧 ∶ 𝐵 ⇒ 𝜂
(8) 𝜆𝑧 ∶ 𝐴. (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑧 = 𝜆𝑧 ∶ ucurlyleftudcurlymod udcurlymoducurlyright𝐴´¶ . (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑧 lemma F.4
(9) 𝜆𝑧 ∶ ucurlyleftudcurlymod udcurlymoducurlyright𝐴´¶ . (𝜆𝑥 ∶ 𝐴. 𝑒) 𝑧 = 𝜆𝑧 ∶
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴´¶ . ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightlet box 𝑥 = 𝑧 in 𝑒´¶ definition
(10) 𝜆𝑧 ∶ ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright𝐴´¶ . ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightlet box 𝑥 = 𝑧 in 𝑒´¶ =
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒´¶ definition
(11)
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒´¶ =
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ definition
(12) Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ≈ ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵
(13)
Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(14) Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 inversion
(15) Γ ⊢𝜆 𝑒2 ∶ 𝐴 inversion
(16) Γ ⊢𝜆 𝑒1 ≈
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒1´¶ ∶ 𝐴 ⇒ 𝐵 induction hypothesis
(17) Γ ⊢𝜆 𝑒2 ≈
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒2´¶ ∶ 𝐴 induction hypothesis
(18) Γ ⊢𝜆 𝑒1 𝑒2 ≈
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒1´¶
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒2´¶ ∶ 𝐵 app-cong
(19)
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒1´¶
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒2´¶ =
ucurlyleftudcurlymodudcurlymod udcurlymoducurlyright
𝑒1´¶
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
box 𝑒2´¶ =
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝑒1´¶ box 𝑒2´¶ =
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ definition
(20) Γ ⊢𝜆 𝑒1 𝑒2 ≈
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵
(21) Γ ⊢𝜆 𝑒 ≈
ucurlyleftudcurlymod udcurlymoducurlyright
𝑒´¶ ∶ 𝐴

At this point, we could setup a syntactic logical relation to show a conservative extension result. Instead, we will use an
abstract trick.
Note that there is a forgetful functor from C to Set, which forgets the weight assignments. It is easy to see from our definition
of C in section 4 that this functor preserves the cartesian closed structure, and is hence a cartesian closed functor. Forgetting the
extra structure of Set, we could instead choose CCC[1], the free cartesian closed category on one generator 1. We consider the
forgetful functor F from C to CCC[1], which forgets the capability annotations.
F(unit) ≔ 1
F(Σ∗) ≔ 1
F(𝐴 × 𝐵) ≔ F(𝐴) × F(𝐵)
F(𝐴 ⇒ 𝐵) ≔ F(𝐴) ⇒ F(𝐵)
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We note that it maps the monad and comonad to identity.
F(□𝐴) = F(𝐴)
F(𝑇𝐴) = F(𝐴)
We observe that the action of this functor F on embedded terms gives back the original term.
Lemma F.8. If Γ ⊢𝜆 𝑒 ∶ 𝐴, then F(J Γ´¶ ⊢ 𝑒´¶ ∶ 𝐴´¶K) = JΓ ⊢𝜆 𝑒 ∶ 𝐴K.
Proof. We proceed by induction on Γ ⊢𝜆 𝑒 ∶ 𝐴.◇ 𝑥 ∶ 𝐴 ∈ Γ
Γ ⊢𝜆 𝑥 ∶ 𝐴 Var
F(J Γ´¶ ⊢ 𝑥´¶ ∶ 𝐴´¶K)=⟨ definition ⟩
F(J 𝑥´¶ ∶ 𝐴´¶ ∈ Γ´¶K ; 𝜂𝐴)=⟨ functoriality of F ⟩
F(J 𝑥´¶ ∶ 𝐴´¶ ∈ Γ´¶K) ; F(𝜂𝐴)=⟨ definition ⟩J𝑥 ∶ 𝐴 ∈ ΓK=⟨ definition ⟩JΓ ⊢𝜆 𝑒 ∶ 𝐴K
◇ Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I
F(J Γ´¶ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶K)=⟨ definition ⟩
F(J Γ´¶ ⊢ 𝜆𝑧 ∶ 𝐴´¶. let box 𝑥 = 𝑧 in 𝑒´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶K)=⟨ definition ⟩
F(curry (J Γ´¶, 𝑧 ∶ 𝐴´¶i ⊢ let box 𝑥 = 𝑧 in 𝑒´¶ ∶ 𝐵´¶K) ; 𝜂𝐴→𝑇𝐵)=⟨ functoriality of F ⟩
F(curry (J Γ´¶, 𝑧 ∶ 𝐴´¶i ⊢ let box 𝑥 = 𝑧 in 𝑒´¶ ∶ 𝐵´¶K)) ; F(𝜂𝐴→𝑇𝐵)=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = J Γ´¶, 𝑧 ∶ 𝐴´¶i ⊢ 𝑧 ∶ 𝐴´¶K
𝑔 = J Γ´¶, 𝑧 ∶ 𝐴´¶i , 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶K
𝑖𝑛 F(curry (⟨𝑖𝑑Γ×□𝐴 , 𝑓⟩ ; 𝜏Γ×□𝐴,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵))=⟨ simplification ⟩
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𝑙𝑒𝑡 𝑔 = J Γ´¶, 𝑧 ∶ 𝐴´¶i , 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶K
𝑖𝑛 F(curry (⟨𝑖𝑑Γ×□𝐴 , 𝜋2 ; 𝜂□𝐴⟩ ; 𝜏Γ×□𝐴,□𝐴 ; 𝑇𝑔 ; 𝜇𝐵))=⟨ strength law and monad laws ⟩
𝑙𝑒𝑡 𝑔 = J Γ´¶, 𝑧 ∶ 𝐴´¶i , 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶K
𝑖𝑛 F(curry (⟨𝑖𝑑Γ×□𝐴 , 𝜋2⟩ ; 𝑔))=⟨ F preserves exponentials ⟩
curry (F(J Γ´¶, 𝑥 ∶ 𝐴´¶p ⊢ 𝑒´¶ ∶ 𝐵´¶K))=⟨ definition ⟩
curry (F(J Γ, 𝑥 ∶ 𝐴´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ⊢ 𝑒´¶ ∶ 𝐵´¶K))=⟨ induction hypothesis ⟩
curry (JΓ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵K)=⟨ definition ⟩JΓ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵K
◇ Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵 ⇒E
F(J Γ´¶ ⊢ 𝑒1 𝑒2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ ∶ 𝐵´¶K)=⟨ definition ⟩
F(J Γ´¶ ⊢ 𝑒1´¶ box 𝑒2´¶ ∶ 𝐵´¶K)=⟨ definition ⟩
𝑙𝑒𝑡
𝑓 = J Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶K
𝑔 = J Γ´¶ ⊢ box 𝑒2´¶ ∶ 𝐴´¶K
𝑖𝑛 F(⟨𝑓 , 𝑔⟩ ; 𝛽□𝐴→𝑇𝐵,□𝐴 ; 𝑇 ev□𝐴,𝑇𝐵 ; 𝜇𝐵)=⟨ functoriality of F ⟩
𝑙𝑒𝑡
𝑓 = J Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴´¶ ⇒ 𝐵´¶K
𝑔 = J Γ´¶ ⊢ box 𝑒2´¶ ∶ 𝐴´¶K
𝑖𝑛 F(⟨𝑓 , 𝑔⟩) ; F(𝛽□𝐴→𝑇𝐵,□𝐴) ; F(𝑇 ev□𝐴,𝑇𝐵) ; F(𝜇𝐵)=⟨ action of F ⟩
𝑙𝑒𝑡
𝑓 = F(J Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴 ⇒ 𝐵´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶K)
𝑔 = F(J Γ´¶ ⊢ 𝑒2´¶ ∶ 𝐴´¶K)
𝑖𝑛 ⟨𝑓 , 𝑔⟩ ; ev𝐴,𝐵=⟨ induction hypothesis ⟩
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𝑙𝑒𝑡
𝑓 = JΓ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵K
𝑔 = JΓ ⊢𝜆 𝑒2 ∶ 𝐴K
𝑖𝑛 ⟨𝑓 , 𝑔⟩ ; ev𝐴,𝐵=⟨ definition ⟩JΓ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵K

Theorem 7.3 Conservative Extension. If Γ ⊢𝜆 𝑒1 ∶ 𝐴, Γ ⊢𝜆 𝑒2 ∶ 𝐴, and Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶, then Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴.Proof.
(1) Γ ⊢𝜆 𝑒1 ∶ 𝐴, Γ ⊢𝜆 𝑒2 ∶ 𝐴
(2) Γ´¶ ⊢ 𝑒1´¶≈ 𝑒2´¶ ∶ 𝐴´¶
(3) J Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴´¶K = J Γ´¶ ⊢ 𝑒2´¶ ∶ 𝐴´¶K soundness of≈ theorem 6.1
(4) F(J Γ´¶ ⊢ 𝑒1´¶ ∶ 𝐴´¶K) = F(J Γ´¶ ⊢ 𝑒2´¶ ∶ 𝐴´¶K) congruence
(5) JΓ ⊢𝜆 𝑒1 ∶ 𝐴K = JΓ ⊢𝜆 𝑒2 ∶ 𝐴K lemma F.8
(6) Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 completeness of STLC

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𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑥 ∶ 𝐴𝑞 ) ∈-id 𝑥 ∶ 𝐴
𝑞 ∈ Γ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 ) ∈-ex
(a) Context Membership Rules
· ⊇ ·
⊇-id
Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴𝑞 ⊇ Δ, 𝑥 ∶ 𝐴𝑞 ⊇-cong Γ ⊇ ΔΓ, 𝑥 ∶ 𝐴𝑞 ⊇ Δ ⊇-wk
(b)Weakening Rules
Γ ⊢ ⟨⟩ ∶ · sub-id
Γ ⊢ 𝜃 ∶ Δ Γ ⊢p 𝑒 ∶ 𝐴
Γ ⊢ ⟨𝜃, 𝑒p/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴p sub-pure Γ ⊢ 𝜃 ∶ Δ Γ ⊢ 𝑣 ∶ 𝐴Γ ⊢ ⟨𝜃, 𝑣i/𝑥⟩ ∶ Δ, 𝑥 ∶ 𝐴i sub-impure
(c) Substitution Rules
Figure 11.Membership, Weakening and Substitution Rules
𝐴 𝐵 𝐶
𝑓
𝑓;𝑔
𝑔
𝐴
𝐵 𝐵 × 𝐶 𝐶
⟨𝑓,𝑔⟩
𝑓 𝑔
𝜋1 𝜋2
𝐴 𝐴 × 𝐶 𝐶
𝐵 𝐵 × 𝐷 𝐷
𝑓 [𝑓×𝑔]
𝜋1 𝜋2
𝜋1;𝑓 𝜋2;𝑔 𝑔
𝜋1 𝜋2
Figure 14. Composition operations
ρ(·) ≔ 𝑖𝑑1
ρ(Γ, 𝑥 ∶ 𝐴p ) ≔ [ρ(Γ) × 𝑖𝑑□𝐴]
ρ(Γ, 𝑥 ∶ 𝐴i ) ≔ 𝜋1 ; ρ(Γ)
(a) ρ(Γ) ∶ HomC (JΓK , JΓp K)
M(·) ≔ 𝑖𝑑1
M(Γ, 𝑥 ∶ 𝐴p ) ≔ [M(Γ) × 𝛿𝐴] ;𝑚×Γp,□𝐴
M(Γ, 𝑥 ∶ 𝐴i ) ≔ M(Γ)
(b)M(Γ) ∶ HomC (JΓp K , □JΓp K)
Figure 15. ρ(Γ) andM(Γ)
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J
· ⊇ ·
K ≔ 𝑖𝑑1
J Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴𝑞 ⊇ Δ K ≔ 𝜋1 ; JΓ ⊇ ΔK
J Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴p ⊇ Δ, 𝑥 ∶ 𝐴p K ≔ [JΓ ⊇ ΔK × 𝑖𝑑□𝐴]
J Γ ⊇ Δ
Γ, 𝑥 ∶ 𝐴i ⊇ Δ, 𝑥 ∶ 𝐴i K ≔ [JΓ ⊇ ΔK × 𝑖𝑑𝐴]
(a)Wk(Γ ⊇ Δ) ≔ JΓ ⊇ ΔK ∶ HomC (JΓK , JΔK)
J
𝑥 ∶ 𝐴i ∈ (Γ, 𝑥 ∶ 𝐴i ) K ≔ 𝜋2
J
𝑥 ∶ 𝐴p ∈ (Γ, 𝑥 ∶ 𝐴p ) K ≔ 𝜋2 ; 𝜀𝐴
J 𝑥 ∶ 𝐴𝑞 ∈ Γ (𝑥 ≠ 𝑦)
𝑥 ∶ 𝐴𝑞 ∈ (Γ, 𝑦 ∶ 𝐵𝑟 ) K ≔ 𝜋1 ; J 𝑥 ∶ 𝐴𝑞 ∈ ΓK
(b) J 𝑥 ∶ 𝐴𝑞 ∈ ΓK ∶ HomC (JΓK , J𝐴K)
Figure 16. Interpretation of Membership andWeakening
Γ ⊢ 𝑒 ∶ 𝐴
Γ ⊢ 𝑒 ≈ 𝑒 ∶ 𝐴 refl Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴Γ ⊢ 𝑒2 ≈ 𝑒1 ∶ 𝐴 sym
Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢ 𝑒2 ≈ 𝑒3 ∶ 𝐴
Γ ⊢ 𝑒1 ≈ 𝑒3 ∶ 𝐴 trans Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 × 𝐵Γ ⊢ fst 𝑒1 ≈ fst 𝑒2 ∶ 𝐴 fst -cong Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 × 𝐵Γ ⊢ snd 𝑒1 ≈ snd 𝑒2 ∶ 𝐵 snd -cong
Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐵
Γ ⊢ (𝑒1 , 𝑒3)≈ (𝑒2 , 𝑒4) ∶ 𝐴 × 𝐵 pair-cong Γ, 𝑥 ∶ 𝐴
i ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐵
Γ ⊢ 𝜆𝑥 ∶ 𝐴. 𝑒1 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒2 ∶ 𝐴 ⇒ 𝐵 𝜆-cong
Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 ⇒ 𝐵 Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐴
Γ ⊢ 𝑒1 𝑒3 ≈ 𝑒2 𝑒4 ∶ 𝐵 app-cong
Γp ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴
Γ ⊢ box 𝑒1 ≈ box 𝑒2 ∶ 𝐴 box-cong
Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ, 𝑥 ∶ 𝐴p ⊢ 𝑒3 ≈ 𝑒4 ∶ 𝐵
Γ ⊢ (let box 𝑥 = 𝑒1 in 𝑒3)≈ (let box 𝑥 = 𝑒2 in 𝑒4) ∶ 𝐵 let box-cong Γ ⊢ 𝑒1 ≈ 𝑒2 ∶ cap Γ ⊢ 𝑒3 ≈ 𝑒4 ∶ strΓ ⊢ 𝑒1 ⋅print(𝑒3)≈ 𝑒2 ⋅print(𝑒4) ∶ unit print-cong
Figure 17. Equivalence and Congruence rules for the EquationalTheory
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Types 𝐴, 𝐵 ∶∶= unit ∣ 𝐴 ⇒ 𝐵
Terms 𝑒 ∶∶= () ∣ 𝑥 ∣ 𝜆𝑥 ∶ 𝐴. 𝑒 ∣ 𝑒1 𝑒2
Values 𝑣 ∶∶= () ∣ 𝑥 ∣ 𝜆𝑥 ∶ 𝐴. 𝑒
Contexts Γ, Δ,Ψ ∶∶= · ∣ Γ, 𝑥 ∶ 𝐴
(a)Grammar for STLC
𝑥 ∶ 𝐴 ∈ Γ 𝑥 is a variable of type𝐴 in context Γ
Γ ⊢𝜆 𝑒 ∶ 𝐴 𝑒 is an expression of type𝐴 in context Γ
Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 𝑒1 and 𝑒2 are equal expressions of type𝐴 in context Γ
(b) Judgements for STLC
Γ ⊢𝜆 () ∶ unit unitI 𝑥 ∶ 𝐴 ∈ ΓΓ ⊢𝜆 𝑥 ∶ 𝐴 Var
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒 ∶ 𝐴 ⇒ 𝐵 ⇒I Γ ⊢𝜆 𝑒1 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴Γ ⊢𝜆 𝑒1 𝑒2 ∶ 𝐵 ⇒E
(c) Typing rules for STLC
Γ ⊢𝜆 𝑒 ∶ 𝐴
Γ ⊢𝜆 𝑒 ≈ 𝑒 ∶ 𝐴 refl Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴Γ ⊢𝜆 𝑒2 ≈ 𝑒1 ∶ 𝐴 sym Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 Γ ⊢𝜆 𝑒2 ≈ 𝑒3 ∶ 𝐴Γ ⊢𝜆 𝑒1 ≈ 𝑒3 ∶ 𝐴 trans
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐵
Γ ⊢𝜆 𝜆𝑥 ∶ 𝐴. 𝑒1 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒2 ∶ 𝐴 ⇒ 𝐵 𝜆-cong Γ ⊢𝜆 𝑒1 ≈ 𝑒2 ∶ 𝐴 ⇒ 𝐵 Γ ⊢𝜆 𝑒3 ≈ 𝑒4 ∶ 𝐴Γ ⊢𝜆 𝑒1 𝑒3 ≈ 𝑒2 𝑒4 ∶ 𝐵 app-cong
Γ, 𝑥 ∶ 𝐴 ⊢𝜆 𝑒1 ∶ 𝐵 Γ ⊢𝜆 𝑒2 ∶ 𝐴
Γ ⊢𝜆 (𝜆𝑥 ∶ 𝐴. 𝑒1) 𝑒2 ≈ [𝑒2/𝑥]𝑒1 ∶ 𝐵 ⇒ 𝛽 Γ ⊢𝜆 𝑒 ∶ 𝐴 ⇒ 𝐵Γ ⊢𝜆 𝑒 ≈ 𝜆𝑥 ∶ 𝐴. 𝑒 𝑥 ∶ 𝐴 ⇒ 𝐵 ⇒ 𝜂
(d) EquationalTheory for STLC
Figure 18.The pure call-by-value simply-typed lambda calculus
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Types
ucurlyleftucurlyright
𝑏 ≔ unitucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴 ⇒ 𝐵 ≔
ucurlyleftucurlyright
𝐴 ⇒
ucurlyleftucurlyright
𝐵ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝐴 ≔
ucurlyleftucurlyright
𝐴
Contexts
ucurlyleftucurlyright
· ≔ ·ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
Γ, 𝑥 ∶ 𝐴𝑞 ≔ ucurlyleftucurlyrightΓ , 𝑥 ∶ ucurlyleftucurlyright𝐴
Terms
ucurlyleftucurlyright() ≔ ()ucurlyleftucurlyright
𝑠 ≔ ()ucurlyleftucurlyright
𝑥 ≔ 𝑥ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝜆𝑥 ∶ 𝐴. 𝑒 ≔ 𝜆𝑥 ∶ ucurlyleftucurlyright𝐴. ucurlyleftucurlyright𝑒ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
𝑒1 𝑒2 ≔
ucurlyleftucurlyright
𝑒1
ucurlyleftucurlyright
𝑒2ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
box 𝑒 ≔
ucurlyleftucurlyright
𝑒ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
let box 𝑥 = 𝑒1 in 𝑒2 ≔ (𝜆𝑥. ucurlyleftucurlyright𝑒2 ) ucurlyleftucurlyright𝑒1ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
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Figure 19. Reverse Translation to STLC
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