Motivation: Formation of homodimers by identical Dscam1 protein isomers on cell surface is the key factor for the self-avoidance of growing neurites. Dscam1 immense diversity has a critical role in the formation of arthropod neuronal circuit, showing unique evolutionary properties when compared to other cell surface proteins. Experimental measures are available for 89 self-binding and 1722 hetero-binding protein samples, out of more than 19 thousands (self-binding) and 350 millions (hetero-binding) possible isomer combinations. Results: We developed Dscam1 Web Server to quickly predict Dscam1 self-and hetero-binding affinity for batches of Dscam1 isomers. The server can help the study of Dscam1 affinity and help researchers navigate through the tens of millions of possible isomer combinations to isolate the strong-binding ones. Availability and Implementation: Dscam1 Web Server is freely available at: http://bioinformatics. tecnoparco.org/Dscam1-webserver. Web server code is available at https://gitlab.com/ne1s0n/
Introduction
In order to work effectively, developing neurons should not selffasciculate or self-connect, and should spread dendrites to evenly cover their surrounding area. Dscam1 (Down syndrome cell adhesion molecule) proteins show a great variety of isoforms which contribute to the constitution of a single neuron blueprint (Zipursky and Sanes, 2010 ) that allows self-avoidance in growing neurons. Drosophila CG42330 (Dscam1 gene), in fact, codes for tens of thousands of Dscam1 protein isoforms. Specifically, three variable exons (exon 4, exon 6 and exon 9) code for extracellular domains. There are 12 alternative exons for exon 4; 48 for exon 6; and 33 for exon 9. Through the stochastic expression process of alternative splicing, the possible exon combinations are 19 008 (12 Â 48 Â 33) for selfbinding, and 361 304 064 (19 008
2 ) for hetero-binding. Although self-binding ability shaped Dscam1 evolution, in vitro experiments showed how a minority of hetero-isoforms combinations has a medium to high affinity, comparable to self-binding (Wojtowicz et al., 2007) , as reported in Supplementary Figure S1 . In a previous study, our group developed a model to predict affinity for Dscam1 self-binding ability, demonstrating how it evolved Applications Note towards stronger forms through the evolutionary history of Drosophila (Wang et al., 2014) . We now expanded our approach by: (i) including predictions for hetero-binding ability; (ii) making available a publicly accessible web-server to predict Dscam1 affinities. A general schema of the web-server is reported in Figure 1 .
Methods
Experimental measures are available for 89 self-binding samples and 1722 hetero-binding samples (Wojtowicz et al., 2007) . Self-binding affinity varies from 1.06 to 58, according to a custom ELISA-based binding essay (Wojtowicz et al., 2007) , with most combinations (> 95%) with binding strength ! 4. For the hetero-binding ability, affinity varies between 1 and 26.5, with most of the samples showing a binding strength < 4. For self-binding predictions, we used our previously developed regression model, based on Support Vector Machines (SVM) and Chou's Pseudo Amino Acid Composition (PseAAC) (Chou, 2011) , that allows to represent amino acid sequences of variable length into a fixed number of features, embedding pattern and positional data. A more detailed description of the self/binding model is reported in the Supplmentary Data and in Wang et al. (2014) . In the case of hetero-binding, on the other hand, the critical step is to discriminate the low binding force Dscam1 pairs (1665 samples with binding force < 4, majority class) from the medium to high binding force (57 sample with binding force ! 4, minority class). To account for the class unbalance we developed a cost-sensitive linear SVM classifier. The classifier is trained on PseAAC features. The instance to be classified is not a single protein, but a protein pair. For this reason, we represent our features not as direct PseAAC, but as absolute value of PseAACs difference. In other words, given two proteins, our model is trained on PseAAC differences, in absolute value. Since Dscam1 variability is granted by three variable exons, and each exon has its own PseAAC, the final feature vector results as the juxtaposition of three PseaaC absolute difference vectors, one for every exon, according to the formula:
exons 4;6;9 jPseAAC ðe;p0;kÞ À PseAAC ðe;p1;kÞ j
Where F is the feature vector; p 0 and p 1 are the first and second protein on the sample; e is the exon; jÁj denotes the absolute value; U denotes the juxtaposition; and k is the parameter of the PseAAC, determining the maximum sequence distance to be encoded for pattern. The following example will be used to clarify the approach implemented. Consider the amino acid sequence AVMQ. With k ¼ 1, the model will only consider patterns of two sequentially consecutive amino acids (AV, VM, MQ); with k ¼ 2, the model will search also amino acids with a sequence distance of two (AM, VQ); if k ¼ 3, the amino acid pair AQ, the only available with distance of three, is added to the features. It is not possible to apply k ¼ 4 to this example, since the max acceptable k is equal to sequence length minus one.
The hetero-binding model required three parameters to be tuned, namely k, C and P. k, for the PseaaC, varies in the range [1, 4, 8, . . ., 36] . k ¼ 40 is not an acceptable parameter, due to length constraint of k, as explained above. The shortest sequence is exon 6.11 with 39 amino acids. Complexity C, for SVM, varying into the range 2 [-5, . . ., 10] . And penalty P, for the cost-sensitive learning, varying in the range [1, 5, 10, . . ., 75] . In cost-sensitive learning, P is the learning penalty to apply in case a sample of the minority class is misclassified. In other words, if P ¼ 5, one misclassified minority sample counts as five misclassified majority samples during the learning process. Note that if P ¼ 1, then the learning stage is not cost-sensitive. Supplementary Data include details on the role of k in PseAAC-based feature representation. Data were stratified by class and randomly split in training (70%) and test (30%). Parameters were optimized on the training set through grid search in a five-fold cross validation.
Results
The model obtained Precision 0.96, Recall 0.82 and F-score 0.88 on the test set. These best parameter set was utilized to train a final model on the whole dataset. General purpose protein interaction methods might completely fail to grasp the Dscam1 binding mechanism, which is based on specific, minor differences in the primary sequences (Wojtowicz et al., 2007) , and therefore be unable to predict Dscam1 hetero-binding (see Supplementary Data for in-depth analysis). The user can upload samples as FASTA and interaction pair files, and the web server will automatically extract the variable domain sequences; or as a simple csv file with the list of exons involved, one protein pair (six exons) per line. Input proteins other than Dscam will lead to useless results. The batch upload limit is 100 KB, corresponding to more than 5000 samples with the csv file input method. Results are emailed to the user without any registration required. For each input protein pair, along with the model used and a yes/no binding prediction, the output shows the predicted affinity, in case of self-binding; or the predicted affinity class (< 4 or ! 4), in case of hetero-binding. Bad format inputs will be rejected. Submitted jobs are handled by an automatic queuing system. A website guide is available in the Supplementary Data. The webserver address is http://bioinformatics.tecnoparco.org/Dscam1-webserver. 
