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A Quantum Information approach to Statistical Mechanics
Gemma De las Cuevas
Max Planck Institute for Quantum Optics, Hans-Kopfermann-Str. 1, D-85748 Garching, Germany
We review some connections between quantum information and statistical mechanics. We focus
on three sets of results for classical spin models. First, we show that the partition function of
all classical spin models (including models in different dimensions, different types of many-body
interactions, different symmetries, etc) can be mapped to the partition function of a single model.
Second, we give efficient quantum algorithms to estimate the partition function of various classical
spin models, such as the Ising or the Potts model. The proofs of these two results are based on a
mapping from partition functions to quantum states and to quantum circuits, respectively. Finally,
we show how classical spin models can be used to describe certain fluctuating lattices appearing in
models of discrete quantum gravity.
1. INTRODUCTION
Quantum information and computation deals with
many of the fundamental issues of quantum physics, such
as non-locality or the simulatability of nature [1]. De-
spite being a young research field, it has already estab-
lished strong links to a number of areas, such as quantum
optics, atomic and molecular physics, condensed matter
(e.g. in the study of strongly correlated systems), theo-
retical computer science [2, 3], or, in a smaller scale, with
branches of mathematics such as operator spaces [4] or
undecidability [5–7], quantum thermodynamics [8, 9], the
search of quantum effects in biology [10, 11] or artificial
intelligence [12, 13]. Recently, some connections between
quantum information and statistical mechanics have also
been established [14–18]. The aim of this tutorial is to
review some of these based on [19]. This is necessarily a
partial and not exhaustive review.
We will focus on classical spin models, and prove three
results from the point of view of quantum information.
First, we will present the completeness results, where we
show that the partition function of any classical spin
model can be mapped to that of a single ‘complete’
model. The proof works by first mapping partition func-
tions to quantum states, and then transforming the quan-
tum states of any model to the quantum states of the
complete one. Second, we will provide efficient quantum
algorithms for estimating the partition function of var-
ious classical spin models (including the Potts and the
Ising model) in a complex parameter regime. We also
show that estimating these partition functions is BQP-
complete, i.e. as hard as simulating arbitrary quantum
computation. The idea of the proof is to map partition
functions to quantum circuits, and then construct a uni-
versal gate set with the gates corresponding to a certain
spin model. Finally, we will use classical spin models to
describe certain fluctuating lattices, which are of interest
in certain models of discrete quantum gravity. This is a
first step towards applying results in classical spin mod-
els (such as the quantum information approach presented
here) to this field.
This paper is organized as follows. We will first in-
troduce classical spin models (section 2). Then we will
present the completeness results (section 3), the quantum
algorithms (section 4), and the connection to discrete
quantum gravity (section 5). Finally we will conclude
and mention some further directions in section 6.
2. CLASSICAL SPIN MODELS
Most systems in nature are too complex to be described
exactly: (quantum) many-body systems, neurons in a
brain, economical systems [20], or ecosystems [21] are just
a few examples. Typically, variables are subject to some
local optimization function (the energy, the own econom-
ical gain, the amount of food, etc), and we are inter-
ested in predicting how the system behaves globally. The
bottom-up approach of condensed matter theory consists
of building a model of the system which is simple enough
to handle, but rich enough to capture the relevant prop-
erties. These simplifications give rise, among others, to
classical spin models. A paradigmatic example is the
Ising model [22], originally devised to study magnetism
[23]. More generally, classical spin models can be used
as toy models for other complex systems like the ones
mentioned above.
By a classical spin model we understand a model char-
acterized by (i) classical degrees of freedom, taking q val-
ues, s ∈ {0, 1, ..., q − 1}, and (ii) a cost function H(s)
depending on the configuration of the variables s, which
specifies an interaction pattern as well as the coupling
strengths. The interaction pattern can be represented by
a graph G to which variables and interactions are asso-
ciated in some way (as we elaborate on below), or, more
generally, by a hypergraph [56]. Alternatively, it can be
represented by a factor graph where variables and inter-
actions are represented by different kinds of vertices [24].
For interaction patterns defined on a graph G, vari-
ous families of models can be distinguished depending
on how particles and interactions are associated to G
(see Figure 1). In vertex models interactions are asso-
ciated to the vertices of the graph, and variables to the
edges of the graph. Thus, interactions are (typically)
many-body, and each particle can only participate in two
interactions. For example, in a vertex model defined on a
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FIG. 1: Different ways to associate classical spin models to
graphs. Variables and interactions are indicated by black and
colored dots, respectively. (a) In vertex models, variables are
placed in the edges, and (many-body) interactions take place
in the vertices. (b) In edge models, variables are placed in the
vertices, and (two-body) interactions take place in the edges.
(c) In lattice gauge theories, variables sit at the edges and
interactions take place on the faces.
two-dimensional (2D) square lattice, each variable partic-
ipates in two four-body interactions. Vertex models were
introduced to describe ice-type models, crystals with hy-
drogen bonding or ferroelectrics [25].
In contrast, in edge models interactions are associated
to the edges of the graph, and variables to the vertices.
Thus, each variable can participate in many two-body
interactions. For example, in an edge model defined on
a 2D square lattice, each variable interacts in four two-
body interactions. Edge models were introduced to ex-
plain phase transitions in materials with elementary mag-
netic moments (see, e.g., [21]).
Finally, in lattice gauge theories (LGTs) [26] variables
are associated to edges and interactions to faces. These
are usually defined on square lattices, thus interactions
are always four-body. For example, in a lattice gauge the-
ory defined on a 2D square lattice, each variable interacts
in two four-body interactions. LGTs were conceived, on
the one hand, as gauge theories put on a lattice (the latter
representing discrete spacetime [27]), and, on the other
hand, as spin models with local symmetries, but nonethe-
less with a non-trivial phase diagram [28] (despite having
no spontaneous symmetry breaking [29]). In this review
we shall deal with the simplest instance of these models,
namely lattice gauge theories with gauge group Z2, called
‘Ising lattice gauge theories’.
In summary, the graph G can be used at the conve-
nience of the interaction pattern. Naturally, the mod-
els can be defined on a lattice of any dimensionality, or
more generally, on an irregular graph, or a hypergraph.
In addition, different types of interaction (with various
strengths) can take place, and models with variables with
higher internal dimensions should also considered. This
gives an idea of the wide variety of models embraced by
the notion of classical spin model.
3. COMPLETENESS
We have seen that classical spin models are very ver-
satile, as they can describe systems with different dimen-
sionality, interaction pattern, many-body interactions,
global vs. local symmetries, etc. Here we will show that
all these models can be unified into a single model called
the ‘complete’ model.
To this end, we will first explain how partition func-
tions can be related to quantum states (section 3.1).
Then we will present the main idea of the complete-
ness proofs (section 3.2), and finally review the various
completeness results (section 3.3), and discuss them (sec-
tion 3.4).
3.1. Relating partition functions to quantum states
We will first present the mapping for the Ising model,
and finally generalize it to any model. Consider the Ising
model on a graph G with vertex set V and edge set E. A
two-level classical spin sa ∈ {0, 1} is associated to each
vertex a, and this interacts with a local magnetic field
ha, and with neighboring spins (with inhomogeneous cou-
plings {Jab}) according to the Hamiltonian
HG(s) = −
∑
(a,b)∈E
Jab(−1)
sa+sb −
∑
a∈V
ha(−1)
sa , (1)
where sums are performed modulo 2 throughout the sec-
tion. The canonical partition function of this model is
defined as
ZG(J) =
∑
s
e−βHG(s) , (2)
where β = 1/(kBT ) with kB Boltzmann’s constant and
T the temperature.
Our goal is to express ZG(J) as an inner product be-
tween two (unnormalized) quantum states [30, 31] (see
also [32, 33]). We first define a state |ϕG〉 by associating
each interaction to a quantum variable; in particular, for
the Ising model defined above, we define
|ϕG〉 :=
∑
s
⊗
(a,b)∈E
|sa + sb〉
⊗
a∈V
|sa〉 . (3)
In words, this state places a quantum particle on every
edge (a, b) ∈ E, whose state is given by the sum of the
states of the classical particles sitting at the ends of that
edge, |sa + sb〉. Since the sum is modulo 2, the qubit
is in the state |0〉 (|1〉) if the two classical particles are
in the same (different) state. The state also places a
qubit in the vertex a ∈ V whose quantum state is the
same as the classical state of the particle sitting on that
vertex, |sa〉 (see Figure 2). Finally the state sums over all
configurations of classical spins. One can easily see that
|ϕG〉 is a stabilizer state, which is an important class of
states admitting an efficient description and with many
applications [57].
On the other hand, we define the product state |α〉 as
|α〉 :=
⊗
(a,b)∈E
|αab〉
⊗
a∈V
|αa〉 , (4)
where
|αab〉 := e
βJab |0〉+ e−βJab |1〉 , (5)
|αa〉 := e
βha|0〉+ e−βha|1〉 . (6)
3That is, |αab〉 is a single-qubit state defined on edge
(a, b) ∈ E and, when expressed in the computational ba-
sis {|0〉, |1〉}, its coefficients are given by the Boltzmann
weights of the interaction on that edge. It is immediate
to see that
〈αab|sa + sb〉 = exp(βJab(−1)
sa+sb) . (7)
Similarly, |αa〉 is a single-qubit state defined on vertex a
whose coefficients are given by the Boltzmann weight of
the magnetic field on that vertex. It also holds that
〈αa|sa〉 = exp(βha(−1)
sa) . (8)
It follows that
ZG(J) = 〈α(J)|ϕG〉 . (9)
s1
s2
|s1 + s2〉
|s1〉
|s2〉
FIG. 2: The state |ϕG〉 (3) (defined on a simple graph G) for
the Ising model. It places qubits on the interactions with local
magnetic fields take place (blue squares) and on the two-body
interactions (pink squares).
Now we consider more general models including ver-
tex models, lattice gauge theories and beyond. Let I
denote the model’s interaction set, that is, i ∈ I specifies
the k q-level classical spins participating in interaction
i (where k may depend on i). Let us label their state
s
(i) = (s1, . . . , sk) (note that s
(i) is qk-dimensional). Now
we define |ϕG〉 by associating a quantum variable |s
(i)〉
to each interaction i ∈ I and summing over classical vari-
ables,
|ϕG〉 =
∑
s
⊗
i∈I
|s(i)〉 . (10)
The state α is defined analogously, namely
|α〉 =
⊗
i∈I
|αi〉 (11)
|αi〉 =
∑
s
(i)
e−βH(s
(i))|s(i)〉 . (12)
It is immediate to verify that ZG(J) = 〈α|ϕG〉.
3.2. The idea of the completeness proofs
Now we show that the partition function of any classi-
cal spin model can be mapped to the partition function
of a ‘complete’ model. Consider a target model with
partition function ZG′(J
′) and the another model with
partition function ZG(J). To show that the latter model
is complete, we need to show that, for any target, there
exists a choice of couplings J and a large enough G such
that ZG′(J
′) = ZG(J). To prove this, we transform the
pair of states associated to ZG′(J
′) to those associated
to ZG(J).
More precisely, we consider |ϕG〉 defined on more vari-
ables than |ϕG′〉, and express |ϕG′〉 as the result of ap-
plying a product state |γ〉 = ⊗i|γi〉i to a subset of qubits
of |ϕG〉,
|ϕG′〉 = (I ⊗ 〈γ|)|ϕG〉 . (13)
Substituting in ZG′(J
′) = 〈α(J ′)|ϕG′〉 we obtain
ZG′(J
′) = (〈α(J ′)| ⊗ 〈γ|)|ϕG〉 . (14)
Since both α and γ are product states, this can be rewrit-
ten as
ZG′(J
′) = 〈α(J ′, J ′′)|ϕG〉 = ZG(J
′, J ′′) . (15)
In words, the partition function of the target model is
written as the partition function of the complete model
with couplings J = (J ′, J ′′). These are determined by
the couplings of the target (J ′), and those of the state γ
(J ′′), which specifies the interaction pattern of the target.
This shows how a target model is mapped to a certain
parameter regime of the complete model. Note that this
parameter regime is provided by the construction. Note
also that the enlargement of the complete model is pre-
cisely the size of |γ〉, which is polynomial in all cases [58]
3.3. Overview of completeness results
We will now review four completeness results, where
the complete model has been shown to be:
(a) The 2D Ising with fields (with complex couplings)
(b) The 3D Ising model (only for other Ising models)
(c) The 4D Ising lattice gauge theory
(d) The 4D U(1) lattice gauge theory for models with
continuous variables
In each case, we will show why the pair of states asso-
ciated to any target can be transformed to those of the
complete model.
(a) The 2D Ising with fields with complex couplings
[31] (see [34] for an alternative proof). Let |ϕ2D〉 denote
the state corresponding to the 2D Ising model with fields
(as defined in equation (3) with G being the 2D square
lattice). Projecting each qubit associated to an edge to
〈0Y | := 〈0| − i〈1| renders the cluster state |C〉 [35],
|C〉 = (I ⊗ 〈0Y |
⊗|E|)|ϕ2D〉 . (16)
Now, the universality of |C〉 for measurement-based quan-
tum computation guarantees that for any final state |ϕG′〉
4there exists a measurement pattern 〈γ| that prepares it
[59], i.e.
|ϕG′〉 = (I ⊗ 〈γ|)|C〉 . (17)
This completes the proof. Note that these two equations
imply that the couplings Jij are imaginary, and that the
target is encoded in the local magnetic fields hi, which are
generally complex. Next we present completeness results
with real couplings.
(b) The 3D Ising model for other Ising models [36].
Equation (5) implies that the only single-qubit eigen-
states of Pauli matrices that correspond to a real cou-
pling J ′ab are 〈0| and 〈+| := 〈0| + 〈1|, corresponding to
J ′ab → ∞ (with proper normalization) and J
′
ab = 0, re-
spectively. In terms of the spins, the former enforces sa
and sb to be in the same state to have finite energy, and
the latter decouples their interaction. In graph terms,
the former amounts to contracting edge (a, b) (called ‘the
merge rule’) and the latter to deleting it (called ‘the dele-
tion rule’). The same conclusions apply to equation (6),
where h′a →∞ corresponds to fixing sa = 0, and h
′
a = 0
corresponds to deleting the interaction of sa with the
magnetic field.
Planar graphs are transformed to planar graphs under
the merge and deletion rules [37]. For this reason, we
consider |ϕ〉 on a non-planar graph, such as a 3D square
lattice |ϕ3D〉 or a 2D lattice with crossings. Then we
use the merge and deletion rules to transform |ϕ3D〉 to
|ϕclique〉 (i.e. |ϕ〉 defined on a clique or fully connected
graph). Now, since |ϕclique〉 contains all possible edges,
the state |ϕG〉 on any graphG with n
′ ≤ n vertices can be
obtained by deleting some edges of |ϕclique〉 (defined on
n vertices). This shows how to transform |ϕ3D〉 to |ϕG〉
on any G by merging and deleting alone. However, this
does not show how to transform the kind of interactions;
in particular, if |ϕ3D〉 corresponds to the 3D Ising model,
|ϕG〉 must correspond to the Ising model on a graph G.
It follows that the 3D Ising model is complete with real
couplings for Ising models defined on arbitrary graphs
[36]. Note that this is less general than (a) and, as we
will see, than (c) (and (d) for continuous variables).
The merge and deletion rule have also been defined
for models with q ≥ 2-level particles and k ≥ 2-body
interactions [36]. Using a similar construction as above,
one concludes that a 3D q-level model with k-body in-
teractions is complete (with real couplings) for any other
q′ ≤ q-level model with (the same kind of) k-body inter-
actions. In summary, in these results one maps models
on arbitrary graphs (in particular, on arbitrary dimen-
sions) to models with the same kind of interactions in
three dimensions. While this suggests a tradeoff between
‘completeness power’ and real parameters, we show next
that both features can be obtained by considering lattice
gauge theories.
(c) The 4D Ising lattice gauge theory [38, 39]. The
partition function of any classical spin model (including
models with any interaction pattern, kind of interactions,
number of internal levels, etc.) can be recast as the par-
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FIG. 3: A space representing classical spin models defined
on a d-dimensional lattice, with q-level particles and with k-
body interactions. (a) The completeness results show that
all of these models can be mapped to the 2D Ising model
with fields with complex parameters. (b) Also, a model on d
dimensions can be mapped to a 3D model with the same q
and k and the same kind of interactions. (c) All classical spin
models can be mapped to the 4D Ising lattice gauge theory
with real couplings. Note that mappings to models with larger
d, q or k are generally trivial.
tition function of an Ising lattice gauge theory on a four
dimensional square lattice. In particular, this result maps
models with global symmetries (such as the Ising or Potts
model), and lattice gauge theories with an Abelian and
discrete gauge group, to the 4D Ising lattice gauge the-
ory. To prove the result, we define a merge and deletion
rule for the 4D Ising LGT, and employ them to construct
a superclique of Ising-type interactions. A superclique is
an interaction pattern containing all k-body interactions,
with k = 0, 1, . . . , n (thus 2n interactions), and Ising-type
interactions are of the form Ji1,i2,...,ik(−1)
si1+...+sik . The
main difficulty of the construction is to avoid loops of
gauge-fixed variables, which is the reason why the fourth
dimension is needed. Finally we show that there exists a
choice of the couplings strengths of the superclique such
that this Hamiltonian equals a completely general Hamil-
tonian, namely one which assigns a different energy to
each spin configuration. See figure 3 for a representation
of results (a), (b) and (c).
(d) The 4D U(1) lattice gauge theory [40]. Finally,
we consider classical spin models with continuous vari-
ables (i.e. variables xi ∈ [ai, bi]), and show that their
partition function can be expressed approximately (but
to arbitrary precision) as the partition function of the 4D
lattice gauge theory with gauge group U(1). The result
holds exactly for models that satisfy that (i) the Hamilto-
nian has a finite Fourier series, and (ii) that there are no
constraints on the variables, and it holds approximately
for models not satisfying (i) or (ii). Note that the result
embraces models with different interaction patterns and
types of many-body interactions.
To prove the result, we first generalize the quantum
formulation of the partition function to continuous vari-
able models, and define a merge and deletion rule for
these models [40]. Then we expand the target Hamilto-
nian in terms of a (truncated) Fourier series, which have
the form of sin or cos of a sum of angles. Finally, we
show how to transform the 4D U(1) LGT to any Fourier
5...
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FIG. 4: The completeness results provide a fine-graining
procedure that transforms any classical spin model to (a cer-
tain parameter regime of) the complete model. This includes
models in different universality classes.
basis functions by means of the merge and deletion rule,
and argue that the coefficient of each basis function can
be set at will. Note that, as before, the couplings of the
additional variables of the complete model are zero or
infinite, and the other ones are real.
Finally, we remark that completeness of φ4 theory has
been shown in [41] with similar techniques.
3.4. Discussion
The completeness results show how any classical spin
model can be mapped to a specific model which is larger
in size, and whose parameters specify the target model.
This means that the complete model contains all other
models in its parameter regime. Note that generally
the complete model is simpler than the target, thus the
additional complexity is ‘embedded’ in the inhomoge-
neous couplings of the additional variables of the com-
plete model. The enlargement of complete model is poly-
nomial with respect to the number of parameters of the
target.
The completeness results thus provide a fine-graining
procedure that transforms any model to the complete
one. This is the opposite of the coarse-graining procedure
that Wilson proposed, which led to the classification of
models into different universality classes (see figure 4).
Note, in particular, that models of different universality
classes are mapped to the complete model. These results
provide insight into the simulation capabilities of certain
classical Hamiltonians, and they have also been used to
study the simulation capabilities of quantum Hamiltoni-
ans [42].
Finally, we remark that the completeness results are
just one application of the mapping between partition
functions and quantum states presented in section 3.1.
For example, the stabilizer state structure of |ϕG〉 has
been exploited to recover symmetries and high-low tem-
perature dualities of the spin models [30], to provide ef-
ficient classical evaluations of partition functions on cer-
tain graphs [30], and to investigate the computational
capabilities of the toric code [33] and of color code states
[43]. The mapping has also been used to devise algo-
rithms to simulate the classical three-body Ising model
[44].
We also remark that this mapping is non-unique. Sim-
ilar relations between classical systems and quantum
states have allowed to relate classical and quantum phase
transitions [18], and simulated annealing and quantum
annealing [17]. In the next section we will present an-
other mapping that will allow us to establish quantum al-
gorithms to estimate partition functions of classical spin
models.
4. QUANTUM ALGORITHMS
Determining if the ground state of a spin model is
above or below a certain energy, or computing its parti-
tion function are problems which have been traditionally
studied by relating them to constraint satisfaction prob-
lems [45]. The quantum computational complexity of
performing these tasks has been more recently addressed
[15, 46]. In this case, the relevant complexity class is
BQP, which stands for ‘bounded-error quantum polyno-
mial time’, and colloquially is the class of problems that
can be efficiently solved by a quantum computer with a
bounded probability of error [2].
Here we use a mapping between partition functions
and quantum circuits established in [47] to determine
the quantum computational complexity of estimating the
partition function of various classical spin models. We
will first present this mapping (section 4.1), and then
sketch the proof (section 4.2).
4.1. Relating partition functions to quantum
circuits
Consider the partition function Z of a model defined
on a lattice, so that one direction can be associated to
time. We assume the model to have two-level variables
for simplicity. We will relate Z to a quantum circuit C
by mapping variables in the classical model to (the time
evolution of) qubits in the circuit. Additionally, each in-
teraction will map to a quantum gate; more precisely, the
entries of the quantum gate will be given by the Boltz-
mann weights of the corresponding interaction. Then,
the product of interactions in Z will map to the contrac-
tion of gates in C [47]. The mapping differs slightly for
vertex models, edge models and lattice gauge theories,
which we present separately in the following [48].
For vertex models, we consider them defined on a
tilted 2D lattice (see figure 5). Vertex a is associ-
ated to the four-body interaction with Boltzmann weight
wa(si, sj , sk, sl) = exp[−βh
a(si, sj , sk, sl)]. This interac-
tion is mapped to a two-qubit gate W a as follows:
W a :=
∑
si,sj ,sk,sl
wa(si, sj , sk, sl)|si, sj〉〈sk, sl| . (18)
6In words, the right (left) indices are mapped to the input
(output) of the gate, and the entries of the gate are given
by the Boltzmann weight of the interaction at a. The cor-
responding quantum circuit C concatenates various layers
of nearest–neighbor two–qubit gates C =
∏
aW
a.
sL1
sL2
sL3
sL4
〈sL1 |
〈sL2 |
〈sL3 |
〈sL4 |
i
j
k
l
wa
W a
i
j
k
l
|sR1 〉
|sR2 〉
|sR3 〉
|sR4 〉
sR1
sR2
sR3
sR4
time
FIG. 5: Mapping a vertex model (with fixed boundary con-
ditions (sL1 , . . . , s
L
4 ) on the left and (s
R
1 , . . . , s
R
4 ) on the right)
to a quantum circuit. Each variable (black dots) is mapped
to the time evolution of a qubit, and each interaction (pink
dots) to a two–qubit gate.
For edge models, we consider them defined on a 2D
square lattice (see figure 6). Edge (a, b) is associated to
the two-body interaction with energy h(sa, sb). If (a, b) is
along the time direction, we denote its Boltzmann weight
by wh(sa, sb) = exp[−βh(sa, sb)], and map it to a single-
qubit gate,
Wh :=
∑
si,sj
wh(si, sj)|si〉〈sj | . (19)
If (a, b) is perpendicular to time, we denote its Boltzmann
weight by wv and map it to a diagonal two-qubit gate,
W v :=
∑
si,sk
wv(si, sk)|si, sk〉〈si, sk| . (20)
The circuit C consists of alternating layers of operations
associated with the horizontal and vertical edges of the
2D lattice C =
∏
h,vW
hW v.
time
i jw
h
wv
i j
kk
W h
W v
FIG. 6: Mapping an edge model to a quantum circuit. Each
variable (black dots) is mapped to (the time evolution of) a
qubit. Each interaction along the time direction (blue ovals)
is mapped to a single-qubit gate, and those perpendicular to
time (pink ovals) are mapped to a diagonal two-qubit gate.
Finally, we consider a 3D Ising lattice gauge theory in
the temporal gauge [60] (see figure 7). Face f along the
time direction is associated to the two-body interaction
with Boltzmann weight wt(si, sm) := exp[−βhf (si, sm)].
This is mapped to a single-qubit gate W t,
W t :=
∑
si,sm
wt(si, sm)|si〉〈sm| . (21)
In addition, face f perpendicular to time is associ-
ated to a four-body interaction with Boltzmann weight
wp(si, sj, sk, sl) = exp[−βh(si, sj, sk, sl)]. This is
mapped to a four-qubit diagonal gate W p,
W p :=
∑
si,sj ,sk,sl
wp(si, sj , sk, sl)×
|si, sj, sk, sl〉〈si, sj, sk, sl| . (22)
The quantum circuit takes the form C =
∏
p,tW
pW t.
wt
W t
W s
ws
time
i
i
j
j
k
k
l
l
mm
FIG. 7: Mapping a 3D LGT in the temporal gauge to a
quantum circuit. Each variable (black dots) is mapped to the
time evolution of a qubit, interactions along the time direc-
tion (blue ovals) are mapped to single-qubit gates, and those
perpendicular to to time (pink ovals) to four-qubit diagonal
gates.
Finally, if the spin model has fixed boundary con-
ditions on the right R = (sR1 , . . . , s
R
n ) and on the left
L = (sL1 , . . . , s
L
n), these are mapped to the input |R〉 =
|sR1 〉⊗ . . .⊗|s
R
n 〉 and output |L〉 = |s
L
1 〉⊗ . . .⊗|s
L
n〉 of the
circuit, resulting in
Z = 〈L|C|R〉 , (23)
whereas for open boundary conditions it holds that Z =
〈+|⊗nC|+〉n, and for periodic boundary conditions, Z =
Tr(C) [47, 48].
4.2. BQP-completeness of classical spin models
Now we use the mapping (23) to determine the quan-
tum computational complexity of estimating Z. The idea
is to relate the estimation (with an additive approxima-
tion) of 〈L|C|R〉 to the estimation of the matrix element
〈0|⊗nU |0〉⊗n, where U is a unitary consisting of a poly-
nomial number of two-qubit gates. Since U can be ex-
pressed (up to polynomial accuracy) using polynomially
many gates from a universal gate set [1], the goal is to
construct a universal gate set with gates corresponding
to a certain classical model. If this is possible, then es-
timating 〈L|C|R〉 is as hard as estimating 〈0|⊗nU |0〉⊗n,
which is easily seen to be a BQP-complete problem using
the Hadamard test [48]. It follows that estimating Z (in
the parameter regime leading to the universal gate set) is
BQP-complete. Moreover, the proof is constructive, as it
provides the pattern of couplings of the spin model that
encodes the quantum algorithm to estimate Z (in that
parameter regime).
7In summary, the goal is to show that for a given clas-
sical model there exists a choice of coupling strengths
such that the corresponding gates are (i) unitary and
(ii) form a universal gate set. For example, for the 2D
Ising model we need to see if there is a coupling strength
Jij at edge (i, j) such that the corresponding gate W is
unitary and realizes a particular gate of a universal gate
set. Note that in general (i) implies that the coupling
strengths are imaginary, since only gates with positive
entries correspond to real Boltzmann weights, and thus
real coupling strengths [61] (see [49] for similar results).
Moreover, in most cases several gates (each correspond-
ing to a certain coupling strength) must be considered
together so that their overall action is like that of a gate
from the universal gate set. This implies that this ar-
rangement of coupling strengths must appear together
for the result to hold.
This way, we show that estimating the partition func-
tion of (1) the six vertex model on a 2D square lattice, (2)
the Ising model with magnetic fields on a planar graph,
(3) the Potts model on a quasi 2D square lattice [62], and
(4) the 3D Ising lattice gauge theory, all in a certain com-
plex parameter regime, is BQP-complete, and we provide
the efficient quantum algorithms to estimate them [48].
5. DISCRETE QUANTUM GRAVITY
So far, our results have applied to classical spin mod-
els with a fixed coupling and interaction pattern. For
example, a model with a fixed, but arbitrary, coupling
and interaction pattern can be mapped to the complete
model. Yet, classical spin models with random coupling
strengths (also called with ‘bond disorder’) are used in
spin glasses [21] and in fault-tolerant quantum compu-
tation [50], while models on random graphs (also called
with ‘connectivity disorder’) are used as toy models of
matter in some discrete quantum gravity models, such
as causal dynamical triangulation (CDT) [51, 52].
Here we focus on the latter class of models, and in par-
ticular on the case without matter. This theory follows
Feynman’s approach for quantization, where the quantity
of interest is the transition amplitude between an ini-
tial and a final state. After discretizing spacetime, and
performing a rotation to imaginary time, this quantity
takes the form of a partition function, namely
∑
T e
−ST
where ST is the action of the gravitational field [63] and
T is a discretized space-time, which can be treated as a
(weighted) graph. The latter is also called a fluctuating
lattice.
We attempt to use classical spin models to define the
fluctuating lattice itself. This may allow one to export re-
sults of spin models (including the quantum information
approach presented here) to the field of discrete quan-
tum gravity. We have accomplished a small step in this
direction, namely, we have described discretized space-
time in 1+1 dimensions without matter (as conceived by
CDT) in terms of independent classical degrees of free-
(a) (b) (c)
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t+ 3
FIG. 8: (a) The basic building block of a foliated triangula-
tion, the ‘fork’, consists of a vertex, 3 edges (the red one at
constant time), and 2 faces (marked in gray). (b) The foli-
ated triangulation with all forks present corresponds to the
triangular lattice. (c) An arbitrary, foliated triangulation T
assembled out of forks.
dom, which can be seen as spins [53].
More precisely, we consider two-dimensional triangu-
lation with a global proper time, also called ‘foliated tri-
angulations’. The central observation is that, while the
building block of a triangulation is the triangle, the build-
ing block of a foliated triangulation is a pair of triangles
that share a space-like edge. We call this basic unit a
‘fork’, as it consists of a vertex with three edges (the
middle edge being at constant time), together with the
two faces lying between these edges (see figure 8). This
implies that any foliated triangulation T can be assem-
bled entirely out of forks.
Thus, to describe T we only need to specify the order
in which the forks are assembled. Equivalently, we fix
an order to assemble the forks (bottom to top, and left
to right), and specify at each step (labeled by the verti-
cal coordinate n and the horizontal one m) whether the
fork is assembled or not. More precisely, we associate a
binary variable λnm describing the presence (λnm = 1)
or absence (0) of the fork at position n,m. For example,
the foliated triangulation with all forks present (λnm = 1
for all n,m) corresponds to the triangular lattice (see fig-
ure 8). This shows how to associate an arbitrary bit array
{λnm}n,m to a foliated triangulation (see Figure 9). For
the converse, see [53].
This binary description allows us to rephrase various
quantities of CDT (such as the Ricci scalar, the action
or the volume) in binary language [53]. Note that this
description is in spirit similar to that of a lattice gas
model, where a fluid (with molecules absent or present)
is described in terms of a magnet with two-level spins on
a fixed lattice [23].
6. CONCLUSIONS AND OUTLOOK
We have reviewed an approach to statistical mechan-
ical problems from the point of view of quantum infor-
mation based on [19]. We have presented three results.
First, we have shown the completeness results, where the
partition function of all classical spin models is mapped
to the partition function of a single model. The com-
plete models have been shown to be the 2D Ising model
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FIG. 9: A two-dimensional bit array specifies a foliated trian-
gulation by interpreting each 0 (1) as the absence (presence)
of a fork, and fixing an order to assemble the forks.
with fields with complex couplings, the 3D Ising lattice
gauge theory for other Ising models, the 4D Ising lattice
gauge theory, and the 4D U(1) lattice gauge theory for
models with continuous variables. The idea of the proof
is to map partition functions to quantum states, and to
transform quantum states of a model to those of another.
Second, we have shown that estimating the partition
function (with an additive approximation) of various
classical spin models (in a complex parameter regime)
is BQP-complete, i.e. it is as hard as simulating arbitrary
quantum computation. These models include the 2D six
vertex model, the Ising model with magnetic fields on a
planar graph, the Potts model on a quasi 2D lattice, and
the 3D Ising lattice gauge theory. The idea of the proof is
to map partition functions to quantum circuits, and con-
struct a universal gate set with the gates corresponding
to a certain spin model.
Finally, we have described 2D foliated triangulations
in terms of a classical spin model. These lattices are seen
as a discretization of two-dimensional space-time without
matter in a theory of discrete quantum gravity called
causal dynamical triangulation. This may allow to apply
spin model results to this field.
Concerning the completeness results, we have very re-
cently defined a notion of completeness for Hamiltonians
(which implies completeness for partition functions), and
have provided sufficient and necessary conditions for a
model to be Hamiltonian complete [54]. This allows us
to prove that the 2D Ising model with fields is complete
with real couplings. It would be very exciting to extend
these results to quantum Hamiltonians.
Concerning the complexity results, it would be very in-
teresting to prove them in a real parameter regime (which
is the one used in most applications of classical spin mod-
els), or in the parameter regime and accuracy scale for
which classical results known, so that the classical and
quantum computation complexity of this problem can be
compared.
Finally, it would be very interesting to see if our spin
formulation of 2D foliated triangulations can be extended
to 3 or 4 dimensions, and if our quantum approach can
lead to new insights.
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