Introduction
Popular models for the fluctuation of the underlying process in finance and energy markets are determined by Brownian motions and are therefore continuous in the sense that they do not generate jumps in the sample paths. Their popularity follows from the fact that they are easy to handle. However, as it turns out from observed data, the absence of jumps is not realistic. Therefore, the use and study of discontinuous models have seen an important boost in the last decades.
In this article, we consider the problem of computing conditional expectations of functionals of L evy processes and jump diffusions which are involved in pricing and hedging procedures as, e.g. of American options, and which usually require numerical evaluation techniques. In general, it is not possible to obtain analytical expressions for conditional expectations and thus numerical methods are called for. Fourni e et al. [1] derive expressions for the conditional expectations in terms of regular expectations for models which have a density and for diffusion models using, respectively, the density method and the Malliavin calculus. In this article, we generalize these two approaches to obtain representations for conditional expectations and their derivatives (with respect to the underlying) in a jump-diffusion setting. The representations we derive are expressed in terms of regular expectations without conditioning but involving a Heaviside step function and some weights. We apply the developed theory to the numerical estimation of American option prices and their deltas.
There is a wide literature on the use of Malliavin calculus in finance, see, e.g. Montero and Kohatsu-Higa [2] . For an overview, we refer to Nualart [3] for continuous processes and Di Nunnio et al. [4] for jump processes. As for the numerical computation of American options, several approaches appeared in this field. von Sydow et al. [5] compared some approaches grouped as Monte Carlo methods, Fourier methods, finite difference methods, and radial basis function methods but only for continuous underlying processes when pricing American options. Broadie and Glasserman [6] built up a tree in order to obtain a discretisation of the underlying diffusion on a grid (see also Barranquand and Martineau [7] ). Longstaff and Schwartz [8] use a regression method on a truncated basis of L 2 and then choose a basis of polynomials for the numerical estimation of conditional expectations. Shu et al. [9] and Kovalov et al. [10] use a partial differential equations approach. Zhang and Oosterlee [11] use a Fourier method based on Fourier cosine-series expansions. We follow an approach similar to the one by Mrad et al. [12] and Bally and Pag es [13] based on a Monte Carlo method. Considering a random variable F, a scalar random variable G, and a function f on R, Fourni e et al. [1] provide the following representation for the conditional expectation
where p is a random variable called weight and H is the Heaviside step function increased with some constant, HðxÞ ¼ 1 fx!0g þ c; c 2 R. The authors use two approaches: the density method and the Malliavin method (MM). The density method requires that the couple (F, G) has a density p(x, y), ðx 2 R; y 2 RÞ such that its log is C 1 in the second argument. In the Malliavin approach, they use a Malliavin derivative of the Wiener process and provide expressions for conditional expectations, where F and G are modeled by continuous diffusions. One of the goals in the present paper is to relax the conditions imposed on the random variables F and G and in particular to allow for random variables which do not necessarily have a known density and which might originate from processes with jumps. We recall that the density method introduced in [1] requires the knowledge of the density of (F, G). However when F and G are random variables generated from jump processes, the density of the couple (F, G) is in general not known or very hard to compute. To overcome this shortcoming, we use the conditional density method introduced by Benth et al. [14] . For example, in the case of a geometric L evy process, we only need the knowledge of the joint density of the continuous parts, which we do know. Thus, to apply the conditional density method a separability assumption on the random variables F and G will be required. F and G should consist of a part with known density. The density of the other part is not necessarily known.
For the Malliavin method, we work with the Malliavin derivative for jump processes developed by Petrou [15] . The idea is to use the Malliavin derivative in the direction of the Wiener term in the jump-diffusion process. Using this approach, there is no separability assumption imposed, since the Malliavin calculus as presented in [15] does not require any, as opposed to the Malliavin calculus used in Davis and Johansson [16] or in Benth et al. [17] . We use this approach to compute conditional expectations in our setting as was developed in [1] in a continuous set up.
Furthermore, we provide expressions for the derivative of conditional expectations using both approaches and we illustrate our results with several examples of models which are commonly used in financial and energy markets. Notice that we present our study in the one-dimensional case for the ease of notation, although all results can be extended to a setting in higher dimensions.
The representations that we develop are interesting from a probabilistic point of view. Indeed we derive expressions for the conditional expectations of functionals of random variables involving only unconditional expectations of these functionals. Moreover, these representations are interesting from a numerical point of view. In this article, we apply them to the numerical estimation of American option prices and their deltas, the delta being the sensitivity of the option price with respect to the state of the underlying asset.
To perform the numerical experiments, American options are approximated, through a time discretisation, by Bermudan options as in Bally and Pag es [13] or Abbas-Turki and Lapeyre [18] . We make use of a localization technique and a control variate to minimize the variance, see, e.g. Glasserman [19] . To reduce the memory capacity of the algorithm for the estimation of the American option price and the delta, we suggest to simulate the underlying stock price process backwards in time. This backward simulation technique turns out to be a specific application of L evy bridges, see Baldeaux [20] .
To check the accuracy of the proposed algorithms, we first compute European option prices and their deltas at time t > 0 where we assume a Merton model for the price process. We compare the values obtained by our algorithm to the analytical solutions proposed by Merton [21] . Then considering the same model we estimate the prices and the deltas of American options, which we in turn compare to estimates found in the literature. In addition we compute for the prices a confidence interval according to Bouchard and Warin [22] .
In their article [22] , Bouchard and Warin performed a numerical comparison and discussed the efficiency and the level of complexity of the regression based Longstaff and Schwartz [8] algorithm and the Malliavin approach algorithm in the continuous setting. In our numerical examples, we investigate how the CDM and the MM perform in the discontinuous setting. The fundamental difference between the Longstaff-Schwartz approach and the (conditional) density or Malliavin approach is the way the conditional expectations are approximated. However, the Longstaff-Schwartz method may show rank deficiency for a certain choice of the parameters of the model (see Mostovyi [23] ) and is unable to provide an ad hoc method for the computation of the delta. It has to be combined with other methods such as the likelihood ratio method or pathwise sensitivities based approaches in order to obtain an approximation of the delta. The approaches presented in this article allow the computation of the price of the American option for any parameters choice and lead to representation formulas for the derivative of conditional expectations and consequently provide an estimation of the delta using its own specific method.
The article is organized as follows. In Sections 2 and 3, we develop a representation for conditional expectations via the conditional density method and the MM, respectively. In Section 4, we present variance reduction techniques to obtain acceptable convergence results in numerical applications. In Section 5, we present numerical examples to illustrate our results. Section 6 concludes the article.
Conditional expectation via the conditional density method
Let ðX; F ; PÞ be a complete probability space equipped with a filtration F :¼ fF t g t2½0;T for time horizon T > 0, satisfying the usual conditions (see Protter [24] ). We introduce the generic notation L ¼ fL t g 0 t T , for a L evy process on the given probability space. We set L 0 ¼ 0 by convention and work with the right-continuous with left limits version of the L evy process. Let DL t :¼ L t ÀL tÀ indicate the jump of the L evy process L at time t. Denote the L evy measure of L by LðdzÞ. Recall that LðdzÞ is a r-finite Borel measure on R 0 :¼ R f0g.
In this article, we express the realization of a conditional expectation E½f ðS t ÞjS s ¼ a in terms of regular expectations. Here f is a Borel measurable function (think for instance of the payoff function of a call option), S is an F-adapted price process which may have jumps, and a is a real number. We also rewrite its differential w.r.t. a, i.e. the delta, by only using unconditional expectations.
Representation results
First, we state a general result for the conditional expectation E½f ðFÞjG ¼ a, where F and G are two random variables satisfying the following separability assumptions.
Assumptions 2.1. (Separability). Let F and G be two random variables such that
The couple (X, U) is independent of (Y, V). Moreover The functions g 1 and g 2 are Borel measurable and there exist a Borel measurable function g Ã and a strictly increasing differentiable function h such that
for all ðu; vÞ 2 Dom g 2 \ ðR Â Dom g Ã Þ. We apply the conditional density method (CDM) as it is developed in Benth et al. [14] . The CDM method is based on the density method (DM) introduced in Glasserman [19] and used in Fourni e et al. [1] , but allows for more general dynamics than the latter. Indeed, given F and G as in (2.1), the CDM does not require the knowledge of the density of the couple (F, G) as it is the case in the DM but only the knowledge of the density (X, U). The density p ðX;UÞ of (X, U) plays the most important role in this method. The results follow from straightforward computations based on properties of (conditional) expectations.
We denote the Heaviside step function increased by an arbitrary number c 2 R by
and its distributional derivative, the Dirac delta function by d 0 .
In the upcoming theorem, we present the first representation result of this paper. In order to make the proof comprehensible, we follow a formal approach. The formal proof follows similar derivations as in [1, Section 4.1] by Fourni e et al. The main difference is that we apply the CDM instead of the DM by conditioning on rðY; VÞ. A rigorous proof is included in Appendix A. Theorem 2.2. Let F and G be as described in Assumptions 2.1 and let f be a Borel measurable function such that f ðFÞ 2 L 2 ðXÞ. Then it holds for any a 2 Dom h that
where
Proof. Formally, for the conditional expectation, we know that
Moreover we have that
where rðY; VÞ is the r-algebra generated by Y and V. From Assumptions 2.1(1) we derive
For a function / 2 C 1 with a single root, the composition rule for the Dirac delta function (see Raju [25] ) states that
where u 1 is such that /ðu 1 Þ ¼ 0 and / 0 ðu 1 Þ 6 ¼ 0. Because of relation (2.2), we apply this composition rule to the function /ðuÞ ¼ h À1 ðu þ g Ã ðVÞÞÀa, with root u 1 ¼ hðaÞÀg Ã ðVÞ, and obtain that ð
The Dirac delta function is the distributional derivative of the Heaviside step function. Hence by integration by parts, we find that
Finally we conclude that
Applying the latter result with f 1 for the denominator of (2.5) we prove the statement.
w Note that the weights p ðX;UÞ in the representation (2.4) are not unique and one can derive infinitely many of them. This was discussed in the result (4.25)-(4.26) in [1] for random variables admitting a density. In Proposition 2.1 of this latter article, the authors discussed also the optimality of the weights in a minimal variance setting. The extension of these results to our jump-diffusion setting using the CDM is straightforward and follows similar derivations as in the proof of Theorem 2.2. For more details we refer to Daveloose [26] .
In the next theorem, we deduce a representation for the sensitivity of (2.4) with respect to a. Theorem 2.3. Let F and G be as described in Assumptions 2.1, where log p ðX;UÞ possesses a second order derivative in its second argument and let the Borel measurable function f guarantee f ðFÞ 2 L 2 ðXÞ. Then it holds for any a 2 Dom h that
Proof. From Theorem 2.2, it follows immediately that
For the derivatives in the right hand side, it holds by the square integrability assumption for f(F) that
Along the lines of the formal proof of Theorem 2.2, we derive ð
which concludes the proof. 
Examples: Jump-diffusion models
In many applications in mathematical finance, one can make grateful use of Theorem 2.2. In fact, we are able to express a realization of the conditional expectation of the form E½f ðS t ÞjS s ¼ a in terms of regular expectations. Here, f is a function e.g. a payoff function, ðS t Þ t2½0;T represents a Markovian stock price process, 0 < s < t < T, and a is a real number. We will use Monte Carlo simulations to evaluate these conditional expectations using their representations as regular expectations. In the sequel, we consider different jump-diffusion models for the stock price process to illustrate our results with specific examples.
Remark 2.4. (Processes with independent and identically distributed increments). In case it holds that the stock price process S is modeled in terms of a process with increments which are independent and identically distributed we remark the following about a conditional expectation of the form E½f
where L denotes a L evy process. Then, given that S s ¼ a, it holds, due to the independence and the identical distribution of the increments, that for any 0 < s < t < T
and the conditional expectation equals a regular expectations which can easily be estimated via a Monte Carlo method. Although it is possible to use Monte Carlo simulations exploiting the independence and stationarity property of the increments, the application of the obtained representations avoids nested simulations in the pricing of American options, as explained further on in Remark 5.1. Hence, this allows to obtain estimations based on a smaller number of simulated paths.
Jump-diffusion model
The next proposition considers a representation of conditional expectations in terms of unconditional expectations, when the price process S is an exponential jump-diffusion process. This type of stock price model is common in finance and conditional expectations appear when determining (American) option prices (which we will illustrate in Section 5 with numerical experiments).
Proposition 2.5. Consider a price process S defined by S t ¼ e L t ; 8t 2 ½0; T, where L is a L evy jump diffusion process with decomposition L t ¼ lt þ bW t þÑ t . Here W is a standard Brownian motion,Ñ is a compound Poisson process independent of W, and l and b are constant parameters. Then, for any Borel measurable function f fulfilling f ðS t Þ 2 L 2 ðXÞ, any strictly positive number a, and 0 < s < t < T, it holds that 
To determine the weight in (2.4) we calculate
such that we obtain
w Example: Merton model: In the light of the numerical experiments that we perform in Section 5, we derive the representation (2.4) for the following Merton model given by
where r > 0 is the risk-free interest rate, b is a positive constant, and W is a Wiener process. The jump part is determined by a Poisson process N with jump intensity l and the random variables
Since the Merton model is a special case of the exponential L evy jump-diffusion model, the representations obtained via the conditional density method, i.e. through Proposition 2.5 and Theorem 2.3, are as follows, for 0 < s < t < T and a 2 R þ 0 ,
Additive model
Now we observe a model which is often used to price energy products (see for example Benth et al. [27] ). The price process is given by an additive model
The process Y is adapted to the filtration F and does not have to be specified here. The process X is a so called Cða; bÞ-Ornstein-Uhlenbeck process, see Section 17 in Sato [28] . Namely, it is a process following the dynamics
where k > 0 and L is a subordinator, admitting a stationary distribution for the process X which is here Cða; bÞ. Hence, this means that X t has a Cða; bÞ-distribution for all t > 0. The solution of the stochastic differential equation (2.10) equals
An interesting property of this type of non-Gaussian OU-processes is the fact that the autocorrelation is independent of the stationary distribution, see, e.g. Barndorff-Nielsen and Shephard [29] or Sato [28] , it equals
Proposition 2.6. Let us observe the additive model described by (2.9) and (2.10). Then it holds for any Borel measurable function f satisfying f ðS t Þ 2 L 2 ðXÞ; 0 < s < t < T, and a 2 R, that
Herein, I a is the modified Bessel function of the first kind with index a,
Proof. As in Theorem 2.2, we put
UÞ ¼ ðX t ; X s Þ, and hðaÞ ¼ a to satisfy Assumptions 2.1. To obtain the weight we need the density function of the vector (X t , X s ). Since X is a Cða; bÞ-OU process we know that X t and X s are both Cða; bÞ distributed and by (2.11) we know that CorrðX t ; X s Þ ¼ e kðsÀtÞ ¼: q. According to Brewer et al. [30] , the density function of this bivariate gamma distribution with non-zero correlation equals
where I a is the modified Bessel function of the first kind with index a. We compute
For the function vðx; uÞ [31] ), we get
According to (2.4) we conclude the statement. 
Conditional expectation via MM
Fourni e et al. [1] used Malliavin calculus defined for functions on the Wiener space to obtain representations for the conditional expectations. Therefore, their approach is applied to continuous diffusions. In this section, we extend their method to allow for the computation of conditional expectations in a L evy and a jump-diffusion framework. For this purpose we use a Malliavin derivative of the combination of Gaussian and pure jump L evy noises, see, e.g. Di Nunno et al. [4] and Sol e et al. [32] . In our setting, we use the Malliavin derivative developed by Petrou [15] .
Notice that the MM allows for more general dynamics than the conditional density method (CDM). Indeed, no density is required to be known when using the MM. However, the CDM is easier to apply and follows using basic knowledge in probability theory.
Let ðX; F ; PÞ be a complete probability space in which L evy processes are welldefined. The Malliavin derivative in the Brownian direction is defined by Petrou [15] in a subspace of L 2 ðXÞ and is essentially a derivative with respect to the Brownian part of a L evy process L. We denote it by D ð0Þ . Its dual, the Skorohod integral is also defined in [15] and denoted by d
ð0Þ . In this section we make use of some notations, definitions, computational rules and properties which are summarized in Appendix B. Recall the function H defined in (2.3).
Representation results
The ideas and concepts of the proofs of the results presented in this section are based on the proofs of Theorem 4.1 and Corollary 4.1 in Fourni e et al. [1] and follow similar lines of derivations. The difference in our approach is that we use a Malliavin derivative defined for L evy processes. This allows us to generalize the results in [1] to processes with jumps.
In the following theorem we derive a first representation result for the conditional expectation E½f ðFÞjG ¼ a, where the function f possesses a bounded and continuous derivative. 
Then it holds for any a 2 R that
Proof. We note that
As a first step we show that for any e > 0,
x þ e ð Þþ ec; Àe x < e; e þ ec;
x ! e:
Hereto we approximate the function 1 2 1 Àe;e½ by a sequence of bounded continuous functions ðU e;n Þ n!1 . Specifically, U e;n has supportÀeÀe=n; e þ e=n½ and equals 1 2 on ½Àe þ e=n; eÀe=n. Moreover the graph of U e;n connects the points ðÀeÀe=n; 0Þ and ðÀe þ e=n; 1=2Þ and the points ðeÀe=n; 1=2Þ and ðe þ e=n; 0Þ via straight lines. Besides, we define W e;n ðxÞ :¼ Ð x À1 U e;n ðyÞdy þ ec. Then we have by the duality formula, the chain rule, and relation (3.1) that E W e;n GÀa ð Þd
Because of the facts that jU e;n j 1 2 and f ðFÞ 2 L 2 ðXÞ, the latter expression converges to 1 2 E½f ðFÞ1 Àe;e½ ðGÀaÞ by the definition of the sequence ðU e;n Þ n . Besides jW e;n j e þ ec; d ð0Þ ðf ðFÞuÞ 2 L 2 ðXÞ, and the sequence ðW e;n Þ n approximates H e . Hence this proves (3.3).
Next, by the integration by parts formula we find
Then applying the latter result for f 1 too, shows that
Since it holds that j The latter theorem provides us with a representation formula for the conditional expectation E½f ðFÞjG ¼ a for f being a continuously differentiable function. However in many applications in finance, we often have to consider non-smooth functions. In order to deal with the potential non-smoothness of f, we include an additional assumption on the process u introduced in Theorem 3.1 leading to the following theorem. 
Then the following representation holds for
Proof. i) First, let us consider a Borel measurable function f 2 C 1 b , such that we can apply Theorem 3.1. Because of the properties of conditional expectations and relation (3.4), we have in representation (3.2) that
Thus we obtain representation (3.5). ii) Now we observe a Borel measurable function f for which f ðFÞ 2 L 2 ðXÞ. Let C 1 K ðRÞ and C 1 K ðXÞ be the space of infinitely differentiable functions with compact support respectively defined in R and X. Since C 1 K ðXÞ is dense in L 2 ðXÞ there exists a sequence of functions f n in C 1 K ðRÞ, such that f n ðFÞ converges to f(F) in L 2 ðXÞ. In part i) we concluded that for any function f n in this sequence representation (3.5) holds. By convergence arguments, we conclude that expression (3.5) also holds for the limit function f as follows. For any f n we denote
Besides we define
Via the Cauchy-Schwarz inequality, we derive that
For any a 2 R we have
By the density argument f n ðFÞ converges to f(F) in L 2 -sense, hence we obtain that jg a ð ÞÀg n a ð Þj ! 0; for n ! 1; 8a 2 R:
Thus, g n ðaÞ convergences to gðaÞ. Moreover it holds that g n ðaÞ converges to E½f ðFÞjG ¼ a by the conditional dominated convergence theorem. Therefore, we conclude that gðaÞ equals the latter conditional expectation.
w Via the MM we also deduce a representation for the delta in terms of unconditional expectations.
Theorem 3.3. Consider the same setting as in Theorem 3.2 and assume that
Then the delta is given by
Proof. The structure of formula (3.7) follows clearly from the derivation of representation (3.5). Now we focus on the derivative
It can be shown, as before in Theorem 3.1, that
h and therefore
By the chain rule and the integration by parts formula, we obtain
By expression (3.6), the latter expectation equals
Hence, we conclude that
ii) Via a density argument which follows the same lines as the proof of Theorem 3.2, we conclude that equation (3.8) also holds for a Borel measurable function f such that f ðFÞ 2 L 2 ðXÞ.
w Remark 3.4. Remark that condition (3.6) is fulfilled by a combination of condition (3.4) and d ð0Þ ðuÞ being rðF; GÞ-measurable, since in this case
Next, some practical examples motivated from financial applications are given.
Examples: Jump-diffusion models
We start by considering a stock price process which is modeled by a general stochastic differential equation (SDE). For this model we derive representations based on the results developed in Subsection 3.1. Further on, we illustrate these by looking into some specific types of SDEs such as exponential L evy and stochastic volatility models. Let S satisfy the following stochastic differential equation
where W is a Wiener process andÑ is a compensated Poisson random measure with L evy measure L. We assume that bðt; xÞ > 0 for all ðt; xÞ 2 ½0; T Â R. The coefficient functions lðt; xÞ; bðt; xÞ; cðt; x; zÞ 2 C 1 b are Lipschitz continuous in the second argument, for all ðt; zÞ 2 ½0; T Â R 0 . The coefficients also satisfy the following linear growth condition
for all t 2 ½0; T, where C is a positive constant. The existence and uniqueness of the solution S is ensured by Theorem 9.1. Chap IV collected from Ikeda and Watanabe [33] . The first variation process V related to S equals @S @s 0 and satisfies
We assume that the coefficients are such that V is strictly positive. The stock price S t is in D ð0Þ for all t 2 ½0; T, and its Malliavin derivative can be expressed in terms of the first variation process (see Theorem 3 and Proposition 7 in Petrou [15] )
The aim is to find a representation formula for the conditional expectation E½f ðS t ÞjS s ¼ a; 0 < s < t < T and a 2 R, containing only regular expectations. First we mention the following lemma. We do not present the proof since it is an adaptation of the proof of [1, Lemma 4.1] to our setting.
where f t :¼
. In other words f is the solution of the SDE
Now we have all the ingredients to obtain a useful expression for the conditional expectation E½f ðS t ÞjS s ¼ a, for a 2 R. First we make use of Theorem 3.1 and later on we apply Theorem 3.2.
Proposition 3.6. Let f 2 C 1 b ; 0 < s < t < T, and a 2 R. In the setting described by the stochastic differential equation (3.9) we assume that
Then the following representation holds for the conditional expectation
where the Malliavin weights equal
Note that the process V À =bðÁ; S À Þ is predictable. By the first condition in (3.11) it turns out that this process is in Dom d
ð0Þ . Moreover by Lemma 3.5 and the chain rule it holds that 1=V s is in D ð0Þ . The second part of condition (3.11) allows us to conclude thatũ is in Dom d
ð0Þ .
The first weight that we calculate is the Skorohod integral ofũ. Thereto we perform integration by parts,
Because of the chain rule we rewrite this as
Now we make use of Lemma 3.5 and obtain that the latter equals
which is the mentioned expression for p 1 .
w Theorem 3.2 can also be applied in this setting, which is interesting in case of nondifferentiable functions f. Proposition 3.7. Consider again the setting defined by the stochastic differential equation (3.9) . For any Borel measurable function f for which f ðS t Þ 2 L 2 ðXÞ; 0 < s < t < T, and a 2 R it holds, under conditions (3.11) , that
where the Malliavin weight p differs from p 1 in (3.
By comparing this with the intermediate process used in the proof of Proposition 3.6, we conclude thatû is in Dom d ð0Þ . Moreover by the integration by parts formula and the fact that V À =bðÁ; S À Þ is predictable, we obtain
where p 1 is defined in (3.13). The last term equals zero, since by Lemma 3.5 the Malliavin derivative D ð0Þ r ð1=V s Þ introduces a factor 1 fr sg . This concludes the proof. w In the sequel, we present some models to illustrate our results from Propositions 3.6 and 3.7. The first two are defined by a linear SDE and the third one concerns stochastic volatility models.
Exponential L evy model
We consider a stock price process S modeled by a stochastic exponential of a L evy process, therefore let S satisfy the following linear SDE
& where l and b > 0 are constants. We assume that Ð R 0 ðe z À1Þ 2 LðdzÞ < 1. All assumptions imposed on model (3.9) are satisfied. In this particular example, the first variation process V equals V ¼ S=s 0 and f 0 and conditions (3.11) are fulfilled. From Proposition 3.6, we find that the expression (3.12) holds with
and
Substitution of the expressions for p 1 and p 2 into (3.12) leads to
where f 2 C 1 b ; 0 < s < t < T, and a 2 R. On the other hand, we apply Proposition 3.7 for the linear SDE we are observing now. The weight p differs from the weight p 1 in Proposition 3.6, when the intermediate process is of the form (3.15), only by the second term in (3.14). In the present setting, this term equals
Hence combining this with (3.16) gives
For any Borel measurable function f guaranteeing that f ðS t Þ 2 L 2 ðXÞ; 0 < s < t < T, and a 2 R the conditional expectation can be rewritten as 
Merton model
In the light of the numerical experiments, we consider again the Merton model (2.6) which is a special case of the exponential L evy model. The representations obtained through the MM, thus via Proposition 3.7 and Theorem 3.3, are as follows, for 0 < s < t < T and a 2 R,
with
where the weight p s;t is given by (3.17) and
is obtained through similar computations as above in this section.
Stochastic volatility models
Let us consider the following model Moreover l 2 R, the functions a and b on ½0; T Â R are Lipschitz continuous and differentiable in the second argument for all t, v is a positive function which is Lipschitz continuous and differentiable on R; Ð R 0 ðe z À1Þ 2 LðdzÞ < 1, and w is a function on R such that Ð R 0 w 2 ðzÞLðdzÞ < 1. The process S may then perform the role of the stock price process, while v(Y) is interpreted as the stochastic volatility process. In many stochastic volatility models, the volatility v(Y) equals ffiffiffi ffi Y p and some conditions should be included to guarantee the non-negativity of the process Y. Some interesting examples are the Bates model (see [34] ) and the Ornstein-Uhlenbeck stochastic volatility model (see [29, 35] Applying Proposition 3.6, we find for the weights in representation (3.12)
. When we prefer not to use the derivative of the function f, we apply Proposition 3.7. The weight is then given by 
Therefore the process satisfying condition (3.1) is given by
The Skorohod integral of this process is computed similarly as in the proof of Proposition 3.6 and it equals
By the chain rule, the second term in the last equation equals
Variance reduction
In the representations considered in the previous sections the random variables whose expectation should be estimated can have a large variance. To obtain a smaller variance 
Localisation
We adapt the localization technique of Bally et al. [39] for both methods; the conditional density method and the MM. For the proofs of the two following propositions, we refer the reader to Appendix C. 
where J w F;G ½ÁðaÞ is given by
where WðxÞ ¼ Ð x À1 wðtÞdt. Proposition 4.2. Assume the setting of Theorem 3.2, then for any continuous function with bounded derivative w : R7 !½0; 1Þ satisfying Ð R wðtÞdt ¼ 1 and for all a 2 R, we have
where WðxÞ ¼ Ð x À1 wðtÞdt. Once we have introduced the localized versions of the representation formulas for the conditional expectation, one natural question arises, namely what is the optimal choice of the localizing function w. To find this optimal function, we assume that the additional constant c in the function H is zero, i.e. HðxÞ ¼ 1 fx!0g . Let Z represent either the factor @ @u g 2 ðU; VÞ in case of the conditional density method or the factor 1 when the MM is considered. Then, practically speaking, an expectation of the form
is estimated via Monte Carlo simulation. More precisely if we denote by N the number of simulated values of F and G, we have the following estimation
In order to reduce the variance, the idea is to minimize the integrated mean squared error with respect to the localizing function w. Thus, we have to solve the following optimization problem (this criterion has been introduced by Kohatsu-Higa and Petterson [40] )
where L 1 ¼ fw : R7 !½0; 1Þ : w 2 C 1 ðRÞ; wðþ1Þ ¼ 0; Ð R wðtÞdt ¼ 1g and I equals the integrated variance up to a constant (in terms of w)
The choice of the optimal localizing function w is given in the following proposition. It is obvious that the optimal localization function will be different for the numerator and denominator since the optimization problem is different. (The proof in Bally et al. [39] can easily be extended to the current setting.) 
The localizing function defined in the previous proposition is optimal in the sense of minimal variance, however it is not optimal in numerical experiments when it comes to the computational effort. Therefore, Bouchard and Warin [22] considered the exponential localizing function
where k Ã is given by (4.3). In paragraph 5.2.4 we show how the use of this function reduces the computational effort. We perform numerical experiments for both localizing functions in Section 5.
The representations for the derivatives in Theorems 2.3 and 3.3 have a localized version too. We state the localized versions as well as the choice of the optimal localizing function w in the following propositions. We do not present the proofs since they follow along similar lines as Propositions 4.1, 4.2, and 4.3. 
Proposition 4.5. Assume the setting of Theorem 3.3, then for any continuous function with bounded derivative w : R7 !½0; 1Þ satisfying Ð R wðtÞdt ¼ 1 and for all a 2 R, we have
The optimal localizing functions minimize the integrated variancẽ
Proposition 4.6. The infimum of the optimization problem inf w2L 1Ĩ ðwÞ, withĨðwÞ given by (4.5), where HðxÞ ¼ 1 fx!0g , is reached atw, wherew is the probability density of the Laplace distribution with parameterk, i.e. for all t 2 R;wðtÞ ¼k 2 e Àkjtj , wherẽ
Control variate
Another approach to obtain variance reduction (besides localization) is to include a control variate, see, e.g., [19, Section 4.1] . The advantage of adding a control variate is to use the observed error in estimating a known quantity to adjust an estimator for an unknown quantity. In case of American option pricing, the control variate can be the corresponding European option price. The price of the American and respectively the European option with maturity T and payoff function U, on an asset with value a at time t is denoted by Pðt; aÞ, respectively P Eu ðt; aÞ. Let us define the function P c ðt; aÞ :¼ Pðt; aÞÀcP Eu ðt; aÞ, for a real number c close to 1. Then it holds that
where T t;T denotes the set of all stopping times in ½t; T. The price of the American option at time 0 is given by Pð0; s 0 Þ ¼ P c ð0; s 0 Þ þ cP Eu ð0; s 0 Þ and its delta equals Dð0; s 0 Þ ¼ D c ð0; s 0 Þ þ cD Eu ð0; s 0 Þ. We rewrite this formula for the American option price as [21] . In the setting described in paragraph 2.2.1, where the price process is as described in (2.6), the European put option price is given by the series
Herein l is the jump intensity of the Poisson process N introduced in (2.6) and P BS n ðt; S t Þ is the Black-Scholes price of the European put option with the same maturity, strike, and interest rate r, and where the underlying stock price process has variance v
. The first 20 terms in the series are sufficient for a good approximation for the put option price.
Numerical experiments
In this section, we apply our results to estimate the price and delta of American options at time zero. We illustrate our methods with numerical results in a specified jump-diffusion model.
Algorithm to estimate prices and deltas of American options
American options can be executed at any time prior to maturity. Since it is practically impossible to observe the possibility to execute the option at infinitely many times, an American option is often approximated by a Bermudan option with the same maturity and payoff function. To obtain this approximation, the time interval ½0; T is discretised into n time periods with step size e ¼ T=n. The Bermudan option can then be executed at the n discrete times iT=n; i ¼ 1; :::; n. When the number of time periods increases, the Bermudan option converges to the American option (see Bally and Pag es [13] ). Bermudan options can be priced through a Bellman dynamic programing principle, see Bellman [41] and Bally et al. [39] . Let U denote the payoff function and S the underlying stock price process with initial value s 0 . Then the price of the Bermudan option Pð0; s 0 Þ follows from the recursive computations
The sensitivity of the option price with respect to the initial value of the underlying asset, i.e. the delta of the option Dð0; s 0 Þ :¼ @ s 0 Pð0; s 0 Þ, can be derived as follows
Hence to obtain a numerical estimation of the price and the delta at time zero, we proceed by estimating the prices and the deltas recursively and backwards in time. For estimations based on simulated values for the underlying stock price, one can simulate the number of required paths at the discrete time points and store them all before performing the recursive computations. On the other hand, since the pricing program and computations of the deltas go backwards in time, it is more convenient to simulate the stock price process simultaneously. Simulating the stock price process backwards in time too leads to more efficiency concerning memory capacity.
Remark 5.1.
(Nested simulations). To estimate the values for Pðke; S ke Þ for k 2 f0; :::; nÀ1g, the estimation of the conditional expectation requires the simulation of N values of S ðkþ1Þe starting from the value of S ke . In total this results into N k used simulated values for S ke for any k. The Bellman dynamic programing principle requires nested simulations to estimate a function of conditional expectations similarly to the compound option case in [19, Example 1.1.3] and illustrated in Figure 1 .3 of that book. However, by the use of the obtained representations, the number of simulated values can be considerably reduced. The resulting algorithm needs one single set of simulated paths. For any k 2 f0; :::; nÀ1g only N simulated values for S ke will be required.
Implementations for American put options in a Merton model
We consider American put options on a stock price process S defined by the Merton model (2.6). The put payoff function equals UðxÞ ¼ ðKÀxÞ þ . Since we want to compare our results to the analysis in Amin [42] , we use the parameter setting as in his paper. That explains our choice of this specific connection between the jump mean and jump variance. This simplifies the Merton formula (4.6).
Representations
The conditional expectations and their derivatives in (5.1) and (5.2) can be estimated based on the representations we developed in the previous sections. In particular, in the present Merton setting, the representations are presented in paragraphs 2.2.1 and 3.2.2. Throughout this section we consider HðxÞ ¼ 1 fx!0g . The regular expectations appearing in the representations (2.7), (2.8), (3.18) , and (3.19) can easily be estimated by a Monte Carlo simulation. For example, consider the estimation of the numerator of representation (2.7). We require N simulated values of S t , S s , and p s;t , belonging to the same path. If we denote the j-th simulated values by S j t ; S j s , and p j s;t , then we approximate
Variance reduction techniques
As discussed in paragraph 4.1, we include the localizing technique. The estimation (5.3) is then replaced by
where Z s equals S s in case of the CDM and 1 in case of the MM. The functions w and W are defined by Proposition 4.3.
On the other hand, we include a control variate, see subsection 4.2. For the estimation of the American option price Pð0; s 0 Þ and delta Dð0; s 0 Þ, we include the European option as a control variate. In the current setting, the European option price and delta can be obtained through Merton's approach, see Example 4.7. Consider the algorithm for the price of Bermudan options (5.1). To introduce the control variate, we proceed in two steps. First we replace the put payoff function at each time ke; k ¼ 1; :::; n, by
where c is a real number close to one and P Me ðke; S ke Þ denotes the European option price, obtained through Merton's approach, at time ke. Secondly, in the last step (k ¼ 0) we add cP Me ð0; s 0 Þ (respectively cD Me ð0; s 0 Þ) to obtain the American option price Pð0; s 0 Þ (respectively the American option delta Dð0; s 0 Þ).
Backward simulation
As remarked at the end of subsection 5.1 the algorithm for the pricing of a Bermudan option goes backwards in time and we can simulate the different stochastic variables backwards in time too. For the Brownian motion we base the backward simulation on a Brownian bridge (see Bally et al. [39] ). To simulate the compound Poisson process backwards in time, we base our method on results of Karatzas and Shreve [43] and Baldeaux [20] . We split the simulation of a compound Poisson process in the simulation of a Poisson process and in the simulation of the sum of the jump sizes. First we mention the following proposition implying a backward simulation algorithm for a Poisson process. This is covered by [20, Lemma 3.1] .
Proposition 5.2. Let N be a Poisson process with intensity l. For any time t > 0 it holds that N t has a PoissonðltÞ distribution. Moreover for any 0 < s < t it holds that N s , conditioned on N t ¼ z, follows a Binomialðz; s=tÞ distribution. Secondly we present the following proposition considering the (conditional) distribution of sums of independent and identically normal distributed variables. This result is a consequence of Brownian bridges, see Karatzas and Shreve [43] . Moreover for any 0 < j < k it holds that C ðjÞ , given that C ðkÞ ¼ z, has a Nððj=kÞz; ðj=kÞðkÀjÞÞ distribution.
The backward simulation technique is interesting in numerical applications and following Baldeaux [20] , this technique can also be derived for the Kou model, see Kou [44] .
Reduction of computational effort
Bouchard and Warin [22] observed that the computational effort to estimate the American option prices by a MM is reduced by sorting the estimated stock prices. Consider the Bermudan dynamic programing algorithm (5.1). For a fixed k in fnÀ1; :::; 1g we estimate the conditional expectations for q ¼ 1; :::; N by our representations, including localization, as follows
If we consider the exponential localizing function (4.4), then it holds that
Now let us sort the simulated paths such that the values S ðqÞ ke increase for q going from 1 to N and let us indicate this by the superscript s, say S s;ðqÞ ke . Then we write for each q
Thus for q going from N to 1, the sums in the numerator and denominator get only one additional term. Hence to estimate E½Pððk þ 1Þe; S ðkþ1Þe ÞjS ke ¼ S s;ðqÞ ke for each q, we make use of the previously performed computations for q þ 1.
Numerical results for the Merton model
In this subsection, we present the numerical results obtained via our representations in the context of Bermudan options. We compare our results for the prices to those reported by Amin [42] and to the regression based method introduced by Longstaff and Schwartz [8] . For the deltas, we compare our results to those of Hilliard and Schwartz [45] . To evaluate the accuracy of our representations, we consider European options since there are analytic formulas at hand in the Merton model, whereas there are non for Bermudan and American options. To overcome this problem, we compute confidence intervals for the prices as discussed in Section 3.1 in Bouchard and Warin [22] .
The following parameter set for a put option on the underlying stock price process S is used, 
Accuracy of the method
European options may only be executed at time of maturity T. However, they can be traded at any moment between time 0 and T. Consider the risk-free interest rate r and the underlying stock price process S, then the price at time t > 0 of a European option with payoff function U equals
The delta at time t equals
The conditional expectations and their derivatives appearing in (5.5) and (5.6) are estimated following the techniques described in subsection 5.2 (except the control variate). As an example, we estimate the prices P Eu ðt; aÞ and deltas D Eu ðt; aÞ of a European put option with maturity T ¼ 1 and strike K ¼ 45 on the underlying S described in (5.4), at times t 2 f0:1; 0:2; :::; 0:9g and for a 2 f35; 36; :::; 45g. We do not consider European option prices or deltas at time zero since they do not involve conditional expectations. The estimation of the prices or deltas based on the CDM or MM approach includes the localizing technique. Each estimate results from the same set of N ¼ 5000000 simulated paths. In Table 1 , we present the CDM and the MM estimates for the option prices for a 2 f35; 40; 42g. We also report the relative errors in percentages to the Merton option prices, see Example 4.7. Similar results were obtained for the other values of a 2 f35; 36; :::; 45g. Table 2 shows the corresponding results for the deltas. It turns out that the relative errors when comparing our approach to the one of Merton [21] are very small. Hence the algorithm we developed based on our representations is accurate for European options.
Results for Bermudan option prices and deltas
We consider a Bermudan put option on the stock price process S with parameters given in (5.4), the strike is fixed at K ¼ 45. Amin [42] and Hilliard and Schwartz [45] developed a tree method to estimate Bermudan and American option prices. In the current setting their estimate for the option price equals 9.954. The Merton European option price at time zero equals 9.422. We choose n ¼ 10. The dynamic programing algorithm presented in subsection 5.1 and our representations are used to estimate Pð0; s 0 Þ and Dð0; s 0 Þ. Figures 1 and 2 illustrate the influence of the variance reduction techniques on the estimates for the price. The graphs on the right hand side are obtained by zooming in on the left graphs. Notice the difference in scale between the left and the right graph on the vertical axis. For N ¼ 250i; i ¼ 1; :::; 60, we simulated N paths of the underlying at the discrete time points jT/n, j ¼ 1; :::; n, and we estimated the option price at time zero through the CDM and the MM, with and without control variate and optimal localization technique. In case the European option is included as a control variate, we put c ¼ 0:9. The variance reduction techniques have a remarkable improvement on the results obtained via the CDM and MM approaches. It appears that the CDM results show some more variation than the MM results. Table 3 presents the estimated prices of the Bermudan put option with strikes 30, 35, 40, 45, and 50, obtained through the sorted CDM and MM approach including the control variate and the exponential localization function. For these estimates, a time discretisation is performed for n ¼ 10 and 100000 paths were simulated. We include the estimates for the prices obtained respectively by Amin [42] and by using a regression based method with control variate as in Longstaff and Schwartz [8] .
To evaluate the accuracy of our method, we include confidence intervals for the prices. The computation of these confidence intervals is discussed in [22, Section 3.1] . In our case, we include two confidence intervals which we compute using respectively the CDM and the MM. It turns out that the prices we find lay within the confidence intervals and thus they are in an acceptable range.
As described in paragraph 5.2.4, the computational effort is reduced when we perform a sorted algorithm. Table 4 presents the CPU time in seconds for the LSM, CDM, and MM, respectively. We do not compare the time to Amin [42] and Hilliard and Schwartz [45] methods since there is no clear indication about how long their algorithms take. It turns out that when considering 10 time steps, our algorithms are comparably fast to the regression based algorithm. As analyzed in Bouchard and Warin [22] , the complexity of our algorithms for both the MM and the CDM, when considering the sorted localizing method is of order OðN ln ðNÞ ðdÀ1ÞÚ1 Þ, where d is the dimension of the underlying factor. The complexity of the LSM method depends on the choice of the basis of polynomials as well as the number and power of these polynomials. However, this is not the aim of the study of this paper and we refer to many articles in the literature that studied this issue for LSM. In, e.g. the article by Zhou [46] , the author investigated whether there exists an optimal regression complexity in the LSM framework for options pricing. See also the analysis in Bouchard and Warin [22] and in the thesis of Plavsic [47] . Notice that in this latter thesis, the author pointed out that the computational time for LSM is proportional to the average number of in-themoney paths (i.e. the option's moneyness). That explains why for increasing values of the strike K, the CPU time for LSM increases in Table 4 . Table 5 presents the estimated deltas of the Bermudan put option with strikes 30, 35, 40, 45, and 50, obtained through the sorted CDM and MM approach including the control variate and the exponential localization function. For these estimates a time discretisation is performed for n ¼ 10 and 500000 paths were simulated.
We conclude that the extension that we provided to the geometric Brownian motion model observed in Bally et al. [39] by adding normally distributed jumps to the driving process leads to numerical results which are in line with those found in the literature. As is the case in Bouchard and warin [22] , the Monte Carlo method showed to be very promising in the context of jump-diffusions and could be further improved. Table 4 . CPU time in seconds for the different methods to compute the estimates of Bermudan put option prices for parameter set (5.4), obtained through the sorted CDM and MM approach with control variate and exponential localization and by the Longstaff-Schwartz method [8] European deltas computed via the Merton approach. Bermudan option delta estimates from Hilliard and Schwartz [45] (H-S).
Numerical results for the additive model
In this subsection, we consider the additive model (2.9) with X as described in (2.10) and Y given by
where L 0 is a compound Poisson process with intensity l and exponentially distributed jumps with parameter .
The aim is to compute the price of Bermudan options as time-discrete approximations to American options written on such models using the conditional density representation. For the numerical example to be relevant for the energy markets, we note that Benth et al. [48] showed empirically that the spot model fits the Phelix Base electricity price index at the European Power Exchange (EEx) very well. In their article, they estimated the parameters in the suggested model and found the following values We compare our conditional density method to the regression based method as in Longstaff and Schwartz [8] . Table 6 represents the estimated prices of the American put option with strikes 5.5, 5.25, 5, 4.5 obtained through the sorted conditional density method including the exponential localization function. For these estimates, the number of exercise dates n ¼ 10 and 10000 paths were simulated. For the same parameters, we include the estimates for the prices obtained by the regression method which we denote in the table by LSM and also the cost in seconds for each method.
In the case, the strike K ¼ 5 and n ¼ 10 the LSM indicates rank deficiency. That could explain the difference in the prices given respectively by the LSM and the CDM in the third row of Table 6 . This is due to the fact that the LSM algorithm for pricing American options is unstable when the time parameter is small. See for example the discussion in Mostovyi [23] .
The CDM with sorting as shown in Table 6 is comparably fast to the LSM. It can always be applied to compute the price of the American option in contrary to the LSM.
Conclusion
Conditional expectations play an important role in the pricing and hedging of financial derivatives. In the literature, there exist several methods for the numerical computations Table 6 . Estimates of American put option prices for parameter set (5.8), obtained through the sorted CDM approach with exponential localization. n ¼ 10 and N ¼ 10000. American option price estimates using the regression based method as in Longstaff and Schwartz [8] .
of conditional expectations. One of the methods is to use Monte Carlo by rewriting conditional expectations in terms of expectations without conditioning but involving weights. This was first discussed in Fourni e et al. [1] in a continuous framework. In this paper we extended this latter approach to include L evy and jump-diffusion processes. For this purpose we used two approaches: the conditional density method and the MM. We applied the developed theory to the estimation of Bermudan and American option prices and their deltas. We used a localization technique and a control variate to improve the estimation of the involved expectations. Moreover, we illustrated our results with different examples and found accurate numerical results. As far as further investigations are concerned, one may study other choices of the weights in the representation of the conditional expectations. Notice that there are infinitely many possibilities for the weights and thus infinitely many representations of the conditional expectations. Moreover, one can study parallelization for the Monte Carlo method with Malliavin calculus to improve the numerical results as discussed in Abbas-Turki and Lapeyre [18] .
Finally, one can also study the MM for the computation of conditional expectations where conditioning is considered w.r.t. two random variables. One might think for example of the hedging of Asian options or spread options. In this context, the Longstaff-Schwartz method is not suited since the regression with two-dimensional explanatory data becomes numerically involved. The MM can be promising in this case.
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