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Abstract-The paper is a systematic survey of recently developed methods for the acceleration of MM, matrix 
multiplication, with some attention to theconnections between MMand othercomputational problems(Boolean 
MM,DirectSumConjectureor DSC).Thetechniquesof trilinearaggregating,unitingandcanceling,ACJC,dueto 
the author, give the exponent < 2.77614and a small constant defining an upper bounds on the both complexities, 
of MMandBooleanMM. BycombiningALrCwithotherrecenttechniquesduetoBini,Capovani,Lotti,Romani, 
Schiinhage and Winograd, the exponent was recently reduced to less than 2.5161 by the price of a serious 
increase of the constant. The AUC techniques are used to disprove DSC over the class of any precision 
approximating (APA) algorithms and also over the class of all so far designed conventional bilinear algorithms 
for MM. 
I. INTRODUCTION 
In 1968 Strassen[l], surprised the scientific world by his algorithm for N x N matrix multi- 
plication and inversion (hereafter eferred to as MM and MI), for solving a system of N linear 
equations and for several other important problems reducible to MM because his algorithms 
require only O(N@), @.<2.8074 arithmetic operations vs 0(N3) in classical methods. Only in 
1978 this result was further improved, and then several improvements followed in 1979[2-91. So 
far the exponent was reduced from Strassen’s 2.8074 to less than 2.52 as a result of a 
combination of several recently developed methods. 
The progress in the acceleration of MM had a great impact on the theory of arithmetic 
computational algorithms. Strassen’s discovery in 1%8 influenced a serious and systematic 
study in that important for applications area[lO-131. That study provided us with insights into 
the nature of several other problems. Apparently different algorithms for arithmetic com- 
putations turned out to be closely related. One of the new striking examples was a recent 
discovery by Schijnhage[9] who noticed the connection between MM and the DSC, Direct Sum 
Conjecture (DSC is well known in the theory of arithmetic omputations[l3,14]). Previously 
developed techniques of AUC, aggregating, uniting and canceling[4-6,151, gave extremely 
efficient ools to utilize this observation for the acceleration of MM. (AUC also furnishes a new 
approach to the DSC itself.) Another important and surprising example of methodological 
interaction within the realm of the arithmetic omputational complexity was the acceleration of 
MM obtained in[2,3] by an ingenious modification of the method of algebraic field extension. 
(This method was known for several other computational problems,[l3,16].) 
We believe that such a fruitful interaction of methods of research in this field will continue. 
In the present paper we focus mainly on MM which has the assymptotically equi,valent 
complexity with MI. 
The available excellent surveys of the results on MM in Refs.[lO-121 have been written 
before 1978 when the new development in this area was initiated. Thus we outline a recent 
progress in the acceleration of MM in the following table. 
In principle, we strongly prefer references to the papers and books published or presented 
for publications over the references to the lectures and verbal discussions, although this 
principle is disadvantageous for author’s older results on MM. However extremely rapid 
progress in the acceleration of MM in 1978-1979 forces us to keep the record of published 
results altogether with the dafes of their submittances for publication or their public 
announcements. For example, two latest exponents, 2.548 and then 2.522 were announced (in 
this chronological order) during the Symposium in Oberwolfach, West Germany, in October 
1979. 
*This research has been supported in part by NSF grant (proposal I.D. No. MSC 800 3347). The paper inc)udes some 
material of author’s earlier works done at IBM Research Center, Yorktown Heights, NY 10598, U.S.A. 
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Table 1.1. 
Exponent Author Date of Publication 
Date of announcement 
or submittance for 
publication 
2.8074 Strassen 1%9[11 
2.795 Pan Octoberl978[4] 
2.7864 
2.7801 
2.7799 
2.6088 
2.6054 
Pan February 1979[5] 
Pan February 1979[5] 
Bini, Capovani, November 1978- 
Lotti and Romani March 1979[2,3] 
Schiinhage June 1979[8] 
Pan October 1979(6] 
2.548 Schonhage To appear [9] 
2.522 Pan and 
Winograd 
To appear[‘l] 
1968[1] 
May-August 1978, 
submit. [4] 
October 1978 [4] 
April-May 1979 
May-August 1979 
submit. [6] 
October 1979 
(Oberwolfach) 
October 1979 
(Oberwolfach) 
It should be also emphasized that, starting with April 1979, the progress in the asymptotic 
acceleration of MM was obtained by combining and varying the methods of Refs.[2- 
6,8,9,15, 171 and thus is due to all the authors of those papers. In particular, the exponent 2.522 
was obtained on 28 October 1979 when the authors noticed that the two constructions presented 
during the symposium at Oberwolfach[6,9], can be easily combined together. 
In the next table, we demonstrate how different approaches combined become more 
powerful. 
Here AlJC denotes the method of aggregating, uniting and canceling[4,5, IS]. APA, any 
precision approximation, is a notation for the method due to Refs. [2,3]. PMM stands for 
partial matrix multiplication and denotes two ingenious methods influenced by Refs. [2,3] and 
introduced in Refs. [8,9]. 
Table 1.2. The best exponents so far obtained for MM by different 
methods and their combinations 
APA 
AVC AVC APA AVC 
AVC APA PMM APA PMM PMM PMM 
2.776123 2.7799 3 2.7378 2.77594 2.695 2.522 
In this paper, we base on the papers [2-6,8,9,15,173 and systematically treat all the three main 
approaches developed for MM, that is AUC, APA and PMM. We prove all the main results. Most 
of our proofs are elementary although not always straightforward. To be consistent, we had to 
choose between two good forms of the presentation. We preferred to reduce MM to the 
decompositions of bilinear and trilinear forms rather than tensors, so that the readers’ knowledge 
of the theory of tensors is not assumed. (Several results on MM would sound more elegant in the 
tensorial version[3,8,9, 181, but in other cases, as with the AUC techniques, the direct trilinear 
analysis eems more illuminating.) 
We expect that presented in this paper methods, if better understood, may work again for 
MM and other problems, particularly, in combinations with new ideas to be developed. For 
instance, the improvement of the best known lower bounds on the complexity of MM[19], 
being combined with AUC might result in disproving the LXX. This would be 
important for the theory of arithmetic omputation. Also some of the techniques used for MM 
may turn out to be effective for the convolution of vectors (polynomial multiplication) and 
Discrete Fourier Transform. 
We will not be surprised if at the moment of publication of this paper, or even before, a new 
acceleration of MM is announced. 
We took the following order of the presentation in this paper. In Section 2 we write the 
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product of two m x n by n x p matrices as a set of bilinear forms with the entries of given 
matrices as indeterminates and also as one trilinear form (equivalently, we could use a 
3-dimensional tensor of the size m x n x p). This reduces MM to certain linear decompositions 
of the bilinear and trilinear forms as the sums of M = M(m, n,p) terms. Each such decom- 
position for some particular triplet (m, n, p) generates an algorithm for m X n by n X p matrix 
multiplication. 
At first, such a basic decomposition is recursively applied sufficiently many times and then it 
is turned into bilinear algorithm for MM. This gives a method to evaluate the product of N X N 
matrices for arbitrary N in 0(N8) arithmetic operations with the exponent /3 = 3 log M/log 
(mtzp). This basic result is presented in Section 2. In the subsequent sections we study several 
more general classes of bilinear and trilinear basic decompositions with the similar properties. 
That is, on the one hand, the recursive applications of a basic decomposition result in 
decompositions of the same class and, on the other hand, a certain way is given to transform 
each decomposition of this class into an algorithm for MM. The key idea is that the latent 
rapidity of the basic decompositions i accumulated uring their recursive applications, so that 
the resulting algorithms for MM are fast. We will use the name Iterative Accumulation of 
Rapidity, ZAR, for that method. The well known method of Algebraic Field Extension, 
AFE[13], and the reduction of Boolean MM to MM [16], give two particular examples. Our 
presentation of this method is motivated by the two latter examples and by other ones, that is 
by the ingenious constructions of [2,3,8,9] which resemble the AFE method but are not the 
specific cases of it. The ZAR method is one of the two basic elements of our study in this paper. 
In Section 3 we present some simple applications of the ZAR method to MM. In particular, 
some fast algorithms for MM may involve undesirable non-rational constants. Then we 
consider such algorithms as basic decompositions, apply the AFE method, and thus obtain fast 
algorithms with only rational constants. Similarly, the problem of Boolean MM is reduced to 
MM with rational parameters via our simple variation of the ZAR method combined with the 
approach of Ref. [ 161. 
In Sections 4-6 we introduce the AUC techniques, which constitute another basic element 
of our survey. These techniques are based on the trilinear version of the problem of MM and 
on the possibility to group and regroup the terms of the decompositions. The AUC techniques 
reduce such manipulations with the terms to certain manipulations with the corresponding 
triplets and pairs of indices. In this way we finally obtain the decompositions with smaller 
number of terms and, hence, fast algorithms for MM. In Section 4, by way of illustration, we 
present a simplification of the AUC techniques, in order to decompose some general trilinear 
forms. In Sections 5 and 6 we outline two genera1 schemes of the application of the AUC 
techniques to MM. In Section 5 we use only aggregating and uniting to derive a more primitive 
version of the AUC which we call the 2-Procedure[5]. In Section 6 we present the more 
complicated 3-Procedure which includes canceling and is superior over the 2-Procedure. The 
3-Procedure generates decompositions of the trilinear form of MM as a sum of comparatively 
small number of terms. In Ref.[S] the exponent 2.7801 is obtained in this way. In Sections 7-11 
we modify the 3-Procedure and obtain a better exponent, 2.77614, with a small constant. 
In Sections 12, 13, 15-17 we prove the possibility to apply the ZAR method to certain classes 
of basic decompositions. In Sections 14 and 19 we do apply the AUC techniques to those classes 
of decompositions and show that for each new class the power of the AUC techniques 
enhances, so that finally we obtain the exponent 2.522 (Section 19). 
More specifically, in Section 12 we introduce the basic decompositions in which zeroes 
substitute for some entries of two given matrices and of their product. Following Ref. [8] we say 
that such decompositions and corresponding algorithms are designed for Partial Matrix Multi- 
plication, PMM. (First such a decomposition has been found via a clever method of designing 
new algorithms with the use of computers and was presented in Ref.[2], other such decom- 
positions have been studied in [6,83. In Sections 12,17 we prove that the ZAR method is applicable to 
the considered class of basic decompositions. In Section 13 we prove that for a certain subclass 
of that class the same method results in comparatively faster algorithms for MM. In Section 14 
we combine the construction of Section 13 with the AUC techniques. This results in the 
acceleration of MM and also reveals another remarkable property of the AUC techniques. 
Suppose that we have a direct sum of, say, two or three problems of MM, that is two or three 
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products of different and independent pairs of general matrices are to be evaluated. (We 
immediately observe, see Section 13, that the algorithms for that problem can be represented as 
a subclass of the algorithms for PMM.) Then the DSC, Direct Sum Conjecture [14,21], states 
that such an evaluation can not be performed faster than by the independent evaluation of all 
given products of matrices (see the formalization of this statement in Section 13). But with AUC 
we can do such an “impossible” thing. For instance, if two pairs of products of general 10 x 10 
matrices are to be evaluated, then with AUC we need only 1300 multiplication steps. At the same 
time the best known algorithm for the separate valuation of those products requires at least 1420 
multiplication steps. We may expect hat the known algorithms for 10 x 10 matrix multiplication 
are far from being optimal and that the DSC is true over the class of optimal algorithm for MM 
(although in Section 20 we show how to disprove DSC for MM over the class of optimal unstable 
approximating algorithms). If DSC had been true, then using AUC we could have reduce the 
exponent of MM. Schonhage [9], moreover, proved that, surprisingly, in case of very large matrices 
it is possible to obtain almost he same exponent with and without DSC. The proof uses the IAR 
method. 
We reproduce this ingenious result in Section 13 and call it EDST, the Exponential Direct 
Sum Theorem for MM. Then again, EDST and AUC together accelerate MM more 
significantly where they are combined with another important echnique due to Bini, Capovani, 
Lotti and Romani[2,3]. We introduce that technique in Section 15 using the example (from 
Ref. [2]) of a fast but numerically unstable algorithm, APA, which evaluates the product of two 
2 x 2 matrices A, B with arbitrary precision. Then following Refs. [2,3], we generalize this 
example and reintroduce APAs as a class of unstable approximating algorithms for MM. Some 
of such algorithms are faster than any conventional algorithm for the same problem. In 
Sections 15 and 16 we prove that APAs can be used as the basic decompositions in the IAR 
method. That is we show that the APAs can be applied recursively (see Lemmas 15.1, 16.1, 16.2 
in Section 15, 16) and also can be turned into a little slower conventional algorithms for the 
same problems. (See Lemma 16.3 in Section 16 and Remark 16.5 where we also present he 
quantitative comparison of the rapidities of original APA and of the conventional algorithm 
generated by this APA.) As a result of the application of the ZAR method with APAs as basic 
decompositions, MM becomes table and remains fast. This important and influential result is 
due to Refs.[2,3] and gives the exponent = 2.7799. Schonhage and Winograd[8,17], in- 
dependently each of other gave a different of Ref.[3] proof of Lemma 16.3 which is reproduced 
in Section 16. Another auxiliary result (see Lemma 16.1) that the recursive applications of fast 
APAs gives again fast APAs for larger problems was used in Refs. [3,6,7,17] but nowhere has 
been proven yet. We carefully prove it in Sections 15 and 16. 
With the results of our studies of the PMM and APAs in Sections 12-17 we immediately 
observe that those two approaches to the acceleration of MM can be combined together. In 
Section 16 we present he appropriate xtension of the EDST and of other results of Sections 
12, 13 to the case of APA. In Sections 12, 13, 15, 16 we are basing on the remarkable results of 
Refs. [8,9] (which in turn originate in Refs. [2,3]), but we give different proofs. (The present 
author is familiar with the paper[9] only from the presentation by its author at Oberwolfach in 
October 1979.) We base our proofs on our basic Theorem 13.1, on Bernoulli law of large numbers 
and on the r-dimensional generalization of that law. This furnishes us with a different insight into 
the method and allows to strengthen some results of Refs. [8,9]. 
As we see in Section 19, the efficiency of the combinations of the AUC techniques with the 
APA-PMM designs enhances if the AUC is applied in the form of the 3-Procedure rather than 
of the 2-Procedure. The best exponents derived in this way are ~2.522 (via a modification of 
the 3-Procedure, Section 19) and = 2.548 (via a modification of the 2-Procedure[9]). Similarly, 
if a weaker version of the APA-PMM design (without he results of Section 13 and their APA 
extensions) is combined with the 3- and 2-Procedure, then this gives respectively the exponents 
= 2.60874, see Section 19, and = 2.6088 [8]. 
Most of listed exponents give upper bounds on the complexity of MM over arbitrary field 
of constants, F, and also on the complexity of Boolean MM. (For instance, the exponent = 2.522 is 
obtained over arbitrary F with the only restrictions that 10 is not the zero of F. This covers the most 
interesting cases.) Unfortunately the corresponding constants in the upper bounds are extremely 
large because we can obtain those small exponents only via the ZAR method which in this case 
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requires everal recursive steps while the size of the problem exponentially grows with the number 
of such steps. That rapid growth of the constants i  analyzed in Ref. [8] and also is confirmed by the 
results of our numerical experimentation presented in Section 18. It is of interest hat the exponent 
= 2.77614 isobtained in Section 11 without he ZAR method. Thus the algorithm of Section 11 is the 
best known method for MM problems of moderate sizes. 
In Section 20 we use the AUC techniques to disprove the DSC over the class of APA 
algorithms[9]. In the final Section 21, we present he list of some notation and abbreviations 
used throughout the paper. 
Some sections of the paper may be read independently of others. Section 2 is related to all 
the sections. Other connections between them are shown on the next diagram (which does not 
include Section 21). 
In particular, Sections 12, 13 treat the problems of partial MM and can be read in- 
dependently of Sections 3-11 (although Section 14 based on the methods of Sections 5-l 1 gives 
a motivation for such a treatment). Similarly, in Sections 15-18 the APA for total and partial 
MM are related to Sections 5-l 1 only via Sections 19 and 20. The best exponent of MM, 2,522, 
is derived without the theorem proved in Section 17, so that some readers may skip that 
section. In Appendix we consider a way to reduce the exponent o 2.5161. 
PART 1. PRELIMINARY MATERIAL 
2. DECOMPOSITIONS OF BILINEAR AND TRILINEAR FORMS FOR MM 
Hereafter A = (Uij), B = (I-Q), C = (c,) are given general matrices of the sizes m x n, n x p, 
p x m, and L,‘(A), L,*(B), Lq3(C) are linear forms of their entries, in particular, 
m-l p-l 
L,3( C) = 
a 
Y&ii. 
,= (2.1) 
Here and hereafter we assume that {aij, bll, c,} are indeterminates over a given ring F, and 
that all the coefficients of L,‘(A), L,*(B), L,‘(C) are constants of F. Our main concern is about 
two cases. Case 1. F is an infinite field, for instance, F may be the field of rational numbers, Q, 
or of real numbers, R, or an algebraic extension of Q or R, in particular, F may be the field of 
complex numbers. Case 2. m = n = p, F is Z, the ring of integers modulo r = n (algorithms for 
MM over Z, can be transformed into algorithms for Boolean matrix multiplication[l6]). 
A bilinear algorithm for MM can be written as the following system of the identities in A, B: 
P, = Ls’(A)Lsz(B), q = 1,2. . . , M. 
n-l 
&, aijbjk = $ ‘Yfipq = qz, Y% Lq’(AVq2(B), 
I= 
i=O,l,..., m-l,k=O,l,..., p-l. (2.2) 
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Arbitrary arithmetic algorithms for MM and MI can be reduced to algorithms (2.2) with 
roughly the same arithmetic omplexity, the case of the algorithms without divisions is treated 
in Ref. [20], and the general case in Refs. [15,21]. 
Given an algorithm (2.2) for m = n = p, we can apply it recursively h times and obtain an 
algorithm for n” x n” matrix multiplication. (Indeed, the entries of A, B and AB can be 
considered in turn matrices.) Counting the total number, A(nh), of ‘arithmetic operations for 
MM for h +UJ we obtain that only the number of multiplications M = M(n), governs A(n”). 
THEOREM 2.1 [I] 
Let (2.2) hold for some m = n = p and for a ring or field F. Then for arbitrary N at most 
cNB arithmetic operations uffice for N x N matrix multiplications over E Here p = log .M, c 
is a constant. 
This Theorem motivates the following basic definition, 
BASIC DEFINITION 2.1 
Let /3 and c = c(p) be two numbers uch that for arbitrary N at most cNB arithmetic operations 
suffice for N x N matrix multiplication over a given ring F. Then /3 is called an exponent of MM 
over F, c = c(p) is a constant corresponding to the exponent j?. Similarly, if cNP bit-operations 
suffice for N x N Boolean matrix multiplications (N arbitrary) then 6 is called an exponent of 
Boolean matrix multiplication. p is called a limit exponent of MM if /3 + e is an exponent of MM 
for arbitrary E > 0. (Similarly for Boolean MM.) 
Remark 2.1. In the sequel, see for instance, Sections 13, 19, we will obtain series of different 
pairs, 
(8, c,), q = c(&), f-0,1,2,. . . , such that 
Po>Bt>Pz>..* > p, co<c,<cz< . . . . . 
Algorithm (2.2) is, in fact, a specific decomposition of All, the set of bilinear forms of 
{a, bkl}. Theorem 2.1 reduces N x N matrix multiplication for arbitrary N to the algorithm 
(decomposition) (2.2) for some particular m, n,p. Strassen in Ref.[l] exhibited an algorithm 
(2.2) for m = n = p = 2 with M = 7 and thus obtained his famous method for MM with the 
exponent p = log,7 = 2.8074. 
The subsequent asymptotic accelerations of MM were based on the equivalence between a 
bilinear decomposition (2.2) and a corresponding decomposition of one trilinear form[l5,18] 
(some other interesting equivalent representations of (2.2) are not discussed in this paper, see for 
instance Refs. [ 14,221). 
THEOREM 2.2. 
(2.2) is equivalent to the following identity in A, B, C, see (2.1). 
(2.3) 
Here Tr(ABC) denotes the track of the square m x m matrix ABC. 
Proof. In order to obtain (2.3) from (2.2), multiply the identity (2.2) for each pair (&, i) by an 
indeterminate c&i and then sum the results for all (k, i), see (2.1). In order to obtain (2.2) from 
(2.3), consider the left and right parts of (2.3) as two linear forms of the indeterminates cki and 
equate the coefficients of each cu. Observe that in both cases the transformations are 
equivalent. 
0 
In Ref.1151 the representation (2.3) was used to derive some estimates for M and to design a 
fast algorithm for MM. 
COROLLARY 2.1 (Duality for MX, see Ref.[15] or [23]). 
Let M = M(m, n, p) be the number of terms in a given decomposition (2.3), v be a permutation 
of (m, n, p). Then M(?z(m, n, p)) = M. 
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COROLLARY 2.2 [15]. 
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Let (2.3) hold for a given triplet (m, n,p) and a ring or field F. Then for arbitrary N there 
exists a decomposition (2.2) over F in which nt = n = p = N and M = cNB, or equivalently (see 
Theorems 2.1, 2.2) at most cNB arithmetic operations uffice for N x N matrix multiplications 
over F. Here c is a constant, and p is an exponent of MM, 
p =3 log,,M. 
Proof. Corollary 2.2 can be easily proved basing on Theorems 2.1,2.2, and Corollary 2.1 (by 
virtue of them, we can extend (2.3) from the case (m, n, p) to the cases (p, m, n), (n, p, nt), and 
then to the case (mnp, mrzp, mrzp)). 
IJ 
Hereafter the number of terms, M, in the decompositions (2.2), (2.3) is called the complexity 
of those decompositions. 
The problem of MM is a particular case of the problem of the evaluation of a set of bilinear 
forms. Bilinear algorithms for that problem can also be represented as the decompositions of
types (2.2) and (2.3) (although Theorem 2.1 and Corollary 2.2 may not hold then). 
For illustration, we present such generalizations of (2.2), (2.3) now and consider them also in 
Section 4 and occasionally throughout the paper. (We use them only as illustrations.) MM and 
the problem of convolution of a pair of vectors, also known as the problem of polynomial 
multiplication [ 13, 141, give two important examples. 
Let an arbitrary 
Ui, bk,[ll, 131, be to 
m-l p-l 
set Z Z Tiir,aibk,j=O,l,..., n - 1, of n bilinear forms of indeterminates 
i=O k=O 
be evaluated. Then write 
(2.4) 
(2.5) 
Here, Tijk, yjq are the constants belonging to the given ring or field F; I:(U), 1,2(b), iq3(d) are 
linear forms of the indeterminates, {Ui}, {bj}, {dk}, with the coefficients from E 
The set {Tijk} can be considered a 3-dimensional tensor, t. We may start from the tensor t, 
and assume that the set of bilinear forms (2.4) and the trilinear form (2.5) are defined by t. M is 
called the complexity of the decompositions (2.4), (2.5), and minimum M over all such 
decompositions i called the rank of given tensor t and is denoted r(t). In many cases rank is 
not known, but each decomposition (2.4), (2.5) gives its upper bound. Using well known 
techniques of the theory of tensors it is possible to give an equivalent interpretation and 
generalizations of some of our results and proofsp, 7-91. 
The equivalence of (2.4) and (2.5) is established similarly to Theorem 2.2. 
If in (2.4), (2.5) we write i = (a, 71, k = (y, A), j = (p, v), 7ijk = S,,.&,S, where S,, = 0 if s # r, 
S,, = 1, then (2.4), (2.5) become (2.2), (2.3) (up to the equivalent notation), so that (2.2), (2.3) can 
be viewed as a particular case of (2.4) (2.5). 
n-1 
On the other hand, if We designate 2 ?ijk dj = cki, Ui = Uio, bk = b,k, i:(d) = i:(c) and assume 
j=O 
that cki are indeterminates, then we have the following generalization of (2.5). 
(2.6) 
This is a particular case of (2.3) (when n = 1). 
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3.RELATIONSAMONGTHEALGORITHMSOVERDIFFERENTFIELDSANDRINGS. 
In this section we discuss the following way to derive fast algorithm (2.2), (2.3) over a given 
field or ring E First, derive a fast algorithm (2.2), (2.3) over an extension E of F, then apply this 
algorithm recursively sufficiently many times, and then transform the resulting algorithm over E 
into an algorithm over F[13,16]. This method can be called the method of algebraic extension 
of fields and rings, although traditionally in theory of arithmetic omputations it is cited as the 
method of algebraic field extension, AFE. This important method can be illustrated by the 
following result (which is not used in the sequel). 
THEOREM 3.1 
Given (for some particular M, m, n, p) a decomposition (2.2), (2.3) over the field of complex 
numbers, then for arbitrary N at most 6cNB arithmetic operations over real numbers uffice for 
N x N real matrix multiplication. Here c, j3 are the same as in Corollary 2.2. 
Proof. At first, apply Corollary 2.2 to multiply two N x N matrices in cNB arithmetic 
operations over complex numbers, then reduce each operation with two complex numbers to 
the operations over their real and imaginary parts. 
cl 
Now along the same line, we obtain the following generalization of Theorem 3.1 which also 
can be viewed as a generalization of Theorem 2.1 and Corollary 2.2. 
THEOREM 3.2 
Let a field E = F(x,,) be an extension of a given field F by a root x0 of a polynomial PJx) 
over F, such that x0 E F, Pd(x”) = 0, P,,(x) is an irreducible polynomial of degree d of x with 
coefficients from F. Let for some M, m, n, p decomposition (2.2), (2.3) over E be given. Then, 
for arbitrary N, cdNB arithmetic operations uffice for N x N matrix multiplications over E 
Here cd 5 cd(2d - l), c, p are as in Corollary 2.2. 
Remark 3.1. In the sequel we use Theorem 3.2 only in the case d = 2. 
Proof. The bound cNB on the complexity of MM over E follows from Corollary 2.2. As is 
known, all constants of E can be represented as polynomials of x0 with coefficients in E Then 
each arithmetic operation in E is equivalent o the same operation over two polynomials of x 
modulo Pd(x). Each such an operation requires at most d(2d - 1) arithmetic operations over F 
for arbitrary d(even if the straightforward algorithm is used [13]). 
cl 
Remark 3.2. (Analysis of the AFE method). The transformation from an algorithm over E to 
an algorithm over F results in the increase of the total number of arithmetic operations in cd 
times, cd I d(2d - 1). This increase is overcompensated by the acceleration obtained if a given 
fast algorithm over E is first recursively applied sufficiently many times. Unfortunately, the 
number of required recursions is sometimes very large, and then the AFE method becomes 
efficient only for extremely large problems. In particular, this is the case for modifications of 
AFE which are studied in Sections 12-19. 
In the sequel the following result will be used to reduce Boolean MM to our methods of 
MM [16]. 
THEOREM 3.3 
Given a decomposition (2.2), (2.3) for some M, m = n = p over the field Q of rational 
numbers, then there exist arbitrarily large integers N such that at most 16cdNs arithmetic 
operations uffice for N x N matrix multiplications over the ring, IN, of integers modulo N. 
Here cd and p are as in Theorem 3.2, N <N. 
Remark 3.3. Theorem 3.3 can be combined with Theorem 3.2 (an algebraic extension of Q 
by a polynomial of degree d may substitute for Q in the statement of the Theorem 3.3, then 16 
must be increased to 16cd). On the other hand, the two theorems cover quite different cases. In 
particular, the ring IN depends on N in Theorem 3.3, unlike the field F in Theorem 3.2. 
Proof. Consider given decomposition (2.2). View its rational constants as quotients of integers. 
Multiplying the identities of (2.2), (2.3) by an appropriate integer, fs, transform them into 
n-l 
analogous identities for decompositions of fs C aiibjk and of fsTr(ABC) over the ring of 
j=O 
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integers. Here s is the cube of the least common multiple of all the denominators of the 
constants in the original decomposition (2.2), (2.3), f is arbitrary integer. We write f = 1 and 
apply the new decomposition recursively h times. The result is a similar decomposition of 
lsh 2’ aijbik, lsh i:!IO aijbjkcki, I arbitrary, in Mh essential multiplication steps over the ring of 
. . 
integers. Let nh > s. Then it is possible to choose an integer N, such that 
N and s are relatively 
and r such that 
nhrN<nh+sC2nh, (3.1) 
prime. Hence N and sh are relatively prime, and there exist integers g 
Let fl< N. A general 
gsh = rN + 1 = l(mod N). (3.2) 
fi x fi matrix can be always represented, see (3.1), as a sum of four 
N x N matrices, each having only zero entries outside of its nh x nh submatrix. Therefore, our 
latter decomposition of lsh X Uiibjk over the ring of integers gives an analogous decomposition 
j=O 
R-1 
of lsh X aijbjk over the ring of integers in at most 16M” essential multiplication steps. It 
j=O 
remains to apply recursion and (3.2) with g = 1 to finish the proof. 
Remark 3.4 Hereafter we consider the decompositions (2.2), (2.3) and their generalizations 
over fields (the end of Section 9, Lemma 16.3, and Corollary 16.1 are the .exceptions). 
In the sequel all our results always hold in case of decompositions over E = F(x”) where E is 
an algebraic extension of an arbitrary infinite field E By the virtue of Theorems 3.2, 3.3, this 
covers the most interesting for uscases of F 2 Q and Boolean MM. In fact, our estimates for 
the exponents and reductions of the problem of MM in Sections 12, 13, 16 are proven in more 
general cases. For instance, all exponents of MM are valid over F = I, where r is sufficiently 
large, see Remarks 11.1, 14.3, 19.4. Theorems 13.1-13.3 will be proven over arbitrary E 
Theorem 16.1, 16.2 and Corollary 12.2 will be proven over arbitrary F containing sufficiently 
many elements, and this means that they also hold over an arbitrary field F[8]. Indeed, if F has 
too few elements, then we can replace F by its algebraic extension E and then apply Theorem 
3.2. (For any finite field F and arbitrary N there exists E = F(xO), an algebraic extension of F, 
containing at least N elements.) 
4. TRILINEAR AGGREGATING AND UNITING FOR GENERAL SYMMETRIC TENSORS 
In this and the next two sections we describe some techniques of AUC, trilinear aggregating, 
uniting and canceling [4,5,151. 
We start with the following example. 
Example 4.1 
Problem. Given 
7ijk =?kjiYirit k=O, 1,. . . ,m-l,j=O, 1,. . . ,t~- 1. (4.1) 
Find a decomposition (2.4) with M = O.Sm(m + 1). 
Remark. M = m2 is immediately obtained even without (4.1) see (2.6). 
Solution. Consider the following identity. 
7@ibk + T&kbi. = Tijk(Uibk + Ukbi) = rijk(ai + Uk)(bk + bi) -Tijk(@bi + &bk). (4.2) 
Here the pair Of terms, TijkOibk, ‘T&bi, k replaced by their “aggregate”, Tijk(ai -k Uk)(bk + bi), 
corrected by the subtraction of two terms. This gives three terms in the right part of (4.2) vs 
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two terms in the left part. Now let (4.2) be multiplied by di and summed for all i, j, k, i > k. Then 
m-l i-l n-l m-l n-l 
z&s 
(riikuibk + siiu,tbi)di + 
T& 
suibidi 
i= I= 
m=l i-l m-l 
= 
?JF 
Tik(Ui + ak)(bk + bi) + 
T 
Tiiuibi 
I= =o I= 
-2 (zoTik)uibi 
m-l i-l 
Ti@kbkv 
where 
n-l 
Tik = 2 Tiikdh 
I=0 
This is a desired decomposition, since all the correction terms are now united into the only 
m different products uibi, and there are only OSm (m - 1) different “aggregates” (Ui + Q)(bk + 
bi) for 0 I k < i I m - 1. 
CI 
5.TRILINEAR AGGREGATING AND UNITING FOR MM.2-PROCEDURE. 
The trilinear techniques, A UC, for MM include as the first step aggregating some I-tuples of 
products T(i, j, k) = UiibikCb in Tr(ABC). The products are grouped in such a way that after 
their aggregating it is possible to unite several correction terms into comparatively small number 
of terms (in some cases part of the correction terms can be canceled). By the virtue of a 
theorem from Ref[5], any fast algorithm for MM can be derived in this way, but so far only 
two realizations of this scheme have indeed been successful, see Refs. [4,5, IS]. They are based 
on the aggregating of pairs or of triplets of the terms T(i, j, k) and are called correspondingly 
2-Procedure and 3-Procedure in Ref.[5]. Since 2- and 3-Procedures have similar elements, we 
will present a more complete description of the former one, which is simpler. 
Let hereafter IHI denote the cardinality of a set H. 
We start with the illustration of 2-Procedure for MM by presenting the following 
decomposition, [ IS], where m = n = p, d,,, = do,,, df, n = df, ,_,, d stands for a, b, c, 0 of S n. 
Example 5.1 
n-l 
UiibikCki = i+i+zevcn(Uii •t ak+l,i+d(bjk +bi+l.i+dCki+ ci+Lk+l) 
n-l 
-F 
ak+l.i+l 
F: 
(bjk f bi+l.j+l)Cki 
i. =0 j: i+j+ IS even 
n-l 
- Jo aijbi+t.j+t k: i+j$ir even (cki + cj+l.k+l) 
n-l 
-k&i:i+j+%cven 
(Uij + Uk+l.i+l)bjkCj+l.k+i. 
As is easily verified, this is a decomposition (an algorithm) (2.3) with M = (n3/2) + 3n2. General- 
izing such a design gives the following construction (ZProcedure). 
Let S*, S be two disjoint sets of triplets of integers with the same cardinality, IS’*] = ISI, 
such that they can be represented in the following way: 
S* = {tit@, j(q), k(q), 4 = L2,. . . , IS*l>, 
s = {(&I), h?), f(q), q = 1,2,. . . 9 I$, (5.1) 
where 
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f(q) = i(r) iff i(q) = i(r), 
j(4) = T(r) iff j(4) = j(r), 
Q(q) = E(r) iff k(q) = k(r), 
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so that each c jj k is a function of correspondingly i, j, or k. Hereafter we write 
(5.2) 
Now consider the following decomposition. 
T(S*, 3) = P - T' - T2 - T', 
TV*, $ = 9 (TW, i(q), k(q)) + T(hq), ~61)~ .kdh 
q=l 
+ %(q$Cq))(bj(q)k(q) + b%q)i(q))(Ck(qMq) + CTcq)hq))’ 
T’ = F ui(q)i(q)bfb7)Tk2) k? (ck(qMq) + Ch)hs))~ i(q . J(4) 
T3 = 
(“i(qU(q) + u- k(q)~(q))bi(q)klq)Ciq)~(q~ 
Notice that r0 is obtained by aggregating the pairs of terms of T(S*, s), and that the 
correction terms are united into the terms of T’, T2, T3, so that their number is reduced. 
The numbers of terms of T(S*, s), To, T’, T2, and T3 equal correspondingly to IS* U sI= 
W*I, IS*l, IQI, ISXL and PSI. H ere and hereafter for arbitrary set S of triplets of integers, in 
particular, for S = S*, we define 
s,g = Km, g(d), 4 = 1929 * * * 9 IS!}, f, g stand for either i, j, or j, k, or k, i. (5.3) 
Also hereafter we write 
S(nt,n,p)={(i,j,k)(Osisnt-1,0~j~n-1,O~k~p-1}. (5.4) 
Now the problem of deriving decomposition (2.3) with given even m = n = p and with small 
M can be reduced to the design of the two disjoint sets of triplets of integers, S*, S, such that 
IS$l + lsil + Istl is minimized, S* U 3 is a set S(n, n, n) of all the triplets of integers mudulo n. 
(Then 2lS*I = n3, (S*l = 0.5n3, T(S*, S) 7 Tr(ABC)). As is shown in Ref. [5], the minimum of 
Is;1 + lSZil+ lSXl un d er such conditions equals 2.25d for any even n. Thus for arbitrary even 
m = n = p the 2-Procedure results in decomposition (2.3) with M = 0.5n3 + 2.25n2. Choosing 
S*, S, such that S* U 3 is a proper subset of S(n), it is possible, see Ref.[5], to reduce M so 
that 
M = 0.5(n3 - 3n) + 2.25n2. (5.5) 
This gave the smallest known M in (2.2) - (2.3) for n = 10,14. 
For n L 16 smaller M in (2.3) can be obtained by an analogous, although more complicated, 
3-Procedure introduced in Refs. [4,5]. 
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6. TRILINEAR AGGREGATING, UNITING AND CANCELING IN 3-PROCEDURE. 
Hereafter to simplify our notation we write (ijk) and T(ij&) instead of (i, j, k) and T(i, j, k) 
unless this causes a confusion. 
3-Procedure is based on the aggregating of the triplets of terms T(iojoko), T(j,k,iJ, and 
T(k2ij2), where ir = i&), jr = j&j,& k, = k,(k,J, I = 1.2. We present he basic steps of aggregating 
for 2- and 3-Procedures in the following tables. 
Here and throughout the Sections 7-10 we use the following rule to represent aggregating and 
its modifications by tables. 
Rule 6.1. Each row of the tables corresponds to a certain term TCfgh). If we sum the 
elements of each column in the table (except the first column) and multiply this three sums, 
then we obtain an aggregate. If we expand the aggregate, then the I-Procedure, I= 2 or I = 3, 
gives 1 desirable terms T(fgh) which are obtained if the three entries of the same row of the 
Table are multiplied. The expansion of the aggregate gives also several unnecessary terms 
(correction terms). All of them can be also obtained from the table as the product of three 
entries from the last three columns such that at least two of the entries are from different rows 
of the table. 
Table 6.1. 2-Procedure 
T(ijkJ aij bit C&i 
T(kij) aE br cz 
Table 6.2. 3-Procedure 
Hereafter we define 
MO, b kd = O’AiJ, MO, h, ko) = (h.iz), IWO, b ko) 
= UO + I%, ko + x9 io + &I, MO, h, ko) = (ko + ?2, io + 6, h + & (6.1) 
where di, G2, $i, F2, j+, y2 are some integers which do not depend on i,,, jot ko. Up to Section 14 
we may assume that they are zeroes. 
In the case of 3-Procedure we define the three disjoint sets of triplets of integers, all having 
the same cardinality. Let 9 be a set of triplets (io, jot k,). 
Let n,S = {(j,k,iJl(iJoko) E s}, l-I23 = {(k2ijJ(iojoko) E z?}. (6.2) 
Then the sum of IS( aggregates 
(at,&, + ajILl + ak$&& + bk+, + &)(ck,,~ f ci,j, f chkz,)v (6.3 
equals the sum of 3151 terms, T(i&k,J, T(j,k,iJ, and T(k2ij2), and of several correction terms. 
The correction terms include the terms (defined for all i,, j,, kJ 
These terms will be called “not so bad correction terms” because after uniting they become less 
numerous than the original terms of Z’r(ABC). Other correction terms, 
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are numerous and will be called hereafter “bad correction terms”. No ways are seen to unite 
them into a small number of terms. Without counting the “bad terms”, the 3-Procedure gives 
A? = Is] + 31Sij U Sjk U SkiI terms in the decomposition for the sum of the 3131 original terms. 
In case of m = n = p this gives a decomposition of n3 original terms of 7’r(ABC) as a sum of 
approximately (n3/3) aggregates, of 3n ’ “not so bad correction terms” and of several “bad 
correction terms”. The latter terms can be canceled by a special Canceling Procedure intro- 
duced in Refs. [4,5], which requires to increase ach of the three numbers of the original terms, 
of aggregates, and of “not so bad correction terms”, in 8 times, that is to 24($ 8n3/3, and 24d. 
For even m = n = p this immediately gives M = (n3/3) + 6n* and after a refinement [5], 
M=n3-n 9 -+-n’. 
3 2 (6.8) 
Both 2- and 3-Procedures give the exponents of MM, p, which are less than 3. In particular, 
p(2) 5 log,6380 < 2.8343, see (5.5) for n = 22, and p(3) zz log.&7216 < 2.7802 < log,7, see (6.8) 
for n = 48. Notice that the exponent furnished by the 3-Procedure is superior over the exponent 
obtained from the 2-Procedure. 
In Sections 7-11 we modify 
m=n=p even. 
the 3-Procedure and obtain M = (n3 + 2n/3) +4n2 + 8n for 
PART 2. MODIFICATION OF THE 3-PROCEDURE AND THE ACCELERATION OF MM. 
7. MODIFICATION OF THE ORIGINAL TRILINEAR AGGREGATING IN 3-PROCEDURE. 
In this and the next four sections we modify the 3-Procedure. This will result in the 
decomposition (2.3) with M = (n3 + 2n/3) +4n2+ 8n for even m = n = p and will be used in 
sequel to derive the exponent of MM, /3 < 2.522. We present this modification as several 
comparatively simple transformations of the original problem of MM. 
In the previous sections we reduced MM to a special trilinear decomposition and then, 
loosely speaking, to the design of a set of triplets of integers, 3, such that, see (6.1), 
3 U n,S U n2S = S(n, n, n), see (5.4), and at the same time, 1st + 3lSij U !$ U SkiI is mini- 
mized. 
In fact, the problem is a bit more delicate. Indeed, on the one hand, IS U l&S U ll,SI = 3/s/, 
but on the other hand, S(n, n, n) = n3 is not divided by 3 unless n is divided by 3. This problem 
can be solved in different ways[5]. In this section we use the following trick. For each 
i,i=O,l,*.., m - 1, we rewrite T(K) = aiibiicii as the sum of the three identical terms, 
U$biicii = p(iii), SO that aii = 3~:. Then we aggregate them for each i. There remain n3 - n 
other terms to aggregate. We observe that n3 - n is always divided by 3. Thus we partition 
those n3 - n terms into (n3 - n/3) triplets and aggregate 3 terms of each triplet. 
In the remainder of this section we describe that aggregating step. We write [5] and also (6.1), 
II,(ijk) = (jki), II,(ijk) = (kij) for all (ijk) E S(n, n, n) (7.1) 
S = So U S’, s” = {(iii), 0 5 i 5 n - 1). 
5?‘={(ijk),O1isj<k~n-l}U {(ijk),Osk<jsisn-1) . (7.2) 
Then we apply the 3-Procedure described in the previous section, so that 
Tr(ABC) = 2 
(ijk) E S 
(T(ijk) + T(jki) + T(kij)) = i (To’ - T” - T*‘). 
= 
Here 
To’= 2 (U~j+U~~+U~i)(6jl,+b~.+bij)(Cki+Cij+cjk),1=0Y1* 
(ijk) E S’ 
3Ui = Uiit U f = Uije 
(7.3) 
(7.4) 
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T”, T2’ are the sums of all “not so bad correction terms” and correspondingly of all “bad 
correction terms” generated by the aggregates 7@‘, I = 0,l (see the definitions in the previous 
section). 
The triplets of aggregated terms and the aggregates are represented in the following table, 
see Table 6.2, Rule 6.1, and (7.4). 
Table 7.1. For (ijk) E 
S’, 1 = 0, I 
T’( ijk) d bill c, 
T’tjki) (I”, 6ki C. 
7”(kij) al b, cjl 
8. TRANSFORMATIONS OF “NOT SO BAD CORRECTION TERMS” TRILINEAR UNITING. 
In this and the two subsequent sections we rewrite T’O+ T”, the sum of all “not so bad 
correction terms”, with the objective to reduce the number of terms in the sum. In this section 
we redecompose T lo + T” as a sum of less number of terms 
T” = T,” + T2” + T ” 
3 - (8.1) 
T,” = x [Utbij( Ck, i- C, +  Cjk) +  Uikbjk(cij +  cjk + Cb) f aiibki(cjk + cki + cij)l* . 03.2) 
(ijk) E 3' 
(ijk) E 3' 
(ijk)E 3' 
(8.4) 
Now we observe that 
n-l n-l II-1 n-l 
Tf"+ T!'= 3 f.B. =o q$dch, + cf, + cg/t) = n z uf&f&f~ + ,Eo %&fg 7 (‘h + ‘%k)* f,s=O =o 
(8.5) 
n-1 n-l 
Go + T:’ = ,Fo kxo (U,k + Ukf)bf&,, (8.7) 
.= = 
Indeed, let (fgh) stand for either (ijk), or (jki), or (kij), and let two integers, f, g, be given, 
such that 0 5 g < f 5 n - 1. Then, see (7.2), 
(fgh) E S iff OSh<g, (8.8) 
(ghf) E S iff glh<f, (8.9) 
(hfg) E S iff fhsn-1. (8.10) 
Thus (7. l), (7.4), (8.2)-(8.4), (8.8)-(8.10) give the terms f > g of (8.5)-(8.7). Similarly for f < g. Let 
f = g be given. Then the following relations hold. 
(fgh) E 3’ iff gf h. For all h, (ghf) E 3’ and (hfg) E 3’. 
cfgh) E P ifI g= h. (ghf) E s” iff g = h. 
(hfg) E So iff g = h. 
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All these latter elations and (7.4), (8.1)-(8.4) give the terms of (8.5)-(8.7) for f = g. Now we rewrite 
T’O + T” in a way more convenient for subsequent transformations. 
n-l 6 
(8.11) 
9. FURTHER TRANSFORMATION OF “NOT SO BAD CORRECTION TERMS”. 
MODIFIED TRILINEAR AGGREGATING. 
In this section we make the crucial step of our new design. We decompose the trilinear form 
T’O + T”, see the previous section, as a sum of 2n2 + 3n terms. For this we modify our method 
of aggregating, see Section 6 and Ref. [4,5]. We replace the sum of the seven terms, tjg, r = 
O,l,... ,6, by the sum of only two aggregates and of correction terms. (We retain the name 
“aggregates” for the results of the modified aggregating, although according to the previous 
definitions, the aggregates of the same seven terms would be slightly different.) Specifically, we 
write (see the notation of the previous section) 
(9.1) 
Here L;g, i;g are the new aggregates, fig,1 = 3,4,. . . , 10, are the correction terms, CT and y 
are two constants of the given field F (these constants and t:, for I 2 3, are to be defined in the 
sequel, Q, y are not to be confused with & ‘y/ in (6.1)). 
The following two tables, see Tables 6.1,6.2, and Rule 6.1, define the two aggregates, &, L!g 
and the terms fig, fg, t’ r=3,4 ,..., 10,1=01 , ,***, 6. 
Table 9.1. Table 9.2. 
If the entries of each column of Table 9.1 (or Table 9.2) are summed and the three resulting 
sums are multiplied, then this gives the aggregate f;g (or fjg). If the three entries of the first row 
of each of the tables are multiplied and the two resulting products are summed, then this gives 
n-‘(a + y)tYg. 
88 V. YA. PAN 
Hereafter let 
a+y=n. (9.2) 
If three entries from the three different columns of Table 9.1 (or 9.2) are multiplied, then this 
gives the terms fig, &, where 1 = 1,2,3, r = 3,5,6,7 (or correspondingly, 1= 4,5,6, r = 
4,8,9, 10). More precisely, the terms th are obtained if two of the multiples are from the first 
row and the third one is from the second row of the table. ijg (of &) is obtained if all the three 
multiples are from the second row, and other terms i;g are obtained in the remaining case, when 
two multiples are from the second row and one is from the first row of the table. 
Hereafter for all f, g, such that 0 zs f, g I n - 1, we write 
n-l n-l n-l 
a, = 
c 
b- =. ahg, f - b,,, c, = c 
chft 
=o 
Then we can simplify Tables 9.1, 9.2 in the following way. 
Table 9.3. 
aaf, bfr Cf8 
af a-‘bf a-‘cf 
Now we interchange the indices f and g in Table 9.4. 
Table 9.5. 
Summing (9.1) for all f and g, we obtain that 
T’o+Tll=~l+p_~ p, 
I=3 
where 
n-l n-l 
T’ = x i:, = 2 &, I = 0, 1,. . . ( 10. 
I.&-=0 r. g=o 
After uniting some terms we obtain that 
f3 = nn-‘- “2 qbfc,, T” = ny-* “2 db’c’, 
f=O f=O 
T5 = a-’ 2 a'b,c,, T6 = a-’ g qb'c,, i;’ = a-’ 2 u,b#, 
i;” = y-’ ;z; qbfcf, f9 = y-’ ;$; afb,c', f” = y-’ ;z; a'bfc,. 
?’ and p consist of n* terms each. Each F” for 12 3 consists of n terms. Hence, we have 
already decomposed T’O + T” as a sum of 2n* + 8n terms. 
Now we reduce this number to 2nZ + 3n by aggregating the terms of it3 F’, so that 
(9.3) 
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rr” = (yu, + lraqa-‘b, + y-W)(a-‘Cf + y-‘c’), (9.4) 
tr’ = a-iufbfcf (9.5) 
tr’ = y-‘a’b’cf, @.6) 
wheref=O,l,..., n-l,and a, y, a-‘, y-’ are the constants of the given field E 
The latter step can be called the modified aggregating of the terms ? F’ and can be 
J=3 
represented by the following table, see Tables 9.3 and 9.5. 
Table 9.6. 
yal a-'b, u-‘c, 
uf’ y-'br y-k 
As is easily verified, (9.3) is satisfied, since see (9.2) 
a-’ $ ya-2 = (a + y)a-Z = na-z, 
y-’ + oy-2 = (a + y)y-Z = ny-2. 
Our construction works if there exist a, a-‘, y, y-‘, constants of F, such that 
aa-’ = yy-’ = l,a+y=n in E (9.7) 
Therefore, for arbitrary integer n > 0 and arbitrary field or ring F, such that there exist 
constants 0, y, a-‘, y-’ of F satisfying (9.7) we can decompose T’O+ T” over F as a sum of 
2n2 + 3n terms. 
The relations (9.7) do not hold if n is odd and F is 12,, the ring of integers module 2r, r is 
arbitrary integer. (I,, is the field iff r= 1). Indeed, either a, or y must be even, if a + y is odd, 
but even integers do not have reciprocals over IzP On the other hand, as is easily verified, the 
constants a, y E F satisfying (9.7) exist for arbitrary n and arbitrary infinite field F. 
10. AN IMPROVED MODIFICATION OF TRILINEAR AGGREGATING 
In this section we slightly reduce the number of terms in the decomposition of T’O+ T” by 
modifying the last of the previous transformations. Namely, we replace the conditions (9.4)- 
(9.6) and the Table 9.6 by the following ones. 
t,” = 0, rr’ = (u& + o;‘af)(u,6f + U,bf)(U,Cf + u,cf), (10.1) 
where I= 1,2,f=O,l,..., n - 1, and ul, u2, ulr u2 are some constants of the given field F or of 
its algebraic extension E, E, ul, u2, ul, u2 are to be defined in the sequel. 
Table 10.1 
ui’a, sb, Wf 
oi’d U,b' U~C' 
As is easily verified, (9.3), (10.1) are satisfied if the following relations hold. 
ul-1u’2 + u2-‘u22 =na-** 
u,-‘u12 + u2-‘uZt = nyb2. 
U’ + u2 = y-1. 
ul 9 u2 = a-‘. 
Neither of a, y, u19 u2, u’, u2 is zero. 
(10.2) 
(10.3) 
(10.4) 
(10.5) 
(10.6) 
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For a given field F we sought a decomposition of T” + T” as a sum of 2n2 + 2n terms over F 
or over E, an algebraic extension of E This problem is now reduced to the study of the system 
of relations (9.2), (10.2)-(10.6) for a, p, ul, u2, vl, v2 over E and over E Here are the criteria for 
the existence of the solution over E and over E 
LEMMA 10.1 
Given a field F and an integer n, then there exists a solution a E F, y E F, ul E E, I = 1,2, 
of the system of relations (9.2), (10.2H10.6) over an algebraic extension E of F if the four 
following inequalities hold over the field F, 
a#O, afn, a(n+a)fn2, [n2-a(n +a)]‘+4a3(n-a)#O. (10.7) 
Here E is the extension of F by x E E satisfying the following quadratic equation for x 
over F 
where 
d(a)x(x - 1) + e(a) = 0 
d(a) = [n2- a(n + a)]‘+ 4a3(n - a), 
e(a) = a3(n -a). 
(10.8) 
(10.9) 
(10.10) 
In particular, if there exists elements a, u of F such that (10.7) is satisfied and 
d(a) = u2, 2d(a) # 0 (10.11) 
then F = E. 
Proof. At tirst, rewrite the equations (10.2H10.5) in the following equivalent way. 
y(U - v)2 = au( 1 - u), 
a(u - u)~ = yv(l- v), 
u2 = y-1(1 - I(), u = yui. 
02 = a-‘(1 - v), v = avl. 
(10.12) 
(10.13) 
(10.14) 
(10.15) 
Now the original problem is reduced to the soluation of the system (9.2), (10.12), (10.13) for a, 
y, u, v, such that neither of a, y, u, v, 1 - u, 1 - v is zero. (10.16). 
As is follows from (10.12), (10.13), we may substitute the next condition for (10.16). 
Neither of a, y, v, v - 1 is zero. (10.17) 
We subtract (10.13) from (10.12), apply (9.2), and after some simple transformations obtain, 
at first, 
a2u(2v - 1) = nyo(v - 1) + a2u2, 
and then 
a2(u - v)(2u - 1) = (ny - a2)v(v - 1). 
Now multiplying (10.13) by a’(2v - 1)2 gives 
a4(U - v)*(2v - 1)2 = a3yu(l - U)(2U - 1)2. 
Combining (10.17)-(10.19) gives (ny- a2)2V(v- 1) = - a3y(2v- 1)2. 
(10.18) 
(10.19) 
(10.20) 
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Now the original system (9.2), (10.2H10.6) for Q, ‘y, u ,, ~2, vl, v2, is reduced to the system 
(9.2) (10.17), (10.18), (10.20) for (Y, y, u, u. If the solution of (10.20) for a, y, u satisfies (10.17) 
and the following inequality, 
2vf 1, (10.21) 
then obviously we can satisfy also (10.18). 
Now we observe that (10.21) follows from (10.17), (10.20) and the next inequality, 
ny# a’. (10.22) 
Thus it remains to find the criteria for the existence of the solution of (9.2), (10.17), (10.20) 
for (Y, y, u over F and over E (E = F(x) is the extension of F by x E E, x is defined by 
(10.20)). Rewriting (10.20) gives 
[(ny-a2)~+4&]u(u-l)+(u3y=O. (10.23) 
Now we substitute n - a for y, see (9.2), in (10.17), (10.22) and (10.23), and immediately obtain 
the desirable criteria of Lemma 10.1 for the existence of the solution of the system (9.2), 
(10.21)~(10.6) for (Y, y,.uI, u2, uI, u2 over F and E. 
0 
When do the conditions of Lemma 10.1 hold? Since they imply (9.7), they do not hold if 
F = ZZ, n is odd. On the other hand, if n > 1, and F is infinite (also in many other cases) there 
exists Q E F satisfying (10.7). 
LEMMA 10.2 
Given a field F and an integer n such that 
n2#n+l, (n2- r1-1)~+4n#4, n#linF, (10.24) 
then there always exists (I E F satisfying (10.7). 
Proof. Take (Y = 1. 
The next lemma is obvious. 
q 
LEMMA 10.3 
(10.11) can always be satisfied over the field R of real numbers, that is there exist real (Y, v 
satisfying (10.11). 
COROLLARY 10.1 
If M = n = p # 1, m arbitrary, and F = Q or F is arbitrary infinite field, then the sum 
T’O + T” can always be decomposed as a sum of at most 2n2 + 2n terms over both, R, the field of 
real numbers, and E = F(x), an extension of the field F by a root, x, of quadratic equation (10.8). 
Here the rational coefficients of (log), d(a), e(a), are defined by (10.9), (lO.lO), and a E F. 
Corollary 10.1 covers the most interesting cases, F = R and F = Q, see Theorems 3.2, 3.3. 
11. TRILINEAR CANCELING ADJUSTED TO MODIFIED AGGREGATING. 
EXPONENT 2.7761 FOR MM 
In this section we adjust the method of the trilinear canceling of “bad correction 
terms”[4,5], to the present construction. We designate 
r=i+m,J=j+n,E=k+p. (11.1) 
(In this section m = n = p.) 
At first, we define (n3 + 2n/3) aggregates as in Section 7, see Table 7.1. Then from each of 
them we obtain 8 aggregates which are defined by the following 8 tables, see Tables l-8 in 
Ref. [5]. 
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Table II.1 Table II .3. Table 11.5. Table I1.7. 
a fi + a :k + a ii a$-ajk+ah a$+at+ah at - a;t + ai; 
b+ t bki + b, brk t bk; t bii bz+bGtbg bii t bn + bg 
Cki t cij t c, Cb -cfity c~tcgtcg Cg- C,it CTk 
Table 11.2. Table II .4. 
-attahtair ati+ajc-aii 
bii + bki + bq bjk t bi, t bir 
- C& t c,+ Cjk Ctrt Cij - CR 
Table 11.6. 
- aii t at t ati L 1 
bTk t bz t bir 
-c~;tCqtC~ 
Table 11.8. 
afr+ab-a& 
b@bkrtbG 
Cfitq-cj[ 
Remark 11.1 In these tables we prefer to apply transposed Rule 6.1, that is we interchange 
rows and columns of the tables. Notice that the same original aggregate is represented in Tables 
7.1 and 11.1 (although the forms of the representations are different). 
For each Ctuple (j, j, k, I) we sum all the eight aggregates represented inTables 11.1-l 1.8 and 
observe that all the corresponding “bad correction terms” are canceled. 
We also see that, despite the minuses before some of the indeterminates a, b, c, all the 24 
corresponding desirable terms T’(fgh) appear with pluses. Now examine the “not so bad 
correction terms”, hereafter we write n.b.t. for short. We also write 
i(0) = i, i(l) = i + m, j(0) = j, j(1) = j + n, k(0) = k, k(l) = k + p. (11.2) 
Notice that in the considered case m = n = p. For us it is important hat if the set of n.b.t. 
generated by Tables 11.1-l 1.8 for a given Ctuple (i, j, k, I) contains the term, see (11.2), 
Sa’ f(u)g(u,bf(wg(x,ch(y)q(r), (11.3) 
then it also contains the terms 
6a&,,q(z, f008(v)cff(w)g(x)9 b Sa,,w)g(x)bh(y)q(z)Cf(u)g(v). (11.4) 
Here each off, g, h, q stands for either i, or j, or k, S is 1 or -1, and each of u, u, w, x, y, z 
takes the values 0 or 1. As we can see from the Tables 11.1-11.8, if the values of f, g, h, q are 
given, then S, u, t), w, x, y, z vary only among 8 different 7-tuples. This reminds us of the 
regularity which subindices i, j, k of n.b.t. enjoyed in our design in Sections 7-10. Moreover, we 
notice that we always can write either h = f, q = g, or q = f in (11.3), (11.4). Thus after 
uniting the terms (11.3), (11.4) we transform the sum of n.b.t. generated by the Tables 11.1-11.8 
into the following sum. 
t’ = t’(ijk) + t’(jki) + t’(kij) 
Each term t,‘(fgh) for Y = 5,6,7,8 is obtained if in the expression for the term tfJ.fgh) all f, g, 
h, i g, 6 are replaced correspondingly by f 2, h’, f, g, h. 
Now we sum all the 8(n3 + 2n)/3 aggregates defined by Tables 11. l-l 1.8 for (ijk) E s”, 1 = 0, 
1, see the notation of Section 7, and observe that the sum of all the corresponding desirable 
terms T’(fgh) is identically the following sum, see (1 l.l), (11.2). 
‘=i.$=Ou.t$=O 
Zll-I 
T(i(u)i(u)k(w)) =i ,& aijbjkcki. 
. , 
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It remains to examine the sum of n.b.t., “not so bad correction terms”. Separately for each V, 
v=l,2,... (8, we examine the sum 
T(V) = h 2 (fd(ijk) + t,‘(jki) + t,‘(kij)). 
‘=O (i. j. k) E S’ 
For each v we decompose T(v) in the same way as the sum of n.b.t., T”+ T”, in Sections 
8-10. This gives the decompositions of eight T(v) for v = 1,. . . ,8, as eight sums, each 
consisting of 2n2 + 3n terms, over an arbitrary infinite field, or of 2n2 + 2n terms over the fields 
R and E where E is the algebraic extension of F (F is an arbitrary infinite field) by the root x 
of the quadratic equation (10.8), see Lemmas 10.1-10.3. 
Zn-I 
Summarizing we obtain the de’composition of z aijbj&k; with M= 
i. j, k =0 
(8/3)(n3 + 2n) + 16nZ + 24n terms over an arbitrary infinite field F, and the decomposition with 
M = (8/3)(n3+2n)+ 16n2+ 16n terms over E and R. If we writ< r = 2n, then this gives 
M = (r3 + 2r/3) + 4? + 14r (over F), M = (3 + 2r/3) + 4? + IOr (over R and E). 
Now we observe that for i = j = k the three aggregates defined by Tables 11.2-l 1.4 are 
identically the same, and similarly the three aggregates defined by Tables 11.6-l 1.8. Therefore, 
for each i, 0 5 i s n - 1, the sum of these six aggregates equals the sum of only. two terms so 
that the total number of terms is reduced by 4n = 2r. Besides, we can reduce the complexity of 
the decomposition over F to M = (rj + 2r/3) + 4r2 + 11 r that is by 2n = r if we redecompose the 
sums of the following terms, see Tables 9.1-9.5, 
n-l n-l n-l 
c a 
h=O 
h(z,Mro) 
(11.6) 
(11.7) 
Here 0 5 xr, yl, .z/ 5 1, f(x), g(y), h(z) are defined by (11.2). 
For all f, g, h, X, h, z we designate 
where d stands for a, b, c. 
Then for each f (11.6) and (11.7) give eight terms (-l)L-Xu{yb’,,c<X, and correspondingly, 
eight terms (-l)Z-‘~~,6~Z~~~, x, y, z = 0, 1. Applying Strassen’s algorithm for the 2 x 2 x 2 
tensortl], we reduce the number of terms by one in the sum of each eight such terms, totally by 
2n = r for all terms (11.6), (11.7). 
Summarizing, we obtain the following basic result. 
THEOREM 11.1 
Given an arbitrary integer s -Z 1 and an arbitrary field F containing a constant, a, such that 
a#OinF,afsinF, (11.8) 
then there exists a decomposition (2.2), (2.3) over F, such that 
If, in addition to (11.8) 
(11.9) 
(11.10) 
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then there exists decomposition (2.2), (2.3) over E (an extension of F by a root of quadratic 
polynomial over F) such that 
m =n =p =2s,M=;(n3+2n)+4n2+8n. (11.11) 
If in addition to (11.8), (11. lo), ther exists Y E F such that 
(11.12) 
then the field F itself can be taken as E, so that there exists a decomposition (2.2), (2.3) over F 
with m, n, p, M defined by (11.11). 
As we could see, (11.8), (11.10) always hold for arbitrary n > 1 and arbitrary infinite field E 
Therefore, applying Corollary 2.2, Theorems 3.2 and 11.1 for n = 46, see (11.1 l), we obtain the 
following result. 
COROLLARY 11.1 
For arbitrary integer N two iV x N matrices can be multiplied over arbitrary infinite field F 
involving at most cNB arithmetic operations where c is a constant, 
B = lo&41308 i= 2.776. (11.13) 
Remark 11.1. By the virtue of Lemmas 10.1, 10.2, and Corollary 10.1, we can obtain the 
result of Corollary 11.1 over an arbitrary field F, such that (10.24) holds for n = 23. (Recall that 
canceling described in the beginning of this section requires that the size n of the MM problem 
be doubled.) The conditions (10.24) for n = 23 become the following ones. 22 # 0 in F, 
505 Z 0,255113 # 0 in F. We see that in most cases even finite fields F satisfy those 
conditions. If F 2 R, then the result of Corollary 11.1 can be obtained without the step of the 
extension of F, and the same exponent of MM can be obtained with even a smaller constant. 
Combining Corollary 11.1, Lemma 3.3, and the method of Ref.[16] we obtain the next 
corollary. 
COROLLARY 11.2 
p defined by (11.13) is a limit exponent of Boolean matrix multiplication. 
We conclude this section with the table in which M = M(n) and log,M(n) are presented for 
some moderate ven n assuming M(n) = (1/3)(n3 + 2n) + 4n2 + 8n. 
Table 11.9 
n M= M(n) log.M(n) 
IO 820 2.9138 
16 2528 2.8259 
20 4446 2.8035 
24 7120 2.7912 
30 12860 2.7819 
36 21048 2.77787 
40 28080 2.77667 
42 32116 2.77636 
44 36520 2.776186 
46 41308 2.776131367 1 
48 464% 3.776172 
50 52100 2.77629 
52 58136 2.77648 
54 64584 2.77658 
60 86888 2.77756 
70 134540 2.77972 
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PART 3. PARTIAL MM, DIRECT SUM CONJECTURE, AND THE IAR METHOD IN 
COMBINATION WITH THE AUC TECHNIQUES. 
12. PARTIAL MM AND THE IAR METHOD 
Decompositions (2.2) and (2.3) can be generalized in different ways. In the sequel we will see 
that some of the generalizations lead to the acceleration of MM via the following recursive 
procedure (see Corollary 2.2, Section 3(AFE), and the outline of the IAR method in the 
Introduction). 
Procedure 12.1. (The IAR method.) Step 1. For the problems of MM of all sizes design a 
class of basic decompositions which generalize (2.2), (2.3). Step 2. Choose some particular basic 
decomposition for a problem of MM of some particular size and apply it recursively many 
times. Step 3. Use the decomposition resulting from Step 2 to obtain decompositions (al- 
gorithms) (2.2), (2.3) for large MM. 
We present basic decompositions of Step 1 as some natural generalizations of (2.2), (2.3), 
but the reader may notice that each new generalization allows to enhance the power of the 
AUC techniques so that faster and faster algorithms are obtained (compare the class of 
decompositions (2.3) which is a natural generalization of (2.2), but also is a convenient form to 
design fast algorithms using the AUC techniques). 
We start with the following candidate to become the class of basic decompositions of Step 
1. 
0-I 
& Tijkaijbjk =2 r&Lq’(A)Lq’(B), i = 0, 1, . . .,m-l,j=O,l,..., p-l. (12.1) J= q=l 
7ijkOijbjkcki = f. Lq’(A)Lq2(B)Lq3(C), 
q=l 
(12.2) 
Here Tijk are some constants of E (12.1) and (12.2) are equivalent, see Theorem 2.2. 
In order to use those decompositions recursively, we specify the values 7ijk in the following 
way. 
Let Sij = {ij}, Sjk = ok}, Ski = {ki} be three sets of pairs of integers and S C S(m, n, p), see 
(5.4), be a set of triplets of integers, such that 
(ijk) E S iff (ij) E Sij, (jk) E Sjk, and (ki) E Sk. (12.3) 
(12.3) defines Sij, Sjk, and Ski as the projections of S onto the coordinate planes {i, j}, G, k), and 
{k, i}. In (12.3) we also require that S be the largest set which can be reconstructed from its 
projections Sij, Sjk, Skia 
We call a matrix total if all its entries are indeterminates. We call it partial if zeroes replace some 
indeterminates, see [81. 
Now we define the decompositions for Partial MM, PMM (see Introduction) as decom- 
positions (2.3) where 
(12.4) 
By the virtue of (12.3), such a decomposition can be written in the following ways, 
T (i.i. ES UijbjkCki = f. Lq1(A)Lq2(B)Lq3(C), q=l 
or equivalently, 
7 
iE pi) 
aijbik = 5 ~&Lq’(A)Lq*(B)~ (ki) E &. 
q=l 
(12.5) 
(12.6) 
Here and hereafter we use the notation Sj(ki), Sdij), Si(jk) for some sections of S shifted 
onto the coordinate axes (i}, (k}, {i}, that is 
Sj(ki) = 0’: I(ijk) E S}, S,(ij) = {k((ijk) E S}, Si(jk) = {iJ(ijk) E S}. (12.7) 
Here and hereafter 1 stands for the words “such that”. (12.8) 
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(12.5), (12.6) are particular cases of (12.1), (12.2) such that 
(12.9) 
Here xv(u) denotes the characteristic function of a sR U, that is 
x”(u) = 1 if u E U, xv = 0 otherwise. (12.10) 
Definition 12.1 
Given a decomposition (12.5), (12.6), then M is its complexity, S is its basic set. (12.5), (12.6) 
are bilinear and trilinear versions of a decomposition (for MM) of the complexity M over the 
basic set S, The left parts of (12.5), (12.6) are bilinear and trilinear versions of the problem of 
MM over the basic set S. The problem of PMM, Partial MM, is the problem of MM over some 
basic set S satisfying (12.3). 
As is follows from (12.3), (12.4), (12.7), (12.9), (12.10), each problem of MM over a set S 
satisfying (12.3) can be defined in several equivalent ways, that is by the set S itself, by its 
prOjeCtiOnS Sij, Sjk, Ski, by the characteristic fUIICtiOnS Of S or Of Sij, Sjk, Ski, and by the Set Of 
IlOIlZerO vartables Uii, bjk, cki+ 
We have described an example of Step 1 of Procedure 12.1. Before making its Step 2 we 
recall the known definition of cross-products of sets. 
Definition 12.2 
The set U = 5 @ U, = U, @ U, 0.. . @ U, is the cross-product of r given set Cl,, 
/=I 
u2, * * . , U, if U = {(u,, u2,. . . , u,)Iu~ E Ur for I = 1,2,. . . , r}. 
The following two illustrative xamples relate Definition 12.2 to the problem of MM. 
Example 12.1 
Let the entIieS Uij, bjk, ck[ Of three given m X n, n X p, and p X m matrices, A = {Uij}, 
B = {bik}, c = {cki}, be in tUrn ItIatriCeS of the sizes m’ X n’, n’ X p’, p’ X m’ respectively, so that 
Uij = (Up), bjk = (bjr,), cki = (Cif), (12.11) 
(ijk) E S(m, n,p), (fgh) E S(m’, n’, p’), see (5.4). (12.12) 
Here each pair cfg) defines the entry of Uij, similarly each pair (gh) and each pair (hg). 
Then we write, see (12.8), 
S(m, n, p) @ S(m’, n’, p’) = MW, (fgh))l(ijk) E Sh n, P), cfsh) E Stm’, n’, P’N. 
Hereafter instead of each pair of triplets we write a 6-tuple, so that (ijkfgh) stands for ((ijk), 
cfgh)). 
Example 12.2 
Let, under the conditions of Example 12.1, two sets, S C S(m, n, p) and S’ C S(m’, n’, p’), 
satisfy the conditions (12.3), and let 
Uif s 0 iff (ij) e Sij or cfg) $Z Sh, 
b$ =O iff (jk) $ Sjk or (gh) g S;,, 
ct! E 0 iff (ki) e Ski or (hf) p Sk,. 
(12.13) 
(12.14) 
(12.15) 
Then S @ S’ is defined as the set of 6-tuples, such that 
S @ s’ = {(ijkfgh)((ijk) E S, cfgh) E S’)). (12.16) 
. 
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In the sequel, in order to simplify our notation, we write 
U” = j-J @ u = us-’ @ u, s = 2, 3,. . . . (12.17) 
We observe that 
]U@U’]=]U]*]U’],]U’]=]U]‘. (12.18) 
Now we define Step 2 of Procedure 12.1 by indicating the following way of succesive 
applications of (12.Q (12.6). 
Procedure 12.2. Input. Two decompositions (12.5), (12.6) of the complexities M and M’ over 
satisfying (12.3) basic sets S C S(m, n, p) and S’ C S(m’, n’, p’) correspondingly. (Here m, n, 
p, m’, n’, p’ are arbitrary given positive integers.) Step 1. Define A, B, C, Uii, bjk, Cki as in 
Example 12.2, see (12.11)-(12.15). Observe that all L,‘(A), L:(B), Ld(C), 4 = 1,2,. . . , M, in 
the given decomposition (12.Q (12.6) over S are m’ x n’, n’X p’, and p’x m’ matrices which 
have zero entries on the same places as a+ bjk, and c&i respectively. Step 2. Use (12.5) over s’, 
in order to decompose ach product L,‘(A)Lqz(B)Lq3(C), and similarly use the given decom- 
position (12.6) over S’ to find a substitution for each product L,‘(A)L~(B), q = 1,. . . , M. 
The following result can be easily verified. 
LEMMA 12.1 
Procedure 12.2 results in the decomposition (12.5), (12.6) (in the equivalent rilinear and 
bilinear versions) of the complexity M’ - M over the basic set S @ S’. 
If the same decomposition (12.5) (12.6) is applied recursively several times, then Lemma 
12.1 gives the following result. 
COROLLARY 12.1 
Given a decomposition (12.5), (12.6) of complexity M over a basic set, S, satisfying (12.3), 
then for arbitrary integer h > 0 there exists a decomposition (12.5), (12.6) of the complexity M* 
over the basic set S*. 
Remark 12.2 Lemma 12.1 can be used, in order to symmetrize the decompositions with 
respect o the axe {i}, G}, {k}, see Corollaries 2.1,2.2. 
Remark 12.3. In the remainder of this section and in Section 17 we assume that always at least 
one of the three matrices, A, B, C, defined by S is total. 
Corollary 12.1 defines the output of Step 2 of Procedure 12.1. The Step 3 is described by the 
following lemma. 
LEMMA 12.2 
If, under the conditions of Corollary 12.1, the integer h is sufficiently large, then there exists 
a decomposition (12.5), (12.6) of the complexity at most M* over the basic set S(fi, ii, p’), such 
that efifip > IS]*, where c > 0 is a constant. 
Remark 12.4 
Our lower estimates for h and E in case of the basic decomposition over a subset of S(2,2, 
2) show that even in this case of a simple original basic set either h is very large, or otherwise, E 
is extremely large, see Section 18. By Corollaries 2.2, 12.1 and Lemma 12.2, the IAR method is 
applicable if the class of decompositions for PMM is used as the class of basic 
decompositions [6,8]. 
COROLLARY 12.2 
Given a decomposition (for PMM) (12.5), (12.6) of the complexity M over the basic set S 
satisfying (12.3), then for all sufficiently large integers N there exist decompositions (2.2), (2.3) 
for multiplkatbn Of N X N matrices involving at most cNB essential multiplication steps where 
B = 3 1oglslM (12.19) 
c is a constant, so that p defined by (12.19) is a limit exponent of MM, see Theorem 2.1. 
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Definition 12.3 
Under the condition of Corollary 12.2, p = 3 log M/log IS] is called the exponent of MM 
generated by the given decomposition (12.5), (12.6). 
Remark 12.4. Corollary 12.2 in combination with the 3-Procedure and with the APA 
technique gives the exponent 2.60874, see 161 and Section 19 (Corollary 12.2 in combination with 
the APA technique and with a certain modification of the 2-Procedure gives 2.6088 [8]). We may 
expect that this approach will work again in the future, but the best so far exponent, 2.522, is 
obtained in Section 19 without Corollary 12.2. This is a reason for some readers to skip the proof of 
Lemma 12.2 and, hence, of Corollary 12.2. (The proof is given in Section 17 for a class of 
decompositions more general than (12.5), (12.6)) 
We conclude this section with the remark about the possibility to shift the parallelepipeds 
S(m, n, p), as well as all their subsets, into arbitrary directions. 
For an arbitrary triplet of integers, uI, u2, u3, we define the integer parallelepiped S”(m, n, p) 
(which is a shifted integer parallelpiped S(m, n, p)) as follows. 
(ijk) E S”(m, n, p) iff (i - ui, j - u2, k - u3) E S(m, n, p). (12.20) 
We observe that nothing in the construction of this section changes if our study is extended 
to the case of decompositions (12.5), (12.6) over the basic sets S C S”(m, n, p) (where m, n, p 
are arbitrary positive integers, u = (u,, u2, u3), and uI, u2, u3 are arbitrary integers), from the 
cases of the basic sets S C S(m, n, p). 
If the readers wish, they may always assume hereafter that the integers ulr u2, u3 are 
nonnegative. 
13.DIRECT UNIONS OF SETS.POWERS OF UNIONS,CURTAILMENT OFTHE POWERS, AND 
MMOVERTHEDIRECTUNIONSOFSETS 
In this section we study a subclass of decompositions (12.5), (12.6) for which it is possible to 
improve the result of Corollary 12.2. We show how this subclass can be used as the class of basic 
decompositions of Procedure 12.1 (of the IAR method). We also give the estimates for the 
resulting exponents of MM. In the sequel we design some decompositions of that class which 
generate small exponents of MM along this line. On the other hand, the study of the considered 
in this section decompositions i the study of the Direct Sum of computational problems which 
is important for the theory of arithmetic algorithms. 
We start with the following example. 
Example 13.1 
Let a decomposition (12.5), (12.6) of the complexity M(M is even) be given over the basic 
set S = S(n, n, n) U S”(n, n, n), such that u = (n, n, n). Then IS] = 2n3, and /3 = 3 log M/log 
(2n3) is the exponent of MM generated by the given algorithm, see Definition 12.3. 
The algorithm (12.5), (12.6) of Example 13.1 evaluates two products of n x n matrices. The 
4n* variables of those two problems are all distinct and independent. It seems natural to 
partition the problem into two independent problems of n X n MM and separately solve each of 
them, but is this way the best possible? 
Such a question arises each time when two or several independent numeric or arithmetic 
problems are to be solved. Is there a faster way than the separate computational solutions of all 
given independent problems? The Direct Sum Conjecture, DSC[21], states that the answer is 
always negative. For some problems of arithmetic omputations the DSC has been proven[l3]. 
For some classes of algorithms for MM we will show how the DSC can be disproved basing on 
the AUC techniques. 
We are going to study the DSC for the class of decompositions (12.5), (12.6) for PMM. 
We recall that each problem of PMM defines and is defined by a set S of triplets (ijk) and, 
hence, by the three sets, Sir, S,, Ski, or equivalently, by a set of nonzero variables, Uij, bjk, Ckie 
Dejinition 13.1 
Let r given problems of PMM define r disjoint sets S$), r disjoint set $2, and r disjoint sets 
St/, or equivalently, let them define r disjoint sets of nonzero variables a$;), b!Q, c$, 
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l=l,... , r. Then r corresponding sets, SC’), and r given problems of 
completely disjoint, the sum of the r problems is their direct sum, and the 
basic sets, S”‘, is their direct union, Hereafter in such cases we write 
S = iJ @ S”, and if 9” = So’ = . . . = S(‘), then S = rS”). 
/=I 
!?9 
PMM are called 
union, S, of the r 
The sum of the right parts of r decompositions (12.9, (12.6) over S”‘, I= l,, 2, . . . , r, defines a 
decomposition (12.9, (12.6) over the direct union, S of So’, . . . , 9’). The latter decomposition 
(algorithm) is called the direct sum of the r given decompositions (algorithms) (12.9, (12.6) and 
corresponds to the independent solution of each of r given problems. The DSC, the Direct Sum 
Conjecture for MM [14,21], states that the class of all direct sums of r decompositions (12.9, 
(12.6) over r completely disjoint basic sets, S”, I = 1,2,. . . , r, always contains a decomposition 
(12.5), (12.6) of the minimum complexity M over the direct union of S”‘, . . . , S@). 
Remark 13.1. Since the minimum complexity of almost all decompositions (12.5), (12.6) is 
unknown, the DSC can be restated over the class of all known decompositions (12.5), (12.6). In 
this form it is disproved in the next section. 
The following obvious lemma relates the direct sums of problems of PMM to the class of 
the problems of PMM studied in Section 12. 
LEMMA 13.1 
The direct union of satisfying (12.3) completely disjoint sets also satisfies (12.3). 
For us the most important is the special case when the basic sets of decompositions (12.5), 
(12.6) for PMM are the direct unions of completely disjoint integer parallelepipeds, see Remark 
13.3. In such cases the problem of PMM is the direct sum of several problems of (total) MM. In 
Example 13.1 we have the direct union, S, of the two completely disjoint sets, S(n, n, n) and 
S”(n, n, n). The problem of PMM over that set S is the direct sum of the two disjoint problems 
of PMM over the sets S(n, n, n) and S”(n, n, n). Let the DSC be true, then, under the 
conditions of Example 13.1, there would exist decompositions (12.5), (12.6) of complexity M,, 
M2 over S(n, n, n), S’(n, n, n). This would give an algorithm (2.2) of complexity equal to 
min(M,, M2) I 0.5 M for n x n matrix multiplications, and, hence, would generate the exponent 
of MM, 
/3 = log (0.5 M)/log n, 
which is smaller than the original one, 3 log M/log (2n3). 
Now we show how the same lower exponent of MM can be obtained even without the DSC 
(recall that the DSC for MM has been neither proven, nor denied so far). 
Procedure 13.1. Input. A decomposition (12.5) of complexity M = ur(u, r > 0 arbitrary 
integers) over the basic sets S where S is the direct union of r integer parallelepipeds, S , 
S,,. . . , S, each of the size m x n x p. Step 1. Substitute m x n, n x p, and p x m general 
matrices for each nonzero Uij, b+ and ck; respectively. Then each triplet (L,‘(A), L,*(B), Ld(C)) 
is alSO a triplet Of m X n, n X p, p X m matrices, q = 1,2,. . . , M. Step 2. Apply the original 
algorithm (12.5) to decompose (for each V, Y = 0, 1, . 
G+,(B) G+,(C), 4 = 1,. . . , 
. . , u - 1) the r-tuple of products {L:,+,(A) 
r}. Output. The decomposition (12.5) of complexity ru* over the 
direct union of r integer parallelepipeds, each of the size (m*, n*, p*). 
Remark 13.2. Procedure 13.1 can be equivalently restated if decomposition (12.6) substitutes 
for (12.5) in the Input and Step 2. 
After h recursive applications of Procedure 13.1 we obtain the following result!!! 
THEOREM 13.1 
Given the Input of Procedure 13.1 and an arbitrary integer h > 0, then the pair of m* x n* 
and nh X p* matrices can be multiplied involving at most r(M/r)* essential steps. 
The following lemma is obvious. 
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LEMMA 13.2 
Each decomposition (12.5), (12.6) over the direct sum of r integer parallelepipeds, each of the 
size m x n x p, can be turned (by reassigning the values of the indices i, j, k) into a 
decomposition (12.5), (12.6) of the same complexity over an integer parallelepiped S(rm, n, p) 
as the basic set (each of the two parallelepipeds, S(m, rn, p) and S(m, n, rp), can be also taken 
as the basic set). 
Combining Theorem 13.1, Lemma 13.2, and Corollary 2.2 we obtain the following result. 
COROLLARY 13.1 
Given the Input of Procedure 13.1, then 
/9 = 3 log (M/r)/logW) (13.1) 
is an exponent of MM, see (12.19). (Hereafter this result is called the EDST, the Exponential 
Direct Sum Theorem (under the conditions of Procedure 13. l), since the same exponent of MM 
would result from the DSC (under the same conditions).) 
Hereafter in order to simplfy our notation we designate r completely disjoint sets by S,, 
S2,. * *, S, rather than by s(I), s(‘), . . . , Scr). 
By combining Procedures 12.2 and 13.1, it is possible to extend the result of Corollary 13.1 
to the case of arbitrary M and arbitrary sets S,, . . . , S, satisfying (12.3). 
In the Theorem about such an extension we use the following definition. 
Definition 13.2. see Definition 12.3. 
Given S, the direct union of r completely disjoint sets S,, S2,, . . , S, (each satisfying the 
conditions of Remark 12.3 and (12.3)) and a decomposition (12.5), (12.6) of complexity M over the 
basic set S, then the number 
B’ = /3+(M, I$[, . . . , IS,/)= 3 max min (log Ml/logjSrj), (13.2) 
MI,.... I%&=0 I 
hf,+. .+bf,=hf 
is called the exponent generated by the DSC and by the given decomposition (12.5), (12.6) (M, real). 
THEOREM 13.2 (The EDST) 
Each exponent generated by the DSC and by any given decomposition (12.5), (12.6) is a 
limit exponent of MM. 
If the DSC were true, then under the conditions of Definition 13.2 there would exist 
decompositions of the complexities M,, . . . , M, over the basic sets S,, . . . , S, respectively, 
such that 
M,zO,..., M,rO, M,+...+M,=M. (13.3) 
Applying Corollary 12.2 we could obtain the exponents of MM, 
& = 3 log M/log ISI/, 1= 1,. . . , r, @(Ml,. . . , M,) = m,in &. (13.4) 
Formula (13.2) defines p’ as the minimum of /3(M,, . . . , M,) for all Ml, . . . , M, satisfying (13.3). 
If the DSC were true, then M,, . . . , M. would have to be integers. The corresponding exponent 
(hereafter denoted by /3-) could be slightly less than /3+, see (14.7) and Corollary 14.2. (13.3) 
defines a variation problem, whose solution, 
/3+ = MnyxM BtM,, . . . , MA 
I* . , 
(here we take maximum for r-tuples (M,, . . . , M,), where Mq may not be integers) must also 
satisfy the extremal conditions, 
p, = p2 = . . . = BP (13.5) 
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Indeed, let (13.5) do not hold, for instance /3, r&z.. .z& >&+, =. . . =p; = 
PM,, . . . , M,) where 1 I q cr. Then we choose sufficiently small S > 0 and increase each 
M q+l, Mq+zt . . . , M, by S. Then /3(M,, . . . , M,) decreases, see (13.4). In addition, in order to 
satisfy (13.3), we increase M, 4)s. If S > 0 is small, then the step does not 
M,). Hence, (13.5) for (13.3), we write 
p+=37+, M,=IS,I’+,1=1,2 ,..., r, r S,‘+=M. 
C’ ’ 
(13.6) 
=I 
This next equivalent form for the EDST [9]. 
THEOREM 13.3 
Let under the the following equation for 
C’ ’ r S,‘= M. =I (13.7) 
Then /3’ = 37+ is the limit exponent of MM. 
Proof of the equivalence of (13.2) and (13.7). Observe that the extremal problem (13.2) 
always has a solution. As we have already proven, each solution of (13.2) satisfies (13.7). On the 
other hand, the left part of (13.7) is a continuous monotone increasing function of T, and the 
right part is constant. Hence, (13.7) may have only one solution for r. 
cl 
Remark 13.3 In Section 19 we obtain the limit exponent of MM, p = 3 log,&2 < 2.522, 
based on Theorem 13.3 in the case when r = 3, M = 156, S, = S"(5, 1,22), S2 = S”(2,11,5), 
S, = S”(11, 10, l)(notice that IS,/ = (S,J = I&(), an U, U, w are some triplets of integers, such d 
that S,, S2, S, are completely disjoint. Besides, the basic decomposition of Section 19 does not 
take the form (12.5), (12.6), but is a generalization of (12.5). In that case we deal with the 
problem of PMM which is the direct sum of three problems of MM. For this specific basic set S 
the proof of Theorem 13.3 becomes impler, see Remark 13.5 and the end of Step 3 of the proof, 
but we will treat the general case also. Our proof is different from the original one presented by 
Schiinhage in case of r = 2. p’ is obtained as the lower limit of a monotone decreasing series of 
exponents of MM, /3,>pz>...>&>...>p’, while the corresponding constants c(/$,), 
u=l,2,... quite rapidly grow. Our proof can be used to obtain the estimates of that growth. 
The remainder of this section consists of the proof of the EDST. 
Proof of Theorem 13.3. Theorem 13.3 has already been proven under the conditions of 
Corollary 13.1, see (13.1), (13.6), and (13.7), and we reduce the general case to Corollary 13.1. 
We partition our rather complicated proof into several simpler steps. 
Step 1. Decompositions over S” and some notation. Although S, @ S, may differ from 
S, @ S,, hereafter we always permute the multiples in all products S,, @ S,* @ . . . @ S,, so that 
the products are always represented as 0 (S#. Moreover, we write 
I=1 
(13.8) 
ifg,x,,... , x, are given nonnegative integers and each of g many products S(l), S(2), . . . , S(g), 
can be transformed into l? @ (&)“I by a permutation of its xl + . . , + x, many multiples, that is 
/=I 
ofthesetsS,,...,S, 
Remark 13.4. Besides the simplicity of the notation, we are motivated by the observation 
that if all S, = sYl(ml, nh p,) are integer parallelepipeds, then each of the products S(l), . . . , S(g) 
, , 
is also the integer parallelepiped, S”(m, n, p), such that m = II (ml)*‘, n = II (n,)“, and p = 
l=f /=I 
i (PIY’. 
I=1 
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With the above notation we will generalize the well-known formula for the expansion of a 
polynomial. 
Hereafter x denotes an r-tuple (vector) (xi,. . . , x,) with nonnegative integer entries 
Xl,..., x,, and X(h) denote the set of vectors x, such that 
XI, x2, *. . I x,rO, x,+x*+...+x,=h. (13.9) 
If 
then we write 
Sh = .x &) @ (x,! -‘ ’ x,! ,=I Ii OS?). 
(13.10) 
(13.11) 
Here Sh is defined as the direct union of rh completely disjoint sets, each of them is congruent 
to ,lrl, @($)“I for some x E X(h). 
= 
Now we are prepared to make our first reduction. 
By the virtue of Corollary 12.1, under the conditions of Definition 13.2, there always exists a 
decomposition (12.5), (12.6) of complexity Mh over the basic set Sh satisfying (13.11). 
We may substitute Sh, Mh for S, M in Definition 13.2 and Theorem 13.3. Then the equation 
(13.7) for r will be replaced by the following one. 
x Eq(h) 40) jj IW = M”7 (13.12) 
where 
q(x) = h!/(x,!xz! . . . x,!) (13.13) 
On the other hand, we come to the same relation (13.12) for T by equating the hth powers of 
the left and the right parts of (13.7). Therefore, the equations (13.7) and (13.12) for 7 are 
equivalent. We have reduced Theorem 13.3 to the equivalent version, that is we may substitute 
(13.12) for (13.7) and assume that h in (13.12) is an arbitrary positive integer. 
Step 2. Probabilistic interpretation of (13.12) and a lower estimate for r+. Now we will 
interpret (13.12) as the equation for multinomial distribution in the probability theory ([24], pp. 
80-M). 
Model 13.1. (Notation). Let w denote an t-dimensional random vector (r-tuple), 
w= (w,, . . . , w,) (another name for w is a trial with r outcomes). Let y for each I equal either 1, 
or 0, with the probabilities pI and l-p, respectively, and let 
O<p,<lforf=l,...,f, 
c 
1, PI = 1. (13.14) 
Let o,(h) denote the number of the occurences of wI = 1 during the h given independent trials, 
and let u(h) denote the r-tuple (u,(h), . . . , o,(h)). Let p(x), for arbitrary x E X(h), designate 
the probability that the random vector o(h) takes the value x = (xi,. . . , x,), o(h) = x. Then, see 
(13.13). 
0 <P(X) = 4(x) fi Ptf < 1, x J& P(X) = 1. 
Let E(h) = (E,(h)) denote the expected value of u(h), that is 
6 = E,(h) = 2 x/p(x) = hp,, for I = I,. . . , r, 
I E X(h) 
(13.15) 
(13.16) 
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and p(h, E) denote the probability that 
lo,(h) - E,(h)1 < l E,(h) for all 1. 
Then as is well-known in the probability theory ([24], p. %), for arbitrary E > 0 
!I$ p(h, l ) = 1. 
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(13.17) 
(13.18) 
(For r = 2 (13.18) becomes Bernoulli law of large numbers.) 
We may write in Model 13.1, see (13.7) and (13.14), that 
PI = (S,J”/M. (13.19) 
Remark 13.5. The assumption ]S,l=. . . = IS,/, see Remark 13.3, would simplify the sub- 
sequent analysis. 
Then the equation (13.18) has the following meaning. Let E >O, 6 > 0 be arbitrary and let 
X,(h) be the set of all v(h) E X(h) satisfying (13.17). Then for all sufficiently large h, see 
(13.15)-(13.18), we have that 
5; q(x) fi pp+ > (I- S)hP. x E Jh) /=I (13.20) 
By the virtue of (13.17), (13.19), 
(xl -E,(h)/ < l Edh), 1 = 1,. . . , r, iff x E X,(h). (13.21) 
We do not need to estimate E(h) under conditions (13.19), for us it is sufficient o know 
that (13.21) holds for some E(h) such that fiizE,(h) = 03 for all 1. The latter property allows us 
to choose el = e,(h), such that 
E < 4 < 2.~, and (1 - c,)E, is integer, I= 1,2,. . . , r (see(13.28)). (13.22) 
The next relations follow from (13.21), (13.22). 
P :, ISIx’+ r(l +P(E)) fi ISII(‘-*~)~~+ if x E X,(h). (13.23) 
Here 
de) = n Is,13”+ - 1 >o, !iqomp(e)=O. (13.24) 
As is follows from (13.20), (13.23), and (13.24), for arbitrary c > 0, S > 0 we can choose 
sufficiently large ho = ho(r, S), such that 
- (I 2e)El’+ > (1 - S)(l + p(e))-IMA for all h > ho. (13.25) 
Here and hereafter we write 
Q,(h) = z q(x) 5 rh. xE e(h) (13.26) 
For arbitrary V, v < 1, we can find small S ~0, l > 0 and large h such that (13.25) holds for 
v = (1 - S)( 1 + p(e))-‘. Then (13.25) combined with (13.22) gives the following estimate for 7+ 
(we assume that v > 0). 
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Step 3. The next objectiue. Our next objective 
complexity voMh over the basic set 
- l rvz 1% IS/l. (13.27) 
is a decomposition (12.5), (12.6) of the 
S(h, E) = Q,(h) n 0 (S,)(l-c’)Ef, (13.28) 
where 
voz 1 and voM is divided by Q,(h). (13.29) 
(See (13.26) and also notice that here we use the conditions (13.22)). For large h we always can 
and will choose vo( 2. (Indeed, Q,(h) I rh I M” since r I M, the latter inequality can be 
proven by the active operation method[251). Now we show that this wi!l finish the proof of 
Theorem 13.3. 
If s I,..., S, are integer parallelepipeds, then so are SI’-f,)E, for I= 1,. . . , r. In this case, by 
the virtue of Corollary 13.1, we obtain the following exponent of MM, see (13.28), 
Ha h) = 37(~ h). ~(6, h) = bboMhlQ.(h))/& (1 - EJE, log (S,J. (13.30) 
Comparing (13.27) and (13.30) under the relations 0.5 < Y 5 1 5 v. I 2 gives 
Therefore, rc is a limit exponent in the considered case. 
If s ,, . . . , S, are arbitrary sets, then we apply the method of curtailment and compressions 
(see Section 17 and Ref. [S]) to each SI’-*,)@ separately, I= 1,. . . , r, see Remark 17.1. Since h is 
large, and, hence, all (1 - E,)$ are large, this gives a decomposition (12.5), (12.6) of the same 
complexity, voMh, over the basic set Q,(h) fl @ s,, such that all 3, are integer parallelepipeds, 
/=I 
and Is,1 > @JlSl 4 where $ = (1 - q)E,, lim u(J?,) = 1. Then again, the presented above 
argument shows that r+ is a limit exponent o%M. 
Step 4. Curtailment of the set Sh. It remains to find a decomposition (12.5), (12.6) of the 
complexity Mh over the basic set S(h, E), see. (13.28). (Then we will choose an appropriate 
v. 2 1, see the previous Step 3, and formally assume that the complexity increases to voMh.) 
The desired decomposition is obtained by the curtailment of the set Sh. The curtailment is 
defined as follows. 
Definition 13.3 
For each x E X(h), see (13.9) let an r-tuple of integers, y = y(x) = (yi, . . . , y,), be defined 
such that 
Ory,(x,,1=1,2 )..., r, and Yh ={y(x)(x E X(h)}. (13.31) 
(For simplicity here and hereafter we write y, rather than y,(x).) The set S(Yh) is called a 
curtailed set Sh if 
S( yh) = x Ey,h, @ dx) fi @ (‘%)“- (13.32) 
S( Yh) can be obtained from Sh by turning the products II;=, @ (S# into l%=, @ (SJy,, or 
equivalently by deleting some sets l? @ (,I$)II-~I in (13.11). Also equivalently all the non-zero 
,=I 
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indeterminate cij, bjk, and cki defined by the latter subsets of Sh can be replaced by zeroes. This 
gives a new decomposition (12.5), (12.6) of the same complexity Mh over the new basic set 
S( Y,,). Summarizing, we proved the following lemma. 
LEMMA 13.3 
Under the conditions of Theorem 13.3 for arbitrary integer h and arbitrary Yh, defined by 
(13.31) there always exists a decomposition (12.5), (12.6) of the complexity Mh over the basic 
set S( Y,,) defined by (13.32). 
Now we introduce the following class Yh and, hence, define a certain curtailment of Sh. 
y(x) = 0 if x e X,(h), see (13.21) 
y, = [(l - q)E,J for I = 1,2,. . . , r, otherwise. 
Here I(1 - c,)E,J is the floor of (the maximum integer which is less than) (1 - cI)EI. 
As is easily verified, S(Y,,) satisfies the conditions which define the desired basic set, 
S(h, E), see (13.28). By the virtue of Lemma 13.3, we have a decomposition (12.5), (12.6) of the 
complexity Mh over S( Y,,) = S(h, E). This finishes the proof of Theorem 13.3. 
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14. 2- AND 3-PROCEDURES FOR DIRECT SUMS OF MM PROBLEMS. 
In this section we show how the 2- and 3-Procedures can be utilitzed to design efficient 
algorithms (decompositions) (12.5), (12.6) over the direct unions of two and correspondingly of 
three completely disjoint sets, see Definition 13.1. 
Let 
S = s* u S, 2)s*) = 2lSl = ISI? (14.1) 
and let S*, S satisfy (5.1), (5.2). Then the 2-Procedure described in Section 5 gives a 
decomposition (12.5) of the complexity 
M = (S*l + IS$ + lS$l+ IS:\. (14.2) 
Here the sets SJ, S$, Sk are defined by (5.3). 
Choosing appropriate Cu, p, 7 in (5.2) we define the 2-Procedure over the sets 
S* = S”(m, n,p), S = S”(n,p, m), S = S* U 3, where U, v, and (m, n,p) are three arbitrary 
triplets of integers, such that m, n,p >O. 
Assuming m, n,p given we choose U, v such that S* = S’(m, n,p) and S = S”(rz,p, m) are 
completely disjoint, for instance, u = (O,O, 0), v = (m, n,p). Then obviously (14.1) holds, and 
(5.1), (5.2) can be easily satisfied. We obtained the following result, see (14.1), (14.2). 
THEOREM 14.1 
For arbitrary positive integers, m, n, p, it is possible to find decompositions (12.5), (12.6) 
over the direct union S of two completely disjoint integer parallelepipeds, S S*, such that 
ISI = Is*\ = mnp,M=mnp+mn+np+pm. 
COROLLARY 14.1 
Two products of 10 x 10 general matrices can be evaluated involving only 1300 essential 
multiplication steps (write m = n = p = 10 in Theorem 14.1). 
Now we recall[5], that the best known algorithm for 10 x 10 matrix multiplication gives 
M = 710. Hence the direct sum of two such algorithms involves at least 1420 essential steps. 
1420 > 1300, hence, the DSC is false over the class of the known algorithms for 10 x 10 MM 
(although an algorithm evaluating the product of 10 x 10 matrices in only 650 or less essential 
steps may still exist). 
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Now we apply the 3-Procedure sketched in Section 6 to the direct sum of three completely 
disjoint problems of MM. 
Let 
s, = s u P,S u 7r*$3ISI = 3)7r,SI = 31?TtSI =IS& 
where 3, n& rr$ are completely disjoint sets, and ?r,$, ?rzs are defined by (6.1), (6.2). Then 
the 3-Procedure gives decomposition (12.5) of the complexity 
M = ISI + 3I$il+ 3)Si,)+3lSkiJ+JBTJ, 
where lB7’l denotes the number of “bad correction terms”, see Section 6, Sii, S,, Ski are defined 
by (5.3). 
Choosing appropriate a;, /?, < in (6.1) we can define 3, nl$ nzs as follows. $ = S”‘(n, n, n), 
7,s = S”‘(n, n, n), a$ = s”‘(n, n, n), where n 2 1 is arbitrary, u’ = (u’/‘, uf’, uf’), 1 = 0, 1,2, are 
three arbitrary triplets of integers. This means that an arbitrary triplet of integer n x n x n 
parallelepipeds (cubes) can be chosen as 3, ?r,s, t~$. Assuming n given we write 
u’ = (2nl,2nl, 2nl), 1 = 0, 1,2. (14.3) 
i,, = i, - 2n = i2 - 4n, j. = j, - 2n = jz - 4n, k. = k, - 2n = k2 - 4n. (14.4) 
Now we apply the 3-Procedure, see Section 6, to the sets 3, lr,$, ~3 Then the sum of 3d 
original terms T(&j,,k,), T(j,kii,), T(k2ij2), is decomposed as a sum of n3 aggregates, (6.3), of 
9n2 “not so bad correction terms”, (6.4)-(6.6), and of several “bad correction terms”, (6.7). 
We observe that the sum of 3n2 “not so bad correction terms”, (6.4), is written in the form 
similar to the sum of the right parts of (8.5)-(8.7). Applying the method presented in Sections 
8, 9 we decrease the number of terms from the original 3n2 to 2n*+ 2n in the resulting 
decomposition over the field E, a quadratic extension of a given field F, see Section 10. 
Similarly, we transform the sums of the terms (6.5) and (6.6), so that now the sum of all “not so 
bad correction terms” is decomposed as the sum of 6n2 + 6n terms, see Tables 14.1-14.9. 
Then we extend our 3-Procedure to the union of three completely disjoint (2n) x (2n) x (2n) 
cubes of triplets of integers. Hereafter we write, see (11. l), (14.3), (14.4), 
i;=i,+m,j;=j,+n,k;=k,+p,l=0,1,2. (14.5) 
(In this section m = n = p, we prefer a more general form for (14.5).) 
Now we apply the trilinear canceling procedure described in Section 11. (We use the same 
Tables 11.1-11.8 but add the necessary subscripts, 0, 1, and 2, to the indices, i, j, k, see Tables 
14.10-14.17.) As a result we have a decomposition (12.5) for the trilinear problem over 
S = 8 U T,S U n2$ where, see (14.3)~(14.5), s, n$, lr$ are three completely disjoint 
r x r x r integer cubes, 
I$I= Ir,sI = l?r2$ = r’, M = r’ + 12ti + 24~ (14.6) 
Here r is arbitrary even integer. 
Remark 14.1. Closer examination shows that the same method can be applied so that the 
integer parallelepiped S(2m, 2n, 2p) with arbitrary m, n, p is taken as 3. Then lr,$ = 
S”1(2n, 2p, 2m), 7r2s = S”2(2p, 2m, 2n) are also integer parallelepipeds. We do not explore this 
possibility further in this section, but a similar observation helps us in Section 19. 
We derived (14.6) by repeating our method of Sections 611 except that in this section we 
did not need the transformations of Sections 7 and 8. Thus we leave the technicalities to a 
reader as an exercise. As the guidance in such an exercise, we reproduce the relevant ables for 
aggregating and canceling (see also Tables 6.2 and 10.1). 
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Table 14.1. See Table 9.2 
aalba b, Gi, 
c a+ a-‘? bk,i, a-‘? cb 
Table 14.10. See Table 
11.1 
ati + aj,k, + abh 
b,,, + bk,i, + bi, 
Ck& t Ci,, t Chk, 
Table 14.2, See Table 9.2 
vti b, Gil 
q ai,k, ?‘-I7 b&Y-‘? ci?kt 
Table 14.1 I. See Table 
II.2 
- ati t qIk, + ok& 
b& + b,,, + bFti> 
-c~otci,i;+c~k~ 
Table 14.3. See Table 9.1 
Table 14.12. See Table 
11.3 
aiOib - aj,k, + aizi2 
Table 14.4. See Table 9.2 
V%k, &a %k, 
7 llk2i Y-' 7 bk,, Y-'c c,, 
brh + bk, ;, t biu, 
Ck& - Ci;j, t Cj& 
Table 14.5. See Table 9.1 
Table 14.13. See Table 
II.4 
Table 14.6. See Table 9.2 
Table 14.14. See Table 
Table 14.7. See Tables 14.2, 14.3 
and, 9.6 
Table 14.15. See Table 
II.6 
- ash + Oj,s t ahi 
b;& -I- br, i; t bhi; 
- ck& t C&j, t C&C2 
Table 14.8. See Tables 14.1, 14.6 
and 9.6 
Table 14.16. See Table 
Table 14.9. See Tables 14.4, 14.5 
and 9.6 Table 14.17. See Table 
11.8 
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Remark 14.2. We omit the three tables corresonding to Table 10.1. They can be easily 
derived from Table 14.7-14.9 if the coefficients uf, ye UT’, ai’ substitute for a, y, a-‘, y-l. 
Finally we proved the following theorem. 
THEOREM 14.2 
For arbitrary even n >O and for the direct sum of three completely disjoint problems of 
n x n matrix multiplication there exists a decomposition (12.5) over the field R and over a 
quadratic extension of an arbitrary infinite field F, such that M = n3 + 12n2 + 24n. In particular, 
the direct sum of three completely disjoint 46 x 46 x 46 problems of MM can be decomposed as 
a sum of 123832 terms. 
If the DSC were true, then we could conclude that 46 x 46 MM could be done in at most 
[123832/3] =41277 essential steps, while the best known algorithm for that problem requires 
41308 such steps, see Section 11. This is another example against he DSC if the DSC is stated 
over the class of known algorithms. On the other hand, if indeed the DSC were true, then this 
would give the following slight improvement over the exponent p = 2.776131367 of Corollary 
11.1, 
p% = lo&41277 < 2.775935282. (14.7) 
Almost the same improvement to the exponent /3f < p& + O.OOOOO22 follows from Theorem 
13.3 and Corollary 13.1 even without the DSC. 
COROLLARY 14.2 
p& = log,&123832/3) < 2.775937393 is a limit exponent of MM and Pf = log.&646t== 
2.775994 is an exponent of MM (in both cases over an arbitrary infinite field F). 
Remark 14.3. The extension of the result of Corollary 14.2 to the case of finite fields can be 
done along the line of Remark 11.1. 
PART 4. APA FOR MM. 
15. APA FOR MM AN EXAMPLE AND DEFINITIONS. 
The latest progress in the acceleration of MM was initiated’ by the following algorithm 
(decomposition) due to Bini et al.[2]. (We present he algorithm in the bilinear verson.) 
Example 15.1 
PI = (alo + ~adh + Ah), PZ = ( - alo + hd(boo + Ah), 
~3 = (art - AaoJ(bro + AU, ~4 = al&x, - b,,), 
PS = (alo+ adh 
a&m + aoh = A-‘@, + PZ + ~4) - A(am + aol)boi, 
alob~+orlblo=p4+p5, 
a&or + al& = A-‘@, + PT- ~5) - Aaol(bol - bn). 
a&o, + a&r = a&or + a&,~. 
Consider A as a parameter independent of A and B. 
Then Example 15.1 gives a bilinear algorithm for the approximate valuation of D- and D 
respectively in 5 and 7 essential steps. More precisely, if A tends to zero, then we have an APA 
algorithm, arbitrary precision approximating algorithm, for D- involving only 5 essential steps. 
For comparison, the (sharp) lower bound six on the number M of such steps for the exact 
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evaluation of D- by the algorithms (12.5), (12.6) can be obtained by the active operations-basic 
substitution techniques [ 11,21,25]. 
Although fast, the APA algorithm presented in Example 15.1 seems to have the two 
following deficiencies. First, in order to guarantee any precision approximation to D- by this 
algorithm, we must take A +O, A-’ +a~ and make the algorithm numerically unstable. Secondly, 
our objective is not the evaluation of D-, but of D, if we want to apply Theorem 2.1 to reduce 
the exponent p. If D is evaluated by this algorithm then this method is not faster than 
Strassen’s one [9]. 
However, we know from Section 12 that the second problem would be settled if we could 
use the APA algorithm as the basic decomposition (for PMM) in Procedure 12.1 and apply 
Corollary 12.2. 
Now we are going to use the APA algorithm exactly in this way. We will show how to 
extend Corollary 12.2 to the case of the APA algorithm and obtain the limit exponent of MM, 
3 log, 5 = 2.695. Moreover, we will define the following class of basic decompositions which 
generalizes Example 15.1 and contains even more efficient decompositions generating even 
smaller exponents of MM. (We retain the name APA, arbitrary precision approximating 
algorithms for the decompositions of that class. We call them APA algorithms (for short APAs) 
for PMM, because they generalize (12.5), (12.6), and the APA of Example 15.1, see [2, 31.) 
T Uijbjk = Aed 5 y&(A)Lq’(A, )Lq2(A, B)- ALki(A, U, B), {ki} E Skis (15.1) 
j E &ki) q=1 
3 (ij ES 
UijbjkCki =Amd 5 Lq’(A, A)Lq2(A, B)Lq3(A, C) - AL(A, A, B, C). 
q=l 
Here d is integer, y%(A), Lq’(A, A), Lq2(A, B), Lq3(A, C), L,(A, A, B), L(A, A, B, C) are poly- 
nomials of A and linear forms of the entries of A, B, C. Otherwise, notation is as in Section 12. 
If for some A0 the polynomial L(A’, A, B, C) is identically zero or equivalently, Lki(Ao, A, B) 
are identically zeroes for all (ki), then (15.1), (15.2) can be immediately turned into (12.6), (12.5). 
Remark 15.1. The indeterminates Uij, 6jk, cki in (15.1), (15.2) are assumed to be elements of an 
arbitrary algebra. For instance, U, bjk, cki can be polynomials of A and/or the matrices of the 
SiZeS rii X R (for Uij), ii X /? (for bjk), p X ?fi (for cki), where rii, ii, p arbitrary. 
The next theorem is an obvious generalization of Theorem 2.2. 
THEOREM 15.1 
The decompositions (15.1) and (15.2) are equivalent if (12.3), (12.7) hold. 
The decompositions (15.1), (15.2) are always define arbitrary precision approximating 
algorithms for the evaluation of 2 Uijbjk for (ki) E &. 
Multiplying (15.1) by Ad we obtain that ! y$(A)Lq’(A, A)Lq2(A, B) is a polynomial of A 
q=1 
whose terms 1, A, A2,. . . , Ad-’ have zero coefficients. Formally we write such a conditions as 
(15.3) 
where 
Lq’ = L,‘(A, A), L; = L;(A, B). 
Basing on Remark 15.1 we are going to generalize (15.3). 
At first, we replace the entries, Uij, b+, of the given m X n and n X p matrices, A, B, by fi X A 
and ri x B matrices, whose entires, u$b$‘, can be viewed as indeterminates ( ome of them can 
be replaced by zeroes), see Procedure 12.2, Remark 15.1. Then L,‘, Lf are also rii x ti and 
fi x p matrices, such that 
Lq’ = <w.f. g)),L,z = U,2(& h)), (fgh) E sm 6 B), (15.4) 
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(15.5) 
1. J 
fi,i,i(h), l’p,j, k(A) are polynomials of A with the coefficients from the given field F. 
Let L, z be two linear forms of An’ and correspondingly, of iip indeterminates with the 
coefficients from F. Then we consider the latter indeterminates a  the entries of two general, 
rii X A and fi xy, matrices, and for each q define I&!,,‘) and l(L,‘) as follows. 
(15.6) 
Here q = 1,2,. . . , A4, Kf, g), fig, h) are constants of F which do not depend on q. Let 
A = (&), B = (b;,) denote the two m X n and correspondingly n x p matrices, such that 
- _ 
t&j - F Icf, g)a$, I&= T i(g, h)b$‘. (15.8) .B B. 
Then we can write, see (15.6)-(15.8), 
Comparing this with (15.4), (15.5) for ti = ti = p = 1, we obtain that 
L(L,‘) = L,‘(A, A), E(L,z) = L,t(A, I?) 
We can substitute A, B for A, B in (15.3), and obtain that 
$, y&(A)Lq’(A, A)L,Z(Ay B) = O(mod Ad). 
Hence, see (15.9), 
(15.9) 
q$, y%(A)L(L,‘)2(L,2)=O(mod Ad)- 
Similarly we can verify the relation 
$, Lq’LqZLd = O(mod Ad), 
and extend (15.10) to the trilinear case, 
$ L(L,‘)L(Lt)&(Ld) = O(mod Ad). 
(15.10) 
(15.11) 
(15.12) 
Summarizing we have the following result. 
LEMMA 15.1 
Let a decomposition (15.1), (15.2) be given. Let three arbitrary linear forms, L, Is, f, of fiti, 
fip, and pti variables respectively (where M, fi, p arbitrary) with the coefficients from the field F 
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be defined on the sets of the entries of general fi x ri, E X D, D X rTi matrices. Let the entries aij, 
bjk, Cki of the matrices A, B, C and, therefore, also the multiples L,’ = &‘(A, A), Ld = Lt(A, B), 
Lq3 = Lq3(A, C) in (lS.l), (15.2) be considered respectively A X A, fi = p, and p x ri matrices. 
Then (15.10) and (15.12) hold. 
Generalizing (15.2) we define APA for arbitrary tensor, t, and arbitrary trilinear form as the 
following decomposition[2,3], 
n 
Tjjkaib,$k = Apd 2 Lq’(Ay A)Lt(A, B)Lz(A, C)- AL(A, A, B, C). (15.13) 
q=l 
Here ai, bj, ck are indeterminates, ?ijk are constants of the given field P, and A = {ai}, B = {bj}, 
C = {ck}, otherwise, the notation is as before. 
Definition 15.1,[3] 
The border rank, br(t), of the tensor t = {Tijk} is the minimum M over all possible decom- 
positions (15.13) and over all values of d. The integers M and d in the decompositions (15.1), 
(15.2), (15.13) are called the complexity and the degree of a given APA. APA for PMM, see 
(15.1), (15.2), is characterized also by its basic set S and is called APA for PMM over the basic 
set S. (Here we assume that the basic set S satisfies (12.3), (12.9)). Hereafter an APA for PMM 
characterized by the complexity M, degree d, and the basic set S is designated APA(M, d, S). 
The DSC over the class of APA algorithms (15.13) or (15.1), (15.2) is obtained if that class 
substitutes for decompositions (12.5), (12.6) in Definition 13.1. 
In this section we will see that APAs can generate small exponents of MM. Namely, each 
APA defines an exponent of MM which depends only on M and S. This motivates the 
16. RECURSIVE APPLICATION OF APA ALGORITHMS AND THEIR POWER 
FOR THE ACCELERATION OF MM 
following definitions. 
Definition 16.1 
The first M terms in the right parts of an APA (15.1), (15.2), that is the terms 
Awdy&(A) &‘(A, A) L:(A, B), AwdL,‘(A, A) Lt(A,B) Lq3(A, Cl, 4 = 1,2,. . . , M, are called 
the essential terms of the APA, other terms of the right parts, that is the terms of A&(A, A, B), 
AL(A, A, B, C), are called the neutral terms of the APA. In particular, A&(A,A, B), 
AL(A, A, B, C) can be decomposed as the following sums of the neutral terms. 
u(t 0 Ms. k, i) 
ALb(A, A, B) = z AS 2 Lp’(A)L@‘(B),(ki) E Ski 
s-1 v=l 
AL(A, A, B, C) = 2 AS Mf' Lc"'(,)~(c')(,)~(')(C), 
s=l V=l 
(16.1) 
(16.2) 
where 
@‘(A) and L’“‘(A), @‘(B) and E(YS)(B), J?)(C) 
are the linear forms of the entries of, respectively, A, B, and C with the coefficients from F, and 
(ki) E s,. 
Our next objective is a procedure which would allow to use the APAs recursively. The 
similar problem for decompositions (12.5), (12.6) was solved in Sections 12, 13 by presenting 
Procedures 12.2 and 13.1. Now we observe that those procedures work even if the APAs 
substitute for the class of decompositions (12.5), (12.6) there. (In this case we will use the 
names “Procedures 12.2 and 13.1 for APAs”.) Then in order to apply APAs recursively, it 
suffices to add a rule for decomposing the neutral terms which are the sums of matrix products. 
In particular, if the entries of A, B, C are rii x ri, A xp, and p x fi matrices, as is the case with 
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Procedures 12.2, 13.1, then the original APA generates the neutral terms 
see (16.1), (16.2), which are the products of rii x ti, ri x 6, and p x ri matrices. In this and all such 
cases we use the following rule as a complement to Procedures 12.2, 13.1 for APAs. If a neutral 
term of an APA is a matrix product, then it is always decomposed (evaluated) by a straight 
forward algorithm. 
Now we can generalize Lemmas 12.1, 12.2, and Theorems 13.1-13.3 in case of decom- 
positions resulting from Procedures 12.2, 13.1 for APAs. Indeed, all related to the basic’ 
sets of APAs do not involve the neutral terms of the APAs. Thus such problems are treated 
exactly as in Sections 12, 13. The equivalence of bilinear and trilinear versions of APAs 
resulting from Procedures 12.2, 13.1 is obvious. The only nontrivial step is the estimates of the 
complexities of the resulting APAs. Basing on Lemma 15.1 we will show that the neutral terms 
do not interfere with our previous estimates. This immediately gives the following generaliza- 
tion of Lemma 12.1. 
LEMMA 16.1 
If Procedure 12.1 for APAs is applied to an APA (M, d, s) and to an APA (M’, d’, S’), then 
the result is an APA (&I * M’, d + d’, S @I S’). 
Proof. All the results of the lemma are immediately verified if we show that the classes of 
essential and neutral terms do not interfere with each other. More precisely, it suffices to prove 
the following result. 
LEMMA 16.2 
Let under the conditions of Lemma 16.1 each A x fi xg matrix product, 
&‘(A, A)L,z(A, B)L;(A, c), q = 1,. . . , M, generated by the given APA (M, d, S) be decom- 
posed as is defined by the given APA(M’, d’, S’) (this is an intermediate step assumed in 
Lemma 16.1), and let AL(A, L,‘, Li, Lq3) denote the sum of the resulting neutral terms for each 
q,q=l,..., M.Let 
AL* = A 5 L(A, L,‘, L;, L;). 
q=l 
(16.3) 
Then AL* = 0 (mod Ad). 
Proof of Lemma 16.2. We write, see (16.2) and (16.3), 
AL* = q$, ,$ A’ M$,’ L(“)( L,‘)~‘“‘( L,$(“)( L;) 
= $, A’ 3,’ $, L(vs)(Lq’)~((vs)(L~)~(vr)(L~) = O(mod Ad). 
The latter equality follows from Lemma 15.1, see (15.12). cl 
This finishes the proof of Lemma 16.1 as well. cl 
Remark 16.1. Similar proof can be given basing on the bilinear decomposition (15.1) and on 
(15.10) and (16.1). 
The following lemma establishes the possibility of transitions from APAs to decompositions 
(12.5), (12.6). 
LEMMA 16.3 
Given an APA (M, d, S), over an arbitrary ring or field F, then there exists a decomposition 
(12.5), (12.6) of the complexity at most (d + l)‘M over the same basic set S. If, in addition, F is 
a field which contains at least 2d + 1 different elements, then there exist a decomposition (12.5) 
and (12.6) of the complexity at most (2d + 1)M over S. 
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Proof. Multiplying (15.1) by A* gives 
Ad T ai& = 2 y&(h)Lq’(A, A)Lq2(A, -B)- A*"&(A, A, B), (ki) E Ski. (16.4) iE j(ld) q=l 
Then X aijbjk equals the coefficient of A* in the polynomial of A from the right part of (16.4). It 
remails to evaluate at first the coefficients of the following M polynomials of A, pJA, A, B) = 
L,‘(A,A)Li(A,B) (mod Aq+‘) for 4 = 1,2,. . . , M, and then the coefficient of Ad of the 
polynomial ! y&(A)pq(A, A, B). The latter problem can be solved without essential multi- 
q=l 
plication steps, since 7$(A) are constants not depending on A, B. The evaluation of each 
pq(A, A, B) is reduced to multiplications of two polynomials of A modulo A*+‘. The latter 
problems can be solved involving (d + 1)2 essential steps over any field or ring F (by the straight 
forward algorithm) and involving at most 2d + 1 such steps over any field F with at least 2d + 1 
different elements [13,14l. 
Remark 16.2. Decomposition (15.1), (15.2), (16.4) are equivalent and can be equally used to 
define APA algorithms[3,6,8, 171. The same can be said about decomposition (19.1), see 
Section 19. 
We have proven that the APAs (15.1), (15.2), (16.4) can be used as basic decompositions of
Procedure 12.1. More specifically, if we recursively apply Lemma 16.1 h times (h is arbitrary) 
and then Lemma 16.3 then we obtain the following corollary. 
COROLLARY 16.1 
Given an APA (M, d, S) over an arbitrary field or ring F, then there exists a decomposition 
(12.5), (12.6) of the complexity at most u(dh)M” over the basic set Sh (over F) where 
u(d) 5 (d + 1)2. If F is a field with at least 2d + 1 different elements, then u(d) I 2d + 1. 
We observe that h = logMN < cN’ if N = ML and e >O is arbitrary. By repeating the 
discussion of Sections 12,13 we obtain our basic results. We state them after the next definition 
generalizing Definition 13.2. 
Definition 16.2 
Given the set S which is the direct union of r completely disjoint sets, S,, S2, . . . , S, (each 
satisfying the conditions of Remark 12.3 and (12.3)), and an APA(M, d, S), then the number B+ = 
P+(M I&l,. . D , IS& defined by formula (13.2) or, equivalently, by formula (13.7) and by the 
equality /3’ = 37+ is called the exponent generated by the DSC and by the given APA (M, d, S). 
THEOREM 16.1 (The EDST for APAs)[7,9]. 
Each exponent generated by each APA (M, d, S) is a limit exponent of MM. 
Remark 16.3. Since decompositions (12.5), (12.6) are particular cases of the APAs, 
Theorems 13.2, 13.3 are particular cases of Theorem 16.1. 
The following result generalizes Corollary 12.2. 
THEOREM 16.2, [3,6,8, 171. 
Given an APA (M, d, S), where S is an arbitrary set satisfying the conditions of Remark 12.3 
and (12.3), then a pair of N x N matrices can be multiplied involving at most cNB log N essential 
multiplication steps where c is a constant, /3 = 3 log M/log JSI, so that this /3 is a limit exponent of 
MM, see Theorem 2.1. If S is an integer parallelepiped, then at most cNB log N arithmetic 
operations are required to multiply two n x n matrices (c is a constant). 
Remark 16.4. Theorem 16.2 is obtained in Ref.[3] in case of S = S(m, n,p). In Refs.[8,17] 
the proof basing on Lemma 16.3 was presented. Our minor improvement of the result of Ref. [8] 
due to our different method of the proof of Lemma 12.2 is that we obtain the upper bound on the 
complexity of MM, cNB log N, not just the limit exponent p as in Ref. [8].. 
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Example 15.1 gives an APA (5,1, S) where JS( = 6. Hence, by the virtue of Theorem 16.2, 
MM for arbitrary N can be performed involving cNB log N essential multiplication steps 
where p = 3 log6 5 = 2.695. 
In Section 19 we derive even better exponents basing on the AUC and Theorem 16.1. 
We end this section with a remark about the applications of the considered techniques to the 
study of the APAs for other bilinear and trilinear computational problems except MM. 
Remark 16.5. Lemma 16.1 can be immediately generalized to the case of the APAs for the 
problem of convolution of vectors (polynomial multiplication). In the case of general tensors an 
extra care must be exercised to make the original APA applicable to decomposing L,‘LdLd. 
On the other hand, Lemma 16.3 is easily generalized if an arbitrary trilinear form (or a tensor) is 
given instead of the problem of MM. Moreover, the constant 2d + 1 can not be reduced. This can 
be shown by reversing the construction of the proof of Lemma 16.3 and using the basic 
substitution techniques [ll, 18,251. In particular, this means that for arbitrary integer d 2 0 there 
exists a tensor whose rank is at least in 2d + 1 times greater than its border rank, see (15.13) and 
definition 15.1. 
17. FROM PARTIAL MM TO TOTAL MM VIA CURTAILMENT AND 
COMPRESSION OF POWERS OF BASIC SETS. 
So far we postponed the proof of Lemma 12.2 and thus of its numerous consequences, 
because this lemma is trivial if the basic set is an integer parallelepiped, and because we could 
do with the study of the latter case. Now we are motivated to derive the exponent of MM 2.695 
via Example 15.1. The basic set of the decomposition of that Example is neither parallelepiped, 
nor even a direct union of parallelepipeds. We will use some techniques of Sections 12,13 and, 
particularly, of the proof of Theorem 13.3. 
Lemma 12.2 and its natural generalization to the case of APAs follow from the next result. 
LEMMA 17.1 
Given an hPA(M, d, S) over an infinite or sufficiently large field F, then for each large 
integer h there exist integers m, n, p and an APA (M”, hd, S(m, n,p)) over F, such that 
u(h)mnp 2 I.$(“, where lim u(h) = 1. 
Proof. We partitionhge proof into several steps. At first, we will work only with sets of 
triplets of integers. 
Df$nition 17.1 
Basic decomposition of sets. Let S be a set of triplets of non-negative integers. Let S(ij), 
S(jk), S(E) denote the sections of S by the coordinate axes, respectively {k}, {i}, G}, shifted to 
the points (ij), (jk), (ki), that is, see (12.8), 
S(ij) = {k((ijk) E S}, S(jk) = {il(ijk) E S}, S(b) = {j((ij&) E S}. (17.1) 
Then the three representations of S, as the three unions of all its sections, are called the 
three basic decompositions of S, that is 
Here the unions are for all (ij) E Sii, all (jk) E Sjk, and all (ki) E Ski, see (12.3). (Similarly, each 
set of pairs of integers and, in particular, each of Siis;,, Sjk, Ski, has its two basic decompositions as 
the unions of their sections.) 
Now we define a general procedure of turning an arbitrary set S of triplet of integers into 
S(m, n, p) for some m, n, p. Then we will relate this procedure to the transformations of APAs, 
and then will find the appropriate h, p, n. (Then m = m(h, p, n) is defined by the procedure.) 
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Procedure 17.1. Step 1. Choose an appropriate p. Step 2. Curtail the given set S over the 
coordinate plane {i, j}, that is for each (ij) delete S(ij) from S iff (S(ij)l <p, or otherwise, delete 
a subset of S(ij), such that the remainder of this S(ij) has exactly p elements, 
(ijk,), k, = k,(ij), q = 1,2,. . . , p. (17.3) 
Designate by S,- the remainder of S after all the deletions. Step 3. Compress the set S- 
towards the coordinate plane {i, j}, that is design the set S,- = {(ijk)J(ij) E S;, k = 0, 1,. . . , 
p - 1) where S; is the projection of S- onto the plane {i, j}. Observe that S,- has {(ijk)lk = 
O,l,.. . , p - 1) as the only nonempty sections, S,-(ij), so that in the sequel one element {i, j, 0) 
can represent each such a section. Step 4. Choose an appropriate n. Steps 5 and 6 are the 
curtailment and compression of the set S,-. They are similar to Steps 2 and 3 with n and {k, i} 
substituting for p and {i, j}. Observe that the resulting set, S, (the output of Step 6) can be 
represented as 
&={(ijk),iES;,j=O,l,..., n-l,k=O,l,..., p-l}, 
where Si- is a certain set of integers. Step 7. Write rrr = JSi_J and compress S&, into S(m, n,p) 
by reassigning the values of indices i. 
LEMMA 17.2 [8]. 
Let an APA (M, d, S) be given and let the set S(m, n, p) be obtained from S by Procedure 
17.1. Then there exists an APA (M, d, S(m, n, p)), where m, n, p are defined by Procedure 17.1. 
Proof of Lemma 17.2. Step 2 is performed by assigning that, see (17.3), 
Uii = 0 if IS(ij)) < p, and that bjk = cki = 0 unless k = k,(ij), 0 5 q I p - 1. (17.4) 
(Step 5 similarly.) Such transformations of APAs increase neither the complexity, nor the 
degree of APAs. As is obvious, the same can be said about Step 7. It remains to show how to 
compress the sets (Steps 3 and 6) without increasing the complexity and degree of the 
corresponding APA. This can be done along the line of Ref. [8] using the conditions of Remark 12.3. 
0 
By the virtue of our previous results from Sections 12 and 16, see Lemmas 12.1 and 16.1, we 
can recursively apply the given APA(M, d, S) and obtain an APA (Mh, dh, 9) for arbitrary h. It 
remains to show that if h is sufficiently large, then it is always possible to find m, n, p, such that 
Procedure 17.1 turns S” into S(m, n,p), and 
jS”j < u(h)mnp, lim u(h) = 1. 
h-w 
(17.5) 
Hereafter we write S = Sh and assume that s(iT), S(J?~), s(k[), 33, $, $6; are defined by 
formulae (12.3) and (17.1) with S substituting for S, and with the indices i i k substituting for i, 
j, k in those formulae. Let here and hereafter 
(l?k) = ((&r . . . , ih), 0’1, . . . I jh), (k I,. ..2kh)),_(i&k,) E S for q = 1,2,. . . , h 
iff (($) E S. I 
(17.6) 
(17.7) 
(17.8) 
The next lemma is easily verified. 
LEMMA 17.3. 
If (17.2) holds, then always 
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36: = ( Sh)h, Si;c = (Sjk)“, ST = ( Sfj)h. (17.9) 
(Relations (17.9) will not be used in sequel.) 
Here we assume that (17.6) holds, that (q) E Sij, ($) E $, (@ E &, (lTf) E 3, and that 
the unions in (17.7) are taken for all <iT), @), and (ki) satisfying the just listed reactions. 
Let hereafter 
f = lsijl, Sij = {(idA (idA . . . , (i,L)l. 
It follows from (17.7) that 
PI = $ IS(i 
=l 
Now we recollect Model 13.1 and formulae (13.9), (13.13)-(13.18) and write 
PI = ISI’ = x 6,,, 4(x) ,Q lWJ(“~. 
PI = IS(ijl)l/lSl, I = 1,2,. . . , r. 
The latter three equalitities give (13.15). 
We notice that if h is large, then some pairs (i,&,), for 4 = 1,2,. . . , h must coincide. 
Therefore, as follows from (17.8), 
where x = (x,, . . . , x,) E X(h), see (13.9). 
Now we continue as in Section 13, see (13.20)-(13.26), and finally obtain for arbitrary 
E > 0, S > 0, that on the one hand, 
Q,(h) jj JS(ii)l(‘-2’)Ef > (1 - 6)U + d4)-‘I$ (17.10) 
where .I?,, P(E), Q,(h) satisfy (13.16), (13.24), (13.26), and on the other hand, 
ISi+/ 2 fi IS(ijl)l('-2e)El. (17.11) 
for at least Q,(h) different pairs (r) E SiT. 
Now we choose h sufficiently large and apply Procedure 17.1 to the set 3 = Sh. We perform 
Step 1 of the Procedure by choosing the ceiling of (that is the minimal integer greater than) 
fil I S(ij,) (‘-2’)Ef as the value of p. Then after Steps 2 and 3 we obtain that, by virtue of (17.10), 
(GA,), 
(S-1 = IS,( > ~(6, e)(Sh(, lim ~$6, l) = 1. 
6. f-r0 
Similarly we obtain an analogous estimate for the outputs of Steps 5-7. cl 
Remark 17.1. If the set S is the direct union of several completely disjoint sets, then 
Procedure 17.1 can be applied separately to each of them (with different m, n, p, perhaps). 
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18. THE BEHAVIOR OF EXPONENTS OF MM GENERATED BY 
THE JAR METHOD AND OF THE CORRESPONDING CONSTANTS. 
RESULTS OF A NUMERICAL EXPERIMENT. 
We may campare an APA (M, d, S(m, n, p)) and a decomposition (2.3) of the complexity, 
say, MO, such that Mh < Mob < [(2d + l)h]Mh. As we already know, such an APA generates a
smaller exponent of MM than the given decomposition (2.3) does. Nevertheless, that APA 
remains inferior against he decomposition (2.3) even after h recursive applications of both. 
(Recall that after h such steps the size of the problem increases to (m h, nh, ph).) Thus 
comparing the best known APAs over integer parallelepipeds and over their direct sums, see 
Section 19, with Strassen’s algorithm and with the algorithm of Section 11, we see that the 
APAs become superior over two latter algorithms only for astronomically large problems of 
MM. The comparison is not more in favor of APAs if we consider the best APAs over the 
basic sets which are not the direct sums of parallelepipeds. 
In this section we present some results of our simple numerical experiment with the APA 
algorithm of Example 15.1 (recall the exponent of MM B = 2.695 generated by that APA). 
Numerical Experiment. In Example 15.1 an APA (M, d, S) is presented, such that M = 5, 
d = 1, and the basic set S is the integer cube, S(2,2,2), whose elements (O,O, l), (0, 1,1) are 
deleted. The projections of Sh onto the coordinate planes {i, j}, (i, k}, and {k, i} are 2h x 2’ 
matrices. Only the latter projection has zero entries. We applied Procedure 17.1 to turn Sh into 
S(m, n, p) for h = 1,2,. . . , 11. In the considered case we need to perform only Steps l-3 and 7 
of the Procedure. For ail h the values of p have been chosen such that 
B(h) = 3h log M/log (mnp) was minimum. 
Here are the Tables indicating the distribution of zero entries in the projections of S, Sz, and 
S’ onto {k, i}. 
IX x x x\ 
x x 
( ‘i 0 x 0 x 0 x’ ooxx ’ 0 0 0 x i 
I xxxxxxxx oxoxoxox \ 
1 
ooxxooxx 
000x000x 
ooooxxxx * 
00000x0x 1 
\ 
ooooooxx 
0000000x I 
Here the signs 0 and x stand correspondingly for zeroes and indeterminates. 
We recall that in the considered case after its h recursive applications the original APA 
turns into an APA (Mh, (2d + l)h, Sh) of the complexity Sh and the degree 3h. Here is a table of 
the results of our experiment. 
Table 18.1. 
h =log,M(h) n =2h m p B(h) 
: 
4 
5 
6 
7 
8 
9 
10 
11 
4 3 2 3.0385 
8 4 4 2.9853 
16 II 4 2.9455 
32 
:! 
8 2.9024 
64 16 2.8905 
128 64 16 2.8683 
256 93 32 2.8520 
512 130 64 2.8467 
1024 386 64 2.8225 
2048 562 128 2.8239 
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We know that /3(h) tends to an exponent of MM We see from Table 18.1 that P(h) is slowly 
decreasing when h grows. Quantitative comparison shows that an improvement over the results 
of Section 11 can be obtained only for multiplication of extremely large matrices. 
Indeed, the exponent 2.8239 in Table 18.1 correspond to the APA for the problem of the size 
562 x 2048 x 128. Then the complexity equals Mh = 5” = 48,828, 125, and the degree equals 11. 
Even if we forget about the unpleasant multiple 23 corresponding to degree 11, see Lemma 
16.3, and just make the transition to the problem of N x N matrix multiplication (the case of 
square matrices), then we need the value N L 562 - 2048 *128 = 281 * 2’*. The complexity in this 
case becomes at least 533. (Recall that for N = 46 we know an algorithm of complexity 41308 
which gives the exponent /3 = 2.7761, see (11.4).) 
19. DESIGN OF APAs BY TRILINEAR AGGREGATING, UNITING AND CANCELING. 
THE EXPONENT 2.522 
Theorems 16.1, 16.2 reduce asymptotically fast MM to the design of appropriate APAs. In 
this section we see that the power of the techniques of bilinear aggregating, uniting and 
canceling increases if the techniques are used to derive APAs, rather than the decompositions 
(2.2), (2.3). We give the examples of APAs presented in the following version which is 
equivalent to (15.1), (15.2), (16.4). (Multiply (15.2) by Ad.) 
Ad z; aiibikcb = 2 &‘(A, A)Lq*(Ay B)Lq3(A, C) + Ad+‘L(A, A, B, C). (19.1) (i.i. ES q-1 
(Then those terms will be neutral whose degree in A is a least d + 1.) 
At first, in order to illustrate the approach, we present he two following modifications of the 
2-Procedure adjusted to the case of APA. 
Remark 19.1. Using a refined version of the second example it is possible to reduce the 
exponent of MM to 2.548[8,9]. 
Example 19.1. The basic aggregating step is given in the following table, see Table 6.1. 
Table 19.1. A 2- 
Procedure for 
APAs. 
Since the correction terms A*Udbjk + bT)Cki are neutral, see (19.1), this approach gives an 
APA characterized by the basic set S = S* U 3, by the complexity M = IS*\ + IS$l+ IS$l (see 
Section 5 and, in particular, (5.3)), and by the degree 1. With appropriate 6, b, 7 in (5.2) we can 
choose a pair of completely disjoint integer parallelepipeds, S (m, n,p) and S” (p, m, n) as S* 
and S. By the virtue of Theorem 16.1, this gives the following limit exponent of MM for an 
arbitrary triplet of positive integers, (m, n, 9). 
/3 = 3?,2(mnp)’ = mnp + mn + np, 
or equivalently, 
In particular, 
p = 3 log 0.5 (mnp + mn + np)/log mnp. 
/3 = 3 10g.,~ 3 1.5 = 2.6594 
incaseof m=p=7,n=l. 
New combinations of methods for the acceleration of matrix multiplication 
Example 19.2[8] 
The basic aggregating step is given in the following table. 
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Table 19.2. Modified 2-Procedure for 
APA. 
A2aij 40 coi 
a00 Ah, ,ci.i, kti, il. 0 
Here we assume that s(i, j) defines integers such that s(i, j) = s(i’, r) only if i = [ j = ,! We 
also assume that no one of i, j, s(i, j) is equal to zero, and, moreover, that the sets S* = {i, j, 0) 
and S = (0, 0, s(i, j)} are two completely disjoint integer parallelepipeds, S* = S”(m, n, l), S = 
s”( 1, 1, ma). The correction terms A’a-b II o, s(i, jj(coi + A+, j). o), A 3@+oc~(i, jj.0 in the corresponding 
decomposition (19.1) are neutral. 
Other correction terms can be united into m + n terms, a&,0X (coi + hcs(i,j),O), 
i 
ALOOF bo. s(i. j) )coi. The total number of essential terms is M = mn + m + n, and cardinality of 
S = 8* U 3 is 2mn. If m = n = 7, then this gives the same exponents of MM as the design of 
Example 19.1 (see also Remark 19.1). 
Example 19.3 
In this example we show how to use the construction of Sections 6-11 and 14 for designing 
efficient APAs. In the same way as in Examples 19.1, we use the design which we had for the 
decomposition (2.2), (2.3) but multiply some of the variables by A’ with different 1 for different 
variables. Choosing appropriate powers, 1, we neutralize some correction terms, so that all the 
terms of Tables 14.4-14.6, 14.8, 14.9 become neutral and we do not need to reproduce the 
corresponding to them tables for designing APAs. As one of the consequences, we can write 
y = 1, a + 1 = /$.I in this new design, where see (6.2) and (12.8), 
Sk = {kl3(ij))(ijk) E S}. (19.2) 
Another consequence, which is more important, is that we do not need to use the 
construction of Section 10, which in case of the APAs gives the same results as the design of 
Section 9. Thus, besides canceling, we need only to generalize the design of Sections 6 and 9 to 
the case of the APAs. We do this by presenting the following tables. (The same design of the 
same APAs is explicitly presented in Refs.[6] and 171. 
Table 19.3. See Table 6.2 
ati 
A’ai,k, 
A’b& A’Ck& 
A ‘ak2i 
A’bk,i, %i, 
bti A’Chkl 
Table 19.6. See Table 14.3 
A4%kt h’bid, A2Chk> 
Tahh 7 bti 7 % 
fable 19.4. See Table 14.1. Table 19.7. See Table 14.7 
aiQo bti %is 
A6 T a& a-IA4 7 btli, a-‘A’ q 7 ak.h 
cb, 
7 be 7 %il 
A’? ailk, A’? 6% “‘7 Cbkl 
Table 19.5. See Table 14.2 
Table 19.8. See Table 14.8 
%I 6, %i, 
A’? ai,r-, A37 bid, A’7 c& 
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Remark 19.2. Notice that Table 19.8 is simpler than Table 14.8, since now it suffices to use 
the term Z a,, T b,, Z ci,j, rather than the aggregate of Table 14.8 or similar one. 
The following table represents the canceling procedure of our design, in case of the APAs. 
Table 19.9. See Tables 19.3, 14.11 
Remark 19.3. Unlike the case of Table 14.11, now we do not transpose Table 19.3. We just 
multiply some indeterminates by -1 and write barrs over some subindices, i j, k. 
Since the “very bad correction terms”, A9aq~2b~~ci,~,y h9ai;k,b;2c~io, are neutral, the sum of 
two aggregates represented in Tables 19.3 and 19.9 do not have essential correction terms (see 
Tables 14.10-14.17 and eight corresponding aggregates). 
This leads to the design of APAs over the basic sets of four times smaller cardinalities and 
of proportianally smaller complexities and, therefore, allows to reduce the exponents of MM. 
Now it is easy to obtain the description of the possible basic sets and the estimates of the 
corresponding complexities. Examining our design, see Tables 19.3, 19.4, and formula (6.2), we 
obtain the basic set S of the resulting APA as the union of the set S, = S U ~~3 U ?r$ and of 
another similar set, Sz = S U ii,3 U ii$, such that ISI = ln,S] = I?rzSI = ].!?I= lii,S] = liizS]. We 
also obtain that the complexity of that APA equals 
(19.3) 
where S,, Sjk, Sj = Sj(ki) are defined by (5.3), (12.3), (12.7). It remains to define three appropriate 
sets of indices {il, jr, k,, G, i;,&> for I = 0, 1, 2. We choose then such that S, I~,,I?, rtS are integer 
parallelepipeds, ee (11.2), (14.5). (One of such choices of the indices leads to the exponent 
2.522.) 
More precisely, for arbitrary integers m, n, p, uI, ul, IV/, 1= 1,2,3 we can choose the above 
indices such that S and S are integer parallelepipeds, S = S”(m, n, p), s = S’(m, n,p), and 
S u S, 7r,S u 71,S, IQ S u if23 are correspondingly the integer parallelepipeds S”(m, n, 2p), 
S”(2n, p, m), S”(p, 2m, n), where u = (u,, u, uj), g = (UI, u2, u3 +p), u = (u,, 212,03), w = 
(w,, w2, w3). Of course, we prefer to choose m, n,p, u, u, w such that those three latter 
parallelepipeds are completely disjoint. The decomposition has the complexity M = 
2mnp + 4mn + 2np + 4n = 2n(m + l)(p + 2) in this case, see (19.3). Applying Theorem 16.1, we 
obtain the following lower exponents, /3, of MM over arbitrary inlinite field F (see Remark 3.4) 
/3 = 3~,3(2mnp)’ = 2mnp + 4mn + 2np + 4n, 
or equivalently, 
P=3(log?f(m+l)(p+2)-1ogQmnp)). 
In particular, we write m = 5, n = 1, p = 11, and obtain the following result, see Theorem 3.3 
and Ref. [ 161. 
THEOREM 19.1 
Let F be an arbitrary infinite field, then p = 3 log 52/lag 110~ 2.521812716, is a limit 
exponent of MM over F and a limit exponent of Boolean matrix multiplication, see Definition 
2.1. 
Remark 19.4, Examining the construction of Example 19.3 we observe that, in fact, 
Theorem 19.1 holds under the only restriction on the field F, that is the parameter (  = ISkI - 1, 
see (19.2), must have a reciprocal elements in F, or equivalently that p - 1 # 0 in F. For p = 11 
this means that 10 # 0 in F. Thus Theorem 19.1 is valid over some finite fields F also. 
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Remark 19.5. It is of interest to find also the best exponent basing only on Corollary 2.2 
(generated by decompositions (2.2), (2.3) of moderate sizes) and the best exponent generated by 
an APA over an integer parallelepiped of not very large size, see Section 18. The best results, 
p = 2.77613 and p = 2.7378, in those two cases are obtained respectively in Section 11 and ([6], 
p. 37). 
In order to compare the powers of Theorems 16.1 and 16.2, it is of interest o derive lower 
exponents p of MM basing on the same construction and on Theorem 16.2. In this case we 
obtain p = log 2n(m + I)(p + 2)/lag (6mnp) which gives /3 = 3 log,, 240 = 2.60874 for m = 7, 
p = 13. 
20. TRILINEAR AGGREGATING, UNITING AND CANCELING 
AGAINST THE DSC IN CASE OF APA 
THEOREM 20.1 
The border tensorial rank (see Definition 15.1), br(t(S”(m, n, p))), of the tensor of MM over 
the basic set S”(m, n, p), where u = (u,, u2, Us), ul, u2, u3, m, n, p are arbitrary integers, has the 
lower bound 
br(t(S”(m, n, p))) 2 max(mn, np, pm). 
(Proof is by the technique of basic substitution-active operations (see Refs. [ 11, 18,251) which is 
obviously applicable to the case of the border ranks.) 
Now we have all necessary tools to disprove the DSC over the class of APAs. 
COROLLARY 20.2 
The DSC is false over the class of APA for MM [6,9]. 
Indeed, Examples 19.1, 19.2 give APA (M, d, S) where S = S* U 3, such that S* = S”(m, n, 
l),s = S”(n, 1, m)inExample 19.l,andS* = S”(m, n, l),s = S”(1, 1, mn)inExample 19.2,u, u,m, 
n are arbitrary, M = br(t(S)) = mn + m + n. Then see Theorem 20.1, br(t($) 1 mn, 
br(t(S*)) z mn. We choose m, n, such that 2mn > mn + m + n. Then we choose u, u such that S* 
and 3 are completely disjoint. 
Similarly the DSC over the class of APA for MM can be disproved basing on Example 19.3. 
0 
21. ABBREVIATIONS AND NOTATION. 
AFE, APA, AUC, DSC, EDST, IAR, MI, MM, and PMM are the initials of correspondingly 
the following names (see Introduction). Algebraic Field Extension, Any Precision Approximat- 
ing Algorithm, Trilinear Aggregating, Uniting and Canceling, Direct Sum Conjecture, Exponen- 
tial Direct Sum Theorem, Iterative Accumulation of Rapidity, Matrix Inversion, Matrix Multi- 
plication, and Partial Matrix Multiplication. Iff is the abbreviation for “if and only if”. 
Main Notation Index. 
A = (ag), B = (bjk), C = (Cki) are correspondingly m X n, n X p, and p X m matrices, 
Section 2. 
aij, bjk, Cki are indeterminates, Section 2. 
a:,, I = 0, 1, see (7.4). 
c = c(B), real constant, see Definition 2.1 and Corollary 2.2. 
a,, bf, q, ar, b’, c’, Section 9, Tables 9.3-9.5. 
d is the degree of decompositions (15.1) and (15.2). 
E is an extension of F, Section 3. 
El, E(h), see Model 13.1. 
F is a given ring or field of constants, Section 2. 
cfgh), the same as (f, g, h), a triplet which substitutes one of (ijk), (jki), or (kij), Section 6. 
IHI, the cardinality of a set H, see Section 5. 
h, the munber of recursive applications of the original algorithm, Section 2. 
(Vk), (jki), (kij), (ii), cik), (ki) are the same as (i,i, 6, 0, k, 0, (k, i,i), (i, i), (j, k), (k, i), 
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Section 6. 
i7i&see(ll.l). 
i; i;, k;, see (14.5). 
I,,, the ring of integers modulo n, Section 2. 
L,’ = L,‘(A), Lqz = L:(B), L:(C), Section 2. 
L,’ = L,‘(A, A), L,Z = L,20, B), L: = L:(,\, C), L(A, A, B, C), Section 15. 
h4, the complexity of decompositions (2.2), (2.3), (12.5), (12.6), (15.1) and (15.2). 
m, n, p define the size of the given matrices A, B, Section 2. 
pr, p(x), q(x), see Model 13.1 and (13.13). 
Q, the field of rational numbers, Section 2. 
R, the field of real numbers, Section 2. 
r(t), ranks of tensors, Section 2. 
S, the basic-set of decompositions (12.5), (12.6), (15.1) and (15.2). 
(S, ‘r’s, 7&S), a partition of S for the 3-Procedures, Section 6. 
(S*, S), a partition of S in the 2-Procedures, Section 5. 
S(m, n, p), S”(m, n, p), integer parallelepipeds, (5.4) and (12.20). 
s”, S’, the sets defined by (7.2). 
S @ s’, ; OS’, the direct product of set S, s’ and the direct union of sets S,, for 
l=I 
1=1,2,..., r, see (12.16) and Definition 13.1. 
S” and rS, see (12.17) and Definition 13.1. 
S”, S,, &, projections of a set S of triplets (ijk) onto the coordinate planes {i, j}, (i, k}, {k, i}, 
see (12.3). 
S’(jk), S’(K), S,(ij), sections of a set S of triplets (ijk) by the shifted coordinate axes, {i}, (i}, 
{k}, see (12.7). 
T(ij&) = U&j&& Section 5. 
T”, Ty, I = 0, 1, q = 1,2,3, trihnear forms, Section 7, see also (8.1)-(8.4). 
t = {7fjk), tensor, Section 2. 
‘j,, a term, see (8.11). 
t/*, a term, see (9.1). 
x, X(h), X,(h), see (13.9) and (13.20). 
Yh, see (13.31). 
-‘, Y, y-*9 constants of the field F, Section 9, Tables 9.1 and 9.2. 
;: i+, exponents of it4M Sections 1,2 (see Definitions 2.1, Corollary 2.2) and (13.6). 
A, parameter of approximation, Section 15. 
?s&,joko), I= 1,2, see (6.1). 
r+ = /3+/3, see (13.6) and Theorem 13.3. 
The sign ( stands for “such that” in definitions of sets, see (12.8). For instance, given set S 
of triplets (ijk), then #(ik)J(ijk) E S} denotes the set Sj(ki) such that j E Si(ik) if and only if 
there exist a pair (ij) such that (ijk) E S, see (12.7). 
Remark 21.1. In some cases we abused the notation by assigning the same letters (h, S, p) to 
the different objects in different sections. We hope that by referring to the context and/or by 
paying the attention to sub- and superscripts, barrs, stars, and so on the readers will avoid 
confusion. 
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APPENDIX 
Further acceleration of MM 
In this appendix we reduce fi, the exponent of MM, to /3 < 2.5161 by combining a clever refinement of our design of 
Example 19.3 sketched in [9] with the techniques of the proof of Theorem 16.1. 
At first, we rewrite Schonhage’s illustrative example from [9] using our notation. 
Example A I 
We designate 
and examine the sum of the two terms, given in Table 19.8 and in the dual table to it derived from Table 19.9. That sum, 
xllyllzll +~r~y~222~, represents he (1, I, 2) matrix product. Thus we say that Example 19.3 transforms the original triplet of 
the disjoint MM problems of the sizes (m, I, 2~). (2, p, m) and (p, 2m, I) into 2mp +4m +2p + 2 problems of the size (I, 1, 
1) and to one (I, 1, 2) problem. (Because of the results of Sections 15, I6 we can and will ignore the neutral terms.) Here 
and in the sequel we prefer to write this down in terms of the mappings of the basic sets of MM problems, that is 
S’(m, 1.2~) u S”(2,p,m) U S”@,2m, 1)+(2mp+4m t2p+2)Sy(l, I, I) u S’ (1, 1, 2). (Al) 
For simplicity hereafter presenting such mappings we delete the superscripts ofS. Then symmetrizing this transformation as in 
Corollaries 2.1, 2.2, we obtain a similar but symmetric mapping (where we write m = 5, p = I I). 
@(5, I, 22) U S(2, 11, 5) U S(l1, IO, 1)1-’ 1543S(l, 1, I) u 1542[S(2, I, I) u S(1, 2, I) u 
$1, I, 2)l u 154[S(2, 2, I) u S(2, 1.2) u S(l, 2,2)] u S(2,2, 2). 
Since S(2, 2,2)*7S(l, 1, I), see [I], and obviously S(r, s, t)+rstS(l, I, I), this gives the mapping r[S(5, I, 22) U S(2, 
11.5) U S(l1, IO, l)]h(1563- l)S(l, I, I) and a tiny improvement over the exponent /3 = 3 logrrr,52. 
Tow elegant and natural ways are known (Schonhage [9] and Coppersmith, private communication) which modify the 
design of Example 19.3 and transform the mapping (Al) into the mappings 
S(m, l, 2P) U S(2, p. m) U Sk 2m. l)-*2(m + I)@ + l)S(l, I, I) U (m + l)S(l, 1.2). (A2) 
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‘Ilk enhances the power of the considered approach, since now we obtain, for m = 5. p = 11, that p(S(5, 1,22) u S(2, 
11.5) U S(11. 10. 1)+(15d - 6’)S(l, 1, 1). which gives fl = 2.5218006, see [9]. 
Gf co&e,‘deco&o~itions represented by (Al) and (AZ) can be iterated as many times as we like. This will give a chain 
of new small reductions of fl, see [9], but can such a chain give a substantial total reduction of @? It happens that refined 
techniques of Sections 13, 15-17 sufllce to solve this problem. 
Indeed, let us generalize (A2). Assume that an APA (16.4) is given for some problem of MM over the basic set, 
S = ,\@ S, with S, satisfying (12.3), and that x, = L,‘(A. A), Yq = Lt(A, I?), z, = &‘(A, C) are considered indeterminates. 
X 
Of course, if, for some r and s, x, and x,, or y, and y,, or z, and z, coincide identically in A, A, B, C, then we consider each 
such a pair x, x,, or yn y,, or z, z, as one indeterminate. Assume that, under such conditions, some appropriate pairs of 
indices substitute for all q. Then, after such a renaming of the indeterminates, the sum of the essential terms of the given 
APA defines I problems of MM over a basic set S’ or over the union of r’ many, I’ 2 1, sets S\, Si, . . . , SL We assume 
that the sets satisfy (12.3) where x, y, z substitute for a, b, c. 
In such a case we write 
(Here and hereafter we use notation of this and the previous ections.) Now we generalize Theorem 16.1 (EDST for APA) 
as follows. 
STATEMENT Al 
Let the sets S,, . . . , S, St,. . . , S:, satisfy (12.3). let I?@ S 
‘!@ I 
&-I 
II + U S,, and let 7 >O be defined by equation, 
I-1 
r’ 
i ISJ = Z ISijT Then fl= 3 r is a limit exponent of MM and of Boolean MM. 
11-I = 
Indeed: similarly to the proof of Theorem 16.1 we easily show that he given dedomposition can be applied recursively and 
give that 
(A4) 
Then for sufficiently large h we expand (A3), (A4), apply the probabilistic model 13.1, take the expected values of the 
left and right parts of (A4) to define T*, and show that T* + 7 for h +m, see Section 13. This would reduce the original problem to 
the case 
$z$=...=$ (AS) 
if we could apply the curtailment asin Section 13. In fact, more technique isinvolved into the proof which is known for (AZ), but 
not for all mappings, ee V. Pan, Abstracts presented to Amer. Math. Sot., l(4). p. 394 (1980). A. SchGnhage, private comm. 
(1980). 
THEOREM Al 
Let 7 > 0 be. the solution of the following equation, 3x 100’ = 144 t 6 X 2’. Then /3 = 37 < 2.5161 isa limit exponent of 
MM over arbitrary field F and of Boolean MM, as well as of the bit-operation complexity ofall pairs shortest path problem (see 
V. Pan, SUNYA, Comput. SC. Dept., Tech. Report 80-2, Febr. 1980, F. Romani, IEI, Pisa, Nota Intema BSO-2, Febr. 1980, G. 
Yuval, Inf. Proc. Letters 4(6), pp. 155-156 (1976). 
Historical remark. As we mentioned in the introduction, our outline of the results of [9] diiers from the original one. 
This provides the readers with another insight into PMhf, see Theorem 13.1, for example, and makes it possible to 
strengthen some results, see Theorem Al. On the other hand, our Example 19.3 has been elegantly refined in [9]. 
This confirms our point (made in Introduction) about he usefulness of the interactions of different techniques for MM. An 
extension (A2) of Example 19.3 has been first presented by SchBnhage in[9] over arbitrary field F but the resulting 
reduction of the exponent of MM has been estimated in[9] only to the point fi = 2.5218006. Coppersmith at IBM, 
Yorktown Heights, gave another similar design for (A2) (over the fields of characteristic 3) and simultaneously with the present 
author investigated the resulting upper bounds on /3. (He attained the value fl= 2.51665, aswell as Romani who relied on [9].) 
In the following three tables we reproduce the modification of Exatiple 19.3 by Coppersmith which gives (A2) in case 
of pf 1 over F. (In those tables p* = -(p - l)-‘). 
Table 19.3’ 
p*$ ahi p*A’E bk,, 
k 
/)*A’: c, 
Table 19.4’ 
(p - l)ao, bti Cili, 
Table 19.5’ 
@do b, %I 
A4Xa t hkl A’I b. 
kh 
A’: c,, 
p*A62 ahh p*A’X b 
k 
km 
p*A’X c 
k kLw 
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The representation of corresponding canceling tables (see Table 19.9) is left as an exercise to the reader. 
Schonhage’s modification of Example 19.3 which also gives (A2), see [9], leads to APAs of a greater degree (d = 20) 
and to a greater constant c for the same exponents p (however in both cases c is enormous), but that modification removes 
the minor restriction, pf 1 over J? 
We conclude with presenting the table version for a mapping (A2) given in[9] as an identity. (In our version the degree 
d of the APA is reduced to d = 12. Again we omit canceling table.) 
Table 19.3 Table 19.6” 
A%,k, h’b,, A ‘q,, 
A’Ia.. 
im 
Xb, z ci,jn 
Table 19.4” 
@A’- l)a, b, 
Table 19.5” 
Gil 
Table 19.7” 
Ca, 
i y b,, 
z Ci,h 
A82a. L IlkI A’f bid, A68c. ~ nh 
ati bti %in 
A8 x %kl A’X b. 
k* 
A6 X q,, 
Table 19.8 
k k 
z Citil 
A”Za 
k ” 
A8 f bklil A9Sc 
(1 -pA’)f: ati Xb, 
i 
rb 
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