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Resumen En este trabajo se aborda el problema de prediccio´n de series
temporales obtenidas de sistemas dina´micos no lineales deterministicos.
Se presenta una te´cnica basada en redes neuronales profundas y se evalu´a
su rendimiento frente a las redes neuronales convencionales. Se considera
en particular el problema prediccio´n para mu´ltiples horizontes utilizando
dos estrategias: el uso de redes de salida-mu´ltiple frente a redes conven-
cionales de salida-simple. Los resultados sobre las series temporales con-
sideradas muestran un mejor desempen˜o de las arquitecturas profundas
de salida simple.
1. Introduccio´n
La prediccio´n de series temporales es un campo de intere´s creciente que juega
un papel importante en casi todos los campos de la ciencia y de la ingenier´ıa,
tales como la economı´a, finanzas, meteorolog´ıa y telecomunicaciones.
La prediccio´n de valores futuros de la serie temporal se realiza basa´ndose en
valores previos y el valor actual de la serie temporal, tales valores son usados
como entrada en el modelo de prediccio´n xˆt+h = fh(xt, ..., xt−tw) + h, donde
xˆt+h es la prediccio´n h pasos hacia adelante con respecto al tiempo t, fh es la
funcio´n que modela las dependencias entre las observaciones pasadas y futuras,
tw + 1 = m es el taman˜o de entrada de la funcio´n f , y h representa el error del
modelado.
Si se dispone de una reconstruccio´n del espacio de fases [19] utilizando coor-
danadas de retraso x¯(t) = [x(t), x(t− τ), x(t− 2τ), ..., x(t− (m− 1)τ)] es posible
construir un modelo Fh : Rn → R, de prediccio´n (h pasos hacia adelante) so-
bre este espacio de fases reconstruido. El valor xˆ(t + h) = Fh(x¯(t)) obtenido
corresponde a una u´nica observacio´n futura de la serie temporal.
La reconstruccio´n de coordenadas de retraso requiere fijar dos para´metros
libres: el tiempo de retraso τ y la dimensio´n de embedding m. Estos determinan
la ventana temporal tw = (m − 1)τ correspondiente a cada estado x¯(t) de la
reconstruccio´n.
Uno de los desaf´ıos en la prediccio´n de series temporales es la prediccio´n a
largo plazo, la cual es en general ma´s compleja en comparacio´n a la prediccio´n a
corto plazo. Para el caso especial de las series de cara´cter cao´tico consideradas
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en este trabajo existe una divergencia exponencial en la evolucio´n de estados
vecinos y por ende una complejizacio´n de la ley que determina su estado para
horizontes H crecientes.
1.1. Prediccio´n iterativa vs. prediccio´n directa
Existen dos me´todos para la prediccio´n en un horizonte H lejano: el iterativo
(o recursivo) y el directo. En el primero, una prediccio´n con horizonte H es llevada
a cabo por iterar H veces un predictor de paso simple (one-step-ahead). Una vez
que el predictor ha estimado el valor xˆN+1, e´ste es reinyectado como parte de
la entrada de taman˜o m, para obtener la siguiente prediccio´n, as´ı hasta realizar
H iteraciones de un paso simple. Por otro lado, el me´todo directo consiste en
predecir a un horizonte H ajustando directamente un modelo para predecir este
valor. Esta estrategia toma como entrada solamente valores de la serie temporal,
sin recurrir a iteraciones. De esta forma, los errores que se cometen en realizar
las pro´ximas predicciones no son acumulables porque solo se usan como entrada
datos de la serie temporal. Cuando se desean predecir todos los valores de xˆN+1
a xˆN+H , se deben estimar H modelos diferentes. Dado el cara´cter cao´tico de las
series temporales, el modelo requiere mayor complejidad que el me´todo iterativo.
Segu´n el estudio teo´rico y nume´rico desarrollado en [6] los me´todos direc-
tos (en particular, modelos polino´micos locales) presentan mayor error que sus
equivalentes me´todos iterativos.
1.2. Redes Neuronales Profundas
Si bien las redes neuronales de tan solo una capa oculta resultan aproximado-
res universales de funciones continuas [5], al momento de modelar funciones de
alta variabilidad estas requieren de un nu´mero exponencialmente mayor de neu-
ronas que una arquitectura de mayor profundidad [3]. En consecuencia, surge la
necesidad de implementar las arquitecturas profundas, las cuales poseen muchas
capas de componentes adaptativos no-lineales, permitiendo la representacio´n de
una amplia familia de funciones de manera ma´s compacta que las arquitecturas
poco profundas utilizadas habitualmente.
El me´todo esta´ndar de aprendizaje consiste ba´sicamente en inicializar los
pesos de la red neuronal con valores aleatorios y luego ajustarlos minimizando
una funcio´n de error utilizando un algoritmo de descenso por gradiente. Se sabe
que de esta forma se obtienen soluciones pobres para redes neuronales profun-
das debido a que el descenso de gradiente fa´cilmente puede quedar atrapado
en un mı´nimo local. Este problema se resolvio´ a partir de 2007 donde se pro-
puso un pre-entrenamiento de cada capa en forma secuencial, el cual consiste
en un entrenamiento no supervisado mediante RBMs (Ma´quinas de Boltzmann
Restringidas) [7]. Esto permite inicializar los para´metros de la red profunda en
una regio´n cerca del o´ptimo buscado, para luego aplicar algoritmos de descen-
so por el gradiente realizando as´ı un ajuste fino (fine-tune). Las arquitecturas
profundas fueron aplicadas desde entonces en numerosas a´reas: problemas de
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reconocimiento de ima´genes [8], reconocimiento de voz [16], modelado acu´stico
[15], secuencia de video [4], entre otros.
Recientemente ha quedado en evidencia que resulta posible entrenar ciertas
arquitecturas profundas sin necesidad un pre-entrenamiento, si se dispone una
cantidad suficientemente grande de datos supervisados (etiquetados) [9]. Entre
los elementos clave para que esto sea posible [10] se encuentra el reemplazo
de la funcio´n de activacio´n sigmoidea utilizada convencionalmente, por unida-
des de activacio´n ReLUs (Rectified Linear Units) cuya funcio´n de activacio´n es
f(x) = max(0, x) o´, en su versio´n diferenciable f(x) = log (1 + exp(x)). Con este
tipo de unidad de activacio´n, la cantidad de e´pocas de backpropagation, es apro-
ximadamente 6 veces menor que al usar unidades sigmoideas. Adema´s, el tipo
de saturacio´n de estas unidades reduce el estancamiento en mı´nimos locales del
descenso por gradiente. Estos resultados motivaron a utilizar las unidades ReLUs
en este trabajo, sin pre-entrenamiento dado que se dispone de gran cantidad de
datos para realizar un entrenamiento supervisado. Pruebas preliminares consi-
derando un pre-entrenamiento no supervisado con RBMs no mostraron mejoras
respecto del entrenamiento adoptado en este trabajo.
1.3. Salida-Mu´ltiple vs. Salida-Simple
Por lo general, cuando una aplicacio´n pra´ctica requiere una prediccio´n de
largo plazo de una serie temporal, suele ser necesario predecir, adema´s de xt+H ,
toda la secuencia de valores entre xt e xt+H . La opcio´n ma´s simple es entre-
nar H modelos independientes. Las redes de salida-mu´ltiple permiten predecir
simulta´neamente mu´ltiples horizontes con una u´nica red. Cada una de las neuro-
nas de salida estara´ especializada en predecir un horizonte distinto. Recientemen-
te se han publicado trabajos en los que se encuentra evidencia del beneficio de
construir un modelo con salida-mu´ltiple, de manera que e´ste aprenda y preserve
las dependencias entre los valores de la prediccio´n [2]. Los resultados menciona-
dos corresponden al modelado de series temporales estoca´sticas. En este trabajo
compararemos las dos estrategias, salida-mu´ltiple y salida-simple, para las se-
ries temporales cao´ticas (deterministas) en estudio. Se consideraron redes con
m salidas con una separacio´n temporal τ . Se quiere evaluar si el entrenamiento
minimizando el error sobre las mu´ltiples salidas tenga un efecto regularizador
que pueda otorgarle a la red un mejor error de generalizacio´n sobre el horizonte
ma´s lejano respecto de las redes de salida simple.
2. Experimentos
Preparacio´n de los Datos Como primer paso se busca obtener una recons-
truccio´n del espacio de fases a partir de considerar coordenadas de retraso. Los
correspondientes para´metros τ y m se determinaron con la metodolog´ıa pro-
puesta en [20]. En todos los casos se utilizaron los primeros 8.000 datos para
el conjunto de entrenamiento, 2.000 datos para validacio´n, y los u´ltimos 10.000
datos se reservaron para estimar el error de cada me´todo (conjunto de test).
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Determinacio´n de hiperpara´metros o´ptimos Utilizando como referencia
el error sobre el conjunto de validacio´n, en el caso de las redes no-profundas, se
encontro´ un valor o´ptimo de cantidad de neuronas alrededor de 200. Este valor
resulto´ apropiado para todas las series temporales, por lo tanto se adopto´ ese va-
lor para realizar los experimentos. Por otro lado se consideraron redes neuronales
profundas de tres capas ocultas y se exploraron arquitecturas con la misma can-
tidad de neuronas en cada capa. Como punto de partida se eligio´ la cantidad de
neuronas de modo tal que la red tenga la misma cantidad de pesos (para´metros)
que la red no-profunda, obteniendo 20 neuronas por capa. Esta configuracio´n
presento´ menor error sobre el conjunto de validacio´n que configuraciones con
ma´s neuronas ocultas por capa con lo cua´l se adopto´ esta arquitectura para los
experimentos. En cuanto a la cantidad de e´pocas de descenso por gradiente, se
utilizo´ un criterio de detencio´n temprana utilizando como referencia el mı´nimo
del error sobre el conjunto de validacio´n.
3. Resultados
Los distintos me´todos fueron comparados utilizando el error cuadra´tico me-
dio (normalizado) sobre el conjunto de test para un rango de horizontes que
llega hasta el l´ımite de predecibilidad de cada serie. En cada gra´fica de error,
adema´s de los resultados con redes neuronales, se presenta como referencia el
error obtenido con modelos locales lineales [18]. Se consideraron series sinte´ticas
y una serie real (circuito de Chua, Sec. 3.2).
3.1. Series sinte´ticas
En el primer caso de estudio se considera la serie de Mackey-Glass [12] inte-
grada nume´ricamente a partir de la ecuacio´n x˙ = [ax(t− τ)]/[1 + xc(t− τ)]− bx
con para´metros a = 0,2; b = 0,1; c = 10 y τ = 17. Para esta serie, el taman˜o de
ventana o´ptimo obtenido es tw = 30 y dimensio´n de embedding m = 4 (tiempo
de retraso τ = 10) [21].
El resultado ma´s sobresaliente de la Fig. 1 es que la red profunda de salida-
simple (4-20-20-20-1) es la red con mejor comportamiento en un balance sobre
el rango completo horizontes: presenta un error menor o comparable respecto al
resto de los me´todos evaluados.
En las predicciones a corto plazo las mayores diferencias entre me´todos ocurre
entre las estrategias directa vs. iterativa y entre salida-simple vs salida-mu´ltiple,
imponie´ndose las primeras sobre las segundas respectivamente. La profundidad
de la red no parece ser un elemento clave en la prediccio´n a corto plazo. Esto se
debe a que la prediccio´n a corto plazo no requiere gran no-linealidad para esta
serie.
En el caso iterativo se observa un resultado desfavorable para las predicciones
a corto plazo frente al me´todo directo. Esta relacio´n se invierte en un pequen˜o
rango dentro los horizontes de largo plazo.
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Para el caso de salida-mu´ltiple se observa sistema´ticamente un peor desem-
pen˜o independientemente de la profundidad de la red o estrategia iterativa o
directa. Esto sugiere que entrenar estas redes minimizando el error sobre las
cuatro neuronas de salida deteriora el desempen˜o sobre el conjunto de test sobre
la neurona correspondiente al horizonte ma´s lejano (que es el que se evalu´a en
la figura para comparar con los me´todos de salida-simple).
Figura 1. Serie temporal de Mackey-Glass. Error de prediccio´n en funcio´n del horizonte
H (ambos en escala logar´ıtmica), para los me´todos iterativo y directo, tanto en RN
profundas como no-profundas, tomando como referencia los modelos locales lineales
(LLM).
Una diferencia sistema´tica entre las variantes de los me´todos, se encuentra
entre los me´todos iterativos y directos (Sec. 1.1), donde se puede observar que,
en general, los me´todos directos dan mejores resultados para esta esta serie.
Pero para este me´todo, si se quiere la prediccio´n completa hasta un horizonte
H usando como entrada solamente datos de entrenamiento, se deben entrenar H
predictores (RN) (Sec. 1.1). Lo cual implica consumir ma´s recursos que con el
me´todo iterativo que so´lo necesita entrenar una u´nica RN para H=1.
Se realizaron experimentos equivalentes utilizando las series de Ro¨ssler [17] y
de Lorenz [11] obtenie´ndose resultados cualitativamente equivalentes: las redes
neuronales profundas de salida simple con el me´todo directo presentan el mejor
resultado sobre el rango de horizontes [13].
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3.2. Circuito de Chua
En esta seccio´n se muestra el uso de la metodolog´ıa propuesta para la serie
temporal del circuito de Chua. Esta serie temporal corresponde a mediciones de
la corriente en el inductor realizadas por Aguirre et al. [14], cuyos datos esta´n
disponibles en [1]. Para esta serie, el taman˜o de ventana o´ptimo obtenido es
tw = 81 y su dimensio´n m = 3 [21], resultando τ = 27 el tiempo de retraso. En
la Fig. 2 se muestra la serie temporal del circuito de Chua luego de ser suavizada
con con un filtro de Savitzky-Golay.
Figura 2. Serie temporal del circuito de Chua. (a) Serie temporal completa. (b) Prime-
ros 1500 datos de la serie temporal, ambas suavizadas con un filtro de Savitzky-Golay.
En la Fig. 3, tenemos las curvas de error vs. horizonte de prediccio´n H.
Para esta serie, a diferencia de las anteriores, el mejor desempen˜o se obtiene
con un me´todo iterativo. Sin embargo sigue siendo una red profunda la que
presenta menor error en todo el rango de horizontes H. Las redes neuronales
estudiadas se comportan de manera similar hasta H = 10, luego las curvas de
error se separan y finalmente alcanzan valores similares a partir de H = 400.
De los distintos comportamientos vemos que las RN (3-200-N) directas son las
primeras en aumentar su error con el horizonte (en H ≈ 40). En H ≈ 102 diverge
el error de las RN (3-20-20-20-N) directas. Las redes de salida-simple iteradas
son las que alcanzan mayores horizontes manteniendo un bajo error, logrando la
red profunda 3-20-20-20-1 iterada un error significativamente menor que el caso
no-profundo en este rango. Finalmente las redes iteradas de salida-mu´ltiple son
las que peor desempen˜o presentan en las predicciones a largo plazo.
4. Conclusiones
En este trabajo se evaluaron redes neuronales profundas para la prediccio´n
de series temporales cao´ticas. Se comparo´ su desempen˜o con el de las redes neu-
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Figura 3. Serie temporal de Circuito de Chua. Error de prediccio´n en funcio´n del
horizonte H, ambos en escala logar´ıtmica.
ronales convencionales (de una u´nica capa oculta) para realizar prediccio´n en
distintos horizontes hasta el l´ımite de predecibilidad de cada serie. Los resul-
tados sobre series temporales sinte´ticas y reales sugieren que las arquitecturas
profundas superan a las redes neuronales convencionales para todo el rango de
horizontes.
En cuanto al tiempo de ejecucio´n, al considerar redes profundas con igual
cantidad de para´metros que las redes no-profundas, no represento´ una diferencia
considerable, por lo tanto vale considerar el uso de estas arquitecturas para la
tarea de prediccio´n. Con respecto a la salida-mu´ltiple, no se encontro´ beneficio
frente a un modelo con salida-simple.
Finalmente, respecto al desempen˜o de me´todos iterativos vs. directos (dis-
cusio´n inicialmente abordada en [6]), no se pueden sacar mayores conclusiones
de los resultados obtenidos ya que para las series sinte´ticas los me´todos directos
presentaron menor error y lo contrario ocurrio´ para la serie real del circuito de
Chua.
Como trabajo futuro resta verificar si la diferencia de comportamiento entre
las series sinte´ticas y la serie real se debe a la presencia de ruido en esta u´ltima.
Para identificar esto, una posibilidad es repetir los experimentos agregando ruido
a las series sinte´ticas. Esto permitir´ıa verificar si el me´todo iterativo en presencia
de ruido supera al me´todo directo. Esto implicar´ıa que predecir a un horizonte de
largo plazo en forma directa es resolver un problema no-lineal de mayor dificultad
y mayor error que el que se genera al amplificar el ruido de la misma serie
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temporal al iterar predicciones de corto plazo. Esta conclusio´n fue la obtenida
por [6] utilizando modelos locales polino´micos.
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