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Abstract
We study a variation of the single-item sealed-bid first-price auction wherein one
bidder (the leader) publicly commits to a strategy before the others submit their bids.
We fully characterize the committed mixed strategy that is optimal for the leader, and
find that the leader and the follower with the highest valuation strictly benefit from
the commitment. We further show that compared with the simultaneous first-price
auction, the leader’s optimal commitment yields the same net utility benefit to each of
the two highest-valued bidders. As a result, these two bidders’ incentives are aligned,
facilitating coordination and implementation of the commitment.
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1 Introduction
This paper studies the impact of commitment in first-price auctions. We consider the
effects on the equilibrium strategies of the players, and on player and auctioneer payoffs,
when one player is given the option to publicly pre-commit to a distribution from which
her bid will be drawn. For certain players, we demonstrate significant potential benefits
of commitment, establishing a clear incentive for the emergence of formal or informal
commitment mechanisms.
This work is closely related to the study of collusive bidder behavior in auctions,
which has received extensive attention due to the serious threat it poses to real mar-
kets [1, 2]. Commitment as we study it may be seen as a weak form of bidder collusion
that nonetheless has a number of appealing properties—no monetary transfers, limited
coordination, and significant potential financial gains.
The present paper belongs to the literature that establishes bidders’ collusive be-
havior as a noncooperative game theoretic solution in first- and second-price auctions.
Marshall and Marx [3] compare the collusive behavior (induced by a cartel) in first
and second auctions. Eso and Schummer [4] show that the second-price auction is not
bribe-proof: a simple form of collusion where one bidder may bribe another to leave the
auction occurs at every robust sequential equilibrium. Kivetz and Tauman [5] study a
simple collusive mechanism wherein the highest valued bidder bribes the second highest
valued bidder to bid the auctioneer’s reservation price, in a first-price auction setting
with complete information that is similar to ours.
While most previous work in this literature focuses on collusive mechanisms involv-
ing monetary transfers (among cartel members), this paper analyzes a coordinative
mechanism that allows the bidders to collude without monetary transfers. This latter
form of collusion, which is referred to as implicit collusion in McAfee and McMillan [6],
is harder to detect; as a result, bidders may prefer implicit collusion, especially when
the risk of detection of transfers is sufficiently high.
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As show in [6], in a one-shot first-price auction where transfers are not allowed, the
best a cartel can do is either to randomly pick the winner or to have its members bid
competitively. For repeated auctions, on the other hand, there has been a stream of
recent work showing that collusion is possible through bid rotation schemes, even with-
out side payments [7, 8, 9]. This paper attempts to establish a coordinative mechanism
(that allows bidders to collude without side payment) as a solution to a Stackelberg
game, through fully understanding the effect of commitments in a single-item first-price
auction.1
We consider a two-stage Stackelberg game, where in the first round one bidder (the
leader) is allowed to publicly commit to a mixed strategy; in the second round, the
other bidders submit their bids simultaneously. Given the publicly known commitment
of the leader, the other bidders simultaneously play (possibly randomized) actions in
the second stage. The outcome of the game depends on the realizations of the random
variable according to which the leader commits to bid and of the followers’ randomized
actions: the bidder with the highest realized bid wins the item and pays her bid.
Intuitively, the leader may have incentive to commit to a distribution with support
below what she would have played in a simultaneous first price auction, because in
doing so, she induces her opponents to lower their bids as well. In this way, the leader
may sacrifice winning the auction on occasion in exchange for winning at a better price
when she does win. Our results provide support for this intuition. For example, we see
that even a very simple form of commitment, in which the leader announces to bid
zero (effectively, to exit the auction) with some positive probability p and to bid some
other announced real number with probability 1 − p, can strictly (and significantly)
benefit both bidders in a simple two-bidder setting (cf. Example 1).
The insight that the commitment power usually confers a strategic advantage for
the leader is well known [10, 11]. In work that partially motivates the present study, von
1Commitment in a (private value) second -price auction is less interesting, because it remains optimal for
the followers to bid their true valuations, regardless of the (possibly mixed) commitment made by the leader.
Effectively, the second-price auction breaks the coordination that commitments allow.
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Stengel and Zamir [12] show that in a two-player Stackelberg game with finite action
space, the leader always benefits from the power to commit to mixed strategies; when
there is more than one follower, however, a leader may strictly lose by being required
to commit to a mixed strategy. Unlike in [12], the focus of this paper is on deriving a
complete characterization of optimal commitments, for a more technically challenging
setting with continuous action space. We also show that pre-play commitment in first-
price auctions always strictly benefits the leader even if there is more than one follower,
as long as the leader’s valuation is among the top two.
Our analysis begins with the case wherein all bidders’ valuations are commonly
known.2 We completely characterize the optimal commitment strategy for the leader
in terms of the bidder valuations, for arbitrary numbers of bidders. The characterized
optimal commitment, together with best responses on the part of the followers, forms
a subgame perfect equilibrium (SPE). We then apply the methodology developed for
the complete information setting to a Bayesian setting with two bidders, where each
bidder knows her own valuation, and the leader knows only a prior distribution on the
follower’s valuation.
We find that if the leader has the highest or the second highest valuation, then
the two bidders with highest valuations strictly benefit from the presence of a commit-
ting bidder. This result establishes the leader’s optimal commitment as a coordinative
mechanism that allows the top two valued bidders to collude without money transfer.
Somewhat surprisingly, compared with the simultaneous first-price auction, the leader’s
optimal commitment yields both bidders the same net utility benefit. This observation
may eliminate possible conflicts (between the top two valued bidders) over possible
ways to coordinate (e.g., who should commit and who should follow; cf. the discussion
following Theorem 1).
The result derived in this paper is quantitatively similar to those established in
2We note that the complete information setting is somewhat standard in the literature on commitments
in Stackelberg games (see [5, 12]), and often yields a nontrivial optimal commitment for the leader.
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Rubinstein and Wolinsky [13] and Vincent [14], that in a multi-stage game, a seller
who interacts with only one buyer at a time may give up the good for free at equi-
librium, even if the valuations of all buyers are identical and commonly known. This
is because the separation of the buyers in bidding stages supports buyers’ implicitly
collusive behavior at an equilibrium, and confers a strategic disadvantage on the seller.
In a repeated first-price auction setting (where the seller interacts with all bidders at
every stage), on the other hand, there exists a symmetric SPE at which the seller sells
the good at the buyer’s valuation at the first stage, even when only two buyers bid
simultaneously at every stage [14]. The present work shows that pre-play commitment
supports buyers’ collusive equilibrium behavior and partially eliminates the competi-
tion observed in repeated first-price auctions, in a setting (similar to that of [13, 14])
with commonly known but possibly heterogeneous bidder valuations.
It is worth noting that a leader’s optimal commitment may result in inefficient out-
comes, i.e., the highest valued bidder does not always win the item. Because the leader’s
optimal commitment benefits the bidders but hurts the welfare, it must decrease the
auctioneer’s revenue. Indeed, the auctioneer’s revenue strictly decreases whenever the
leader (and the highest valued follower) strictly benefits from the commitment. This is
the case when the leader is allowed to make arbitrary randomized commitments and
she has at least the second highest valuation, or even when the leader can only make
the simplest randomized commitments with support only on two bids, and there are
two bidders with v1 < 2v2 (where v1 is the leader’s valuation, and v2 the follower’s
valuation).
Although implementation of commitment to a randomized bid presents a real prac-
tical challenge, there are a number of reasons we argue that it is an interesting object
of study. First, because we demonstrate that successful implementation of such a com-
mitment scheme would have significant economic benefits for bidders, there is a clear
incentive for bidders to establish a credible commitment scheme, perhaps through a
trusted authority (e.g., computer programs [15]) or a reputation system via repeated
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play.3 Second, we show in Example 1 that even a very simple form of commitment, in
which the leader commits that with a certain probability she will exit the game without
bidding, still confers significant benefits. This paper also gives the tools to understand
the impact of such simpler, easier to implement, commitment schemes.
The paper is organized as follows. In the next section, we formulate the studied
auction model as a Stackelberg game. In Section 3, we characterize the leader’s optimal
commitment, for both the two-bidder and the multi-bidder cases. We also show that,
when the leader has one of the two highest valuations, the leader’s optimal commitment
yields the two highest-valued bidders expected payoffs higher than those achieved at a
Nash equilibrium of the corresponding simultaneous first-price auction. In Section 4, we
consider a setting where the leader is restricted to announce a discrete random variable
of which the range has a cardinality no more than t. We characterize the leader’s optimal
commitment as a solution to an optimization problem, and show that the leader can
approximately achieve her highest expected payoff (that could be achieved by making
arbitrary randomized commitments) by committing to bid a discrete random variable
that is optimal in her restricted action space, with sufficiently large t. In Section 5, we
consider a two-bidder Bayesian setting, and characterize a leader’s optimal commitment
through the methodology developed in Section 3. Finally, in Section 6, we make some
brief concluding remarks.
2 Formulation
We study a variation of the standard single-item sealed-bid first-price auction, wherein
one bidder (we will refer to her as bidder 1) can publicly make a commitment to play
a (possibly mixed) strategy, before the other bidders submit their bids.
For i = 1, . . . , n, let vi > 0 denote bidder i’s valuation for the item. We consider a
3In a repeated game, if there is positive prior probability that a patient long-run player is committed
to play a certain fixed strategy, then at an equilibrium the player approximately gets at least her (static)
Stackelberg payoff [16, 17, 18].
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complete information setting where the n bidders’ valuations are common knowledge.
We formulate the auction as a two-stage game known as a Stackelberg game: in the
first stage, bidder 1 announces her bid (to be submitted in the auction) as a random
variable, X1 : Ω → [0,∞), defined on a probability space (Ω,B,P), where Ω = [0, 1],
B is the Borel σ-field, and P is the Lebesgue measure. In order to make bidder 1’s
expected payoff well-defined, we restrict bidder 1’s action space (at the first stage) to
the set of random variables that have an expectation, which is denoted by X in this
paper.
At the second stage, the remaining n− 1 bidders submit their bids simultaneously.
These n−1 bidders are allowed to use a randomized strategy. Formally, for i = 2, . . . , n,
bidder i’s strategy, Xi, is a mapping from the set of possible commitments, X , to the
set of random variables X . For i = 2, . . . , n, if for any commitment (made by bidder
1) X1 ∈ X , the range of Xi(X1) is a singleton, then we say that bidder i uses a pure
strategy; that is, bidder i’s pure strategy is a mapping from X to [0,∞).
For i = 1, . . . , n, the bid submitted by bidder i is a realization of the random
variable Xi. The outcome of the game depends on these realizations, and the bidder
who bids highest wins the item and pays her bid. Without loss of generality, let bidder
2 have the highest valuation among the n− 1 bidders excluding bidder 1.
We use pii(X1, . . . , Xn) to denote bidder i’s expected payoff achieved under a strat-
egy profile (X1, . . . , Xn). At a Subgame Perfect Equilibrium (SPE), the remaining n−1
bidders (excluding bidder 1) play a Nash equilibrium in the subgame that follows bid-
der 1’s commitment, and bidder 1 maximizes her expected payoff given the strategy
profile used by the remaining n− 1 bidders. Formally, a strategy profile (X1, . . . , Xn)
is an SPE of the game, if for i = 2, . . . , n,
pii(Xi, X˜1,X−i) ≥ pii(X˜i, X˜1,X−i), ∀X˜1 ∈ X , ∀X˜i : X → X ,
where X−i denotes the strategy profile used by the other bidders excluding bidder 1
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and bidder i, and
pi1(X1, X2(X1), . . . , Xn(X1)) ≥ pi1(X˜1, X2(X˜1), . . . , Xn(X˜1)), ∀X˜1 ∈ X .
3 Optimal Commitment
In this section, we characterize bidder 1’s optimal commitment that maximizes her
expected payoff, conditioned on the other bidders playing a Nash equilibrium of the
subgame following bidder 1’s commitment. We first analyze optimal commitments in
the two bidder case, and then proceed to study a more general setting with n bidders.
3.1 Two bidder case
For a two-bidder model, we fully characterize the “optimal leadership strategy”, a
commitment to play a mixed strategy that maximizes the leader’s expected payoff.
To characterize the SPE that maximizes the leader’s expected payoff, we assume that
bidder 2 wins the item if there is a tie. We consider the following pure strategy of
bidder 2:
b∗2(X) = min
{
argmaxb∈[0,v2]{FX(b)(v2 − b)}
}
, ∀X ∈ X , (1)
where FX(·) is the cumulative distribution function (CDF) of the random variable X
the leader commits to. We will show in Lemma 1 that the pure strategy defined in (1)
is legitimate, and is therefore optimal for bidder 2.
Note that the best response (of the follower) characterized in (1) is most preferred
by the leader. Before proceeding, we emphasize that the tie-breaking assumption and
the assumption that bidder 2 always chooses the leader’s favorite best response4 are
4Indeed, as noted by Maschler [19] and von Stengel and Zamir [12], if the follower did not choose the best
response that is most favorable to the leader, the leader could induce such behavior at an SPE by slightly
modifying her commitment.
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only used to characterize the SPE that maximizes the leader’s expected payoff. Neither
assumption plays a major role in our main result: in Theorem 1 we show that this SPE
maximizes the leader’s expected payoff among all SPEs (of all possible models with
different tie-breaking rules), and that bidder 1 can approximately secure this highest
expected payoff, regardless of the best response chosen by bidder 2, and regardless of
who will win the item at a tie.
The following definition formulates the highest expected payoff that bidder 1 can
“secure”, regardless of which best response the followers choose.
Definition 1. In an n-bidder model for n ≥ 2, we say bidder 1 can secure an expected
payoff s ≥ 0, if there exists an commitment X1 such that in the subgame (among
the other n − 1 bidders) that follows commitment X1, there exists at least one Nash
equilibrium, and every Nash equilibrium of the subgame yields bidder 1 an expected
payoff no less than s. Let S denote the set of expected payoffs bidder 1 can secure. We
define p¯i1 = sups{s ∈ S}, which is the supremum of the expected payoffs bidder 1 can
achieve by way of any commitment. 
Definition 1 is for a general n-bidder model, and will be used throughout the entire
paper. We note that p¯i1 is closely related to the concept of “Stackelberg payoff”, which is
defined as the leader’s maximum payoff when the followers choose the Nash equilibrium
that is worst for the leader [20]. It is straightforward to see that the Stackelberg payoff
belongs to the set S, and therefore is no more than p¯i1.
Lemma 1. Suppose that bidder 2 wins the item if there is a tie. For any random
variable X1 announced by player 1, the strategy characterized in (1) is legitimate: that
is, the set of maximizers is nonempty, and there exists a minimum of the set.
Proof. We first argue that the supremum of bidder 2’s expected payoff is attained
within the interval [0, v2]. Note that for any commitment X1, its CDF FX1(b) is right-
continuous and has at most countably many discontinuities; thus, so does bidder 2’s
9
expected payoff pi2(X1, b). At any discontinuity b of FX1 , we have
lim sup
x→b−
pi2(X1, x) = lim sup
x→b−
FX1(x)(v2 − x) ≤ FX1(b)(v2 − b) = pi2(X1, b),
where the inequality holds because FX1 is nondecreasing. Because pi2(X1, b) is right-
continuous in b, it follows that pi2(X1, b) is upper semi-continuous. It must have a
maximum on the compact set [0, v2].
It remains to show that the set of maximizers has a minimum. If the set of max-
imizers is finite, then we are done. Suppose now the set is infinite. Let b denote the
infimum of the set of maximizers. There exists a sequence of maximizers, {bk}, which is
decreasing and converges to the infimum b. Then b also maximizes bidder 2’s expected
payoff, i.e.,
pi2(X1, b) = lim
k→∞
pi2(X1, b
k) = max
b∈[0,v2]
{FX1(b)(v2 − b)},
where the first equality holds because pi2(X1, b) is right-continuous.
We are now ready to fully characterize the leader’s optimal commitment in the fol-
lowing theorem. According to this commitment, the leader leaves the auction (submits
a zero bid) with a certain positive probability. The commitment makes bidder 2 (the
follower) indifferent among a compact set of actions. Along the equilibrium path of
the SPE, bidder 2 chooses the best response that is most favorable to the leader, i.e.,
to bid zero. We will also show that the (positive) net benefit of collusion is equally
distributed among the two bidders.
Theorem 1. For the two-bidder Stackelberg game considered in this paper we have the
following.
1. Suppose that bidder 2 wins the item if there is a tie. A commitment X¯1 with the
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following CDF
FX¯1(x) =

0, if x < 0,
v2e
−v1/v2
v2 − x , if 0 ≤ x ≤ v2
(
1− e−v1/v2) ,
1, if x > v2
(
1− e−v1/v2) ,
(2)
together with bidder 2’s strategy defined in Eq. (1), form an SPE of the game.
Bidder 2 bids zero on the equilibrium path of the SPE, i.e., b∗2(X¯1) = 0.
2. At the above SPE, bidder 1 obtains an expected payoff of v1−v2(1− e−v1/v2), and
bidder 2’s expected payoff is v2e
−v1/v2. This SPE yields each bidder an expected
payoff strictly higher than any Nash equilibrium of the corresponding simultaneous
complete-information first-price auction, and further, the positive net benefit is
equally distributed among the two bidders.
3. The above SPE yields bidder 1 the highest expected payoff among all SPEs (of all
possible models with different tie-breaking rules).
4. Bidder 1 can approximately secure this highest expected payoff, regardless of the
tie-breaking rule and the best response chosen by bidder 2. That is, bidder 1’s
expected payoff achieved at the SPE equals p¯i1 (cf. Definition 1).
5
Note that the strategy b∗2 defined in (1) is a best response of bidder 2 to any
commitment X. To argue that (X¯1, b
∗
2) is an SPE, we therefore only need to show
that the commitment X¯1 maximizes pi1(X1, b
∗
2) among all possible commitments X1
(cf. Example 97.3 of Osborne and Rubinstein [21]). The second part of the theorem
shows that both bidders must strictly benefit from the commitment characterized in
the first part.
Somewhat surprisingly, compared with a Nash equilibrium of the simultaneous
complete-information first-price auction, the SPE characterized in Part 1 yields both
5We will show in the proof of this theorem that the value of p¯i1 does not depend on the tie-breaking rule.
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bidders the same net utility benefit, i.e.,
pi1(X1, b
∗
2)−max{0, v1 − v2} = pi2(X1, b∗2)−max{0, v2 − v1} > 0, (3)
where max{0, vi − vj} is bidder i’s maximum payoff that could be achieved at a Nash
equilibrium of the corresponding simultaneous complete-information first-price auction
(cf. the discussion following Lemma 3).6 We note that a similar argument is true for
the multi-bidder case considered in Section 3.2 (cf. Part 2 of Theorem 2).
The surprising fact expressed in Eq. (3) implies a Pareto ordering on the two possible
ways to collude (bidder 1 commits vs. bidder 2 commits), and therefore eliminates
possible conflicts (between the two bidders) on who should be the leader. To see this,
let pii denote the expected payoff of bidder i (at the SPE characterized in Theorem 1)
when bidder 1 commits, and let ϕi denote the expected payoff of bidder i (at the SPE
that maximizes the leader’s expected payoff) when bidder 2 commits. It follows from
Eq. (3) that
pi1 − pi2 = v1 − v2 = ϕ1 − ϕ2.
So, for example, if bidder 1 prefers to be the leader, then pi1 ≥ ϕ1, or equivalently,
pi2 + v1 − v2 ≥ ϕ2 + v1 − v2, i.e., bidder 2 also prefers the case where bidder 1 is the
leader.
Part 3 states that bidder 1 cannot obtain an expected payoff that is higher than
v1−v2(1−e−v1/v2) at an SPE, because at the SPE bidder 2 chooses her best reply that is
most favorable to bidder 1 (cf. Eq. (1)). Further, even under a “pessimistic” assumption
that bidder 2 chooses the “worst” best response for bidder 1, Part 4 shows that bidder 1
can approximately achieve this expected payoff by adjusting her commitment a slightly
(in a way that will be rigorously described at the end of the following proof) to make
bidding zero a unique best response of bidder 2.
6If vi > vj and bidder i wins the item at a tie, then (vj , vj) is a pure Nash equilibrium of the simultaneous
complete-information first-price auction, which yields bidder i a payoff of vi − vj .
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Figure 1: The CDF of the original commit-
ment X1.
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Figure 2: The red curve illustrates the CDF
of the modified commitment X ′1.
Proof. To prove that (X¯1, b
∗
2) is an SPE, we will show that X¯1 maximizes pi1(X1, b
∗
2)
among all possible announcements X1, in the following three steps.
Step 1: There exists an optimal commitment under which bidding zero is a best
response of bidder 2.
Suppose that bidder 1 commits to submit a random variable X1, and suppose by
way of contradiction that bidder 2’s best response is positive, i.e., b∗2(X1) > 0. Given
the CDF of the random variable X1, we define an alternative random variable X
′
1 by
FX′1(x) =

0, if x < 0
FX1(b
∗
2(X1)), if 0 ≤ x ≤ b∗2(X1),
FX1(x), if x > b
∗
2(X1).
(4)
That is, bidder 1 is committed to bid zero with probability FX1(b
∗
2(X1)) in this alter-
native announcement (see Figures 1 and 2 for an illustration of FX1 and FX′1). It is
not hard to see that under the alternative commitment X ′1, bidder 2’s best response
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Figure 3: The black curve illustrates the CDF of a commitment X¯1 that satisfies condition
(5).
is to bid zero, i.e., b∗2(X ′1) = 0. It follows that bidder 1 wins the item with an equal
probability by committing to bid X ′1. Because bidder 1’s expected payment does not
rise under this alternative announcement,7 it follows that bidder 1’s expected payoff
cannot decrease under X ′1, i.e., pi1(X ′1, b∗2) ≥ pi1(X1, b∗2).
Step 2: Optimality conditions.
In this step, we prove that there exists an optimal commitment for bidder 1 whose
CDF satisfies
FX¯1(x) =

0, if x < 0
v2FX¯1(0)
v2 − x , if 0 ≤ x < v2
(
1− FX¯1(0)
)
,
1, if x ≥ v2
(
1− FX¯1(0)
)
.
(5)
7Note that we have assumed that the expectation of X1 exists, and thus X1 : [0, 1]→ [0,∞) is Lebesgue
integrable. It is easy to check that X ′1 defined in (4) is also Lebesgue integrable, and therefore its expectation
exists, i.e., X ′1 ∈ X .
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In Eq. (5), we essentially define a set of random variables parameterized by the prob-
ability mass they assign to zero, FX¯1(0).
In Step 1, we have shown that there exists an optimal leader commitment under
which bidder 2’s best response set includes zero. Let X1 be such an optimal commit-
ment; we must have
v2FX1(0) ≥ (v2 − x)FX1(x), ∀x ≥ 0, (6)
where the left hand side is bidder 2’s expected payoff when bidding zero, and the right
hand side is her expected payoff when bidding x. For a random variable X1 that satisfies
the condition in (6), if the inequality strictly holds for some x ∈ [0, v2(1 − FX1(0))],
i.e., if
FX1(x) <
v2FX1(0)
v2 − x ≤ 1,
then we must have pi1(X1) ≤ pi1(X¯1), where X¯1 is a random variable satisfying condi-
tions (5). To see this, note that under the commitment X¯1, bidder 2’s best response
remains zero8, bidder 1 wins the item with same probability (because FX¯1(0) = FX1(0)),
and bidder 1’s expected payment cannot increase under the announcement X¯1. It fol-
lows that there always exists an optimal announcement (under which it is optimal for
bidder 2 to bid zero) that satisfies conditions (5). An illustration is provided in Fig-
ure 3, where the red curve representing the CDF of X1, and the black curve illustrating
the modified announcement X¯1 that satisfies the condition in (5).
Step 3: The probability that bidder 1 should leave the auction, FX¯1(0), equals
e−v1/v2.
8Actually, the commitment X¯1 makes bidder 2 indifferent from any bid in the interval
[
0, v2
(
1− FX¯1(0)
)]
.
Note also that we have assumed bidder 2 would like to choose the smallest component of her best response
set.
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For the random variable X¯1 that satisfies conditions (5), we first argue that its
expectation can be calculated as
E{X¯1} =
∫ v2(1−FX¯1 (0))
0
(1− FX¯1(x))dx. (7)
Note that the preceding equality holds for any nonnegative continuous random variable.
We will show that it is also valid for a random variable X¯1 that satisfies conditions (5),
although X¯1 is not a continuous random variable.
For notational convenience, we let α = v2(1 − FX¯(0)). From the definition of the
random variable X¯ in (5), we note that the derivative of its CDF, fX¯1 , exists over the
domain (0, α). Because the range of X¯1 is [0, α], we have
E{X¯1} = lim
→0
∫ α−

xfX¯1(x)dx
= lim
→0
∫ α−

∫ x
0
fX¯1(x)dtdx
= lim
→0

∫ α−

P
(
X¯1 ∈ [t, α− ]
)
dt,
= lim
→0
∫ α−

P
(
X¯1 ∈ [t, α− ]
)
dt,
= lim
→0
∫ α−

FX¯1(α− )− FX¯1(t)dt,
=
∫ α
0
1− FX¯1(t)dt,
where the last equality holds because FX¯1 is right-continuous at 0, and is left continuous
at α. We now write bidder 1’s expected payoff achieved by committing to bid X¯1 as a
function of β , FX¯1(0):
pi1(X¯1, b
∗
2) = v1(1− β)−
∫ v2(1−β)
0
(1− FX¯1(x))dx
= v1(1− β)− v2(1− β) +
∫ v2(1−β)
0
v2β
v2 − xdx
= (v1 − v2)(1− β)− v2β log β,
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where the second equality follows from (5). The derivative of pi1(X¯1, b
∗
2) with respect
to β is −v1− v2 log β. It follows that bidder 1’s expected payoff is (strictly) maximized
at FX¯1(0) = e
−v1/v2 . We have shown the random variable in (2) maximizes bidder
1’s expected payoff, pi1(X1, b
∗
2), among all possible announcements X. It follows that
(X¯1, b
∗
2) is an SPE.
Note that we have shown that along the equilibrium path of the SPE the leader
obtains an expected payoff of pi1(X¯1, b
∗
2) = v1− v2(1− e−v1/v2). We now show that this
expected payoff is higher than that achieved in a simultaneous complete-information
first-price auction. It is well known that at any Nash equilibrium of a simultaneous
complete-information sealed-bid first-price auction, the bidder who has the highest
valuation will bid at least the second highest valuation (see also Lemma 3). Therefore,
a Nash equilibrium of the corresponding simultaneous first-price auction (where all
bidders have the same valuations as in our Stackelberg model) cannot yield bidder 1
an expected payoff higher than max{0, v1 − v2}. We argue that
v1 − v2(1− e−v1/v2) > max{0, v1 − v2}. (8)
It is easy to see that v1 − v2(1 − e−v1/v2) > v1 − v2, and therefore the inequality (8)
follows from the fact that
v2(1− e−v1/v2) < v1, v1 > 0, (9)
i.e., the upper endpoint of the range of X¯ is less than v1. At the SPE, bidder 2’s expected
payoff is v2e
−v1/v2 > 0. From (9) we also have pi2(X¯1, b∗2) = v2e−v1/v2 > v2−v1. It follows
that pi2(X¯1, b
∗
2) > max{0, v2 − v1}.
We now argue that the SPE yields bidder 1 the highest expected payoff among all
possible SPEs. Let (Xˆ1, Xˆ2) be an SPE of a model with some arbitrary tie-breaking
rule γ, and let piγ1 (Xˆ1, b
∗
2) denote bidder 1’s expected payoff achieved under the strategy
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profile (Xˆ1, b
∗
2) and the tie-breaking rule γ. We will first show
pi1(X¯1, b
∗
2) ≥ piγ1 (Xˆ1, b∗2), (10)
where the left hand side is bidder 1’s expected payoff achieved under tie-breaking rule
used in Part 1, according to which bidder 2 wins at a tie. If γ assigns the item to bidder
2 at a tie, then the inequality in (10) follows from the definition of an SPE. Otherwise,
because bidder 2 may lose the item at a tie, she should not bid any real number to
which the commitment Xˆ1 puts positive probability mass, i.e., FXˆ1 must be continuous
at b∗2(Xˆ1). The inequality in (10) then follows from the fact that
piγ1 (Xˆ1, b
∗
2) = pi1(Xˆ1, b
∗
2) ≤ pi1(X¯1, b∗2),
i.e., bidder 1 achieve the same expected payoff under the two different tie-breaking
rules, γ and the one used in Part 1. It follows from the definition of the strategy b∗2 (cf.
(1)) that P(Xˆ2(Xˆ1) ≥ b∗2(Xˆ1)) = 1, and therefore
pi1(X¯1, b
∗
2) ≥ piγ1 (Xˆ1, b∗2) ≥ piγ1 (Xˆ1, Xˆ2), (11)
where the second inequality is true because bidder 1’s expected payoff is non-increasing
in bidder 2’s action.
Because the preceding argument (together with the inequality in (11)) holds for any
announcement Xˆ1 ∈ X and any (possibly mixed) Nash equilibrium Xˆ2 of the subgame
that follows Xˆ1, it follows that bidder 1 cannot secure a higher expected payoff, i.e.,
pi1(X¯1, b
∗
2) ≥ p¯i1. To see that pi1(X¯1, b∗2) = p¯i1, consider a sequence of announcements
{X¯k1 },
X¯k1 (ω) =

X¯1(ω), if X¯1(ω) = 0,
X¯1(ω) +
1
k
, if X¯1(ω) > 0,
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under which bidder 2’s unique best response is to bid zero. It is straightforward to
check that pi1(X¯1, b
∗
2) = limk→∞ p¯i1(X¯k1 , b∗2) ≤ p¯i1.
3.2 Multi-bidder case
In this subsection, we study a general n-bidder case, wherein bidder 1 makes a com-
mitment and then the remaining n−1 bidders (excluding bidder 1) act simultaneously.
For the n-bidder Stackelberg action model considered this paper, we show that at any
(possibly mixed) Nash equilibrium of the subgame that follows bidder 1’s commitment,
the bidder who has the second highest valuation among the remaining n − 1 bidders
(say, bidder 3) cannot obtain a positive expected payoff. This observation implies that
in a multi-bidder game, if bidder 1’s valuation is less than the second highest, she
cannot receive a positive expected payoff at any SPE. On the other hand, for a case
where bidder 1 has either the highest or the second highest valuation, we extend the
results derived for a two-bidder setting (in Theorem 1) to the n-bidder case. Proofs of
results derived in this section are given in Appendix A.
Lemma 2. Suppose that bidder 3’s valuation is less than bidder 2’s, i.e., v3 < v2. In
the subgame that follows any commitment X1, bidder 3 obtains zero payoff at any Nash
equilibrium.
Note that the result in Lemma 2 is obvious if we restrict our attention to pure Nash
equilibria of a subgame. Lemma 2 shows that the result holds at every (possibly mixed)
Nash equilibrium.
Lemma 3. Suppose that bidder 3 has the second highest valuation among the n − 1
bidders (excluding bidder 1), and her valuation is less than bidder 2’s valuation, i.e.,
v3 < v2. If bidder 2 uses a strategy X2 : X → X at an SPE, then P(X2(X1) ≥ v3) = 1
for any X1 such that P(X1 < v2) > 0.
We emphasize here that both Lemmas 2 and 3, which will serve as a basis for the
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main result of this section (Theorem 2), hold under any tie-breaking rules. We also
note that Lemma 3 implies that at any Nash equilibrium of a simultaneous complete-
information sealed-bid first-price auction, the bidder with the highest valuation will
bid at least the second highest valuation. Lemma 3 directly leads to the following
proposition.
Proposition 1. Suppose that bidder 3 has the second highest valuation among the n
bidders, and v3 < v2. If v1 ≤ v3, then bidder 1 cannot obtain a positive expected payoff
at an SPE.
Proof. If bidder 1 commits to some X1 such that P(X1 < v2) = 0, then she cannot
obtain a positive payoff because v1 < v2. On the other hand, if P(X1 < v2) > 0, then
Lemma 3 shows that bidder 2’s bid is at least v3, which is no less than v1. It follows
that bidder 1 cannot obtain a positive payoff. 
Before introducing the main result of this section, we define a pure strategy profile
of the n− 1 bidders:
b¯ =
(
b¯2, b¯3, . . . , b¯n
)
, (12)
where b¯2 is defined by
b¯2(X) = min
{
argmax
b∈[v3,v2]
{FX(b)(v2 − b)}
}
, ∀X ∈ X , (13)
and b¯i(X) = vi, for any i ≥ 3 and X ∈ X . Through a similar approach to that used in
the proof of Lemma 1, it can be shown that the strategy in (13) is well defined.
Theorem 2. Suppose that bidder 1 has the highest or the second highest valuation,
bidder 2’s valuation v2 is the highest among the remaining n − 1 bidders, and that
bidder 3 has the second highest valuation among the n − 1 bidders with v3 < v2. We
have the following.
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1. Suppose that bidder 2 wins the item whenever her bid is no less than any other
bidder’s. Let C = (v2 − v3)e(v3−v1)/(v2−v3). A commitment X¯1 with the following
CDF,
FX¯1(x) =

0, if x < 0,
e(v3−v1)/(v2−v3), if 0 ≤ x ≤ v3,
C
v2 − x, if v3 < x ≤ v2 − C,
1, if x > v2 − C,
(14)
together with the strategy profile defined in Eq. (12), form an SPE of the game.
Bidder 2 bids v3 at the SPE, i.e., b¯2(X¯1) = v3.
2. At the SPE, bidder 1 obtains an expected payoff of v1 − v2 + C, and bidder
2’s expected payoff is C. The SPE yields both bidder 1 and 2 higher expected
payoffs than any Nash equilibrium of the corresponding simultaneous complete-
information first-price auction.
3. The SPE yields bidder 1 the highest expected payoff among all SPEs (of all possible
models with different tie-breaking rules).
4. Bidder 1 can approximately secure this highest expected payoff, regardless of the
tie-breaking rule. That is, the SPE yields bidder 1 an expected payoff equal to p¯i1
(cf. Definition 1).
At an SPE, Lemma 3 shows that bidder 2 will bid at least v3. Because the SPE
(X¯1, b¯) maximizes bidder 1’s expected payoff conditioned on bidder 2’s best response
v3, the SPE yields bidder 1 the highest expected payoff among all SPEs (part 3).
Further, bidder 1 can approximately secure this expected payoff by making bidding v3
a strict (and unique) best response of bidder 2. Similar to Theorem 1, Parts 3 and 4
hold regardless of the tie-breaking rule.
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4 Discrete Mixed Strategy
An interesting variant of our model arises when bidder 1’s commitment is restricted
to be a discrete random variable, of which the range has a cardinality no more than
some positive integer t. Compared to the original model where the leader is allowed
to announce any arbitrary randomized bids, a commitment to bid a discrete random
variable may be more implementable, especially when t is small.
We first study the two-bidder case. In Theorem 3, we characterize the optimal dis-
crete random variable that maximizes bidder 1’s expected payoff as an a solution to an
optimization problem. The optimal commitment always assigns a positive probability
mass to bidding zero. Note that within the restricted action space, bidder 1 cannot ob-
tain her highest expected payoff (actually, bidder 1’s expected payoff is maximized by
committing to bid a random variable that is neither discrete nor continuous). However,
we show in Theorem 4 that bidder 1 can approximately achieve her highest expected
payoff (that could be achieved by committing to arbitrary randomized bids) by com-
mitting to bid a discrete random variable that is optimal in her restricted action space,
with sufficiently large t. We then extend these results to a multi-bidder setting. All
proofs in this section are deferred to Appendix B.
4.1 Two-bidder case
Theorem 3. Suppose that bidder 1’s action space (at the first stage) is restricted to
the set of discrete random variables whose ranges have a cardinality no more than t,
for some fixed integer t ≥ 2. We have the following.
1. Suppose that bidder 2 wins the item if there is a tie9. A commitment {(a∗i , p∗i )}ti=1
(to bid a∗i with probability p
∗
i ), which is an optimal solution to the following opti-
9Note that this assumption is needed only to characterize the SPE (cf. the discussion following Definition
1).
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mization problem,
maximize v1(1− p1)−
t∑
i=1
aipi
subject to
∑t
i=1
pi = 1,
pi ≥ 0, i = 1, . . . , t,
a1 = 0, ai = v2 − v2p1∑i
k=1 pk
, i = 2, . . . , t,
(15)
together with bidder 2’s strategy defined in Eq. (1), form an SPE of the game.
Bidder 2 bids zero at the SPE, and obtains an expected payoff of v2p
∗
1.
2. The SPE yields bidder 1 the highest expected payoff among all SPEs (of all possible
models with different tie-breaking rules).
We note that the optimization problem in (15) essentially has t− 1 variables: given
p1, . . . , pt−1, the other parameters, pt, a2, . . . , at, are determined by the equality con-
straints of Problem (15). Under bidder 1’s commitment {(ai, pi)}ti=1, because bidder 2
wins the item at a tie, it follows that bidder 2’s best response must belong to the set
{a1, . . . , at}. Similar to the unrestricted case studied in Section 3.1, bidder 1’s expected
payoff is maximized when bidder 2 is indifferent among these choices, i.e.,
v2p1 = (v2 − ai)
i∑
k=1
pk, i = 2, . . . , t, (16)
which implies the third constraint of Problem (15). We note that even if bidder 2
chooses a best response different from that characterized in Eq. (1), bidder 1 can
approximately achieve this highest expected payoff by adjusting her announcement
infinitesimally, to make bidding zero a unique best response for bidder 2.
In the following example, we consider an interesting special case with t = 2. Im-
plementation of such a commitment should be much more feasible, compared with the
implementation of commitments to arbitrary mixed strategies.
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Example 1. Suppose that bidder 1 makes an announcement with t = 2. From Theorem
3 we have a∗1 = 0, and
p∗1 = 1−
a∗2
v2
.
Note that because p∗1 ≥ 0, we have a∗2 ≤ v2. Bidder 1’s expected payoff is given by
(v1 − a∗2)(1− p∗1) = (v1 − a∗2)
a∗2
v2
,
which is maximized at a∗2 = min{v1/2, v2}. If v1 ≥ 2v2, then bidder 1 should announce
to bid v2 with probability 1, as she would do in a simultaneous complete-information
sealed-bid first-price action.
When v1 < 2v2, it is optimal for bidder 1 to commit to bid v1/2 with probability
v1/(2v2), and to bid zero with probability 1−v1/(2v2). Through such an announcement,
bidder 1 obtains an expected payoff of v21/(4v2), which is positive and larger than v1−v2.
Bidder 2’s expected payoff is given by v2 − v1/2, which is higher than max{0, v2 − v1},
her maximum payoff that can be achieved at a Nash equilibrium of the corresponding
simultaneous complete-information first-price sealed-bid action. It follows that when
v1 < 2v2, both bidders strictly benefit from this commitment. 
It is straightforward to see that bidder 1’s maximum expected payoff (resulting from
an optimal discrete announcement) is nondecreasing with t. The preceding example
implies that if v1 < 2v2, bidder 1 always obtains an expected payoff higher than that
achieved in a simultaneous complete-information first-price sealed-bid action, regardless
of the value of t. As t increases, bidder 1’s optimal discrete commitments approaches
her optimal commitment, and at the same time, her expected payoff converges to the
highest expected payoff characterized in Theorem 1, as shown in the following theorem.
Theorem 4. Let Xt be the discrete random variable whose distribution is an optimal
solution to (15) with parameter t. Bidder 1’s expected payoff achieved by committing to
Xt converges to her highest expected payoff that could be achieved in the unrestricted
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action space X , i.e.,
lim
t→∞pi1(X
t, b∗2) = sup
X∈X
pi1(X, b
∗
2) = v1 − v2(1− e−v1/v2),
where the right hand side is the leader’s maximum expected payoff characterized in
Theorem 1.
4.2 Multi-bidder case
Proposition 1 shows that if bidder 1’s valuation is less than the second highest valuation,
she cannot obtain a positive expected payoff at an SPE, even if she can commit to
an arbitrary mixed strategy. The following theorem characterizes bidder 1’s optimal
announcement for the case where bidder 1’s valuation is the highest or the second
highest.
Theorem 5. Suppose that bidder 1’s valuation is the highest or the second highest,
and that bidder 3 has the second highest valuation among the remaining n− 1 bidders
with v3 < v2. We have the following.
1. Suppose that bidder 2 wins the item if there is a tie. A commitment {(a∗i , p∗i )}ti=1,
which is an optimal solution to the following optimization problem,
maximize v1(1− p1)−
t∑
i=1
aipi
subject to
∑t
i=1
pi = 1,
pi ≥ 0, i = 1, . . . , t,
a1 = 0, ai = v2 − (v2 − v3)p1∑i
k=1 pk
, i = 2, . . . , t,
(17)
together with the strategy profile defined in Eq. (12), form an SPE of the game.
Bidder 2 bids v3 at the SPE, and obtains an expected payoff of (v2 − v3)p∗1.
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2. The SPE yields bidder 1 the highest expected payoff among all possible SPEs.
Theorem 6. Suppose that bidder 1’s valuation is the highest or the second highest, and
that bidder 3 has the second highest valuation among the rest n−1 bidders with v3 < v2.
Let Xt be the discrete random variable whose distribution is an optimal solution to (17)
with parameter t. Bidder 1’s expected payoff achieved by committing to Xt converges
to her highest expected payoff, i.e.,
lim
t→∞pi1(X
t, b¯) = sup
X∈X
pi1(X, b¯) = v1 − v2(1− e(v3−v1)/(v2−v3))− v3e(v3−v1)/(v2−v3)),
where the right hand side is bidder 1’s highest expected payoff that could be achieved if
she is allowed to make any arbitrary commitment (cf. Theorem 2).
The proof of Theorem 6 parallels that of Theorem 4, and is therefore omitted.
5 Bayesian Setting with Two Bidders
In this section, we move away from the full-information model to consider a Bayesian
setting where there are two bidders, each agent knows her own valuation, and the leader
knows only a prior distribution on the follower’s valuation. We assume that the set of
possible follower types is a finite set of positive integers, {1, . . . ,Θ}. A type-θ follower
has a valuation of vθ2. We arrange the types in ascending order, i.e.,
v12 < v
2
2 < . . . < v
Θ
2 .
A type-θ follower’s strategy, bθ2, is a mapping from the set of possible commitments, X ,
to the same set X . The leader (bidder 1) chooses a commitment X1 so as to maximize
her expected payoff E{pi1(X1, bθ2)}, where the expectation is over the realizations of X1
and the follower’s type. To characterize the SPE that maximizes the leader’s expected
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payoff, we consider the following pure strategy of bidder 2:
bθ2(X) = min
{
argmaxb∈[0,vθ2 ]{FX(b)(v
θ
2 − b)}
}
, ∀X ∈ X . (18)
Note that bidder 2 always chooses a best response that is most preferred by the leader.
We have shown in Lemma 1 that the strategy defined in (18) is legitimate.
Before presenting the main result of this section, we introduce some notation that
will be useful later. Given two nonnegative real numbers b, s, and a type θ, we define
gθb,s(x)
∆
=
(vθ2 − b)s
vθ2 − x
, x ∈ [b, vθ2(1− s) + bs]. (19)
Suppose that s is the probability that the leader’s bid is no more than b. If the CDF of
the leader’s commitment is as defined in (19), then a type-θ follower will be indifferent
among bids in the interval [b, vθ2(1 − s) + bs]. We note that gθb,s(x) is increasing in x
and equals 1 at x = vθ2(1− s) + bs. We will show (in the following theorem) that there
exists a leader’s optimal commitment of the form
FX¯1(x) =

0, x < 0,
g10,β(x), x ∈ [0, a2),
gθaθ,FX1 (aθ)
(x), x ∈ [aθ, aθ+1), θ ∈ {2, . . . ,Θ− 1},
gΘaΘ,FX1 (aΘ)
(x), x ∈ [aΘ, vΘ2 (1− FX1(aΘ))),
1, x ≥ vΘ2 (1− FX1(aΘ)),
(20)
where β is the probability mass X¯1 assigns to zero, i.e., β = FX¯1(0). In Eq. (20), we
essentially define a set of functions parameterized by Θ variables: β, and a2, . . . , aΘ.
As we will see in the statement of the following theorem, the optimal commitment of
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the form in (20) should make a type-θ follower bid aθ, and therefore,
FX¯1(aθ)(v
θ
2 − aθ) > FX¯1(b)(vθ2 − b), ∀b ∈ [0, aθ), θ ∈ {2, . . . ,Θ}. (21)
We are now ready to characterize the leader optimal commitment (whose CDF satisfies
condition (20)) as an optimal solution to the following optimization problem:
maximize
∑Θ
θ=1
P(θ)(1− FX¯1(aθ))(v1 − E{X¯1 | X¯1 > aθ})
subject to (21),
0 ≤ β, a2 ≤ a3 ≤ . . . ≤ aΘ,
over β, a2, . . . , aΘ,
(22)
where P(θ) is the probability that the follower is of type θ, a1 = 0, and X¯1 is a random
variable whose CDF satisfies condition (20). We will show in the following theorem that
under a commitment X¯1 that satisfies conditions (20) and (21), a type-θ follower’s best
response is to bid aθ, and therefore the objective function in Problem (22) is the leader’s
expected payoff achieved under commitment X¯1.
Theorem 7. We have the following.
1. Suppose that bidder 2 wins the item if there is a tie. The follower’s strategy defined
in Eq. (18), together with a commitment X¯1 whose CDF satisfies condition (20)
(with parameters β, a2, . . . , aΘ an optimal solution to Problem (22)), form an SPE
of the game.
2. On the equilibrium path of the SPE, a type-1 follower bids zero, and a type-θ
follower bids aθ, for θ = 2, . . . ,Θ.
3. The above SPE yields bidder 1 the highest expected payoff among all SPEs (of all
possible models with different tie-breaking rules).
4. Bidder 1 can approximately secure this highest expected payoff, regardless of the
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tie-breaking rule and the best response chosen by bidder 2. That is, bidder 1’s
expected payoff achieved at the SPE equals p¯i1 (cf. Definition 1).
The proof of Theorem 7 is deferred to Appendix C. Although the theorem does not
provide a closed-form expression of leader optimal commitments, it reduces the leader’s
decision making problem, which is rather complicated mainly because of her large
action space and the lack of information on the follower’s valuation, to an optimization
problem with Θ (the number of possible follower’s types) variables.
6 Conclusion
We consider a variation of the standard single-item sealed-bid first-price auction wherein
one bidder publicly commits to a (possibly mixed) strategy before the other bidders act.
To our knowledge, we are the first to provide a complete characterization of optimal
commitments in any Stackelberg games. We find that the leader’s optimal commit-
ment yields both the leader and the bidder with the highest valuation among the rest
a utility benefit, when compared with maximum payoff they can obtain in a simulta-
neous complete-information first-price auction. The characterization we provide gives
interesting insight into the effects of commitments on bidder action, bidder utility,
and auctioneer revenue. Our results show that even a very restricted form of com-
mitment, which could quite easily be implemented—wherein the leader commits to
exit the auction with some probability and to bid a known value with the remaining
probability—can yield significant benefits for the top two valued bidders.
Overall, we find that commitment can serve as a powerful coordinating mechanism
that allows the top two valued bidders to coordinate, despite the absence of side pay-
ments or contracts, with an additional nice property that the net utility benefit of
commitment is equally divided between the two bidders.
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A Proofs of Results in Section 3
A.1 Proof of Lemma 2
In the subgame that follows a commitment X1, let Xi denote bidder i’s strategy used
in a Nash equilibrium. Suppose that bidder 3 obtains a positive expected payoff at the
Nash equilibrium. We will derive a contradiction in the following three steps.
Step 1: Bidder 2 obtains a positive expected payoff at the Nash equilibrium.
At the Nash equilibrium, because bidder 3 obtains a positive expected payoff, we
must have
P (max{X1, X4, . . . , Xn} ≤ v3) > 0.
Because X3 is bidder 3’s best response, we have
P (X3 ≤ v3) = 1.
We therefore conclude that bidder 2 obtains a positive expected payoff at the Nash
equilibrium. Actually, given the strategy profile used by the other bidders, bidder 2 is
guaranteed to obtain a positive expected payoff by bidding (v3 + v2)/2.
Step 2: The “lower endpoint” of the range of X2 is no less than the “lower end-
point” of the range of X3.
For a random variable X ∈ X , we define
F−1X (t) = min{x ∈ [0,∞) : F (x) ≥ t}, t ∈ [0, 1].
Note that because FX is nondecreasing and right-continuous, the set of real numbers
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{x : F (x) ≥ t} always attains a minimum on [0,∞). We define the “lower endpoint”
of random variable Xi’s range as
di , lim
k→∞
F−1Xi (1/k), (23)
where the limit always exists because the sequence {F−1Xi (1/k)} is nonincreasing and
lower bounded by zero. Because bidder 3 obtains a positive expected payoff at the Nash
equilibrium, we have d3 ≤ v3.
In this step, we argue that d3 ≤ d2. Suppose not, and we will show that the following
strategy is a profitable deviation for bidder 2:
X ′2(ω) =

X2(ω), if X2(ω) > d3
d3 + , if X2(ω) ≤ d3,
(24)
where  is a small positive real number. Because d3 ≥ d2 + δ for some δ > 0, there
exists some K > 0 such that F−1X2 (1/K) ≤ d3, which implies that
FX2(d3) ≥ 1/K,
i.e., the set {ω : X2(ω) ≤ d3} has a positive measure. It is then straightforward to check
that the strategy defined in (24) is a profitable deviation for bidder 2. The strategy
profile (X2, . . . , Xn) is not a Nash equilibrium, and the desired result follows.
Step 3: Bidder 3 cannot obtain a positive expected payoff at the Nash equilibrium.
If d3 < d2, then there exist some K > 0 and δ > 0 such that F
−1
X3
(1/K) ≤ d2 − δ,
which implies that
FX3(d2 − δ) ≥ 1/K,
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i.e., bidder 3 bids less than d2 with positive probability. It follows that there exists
some b3 ∈ [0, d2 − δ] that maximizes bidder 3’s expected payoff. The desired result
follows from the fact that bidder 3 obtains a zero payoff by submitting a bid that is
less than d2.
We now consider the case where d3 = d2. If FX2 has an atom at d2, i.e., P(X2 =
d2) > 0, then bidder 2’s expected payoff is maximized by bidding d2. Because bidder 2
obtains a positive payoff at the Nash equilibrium, it follows that
P(max{X1, X3, . . . , Xn} ≤ d2) > 0,
which implies P(X3 = d2) > 0. It is straightforward to check that under the strategy
profile (X1, X3, . . . , Xn) such that
P(max{X1, X3, . . . , Xn} = d2) > 0,
bidder 2 would like to bid d2 with positive probability only when she wins the item if
there is a tie. Because bidder 3 bids d2 with positive probability, it follows that a pure
strategy of bidding d2 yields bidder 3 a maximum expected payoff, which is zero.
It remains to consider the case where d3 = d2 and FX2 has no atom at d2. If FX3
has an atom at d2, i.e., P(X3 = d2) > 0, then bidder 3’s expected payoff is maximized
by bidding d2. It follows that bidder 3 achieves a zero payoff at the Nash equilibrium. If
FX3 has no atom at d2, then it is continuous at d2. Because FX2 is continuous at d2 and
FX2(d2) = 0, for any  > 0, there exists some t > d2 such that FX2(t) ≤ . It follows
from the definition of d2 in (23) that FX3(t) > 0, i.e., bidder 3’s bid lies in the interval
[0, t] with positive probability. Therefore, bidder 3’s expected payoff achieved at the
Nash equilibrium is at most v3FX2(t) ≤ v3. Because the preceding inequality holds for
any  > 0, we conclude that bidder 3 obtains a zero payoff at the Nash equilibrium.
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A.2 Proof of Lemma 3
In the subgame that follows a commitment X1, let Xi denote bidder i’s strategy used in
a Nash equilibrium, for i = 2, . . . , n. We first consider the case where P(X1 < v3) > 0.
Lemma 2 shows that bidder 3 obtains a zero payoff at the Nash equilibrium of the
subgame. It follows that at the Nash equilibrium, the maximum of the random variables
X2, X4, . . . , Xn is larger than or equal to v3, with probability 1. If
P (max{X4, . . . , Xn} ≥ v3) < 1,
then P(X2(X1) ≥ v3) = 1, as desired. For the case where there exists some bidder
i ≥ 4 such that P(Xi(X1) ≥ v3) = 1, let di be the real number defined in (23).
Because P(X1 < v2) > 0, we must have di ≤ v2, otherwise either bidder i or bidder
2 receives a negative expected payoff at the Nash equilibrium (which is impossible).
If di < v2, then through an approach similar to that used in Step 2 of the proof of
Lemma 2, one can show that di ≤ d2, which implies that P(X2(X1) ≥ v3) = 1. If
di = v2, then bidder i must never win the item: otherwise she receives a negative
expected payoff. It follows that bidder 2 wins the item whenever X1 is less than v2.
10
We therefore have di = d2 = v2, i.e., both bidder i and bidder 2 use a pure strategy,
Xi(X1) = X2(X1) = v2, and receive a zero expected payoff.
It remains to consider the case with P(X1 < v3) = 0. It is easy to check that d1 ≥ v3.
Because P(X1 < v2) > 0, if bidder 2 receives a positive expected payoff at the Nash
equilibrium, then through an approach similar to that used in Step 2 of the proof of
Lemma 2, it can be shown that v3 ≤ d1 ≤ d2, which implies that P(X2(X1) ≥ v3) = 1.
If bidder 2 receives a zero payoff at the Nash equilibrium, then there exists some bidder
i ≥ 3 such that di = v2. Because bidder i receives a zero payoff at the Nash equilibrium,
it follows that bidder 2 uses a pure strategy X2(X1) = v2.
10Note that the case di = v2 may occur at a Nash equilibrium only if bidder 2 wins the item at a tie.
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A.3 Proof of Proposition 1
Throughout this paper we assume that bidder 2 has the highest valuation among the
n− 1 bidders (excluding bidder 1). Without loss of generality, we let bidder 3 have the
second highest valuation. Because v1 ≤ v3, bidder 1 obtains a nonpositive payoff if she
commits to bid higher than v3, i.e., if she commits to bid a random variable X such
that P(X ≥ v3) = 1.
Suppose that bidder 1 makes a commitment X such that P(X ≥ v3) < 1 at an SPE.
Because P(X < v2) > 0, it follows from Lemma 3 that bidder 2 bids at least v3 at the
SPE. Because v3 ≥ v1, it follows that at the SPE, bidder 1 cannot obtain a positive
expected payoff.
A.4 Proof of Theorem 2
We will prove this theorem in an approach similar to that used for Theorem 1. To
argue that (X¯1, b¯) is an SPE, we will first show that the strategy profile b¯ is a Nash
equilibrium of the subgame that follows any history (the action taken by bidder 1 at
the first stage) X1. We then show that X¯1 maximizes pi1(X1,b) among all possible
announcements X1 such that P(X1 < v2) > 0, through an approach similar to that
used in the proof of Theorem 1. Because bidder 1 obtains at most a payoff of v1−v2 by
committing to some X1 such that P(X1 < v2) = 0, it follows from the fact that (Part
2 of the theorem)
pi1(X¯1,b) > max{0, v1 − v2}
that X¯1 maximizes pi1(X1, b¯) among all X1 ∈ X . This establishes (X¯1, b¯) as an SPE.
Step 1: The strategy profile defined in Eq. (12) is a Nash equilibrium of any sub-
game.
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Given a history X1 ∈ X , we show that the strategy profile b¯ is a Nash equilibrium
of the subgame that follows X1. For a bidder i ≥ 3, given bidder 2’s strategy b¯2, she
cannot expect a positive payoff, and therefore b¯i = vi is her best response.
If P(X1 < v2) = 0, then bidder 2 cannot expect a positive payoff, and b¯2(X) = v3
(which will yield her a zero payoff) is her best response. If P(X1 < v2) > 0, it is easy
to check the strategy b¯2 maximizes bidder 2’s expected payoff, conditioned that bidder
3 bids her own valuation.
Step 2: There exists an optimal commitment under which bidding v3 is a best re-
sponse of bidder 2.
In Step 2-4, we will show that X¯ maximizes pi1(X1, b¯) among all possible announce-
ments X such that P(X1 < v2) > 0. Under a commitment X1 with P(X1 < v2) > 0,
Lemma 3 shows that bidder 2 will bid at least v3 at an SPE. Suppose that bidder
2’s best response is larger than v3, i.e., b¯2(X1) > v3. Given the CDF of the random
variable X1, we define an alterative random variable X
′
1 by
FX′1(x) =

0, if x < 0
FX1(b¯2(X1)), if 0 ≤ x ≤ b¯2(X1),
FX1(x), if x > b¯2(X1),
where bidder 1 is committed to bid zero with probability FX1(b¯2(X1)) in this alterna-
tive announcement. Following Step 1 in the proof of Theorem 1, one can show that
bidder 2’s best response under the commitment X ′1 is to bid v3, and that bidder 1’s
expected payoff cannot decrease under the alternative announcement X ′1.
Step 3: Optimality conditions.
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In this step, we show that there exists an optimal commitment, X¯1, whose CDF
satisfies the following condition:
FX¯1(x) =

0, if x < 0,
FX¯1(0), if 0 ≤ x ≤ v3,
(v2 − v3)FX¯1(0)
v2 − x , if v3 < x < v2(1− FX¯1(0)) + v3FX¯1(0),
1, if x ≥ v2 − (v2 − v3)FX¯1(0).
(25)
We have shown in Step 1 that there exists an optimal commitment under which it
is optimal for bidder 2 to bid v3. Let X¯1 be such an optimal commitment, and we have
(v2 − v3)FX¯1(0) ≥ (v2 − x)FX¯1(x), x ≥ v3, (26)
where the left hand side is bidder 2’s expected payoff achieved by bidding v3, and the
right hand side is her expected payoff achieved by submitting a bid x ≥ v3. For a
random variable X1 that satisfies the condition in (26), if the inequality strictly holds
for some x ∈ [v3, v2(1− FX¯(0)) + v3FX¯1(0)], i.e., if
FX1(x) <
(v2 − v3)FX1(0)
v2 − x ≤ 1,
then it can be shown (through an approach similar to that used in the proof of Theo-
rem 1) pi1(X1) ≤ pi1(X ′1), where X ′1 is a random variable satisfies conditions (25) with
FX′1(0) = FX1(0).
Step 4: The probability that bidder 1 should leave the auction equals e(v3−v1)/(v2−v3).
For the random variable X¯1 defined in (25), we note that the derivative of its CDF,
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fX¯1(x), exists over the domain (v3, v2(1− FX¯1(0)) + v3FX¯1(0)):
fX¯1(x) =
(v2 − v3)β
(v2 − x)2 ,
where β , FX¯1(0). Through a simple calculation we have
E{X¯1 | X¯1 > v3} = 1
1− β
∫ v2(1−β)+v3β
v3
xfX¯1(x)dx = v2 +
(v2 − v3)β log β
1− β . (27)
We write bidder 1’s expected payoff achieved by committing to bid X¯1 as a function
of β:
pi1(X¯1, b¯) =
(
v1 − E{X¯1 | X¯1 > v3}
)
(1− β)
= (v1 − v2)(1− β)− (v2 − v3)β log β.
(28)
The derivative of pi1(X¯1, b¯) with respect to β is
v3 − v1 − (v2 − v3) log β.
We therefore conclude that bidder 1’s expected payoff is (strictly) maximized at
FX¯1(0) = β = e
(v3−v1)/(v2−v3).
It follows that the random variable X¯1 maximizes bidder 1’s expected payoff, pi1(X1, b¯),
among all possible announcements X1 such that P(X1 < v2) > 0. Substituting the value
β to (28), we have
pi1(X¯1, b¯) = v1 − v2(1− e(v3−v1)/(v2−v3))− v3e(v3−v1)/(v2−v3).
It is straightforward to check that
pi1(X¯1, b¯) > max{0, v1 − v2}, (29)
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which implies that at (X¯1, b¯) bidder 1 obtains an expected payoff that is higher than
that achieved in a simultaneous complete-information auction.
Note that bidder 1 obtains at most an expected payoff of v1−v2 by committing to a
mixed strategy X with P(X1 < v2) = 0. It follows from (29) that the random variable
X¯ maximizes bidder 1’s expected payoff, pi1(X1, b¯), among all X1 ∈ X . We conclude
that (X¯1, b¯) is an SPE.
Lemma 3 shows that at any Nash equilibrium of a simultaneous complete-information
sealed-bid first-price auction, the bidder with the highest valuation will bid at least
the second highest valuation. Therefore, in the corresponding simultaneous complete-
information first-price auction (where all bidders have the same valuations as in our
Stackelberg model), a Nash equilibrium cannot yield bidder 1 an expected payoff higher
than max{0, v1 − v2}. To prove Part 2, it suffices to show that
pi2(X¯2, b¯) > max{0, v2 − v1}. (30)
It is easy to see that
pi2(X¯2, b¯) = (v2 − v3)β = (v2 − v3)e(v3−v1)/(v2−v3).
For the case with v1 ≥ v2, Eq. (30) trivially holds. If v1 < v2, we have
log(pi2(X¯2, b¯)) = log(v2 − v3) + v3 − v1
v2 − v3 ≥ log(v2 − v1),
where the inequality follows from fact that v2 − v3 > −(v3 − v1), and
v3 − v1
v2 − v3 ≤ log
(
1 +
v3 − v1
v2 − v3
)
,
v3 − v1
v2 − v3 ∈ (−1, 0].
We now turn to prove the Part 3 of the theorem, i.e., the SPE yields bidder 1 the
highest expected payoff among all possible SPEs. Let (Xˆ1, bˆ) be an SPE. If P(Xˆ1 <
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v2) = 0, then bidder 1’s expected payoff is at most v1 − v2. The desired result,
pi1(X¯1, b¯) ≥ pi1(Xˆ1, bˆ),
follows from (29). If P(Xˆ1 < v2) > 0, Lemma 3 shows that bˆ2(Xˆ1) ≥ v3 with probability
1. It follows from the definition of b¯2 in (13) that
P(b¯2(Xˆ1) ≤ bˆ2(Xˆ1)) = 1. (31)
We therefore have
pi1
(
X¯1, b¯
) ≥ pi1(Xˆ1, b¯) ≥ pi1(Xˆ1, bˆ),
where the first inequality follows from the definition of an SPE, and the second in-
equality is true because of (31). Because the preceding argument holds for any arbi-
trary announcement Xˆ1 and any (possibly mixed) Nash equilibrium Xˆ2 of the subgame
that follows Xˆ1, it follows that bidder 1 cannot secure a higher expected payoff, i.e.,
pi1(X¯1, b¯) ≥ p¯i1.
For the last part of the theorem, it remains to show that pi1(X¯1, b¯) ≤ p¯i1. We
consider a sequence of random variables {X¯k1 },
X¯k1 (ω) =

X¯1(ω), if X¯1(ω) = v3,
X¯1(ω) +
1
k
, if X¯1(ω) > v3,
under which bidder 2’s unique best response is to bid zero. It is easy to check that
pi1(X¯1, b¯) = lim
k→∞
p¯i1(X¯
k
1 , b¯) ≤ p¯i1.
39
B Proof of Results in Sections 4
B.1 Proof of Theorem 3
Let Xt denote a random variable whose distribution is an optimal solution to (15). To
show that (Xt, b∗2) is an SPE, we argue that Xt maximizes bidder 1’s expected payoff,
pi1(X1, b
∗
2), among all discrete random variables X1 in her restricted action space.
Under an announcement {(ai, pi)}ti=1, bidder 2 uses the strategy defined in (1) and
submits a bid aj such that
j = min
{
argmax
i
{
(v2 − ai)
i∑
k=1
pk
}}
.
Given the announcement {(ai, pi)}ti=1 and bidder 2’s best response aj , bidder 1’s ex-
pected payoff is
v1(1−
j∑
i=1
pi)−
t∑
i=j+1
aipi. (32)
We first note that if am > v1 for some m ≤ t, bidder 1 can obtain a higher payoff by
letting ai = v1 for i ≥ m. It follows that bidder 1 should never make an announcement
such that at > v1. Given an announcement {(ai, pi)}ti=1 with a1 > 0 and at ≤ v1,
suppose that aj > 0 is bidder 2’s best response. Consider an alternative announcement
a′1 = 0, p
′
1 =
j∑
i=1
pi; a
′
i = aj+i−1, p
′
i = pj+i−1, i = 2, . . . , t− j + 1.
Under such an announcement, if bidder 2 bids a′i ≥ aj , she obtains at most the expected
payoff that is achieved under the original announcement, pi2(aj); on the other hand,
she obtains an expected payoff higher than pi2(aj) if she bids zero. It follows that
under the alternative announcement {(a′i, p′i)}t−j+1i=1 , bidder 2’s best response is to bid
zero. The alternative announcement, {(a′i, p′i)}t−j+1i=1 , yields bidder 1 an expected payoff
higher than that achieved under the original announcement, because the alternative
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announcement reduces bidder 1’s expected payment.
We have shown that it is optimal for bidder 1 to choose a∗1 = 0, and make bidder
2’s best response equal to zero. It follows that an optimal announcement, {(a∗i , p∗i )}ti=1,
must satisfy
a∗1 = 0, v2p
∗
1 ≥ (v2 − a∗i )
i∑
k=1
p∗k, i = 2, . . . , t.
If one of these inequalities is strict, e.g., if for some i ≥ 2 we have
v2p
∗
1 > (v2 − a∗i )
i∑
k=1
p∗k,
then {(a∗i , p∗i )}ti=1 is not optimal: bidder 1 could have obtained a higher expected payoff
by choosing some a′i < a
∗
i such that
v2p
∗
1 = (v2 − a′i)
i∑
k=1
p∗k.
It follows that
v2p
∗
1 = (v2 − a∗i )
i∑
k=1
p∗k, i = 2, . . . , t,
which implies that
ai = v2 − v2p1∑i
k=1 pk
, i = 2, . . . , t.
That is, bidder 1’s optimal announcement satisfies the third constraint in (15).
Through an approach similar to that used in the proof of Part 3 of Theorem 1,
it can be shown that the SPE yields bidder 1 the highest expected payoff among all
possible SPEs.
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B.2 Proof of Theorem 4
Let X¯1 : Ω→ [0, v2(1− e−v1/v2)] be the random variable characterized in (2). Theorem
1 shows that
sup
X∈X
pi1(X, b
∗
2) = pi1(X¯1, b
∗
2).
In Theorem 1 we have shown that b∗2(X¯1) = 0. Given a positive integer k, we define
a random variable Y 2
k+1 : Ω→ [0, v2] as follows,
Y 2
k+1(ω) =

0 if X¯1(ω) = 0,
j + 1
2k
v2, if
j
2k
v2 < X¯1(ω) ≤ j + 1
2k
v2, j ∈ N.
(33)
For any given k, because the range of Y 2
k+1 has a cardinality no more than 2k +
1, Y 2
k+1 is a discrete random variable. It is straightforward to see that under the
announcement Y 2
k+1, bidder 2’s best response (under the strategy b∗2) is to bid zero. It
follows that bidder 1 wins the item with the same probability, under the two different
announcements X¯ and Y 2
k+1. Therefore, to argue
lim
k→∞
pi1(Y
2k+1, b∗2) = pi1(X¯1, b
∗
2), (34)
it suffices to show that
lim
k→∞
E{Y 2k+1} = E{X¯1}. (35)
It is easy to check that the sequence {Y 2k+1} is nonincreasing in k, and converges to
X¯ pointwise. We let Zk = Y
21+1 − Y2k+1. The sequence {Zk} is nonnegative, nonde-
creasing, and converges to Y 2
1+1 − X¯ pointwise. According to monotone convergence
theorem [22], we have
lim
k→∞
E{Y 21+1 − Y 2k+1} = lim
k→∞
E{Zk} = E{Y 21+1 − X¯}.
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Because Y 2
1+1 ∈ [0, v2], E{Y 21+1} is a nonnegative constant. Therefore, the preceding
relation implies the result in (35). The desired result follows from (34) and the fact
that
pi1(X
2k+1, b∗2) ≥ pi1(Y 2
k+1, b∗2), k = 1, 2 . . . .
B.3 Proof of Theorem 5
We have shown in the proof of Theorem 2 that the strategy profile b¯ is a Nash equilib-
rium of the subgame that follows any history X1. Let X
t denote the discrete random
variable characterized in (17). To argue that (Xt, b¯) is an SPE, we will show that Xt
maximizes bidder 1’s expected payoff, pi1(X1, b¯), among all possible commits X1 in her
restricted action space.
Suppose first that bidder 1 commits to a random variable X1 = {(ai, pi)}ti=1.
It is then straightforward to check that bidder 2’s best response is among the set
{v3, a1, . . . , at}. We let j denote the largest index such that aj ≤ b¯2(X1), i.e.,
j = max
i
{i ∈ {1, . . . , t} : ai ≤ b¯2(X1)}. (36)
Bidder 1’s expected payoff is given by
v1(1−
j∑
i=1
pi)−
t∑
i=j+1
aipi. (37)
In Theorem 3 we have shown that bidder 1 should never make an announcement such
that at > v1. We therefore assume that at ≤ v1. If a1 > 0 or b¯2(X1) > v3, we consider
the following commitment
a′1 = 0, p
′
1 =
j∑
i=1
pi, a
′
i = aj+i−1, p
′
i = pj+i−1, i = 2, . . . , t− j + 1,
where j is the positive integer defined in (36). Under this alternative commitment, it is
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straightforward to see that bidder 2’s best response is v3 (according to the strategy b¯2).
It follows that this alternative commitment yields bidder 1 a higher expected payoff
than X1. We have shown that it is optimal for bidder 1 to choose a
∗
1 = 0, and make
bidder 2’s best response equal to v3.
Because bidder 2’s best response is v3 under an optimal announcement {(a∗i , p∗i )}ti=1,
we have
a∗1 = 0; (v2 − v3)p∗1 ≥ (v2 − a∗i )
i∑
k=1
p∗k, i = 2, . . . , t.
If one of these inequalities is strict, e.g.,
(v2 − v3)p∗1 > (v2 − a∗i )
i∑
k=1
p∗k,
then {(a∗i , p∗i )}ti=1 is not optimal: bidder 1 could obtain a higher expected by choosing
some a′i < a
∗
i such that
(v2 − v3)p∗1 = (v2 − a′i)
i∑
k=1
p∗k.
It follows that
(v2 − v3)p∗1 = (v2 − a∗i )
i∑
k=1
p∗k, i = 2, . . . , t,
which implies the third constraint in (17). Through an approach similar to that used
in the proof of Part 3 of Theorem 2, it can be shown that the SPE yields bidder 1 the
highest expected payoff among all possible SPEs.
C Proof of Theorem 7
We first show that a higher valued follower always bids no less than a lower valued
follower, in the following lemma. This result will be useful in our proof.
Lemma 4. For two types θ < θ′, we have bθ2(X) ≤ bθ
′
2 (X), under every commitment
X ∈ X .
44
Proof. Under a commitment X, let bθ2(X) denote the best response of a type-θ follower
defined in (18). It follows that bidder 2 obtains strictly lower expected payoff if she
bids less than bθ2(X), i.e.,
FX(b
θ
2(X))(v
θ
2 − bθ2(X)) > FX(b)(vθ2 − b), ∀b ∈ [0, bθ2(X)). (38)
Because
FX(b)(v
θ′
2 − b)− FX(b)(vθ2 − b) = FX(b)(vθ
′
2 − vθ2),
is nonnegative and non-decreasing in b, for b ∈ [0, bθ2(X)) we have
FX(b
θ
2(X))(v
θ′
2 − bθ2(X))− FX(bθ2(X))(vθ2 − bθ2(X)) ≥ FX(b)(vθ
′
2 − b)− FX(b)(vθ2 − b).
It then follows from (38) that
FX(b
θ
2(X))(v
θ′
2 − bθ2(X)) > FX(b)(vθ
′
2 − b), ∀b ∈ [0, bθ2(X)),
which implies that bθ
′
2 (X) ≥ bθ2(X). 
We now proceed to prove Theorem 7. We first show Parts 1 and 2 by constructing
a leader’s optimal commitment that satisfies condition (20). Within this proof, we will
frequently use the fact that under a commitment X, a type-θ follower’s expected payoff
(received by bidding b) is FX(b)(v
θ
2− b). We say a commitment X is more “aggressive”
than another commitment X ′, if
FX(x) ≤ FX′(x), x ∈ [0,∞).
A more aggressive commitment always yields the leader a higher expected payment.
Fixing the bid submitted by the follower, it is easy to see that a more aggressive com-
mitment yields the leader higher winning probability, and at the same time, decreases
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the follower’s expected payoff.
It is straightforward to check that there exists a leader’s optimal commitment such
that FX1(v1) = 1, under which the leader bids more than its valuation with zero
probability. Under such a commitment X, it follows from Lemma 4 that b12(X) ≤
b22(X) ≤ . . . bΘ2 (X) ≤ v1. We define a modified commitment Xr whose CDF is
FXr(x) = g
1
0,FX(b
1
2(X))
(x) =
v12FX(b
1
2(X))
v12 − x
, x ∈ [0, v12 (1− FX(b12(X)))] ,
which, by definition (cf. the definition in (19)), makes a type-1 follower indifferent
from bidding any real number in the interval [0, v12(1 − FX(b12(X)))]. The CDF of Xr
is illustrated in Fig. 4 (the red curve).
For any x ∈ [0,∞), because b12(X) is a best response, we have
FX(x) ≤ (v
1
2 − b12(X))FX(b12(X))
v12 − x
≤ v
1
2FX(b
1
2(X))
v12 − x
= FXr(x).
Because Xr is less aggressive than the original commitment X, there exists some b˜ ≤
b22(X) such that
FXr(b˜) = FX(b
2
2(X)).
Based on the modified commitment Xr, we define a new commitment with the
following CDF:
FXb(x) =

FXr(x), 0 ≤ x ≤ b˜,
FX(b
2
2(X)), b˜ < x ≤ b22(X),
FX(x), b
2
2(X) < x,
(39)
An illustration of the CDF defined above is given in Fig. 5. It is easy to check that Xb
is less aggressive than the original commitment X. Indeed, the commitment Xb yields
the leader at least the same expected payoff as X, because Xb is less aggressive than
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illustrates the CDF of another modified
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X, and yields the leader higher winning probability, i.e., FXb(b
θ
2(X
b)) ≤ FX(bθ2(X)),
for every θ.
We now prove the fact that FXb(b
θ
2(X
b)) ≤ FX(bθ2(X)), for every θ. For any θ ≥ 2,
we have bθ2(X
b) ≤ bθ2(X), because
FXb(x) = FX(x), x ∈ (b22(X),∞); FXb(x) ≥ FX(x), x ∈ [0, b22(X)],
which implies that a type-θ follower achieves the same expected payoff (under both
X and Xb) if she bids larger than b22(X), but could potentially obtain a higher ex-
pected payoff by biding less than b22(X) under commitment X
b. We also note that
under commitment Xb, the follower (of any type) would not like to bid in the interval
(b˜, b22(X)]. These two facts establish FXb(b
θ
2(X
b)) ≤ FX(bθ2(X)), for every θ ≥ 2. Be-
cause b12(X
b) ≤ b22(Xb) ≤ b22(X), it follows from the construction of Xb that b12(Xb) = 0,
which implies that FXb(b
1
2(X
b)) = FX(b
1
2(X)).
Taking Xb as an “original” commitment, an optimal commitment that satisfies
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condition (20) can be constructed by repeating the above process. The next first step
is to define a new commitment Xr2 whose CDF agrees with that of Xb over the interval
[0, b22(X
b)], and makes a type-2 follower indifferent over [b22(X
b), v22(1−FXb(b22(Xb)))),
i.e.,
FXr2 = g
2
b22(X
b),F
Xb
(b22(X
b))(x), v2 ∈
[
b22(X
b), v22
(
1− FXb(b22(Xb))
))
.
It is straightforward to check that under the new commitment Xr2 is less aggressive
than Xb, and
b12(X
r2) = b12(X
b) = 0, b22(X
r2) = b22(X
b).
If Θ = 2, then we are done: Xr2 satisfies condition (20) (with parameter a2 equal
to b22(X
b)) and yields the leader at least the same expected payoff as the original
commitment X. Otherwise, the next step is to construct a commitment Xb2 as follows
FXb2(x) =

FXr2(x), 0 ≤ x ≤ bˆ,
FXb(b
3
2(X
b)), bˆ < x ≤ b32(Xb),
FXb(x), b
3
2(X
b) < x,
where bˆ is a real number no more than b32(X) such that FXr2(bˆ) = FXb(b
3
2(X
b)). We
repeat this process and can finally reach a commitment XrΘ, which satisfies condition
(20) and is at least as good as the original commitment X. We note from the construc-
tion process that under the optimal commitment XrΘ that satisfies condition (20), the
constraints in (21) suffice that
bθ2(X
rΘ) = aθ, θ = 2, . . . ,Θ,
where {aθ}Θθ=2 are parameters of condition (20). We have established the first two
parts of the theorem. The proof of Parts 3 and 4 is similar to that for Parts 3 and 4 of
48
Theorem 1, and is therefore omitted.
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