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Abstract
We establish a small time large deviation principle and a Varadhan
type asymptotics for Brownian motion with singular drift on Rd with
d ≥ 3 whose infinitesimal generator is 1
2
∆ + µ · ∇, where each µi of
µ = (µ1, · · · , µd) is a measure in some suitable Kato class.
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1 Introduction
For non-divergence form elliptic operator L = 12
∑d
i,j=1 aij(x)
∂2
∂xi∂xj
on Rd
with bounded, symmetric and uniformly elliptic diffusion matrix A(x) =
(aij(x)) that is uniformly Ho¨lder continuous, Varadhan showed the following
small time asymptotics for the heat kernel p(t, x, y) of L in [V1]
lim
t↓0
t log p(t, x, y) = −d(x, y)2/2 for x, y ∈ Rd, (1.1)
where d(x, y) is the Riemannian metric induced by A(x)−1. Later, (1.1) is
extended by Norris [N] to divergence form elliptic operator
L = 1
2ρ(x)
d∑
i,j=1
∂
∂xi
(
ρ(x)aij(x)
∂
∂xj
)
,
where A(x) = (aij(x)) is symmetric locally bounded and locally uniformly
elliptic and ρ(x) is a measurable function that is locally bounded between
two positive constants. In fact, the results in [N] are more general, allowing
R
d being replaced by a Lipschitz manifold. In [AH], Ariyoshi and Hino
studied the integral version of (1.1) and showed that for heat semigroup
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{Pt; t ≥ 0} associated with any symmetric local Dirichlet form (E ,F) on
L2(E;m) with σ-finite measure m,
lim
t↓0
t logPt(A1, A2) = −d(A1, A2)2/2 (1.2)
for any Borel subsets Ai ⊂ E with 0 < m(Ai) < ∞ for i = 1, 2. Here
Pt(A1, A2) :=
∫
A2
Pt1A1(x)m(dx) and d(A1, A2) is the intrinsic distance
between A1 and A2 induced by the local Dirichlet form (E ,F). The above
result (1.2) has recently been extended in [HM] to lower order perturbation
of symmetric strongly local Dirichlet forms. For earlier and other related
work, see the references in [Zh, N, HR].
In this paper, we study pointwise asymptotic property (1.1) for Brownian
motion with singular drifts in Rd with d ≥ 3; that is,
dXt = dWt + dAt with X0 = x, (1.3)
where A is a continuous additive functional of X having “Revuz measure µ”.
Informally {Xt, t ≥ 0} is a diffusion process in Rd with generator 12∆+µ ·∇,
where µ = (µ1, · · · , µd) is a vector-valued signed measure on Rd belonging
to the Kato class Kd,1 to be introduced below. When µi(dx) = bi(x)dx for
some function bi, X is a solution to the stochastic differential equation
dXt = dWt + b(Xt)dt with X0 = x (1.4)
Definition 1.1 A signed measure ν on Rd with d ≥ 3 is said to be in the
Kato class Kd,k (for k = 1, 2) if
lim
r↓0
sup
x∈Rd
∫
|x−y|≤r
|ν|(dy)
|x− y|d−k = 0,
where |ν| is the total variation of ν. A measurable function f on Rd is said
to be in the Kato class Kd,k (for k = 1, 2) if |f(x)|dx ∈Kd,k.
Clearly any bounded measurable functions are in the Kato class Kd,k for
k = 1, 2. By Ho¨lder inequality, it is easy to see that Lp(Rd; dx) ⊂ Kd,1 for
p > d and Lp(Rd; dx) ⊂ Kd,2 for p > d/2. But a measure in Kd,1 can be
quite singular. It is shown in [BC, Proposition 2.1] that for a Borel measure
µ on Rd, if there are constants κ > 0 and γ > 0 so that µ(B(x, r) ≤ κrd−1+γ
for all x ∈ Rd and r ∈ (0, 1], then µ ∈ Kd,1. Thus in particular, if A ⊂ Rd is
an Alfors λ-regular set with λ ∈ (d − 1, d], then the Hausdorff measure Hλ
restricted to A is in Kd,1.
To recall the precise definition of a Brownian motion with a measure
drift µ = (µ1, · · · , µd) with µi ∈ Kd,1 for 1 ≤ i ≤ d, fix a non-negative
smooth function ϕ in Rd with compact support and
∫
ϕ(x)dx = 1. For any
positive integer n, we put ϕn(x) = 2
ndϕ(2nx). For 1 ≤ i ≤ d, define
b
(n)
i (x) =
∫
ϕn(x− y)µi(dy)
Put b(n) = (b
(n)
1 , · · · , b(n)d ). The following definition is taken from [BC].
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Definition 1.2 A Brownian motion with drift µ is a family of probability
measures {Px, x ∈ Rd} on C([0,∞),Rd), the space of continuous functions
on [0,∞), such that under each Px the coordinator process X has the de-
composition
Xt = x+Wt +At
where
(a) At = (A
(1)
t · · · , A(d)t ) = limn→∞
∫ t
0 b
(n)(Xs)ds uniformly in t over finite
intervals, where the convergence is in probability;
(b) there exists a subsequence {nk} such that for every t > 0,
sup
k≥1
∫ t
0
|bnk(Xs)|ds <∞ a.s.
(c) Wt is a standard Brownian motion in R
d starting from the origin.
It is established in [BC] that, when each µi is in the Kato class Kd,1,
Brownian motion with drift µ = (µ1, · · · , µd), denoted by {Xt, t ≥ 0}, exists
and is unique in law for every starting point x ∈ Rd. Moreover, it is shown
there that X = {Xt, t ≥ 0;Px, x ∈ Rd} forms a conservative Feller process
on Rd. Later, it is obtained in [KS] that X has a jointly continuous tran-
sition density function q(t, x, y) which admits the following Gaussian type
estimate:
C1e
−C2tt−d/2e−C3|x−y|
2/t ≤ q(t, x, y) ≤ C4eC5tt−d/2e−C6|x−y|2/t (1.5)
for all (t, x, y) ∈ (0,∞) × Rd × Rd, where Ci, 1 ≤ i ≤ 6, are some positive
constants.
In this paper, we are concerned with the precise Varadhan type small
time asymptotics of the transition density function q(t, x, y) of X:
lim
t→0
t log q(t, x, y) = −|x− y|
2
2
(1.6)
for every x, y ∈ Rd. Note that since the drift measure µ is merely assumed
to be in Kato classKd,1, the law of X can be singular with respect to the law
of Brownian motion. Moreover, it is not clear if Browian motion with drift
µ can be constructed via sectorial non-symmetric Dirichlet form (see [BC,
p.793]). One can not even apply the result from [HM] to get the integral
version of small time asymptotics result (1.2) for our Brownian motion with
drift µ. Hence a new approach is needed.
For each x ∈ Rd, denote by νxε the law of {Xεt, 0 ≤ t ≤ 1} on C([0, 1],Rd)
under Px. It is known (see [V1, V2]) that the Varadhan small time asymp-
totics (1.6) is closely related to the small time large deviation principle of
the family {νxε , ε > 0}. In fact, in this paper, we will establish a small
time large deviation principle for {νxε ; ε > 0} for every x ∈ Rd by showing
that {νxε ; ε > 0} is exponentially equivalent to the corresponding laws of
Brownian motion. This is done in Section 2. The upper bound small time
3
asymptotics of (1.6) is obtained by the construction of heat kernel of X and
their pointwise upper bound estimates. This is carried out in Proposition
3.3. To establish the lower bound small time asymptotics of (1.6) of transi-
tion density q(t, x, y), we will use a crucial estimate ( Proposition 2.2) of the
Laplace transform of the drift A to get a lower bound of the probability that
the process X belongs to a small ball. This is the content of Proposition 3.4
of Section 3.
2 Small time large deviations
In this section, we will establish a small time large deviation principle for
Brownian motion with measure drift µ. For a signed measure µ on Rd, define
Nαt (µ) := sup
x∈Rd
∫ t
0
∫
Rd
s−(d+1)/2 exp
(
−α |x− y|
2
s
)
|µ|(dy)ds, (2.1)
where |µ| denotes the measure of total variation. Recall (see e.g. [KS]) that
µ ∈ Kd,1 if and only if limt→0Nαt (µ) = 0 for any α > 0. For the transition
kernel q(t, x, y) and a signed measure µ on Rd, we also introduce
Λt(µ) := sup
x∈Rd
∫ t
0
∫
Rd
q(s, x, y)√
s
|µ|(dy)ds. (2.2)
As a consequence of the two-sided Gaussian bounds of the transition den-
sity (1.5), it is easy to see that µ is in the Kato class Kd,1 if and only if
limt→0Λt(µ) = 0. For a function f in Kd,1, we write Λt(f) for Λt(fdx).
Let X be the Brownian motion with measure drift µ stated in Section
1 and Px the distribution of X starting from x. For x ∈ Rd and ε > 0,
denote by νxε the distribution of {Xεt; t ∈ [0, 1]} under Px on the path space
C([0, 1],Rd). We have the following large deviation result.
Theorem 2.1 For each fixed x ∈ Rd, {νxε , ε > 0} satisfies a large deviation
principle with rate function
I(f) =
{
1
2
∫ 1
0 |f˙(t)|2dt if f is absolutely continuous,
∞ otherwise,
where f˙ stands for the derivative of t→ f(t). Namely,
(i) for any closed subset C ⊂ C([0, 1],Rd),
lim sup
ε→0
ε log νxε (C) ≤ − inf
f∈C(x)
I(f),
where C(x) = {f ∈ C : f(0) = x};
(ii) for any open subset G ⊂ C([0, 1],Rd),
lim inf
ε→0
ε log νxε (G) ≥ − inf
f∈G(x)
I(f),
where G(x) = {f ∈ G : f(0) = x}.
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To prove Theorem 2.1, we need the following crucial estimate for the
Laplace transform of an additive functional.
Proposition 2.2 Let b(·) be a positive function in the Kato class Kd,1.
Then, for any λ > 0
Ex
[
eλ
∫ t
0 b(Xs)ds
]
≤
(
1 + λ
√
tΛt(b)
)
exp
(
λ2tΛt(b)
2
) ≤ 2 exp (2λ2tΛt(b)2) ,
(2.3)
where Λt(b) is defined as in (2.2).
Proof. We claim that for non-negative integer n ≥ 0,
Ex
[(∫ t
0
b(Xs)ds
)n]
≤ n!αn
(√
tΛt(b)
)n
, (2.4)
where α0 = α1 = 1, αn = Π
n
k=2
(
1− 1k
)(k−1)/2 ( 1
k
)1/2
for n ≥ 2. Indeed, for
n ≥ 1, we have by the Markov property of X,
Ex
[(∫ t
0
b(Xs)ds
)n]
= n!
∫ t
0
dsn
∫ sn
0
dsn−1 · · ·
∫ s2
0
ds1Ex [b(Xs1)b(Xs2) · · · b(Xsn)]
= n!
∫
{0≤s1<s2<···<sn≤t}
ds1 · · · dsn
∫
(Rd)⊗n
b(y1) · · · b(yn)q(s1, x, y1)q(s2 − s1, y1, y2)
· · · q(sn − sn−1, yn−1, yn)dyn · · · dy1. (2.5)
When n = 1,
sup
x∈Rd
Ex
[∫ t
0
b(Xs)ds
]
= sup
x∈Rd
∫ t
0
∫
Rd
b(y)q(s, x, y)dyds
≤
√
t sup
x∈Rd
∫ t
0
∫
Rd
b(y)
q(s, x, y)√
s
dy
=
√
tΛt(b). (2.6)
So (2.4) holds for n = 0 and n = 1 as claimed. When n = 2, by (2.5) and
(2.6),
sup
x∈Rd
Ex
[(∫ t
0
b(Xs)ds
)2]
= 2 sup
x∈Rd
∫ t
0
∫
Rd
b(y1)q(s1, x, y1)
(∫ t
s1
∫
Rd
b(y2)q(s2 − s1, y1, y2)ds2dy2)
)
ds1dy1
= 2 sup
x∈Rd
∫ t
0
∫
Rd
b(y1)q(s1, x, y1)
(∫ t−s1
0
∫
Rd
b(y2)q(r, y1, y2)drdy2)
)
ds1dy1
≤ 2 sup
x∈Rd
∫ t
0
∫
Rd
b(y1)q(s1, x, y1)
√
t− s1Λt(b)ds1dy1
= 2Λt(b) sup
x∈Rd
∫ t
0
∫
Rd
√
(t− s1)s1 b(y1)q(s1, x, y1)√
s1
ds1dy1
≤ 2! · 1
2
·
(√
tΛt(b)
)2
,
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as maxs1∈[0,t]
√
s1(t− s1) = t/2. This shows that (2.4) holds for n = 2. Now
assuming (2.4) holds for n = k ≥ 2, we next show it holds for n = k+1. By
(2.4) for n = k,
sup
x∈Rd
Ex
[(∫ t
0
b(Xs)ds
)k+1]
≤ (k + 1) · k!
∫ t
0
sup
x∈Rd
∫
Rd
b(y1)q(s1, x, y1)
(∫
{0<s2−s1<···<sk−s1≤t−s1}
dss · · · dsn
∫
(Rd)⊗k
b(y2) · · · b(yk)q(s2 − s1, y1, y2) · · · q(sn − sn−1, yn−1, yk)dyk
)
ds1dy1
≤ (k + 1)!αkΛt(b)k sup
x∈Rd
∫ t
0
∫
Rd
b(y1)
q(s1, x, y1)√
s1
s
1/2
1 (t− s1)k/2ds1dy1
≤ (k + 1)!αk
(
k
k + 1
)k/2( 1
k + 1
)1/2
t(k+1)/2Λt(b)
k+1
= (k + 1)!αk+1
(√
tΛt(b)
)k+1
,
as maxs1∈[0,s1] s
1/2
1 (t−s1)k/2 =
(
k
k+1
)k/2 (
1
k+1
)1/2
t(k+1)/2. This shows that
(2.4) holds for n = k+1. By induction, we have established that (2.4) holds
for all n ≥ 1.
Observe that αn ≤ 1√n! . We have by (2.4) that for λ > 0,
Ex
[
eλ
∫ t
0
b(Xs)ds
]
=
∞∑
n=0
1
n!
Ex
[(
λ
∫ t
0
b(Xs)ds
)n]
≤
∞∑
n=0
(
λ
√
tΛt(b)
)n
√
n!
. (2.7)
Since (2n+ 1)! ≥ (2n)! ≥ (n!)2 for integer n ≥ 0, we have for z ≥ 0,
Φ(z) :=
∞∑
n=0
zn√
n!
=
∞∑
n=0
z(2n)√
(2n)!
+
∞∑
n=0
z2n+1√
(2n+ 1)!
≤
∞∑
n=0
z2n
n!
+ z
∞∑
n=0
z2n
n!
= (1 + z)ez
2
. (2.8)
This combined with (2.7) yields that
Ex
[
eλ
∫ t
0
b(Xs)ds
]
≤
(
1 + λΛt(b)
√
t
)
eλ
2Λt(b)2t. (2.9)
This completes the proof of the proposition as 1 + a ≤ 2ea2 for every a ≥ 0.

Proof of Theorem 2.1. Fix x ∈ Rd. Let µxε denote the law of the Brownian
motion {x +Wεt; t ∈ [0, 1]} on the path space C([0, 1],Rd). Then it is well
known that {µxε , ε > 0} obeys a large deviation principle with a rate function
I(·) defined as in the statement of Theorem 2.1. Note that
Xεt = x+Wεt +Aεt.
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According to [DZ, Theorem 4.2.13], to prove that νxε satisfies a large de-
viation principle with the same rate function as µxε it is sufficient to show
that the two families {νxε }, {µxε} are exponentially equivalent, namely for
any δ > 0,
lim sup
ε→0
ε log Px
(
sup
0≤t≤1
|Aεt| = sup
0≤t≤1
|Xεt − (x+Wεt)| > δ
)
= −∞. (2.10)
To this end, we first deduce an estimate similar to (2.3) for the Laplace
transform of the process A, namely, for any λ > 0
Ex
[
eλ sup0≤s≤t |As|
]
≤ 2 exp
(
2λ2tC24e
2C5NC6t
(∑d
i=1|µi|
)2)
. (2.11)
For 1 ≤ i ≤ d, recall the following function defined in Section 1
b
(n)
i (x) =
∫
ϕn(x− y)µi(dy).
We claim that
Λt(|b(n)i |) ≤ C4eC5NC6t (|µi|), (2.12)
where NC6t (|µi|) was defined in (2.1). Note that
|b(n)i |(x) ≤
∫
ϕn(x− y)|µi|(dy).
Using the upper Gaussian-type estimate (1.5) for q(s, x, y), we have for t ≤ 1,
Λt(|b(n)i |)
≤ sup
x
∫ t
0
∫
Rd
q(s, x, y)√
s
(∫
Rd
ϕn(y − z)|µi|(dz)
)
dyds
≤ sup
x
∫ t
0
∫
Rd
|µi|(dz) 1√
s
(∫
Rd
q(s, x, y′ + z)ϕn(y′)|dy′
)
ds
≤ sup
x
∫ t
0
∫
Rd
|µi|(dz) 1√
s
(∫
Rd
C4e
C5ss−d/2e−C6|x−y
′−z|2/sϕn(y′)|dy′
)
ds
≤ C4eC5
∫
Rd
ϕn(y
′)|dy′ sup
x,y′
∫ t
0
(∫
Rd
s−d+1/2e−C6|x−y
′−z|2/s|µi|(dz)
)
ds
≤ C4eC5NC6t (|µi|),
where the fact
∫
Rd
ϕn(y
′)|dy′ = 1 was used in the last inequality. This proves
the claim (2.12). We have by the definition of the process A, Fatou’s Lemma,
Proposition 2.2 and (2.12) that for every λ > 0,
Ex
[
eλ sup0≤s≤t |As|
]
≤ Ex[eλ sup0≤s≤t
∑d
i=1 |A(i)s |]
≤ lim inf
n→∞ Ex[e
λ
∫ t
0
∑d
i=1 |b(n)i |(Xs)ds]
≤ 2 exp
(
2λ2tΛt
(∑d
i=1|b(n)i |
)2)
≤ 2 exp
(
2λ2tC24e
2C5NC6t
(∑d
i=1|µi|
)2)
.
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This establishes the claim (2.11). We are now ready to prove (2.10). For
any δ, λ > 0, we have by (2.11),
Px
(
sup
0≤t≤1
|Aεt| > δ
)
= Px
(
sup
0≤s≤ε
|As| > δ
)
≤ e−λδEx
[
eλ sup0≤s≤ε |As|
]
≤ 2e−λδ exp
(
2λ2εC24e
2C5NC6ε
(∑d
i=1|µi|
)2)
. (2.13)
Taking
λ =
δ
4εC24e
2C5NC6ε
(∑d
i=1|µi|
)2
yields
Px
(
sup
0≤t≤1
|Aεt| > δ
)
≤ 2 exp

− δ2
8εC24e
2C5NC6ε
(∑d
i=1|µi|
)2

 . (2.14)
Hence
lim sup
ε→0
ε log Px
(
sup
0≤t≤1
|Aεt| > δ
)
≤ lim sup
ε→0

ε log 2− δ2
8C24e
2C5NC6ε
(∑d
i=1|µi|
)2


= −∞,
where the last inequality is due to the fact that limε→0NC6ε
(∑d
i=1|µi|
)
= 0.
This completes the proof of Theorem 2.1 . 
3 Small time asymptotics
Recall that q(t, x, y) denotes the transition density of the Markov process
{Xt, t ≥ 0}. In this section we aim to establish the following Varadhan’s
asymptotics.
Theorem 3.1
lim
t→0
t log q(t, x, y) = −|x− y|
2
2
(3.1)
uniformly in x, y ∈ Rd such that |x− y| is bounded.
We will establish the upper bound and the lower bound separately. For
a > 0, let
Ga(s, x, y) = s
−d/2 exp
(
−a|x− y|
2
2s
)
.
Recall the following result from [Z1, Lemma 3.1].
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Lemma 3.2 Suppose 0 < a1 < a2. There exist positive constants C0 and α
only depending on a1, a2 such that∫ t
0
∫
Rd
Ga1(t− s, x, z)|b(z)|
Ga2 (s, z, y)
s1/2
dzds ≤ C0Nαt (|b|)Ga1(t, x, y).
Proposition 3.3 Assume the drift measure µ = (µ1, · · · , µd) belongs to
Kd,1. Then
lim sup
t→0
t log q(t, x, y) ≤ −|x− y|
2
2
uniformly in x, y ∈ Rd such that |x− y| is bounded.
Proof. We will prove the proposition by showing that for any δ > 0, there
exist constants Tδ > 0, C2,δ such that for t ∈ (0, Tδ ],
q(t, x, y) ≤ C2,δt−d/2 exp
(
−(1− δ) |x − y|
2
2t
)
. (3.2)
Using the approximation arguments as in [KS], it suffices to show that (3.2)
holds for drift measure µ given by µ(dy) = b(y)dy and that the constant
Tδ is determined only by the quantity N
α
t (µ). From now on we suppose
µ(dy) = b(y)dy for some function b = (b1, ..., bd) ∈ Kd,1. Note that for
0 < δ < 1, we have
|∇zG1(s, z, y)| = |z − y|
s
exp
(
−δ
2
|z − y|2
2s
)
G(1− δ
2
)(s, z, y)
≤ mδs−1/2G(1− δ
2
)(s, z, y), (3.3)
where mδ := supr>0 re
−δr2/2 = 1/
√
eδ. Hence for every 0 < δ < 1, by
Lemma 3.2 (with a1 = 1−δ and a2 = 1−(δ/2)), there are positive constants
Cδ and cδ depending only on δ so that
J(t, x, y) :=
∫ t
0
∫
Rd
G(1−δ)(t− s, x, z)|b(z)||∇zG1(s, z, y)| dzds
≤ CδN cδt (|b|)G(1−δ)(t, x, y). (3.4)
Define recursively Ik(t, x, y) as follows:
I0(t, x, y) = p(t, x, y) = (2pit)
−d/2 exp
(
−|x− y|
2
2t
)
,
Ik+1(t, x, y) =
∫ t
0
∫
Rd
Ik(t− s, x, z)b(z) · ∇zp(s, z, y)dzds for k ≥ 0.
Recall the following identity (see, e.g., [KS, Z1]):
q(t, x, y) =
∞∑
k=0
Ik(t, x, y). (3.5)
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We next show that for any δ ∈ (0, 1), it holds that
|Ik(t, x, y)| ≤ (CδN cδt (|b|))kt−d/2 exp
(
−(1− δ) |x− y|
2
2t
)
. (3.6)
In view of (3.4), (3.6) clearly holds for k = 0, 1. Suppose (3.6) holds for
k ≥ 1. By induction and (3.4), we have
Ik+1(t, x, y) ≤ (CδN δ/2t (|b|))k
∫ t
0
∫
Rd
G1−δ(t− s, x, z)|b(z)||∇zG1(s, z, y)|dzds
≤ (CδN cδt (|b|))kCδN cδt (|b|)G1−δ(t, x, y)
= (CδN
cδ
t (|b|))k+1t−d/2 exp
(
−(1− δ) |x − y|
2
2t
)
.
Since µ = b(x)dx ∈ Kd,1, there exists a constant Tδ > 0 such that CδN δ/2t (|b|) ≤
1
2 for t ≤ Tδ. This together with (3.5), (3.6) gives that
q(t, x, y) ≤ 2t−d/2 exp
(
−(1− δ) |x − y|
2
2t
)
.
From the proof above, we see that the constant Tδ only depends on the rate
at which N
δ/2
t (|b|) tends to zero. Consequently,
t log q(t, x, y) ≤ −(1− δ) |x− y|
2
2
− (d/2)t log(2t) for t ∈ (0, Tδ ].
It follows that lim supt→0 t log q(t, x, y) ≤ − |x−y|
2
2 uniformly on compact
subsets of Rd×Rd, By an approximation procedure as in [KS], we asset that
the Proposition hold also for µ ∈ Kd,1. 
Proposition 3.4 Suppose µ = (µ1, · · · , µd) ∈ Kd,1. Then
lim inf
t→0
t log q(t, x, y) ≥ −|x− y|
2
2
(3.7)
uniformly in x, y ∈ Rd such that |x− y| is bounded.
Proof. For ε > 0, set B(y, ε) = {z; |z − y| < ε}. Let r > 0. We first like
to give an estimate for the probability Px(Xr ∈ B(y, ε)). Let δ ∈ (0, ε). We
have
Px(Wr + x ∈ B(y, ε− δ)) = Px(Xr −Ar ∈ B(y, ε− δ))
≤ Px(Xr −Ar ∈ B(y, ε− δ), |Ar | < δ) + Px(|Ar| ≥ δ)
≤ Px(Xr ∈ B(y, ε)) + Px(|Ar| ≥ δ). (3.8)
In view of (2.14),
Px(|Ar| ≥ δ) ≤ 2 exp
(
− δ
2
8rC24e
2C5NC6r
(∑d
i=1|µi|
)2
)
. (3.9)
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On the other hand,
Px(Wr + x ∈ B(y, ε− δ)) =
∫
B(0,ε−δ)
(2pir)−
d
2 e−
|z−(y−x)|2
2r dz
≥ (2pir)−d/2ωd(ε− δ)d exp
(
−(|x− y|+ ε− δ)
2
2r
)
, (3.10)
where ωd is the volume of the unit ball in R
d. Thus for 0 < δ < ε,
Px(Xr ∈ B(y, ε)) ≥ (2pir)−d/2ωd(ε− δ)d exp
(
−(|x− y|+ ε− δ)
2
2r
)
−2 exp
(
− δ
2
8rC24e
2C5NC6r
(∑d
i=1|µi|
)2
)
. (3.11)
Note for every 0 < η < 1 and ε > 0,
q(t, x, y) =
∫
Rd
q((1− η)t, x, z)q(ηt, z, y)dz
≥
∫
B(y,ε)
q((1 − η)t, x, z)q(ηt, z, y)dz
≥ inf
z∈B(y,ε)
q(ηt, z, y)
∫
B(y,ε)
q((1− η)t, x, z)dz
= inf
z∈B(y,ε)
q(ηt, z, y)Px
(
X(1−η)t ∈ B(y, ε)
)
. (3.12)
Let M > 0. We have by (3.12), (1.5) and (3.11)) with r = (1− η)t that
for any x, y ∈ Rd with |x− y| ≤M ,
t log q(t, x, y)
≥ t log inf
z∈B(y,ε)
q(ηt, z, y) + t logPx
(
X(1−η)t ∈ B(y, ε)
)
≥ t log
(
C1e
−C2t(ηt)−d/2
)
− C3ε
2
2η
+ t log
(
(2pi(1 − η)t)−d/2ωd(ε− δ)d
)
−(|x− y|+ ε− δ)
2
2(1− η) + t log
(
1− 2(2pi(1 − η)t)d/2ω−1d (ε− δ)−d
× exp
((M + ε− δ)2
2(1 − η)t −
δ2
8(1− η)tC24e2C5NC6(1−η)t
(∑d
i=1|µi|
)2))
Since NC6(1−η)t
(∑d
i=1|µi|
)2
→ 0 as t→ 0, it follows that
lim inf
t→0
t log q(t, x, y) ≥ −C3ε
2
2η
− (|x− y|+ ε− δ)
2
2(1 − η) (3.13)
uniformly in x, y with |x− y| ≤M . Now letting first ε→ 0 and then η → 0,
we have
lim inf
t→0
t log q(t, x, y) ≥ −|x− y|
2
2
uniform in x, y ∈ Rd with |x− y| ≤M . 
11
Combining Propositions 3.3 and 3.4 establishes Theorem 3.1.
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