Abstract-A teaching-learning-based hybrid genetic-particle swarm optimization algorithm is proposed for multi-objective flexible job shop scheduling problem. It includes three modules: genetic algorithm (GA), bi-memory learning (BL) and particle swarm optimization (PSO). Firstly, in the BL module, a learning mechanism is introduced into GA to generate chromosomes which have a self-learning characteristic. During the process of evolution, the offspring in GA learn the characteristics of good chromosomes in the BL. Then, a discretization PSO algorithm which iterates the genetic population and particle population simultaneously is proposed. Finally, experiments are conducted to compare the rationality and validity of the proposed algorithm with others.
INTRODUCTION
Flexible Job-shop Scheduling Problem (FJSP) is an extension of traditional Job-shop Scheduling Problem (JSP). Usually we need to optimize several objects simultaneously, so the multi-objective flexible Job-shop Scheduling Problem (MOFJSP) has become hot and important research topic. Currently, many researchers have tried to apply evolutionary algorithm to solve MOFJSP. Brandimarte combined the tabu search (TS) with dispatching rules to handle MOFJSP [1] . He used TS to solve the sub-problem of optimizing the job sequences and then used the dispatching rules to find the optimal solution of the assignment problem for each machine. Kacem et al. embed the local optimization algorithm within evolution algorithm [2] . Later they added fuzzy logic into their scheme and used Pareto method to tradeoff between makespan and machine workload [3] . Gao et al. [4] developed an adapted genetic algorithm (GA) hybridized with a shifting bottleneck strategy for MOFJSP. Li et al. [5] developed a Pareto-based discrete artificial bee colony algorithm for MOFJSP. Ho and Tay [6, 7] proposed a hybrid evolutionary algorithm with local search, and meanwhile introduced an elitism memory to store all non-dominated solutions that have been found. Yuan and Xu proposed a new memetic algorithms (MAs) by incorporating a local search algorithm into the adapted NSGA-II for MOFJSP [8] . Xia and Wu [9] proposed a hybrid method to solve MOFJSP. They used particle swarm optimization (PSO) to assign operations and used simulated annealing (SA) algorithm to sequence operations on each machine.
In this paper, we propose a Teaching-Learning-Based Hybrid Genetic-Particle Swarm Optimization Algorithms (TL-HGAPSO) in which we introduce the machine learning techniques into GA and combine GA and PSO algorithms to solve the FJSP.
II. MULTI-OBJECTIVE FJSP
FJSP can be described as: producing n jobs on m machines. Each job has one or more operations (Ojh denotes the h-th operation of the j-th job) and each operation can be processed by different machine. Operation's processing time is related to the machine. So FJSP contains two sub-problems: machine allocation and operations sorting. The objective of MOFSP is to allocate the operations to machines and sort the operations to minimize the maximum completion time(Cm), bottleneck workload (Wm) and total machine workload (Wt). Equation (1) 
 
Where, j C is the completion time for the j-th job, ijh P is the processing time of the h-th operation of the j-th job by machine i and { ijh x } are the decision variables.
III. ALGORITHM FOR MOFJSP
Based on the successful experience by applying GA to FJSP, we introduce the machine learning algorithms into GA and set two thresholds to dynamically adjust the time for crossover and mutation. In TL-HGAPSO, we design multi-parent crossover scheme to increase the rate of generating good offspring. At the same time, we update the particle swarm and exchange the information between two populations. The structure of TL-HGAPSO contain 3 modules: Genetic Algorithms (GA), Bi-Memory Learning(BL) and Particle Swarm Optimization (PSO). Figure 1 shows the relationship among those three modules. In TL-HGAPSO, we use GA to initialize the Bi-Memory in BL. To ensure the distribution of populations, the GA module generates the initial populations with one half generated by minimizing waiting time method and the other half by random choosing. During the process of evolution, the children in GA will continuously learn from the excellent chromosome in the BL to improve their fitness and the BL will also be updated by the elite chromosome in GA simultaneously. In TL-HGAPSO, PSO and GA will also exchange information to improve the population quality.
A. GA Module 1) Coding
To solve FJSP, we not only need to determine the sequence of operations but also to allocate the machines to operations. In TL-HGAPSO, the coding consists of by two parts: operation sorting and machine allocation. For example, see Figure 2 .
The length of two chromosomes are both equal to the number of all operations T 0 . The gene of operation sorting is represented by the job's number. The gene of machine allocation stands for the machine allocated to the operation. For example, in Figure 2 , [1 2 1 3 2 1 3 2 3 
2) Crossover Operation
In order to improve crossover operation performance, we introduce the third parent to make offspring have a better chance to inherit the good genes from parents. Multi-parents Precedence Preserving Order-based Crossover (MPOX) is used for operations sorting, and Multiple Point Preservation Crossover (MPX) for machine allocation.
The procedures of MPOX are as follows:
Step 1: Separate the population according to the average fitness. For the individuals with fitness will be the Parent1 and Parent2; others will be the Parent3.
Step 2: Divide the set of jobs into two non-empty subset G1 and G2 randomly.
Step 3: Put the genes both belong to Parent1 and G2 into Children1 and put the genes both belong to Parent2 and G1 into Children2; The sequence of genes remains unchanged. Step 4: Put the genes both belong to Partent3 and G1 into Children1 and put the genes both belongs to Parent3 and G2 into Children2. The sequence of genes remains unchanged. Crossover operation finish.
The procedures of MPX are as follows:
Step 1: Randomly initialize a 0,1 sequence rand0_1 which length is equal to the length of machine allocation sequence.
Step 2: Pick the '1' position in rand0_1, put the machine in Parent1 into Children2 and the machine in Parent2 into Children.
Step 3: Pick the '0' position in rand0_1, put the machine in Parent1 into Children1 and the machine in Parent2 into Children; Crossover finish. Figure 3 
An example of Crossover operation MPOX and MPX is shown in

3) Mutation operation
We modify traditional mutation operation in GA by combining crossover operation.
Firstly, a similarity threshold is used to decide whether an individual need to be mutated or not. If an individual has high similarity, it will be mutated before crossover. Otherwise, it will skip the mutation operation and go to crossover directly. We also set a convergence threshold to control the mutation rate. In addition, in TL-HGAPSO, the initial population is generated by using minimum waiting time of the operation to reduce the workload as well as the completion time, fast and elitist non-dominated Pareto Policy in NSGA-II Algorithm is used for Pareto ranking [10] , and tournament selection is used.
B. BL Module
In order to ensure the offspring can efficiently learn good characteristic from parents, two outer storages: chromosome storage and operation storage, are introduced in BL module. The chromosome storage is initialized by using the best m chromosomes in initial population. The length of operation storage equals to the number of operations, and each element is just the machine number which has the minimum processing time for corresponding operation. The k-Nearest Neighbor (K-NN) classification algorithm is used to dynamically learn the elite pattern in the chromosome in this paper. Compare the best n chromosomes in current population with the chromosome storage, then pick out the most similar k chromosomes in the chromosome storage to replace the worst k chromosomes in current population.
Since in TL-HGAPSO, GA module's mutation is guided by the operation storage of BL module, it will help the algorithm get the optimal solution faster. In addition, considering computation resource, for every q generations, the outer storages in BL module will be updated by using elite selection policy.
C. PSO Module
We re-define the position update equation of PSO for FJSP as (5).
X is the particle position at t-th generation, w is the inertia weights, 1 c is self-awareness coefficient, 2 c is the society-awareness coefficient, t i pbest is the best position for particle i at t-th generation, t i gbest is position of the best particle in swarm at t-th generation and 1 2 , , (6) describes that by the influence of particle historical information, mutation is used to complete particle random search. In operation sorting, an operation is chosen randomly and inserted before another operation; in machine allocation, for an operation, a machine is chosen randomly from the machine set which can be used for the operation to replace the original machine.   Equation (7) and Equation (8) show that the particle adjusts the position guided by its best position. ( , ) , ( , , )
  Equation (9) represents the particle learn from the best particle in swarm. 4 ( ,
f C gbest is the MPX Crossover.
In TL-HGAPSO, by discretizing the way of updating the position of particle, we combine the way of information exchange in PSO with GA operations. Crossover operation is used to implement information exchange between particle and itself or between particle and the best particle in swarm. Mutation operation can be viewed as the way of particle's random search by which the local search performance will be improved. c1 and c2 here can be treated as the crossover rate and w can be treated as the mutation rate.
IV. EXPERIMENT ANALYSIS
TL-HGAPSO algorithms is programmed and implemented in Matlab, and it run on a pc with P4 CPU, basic frequency 3.3GHz and 8G memory. We pick 3 standard cases proposed by Kacem. Each case is run 20 times. Our benchmark methods are AL+CGA by Kacem et al. [3] and SM [11] . For fairness, we set the parameters same for all algorithm as follows: population size=200, maximum generation Gen=200 ， the initial rate between random case and minimum waiting time is 1:1, Crossover rate Pc=0.7, initial mutation rate P0=0.1, the update frequency of BL module q=5, the size of chromosome storage h=5，the number of chromosomes used to update chromosome storage is 5，inertia weights w=0.1，self-awareness c1=1.9, c2=1.1 and random number 1 2 , (0,1) r r  . Part of the experiment results are shown in Table 1 . 
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