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Abstract
We provide a theoretical analysis of the representation learning problem aimed at learning the latent
variables (design matrix)Θ of observations Y with the knowledge of the coefficient matrixX . The
design matrix is learned under the assumption that the latent variables Θ are smooth with respect
to a (known) topological structure G. To learn such latent variables, we study a graph Laplacian
regularized estimator, which is the penalized least squares estimator with penalty term proportional
to a Laplacian quadratic form. This type of estimators has recently received considerable attention
due to its capability in incorporating underlying topological graph structure of variables into the
learning process. While the estimation problem can be solved efficiently by state-of-the-art op-
timization techniques, its statistical consistency properties have been largely overlooked. In this
work, we develop a non-asymptotic bound of estimation error under the classical statistical setting,
where sample size is larger than the ambient dimension of the latent variables. This bound illus-
trates theoretically the impact of the alignment between the data and the graph structure as well as
the graph spectrum on the estimation accuracy. It also provides theoretical evidence of the advan-
tage, in terms of convergence rate, of the graph Laplacian regularized estimator over classical ones
(that ignore the graph structure) in case of a smoothness prior. Finally, we provide empirical results
of the estimation error to corroborate the theoretical analysis.
Keywords: Graph regularized estimator; Laplacian quadratic form; Error bound; Representation
learning.
1. Introduction
We consider the problem of representation learning with a general noisy setting, and under the clas-
sical statistical setting where the sample size n is larger than the ambient dimension p of variables.
The aim of representation learning is usually to estimate the latent variables (i.e., the design matrix)
Θ and the coefficient matrix X that explain the intrinsic characteristics of the observations. This is
usually solved by iterating between estimation of the design matrix and estimation of the coefficient
matrix. In this work, we focus on the estimation of the design matrix Θ in Y = ΘX, where the
coefficient matrix X and the observations Y are assumed known, corresponding to one estimation
step in representation learning. While there exists error analyses on ridge regression based estimator
for the coefficient matrix, there has been little effort devoted to such analysis on the estimator for the
design matrix. To provide a better understanding of the uncertainty of estimation in representation
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learning, it is therefore essential to derive a theoretical error analysis on the estimator for the design
matrix, which is the goal of this paper.
Estimating the design matrix given the observation and the coefficient matrix is a learning prob-
lem that appears naturally and frequently in applications across many fields such as image denois-
ing, compress sensing, dictionary learning, and collaborative filtering (CF). In CF (Rao et al., 2015),
the goal is to estimate users’ preferences Θ through item features X based on users’ responses Y
(e.g., ratings). Dictionary learning (Yankelevsky and Elad, 2016) also shares a similar formulation,
where Θ and X are referred to dictionary atoms and coding coefficient matrix. In this case, our
model corresponds to the case when the coding coefficient matrix X is known. Another closely
related application is image denoising (Wang et al., 2018), where Θ corresponds to a collection of
basis functions (e.g., wavelets, cosine waves) modeling the image signal as a linear combination of
these basis functions with X being the coefficients.
Due to the wide applicability of representation learning problems, the development of estimators
for representation learning has recently received a substantial attention. A key type of estimators
is regularized least squares estimators, which poses structural constraints on the unknown coeffi-
cient matrix X. For example, the Lasso formulation (Tibshirani, 1996) poses a sparsity constraint
on the number of non-zero entry in Θ. The work of Bach (2008) introduces nuclear/trace norm
based regularizers aiming to find a low rank solution while fitting the data. Other examples in-
clude Zhou and Li (2014) and Huang et al. (2011) that are based on various structural constraints.
Compared to estimating the coefficient matrix, however, much less work has been devoted to the
estimation of the design matrix, and in particular error analysis associated with the uncertainty in
such estimation.
In this paper, we study the estimation of the design matrix in representation learning, where the
estimator involves a graph based regularizer. Such a regularizer helps incorporating the underlying
geometric structure of the data into the learning process. For example, in recommender systems
(Eirinaki et al., 2018), one might get access to users’ social network. Incorporating such informa-
tion may lead to a better understanding of users’ preference (Θ), which may in turn improve the
recommendation performance (Y ). We focus on the graph Laplacian based regularizer, which has
been widely adopted in the literature (Huang et al., 2018; Rao et al., 2015; Dadkhahi and Negahban,
2018; Yankelevsky and Elad, 2016) thanks to its mathematical regularity (e.g., convexity and dif-
ferentiability). In particular, the least squares estimation regularized by tr(ΘTLΘ) is a convex pro-
gram, and Θ can be computed by the well known Bartels-Stewart algorithm (Bartels and Stewart,
1972) or more efficient algorithms developed recently (Rao et al., 2015; Ji et al., 2018). Rather than
focusing on solving methods for the estimation problem, our goal is rather to study its statistical
consistency guarantee, and to gain insights about the impact of L on its convergence rate. We aim
to provide a bound on the estimation error, △ = Θˆ − Θ∗, defined as the difference between any
estimation Θˆ and the unknown groundtruth latent variables Θ∗. More formally, we derive a non-
asymptotic upper bound on || △ ||F = ||Θˆ−Θ∗||F that holds with high probability, where || · ||F is
the Frobenius norm. To the best of our knowledge, this theoretical analysis is absent in the literature.
The main contributions of the paper are as follows:
• we obtain an error bound for the graph Laplacian regularized estimator, which illustrates the
effect of graph structure as well as its alignment with data on estimation accuracy;
• we show the impact of the graph spectrum (i.e., eigenvalues of the graph Laplacian) on the
estimation accuracy;
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• we compare with the classical ridge estimator to prove theoretically advantages brought by
incorporating graph structure into the estimator;
• we validate our claims empirically by simulations.
In summary, we study analytically the estimation of the design matrix to understand the associated
uncertainty. This is a key component to understand the effectiveness of representation learning
algorithms, and to understand the effect of the topological structure G on the estimation uncertainty.
The reminder of the paper is organized as follows. Section 2 presents related work and in par-
ticular existing studies on the theoretical analysis of representation learning. Section 3 introduces
the basic definition related to the graph Laplacian regularized estimator, and formulates the estima-
tion problem. Section 4 and 5 present the main results of error analysis on the estimator and the
corresponding proofs, respectively. Section 6 shows empirical results and Section 7 summarizes the
paper.
Notations: Let A = [Aij ] ∈ Rn×k and B = [Bij ] ∈ Rn×k be two n ×m matrices. The scalar
product 〈A,B〉 = tr(ATB), where tr(·) is the trace operator. The Frobenius norm is defined as
||A||F = (
∑
ij A
2
ij)
1
2 and the infinity norm as ||A||∞ = maxij |Aij |. The nuclear norm is defined
as ||A||∗ = tr(
√
ATA), with AT being the transpose of A. Let x = [x1, ..., xd]
T ∈ Rd be a
d-dimensional vector, where its L1 and L2 norms are defined as ||x||1 =
∑d
i=1 |xi| and ||x||2 =
(
∑d
i=1 x
2
i )
1
2 , respectively.
2. Related work
In many applications, data come with an underlying geometric structure, typically in the form of
a graph, which should be taken into account in the learning process. There has been an increas-
ing amount of interest in representation learning, where topological graph structures are embedded
into estimators to promote desirable properties of the solution. For example, Zhou and Scho¨lkopf
(2004) introduces a measure of smoothness of the data with respect to a graph topology, in the
form of the so-called Laplacian quadratic form tr(ΘTLΘ). Employing this term as a regularizer
in the estimators thus finds a solution Θˆ that is smooth on the graph. Alternatively, Shuman et al.
(2012) introduces total variation and graph total variation estimation. Following works show em-
pirically the effectiveness of such regularizers (Kalofolias et al., 2014; Rao et al., 2015; Zhao et al.,
2015). Other graph-based regularizers include edge Lasso (Sharpnack et al., 2012), network Lasso
(Hallac et al., 2015), and graph trend filtering (Wang et al., 2016).
In this work, we study a graph Laplacian regularized least squares estimator for the design
matrix Θ. To the best of our knowledge, there is no prior work on the theoretical understanding
of a consistency guarantee of this estimator, either in high-dimensional (n < p, or n ≪ p) or in
classical statistical setting (n ≥ p). Nevertheless, there has been a few theoretical studies on the
graph regularized estimators. For example, total variation regularized estimators (Shuman et al.,
2012) are proven to be similar to graph Laplacian regularized estimators (Kalofolias et al., 2014)
and promote piece-wise constant solutions, while the Laplacian regularized estimators lead to piece-
wise smooth solutions. The work of Hu¨tter and Rigollet (2016) provides optimal rate analysis of the
total variation regularized estimator. The work of Rao et al. (2015) derives statistical consistency
guarantees of the Laplacian regularized estimator in the application of collaborative filtering. A
key difference from their paper is that, in our work, we consider the unknown coefficient matrix Θ
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as the graph signals. Another difference is that, they derive a bound on the prediction error in the
measurements ||Yˆ − Y ∗||F , while we develop a bound on the estimation error in the design matrix
||Θˆ − Θ∗||F . Finally, the work of Li et al. (2018) provides theoretical consistency guarantees on a
graph regularized estimator in linear regression, which is formulated using a combination of graph
Laplacian, total variation, and edge Lasso. Instead, we focus on such theoretical properties using
only graph Laplacian based regularizer.
3. Graph Laplacian regularized estimator
In this section, we introduce our estimation problem in representation learning. We first provide
some background on signals on graphs, and then introduce the graph Laplacian regularized estimator
and the associated estimation problem.
3.1. Graph Laplacian and graph signal
Consider a weighted and undirected graph G = (V,E,W ) of m vertices, where V is the finite set
of vertices and E the finite set of edges, andW = [Wij] ∈ Rm×m denotes the weighted adjacency
matrix. The entry Wij represents the edge weight between vertex vi and vj . Wij = 0 if vi, vj are
not directly connected, and Wij > 0 if connected. Moreover, Wij = Wji for weighted undirected
graph. The graph degree matrix isD = [Dii] ∈ Rm×m, whereDii =
∑
jWij represents the degree
of vertex vi. The combinatorial graph Laplacian L is defined to be L = D −W .
A graph signal is referred as a function f : V → Rm that assigns a real value to each graph ver-
tex. In this paper, we consider smooth signals over graphs. With the Laplacian matrixL, the smooth-
ness of signal f over graph G can be quantified as a quadratic form of L (Zhou and Scho¨lkopf,
2004):
fTLf =
1
2
∑
i∼j
Wij(f(i)− f(j))2 (1)
which is a weighted sum of the squared signal difference between connected vertices, where weights
are corresponding edge weights.
3.2. The estimation problem
We now state the estimation problem to be addressed in this paper, which is the estimation of the
design martix Θ, in a linear model with a graph Laplacian regularizer. We first introduce the linear
model, and then describe the graph Laplacian regularized estimator.
We consider the problem of representation learning under a general noisy setting. The aim of
this problem is to learn the design matrix Θ ∈ Rm×k that explains the observations Y ∈ Rm×n
with the coefficient matrix X ∈ Rk×n. Formally, we consider a linear model in the form of
Y = ΘX +Ω (2)
where Y ∈ Rm×n denotes the observation matrix,X ∈ Rk×n is the coefficient matrix following the
standard regularity assumption that columns are independent, and Θ ∈ Rm×k represents the design
matrix. Let us denote the noise matrix by Ω = [Ωij ] ∈ Rm×n with entries Ωij ∼ N (0, σ2) being
Gaussian noise. We now consider an estimator arising frequently in the literature, which assumes
Θ to be smooth with respect to an underlying graph structure G.
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To estimate Θ under the prior of smoothness on G, we consider a graph Laplacian regularized
estimator. Formally,
Θˆ = arg min
Θ∈Rm×k
1
2n
||Y −ΘX||2F + α tr(ΘTLΘ) (3)
where α ≥ 0 is a regularization parameter. The regularization term tr(ΘTLΘ) is known to promote
smoothness of Θ with respect to the underlying graph G. From the perspective of statistical models,
the regularizer in (3) assumes that Θ follows a degenerate multivariate Gaussian distribution, where
the graph Laplacian L acts as the precision matrix. Such an estimator has been adopted in applica-
tions such as graph-structured matrix factorization (Kalofolias et al., 2014; Huang et al., 2018) and
signal denoising (Pang and Cheung, 2017).
It is instructive to compare (3) with a simpler estimator which applies the standard ridge esti-
mator to the representation learning problem (2), solving
Θˆ = arg min
Θ∈Rm×k
1
2n
||Y −ΘX||2F + α tr(ΘT ImΘ) (4)
where Im is am×m identity matrix. It is worth noting that the estimator (4) is a degenerative version
of (3) when L = Im, i.e., when the graph structure is ignored. Therefore, the estimator in (4) is
a desirable baseline for understanding the property of the graph Laplacian regularized estimator in
(3). In the following sections, we provide a deep analysis on (3) as well as a comparison with (4).
4. Estimation error analysis
The central focus of the paper is the error analysis on Θˆ, i.e., providing a bound on the estimation
error △ = Θˆ − Θ∗, where Θ∗ is the unknown ground-truth latent variables matrix. To derive
this bound, we generally follow the unified analysis framework of Negahban et al. (2012), properly
adjusted to our problem. We first develop some key notations of the graph Laplacian regularized
estimator in (3). Next, we describe an important ingredient of our main result: the strong convexity
condition. Finally, we present our main results and their interpretation.
4.1. Key notations
The graph Laplacian regularized estimator (3) can be rewritten into the following form:
Θˆ = arg min
Θ∈Rm×k
L(Θ) + αR(Θ) (5)
where L(Θ) = 12n ||Y − ΘX|2F is the loss function assigning a cost to any Θ ∈ Rm×k given a pair
of {X,Y }, and R(Θ) = tr(ΘTLΘ) denotes the Laplacian regularizer.
The first order Taylor expansion of the loss function atΘ∗ in the direction△ = Θˆ−Θ∗ is expressed
as
L(Θ∗ +△) = L(Θ∗) + 〈▽L(Θ∗),△〉 (6)
thus, the error of the first Taylor expansion δL(Θ∗) is defined as
δL(Θ∗) = L(Θ∗ +△)− L(Θ∗)− 〈▽L(Θ∗),△〉 (7)
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After some algebraic steps (proved in Appendix A), we can also observe that
▽L(Θ∗) = 1
n
ΩXT (8)
δL(Θ∗) = 1
2n
|| △X||2F (9)
where Ω = Θ∗X − Y .
4.2. Strong convexity
We now pose a technical condition on the error of the Taylor expansion, δL(Θ∗), which provides
a desirable control of the error magnitude. This bound is based on the strong convexity condition
(Negahban and Wainwright, 2012), formally expressed as follows
δL(Θ∗) ≥ κ|| △ ||2F , for△ around Θ∗ (10)
where κ > 0 is a positive constant. Intuitively, (10) requires the loss function L is sharply curved
around its optimal solution Θˆ by setting a lower bound on its gradient. The necessity of this re-
quirement can be interpreted as follows. Consider the difference loss L(Θˆ)−L(Θ∗), it is expected
that small L(Θˆ) − L(Θ∗) indicates small △ = Θˆ − Θ∗. However, this assumption is reasonable
only when L sharply curves at Θˆ. For example, to illustrate this point, if L is relative flat curved, a
large △ = Θˆ− Θ∗ might also leads to small L(Θˆ) − L(Θ∗). Therefore, to avoid the curve of L is
too flat, we pose a strong convexity (10) constraint on it , which provides a desirable control of the
magnitude of the error△ in turn.
Note that in Negahban and Wainwright (2011) a similar notion named restricted strong convex-
ity is introduced. The term “restricted” means a constraint on the set of △, which is necessary
in high-dimensional statistical inference, in settings in which the ambient dimension k is larger
than the sample size n (i.e, k ≥ n or k ≫ n). In such settings, the global strong convexity is
not always ensured, thus it is necessary to restrict △ into a set where the strong convexity holds
(hence the restricted strong convexity). In contrast, in this paper we consider the standard setting,
n > k, where it is natural to assume the loss function is strongly convex at a global scale under mild
conditions. Another analogous condition known as “restricted eigenvalues” (RE) is introduced in
Rohde and Tsybakov (2011).
4.3. Main results
Equipped with the above notations and assumptions, we are ready to state our main result: a deter-
ministic upper bound on the estimation error of the Laplacian regularized estimator (3), which holds
with high probability and it is defined in the following theorem.
Theorem 1 Consider the linear model (2), where the strong convexity condition (10) holds and the
regularization parameter α ≥ 8σ√D
√
m+k
mn
with any constant D ≥ 2. Imposing rank(△) ≤ r,
then the optimal solution Θˆ obtained by (3) satisfies the following error bound:
||Θˆ −Θ∗||F ≤ α(
√
r + 2||LΘ∗||F )
κ+ αλ2
(11)
with high probability. where λ2 is the second smallest eigenvalue of the graph Laplacian L.
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The sketched proof of Theorem 1 is presented in Section 5.2, while detailed proof is postponed to
Appendix B. In the following, we provide key interpretations of Theorem 1.
(a) Note that Theorem 1 is a non-asymptotic bound on the optimas of (3) given a fixed regular-
ization parameter α. When applied to particular models, the strong convexity condition and
the assumption α ≥ || ▽ L(Θ∗)||∞ are required to be satisfied.
(b) The term ||LΘ∗||F quantifies the alignment between Θ∗ and graph information L. Suppose
there exists a groundtruth L∗ over whichΘ∗ is smooth. It can be verified that any deviation of
L from L∗ would lead to a larger value of ||LΘ∗||F than ||L∗Θ∗||F . In other words, deviations
of Θ∗ from the smoothness assumption leads to a larger estimation error.
(c) The term λ2 illustrates the impact of the density of graph on the estimation accuracy. By
comparing the eigenvalue profiles of two graphs, it can be seen that λ2 of a dense graph
is typically larger than that of a sparse graph. Therefore, from (11), we can deduce that
dense graph leads to lower error, if it indeed aligns with Θ∗, because that a dense graph
indicates more correlated rows of Θ∗, with the help of L, the Laplacian regularized estimator
is expected to result in more accurate estimation.
Finally, being the estimator defined in (4) is shown to be a degenerative case of (3), the bound (11)
applies to (4) as well. The following corollary provides a bound applied to (4), with the detailed
proof provided in Appendix C.
Corollary 1 Consider the linear model (2), where the strong convexity condition (10) holds and the
regularization parameter α ≥ 8σ√D
√
m+k
mn
with any constant D ≥ 2. If the rank of △ = Θˆ− Θ∗
is at most r. Then the optimal solution Θˆ obtained by the ridge estimator (4) satisfies the following
error bound:
||Θˆ −Θ∗||F ≤ α(
√
r + 2||Θ∗||F )
κ+ α
(12)
with high probability.
Corollary 1 takes a simpler form than Theorem 1 since L is ignored and λ2(Im) = 1.
5. Proofs
In this section, we sketch the proofs of Theorem 1, while more detailed proof is provided in Ap-
pendix B. We first present some Lemmas used in the proof.
5.1. Assumption and Lemmas
Assumption 1 Given the definition △ = Θˆ−Θ∗, we assume△ satisfies the following property
k∑
j=1
m∑
i=1
△2ji ≫
1
m
k∑
j=1
(
m∑
i=1
△ji)2) (13)
See Appendix D for detailed reasoning.
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Lemma 1 Let the eigenvalues of the graph Laplacian L be denoted by 0 = λ1 ≤ λ2 ≤ ... ≤ λm.
Suppose △ satisfies Assumption 1, then tr(△TL△) satisfies the following lower bound
tr(△TL△) ≥ λ2|| △ ||2F (14)
The detailed proof is provided in Section 5.3.
Lemma 2 (Rohde and Tsybakov, 2011). Let entries of Ω = [Ωij ] be i.i.d. N (0, σ2) random vari-
ables, where Ω ∈ Rm×n. X ∈ Rk×n follows standard statistical regularity with independent
columns. Then, for any D ≥ 2,
1
n
||ΩXT ||∞ ≤ 8σ
√
D
√
m+ k
mn
(15)
with probability at least 1− 2exp(−(D − log5)(m + k).
Lemma 3 (Negahban and Wainwright, 2011). Let X ∈ Rk×n be a random matrix with i.i.d.
columns sampled from a k-variate N (0,Σ). Then for n ≥ k, we have
P[σmin(
1
n
XXT ) ≥ σmin(Σ)
9
, σmax(
1
n
(XXT ) ≤ 9σmax(Σ)] ≥ 1− 4exp(−n/2) (16)
5.2. Sketch proof of Theorem 1
Due to the optimality of Θˆ for (5), we have
L(Θˆ) + αR(Θˆ) ≤ L(Θ∗) + αR(Θ∗) (17)
Substituting Θˆ = Θ∗ +△ and R(Θ) = tr(ΘTLΘ) yields
L(Θ∗ +△)− L(Θ∗) + α(2tr((Θ∗)TL△) + tr(△TL△)) ≤ 0 (18)
By the definition of scalar product and its property, we have
tr((Θ∗)TL△) = 〈LΘ∗,△〉 ≥ −|〈LΘ∗,△〉| (19)
Combining this with (7) the definition of δL(Θ∗) and 〈▽L(Θ∗),△〉 ≥ −|〈▽L(Θ∗),△〉|, we know
that
− |〈▽L(Θ∗),△〉| + δL(Θ∗) + α(−2|〈LΘ∗,△〉|+ tr(△TL△)) ≤ 0 (20)
Applying the Ho¨lder Inequality (Kuptsov, 2001), we have |〈▽L(Θ∗),△〉| ≤ || ▽ L(Θ∗)||∞|| △ ||∗
and |〈LΘ∗,△〉| ≤ ||LΘ∗||F || △ ||F . Thus
δL(Θ∗,△) + αtr(△TL△) ≤ || ▽ L(△,Θ∗)||∞|| △ ||∗ + 2α||LΘ∗||F || △ ||F (21)
Imposing the strong convexity condition δL(Θ∗) ≥ κ|| △ ||2F . Assume α ≥ || ▽ L(Θ∗)||∞. Note
the fact that if rank(△) ≤ r, then || △ |∗ ≤
√
r|| △ ||F , we have
κ|| △ ||2F + αtr(△TL△) ≤ α
√
r|| △ ||F + 2α||LΘ∗||F || △ ||F (22)
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The remaining is to lower bound tr(△TL△). Lemma 1 provides a proper lower bound on this.
Substituting (14) into (22) and dividing both sides with || △ ||F yields
|| △ ||F ≤ α(
√
r + 2||LΘ∗||F )
κ+ αλ2
(23)
The remained issue is to choose valid values for the regularization parameter α and the positive
constant κ such that bound (23) holds in high probability. For the value of α, we follow Lemma
2, from Rohde and Tsybakov (2011), which provides a upper bound on || ▽ L(Θ∗)||∞. For the
choice of κ, Lemma 3, obtained from Negahban and Wainwright (2011), provides a lower bound
on δL(Θ∗). Interested readers are referred to proofs in their original work.
More specifically, to decide a proper choice of α, we need to upper bound || ▽ L(θ∗)||∞ since
we assume α ≥ || ▽ L(θ∗)||∞. Recall (8), we have || ▽ L(Θ∗)||∞ = 1n ||ΩXT ||∞. From Lemma
2, it can be seen that the choice α ≥ 8σ√D
√
m+k
mn
is suffice to ensure α ≥ || ▽ L(Θ∗)||∞ holds in
high probability.
To establish the strong convexity condition defined in (10), it is required to build a lower bound
on δL(Θ∗) = 12n || △X||2F . As can be seen, similar to Negahban and Wainwright (2011),
1
2n
|| △X||2F ≥
σmin(XX
T )
2n
|| △ ||2F (24)
where σmin refers to the minimum singular value of the matrix XX
T . Lemma 3 introduces a
lower bound on
σmin(XXT )
n
. From Lemma 3, we can see
σmin(XXT )
2n ≥ σmin(Σ)18 with probability
1 − 4exp(−n). Therefore, κ = σmin(Σ)18 could guarantee that the condition δL(Θ∗) ≥ κ|| △ ||2F
holds with high probability.
With the above valid choice of α and κ, Theorem 1 holds with high probability.
5.3. Sketch proof of Lemma 1
Let the eigendecomposition of the graph Laplacian L is L = QΛQT . Define u = QT△, where
uj = Q
T△j and△j denotes the j-th column of u and△, respectively. It is straightforward to show
that
tr(△TL△) =
k∑
j=1
△Tj L△j =
k∑
j=1
m∑
i=1
λiu
2
ji (25)
Where λi denotes the i-th eigenvalue of L, and uji denotes the i-th entry of the j-th column of u.
Given L is a symmetric positive semidefinite matrix, its eigenvalues are real and nonnegative. More-
over, we assume that the graph G is a connected component, hence λ1 = 0. If we denote its eigen-
values as 0 = λ1 ≤ λ2 ≤ ... ≤ λm, we have
m∑
i=1
λiu
2
ji =
m∑
i=2
λiu
2
ji ≥
m∑
i=2
λ2u
2
ji = (
m∑
i=1
λ2u
2
ji)− λ2u2j1 = λ2|| △j ||22 − λ2u2j1 (26)
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The first inequality is due to λ1 = 0. Substituting (26) into (25) yields
tr(△TL△) ≥
k∑
j=1
(λ2|| △j ||22 − λ2u2j1) = λ2|| △ ||2F − λ2||QT1 △ ||22 (27)
Where QT1 = [1/
√
m, 1/
√
m, ..., 1/
√
m]T is the first eigenvector of L. Therefore, ||QT1 △ ||22 =∑k
j=1
1
m
(
∑m
i=1△ji)2. Also note that || △ ||2F =
∑k
j=1
∑m
i=1△2ji, So (27) turns to
tr(△TL△) ≥ λ2|| △ ||2F − λ2||QT1 △ ||22
= λ2
k∑
j=1
m∑
i=1
△2ji − λ2
k∑
j=1
1
m
(
m∑
i=1
△ji)2
(28)
According to Assumption 1, at the right hand side of (28), the term λ2
∑k
j=1
1
m
(
∑m
1=1△ji)2 can
be dropped. Hence,
tr(△TL△) ≥ λ2|| △ ||2F (29)
6. Experimental validation
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(a) Laplacian regularized estimator
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(b) Ridge estimator
Figure 1: Results of applying the Laplacian regularized estimator (3) and the ridge estimator (4)
to representation learning (2). (a) Plots both theoretical and empirical ||Θˆ−Θ∗||F versus the sample
size n for the Laplacian regularized estimator (3). (b) Plots both theoretical and empirical ||Θˆ −
Θ∗||F versus the sample size n for the ridge estimator (4).
We present now simulation results that illustrate i) the agreement between our theoretical re-
sults and empirical behaviors of the studied estimators provided in (3) and (4), ii) a comparison
between the two estimators to illustrate the impact of the graph structure on the estimation error.
For our simulations, we generate data according to the linear model (2), Y = Θ∗X + Ω with Θ∗
being smooth on G, and then generate a random graph. Graph vertices’ coordinates are generated
10
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uniformly at random in a unit square, then edge weights are computed by Gaussian radial basis
function (RBF) (i.e., exp(−d2ij/σ2)), where dij is the distance between vertex vi and vj , σ = 0.5
is the kernel bandwidth parameter. With the Laplacian L, columns of Θ∗ are generated by drawing
samples from the multivariate Gaussian distribution N (0, L−1), where L acts as the precision ma-
trix. We then set the error Ωij ∼ N (0, 5). We set the number of sample n = 500, the dimension of
coefficient matrix k = 10 and the size of Θ∗,m = 100.
Figure 1 shows the comparison between theoretical error bound from Theorem 1 and empirical
error ||Θˆ − Θ∗||F for the estimators provided in (3) and (4). Naturally, the error diminishes as
the sample size n grows, and more importantly the theoretical error bound depicts the empirical
error bound versus the samples size n. Finally, the Laplacian regularized estimator leads to better
estimation by incorporating the graph structure. One fact should be mentioned that both estimators
(3) and (4) are tuned to its best performance. The regularization parameter λ of the graph Laplacian
regularized estimator (3) is typically smaller than that of (4). This is expected since the regularizer
tr(ΘTLΘ) is significantly larger than tr(ΘT ImΘ).
7. Conclusion
In this paper, we have analyzed a graph Laplacian regularized estimator, and obtained a non-
asymptotic error bound on the Frobenius norm of estimation error. We stated the bound as the
main theorem, which provides a clear interpretation of the impact of both graph structure and the
smoothness prior on the estimation accuracy. Finally, we provide empirical evidences that show
good agreement with our theoretical analysis. This theoretical analysis provides insights on the ef-
fectiveness of representation learning problems, naturally present in applications across many fields
such as image denoising, compressed sensing, dictionary learning, and collaborative filtering (CF).
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Appendix A. Proof of (8) and (9)
A.1. Proof of (8)
Proof
L(Θ∗) = 1
2n
||Y −Θ∗X||2F (30)
Thus,
▽L(Θ∗) = 1
n
(Θ∗X − Y )XT
=
1
n
ΩXT
(31)
where Ω = θ∗X − Y .
A.2. Proof of (9)
Proof
δL(Θ∗) = L(Θ∗ +△)− L(Θ∗)− 〈▽L(Θ∗),△〉
=
1
2n
||Y − (Θ∗ +△)X||2F −
1
2n
||Y −Θ∗X||2F −
1
n
Tr(XΩT△)
(32)
First, we expand the term ||Y − (Θ∗ +△)X||2F − ||Y −Θ∗X||2F as
Tr[(Y − (Θ∗ +△)X)T (Y − (Θ∗ +△)X)]− Tr[(Y −Θ∗X)T (Y −Θ∗X)] (33)
Which is
Tr[XT △T △X + 2XT (Θ∗)T △X − 2Y T △X] (34)
Next, we expand the last term in (32)
Tr(XΩT△) = Tr(X(Θ∗X − Y )T△)
= Tr(XXT (Θ∗)T △−XY T△) (35)
Substituting (34) and (35) into (32), we have δL(Θ∗) be
1
2n
(Tr(XT△T△X))+ 1
n
[Tr(XT (Θ∗)T△X)−Tr(Y T△X)+Tr(XY T△)−Tr(XXT (Θ∗)T△)]
(36)
Due to the cyclic property of trace operator, terms of (36) are cancelled out except the first term.
Therefore,
δL(Θ∗) = 1
2n
Tr((△X)T (△X)) = 1
2n
|| △X||2F (37)
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Appendix B. Proof of Theorem 1
Proof Due to the optimality of θˆ,
L(Θˆ) + αR(Θˆ) ≤ L(Θ∗) + αR(Θ∗) (38)
Substituting θˆ = θ∗ +△ and arrange the terms, we have
L(Θ∗ +△)− L(Θ∗) + α(R(Θ∗ +△)−R(Θ∗)) ≤ 0 (39)
GivenR(Θ) = Tr(ΘTLΘ), We expand the term R(Θ∗ +△)−R(Θ∗) as
R(Θ∗ +△)−R(Θ∗) = Tr((Θ∗ +△)TL(Θ∗ +△))− Tr((Θ∗)TLΘ∗)
= Tr((Θ∗)TLΘ∗) + (Θ∗)TL△+△T LΘ∗ +△TL△)− Tr((Θ∗)TLΘ∗)
= 2Tr((Θ∗)TL△) + Tr(△TL△)
= 2Tr((Θ∗)TL△) +R(△)
= 2〈LΘ∗,△〉+R(△)
≥ −2|〈LΘ∗,△〉|+R(△)
(40)
Substituting the last inequality into (39). we have
L(Θ∗ +△)− L(Θ∗) + α(−2|〈LΘ∗,△〉|+R(△)) ≤ 0 (41)
From the definition of δL(Θ∗) (7), we know that
L(Θ∗ +△)− L(Θ∗) = 〈▽L(Θ∗),△〉+ δL(Θ∗) (42)
Substituting this into (41), yields
〈▽L(Θ∗),△〉+ δL(Θ∗) + α(−2|〈LΘ∗,△〉|+R(△)) ≤ 0 (43)
Note that
〈▽L(Θ∗),△〉 ≥ −|〈▽L(Θ∗),△〉| (44)
With this, we have
− |〈▽L(Θ∗),△〉|+ δL(Θ∗) + α(−2|〈LΘ∗,△〉|+R(△)) ≤ 0 (45)
Applying the Ho¨lder Inequality (Kuptsov, 2001), we have |〈▽L(Θ∗),△〉| ≤ || ▽ L(Θ∗)||∞|| △ ||∗
and |〈LΘ∗,△〉| ≤ ||LΘ∗||F || △ ||F , thus
δL(Θ∗,△) + αR(△) ≤ || ▽ L(△,Θ∗)||∞|| △ ||∗ + 2α||LΘ∗||F || △ ||F (46)
If we assume, α ≥ || ▽ L(△,Θ∗)||∞, we have
δL(Θ∗,△) + αR(△) ≤ α|| △ ||∗ + 2α||LΘ∗||F || △ ||F (47)
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Due to Lemma 1 tr(△TL△) ≥ λ2|| △ ||F and the strong convexity condition (10), δL(Θ∗) ≥
κ|| △ ||2F , we have
κ|| △ ||2F + αλ2|| △ ||2F ≤ α|| △ ||∗ + 2α||LΘ∗|||| △ ||F (48)
Note the fact that if rank(△) ≤ r, then || △ ||∗ ≤
√
r|| △ ||F . Substituting this into (48) and
dividing both sides with || △ ||F yields
|| △ ||F ≤ α(
√
r + 2||LΘ∗||F )
κ+ αλ2
(49)
Appendix C. Proof of Corollary 2
The estimator is defined in (4) is a ridge estimator applied to estimate the design matrix Θ. We
denote it a ridge estimator below if not confusion introduced.
Θˆridge = arg min
Θ∈Rm×k
1
2n
||Y −ΘX||2F + α||Θ||2F (50)
Note that the ridge estimator is equivalent to
Θˆridge = arg min
Θ∈Rm×k
1
2n
||Y −ΘX||2F + αtr(ΘT ImΘ) (51)
Where Im is the identity matrix Im ∈ Rm×m.
By following the same arguments in Appendix B. We have
||Θˆridge −Θ∗||F ≤ α(
√
r + 2||Θ∗||F )
κ+ α
(52)
Note that 1 = λ1(Im) = λ2(Im) = ... = λm(Im). So, there is no difference between employing
λ1(Im) or λ2(Im).
Appendix D. Justification of Assumption 1
Given the definition △ = Θˆ − Θ∗, it is reasonable to expect that entries of △j varies around 0.
i.e., the set {△j1,△j2, ...,△jm} consists of both positive, negative real number and 0. Under such
condition, it is reasonable to assume
∑m
i=1△2ji ≫ 1m (
∑m
i=1△ji)2 since positive and negative real
numbers would cancel out to some extent, which leads to a small 1
m
(
∑m
i=1△ji)2, while
∑m
i=1△2ji
is not affected.
This pattern is expected to be consistent across columns of△ so that we assume
k∑
j=1
m∑
i=1
△2ji ≫
k∑
j=1
1
m
(
m∑
i=1
△ji)2 (53)
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