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We discuss the existence of principal eigenvalues (i.e., eigenvalues corresponding to positive eigenfunctions) for the boundary value problem ? u(x) = g(x)u(x) on D; @u @n (x) + u(x) = 0 on @D (1) where D is a bounded region in R N with smooth boundary, g : D ! R is a smooth function which changes sign on D and 2 R. Such problems have been studied in recent years because of associated nonlinear problems arising in the study of population genetics (see 2]). The study of the linear ordinary di erential equation case, however, goes back to Picone and Bôcher (see 1]). Attention has been con ned mainly to the cases of Dirichlet ( = 1) and Neumann boundary conditions.
In the case of Dirichlet boundary conditions it is well known (see 3]) that there exists a double sequence of eigenvalues for (1) We shall investigate how the principal eigenvalues of (1) depend on , obtaining new results for the case where < 0. This case seems to have been considered far less often than the case 0, probably because it is more natural that the ux across the boundary should be outwards if there is a positive concentration at the boundary and also because 0 is an easier condition to use when using the maximum principle to discuss positive solutions. By studying the case < 0, however, we obtain a much clearer overall view of how the principal eigenvalues of (1) depend on . We shall show that, depending on , (1) has two, one or zero principal eigenvalues and that the natural way of distinguishing between principal eigenvalues is by considering the sign of R D g(x)u 2 0 dx where u 0 denotes the corresponding eigenfunction rather than the sign of the eigenvalues themselves.
Our analysis is based on a method used by Hess and Kato ( 3] ). Consider, for xed , the eigenvalue problem (2) We denote the lowest eigenvalue of (2) Suppose that 0 < 1, i.e., we have Dirichlet or the 'usual' Robin boundary condition. Then, as can be seen from the variational characterisation of ( ; ) or the fact that ? has a positive principal eigenvalue, ( ; 0) > 0 and so ! ( ; ) must have a graph similar to that shown in Figure 1 , i.e., ! ( ; ) has exactly two zeros. Thus in this case (1) ) has exactly two principal eigenvalues, one positive and one negative.
In the case 0, we have that ( ; 0) 0 and the situation is less clear.
Lemma 1 Suppose that u 0 is an eigenfunction of (2) Figure 2) .
We now consider what happens when < 0. We assume initially that R D g(x) dx < 0. It is clear from the variational characterisation of ( ; ) that ! ( ; ) is a strictly increasing, concave (and so continuous) function. Thus, for su ciently small and negative, ! ( ; ) must have a graph of the form shown in Figure 3 , and so (1) has two positive principal eigenvalues. This state of a airs does not persist, however, for all < 0.
Lemma 3 There exists < 0 such that (1) has no principal eigenvalues if < . It follows that for large negative the graph of ! ( ; ) must be as in Figure 4 (a) and so by the continuity of ! ( ; ) there must exist 0 such that max ( 0 ; ) = 0 (see Figure 4 (b)). Clearly (1 0 ) has precisely one principal eigenvalue. A similar analysis can be carried out in the case R D g(x) dx > 0; in this case two negative principal eigenvalues will occur for an appropriate range of negative .
Our results may be summarized in the following theorem. 
