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The quantum Witten-Kontsevich series and one-part double Hurwitz
numbers
Xavier Blot
Abstract
We study the quantum Witten-Kontsevich series introduced by Buryak, Dubrovin, Guéré and Rossi
in [BDGR16] as the logarithm of a quantum tau function for the quantum KdV hierarchy. This series
depends on a genus parameter ǫ and a quantum parameter ~. When ~ = 0, this series restricts to the
Witten-Kontsevich generating series for intersection numbers of psi classes on moduli spaces of stable
curves.
We establish a link between the ǫ = 0 part of the quantum Witten-Kontsevich series and one-part
double Hurwitz numbers. These numbers count the number non-equivalent holomorphic maps from a
Riemann surface of genus g to P1 with a prescribe ramification profile over 0, a complete ramification
over ∞ and a given number of simple ramifications elsewhere. Goulden, Jackson and Vakil proved
in [GJV05] that these numbers have the property to be polynomial in the orders of ramification over
0. We prove that the coefficients of these polynomials are the coefficients of the quantum Witten-
Kontsevich series.
We also present some partial results about the full quantum Witten-Kontsevich power series.
Contents
1 Introduction 2
1.1 The quantum Witten-Kontsevich series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 One-part double Hurwitz numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Statement of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Plan of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 The string equation 15
2.1 On the substitution ui = δi,1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 A proof of the string equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Eulerian numbers 20
4 Proof of the main theorem 23
4.1 Computing 〈τd1 . . . τdn〉0,g and 〈〈τd1 . . . τdn〉〉g . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Proof of the equality 〈τ0τd1 . . . τdn〉0,g = 〈〈τ0τd1 . . . τdn〉〉g . . . . . . . . . . . . . . . . . . . 25
1
5 Proof of the products of the exponentials formula 44
5.1 Proof by induction of the sinh formula: initialization . . . . . . . . . . . . . . . . . . . . . 46
5.2 Proof by induction of the sinh formula: heredity . . . . . . . . . . . . . . . . . . . . . . . . 52
6 Proof of the level structure of the correlators 56
6.1 String equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2 Properties of the Ehrhart polynomials of Buryak and Rossi . . . . . . . . . . . . . . . . . 57
6.3 Proof of the level structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
A Proofs of the quantum integrability and the tau symmetry 61
1 Introduction
1.1 The quantum Witten-Kontsevich series
We introduce a quantum extension of the Witten-Kontsevich power series. We use the quantum deforma-
tion of the Korteweg–de Vries (KdV) hierarchy constructed by Buryak and Rossi [BR16]. Based on the
construction of this quantum integrable hierarchy, the quantum Witten-Kontsevich series was introduced
in [BDGR16].
1.1.1 The classical Witten-Kontsevich series
Let Mg,n be the moduli space of stable curves of genus g with n marked points. Let π : Cg,n →Mg,n be
the universal curve. Denote by ωrel the relative cotangent line bundle and let ψi = c1 (σ
∗
i (ωrel)), where
σi : Mg,n → Cg,n is the i-th section of the universal curve. We also define the classes λi = ci (π∗ωrel)
which will appear in Section 1.1.6. The Witten-Kontsevich series is
F (t0, t1, . . .) =
∑
g,n≥0
2g−2+n>0
ǫ2g
n!
∑
d1,...,dn≥0
〈τd1 . . . τdn〉g td1 . . . tdn ,
where 〈τd1 . . . τdn〉g =
∫
Mg,n ψ
d1
1 . . . ψ
dn
n . Note that specifying the genus in the notation 〈τd1 . . . τdn〉g is
redundant since this number is non-zero only if
∑
di = 3g − 3 + n. We use this notation in view of its
quantum generalization.
An alternative definition of F is given by the famous Witten-Kontsevich theorem [Wit90, Kon92] : F
is the logarithm of the tau function of the KdV hierarchy associated to the solution u (x, t0, t1, . . .) with
the initial condition u (x, 0, 0, . . . ) = x. This particular solution of the KdV hierarchy is called the string
solution. The definition of the quantum Witten-Kontsevich series is a generalization of this point of view.
1.1.2 A formal Poisson structure of the KdV hierarchy
We define an algebra of power series and a Poisson structure on it, we use them to describe each equation
of the KdV hierarchy as a Hamilton equation. To motivate these definitions, we introduce the infinite
2
dimensional space of periodic functions P :=
{
u : S1 → C}. Suppose these periodic functions have a
Fourier transform u (x) =
∑
a∈Z pae
iax, this gives a system of coordinates {pa, a ∈ Z} on P . We define an
algebra of power series in the indeterminates pa, a ∈ Z, and interpret it as the algebra of functions on P .
Definition 1.1. Let F (P ) be the algebra C [p>0] [[p≤0, ǫ]], where the indeterminates p>0 (resp. p≤0)
stands for pa, with a ∈ Z>0 (resp. a ∈ Z≤0).
Definition 1.2. The Poisson structure on F (P ) is given by
{pa, pb} = iaδa+b,0,
and we extend it to F (P ) by the Leibniz rule.
The Hamiltonians of the KdV hierarchy are elements of F (P ), they will be introduced in Section 1.1.6
as the classical limit ~ = 0 of their quantum counterparts. We denote by hd with d ≥ −1 these classical
Hamiltonians. The d-th equation of the KdV hierarchy is then given by
∂u
∂td
=
{
u, hd
}
.
The whole system of equations forms the KdV hierarchy.
Example 1.3. From the Hamiltonian h1 =
1
3!
∑
a+b+c=0 papbpc +
ǫ2
24
∑
a∈Z (ia)
2 pap−a, we recover the
KdV equation which is the first equation of the KdV hierarchy
∂u
∂t1
=
∑
a∈Z
{
pa, h1
}
eiax = u∂xu+
ǫ2
12
∂3xu.
Notation 1.4. From now on, we adopt the notation us = ∂
s
xu with s ≥ 0.
In the next sections, we construct the quantum KdV hierarchy. It is a quantum deformation of the
KdV hierarchy. In Section 1.1.3, we deform the product of F (P ) in the direction of the Poisson bracket
to get a noncommutative star product. The space of functions endowed with this star product will be
denoted by F~ (P ). Then, in Section 1.1.5 we introduce the so-called double ramification cycle in Mg,n
and use intersection numbers with this cycle to introduce the quantum Hamiltonians of the quantum KdV
hierarchy. These quantum Hamiltonians are elements of F~ (P ). They commute with respect to the star
product as mentioned in Section 1.1.7. Hence, they form a quantum integrable hierarchy. We finally
present the quantum KdV equations in Section 1.1.8.
Once the quantum KdV equations introduced, we are able to define the quantum Witten-Kontsevich
series, this is done in Section 1.1.9.
1.1.3 The star product
In the quantization deformation setting, we enlarge the space of functions to F (P ) [[~]] and endow it with
a new product, the star product.
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Definition 1.5. Let W the free algebra generated by the pa modulo the commutations relations [pa, pb] =
i~aδa+b,0. The normal ordering of f ∈ F (P ) [[~]] is the element of W [[ǫ, ~]] obtained by first sorting each
monomial of f with the p<0 on the left and then replacing the product of the pa by the non-commutative
product of W [[ǫ, ~]]. We denote by : f : the normal ordering of f .
Definition 1.6. Le f and g in F (P ) [[~]]. The star product f ⋆g is an element of F (P ) [[~]] defined in the
following way. Organize the product : f :: g : in W [[ǫ, ~]] with the p<0 on the left using the commutation
relation [pa, pb] = i~aδa+b,0 of W [[ǫ, ~]]. This process is well defined according to the polynomiality in the
p>0 of f . This organization of : f :: g : is the normal ordering of a unique element of F (P ) [[~]]. This
element is the star product f ⋆ g.
We denote by F~ (P ) the deformed algebra obtained by endowing F (P ) [[~]] with the star product.
Remark 1.7. Let f, g ∈ F~ (P ). The star product is a quantum deformation of the usual product on F (P )
in the direction given by the Poisson bracket, that is
f ⋆ g = fg +O (~)
and
[f, g] = ~ {f, g}+O (~2) .
In particular, when we substitute ~ = 0 in F~ (P ) we obtain F (P ).
Certain special elements of F~ (P ) will be of particular interest to us. We define them now.
1.1.4 Differential polynomials
We give two equivalent definitions of differential polynomials and explain how to identify them. Differen-
tial polynomials appear in the construction of the quantum Witten-Kontsevich series, in particular this
identification will be necessary.
Recall Notation 1.4, for any function u : S1 → C we denote by ui its i-th derivative with respect to x.
Definition 1.8. A differential polynomial is an element of A := C [u0, u1, . . . ] [[ǫ, ~]].
Definition 1.9. Let d be a positive integer. Let (φ0, . . . , φd) be a list where
φk (a1, . . . , ak) ∈ C [a1, . . . , ak] [[ǫ, ~]] is a symmetric polynomial in its k indeterminates a1, . . . , ak for
0 ≤ k ≤ d. The formal Fourier series associated to (φ0, . . . , φd) is
φ (x) =
∑
A∈Z

 d∑
k≥0
∑
a1,...,ak∈Z∑
ai=A
φk (a1, . . . , ak) pa1 . . . pak

 eixA ∈ F~ (P ) [[e−ix, eix]] .
The set of formal Fourier series associated to any d ∈ N and any (φ0, . . . , φd) is an algebra that we denote
by A˜.
Lemma 1.10. The algebras A and A˜ are isomorphic.
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Indeed, by substituting the formal Fourier series us (x) =
∑
a∈Z (ia)
s pae
iax, with s ∈ N, of u and its
derivative in a differential polynomial, we obtain an element of A˜. By this application, the differential
monomial us1 . . . usn yields the formal Fourier series associated to φn (a1, . . . , an) =
1
n!
∑
σ∈Sn a
s1
σ(1) . . . a
sn
σ(n)
and φi = 0 if i 6= n.
The element of A and A˜ will be called differential polynomials. However, we will keep the notations
A and A˜ in order to indicate our point of view.
Remark 1.11. The Fourier mode of frequency A ∈ Z in a differential polynomial is an element of F~ (P ).
We will only use in this text the elements of F~ (P ) obtained in this way.
Definition 1.12. The derivative ∂x of a differential polynomial φ is the differential polynomial obtained
by multiplying the A-th mode of φ by A.
The integration along S1 of a differential polynomial φ is the 0-th mode of φ. We denote by
∫
S1 φ (x) dx =
φ this integral.
The primitive of a differential polynomial φ is a differential polynomial ψ such that ∂xψ = φ.
Proposition 1.13. Let φ and ψ be two differential polynomials. The commutator
[
φ,ψ
]
is a differential
polynomial.
A proof can be found in [BR16] where the authors give an expression for this commutator in terms of
u and its derivative. It is clear from their expression that it is a differential polynomial.
1.1.5 The double ramification cycle
Fix a list of n integers (a1, . . . , an) which add up to zero. Denote by Zg (a1, . . . , an) the locus in Mg,n of
curves [C, x1, . . . , xn] such that there exists a non-zero meromorphic function f : C → P1 with div (f) =∑
aixi.
The Poincaré dual to Zg (a1, . . . , an) is an element of H2g (Mg,n) called the double ramification cycle
and denoted by
DRg (a1, . . . , an) .
The definition of the double ramification cycle can be extended to the compactification Mg,n using stable
relative maps with rubber target, see for example [JPPZ17]. This cohomology class will also be denoted
by DRg (a1, . . . , an).
Proposition 1.14. There exists a polynomial Pg,n ∈ H2g
(Mg,n) [a1, . . . , an] of polynomial degree 2g such
that
DRg (a1, . . . , an) = Pg,n
for all (a1, . . . , an) ∈ Zn with
∑
ai = 0.
This proposition is proved by Pixton and Zagier in a paper to appear [PZ].
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1.1.6 Quantum Hamiltonian densities and quantum Hamiltonians
Definition 1.15. Fix d ≥ −1. The quantum Hamiltonians density Hd of the quantum KdV hierarchy is
Hd (x) =
∑
g≥0,m≥0
2g+m>0
(i~)g
m!
∑
a1,...,am∈Z
(∫
DRg(0,a1,...,am,−
∑
ai)
ψd+10 Λ
(−ǫ2
i~
))
pa1 . . . pame
ix
∑
ai ∈ A˜, (1)
where Λ
(
−ǫ2
i~
)
:= 1 +
(
−ǫ2
i~
)
λ1 + · · ·+
(
−ǫ2
i~
)g
λg.
The virtual dimension of DRg (0, a1, . . . , am,−
∑
ai) is 2g− 1 + n, hence the summation over g and n
is finite. According to the polynomiality of the double ramification cycle, the Hamiltonian densities are
indeed elements of A˜.
Definition 1.16. The quantum Hamiltonians of the quantum KdV hierarchy are obtained by the x-
integration of the Hamiltonian densities :
Hd =
∫
S1
Hd (x) dx ∈ F~ (P ) ,
for d ≥ −1.
Remark 1.17. When we substitute ~ = 0, we obtain the classical Hamiltonians densities hd (x) :=
Hd (x)
∣∣
~=0
and the classical Hamiltonians hd := Hd
∣∣
~=0
of the KdV hierarchy, see [Bur15] for a proof.
1.1.7 Integrability and tau symmetry
Two properties are needed for the construction of the quantum Witten-Kontsevich series : the commuta-
tivity of the Hamiltonians and the tau-symmetry. These two properties are proved in [BDGR16], however
the authors defined the quantum Hamiltonian densities and quantum Hamiltonians in a slightly different
way from ours. We explain the equivalence between these definitions in Appendix A.
Proposition 1.18 (Quantum integrability). We have[
Hd1 ,Hd2
]
= 0, for d1, d2 ≥ −1.
We say that the quantum hierarchy is integrable.
Remark 1.19. The substitution ~ = 0 in 1
~
[
Hd1 ,Hd2
]
= 0 gives the integrability condition of the classical
KdV hierarchy.
Proposition 1.20 (Tau symmetry). We have[
Hd1−1 (x) ,Hd2
]
=
[
Hd2−1 (x) ,Hd1
]
, for d1, d2 ≥ −1.
Remark 1.21. The substitution ~ = 0 in 1
~
[
Hd1−1 (x) ,Hd2
]
= 1
~
[
Hd2−1 (x) ,Hd1
]
gives the tau symmetry
of the KdV hierarchy.
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1.1.8 The quantum KdV equations
Definition 1.22. The time-dependent function f t ∈ F~ (P ) [[t0, t1, . . . ]] is a solution of the quantum KdV
hierarchy with initial condition f ∈ F~ (P ) if f t
∣∣
t=0
= f and
df t
dtd
=
1
~
[
f t,Hd
]
for d ≥ 0.
Proposition 1.23. A solution of the quantum KdV hierarchy with initial condition f ∈ F~ (P ) is given
by
f t = exp

∑
k≥0
tk
~
[·,Hk]

 f.
Remark 1.24. A classical Hamiltonian flow can be viewed in two different ways: (i) a flow t → ut
interpreted as a flow on the phase space P ; (ii) a flow t → f t on the space F (P ) of functions on P ,
satisfying f t (u) = f
(
ut
)
. The standard way of writing the classical KdV hierarchy uses the first point of
view, while the classical limit (~ = 0) of the quantum KdV hierarchy uses the second. Because of this, the
substitution ~ = 0 in the quantum KdV equations does not directly yield the standard presentation of the
KdV equations. To obtain the classical KdV equations, we substitute ~ = 0 in the quantum KdV equations
to f = pa, getting
∂pta
∂td
=
{
pta, hd
}
. A solution of the KdV then has the form u (x, t) =
∑
a∈Z p
t
ae
iax.
We emphasize that in the quantum setting we have f t (u) 6= f (ut), the two points of view (i) and (ii)
are no more equivalent, a solution is a trajectory on F~ (P ).
Given a differential polynomial φ ∈ A˜, we denote by φt := exp
(∑
k≥0
tk
~
[·,Hk])φ. In this notation,
the operator exp
(∑
k≥0
tk
~
[·,Hk]) acts on each mode of φ so that each mode of φt is a solution of the
quantum KdV hierarchy.
Proposition 1.25. The time-dependent differential polynomial φt is an element of A˜ [[, t0, t1, . . . ]].
This follows from Proposition 1.13.
1.1.9 The quantum Witten-Kontsevich series
Overview. In the classical settings, Dubrovin and Zhang [DZ05, BDGR18] constructed tau functions
from tau symmetric Hamiltonian hierarchies. In this construction, one associates a tau function to any
solution of the hierarchy. The KdV hierarchy is a tau symmetric Hamiltonian hierarchy (see Remark 1.21).
Thus, one way to build the Witten-Kontsevich series is to construct the tau functions of KdV following
Dubrovin and Zhang and then taking the logarithm of the tau function associated to the string solution,
that is the solution starting at u (x) = x.
The construction of Dubrovin and Zhang was generalized in [BDGR16]. In this work, the authors
defined quantum tau functions from tau symmetric quantum Hamiltonian hierarchies. In this context,
a quantum tau function is associated to a point of the phase space P . Of course, the restriction ~ = 0
of a quantum tau function is a classical tau function of the related classical hierarchy. The point of
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P associated to this quantum tau function is the starting point of the classical solution associated to
the classical tau function. In particular, the quantum Witten-Kontsevich series it the logarithm of the
quantum tau function of the quantum KdV hierarchy associated to the point u (x) = x of P .
Construction of quantum tau functions. We now give the construction of quantum tau functions
of the quantum KdV hierarchy and their logarithms. We follow the construction of [BDGR16]. This
construction is based on two properties of the quantum KdV hierarchy : its integrability and the tau
symmetry.
Let d1, d2 be two positive integers. Start from the differential polynomial
[
Hd1 ,Hd2
]
. Due to the
commutativity of the Hamiltonians
∫ [
Hd1 (x) ,Hd2
]
dx = 0, there exists primitives. Define the two-point
function Ω~d1,d2 ∈ A˜ by
∂xΩ
~
d1,d2 :=
1
~
[
Hd1−1,Hd2
]
,
where we fix the constant using the recursive formula
∂Ω~d1,d2
∂p0
∣∣∣∣
p∗=0
= Ω~d1−1,d2
∣∣∣
p∗=0
+ Ω~d1,d2−1
∣∣∣
p∗=0
with
the initial conditions Ω~0,d
∣∣∣
p∗=0
= Ω~d,0
∣∣∣
p∗=0
= Hd−1|p∗=0, where d ≥ 0. This convention differs from the
one used in [BDGR16]. We made this choice so that the quantum Witten-Kontsevich series satisfies the
string equation.
The time-dependent differential polynomial Ω~,td1,d2 with initial condition Ω
~
d1,d2
is an element of
A˜ [[t0, t1, . . . ]] according to Proposition 1.25. By the commutativity of the Hamiltonians and the tau-
symmetry, Ω~,td1,d2 and
∂
∂td3
Ω~,td1,d2 are invariants under the permutation of their indices d1, d2, d3. Thus,
using twice the Poincaré lemma, we conclude that there exists a power series F ∈ A˜ [[t0, t1, . . . ]] such that
∂2F
∂td1∂td2
= Ω~,td1,d2 .
Definition 1.26. The logarithm of a quantum tau function of the quantum KdV hierarchy is obtained
by first evaluating F ∈ A [[t0, t1, . . . ]] at a point u ∈ C [[x, ǫ, ~]] (interpreted as a point of P ) and then at
x = 0. It is an element of C [[ǫ, ~, t0, t1, . . . ]]. It is uniquely defined up to constant and linear terms.
Remark 1.27. We can use the same construction with ~ = 0 in order to define the logarithm of the
classical tau functions of the KdV hierarchy (up to constant and linear terms in t∗). We then associate a
classical tau function to any point u ∈ C [[x, ǫ]]. However, the evaluation Ω~=0,td1,d2 (u) of the time dependant
differential polynomial Ω~=0,td1,d2 at u ∈ C [[x, ǫ]] is equal to Ω
~=0,t=0
d1,d2
(
ut
)
, where t → ut is the solution of
the KdV hierarchy starting at u ∈ C [[x, ǫ]]. This equality is due to the equivalence of the points of views
(i) and (ii) of Remark 1.24. Thanks to this change of perspective, the classical limit of this construction
associates a classical tau function to any solution of the hierarchy; we recover the definition of classical
tau functions of Dubrovin and Zhang (see [DZ05, BDGR18]).
Remark 1.28. One may wonder why we forget about the x dependancy. Let φt be the time-dependent
differential polynomial with initial condition the differential polynomial φ. One can verify using Lemma 2.3
8
that the 0-th quantum KdV equation is
∂φt
∂t0
=
1
~
[
φt,H0
]
= ∂xφ
t,
that is the evolutions along x and t0 are the same. Hence we recover the x dependancy in the quantum
tau functions by setting t0 := t0 + x.
The quantum Witten-Kontsevich series.
Definition 1.29. The quantum Witten-Kontsevich series F (q) is obtained by first evaluating F at the
point u (x) = x of P and then x = 0. Moreover we impose that the coefficient of ǫ2l~g−ltd is the coefficient
of ǫ2l~g−lt0td+1 for any 0 ≤ l ≤ g and d ≥ 0. We also impose that the constant coefficient of ǫ2l~g−l is
given by 12g−2 times the coefficient of ǫ
2l
~
g−lt1.
Let k, g be two non negative integers, and a list (d1, . . . , dn) of non negative integers. The quantum
correlators 〈τd1 . . . τdn〉l,g−l is the coefficient of the quantum Witten-Kontsevich series written as
F (q) =
∑ 〈τd1 . . . τdn〉l,g−l
n!
ǫ2l (−i~)g−l td1 . . . tdn ∈ C [[ǫ, ~, t0, t1, . . . ]] .
Remark 1.30. We made this particular choice of constant and linear terms so that F (q) satisfies the string
and dilaton equations, see Section 1.3.2.
Remark 1.31. The power series F is an element of A [[t0, t1, . . . ]]. In order to define the quantum Witten-
Kontsevich series, we have to evaluate F at the point u (x) = x and then substitute x = 0. This is
equivalent to evaluate F at u0 = 0, u1 = 1 and ui = 0, when i ≥ 2.
Proposition 1.32. We have
F (q)
∣∣∣∣∣
~=0
= F.
Indeed, as mentioned in Remark 1.27, F (q)|~=0 is the logarithm of the tau function of the KdV hierarchy
associated to the string solution (the solution starting at u (x) = x) with our particular choice of constant
and linear terms in t∗. Thus, F (q)|~=0 is the Witten-Kontsevich series F up to constant and linear terms.
Moreover, F satisfies the string and dilaton equations, hence its constant and linear terms in t∗ are the
same as those of F (q)|~=0.
First terms of F (q). We give the first terms of the quantum Witten-Kontsevich series. These
terms are stored in an array in order to emphasize their structure. These structures will be explained in
Section 1.3.1. In the box of line l and column k are stored some coefficients of ǫ2l (−i~)k of the quantum
Witten-Kontsevich series.
In the first column are stored some terms of the classical Witten-Kontsevich series. The box of line l
corresponds to the genus l intersection numbers of ψ-classes on the moduli space of curves.
Starting from the second column, that is in the purely quantum part of F (q), the boxes are divided
into levels. This division is realized by dashed lines.
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The reader used to intersection number on the moduli space of curves will recognize typical intersection
numbers on the moduli space of genus g curves in the boxes of the diagonal l + k = g of the array.
~
0
~
1
~
2
ǫ0 t
3
0
6 +
t30t1
6 +
t40t2
24 + . . .
t2
24 +
t0t3
24 +
t1t2
24
+
t21t2
24 +
t0t22
24 + . . .
t0
24 +
t0t1
24
+
t2
0
t2
48 +
t0t21
24 + . . .
1
1920 t6 +
1
1920 t0t7 +
1
480 t1t6 + . . .
1
576 t4 +
1
576 t0t5 +
1
192 t1t4 + . . .
7
5760 t2 +
7
5760 t0t3 +
7
1920 t1t2 + . . .
ǫ2 t1
24 +
t0t2
24 +
t21
48 + . . .
1
720 t5 +
1
720 t0t6 +
1
240 t1t5 +
. . .
1
576 t3 +
1
576 t0t4 +
t1t3
192 + . . .
1
2880 t1+
1
2880 t0t2+
t21
1920+. . .
ǫ4
t4
1152 +
1
384 t1t4
+ 295760 t2t3 + . . .
1.2 One-part double Hurwitz numbers
Fix three nonnegative integers g, n, d and a partition µ = (µ1, . . . , µn) of d. Consider the degree d branched
covers of the Riemann sphere f : C → P1 by a Riemann surface C of genus g such that
• f is completely ramified over 0,
• the ramification profile of f over ∞ is given by µ,
• all the ramifications of f over P1\ {0,∞} are simple.
By the Riemann-Hurwitz formula, we count r = 2g − 1 + n simple ramifications over P1\ {0,∞}. There
is a finite number of isomorphism classes of such covers.
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Definition 1.33. The one-part double Hurwitz number is the weighted sum
Hg(d),µ =
∑
[f ]
1
|Autf |
where the summation is over isomorphism classes of such covers.
Proposition 1.34 (Goulden-Jackson-Vakil [GJV05]). For a fixed genus g, the Hurwitz number Hg(d),µ
depends polynomially on µ1, . . . , µn; this polynomial is divisible by d = µ1 + · · ·+ µn.
Definition 1.35. Let (d1, . . . , dn) be a list of non negative integers. A Hurwitz correlator is the number
〈〈τd1 . . . τdn〉〉g = (−1)
4g−3+n−
∑
di
2
[
µd11 . . . µ
dn
n
](Hg(d),µ
r!d
)
. (2)
Proposition 1.36 (Goulden-Jackson-Vakil [GJV05]). The Hurwitz correlators 〈〈τd1 . . . τdn〉〉g vanishes if∑
di is outside the interval
[2g − 3 + n, 4g − 3 + n]
or if
∑
di has the parity of n.
In [GJV05], Goulden, Jackson and Vakil prove various properties of the Hurwitz correlators: they
satisfy the string and dilaton equations. The polynomial Hg(d),µ is actually divisible by (
∑
i µi)
r−1. They
also conjecture an ELSV type formula for the Hurwitz correlators.
1.3 Statement of the results
1.3.1 Correlators of the Witten-Kontsevich series
The quantum Witten-Kontsevich series F (q) is an element of C [[ǫ, ~, t0, t1, . . . ]]. Its classical part, obtained
by plugging ~ = 0, is the Witten-Kontsevich series F of Section 1.1.1.
The following theorem concerns the restriction ǫ = 0 of the quantum Witten-Kontsevich series. The
coefficients of F (q)
∣∣
ǫ=0
are expressed in terms of one-part double Hurwitz numbers.
Theorem 1. Fix two nonnegative integers g, n and a list of nonnegative integers (d1, . . . , dn). We have
〈τd1 . . . τdn〉0,g = 〈〈τd1 . . . τdn〉〉g .
Thus we have a geometric interpretation for the coefficients of ǫ0~g and ǫ2g~0 of the quantum Witten-
Kontsevich series. So far there is no such interpretation for the other coefficients, but we have a conjecture
for some of them. Let us first explain some vanishing properties of the correlators.
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Level structure. The correlators satisfy some vanishing properties similar to the Hurwitz correlators
(see Proposition 1.36).
Proposition 1.37. Fix three nonnegative integers g, n, l such that l ≤ g. The correlator 〈τd1 . . . τdn〉l,g−l
vanishes if
n∑
i=1
di > 4g − 3 + n− l or if
∑
di ≡ n− l (mod 2) ,
where (d1, . . . , dn) is a list of nonnegative integers.
Conjecture 1. Fix three nonnegative integers g, n, l such that l ≤ g. The correlator 〈τd1 . . . τdn〉l,g−l
vanishes if
n∑
i=1
di < 2g − 3 + n− l,
where (d1, . . . , dn) is a list of nonnegative integers.
Hence, the correlators are possibly nonzero only when
∑
di takes the g + 1 values of the interval
[2g − 3 + n− l, 4g − 3 + n− l] with the parity of its maximum (or minimum). We say that the correlators
〈τd1 . . . τdn〉l,g−l are structured in g + 1 levels.
Minimal level. We have the following geometrical interpretation for the correlators in the minimal
levels.
Conjecture 2. Fix three nonnegative integers g, n, l such that l ≤ g. When ∑ di = 2g − 3 + n − l, the
correlators are given by
〈τd1 . . . τdn〉l,g−l =
∫
Mg,n
λgλlψ
d1
1 . . . ψ
dn
n .
Remark 1.38. Let us check the level structure and the minimal level property when ǫ = 0. In this case,
the correlators 〈τd1 . . . τdn〉0,g, with g ≥ 0 are equal to 〈〈τd1 . . . τdn〉〉g according to the main theorem. The
level structure of the correlators follows from the similar level structure described in Proposition 1.36. The
minimal level property in this case reads
〈τd1 . . . τdn〉0,g =
∫
Mg,n
λgλ0ψ
d1
1 . . . ψ
dn
n =
∫
Mg,n
λgψ
d1
1 . . . ψ
dn
n ,
which follows from the analogous equality for Hurwitz correlators [GJV05, Proposition 3.12].
Remark 1.39. When l = g, the correlators 〈τd1 . . . τdn〉g,0 are the coefficients of the classical Witten-
Kontsevich series. They are given by
〈τd1 . . . τdn〉g,0 =
∫
Mg,n
ψd11 . . . ψ
dn
n .
They correspond to the top level of the level structure :
∑
di = 3g− 3+n. All the other levels vanish. In
particular, the bottom level is given by ∫
Mg,n
λ2gψ
d1
1 . . . ψ
dn
n = 0.
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Recap table. The following table presents the structure of the correlators of the quantum Witten-
Kontsevich series coming from Theorem 1, Proposition 1.37, Conjecture 1 and Conjecture 2. Fix three
nonnegative integers l, k and n. In the box corresponding to the l-th line and the k-th column we store
the correlators
〈τd1 . . . τdn〉l,k
where (d1, . . . , dn) is a list of nonnegative integers, coming from the coefficients of ǫ
2l
~
k of F (q). We set
g := l + k in the table.
The first row and column in the table present proved facts, while the boxes k, l ≥ 1 present conjectures.
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~
0
~
1 · · · ~k
ǫ0
∫
M0,n ψ
d1
1 . . . ψ
dn
n
〈〈τd1 . . . τdn〉〉1 s.t.
∑
di = 4− 3 + n
〈〈τd1 . . . τdn〉〉1 =∫
M1,n λ0λ1ψ
d1
1 . . . ψ
dn
n
· · ·
〈〈τd1 . . . τdn〉〉g s.t.
∑
di = 4g − 3 + n
〈〈τd1 . . . τdn〉〉g s.t.
∑
di = 4g − 5 + n
...
〈〈τd1 . . . τdn〉〉g s.t.
∑
di = 2g − 1 + n
〈〈τd1 . . . τdn〉〉g =∫
Mg,n λgψ
d1
1 . . . ψ
dn
n


k︸︷︷︸
=g
+ 1
ǫ2
∫
M1,n ψ
d1
1 . . . ψ
dn
n
0
?
?
∫
M2,n λ1λ2ψ
d1
1 . . . ψ
dn
n
· · ·
?
...
?
∫
Mg,n λ1λgψ
d1
1 . . . ψ
dn
n


k + 1︸ ︷︷ ︸
=g
+ 1
...
...
...
. . .
...
ǫ2l
∫
Mg,n ψ
d1
1 . . . ψ
dn
n
0
...
0
?
...
?
∫
Mg,n λkλgψ
d1
1 . . . ψ
dn
n
· · ·
?
...
?
∫
Mg,n λlλgψ
d1
1 . . . ψ
dn
n


k + l︸ ︷︷ ︸
=g
+ 1
14
1.3.2 String and dilaton for the quantum Witten-Kontsevich series
In [GJV05], the authors prove the string and dilaton equations for the Hurwitz correlators. Hence Theo-
rem 1 implies that the ǫ = 0 restriction of the quantum Witten-Kontsevich series satisfies the string and
dilaton equations. These equations are actually satisfied by the full quantum Witten-Kontsevich series.
Theorem 2. The quantum Witten-Kontsevich series satisfies the string equation
∂
∂t0
F (q) =
∑
i≥0
ti+1
∂
∂ti
F (q) +
t20
2
− i~
24
.
Conjecture 3. The quantum Witten-Kontsevich series satisfies the dilaton equation
∂
∂t1
F (q) =
∑
i≥0
ti
∂
∂ti
F (q) + ǫ
∂
∂ǫ
F (q) + 2~
∂
∂~
F (q) − 2F (q).
1.4 Plan of the paper
In Section 2, we prove the string equation that is Theorem 2.
In Section 3, we prove some properties of Eulerian numbers. These properties bring a key simplification
in the proof of Theorem 1.
In Section 4, we prove Theorem 1.
in Section 5, we prove a combinatorial identity that is used in the last step of the proof Theorem 1.
In Section 6, we prove the vanishing properties of the correlators stated in Proposition 1.37.
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2 The string equation
The string equation for the quantum Witten-Kontsevich series does not directly come from a comparison
between the ψ-classes and their pull-backs as it usually does. Indeed, the quantum Witten-Kontsevich
series is defined by various commutations of Hamiltonians, that are themselves defined by integration of
ψ-classes over the double ramification cycle, and then the substitution ui = δi,1. We have to follow this
definition to prove the string equation and any other property of the quantum Witten-Kontsevich series.
2.1 On the substitution ui = δi,1
The definition of the quantum Witten-Kontsevich series uses differential polynomials as elements of A and
A˜. We need to explain how to substitute ui = δi,1 in an element of A˜. This is the purpose of the following
lemma.
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Lemma 2.1. Let φ be a differential polynomial. Write it as a formal Fourier series, that is
φ (x) =
d∑
k=0
∑
a1,...,ak∈Z
φk (a1, . . . , ak) pa1 . . . pake
ix(a1+···+ak)
where φk(a1, . . . , ak) ∈ C [a1, . . . , ak] [[ǫ, ~]] is a symmetric polynomial in its k indeterminates a1, . . . , ak
for 0 ≤ k ≤ d. The substitution ui = δi,1 in φ is given by
φ
∣∣∣
ui=δi,1
=
∑
k≥0
(−i)k [a1 . . . ak]φk (a1, . . . , ak) .
Proof. The Fourier series of u and its s-th derivative is given by us (x) =
∑
a∈Z (ia)
s pae
iax. Hence we get
φ (x) =
∑
k≥0
∑
a1,...,ak∈Z

 ∑
s1,...,sk≥0
as11 . . . a
sk
k
[
as11 . . . a
sk
k
]
φk (a1, . . . , ak)

 pa1 . . . pakeix(a1+···+ak)
=
∑
k≥0
∑
s1,...,sk≥0
(−i)s1+...+sk us1 . . . usk
[
as11 . . . a
sk
k
]
φk (a1, . . . , ak) .
Hence φ
∣∣∣
ui=δi,1
=
∑
k≥0 (−i)k [a1 . . . ak]φk (a1, . . . , ak).
2.2 A proof of the string equation
We prove in this section that the quantum Witten-Kontsevich series satisfies the string equation
∂
∂t0
F (q) =
∑
i≥0
ti+1
∂
∂ti
F (q) +
t20
2
− i~
24
.
Plan of the proof. The string equation is an equality of power series. In order to prove this equation, we
verify that the constant and linear terms of the power series on the LHS and RHS correspond, then we show
that the second derivative of this equation is true. From the definition of the quantum Witten-Kontsevich
series, we find that the derivative with respect to td1 and td2 of the string equation yields
∂
∂t0
Ω~,td1,d2
∣∣∣
ui=δi,1
=
∑
k≥0
tk+1
∂
∂tk
Ω~,td1,d2
∣∣∣
ui=δi,1
+Ω~,td1−1,d2
∣∣∣
ui=δi,1
+Ω~,td1,d2−1
∣∣∣
ui=δi,1
+ δ0,d1δ0,d2 , (3)
where d1 and d2 are two nonnegative integers.
Before proving Eq. (3), let us focus on the constant and linear terms of the string equation. To do so,
we need the following lemma to compute the two-point function with a zero insertion.
Lemma 2.2. Fix a nonnegative integer d. We have
Ω~0,d = Hd−1.
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Proof. This is an equality between elements of A˜, that is between two lists of polynomials. The equality
between the first polynomial of each list follows form Ω~0,d
∣∣∣
p∗=0
= Hd−1
∣∣∣
p∗=0
. To obtain the equality of
the rest of the polynomials, it is enough to check that ∂xΩ
~
0,d = ∂xHd−1.
Using the definition of the two-point function and the tau symmetry, we find
∂xΩ
~
0,d =
1
~
[
H−1,Hd
]
=
1
~
[
Hd−1,H0
]
.
We noticed in Remark 1.28 that the commutator of any differential polynomial with H0 corresponds to
the derivation with respect to x. Hence we get the equality
∂xΩ
~
0,d = ∂xHd−1.
Constant term of the string equation. The constant term in the RHS of the string equation is given
by − i~24 . We then have to show that − i~24 is also the coefficient of t0 in F (q). By construction, the coefficient
of t0 is the coefficient of t0t1. The coefficient of t0t1 in F
(q) is given by Ω0,1
∣∣∣
ui=δi,1
=
Lemma 2.2
H0
∣∣∣
ui=δi,1
.
We use the expression of H0 given by the following lemma to deduce that this coefficient is − i~24 .
Lemma 2.3. We have
H0 =
u20
2
+ ǫ2
u2
12
− i~
24
.
Proof. We have to compute the polynomials
Pm,g,k (a1, . . . , am) =
∫
DRg(0,a1,...,am,−
∑
ai)
ψ10λk,
for any m, g, k ≥ 0. The double ramification cycle DRg (0, a1, . . . , am,−
∑
ai) is a polynomial in the
parts of the ramifications profiles with coefficients in H2g
(Mg,n+2), hence these polynomials vanishes for
dimensional reasons if (m, g, k) 6= (2, 0, 0) , (1, 1, 1) , (0, 1, 0) or (0, 2, 2) . We have P2,0,0 =
∫
M0,4 ψ = 1
and P1,1,1 =
a2
12 (see [Bur15, Section 4.3.1]). If (m, g, k) = (0, 1, 0) and (0, 2, 2) we use that DRg (0, 0) =
(−1)g λg (see [JPPZ17]) to get
P0,1,0 =
∫
DR1(0,0)
ψ = −
∫
ψλ1 = − 1
24
, and P0,2,2 =
∫
DR2(0,0)
ψλ2 = 0.
Using the expression of the Fourier series of u and its derivative, we obtain our expression of H0.
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Linear terms of the string equation. We now focus on the linear terms. The coefficient of t0 does
not appear on the RHS of the string equation. Let us show that it vanishes in the LHS. The coefficient of
t0 in the LHS of string equation is given by the coefficient of t0t0 in F
(q). This coefficient is
Ω0,0
∣∣∣
ui=δi,1
=
Lemma 2.2
H−1
∣∣∣
ui=δi,1
= u0
∣∣∣
ui=δi,1
= 0.
We used H−1 = u0 as one can verify from the definition.
Fix an integer d ≥ 1. The coefficient of td on the LHS of the string equation is given by the coefficient
of t0td in F
(q). The coefficient of td on the RHS of the string equation is given by the coefficient of td−1
in F (q), which is equal to the coefficient of t0td in F
(q) by definition of the linear terms of F (q).
Some necessary lemmas. We prove three lemmas used for the proof of Equation (3). The first one
contains the geometric origin of the string equation.
Lemma 2.4. Fix a nonnegative integer d. The Hamiltonian density Hd satisfy the string equation
∂
∂p0
Hd = Hd−1.
The proof is analogous to the one of Lemma 2.7 in [BR16].
Proof. We have
∂
∂p0
Hd =
∑
g≥0,m≥0
2g+m+1>0
(i~)g
m!
∑
a1,...,am∈Z
(∫
DRg(0,a1,...,am,0,−
∑
ai)
ψd+10 Λ
(−ǫ2
i~
))
pa1 . . . pame
ix
∑
ai .
Let π : Mg,m+3 →Mg,m+2 be the map defined when (g,m) 6= (0, 0) that forgets the (m+ 1)-th marked
point (we start the numbering at 0). We use that π∗DRg (0, a1, . . . , am,−
∑
ai) = DRg (0, a1, . . . , am, 0,−
∑
ai),
π∗
(
Λ
(
−ǫ2
i~
))
= Λ
(
−ǫ2
i~
)
and ψd+10 = π
∗
(
ψd+10
)
+Dπ∗
(
ψd0
)
, where D is the divisor with a bubble con-
taining the marked points 0 and (m+ 1), to obtain
∫
DRg(0,a1,...,am,0,−
∑
ai)
ψd+10 Λ
(−ǫ2
i~
)
=


∫
DRg(0,a1,...,am,−
∑
ai)
ψd0Λ
(
−ǫ2
i~
)
if 2g +m > 0 and d > 0
0 if 2g +m > 0 and d = 0
δd,0 if g = 0,m = 0 and d = 0.
This proves the lemma.
Lemma 2.5. Fix d1, d2 two positive integers, we have
∂Ω~d1,d2
∂p0
= Ω~d1−1,d2 +Ω
~
d1,d2−1 + δ0,d1δ0,d2 ,
where we use the convention that Ω~ vanishes if at least one of its indices is negative.
18
Proof. If (d1, d2) = (0, 0), we obtain Ω0,0 = H−1 = u0 from Lemma 2.2. Hence the equation is satisfied.
Otherwise, we want to prove an equality of elements of A˜, that is an equality of two lists of symmetric
polynomials. The equality of the first polynomial of each list follows from the choice of the constant
Ω~d1,d2
∣∣∣
p∗=0
in the definition of Ω~d1,d2 . To obtain the equality for the rest of the polynomials, it is enough
to prove that the x-derivative of the equation is verified. From the definition of Ω~d1,d2 , we have
∂x
∂
∂p0
Ω~d1,d2 =
∂
∂p0
∂xΩ
~
d1,d2 =
∂
∂p0
1
~
[
Hd1−1,Hd2
]
=
1
~
[
∂Hd1−1
∂p0
,Hd2
]
+
1
~
[
Hd1−1,
∂Hd2
∂p0
]
= ∂xΩ
~
d1−1,d2 + ∂xΩ
~
d1,d2−1.
We used Lemma 2.4 to obtain the last equality.
Lemma 2.6. Let φ be a differential polynomial, we have
∂xφ
∣∣∣
ui=δi,1
=
∂φ
∂p0
∣∣∣∣∣
ui=δi,1
.
Proof. Write φ as an element of A˜, that is
φ (x) =
d∑
k≥0
∑
a1,...,ak∈Z
φk(a1, . . . , ak)pa1 . . . pake
ix(a1+···+ak),
where φk(a1, . . . , ak) ∈ C [a1, . . . , ak] [[ǫ, ~]] is a symmetric polynomial in its k indeterminates a1, . . . , ak
for 0 ≤ k ≤ d. Then, thanks to Lemma 2.1, we have
∂xφ
∣∣∣
ui=δi,1
=
∑
k≥0
(−1)k ik+1 [a1 . . . ak]φk(a1, . . . , ak) (a1 + · · ·+ ak)
=
∑
k≥0
(−1)k ik+1
k∑
j=1
[a1 . . . aˆj . . . ak]φk (a1, . . . , aj−1, 0, aj+1, . . . , ak)
=
∂φ
∂p0
∣∣∣∣∣
ui=δi,1
.
Proof of Equation (3). We first recall this equation:
∂
∂t0
Ω~,td1,d2
∣∣∣
ui=δi,1
=
∑
k≥0
tk+1
∂
∂tk
Ω~,td1,d2
∣∣∣
ui=δi,1
+Ω~,td1−1,d2
∣∣∣
ui=δi,1
+Ω~,td1,d2−1
∣∣∣
ui=δi,1
+ δ0,d1δ0,d2 .
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Proof. We prove this equality at every degree in the indeterminates (t0, t1, . . . ). Recall that Ω
~,t
d1,d2
=
exp
(∑
k≥0
tk
~
[·,Hk])Ω~d1,d2 . Let n ≥ 0 and (d3, . . . , dn) be a list of nonnegative integers. Then the
coefficient of td3 . . . tdn of the LHS is given by
1
~n−1
[[
. . .
[
Ω~d1,d2 ,Hd3
]
. . . ,Hdn
]
,H0
] ∣∣∣∣∣
ui=δi,1
=
1
~n−2
∂x
[
. . .
[
Ω~d1,d2 ,Hd3
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
=
1
~n−2
∂
∂p0
[
. . .
[
Ω~d1,d2 ,Hd3
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
.
We act with ∂∂p0 on every elements of the commutators. Then we use Lemmas 2.4 and 2.5 to find
1
~n−2
([
. . .
[
Ωd1−1,d2 ,Hd3
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
+
[
. . .
[
Ωd1,d2−1,Hd3
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
+
[
. . .
[
δ0,d1δ0,d2 ,Hd3
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
+
[
. . .
[
Ωd1,d2 ,Hd3−1
]
. . . ,Hdn
] ∣∣∣∣∣
ui=δi,1
+ . . .+
[
. . .
[
Ωd1,d2 ,Hd3
]
. . . ,Hdn−1
] ∣∣∣∣∣
ui=δi,1
)
.
We recognize the coefficient of td3 . . . tdn of the RHS Equation (3).
3 Eulerian numbers
Eulerian numbers naturally appear in the proof of the main theorem. We will need some of their properties
in this proof.
Definition 3.1. Fix two nonnegative integers k, n and a permutation σ ∈ Sn. A descent of the permutation
σ is an integer i ∈ {1, . . . , n} such that σ (i) > σ (i+ 1). The Eulerian number
〈 n
k
〉
is the number of
permutation of Sn with k descents.
The Eulerian polynomial En (t) is the generating polynomial of Eulerian numbers
En (t) :=
∑
σ∈Sn
tdes(σ) =
n−1∑
k=0
〈 n
k
〉
tk.
The following two propositions are basic properties of Eulerian numbers. They are proved in the first
chapter of [Pet15].
Proposition 3.2 (Carlitz identity). Let d be a nonnegative integer. Let t be a formal variable. We have∑
k≥1
kdtk =
tEd (t)
(1− t)d+1
.
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Remark 3.3. In the proof of the main theorem, we need to compute the numbers
∑
k1+···+kq=N
kd11 . . . k
dq
q =
[
tN
] q∏
i=1

∑
k≥1
kditk

 ,
where d1, . . . , dq and N are nonnegative integers numbers. According to Carliz identity, this can be done
using Eulerian number. We will use this fact to simplify our computations.
Proposition 3.4. Let t and z be two formal variables. We have
∑
n≥0
En (t)
n!
zn =
t− 1
t− ez(t−1) .
Corollary 3.5. Let t and z be two formal variables. We have
∑
n≥0
tEn (t) z
n+1
(n+ 1)! (1− t)n+1 = −z − ln
(
t− e−z)+ ln (t− 1) .
Proof. Start from the formula of From Proposition 3.4, that is
∑
n≥0
En (t)
n!
zn =
t− 1
t− ez(t−1) .
First multiply both sides of this equality by t1−t . Then substitute in both sides z :=
z
1−t . Finally
choose in both sides the primitive with respect to z which vanishes when z = 0. On the LHS, we obtain∑
n≥0
tEn(t)zn+1
(n+1)!(1−t)n+1 . On the RHS we obtain −z − ln (t− e−z) + ln (t− 1).
Notation 3.6. In the following, we use the notation
S (z) =
sh (z/2)
z/2
=
∑
l≥0
z2l
22l (2l + 1)!
.
Lemma 3.7. Let A,B, t and z be some formal variables. We have
∑
k>0
ABz2kS (kAz)S (kBz) tk = ln


(
1− teA−B2 z
)(
1− te−A−B2 z
)
(
1− teA+B2 z
)(
1− te−A+B2 z
)

 .
Proof. We start from the LHS. Use the developed expression of S (see Notation 3.6) to obtain
∑
k>0
ABz2kS (kAz)S (kBz) tk =
∑
k>0
∑
l1,l2≥0
A2l1+1B2l2+1z2(l1+l2)+2
22(l1+l2) (2l1 + 1)! (2l2 + 1)!
k2(l1+l2)+1tk.
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Then, we use the Carlitz identity (Proposition 3.2) to compute the sum running over k. We obtain
∑
l1,l2≥0
A2l1+1B2l2+1z2(l1+l2)+2
22(l1+l2) (2l1 + 1)! (2l2 + 1)!
tE2(l1+l2)+1 (t)
(1− t)2(l1+l2)+2
.
Simplifying this expression using
∑
l1+l2=l
A2l1+1B2l2+1
(2l1 + 1)! (2l2 + 1)!
=
1
2
(A+B)2l+2 − (A−B)2l+2
(2l + 2)!
,
we obtain ∑
l≥0
(A+B)2l+2 − (A−B)2l+2
22l+1 (2l + 2)!
z2l+2
tE2l+1 (t)
(1− t)2l+2
.
Denote by F (z, t) := −z − ln (t− e−z) + ln (t− 1) . According to Corollary 3.5, we have
∑
l≥0
(A+B)2l+2
22l+1 (2l + 2)!
z2l+2
tE2l+1 (t)
(1− t)2l+2
= F
(
A+B
2
z, t
)
+
(
−A+B
2
z, t
)
and ∑
l≥0
(A−B)2l+2
22l+1 (2l + 2)!
z2l+2
tE2l+1 (t)
(1− t)2l+2
= F
(
A−B
2
z, t
)
+
(
−A−B
2
z, t
)
.
Finally, we remark that
F
(
A+B
2
z, t
)
+
(
−A+B
2
z, t
)
−
(
F
(
A−B
2
z, t
)
+
(
−A−B
2
z, t
))
= ln


(
1− teA−B2 z
)(
1− te−A−B2 z
)
(
1− teA+B2 z
)(
1− te−A+B2 z
)


to obtain the RHS of the Lemma.
Lemma 3.8. Let A,B and t be some formal variables. We have(
1− teA−B) (1− teB−A)
(1− teA+B) (1− te−A−B) = 1 + 4
∑
k>0
sh (A) sh (B)
sh (A+B)
sh (k (A+B)) tk.
Proof. Start from the LHS of the equality. Develop the two geometric series of the denominators, we
obtain
1
(1− teA+B) (1− te−A−B) =
∑
n,m≥0
e(n−m)(A+B)tn+m =
∑
k≥0
sh ((k + 1) (A+B))
sh (A+B)
tk.
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Express the numerator as
(
1− teA−B) (1− teB−A) = t2− 2tch (A−B)+1. We then obtain the following
expression for
(1−teA−B)(1−teB−A)
(1−teA+B)(1−te−A−B) :
1
sh (A+B)
∑
k≥0
(sh ((k − 1) (A+B))− 2ch (A−B) sh (k (A+B)) + sh ((k + 1) (A+B))) tk.
We use first the hyperbolic identity sh ((k − 1) (A+B))+sh ((k + 1) (A+B)) = 2ch (A+B) sh (k (A+B))
and then ch (A+B) ch (A−B) = 2sh (A) sh (B) to obtain the result.
The following property is a key ingredient of the proof of the main theorem.
Corollary 3.9. Let A,B, t and z be some formal variables. We have
exp
(∑
k>0
ABz2kS (kAz)S (kBz) tk
)
=
(
1− teA−B2 z
)(
1− te−A−B2 z
)
(
1− teA+B2 z
)(
1− te−A+B2 z
)
= 1 + 4
∑
k>0
sh
(
A
2 z
)
sh
(
B
2 z
)
sh
(
A+B
2 z
) sh(kA+B
2
z
)
tk.
Proof. The first equality is obtained from Lemma 3.7. The second is given by the formula of Lemma 3.8
with A := A2 z and B :=
B
2 z.
4 Proof of the main theorem
We give in this section the proof of Theorem 1, that is we prove the equality
〈τd1 . . . τdn〉0,g = 〈〈τd1 . . . τdn〉〉g ,
where g, n, d1, . . . , dn are some nonnegative integers. First, we explain the strategy of the proof.
4.1 Computing 〈τd1 . . . τdn〉0,g and 〈〈τd1 . . . τdn〉〉g
In the next section, we show that the string equation allows one to express 〈τd1 . . . τdn〉0,g and 〈〈τd1 . . . τdn〉〉g
from the the quantum and Hurwitz correlators with a τ0 insertion. We deduce that it is enough to prove
the equality
〈τ0τd1 . . . τdn〉0,g = 〈〈τ0τd1 . . . τdn〉〉g (4)
in order to prove Theorem 1. Then, we explain how to obtain an explicit expression for the RHS, and how
to compute the LHS. The two expressions are completely different, but can be used to prove the equality.
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4.1.1 String Equation
Fix a nonnegative integer g. The correlators of the quantum Witten-Kontsevich and the Hurwitz correla-
tors satisfy the string equation
〈τ0τd1 . . . τdn〉0,g =
n∑
i=1
〈τd1 . . . τdi−1 . . . τdn〉0,g,
〈〈τ0τd1 . . . τdn〉〉g =
n∑
i=1
〈〈τd1 . . . τdi−1 . . . τdn〉〉g .
The first equation is the statement of Theorem 2 proved in Section 2. The second equation is Proposi-
tion 3.10 in [GJV05]. Let us define the following generating series
G˚(q)g (s1, . . . , sn) :=
∑
d1,...,dn≥0
〈τ0τd1 . . . τdn〉0,gsd11 . . . sdnn
and
G(q)g (s1, . . . , sn) :=
∑
d1,...,dn≥0
〈τd1 . . . τdn〉0,gsd11 . . . sdnn .
We also define G˚Hg and G
H
g by replacing the quantum correlators by the Hurwitz correlators. According
to the string equation, we have
G˚(q)g = (s1 + · · · + sn)G(q)g and G˚Hg = (s1 + · · · + sn)GHg .
We can inverse these two equations in the same way, we then obtain G
(q)
g in terms of G˚
(q)
g and GHg in terms
of G˚Hg . Hence, proving G˚
(q)
g = G˚Hg is equivalent to prove G
(q)
g = GHg .
4.1.2 An explicit expression for 〈〈τ0τd1 . . . τdn〉〉g
In [GJV05], Theorem 3.1 gives the following explicit expression for the one-part double Hurwitz numbers
Hg(d),µ = r!d
r−1 [z2g] ∏ni=1 S (µiz)
S (z)
,
where d = µ1 + · · · + µn is the degree of the ramified cover and r = 2g − 1 + n is the number of simple
ramifications. We also used Notation 3.6, that is S (z) = sh(z/2)z/2 . Note that the polynomiality of the
one-part double Hurwitz numbers Hg(d),µ in their ramifications µ1, . . . , µn is clear from this expression.
From the definition of the Hurwitz correlators given in Eq. (2), we find
〈〈τ0τd1 . . . τdn〉〉g = (−1)
−2+n−
∑
di
2
[
µd11 . . . µ
dn
n
] [
z2g
]
(µ1 + . . .+ µn)
2g−2+n S (µ1z) . . . S (µnz)
S (z)
, (5)
where we used S (0) = 1.
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4.1.3 Computing 〈τ0τd1 . . . τdn〉0,g
From the construction of the quantum Witten-Kontsevich series (see Section 1.1.9), we get the following
expression of its correlators
〈τ0τd1 . . . τdn〉0,g = ig
[
ǫ0~g
] ( ∂n−1Ωt0,d1
∂td2 . . . ∂tdn
)∣∣∣∣∣
t∗=0, ui=δ1,i
= ig
[
ǫ0~g
] 1
~n−1
[
. . .
[
Ω0,d1 ,Hd2
]
, . . . ,Hdn
] ∣∣∣
ui=δ1,i
.
Lemma 2.2 gives Ω0,d = Hd−1. Thus we have to study
〈τ0τd1 . . . τdn〉0,g = ig
[
~
g+n−1] [. . . [Hd1−1 ,Hd2] , . . . ,Hdn]∣∣ui=δ1,i,ǫ=0 . (6)
We will compute this expression in the proof. To do so, we need a computable expression of Hd and
a computable expression of the commutator. We give these expressions in the next two paragraphs. The
computation will be carried out in A˜. We will then perform the substitution ui = δi,1 using Lemma 2.1.
A computable expression of Hp. In [BSSZ15], Theorem 1 gives an explicit expression for the inter-
section number of a DR-cycle with the maximal power of a ψ-class. From this theorem we get∫
DRg(0,a1,...,am,−
∑
ai)
ψp+10 = δp+1,2g−1+m
[
z2g
] S (a1z) . . . S (amz)S (∑mi=1 aiz)
S (z)
.
We then obtain from the definition of Hp given by Eq. (1),
Hp (x)
∣∣∣
ǫ=0
=
∑
g≥0,m≥0
2g+m>0
(i~)g
m!
∑
a1,...,am∈Z
(∫
DRg(0,a1,...,am,−
∑
ai)
ψd+10 Λ
(−ǫ2
i~
))
pa1 . . . pame
ix
∑m
i=1 ai
=
∑
g≥0
(i~)g
m!
∑
a1,...,am∈Z
([
z2g
] S (a1z) . . . S (amz)S (∑mi=1 aiz)
S (z)
)
pa1 . . . pame
ix
∑m
i=1 ai , (7)
with m = p+ 2− 2g.
Explicit expression of the star product. Let f, g ∈ F~ (P ). One can check that the star product of
these elements is given by
f ⋆ g = f exp
(∑
k>0
i~k
←−−
∂
∂pk
−−−→
∂
∂p−k
)
g. (8)
The notations
←−
∂
∂pk
and
−−→
∂
∂p−k
mean that the derivative acts on the left or on the right, that is on f or g.
4.2 Proof of the equality 〈τ0τd1 . . . τdn〉0,g = 〈〈τ0τd1 . . . τdn〉〉g
In Section 4.2.1, we prove the equality of Eq. (4) for n = 1.
In Section 4.2.2, we prove the equality of Eq. (4) for n = 2. This particular case is included as an
example to illuminate the proof of the general case.
In Section 4.2.3, we prove the equality of Eq. (4) for n ≥ 2.
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Convention. In the rest of the proof, we focus on the restriction ǫ = 0. Hence, we forget the formal
variable ǫ and always suppose it to be zero.
4.2.1 Proof for n = 1
Fix two nonnegative integers d and g. We prove in this section that
〈τ0τd〉0,g = 〈〈τ0τd〉〉g.
We start from the LHS, 〈τ0τd〉0,g. Recall that Eq. (6) gives 〈τ0τd〉g = ig [~g] Hd−1
∣∣∣
ui=δi,1
. Then we use the
expression of Hp in Eq. (7) and perform the evaluation ui = δi,1 with Lemma 2.1. We find
〈τ0τd〉0,g = ig i
g
m!
(−i)m [a1 . . . am]
[
z2g
] S (a1z) . . . S (amz)S (∑mi=1 aiz)
S (z)
with m = d + 1− 2g. Note that there is no a-linear term in S (az) because S is an even function, hence
the expression of 〈τ0τd〉0,g simplifies to
〈τ0τd〉0,g = (−i)
d+1
m!
[a1 . . . am]
[
z2g
] S (∑mi=1 aiz)
S (z)
.
Let A =
∑m
i=1 ai. It is easy to check [a1 . . . am]S (
∑m
i=1 aiz) = m! [A
m]S (Az). Hence we get
〈τ0τd〉0,g = (−i)d+1
[
z2gAm
] S (Az)
S (z)
= (−i)d+1
[
z2gAd+1−2g
] S (Az)
S (z)
,
and we rewrite it as
〈τ0τd〉0,g = i−1−d
[
Ad
] [
z2g
]
A2g−1
S (Az)
S (z)
.
We recognize the expression of 〈〈τ0τd〉〉g given by Eq. (5).
4.2.2 Proof for n = 2
Fix three nonnegative integers d1, d2 and g. We prove in this section that
〈τ0τd1τd2〉0,g = 〈〈τ0τd1τd2〉〉g.
We start from the LHS. Recall that Eq. (6) gives 〈τ0τd1τd2〉0,g = [~g] i
g
~
[
Hd1 ,Hd2
]∣∣
ui=δ1,i
.
In Step 1, we obtain an expression of i
g
~
[
Hd1−1 ,Hd2
]
using the formulas of Hd1−1, Hd2 and of the star
product given in Section 4.1.3.
In Step 2, we first extract the coefficient of ~g in i
g
~
[
Hd1−1 ,Hd2
]
. Then we perform the substitution
ui = δi,1 in [~
g] i
g
~
[
Hd1−1 ,Hd2
]
and get a first expression of 〈τ0τd1τd2〉0,g. This expression will be totally
different from the expression of 〈〈τ0τd1τd2〉〉g given by Eq. (5).
In Steps 3,4 and 5, we will transform this last expression of 〈τ0τd1τd2〉0,g into the expression of
〈〈τ0τd1τd2〉〉g given by Eq. (5).
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Step 1. We compute i
g
~
[
Hd1−1 ,Hd2
]
= i
g
~
(
Hd1−1 ⋆ Hd2 −Hd2 ⋆ Hd1−1
)
. Recall that
Hd1−1 (x) =
∑
g1≥0
withm1=d1+1−2g1
(i~)g1
m1!
∑
a1,...,am1∈Z
([
z2g1
] S (a1z) . . . S (am1z)S (∑m1i=1 aiz)
S (z)
)
pa1 . . . pam1 e
ix
∑m1
i=1 ai
and
Hd2 =
∑
g2≥0
withm2=d2+2−2g2
(i~)g2
m2!
∑
b1,...,bm2∈Z∑
bi=0
([
w2g2
] S (b1w) . . . S (bm2w)
S (w)
)
pb1 . . . pbm2 .
The expression of Hd2 is obtained by a formal x-integration along S
1 of Hd2 . Hence this imposes the
condition
∑m2
i=1 bi = 0 and then S (
∑m2
i=1 biw) = 1.
From the expression of the star product (8), we get
Hd1−1 ⋆ Hd2 = Hd1−1 exp
(∑
k>0
i~k
←−−
∂
∂pk
−−−→
∂
∂p−k
)
Hd2
= Hd1−1
∑
q≥0
(i~)q
q!

 ∑
k1,...,kq>0
k1 . . . kq
←−−−
∂
∂pk1
. . .
←−−−
∂
∂pkq
−−−−→
∂
∂p−k1
. . .
−−−−→
∂
∂p−kq

Hd2 .
We first describe the action of the left-derivatives of the star product on Hd1−1. Fix g1 in Hd1−1. The
product of q left-derivatives
←−−
∂
∂pk1
. . .
←−−
∂
∂pkq
acts on the formal power series∑
a1,...,am1∈Z S (a1z) . . . S (am1z)S (
∑m1
i=1 aiz) pa1 . . . pam1 yielding
m1 . . . (m˜1 + 1)
∑
a1,...,am˜1∈Z
S (a1z) . . . S (am˜1z)S (k1z) . . . S (kqz)S
((
A˜+K
)
z
)
pa1 . . . pam˜1
where m˜1 = m1 − q, A˜ =
∑m˜1
i=1 ai and K =
∑q
i=1 ki. Indeed, each derivative
∂
∂pkj
may act on each factor
pai . Without loss of generality we can assume that i = m˜1 + j, multiplying the result by m1 . . . (m˜1 + 1)
to account for the number of equivalent choices. The derivative yields a nonvanishing result if and only if
ai = kj .
Similarly we describe the action of the right-derivatives of the star product on Hd2 . Fix g2 in Hd2 . The
product of q right-derivatives
−−−→
∂
∂p−k1
. . .
−−−→
∂
∂p−kq
acts on the formal series
∑
b1,...,bm2∈Z∑
bi=0
S (b1w) . . . S (bm2w) pb1 . . . pbm2
yielding
m2 . . . (m˜2 + 1)
∑
b1,...,bm˜2∈Z
B˜=K
S (b1w) . . . S (bm˜2w)S (−k1w) . . . S (−kqw) pb1 . . . pbm˜2
where m˜2 = m2 − q and B˜ =
∑m˜2
i=1 bi.
Recall that S is an even function, hence S (−kiw) = S (kiw). Note that the condition
∑m
i=1 bi = 0
becomes K = B˜.
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Finally, the expression of Hd1−1 ⋆ Hd2 becomes∑
g≥0
∑
g1+g2+q=g
(i~)g
m˜1!m˜2!q!
[
z2g1w2g2
]
(9)
×
∑
a1,...,am˜1∈Z
∑
b1,...,bm˜2∈Z
∑
k1,...,kq>0
K=B˜
k1 . . . kq
×
S (a1z) . . . S (am˜1z)S (k1z) . . . S (kqz)S
((
A˜+ B˜
)
z
)
S (z)
S (b1w) . . . S (bm˜2w)S (−k1w) . . . S (−kqw)
S (w)
× pa1 . . . pam˜1pb1 . . . pbm˜2e
ix(A˜+B˜),
where m˜1 = d1 + 1− 2g1 − q and m˜2 = d2 + 2− 2g2 − q.
We can re-do this exercise to compute Hd2 ⋆Hd1−1. The main difference is the condition K = B˜ which
becomes K = −B˜. Thus, the expression of ig
~
[
Hd1−1 ,Hd2
]
is
∑
g≥0
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
i2g+1~g
m˜1!m˜2!q!
[
z2g1w2g2
]
(10)
×
∑
a1,...,am˜1∈Z
∑
b1,...,bm˜2∈Z
S (a1z) . . . S (am˜1z)S
((
A˜+ B˜
)
z
)
S (b1w) . . . S (bm˜2w)
S (z)S (w)
×

 ∑
k1+···+kq=B˜
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
−
∑
k1+···+kq=−B˜
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)

 ,
× pa1 . . . pam˜1pb1 . . . pbm˜2e
ix(A˜+B˜).
where m˜1 = d1 + 1− 2g1 − q and m˜2 = d2 + 2− 2g2 − q.
Remark 4.1. The term q = 0 of the expression of Hd1−1 ⋆ Hd2 in Eq. (9) corresponds to the commutative
part of the star product. This term disappears in the commutator 1
~
[
Hd1−1,Hd2
]
. We can then suppose
that q ≥ 1 in Eq. (10).
Change of notation. For convenience, we change the notation by removing the tildes, i.e. we set
m1 := m˜1, m2 := m˜2, A := A˜ and B := B˜.
Step 2. We first extract the coefficient of ~g from i
g
~
[
Hd1−1 ,Hd2
]
. Then we evaluate this coeffi-
cient, which is a differential polynomial, at ui = δi,1. We will then get an expression for 〈τ0τd1τd2〉0,g =
[~g] i
g
~
[
Hd1 ,Hd2
]∣∣
ui=δ1,i
.
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We extract the coefficient of ~g in i
g
~
[
Hd1−1 ,Hd2
]
from its expression obtained in Eq. (10). This only
removes the summation over g. With our new notations, this coefficient is
[~g]
ig
~
[
Hd1−1 ,Hd2
]
=
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
i2g+1
m1!m2!q!
[
z2g1w2g2
]
×
∑
a1,...,am1∈Z
∑
b1,...,bm2∈Z
S (a1z) . . . S (am1z)S ((A+B) z)S (b1w) . . . S (bm2w)
S (z)S (w)
×

 ∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
−
∑
k1+···+kq=−B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)


× pa1 . . . pam1pb1 . . . pbm2 eix(A+B),
where m1 = d1 + 1− 2g1 − q and m2 = d2 + 2− 2g2 − q.
This last expression is a differential polynomial thanks to Proposition 1.13. In order to substitute
ui = δi,1, we use Lemma 2.1. We get
〈τ0τd1τd2〉0,g =
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
[
z2g1w2g2
]
[a1 . . . am1b1 . . . bm2 ]
× i
−d1−d2
m1!m2!q!
S (a1z) . . . S (am1z)S ((A+B) z)S (b1w) . . . S (bm2w)
S (z)S (w)
(11)
×

 ∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
−
∑
k1+···+kq=−B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)

 ,
where m1 = d1 + 1− 2g1 − q and m2 = d2 + 2− 2g2 − q.
Remark 4.2. It can look confusing that in this expression, bi stands for a formal variable and an integer
when we write k1 + · · · + kq = B =
∑m2
i=1 bi. This is due to the the presence of Ehrhart polynomials.
Indeed, the coefficient of any power of z and w in∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
is an Ehrhart polynomial in the indeterminate B =
∑m2
i=1 bi, see [BR16, Lemma A.1] for a proof. Hence,
when we write B as an integer and use this lemma to justify that B can also be used as a formal
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variable. The same phenomenon applies to
∑
k1+···+kq=−B k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
when B < 0.
Plan of Steps 3, 4 and 5. This expression of 〈τ0τd1τd2〉0,g is completely different from the one of
〈〈τ0τd1τd2〉〉g given by Eq. (5). Moreover, it is difficult to compute the number 〈τ0τd1τd2〉0,g from this
expression. Let us point out the difficulties. The three last lines of Eq. (11) form a series depending on
the parameters d1, d2, g1, g2, q in the indeterminates a1, . . . , am1 , b1, . . . , bm2 , z, w. We denote this series by
Fd1,d2,g1,g2,q (a1, . . . , am1 , b1, . . . , bm2 , z, w) so that Eq. (11) becomes
〈τ0τd1τd2〉0,g =
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
[
z2g1w2g2
]
[a1 . . . am1b1 . . . bm2 ]Fd1,d2,g1,g2,q (a1, . . . , am1 , b1, . . . , bm2 , z, w) .
Hence, for each choice of the parameters d1, d2, g1, g2, q, we have to extract the coefficient of
z2g1w2g2a1 . . . am1b1 . . . bm2 in Fd1,d2,g1,g2,q. Then we sum these coefficients over the parameters g1, g2, q.
The main difficulty is to extract the coefficient of bi from the expression appearing in parenthesis in
Fd1,d2,g1,g2,q, that is from∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
−
∑
k1+···+kq=−B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw) .
As we explained in Remark 4.2, the coefficient of any power of z and w in each of the two sums is an
Ehrhart polynomial in the indeterminate B =
∑m2
i=1 bi. However we do not have an explicit expression
for the coefficients of these Ehrhart polynomials. Luckily, Eulerian numbers appear in the computation
of these coefficients, see Remark 3.3. The plan is to modify our expression of 〈τ0τd1τd2〉0,g in order to use
known properties of Eulerian numbers.
In Step 3, we will modify our expression of 〈τ0τd1τd2〉0,g using simplifications arising from extracting
the coefficient of a1 . . . am1b1 . . . bm2 in Fd1,d2,g1,g2,q (a1, . . . , am1 , b1, . . . , bm2 , z, w). These simplifications
mainly come from the fact that z → S (z) is even.
In Step 4, we use some changes of variables in order to get 〈τ0τd1τd2〉0,g as the coefficient of an
exponential generating series. This is the exponential of an expression that can be computed using Eulerian
numbers.
In Step 5, we finally we use a property of Eulerian number in order to get a simplified expression of
〈τ0τd1τd2〉0,g. We then recover from it the expression of 〈〈τ0τd1τd2〉〉g given by Eq. (5).
Step 3. The evaluation ui = δi,1 brings many simplifications that we explain now.
• First recall that S is an even power series so that the coefficient of α in S (αz)×F (α) where F is a
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formal power series in α is the coefficient of α in F (α). Hence, Expression (11) simplifies as
〈τ0τd1τd2〉0,g =
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
i−d1−d2
m1!m2!q!
[
z2g1w2g2
]
× [a1 . . . am1b1 . . . bm2 ]
S ((A+B) z)
S (z)S (w)
(12)
×

 ∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
−
∑
k1+···+kq=−B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)

 .
• Fix g1, g2 and q in Expression (12) so that m1 and m2 are fixed. We extract the coefficient of
a1 . . . am1b1 . . . bm2 from a power series that only depends of the sums A = a1 + . . . + am1 and
B = b1 + . . .+ bm2 . This is equivalent to extracting the coefficient of
Am1Bm2
m1!m2!
from the same power
series.
• Consider the expression in parenthesis in Eq. (12). This is a power series in the indeterminate B.
Moreover, when B ≥ 0 this power series becomes∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw)
and when B < 0 it becomes
−
∑
k1+···+kq=−B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw) .
We are interested in the coefficients of this power series, so for simplicity we can suppose B > 0 .
Expression (12) becomes
〈τ0τd1τd2〉0,g =
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
i−d1−d2
q!
[
z2g1w2g2
]
(13)
× [Am1Bm2 ] S ((A+B) z)
S (z)S (w)
×
∑
k1+···+kq=B
k1 . . . kqS (k1z) . . . S (kqz)S (k1w) . . . S (kqw) .
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Step 4. We perform the changes of variables z := Az and w := Bw in Expression (13). Recall that
m1 = d1 + 1− 2g1 − q and m2 = d2 + 2− 2g2 − q, these changes of variables yield
〈τ0τd1τd2〉0,g =
∑
g1+g2+q−1=g
g1,g2≥0, q≥1
i−d1−d2
q!
[
z2g1w2g2Ad1+1−qBd2+2−q
]
× S ((A+B)Az)
S (Az)S (Bw)
×
∑
k1+···+kq=B
k1 . . . kqS (k1Az) . . . S (kqAz)S (k1Bw) . . . S (kqBw) .
We re-write this as
g+1∑
q=1
i−d1−d2
q!
[
Ad1+1−qBd2+2−q
]
×
∑
g1+g2=g−q+1
[
z2g1w2g2
] S ((A+B)Az)
S (Az)S (Bw)
∑
k1+···+kq=B
k1 . . . kqS (k1Az) . . . S (kqAz)S (k1Bw) . . . S (kqBw)
︸ ︷︷ ︸
G(z,w)
(14)
Note that for any formal power series G (z, w) =
∑
i,j≥0Gi,jz
iwj , we have
∑
g1+g2=h
[zg1wg2 ]G (z, w) =∑
g1+g2=h
Gg1,g2 =
[
zh
]
G (z, z). Using this remark in Expression (14) with h = g + 1 − q and using that
G (z, w) is even in z and w , we get the following expression for 〈τ0τd1τd2〉0,g,
g+1∑
q=1
i−d1−d2
q!
[
Ad1+1−qBd2+2−qz2g−2q+2
]
× S ((A+B)Az)
S (Az)S (Bz)
∑
k1+···+kq=B
k1 . . . kqS (k1Az) . . . S (kqAz)S (k1Bz) . . . S (kqBz) .
Re-write this expression as
〈τ0τd1τd2〉0,g =i−d1−d2
[
Ad1Bd2z2g
] S ((A+B)Az)
S (Az)S (Bz)
×
g+1∑
q=1
1
q!
Aq−1Bq−2z2q−2
∑
k1+···+kq=B
q∏
i=1
kiS (kiAz)S (kiBz) . (15)
We can extend the range of summation to q running from 1 to ∞. Indeed, it is clear from the expression
that the terms with q > g + 1 vanishes, since we extract the coefficient of z2g from a power series with a
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factor z2q−2. Hence, the second line of Expression (15) can be re-written as the coefficient of an exponential
series. Expression (15) becomes
〈τ0τd1τd2〉0,g = i−d1−d2
[
Ad1Bd2z2g
] S ((A+B)Az)
S (Az)S (Bz)
× 1
AB2z2
[
tB
](
exp
(∑
k>0
ABz2kS (kAz)S (kBz) tk
)
− 1
)
(16)
Step 5. We use properties of Eulerian numbers in order to simplify the expression of the exponential
power series in Expression (16). Using first Proposition 3.9 and then the definition S (z) = sh(z/2)z/2 , we get
exp
(∑
k>0
ABz2kS (kAz)S (kBz) tk
)
= 1 + 4
∑
k>0
sh
(
A
2 z
)
sh
(
B
2 z
)
sh
(
A+B
2 z
) sh(kA+B
2
z
)
tk
= 1 +
∑
k>0
ABkz2
S (Az)S (Bz)
S ((A+B) z)
S (k (A+B) z) tk.
Thus, Expression (16) becomes after extracting the coefficient of tB
〈τ0τd1τd2〉0,g = i−d1−d2
[
Ad1Bd2z2g
] S ((A+B)Az)
S (Az)S (Bz)
× 4
AB2z2
sh
(
A
2 z
)
sh
(
B
2 z
)
sh
(
A+B
2 z
) sh(BA+B
2
z
)
.
We re-write the second line as S(Az)S(Bz)S((A+B)z) S (B (A+B) z) so that
〈τ0τd1τd2〉0,g = i−d1−d2
[
Ad1Bd2z2g
] S ((A+B)Az)S (B (A+B) z)
S ((A+B) z)
.
Finally, the change of variable z := zA+B in this last expression gives 〈〈τ0τd1τd2〉〉g as expressed in Eq. (5),
that is
〈τ0τd1τd2〉0,g = (−1)
−d1−d2
2
[
Ad1Bd2z2g
]
(A+B)2g
S (Az)S (Bz)
S (z)
.
4.2.3 Proof for n ≥ 2
Convention. Because of the multiple use of the index i, we choose to denote the imaginary unit i as√−1 in this section.
Fix n+ 1 nonnegative integers d1, . . . , dn and g, we prove in this section that
〈τ0τd1 . . . τdn〉0,g = 〈〈τ0τd1 . . . τdn〉〉g
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for n ≥ 2. We start from the LHS. As explained in the strategy of the proof, we have
〈τ0τd1 . . . τdn〉0,g = [~g]
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]∣∣
ui=δ1,i
.
We follow the steps of the previous section in this more general setting. The main difference occurs in
Step 5, where we need a combinatorial lemma which was obvious when n = 2. Let us recall these steps.
In Step 1, we obtain an expression of
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
using the formulas ofHd1−1,Hd2 , . . . ,Hdn
and of the developed expression of the star product.
In Step 2, we first extract the coefficient of ~g in
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
. Then we perform
the substitution ui = δi,1 in it and get a first expression of 〈τ0τd1 . . . τdn〉0,g. However this expression will
be totally different from the one of 〈〈τ0τd1 . . . τdn〉〉g given by Eq. (5).
In Steps 3,4 and 5, we will transform this last expression of 〈τ0τd1 . . . τdn〉0,g into the expression of
〈〈τ0τd1 . . . τdn〉〉g given by Eq. (5).
Step 1. We compute in the first step
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
. From the expression of the Hamilto-
nian density Eq. (7), we set
Hd1−1 (x) =
∑
g1,m1≥0
s.t. 2g1+m1=d1+1
(√−1~)g1
m1!
∑
a1
1
,...,a1m1∈Z
([
z2g11
] S (a11z) . . . S (a1m1z)S (A1z)
S (z)
)
pa1
1
. . . pa1m1
e
√−1xA1 ,
and
Hdi =
∑
gi,mi≥0
s.t. 2gi+mi=di+2
(√−1~)gi
mi!
∑
ai
1
,...,aimi∈Z
Ai=0
([
z2gii
] S (ai1zi) . . . S (aimizj)
S (zi)
)
pai
1
. . . paimi
, with 2 ≤ i ≤ n,
where Ai :=
∑mi
j=1 a
i
j and 1 ≤ i ≤ n. In these notations, we use the variables of summations a1j in Hd1−1
and the variables of summations aij in Hdi , with 2 ≤ i ≤ n. Note that in the notation aij , i is just an upper
index. The expression of Hdi is obtained by a formal x-integration along S
1 of Hdi . Hence, the sum over
ai1, . . . , a
i
mi has the constraint Ai = 0.
In Step 1.1, we give an expression for Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn . In Step 1.2 we explain why this is the
only term of the commutator
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
needed to compute 〈τ0τd1 . . . τdn〉0,g.
Step 1.1.
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Proposition 4.3. We have
Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn =
∑
qI≥0, I∈C
∑
g1,...,gn≥0
∑
m˜1,...,m˜n≥0
with conditionsα
(17)
n∏
i=1


(√−1~)gi
m˜i!
[
z2gii
] ∑
ai
1
,...,aim˜i
∈Z
Wi
(
ai1, . . . , a
i
m˜1 , zi
)
pa1 . . . pam˜i e
√−1xA˜i


×
∏
I∈C


(√−1~)qI
qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qI
W I
(
kI1 , . . . , k
I
qI
, zI
)

 ,
where
• C is the set of pairs (2-element subsets) of {1, . . . , n}; we also denote by Ci ⊂ C the subset of pairs
that contain i,
• the conditions α on the summations running over g1, . . . , gn, m˜1, . . . , m˜n and qI , I ∈ C are
2g1 + m˜1 +
∑
I∈C1
qI = d1 + 1
and
2gj + m˜j +
∑
I∈Cj
qI = dj + 2, with 2 ≤ j ≤ n,
• the weight Wi with 1 ≤ i ≤ n is defined by
W1
(
a11, . . . , a
1
m˜1 , z1
)
:=
∏m˜1
j=1 S
(
a1jz1
)
S (z1)
S
(
A˜1z1 + . . . A˜nz1
)
and
Wi
(
ai1, . . . , a
i
m˜1 , zi
)
:=
∏m˜i
j=1 S
(
aijzi
)
S (zi)
, for 2 ≤ i ≤ n,
• A˜j =
∑m˜j
i=1 ai,
• the conditions β are the following (n− 1) constraints over the summations:
A˜i −
i−1∑
j=1
K{j,i} +
n∑
j=i+1
K{i,j} = 0, 2 ≤ i ≤ n (18)
where KI = kI1 + · · ·+ kIqI , for I ∈ C,
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• the weight W I for I = {i, j} ∈ C is defined by
W I
(
kI1 , . . . , k
I
qI , zI
)
: = S
(
kI1zi
)
. . . S
(
kIqIzi
)× S (kI1zj) . . . S (kIqIzj) ,
note that the notation zI means zi, zj .
Proof. We use the expression of the star product given by
f ⋆ g = f
∑
q≥0
(√−1~)q
q!

 ∑
k1,...,kq>0
k1 . . . kq
←−−−
∂
∂pk1
. . .
←−−−
∂
∂pkq
−−−−→
∂
∂p−k1
. . .
−−−−→
∂
∂p−kq

 g. (19)
The star product is associative as one can check from Eq. (19). We use this associativity in the following
way
Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn =
(· · · (Hd1−1 ⋆ Hd2) ⋆ · · · ⋆ Hdn) .
Each of the n−1 star products has couples of derivatives acting on the left and on the right with opposite
indices. Let 2 ≤ i ≤ n. The (i− 1)th star product acts on the left on Hd1−1, Hd2 , . . . ,Hdi−1 and on the
right only on Hdi . Fix a nonnegative integer q and q positive integers k1, . . . , kq. Consider the term(√−1~)q
q!
k1 . . . kq
←−−−
∂
∂pk1
. . .
←−−−
∂
∂pkq
−−−−→
∂
∂p−k1
. . .
−−−−→
∂
∂p−kq
in the development in ~ of the (i− 1)th star product. Among these q left derivatives, we denote by q{i,j},
with j < i, the number of derivatives acting on Hdj (or Hd1−1 if j = 1). We furthermore add an upper
index {i, j} on the corresponding k variables so that the q{i,j} left derivatives coming from the (i− 1)th
star product and acting on the jth Hamiltonian are denoted by
←−−−−−
∂
∂p
k
{i,j}
1
. . .
←−−−−−
∂
∂p
k
{i,j}
q{i,j}
.
The associate right derivatives
−−−−−→
∂
∂p
−k
{i,j}
1
. . .
−−−−−−→
∂
∂p
−k
{i,j}
q{i,j}
act on Hdi with opposite indices. With this notation,
we obtain
Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn
=
∑
qI≥0, I∈C
∑
kI
1
,...,kIqI
≥0, I∈C
∏
I∈C
(√−1~)qI
qI !
kI1 . . . k
I
qI
×
∏
J∈C1
∂qJ
∂pkJ
1
. . . ∂pkJqJ
Hd1−1
×
n∏
i=2
i−1∏
j=1

 ∂q{i,j}
∂p−k{i,j}
1
. . . ∂p−k{i,j}q{i,j}

 n∏
l=i+1

 ∂q{i,l}
∂p
k
{i,l}
1
. . . ∂p
k
{i,l}
q{i,l}

Hdi . (20)
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Let us explain this formula. The derivatives acting on Hdi have two different origins; the derivatives
coming from the (i− 1)th star product, these are the derivatives with negative indices in the product
running over the variable j, and the derivatives coming from the ith to the (n− 1)th star product, these
are the derivatives with positive indices in the product running over the variable l. Similarly, the derivatives
acting on Hd1−1 come from all the star products and have positive indices. Moreover, when we develop
the star products, we have to choose which derivative acts on which Hamiltonian so that multinomial
coefficients appear and simplify the factorials.
We now describe the action of the
∑n
j=1,j 6=i q{i,j} derivatives of the last line of Eq. (20) on Hdi . We
find
i−1∏
j=1

 ∂q{i,j}
∂p−k{i,j}
1
. . . ∂p−k{i,j}q{i,j}

 n∏
l=i+1

 ∂q{i,l}
∂p
k
{i,l}
1
. . . ∂p
k
{i,l}
q{i,l}

Hdi
=
∑
gi,m˜i≥0
2gi+m˜i+
∑
I∈Ci
qI=di+2
(√−1~)gi
m˜i!
[
z2gi
]
×
∑
ai
1
,...,aim˜i
∈Z
with conditionβ
Wi
(
ai1, . . . , a
i
m˜1 , zi
)
pa1 . . . pam˜i
×
i−1∏
j=1
S
(
k
{i,j}
1 zi
)
. . . S
(
k{i,j}q{i,j}zi
) n∏
l=i+1
S
(
k
{i,l}
1 zi
)
. . . S
(
k{i,l}q{i,l}zi
)
. (21)
Indeed, when the
∑n
j=1,j 6=i q{i,j} derivatives act on
S(ai1zi)...S(aimizj)
S(zi)
pai
1
. . . paimi
in Hdi , it remains m˜i =
mi −
∑n
j=1,j 6=i q{i,j} variables p. The part of this expression which is not reached by the derivatives is
contained in the third line while the part reached by the derivatives with negative and positive indices is the
content of the last line. Finally, the condition Ai = 0 in Hdi becomes A˜i+
∑n
j=i+1K
{i,j}−∑n−1j=1 K{j,i} = 0,
this is the ith equation of conditions β.
Similarly, there are only derivatives with positive indices acting on Hd1−1. We find∏
J∈C1
∂qJ
∂pkJ
1
. . . ∂pkJqJ
Hd1−1 =
∑
g1,m1≥0
s.t. 2g1+m˜1+
∑
I∈C1
qI=d1+1
(√−1~)g1
m˜1!
[
z2g1
]
×
∑
a1
1
,...,a1m˜1
∈Z
W1
(
a11, . . . , a
1
m˜1 , z1
)
pa1 . . . pam˜1e
√−1x∑ni=1 A˜i (22)
×
∏
J∈C1
S
(
kJ1 z1
)
. . . S
(
kJqJ z1
)
.
Note that A1 becomes after the action of the derivatives
A˜1 −
n∑
j=2
K(1,j) =
n∑
i=1
A˜i.
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We obtained this equality by summing the (n− 1) equations of conditions β (see Eq. (18)).
By combining Eq. (20), (21) and (22) we obtain Eq. (17). This proves the proposition.
Step 1.2. Similarly to the expression of Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn obtained in Step 1.1 , we can get
the expressions of the 2n−1 − 1 others terms appearing in [. . . [Hd1−1,Hd2] , . . . ,Hdn]. To each term
we associate a permutation σ ∈ Sn such that σ (i) is the index of the Hamiltonian appearing at the
ith position (the index of Hd1−1 is 1 and the index of Hdi is i). Then, the expression of the term in[
. . .
[
Hd1−1,Hd2
]
, . . . ,Hdn
]
corresponding to the permutation σ is given by Expression (17) with one
modifications: conditions β become
A˜i −
σ−1(i)−1∑
j=1
K{i,σ(j)} +
n∑
j=σ−1(i)+1
K{i,σ(j)}, 2 ≤ i ≤ n.
However, it is not necessary to compute these 2n−1− 1 other terms in order to obtain 〈τ0τd1 . . . τdn〉0,g.
Indeed,
[
. . .
[
Hd1−1,Hd2
]
, . . . ,Hdn
]
is a power series in the indeterminates a11, . . . , a
1
m˜1
, . . . , an1 . . . , a
n
m˜n
.
In Step 2 we extract one coefficient of this power series. Then, we can restrict to compute the terms in[
. . .
[
Hd1−1,Hd2
]
, . . . ,Hdn
]
such that
A˜i > 0, with i ≥ 2.
The only term in
[
. . .
[
Hd1−1,Hd2
]
, . . . ,Hdn
]
satisfying these inequalities is Hd1−1⋆Hd2⋆· · ·⋆Hdn . Indeed,
in the other terms, the condition coming from the Hamiltonian on the leftmost in the star product, say
Hdi , is
A˜i +
∑
1<j
K{1,j} = 0,
that is A˜j < 0.
Although, we will use one simplification coming from the commutators. A commutator simplifies the
constant term in ~ in the star product, that is the term coming from the commutative product. These
terms correspond in the expression of Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn given by Eq. (17) to the terms satisfying
i−1∑
j=1
q{i,j} = 0, for 2 ≤ i ≤ n.
Indeed,
∑i−1
j=1 q{i,j} counts the number of left (or right) derivatives coming from the (i− 1)th star product
and the commutative term in the star product is the one without derivatives. We call conditions γ the
inequalities
i−1∑
j=1
q{i,j} ≥ 1, for 2 ≤ i ≤ n.
Change of notation. We remove the tildes in our notations, i.e. we set mi := m˜i and Ai := A˜i for any
1 ≤ i ≤ n.
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Step 2. We first extract the coefficient of ~g from
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
. Then we evaluate
this coefficient, which is a differential polynomial, at ui = δi,1. We will then get an expression for
〈τ0τd1 . . . τdn〉0,g = [~g]
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]∣∣
ui=δ1,i
.
We want to extract the coefficient of ~g in
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
. As explained in Step 1.2,
we only need to study the term Hd1−1 ⋆ Hd2 ⋆ · · · ⋆ Hdn in
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
. The coefficient of
~
g in
√−1g
~n−1
Hd1−1 ⋆Hd2 ⋆ · · · ⋆Hdn is easily obtained from Expression (17). We get with our new notations
[~g]
√−1g
~n−1
[
. . .
[
Hd1−1 ,Hd2
]
, . . . ,Hdn
]
=
∑
g1+···+gn+
∑
I∈C qI=g+n−1
with conditionsγ
√−12g+(n−1)
×
n∏
i=1

 1
mi!
[
z2gii
] ∑
ai
1
,...,aim1∈Z
Wi
(
ai1, . . . , a
i
m1 , zi
)
pa1 . . . pami e
√−1xAi


×
∏
I∈C

 1qI !
∑
kI
1
,...,kIqI
>0
with conditions β
kI1 . . . k
I
qI
W I
(
kI1 , . . . , k
I
qI
, zI
)


+ 2n−1 − 1 other terms,
where we used conditions α to fix
m1 = d1 + 1− 2g1 −
∑
I∈C1
qI , and mi = di + 2− 2gi −
∑
I∈Ci
qI , when 2 ≤ i ≤ n.
This last expression is a differential polynomial thanks to Proposition 1.13. In order to substitute
ui = δi,1, we use Lemma 2.1. We get
〈τ0τd1 . . . τdn〉0,g =
∑
g1+···+gn+
∑
I∈C qI=g+n−1
with conditionsγ
√−1n−2−|d|
×
n∏
i=1
(
1
mi!
[
ai1 . . . a
i
m1
] [
z2gii
]
Wi
(
ai1, . . . , a
i
m1 , zi
))
×
∏
I∈C

 1qI !
∑
kI
1
,...,kIqI
>0
with conditionsβ
kI1 . . . k
I
qI
W I
(
kI1 , . . . , k
I
qI
, zI
)


+ 2n−1 − 1 other terms,
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where we simplified the power of
√−1 usingm1 := d1+1−2g1−
∑
I∈C1 qI andmi := di+2−2gi−
∑
I∈Ci qI ,
when 2 ≤ i ≤ n. We used the notation |d| =∑ni=1 di.
Remark 4.4. It can look confusing that in this expression, aij for 2 ≤ i ≤ n and 1 ≤ j ≤ mi stands for a
formal variable and an integer when we write the ith constraint
Ai −
i−1∑
l=1
K{l,i} +
n∑
l=i+1
K{i,l} = 0
of conditions β. This is due to the presence of Ehrhart polynomials. Indeed, according to [BR16, Lemma
A.1], for any list of integers A2, . . . , An, the coefficient of any power in z1, . . . , zn of
∏
I∈C

 1qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qIW
I
(
kI1 , . . . , k
I
qI , zI
)


is a polynomial in the variables A2, . . . , An. We will then use the Ai’s and the a
i
j ’s as integers and formal
variables.
Step 3. We use the same simplification than Step 3 in Section 4.2.2, that is we consider the simplifications
coming from extracting the coefficient of ai1 . . . a
i
m1 in each factor of the product over i.
• Recall that S an even power series so that the coefficient of α in S(αz) × F (α) is the coefficient of
α in F . Hence, we can replace, in our expression of 〈τ0τd1 . . . τdn〉0,g, W1 by
S(
∑n
i=1Aiz1)
S(z1)
and Wi by
1
S(zi)
, when 2 ≤ i ≤ n.
• Thanks to these simplifications, we see that we extract the coefficient of ∏ni=1 ai1 . . . aim1 from a
power series which only depends in the aji ’s through their sums Ai =
∑mi
j=1 a
i
j , for 1 ≤ i ≤ n. This
is equivalent to extracting the coefficient of
∏n
i=1
A
mi
i
mi!
from the same power series.
• For simplicity (see Step 1.2), we can suppose that Ai > 0, with i ≥ 2.
Thanks to these three points, we get
〈τ0τd1 . . . τdn〉0,g =
∑
g1+···+gn+
∑
I∈C qI=g+n−1
with conditionsγ
√−1n−2−|d|
×
n∏
i=1
(
[Amii ]
[
z2gii
] 1
S (zi)
)
S (|A| z1)
×
∏
I∈C

 1qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qIW
I
(
kI1 , . . . , k
I
qI , zI
)

 , (23)
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where we used the notations |A| =∑ni=1Ai.
Step 4. We perform some change of variable in our expression of 〈τ0τd1 . . . τdn〉0,g. We will then organize
this expression to see 〈τ0τd1 . . . τdn〉0,g as the coefficient of a product of exponential power series. This will
allow us to use known properties of Eulerian numbers.
We perform the change of variables zi := Aizi, with 1 ≤ i ≤ n in Expression (23). We get
〈τ0τd1 . . . τdn〉0,g =
∑
g1+···+gn+
∑
I∈C qI=g+n−1
with conditionsγ
√−1n−2−|d|
×
n∏
i=1
([
Ami+2gii
] [
z2gii
] 1
S (Aizi)
)
S (|A|A1z1)
×
∏
I∈C

 1qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qIW˜
I
(
kI1 , . . . , k
I
qI , zI
)

 ,
where we used the notation
W˜ I
(
kI1 , . . . , k
I
qI , zI
)
: = W I
(
kI1 , . . . , k
I
qI , Aizi, Ajzj
)
= S
(
kI1Aizi
)
. . . S
(
kIqIAizi
)
S
(
kI1Ajzj
)
. . . S
(
kIqIAjzj
)
for any pair I = {i, j} of C.
Using that m1 = d1+1−2g1−
∑
I∈C1 qI and mi = di+2−2gi−
∑
I∈Ci qI , when 2 ≤ i ≤ n, we re-write
this expression as
〈τ0τd1 . . . τdn〉0,g =
∑
∑
I∈C qI≤g+n−1
with conditionsγ
√−1n−2−|d|
[
A
d1+1−
∑
I∈C1
qI
1 A
d2+2−
∑
I∈C2
qI
2 . . . A
dn+2−
∑
I∈Cn
qI
n
]
×
∑
g1+···+gn=g+n−1−
∑
I∈C qI
[
z2g11 . . . z
2gn
n
]
× S (|A|A1z1)
n∏
i=1
(
1
S (Aizi)
)∏
I∈C

 1qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qIW˜
I
(
kI1 , . . . , k
I
qI , zI
)


︸ ︷︷ ︸
G(z1,...,zn)
.
We use in this expression that∑
g1+···+gn=g+n−1−
∑
I∈C qI
[
z2g11 . . . z
2gn
n
]
G (z1, . . . , zn) =
[
z2g+2n−2−
∑
I∈C 2qI
]
G (z, . . . , z)
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to obtain
〈τ0τd1 . . . τdn〉0,g =
∑
∑
I∈C qI≤g+n−1
with conditionsγ
√−1n−2−|d|
[
A
d1+1−
∑
I∈C1
qI
1 A
d2+2−
∑
I∈C2
qI
2 . . . A
dn+2−
∑
I∈Cn
qI
n
]
×
[
z2g+2n−2−
∑
I∈C 2qI
]
× S (|A|A1z)
n∏
i=1
(
1
S (Aizi)
)∏
I∈C

 1qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qIW˜
I
(
kI1 , . . . , k
I
qI , zI
)

 .
Then, we rewrite this expression as
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
]
S (|A|A1z)
n∏
i=1
(
1
S (Aizi)
)
1
A1A22 . . . A
2
nz
2n−2
×
∑
∑
I∈C qI≤g+n−1
with conditionsγ
∏
I={i,j}∈C

A
qI
i A
qI
j z
2qI
qI !
∑
kI
1
,...,kIqI>0
with conditionsβ
kI1 . . . k
I
qI
W˜ I
(
kI1 , . . . , k
I
qI
, zI
)

 .
We can extend the range of summation to
∑
I∈C qI running from 0 to ∞. Indeed, it is clear from this
expression that the terms with
∑
I∈C qI > g + n− 1 vanishes, since we extract the coefficient of z2g from
a power series with a factor z
2
∑
I∈C qI
z2n−2
. Hence, we rewrite the second line of the expression in the following
way
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
]
S (|A|A1z)
n∏
i=1
(
1
S (Aiz)
)
1
A1A22 . . . A
2
nz
2n−2 (24)
×
n∏
i=2


i−1∏
j=1


∑
q{i,j}≥0
A
q{i,j}
i A
q{i,j}
j z
2q{i,j}
q{i,j}!
∑
kI
1
,...,kIq{i,j}
>0
with conditionsβ
k
{i,j}
1 . . . k
{i,j}
q{i,j}
W˜ {i,j}
(
k
{i,j}
1 , . . . , k
{i,j}
q{i,j}
, zi, zj
)

− 1

 .
Note that when
∑i−1
j=1 q{i,j} = 0, for any 2 ≤ i ≤ n, the product running over j equals 1 so that conditions γ
are satisfied. Then we rewrite the last line of this expression as the coefficient of an exponential series.
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Using the expression of W˜ {i,j}
(
k
{i,j}
1 , . . . , k
{i,j}
q{i,j} , zi, zj
)
and conditions β, we get
n∏
j=2


j−1∏
i=1


∑
q{i,j}≥0
A
q{i,j}
i A
q{i,j}
j z
2q{i,j}
q{i,j}!
∑
kI
1
,...,kIq{i,j}
>0
with conditionsβ
k
{i,j}
1 . . . k
{i,j}
q{i,j}
W˜ {i,j}
(
k
{i,j}
1 , . . . , k
{i,j}
q{i,j}
, zi, zj
)

− 1


=
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1
exp
(
AiAjz
2
∑
k>0
kS (kAizi)S (kAjzj)
(
ti
tj
)k)
− 1


∣∣∣∣∣∣
t1=1
.
Substituting this expression in Eq. (24), we get
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
]
S (|A|A1z)
n∏
i=1
(
1
S (Aiz)
)
1
A1A22 . . . A
2
nz
2n−2
×
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1
exp
(
AiAjz
2
∑
k>0
kS (kAizi)S (kAjzj)
(
ti
tj
)k)
− 1


∣∣∣∣∣∣
t1=1
.
(25)
Step 5. The second line of Eq. (25) is simplified using the following property.
Proposition 4.5 (The products of exponentials formula). Fix n positive integers A1, ..., An. Fix n formal
variables t1, . . . , tn ; by convention, let t1 = 1. We have
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1
exp
(
AiAjz
2
∑
k>0
kS (kAiz)S (kAjz)
(
ti
tj
)k)
− 1


=A1A
2
2 . . . A
2
nz
2n−2
(
n∑
i=1
Ai
)n−2 ∏n
i=1 S (Aiz)
S (A1z + · · ·+Anz)
n∏
r=2
S (Ar (A1z + · · ·+Anz)) .
This proposition is proved in Section 5 using properties of Eulerian numbers.
According to this proposition, we get
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
]
S (|A|A1z)
n∏
i=1
(
1
S (Aiz)
)
1
A1A22 . . . A
2
nz
2n−2
×A1A22 . . . A2nz2n−2 |A|n−2
∏n
i=1 S (Aiz)
S (|A| z)
n∏
r=2
S (Ar |A| z)
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that we simplify as
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
] |A|n−2
S (|A| z)
n∏
r=1
S (Ar |A| z) .
Finally, with the change of variable z := z|A| , we get
〈τ0τd1 . . . τdn〉0,g =
√−1n−2−|d|
[
Ad11 A
d2
2 . . . A
dn
n z
2g
]
|A|2g+n−2 1
S (z)
n∏
r=1
S (Arz)
and we recognize the expression of 〈〈τ0τd1 . . . τdn〉〉g given by Expression (5).
5 Proof of the products of the exponentials formula
The purpose of this section is to prove Proposition 4.5 which ends the proof of the main theorem. To do
so, we first use Corollary 3.9 which follows from Eulerian numbers properties. We get
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1
exp
(
AiAjz
2
∑
k>0
kS (kAiz)S (kAjz)
(
ti
tj
)k)
− 1


=
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1

1 + 4∑
k>0
sh
(
Ai
2 z
)
sh
(
Aj
2 z
)
sh
(
Ai+Aj
2 z
) sh(kAi +Aj
2
z
)(
ti
tj
)k− 1

 ,
where we used the convention t1 = 1. Recall that A1, . . . , An are positive integers and t2, . . . , tn, z are
formal variables.
Proposition 5.1. Fix (n− 1) positive integers a2, ..., an and n formal variables A˜1, ..., A˜n. Fix (n− 1)
more formal variables t2, . . . , tn ; by convention, let t1 = 1. We have
[ta22 . . . t
an
n ]
n∏
i=2

i−1∏
j=1

1 + 4∑
k>0
sh
(
A˜i
)
sh
(
A˜j
)
sh
(
A˜i + A˜j
) sh(k (A˜i + A˜j))( ti
tj
)k− 1


= 22(n−1)
∏n
i=1 sh
(
A˜i
)
sh
(
A˜1 + · · · + A˜n
) ( n∏
r=2
(
sh
(
ar
(
A˜1 + ...+ A˜r
)
+ A˜r (ar+1 + ...+ an)
)))
.
Before proving this proposition, let us end the proof of the products of exponentials formula. According
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to this proposition by substituting A˜i :=
Ai
2 z and ai := Ai, we find
[
tA22 . . . t
An
n
] n∏
i=2

i−1∏
j=1

1 + 4∑
k>0
sh
(
Ai
2 z
)
sh
(
Aj
2 z
)
sh
(
Ai+Aj
2 z
) sh(kAi +Aj
2
z
)(
ti
tj
)k− 1


= 22(n−1)
∏n
i=1 sh
(
Ai
2 z
)
sh
(
A1+···+An
2 z
) n∏
r=2
sh
(
Ar (A1 + ...+An)
2
z
)
= A1A
2
2 . . . A
2
nz
2n−2
(
n∑
i=1
Ai
)n−2 ∏n
i=1 S (Aiz)
S (A1z + · · ·+Anz)
n∏
r=2
S (Ar (A1z + · · · +Anz)) ,
where we used the notation S (z) = sh(z/2)z/2 to obtain this equality. This proves the products of exponentials
formula.
Convention. In the rest of this section, we make no use of the positive integers A1, . . . , An. However we
will intensively use the formal variables A˜1, . . . , A˜n. For convenience, we change the notation by removing
the tildes on these formal variables.
Proof of Proposistion 5.1 . We prove this formula by induction over n. The first step n = 2 is obvious.
Suppose this induction is proved until step n. We prove the (n+ 1)-th step. Start from the LHS
[
ta22 . . . t
an+1
n+1
] n+1∏
i=2

i−1∏
j=1
(
1 + 4
∑
k>0
sh (Ai) sh (Aj)
sh (Ai +Aj)
sh (k (Ai +Aj))
(
ti
tj
)k)
− 1

 .
We decompose the product in order to use the induction hypothesis ; we move the terms corresponding
to i = n+ 1 on a second line and get[
ta22 . . . t
an
n t
an+1
n+1
]
×
n∏
i=2

i−1∏
j=1
(
1 + 4
∑
k>0
sh (Ai) sh (Aj)
sh (Ai +Aj)
sh (k (Ai +Aj))
(
ti
tj
)k)
− 1


×
(
n∏
s=1
(
1 + 4
∑
l>0
sh (As) sh (An+1)
sh (As +An+1)
sh (k (As +An+1))
(
tn+1
ts
)l)
− 1
)
.
We simplify the series on the second line of the expression using the induction hypothesis. We get[
ta22 . . . t
an
n t
an+1
n+1
]
× 22(n−1)
∏n
i=1 sh (Ai)
sh (A1 + · · · +An)
∑
i2,...,in>0
n∏
r=2
sh (ir (A1 + ...+Ar) +Ar (ir+1 + ...+ kn)) t
ir
r
×
(
n∏
s=1
(
1 + 4
∑
k>0
sh (As) sh (An+1)
sh (As +An+1)
sh (k (As +An+1))
(
tn+1
ts
)k)
− 1
)
.
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We obtain the result using the following proposition with
u := tn+1, b := an+1, B := An+1, and Xr = 0 for 2 ≤ r ≤ n.
Proposition 5.2 (The sinh formula). Fix n positive integers a2, . . . , an, b and 2n formal variables A1, . . . , An, B,X2, . . . ,Xn.
Fix n more formal variables t2, . . . , tn, u ; by convention, let t1 = 1. Then the coefficient of t
a2
2 . . . t
an
n u
b in
the formal power series
∑
i2,...,in>0
n∏
r=2
sh (ir (A1 + · · ·+Ar) +Ar (ir+1 + · · ·+ in) +Xr) tirr
×


n∏
s=1

1 + 4∑
js>0
sh (As) sh (B)
sh (As +B)
sh (js (As +B))
(
u
ts
)js− 1


is
4
sh (A1 + · · ·+An) sh (B)
sh (A1 + · · ·+An +B)
n∏
r=2
(
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
)
sh (b (A1 + · · ·+An +B)) .
The purpose of the rest of this section is to prove the sinh formula. The proof goes by induction. We
prove the case n = 2 in Section 5.1. The heredity is proved in Section 5.2.
5.1 Proof by induction of the sinh formula: initialization
We prove in this section, the case n = 2 of the sinh formula. We begin by a series of lemmas.
Lemma 5.3. Let α, β and γ be some formal variables. We have
ch (α) sh (β + γ)− ch (β) sh (α+ γ) = sh (α− β) sh (γ) .
Proof. One can check this formula using the basic hyperbolic identities.
Lemma 5.4. Let µ and ν be some formal variables. We have
b∑
j=0
sh (µj + ν) =
sh (µ (b+ 1) /2) sh (µb/2 + ν)
sh (µ/2)
=
ch (µ/2)
sh (µ/2)
sh (bµ/2) sh (bµ/2 + ν) + ch (bµ/2) sh (bµ/2 + ν) .
Proof. Using the exponential form of the hyperbolic sine and geometric sums, we obtain the first equality.
The second equality is obtained by using sh
(
µb
2 +
µ
2
)
= ch
(µ
2
)
sh
(
bµ
2
)
+ ch
(
bµ
2
)
sh
(µ
2
)
and simplifying.
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Lemma 5.5. Fix two integers a, b and four formal variables A1, A2, B,X. We have
b∑
j=0
sh
(
(a+ j) (A1 +A2) +X
)
sh
(
(b− j) (A1 +B)
)
sh
(
j (A2 +B)
)
=
ch (A1)
sh (A1)
sh (bA1) sh (a (A1 +A2)− bB +X)
+
ch (A2)
sh (A2)
sh (bA2) sh (a (A1 +A2) + b (A1 +A2 +B) +X)
+
ch (B)
sh (B)
sh (bB) sh (−a (A1 +A2)− bA1 −X)
+
ch (A1 +A2 +B)
sh (A1 +A2 +B)
sh (b (A1 +A2 +B)) sh (−a (A1 +A2)− bA2 −X) .
Proof. We start from the LHS of this formula. We first linearize the product of the three hyperbolic sine
using
sh (u) sh (v) sh (w) = sh (u+ v + w) + sh (u− v − w) + sh (−u+ v − w) + sh (−u− v + w) (26)
with
u = (a+ j) (A1 +A2) +X
v = (b− j) (A1 +B)
w = j (A2 +B) .
Then, we use the formula of Lemma 5.4
b∑
j=0
sh (µj + ν) =
ch (µ/2)
sh (µ/2)
sh (µb/2) sh (µb/2 + ν) + ch (µb/2) sh (µb/2 + ν)
to compute the finite sum of each of the four terms in the RHS of Eq. (26). We find
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b∑
j=0
sh (u− v − w) =ch (A1)
sh (A1)
sh (bA1) sh (a (A1 +A2)− bB +X) (27)
+ ch (bA1) sh (a (A1 +A2)− bB +X)
b∑
j=0
sh (u+ v + w) =
ch (A2)
sh (A2)
sh (bA2) sh (a (A1 +A2) + b (A1 +A2 +B) +X) (28)
+ ch (bA2) sh (a (A1 +A2) + b (A1 +A2 +B) +X)
b∑
j=0
sh (−u− v + w) =ch (B)
sh (B)
sh (bB) sh (−a (A1 +A2)− bA1 −X) (29)
+ ch (bB) sh (−a (A1 +A2)− bA1 −X)
b∑
j=0
sh (−u+ v − w) =ch (A1 +A2 +B)
sh (A1 +A2 +B)
sh (b (A1 +A2 +B)) sh (−a (A1 +A2)− bA2 −X) (30)
+ ch (b (A1 +A2 +B)) sh (−a (A1 +A2)− bA2 −X) .
Finally, we prove that the sum of the seconds terms in the RHS of Equations (27), (28), (29), (30) vanishes.
This will end the proof.
We sum the second term of the RHS of Eq. (27) and the second term of the RHS of Eq. (29). Using
Lemma 5.3, that is
ch (α) sh (β + γ)− ch (β) sh (α+ γ) = sh (α− β) sh (γ)
with α = bA1, β = −bB and γ = a (A1 +A2) +X, we find
ch (bA1) sh (a (A1 +A2)− bB +X) + ch (bB) sh (−a (A1 +A2)− bA1 −X)
= sh (b (A1 +B)) sh (a (A1 +A2) +X) .
We sum the second term of the RHS of Eq. (28) and the second term of the RHS of Eq. (30). Using
Lemma 5.3 with α = bA2, β = b (A1 +A2 +B) and γ = a (A1 +A2) +X, we find
ch (bA2) sh (a (A1 +A2) + b (A1 +A2 +B) +X) + ch (b (A1 +A2 +B)) sh (−a (A1 +A2)− bA2 −X)
= −sh (b (A1 +B)) sh (a (A1 +A2) +X) .
Hence,
0 =ch (bA1) sh (a (A1 +A2)− bB +X) + ch (bB) sh (−a (A1 +A2)− bA1 −X)
+ ch (bA2) sh (a (A1 +A2) + b (A1 +A2 +B) +X) + ch (b (A1 +A2 +B)) sh (−a (A1 +A2)− bA2 −X)
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Lemma 5.6. Let α, β and γ be some formal variables. We have
sh (α) sh (β) + sh (γ) sh (α+ β + γ) = sh (α+ γ) sh (β + γ) .
Proof. One can check this formula using the usual hyperbolic identities.
Lemma 5.7. Let A1, A2 and B be some formal variables. We have
ch (A1) sh (A2) sh (B) sh (A1 +A2 +B)
+sh (A1) ch (A2) sh (B) sh (A1 +A2 +B)
+sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)
−sh (A1) sh (A2) sh (B) ch (A1 +A2 +B)
=sh (A1 +B) sh (A2 +B) sh (A1 +A2) .
Proof. We start from the LHS. We use the hyperbolic identity sh (α+ β) = sh (α) ch (β) + ch (α) sh (β).
We sum the two first lines using α = A1 and β = A2, we obtain
sh (A1 +A2) sh (B) sh (A1 +A2 +B) .
We sum the two last lines using α = −B and β = A1 +A2 +B, we obtain
sh (A1) sh (A2) sh (A1 +A2) .
Finally we sum these two terms. We factor sh (A1 +A2) and use Lemma 5.6 to obtain the expected
result.
We now prove the case n = 2 of the sinh formula.
Proposition 5.8. Fix two integers a2, b and four formal variables A1, A2, B,X. Fix two more formal
variables t2, u. Then the coefficient of t
a2
2 u
b in the formal power series∑
i>0
sh (i (A1 +A2) +X) t2


1 + 4∑
j1>0
sh (A1) sh (B)
sh (A1 +B)
sh (j0 (A1 +B)) u
j1



1 + 4∑
j2>0
sh (A2) sh (B)
sh (A2 +B)
sh (j1 (A2 +B))
(
u
t2
)j2
− 1
}
is
4
sh (A1 +A2) sh (B)
sh (A1 +A2 +B)
(sh (a2 (A1 +A2) +A2b+X)) sh (b (A1 +A2 +B))
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Proof. We re-write the power series of the LHS of the proposition as
Φ {(1 + ∆1) (1 + ∆2)− 1}
with
Φ =
∑
i≥0
sh (i (A1 +A2) +X) t2
∆1 = 4
∑
j1≥0
sh (A1) sh (B)
sh (A1 +B)
sh (j0 (A1 +B))u
j1
∆2 = 4
∑
j2≥0
sh (A2) sh (B)
sh (A2 +B)
sh (j1 (A2 +B))
(
u
t2
)j2
.
We begin by expanding the expression
Φ {(1 + ∆1) (1 + ∆2)− 1} = ∆1Φ︸︷︷︸
term (i)
+ ∆2Φ︸︷︷︸
term (ii)
+ Φ∆1∆2︸ ︷︷ ︸
term (iii)
.
Then we extract the coefficient of ta22 u
b :
in term (i) = 4
sh (A1) sh (B)
sh (A1 +B)
sh (b (A1 +B)) sh (a2 (A1 +A2) +X) ,
in term (ii) = 4
sh (A2) sh (B)
sh (A2 +B)
sh (b (A2 +B)) sh ((a2 + b) (A1 +A2) +X) ,
in term (iii) = 16
sh (A1) sh (B)
sh (A1 +B)
sh (A2) sh (B)
sh (A2 +B)
×
b∑
j=0
sh ((a2 + j) (A1 +A2) +X) sh ((b− j) (A1 +B)) sh (j (A2 +B)) .
Observing that 4sh (B) appears in terms (i), (ii) and (iii) but also in the result, we factor it out. For
reasons that will become clear, we also factor out 1sh(A1+B)sh(A2+B)sh(A1+A2+B) . Hence, we re-define our
three terms by
term (i) := sh (A1) sh (A2 +B) sh (A1 +A2 +B) sh (b (A1 +B) sh (a2 (A1 +A2) +X)) ,
term (ii) := sh (A2) sh (A1 +B) sh (A1 +A2 +B) sh (b (A2 +B) sh ((a2 + b) (A1 +A2) +X)) ,
term (iii) := 4sh (A1) sh (B) sh (A2) sh (A1 +A2 +B)
+
b∑
j=0
sh ((a2 + j) (A1 +A2) +X) sh ((b− j) (A1 +B)) sh (j (A2 +B)) .
In Step 1, we develop terms (i) and (ii) using a basic hyperbolic identity. We also compute the sum of
term (iii) using Lemma 5.5. We obtain 8 terms from terms (i), (ii) and (iii). Then in Step 2, we combine
7 of these terms using Lemma 5.6. Finally, in Step 3, we combine all the terms and we use Lemma 5.7 to
obtain the result.
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Step 1. Term (i) : using the hyperbolic identity sh (A2 +B) = sh (A2) ch (B)+ sh (B) ch (A2), we split
term (i) in a sum of two terms. We get
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)× sh (b (A1 +B)) sh (a2 (A1 +A2) +X) (ia)
+ sh (A1) ch (A2) sh (B) sh (A1 +A2 +B)× sh (b (A1 +B)) sh (a2 (A1 +A2) +X) . (ib)
Term (ii) : using the same hyperbolic identity for sh (A1 +B), we split term (ii) in a sum of two
terms. We get
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)× sh (b (A2 +B)) sh ((a2 + b) (A1 +A2) +X) (iia)
+ ch (A1) sh (A2) sh (B) sh (A1 +A2 +B)× sh (b (A2 +B)) sh ((a2 + b) (A1 +A2) +X) . (iib)
Term (iii) : we use Lemma 5.5 to compute the sum. This gives four terms
ch (A1) sh (A2) sh (B) sh (A1 +A2 +B)× sh (bA1) sh (a2 (A1 +A2)− bB +X) (iiia)
+ sh (A1) ch (A2) sh (B) sh (A1 +A2 +B)× sh (bA2) sh (a2 (A1 +A2) + b (A1 +A2 +B) +X) (iiib)
+ sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)× sh (bB) sh (−a2 (A1 +A2)− bA1 −X) (iiic)
+ sh (A1) sh (A2) sh (B) ch (A1 +A2 +B)× sh (b (A1 +A2 +B)) sh (−a2 (A1 +A2)− bA2 −X) . (iiid)
Step 2. We now combine the terms (ia) until (iiic). We will do so using the formula of Lemma 5.6, that
is
sh (α) sh (β) + sh (γ) sh (α+ β + γ) = sh (α+ γ) sh (β + γ) .
• We sum terms (iiia) and (iib). They have the common factor ch (A1) sh (A2) sh (B) sh (A1 +A2 +B).
We get
ch (A1) sh (A2) sh (B) sh (A1 +A2 +B)
× [sh (bA1) sh (a2 (A1 +A2)− bB +X) + sh (b (A2 +B)) sh ((a2 + b) (A1 +A2) +X)] .
Then simplify the expression appearing inside the brackets using Lemma 5.6 with α = bA1, β =
a2 (A1 +A2)− bB +X and γ = b (A2 +B). We find
ch (A1) sh (A2) sh (B) sh (A1 +A2 +B)× sh (b (A1 +A2 +B)) sh (a2 (A1 +A2) + bA2 +X) . (31)
• We sum terms (ib) and (iiib) using the same computation. They have the common factor
sh (A1) ch (A2) sh (B) sh (A1 +A2 +B). We get
sh (A1) ch (A2) sh (B) sh (A1 +A2 +B)
× [sh (b (A1 +B)) sh (a2 (A1 +A2) +X) + sh (bA2) sh (a2 (A1 +A2) + b (A1 +A2 +B) +X)] .
Then simplify the expression appearing inside the brackets using Lemma 5.6 with α = b (A1 +B),
β = a2 (A1 +A2) +X, γ = bA2. We find
sh (A1) ch (A2) sh (B) sh (A1 +A2 +B)× sh (b (A1 +A2 +B)) sh (a2 (A1 +A2) + bA2 +X) . (32)
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• We sum the terms (ia) and (iia) and (iiic). They have the common factor
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B). First re-write (ia) + (iiic) as
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)
× [sh (b (A1 +B)) sh (a2 (A1 +A2) +X) + sh (bB) sh (−a2 (A1 +A2)− bA1 −X)] .
We then apply Lemma 5.6 with α = b (A1 +B), β = a2 (A1 +A2) +X and γ = −bB. We get
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)× sh (bA1) sh (a2 (A1 +A2)− bB +X) .
Then, we add the term (iia) to this expression, we get
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)
× [sh (bA1) sh (a2 (A1 +A2)− bB +X) + sh (b (A2 +B)) sh ((a2 + b) (A1 +A2) +X)] .
Finally, we use Lemma 5.6 with α = bA1, β = a2 (A1 +A2)− bB +X and γ = b (A2 +B). We find
sh (A1) sh (A2) ch (B) sh (A1 +A2 +B)× sh (b (A1 +A2 +B)) sh (a2 (A1 +A2) + bA2 +X) . (33)
Step 3. We sum the three terms (31), (32) and (33) obtained in Step 2 with the remaining term of Step 1,
that is term (iiid). These four terms have the common factor sh (b (A1 +A2 +B)) sh (a2 (A1 +A2) + bA2 +X).
We factor it. The sum of the four remaining terms is the sum of the LHS of Lemma 5.7. Using this Lemma,
we get
sh (A1 +B) sh (A2 +B) sh (A1 +A2)× sh (b (A1 +A2 +B)) sh (a2 (A1 +A2) + bA2 +X) .
Before re-defining terms (i) , (ii) and (iii) we factored out 4sh(B)sh(A1+B)sh(A2+B)sh(A1+A2+B) . Multiplying
this factor with the expression we just obtained, we get the result.
5.2 Proof by induction of the sinh formula: heredity
Let us recall the sinh formula before proving it.
Fix n positive integers a2, . . . , an, b and 2n formal variables A1, . . . , An, B,X2, . . . ,Xn. Fix n more
formal variables t2, . . . , tn, u ; by convention, let t1 = 1. The coefficient of t
a2
2 . . . t
an
n u
b in the formal power
series ∑
i2,...,in>0
n∏
r=2
sh (ir (A1 + · · · +Ar) +Ar (ir+1 + · · · + in) +Xr) tirr
×


n∏
s=1

1 + 4∑
js>0
(As) sh (B)
sh (As +B)
sh (js (As +B))
(
u
ts
)js− 1


is
4
sh (A1 + · · ·+An) sh (B)
sh (A1 + · · ·+An +B)
n∏
r=2
(
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
)
sh (b (A1 + · · ·+An +B)) .
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Proof. We prove this formula by induction over n. The first step, for n = 2, is proved by Proposition 5.8 in the
preceding section.
We now prove the nth step by induction. We can schematically write the formula of the LHS of the proposition
as
Φ {Ψ(1 + Σ)− 1} ,
with
Φ =
∑
i2,...,in>0
n∏
r=2
sh (ir (A1 + · · ·+Ar) +Ar (ir+1 + · · ·+ in) +Xr) tirr
Ψ =
n−1∏
s=1

1 + 4 ∑
js>0
sh (As) sh (B)
sh (As +B)
sh (js (As +B))
(
u
ts
)js
Σ = 4
∑
jn>0
sh (An) sh (B)
sh (An +B)
sh (jn (An +B))
(
u
tn
)jn
.
We split the expression in three terms :
Ψ(1 + Σ)− 1 = Σ︸︷︷︸
term 1
+ (Ψ− 1)︸ ︷︷ ︸
term 2
+Σ(Ψ− 1)︸ ︷︷ ︸
term 3
.
We now extract the coefficient ta22 . . . t
an
n u
b in the three terms coming from this development, that is from ΦΨ,
Φ (Ψ− 1) and ΦΣ (Ψ− 1). In the second and third term, we will need the (n− 1)th step of the induction to extract
this coefficient. Then, we will sum these three coefficients, see this sum as the coefficient of a series and use the
first step of the induction to conclude.
Term 1. We extract the coefficient of ta22 . . . t
an
n u
b in ΦΣ. To do this, we remove the summations and
substitute i2 := a2, . . . , in−1 = an−1, in = an + b, jn = b, we get
n∏
r=2
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
× 4sh (An) sh (B)
sh (An +B)
sh (b (An +B)) .
For reasons that will become clear later, we move the factor r = n of the product to the second line :
n−1∏
r=2
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
× sh ((an + b) (A2 + · · ·+An) +Xn)× 4sh (An) sh (B)
sh (An +B)
sh (b (An +B)) .
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Term 2. We want to extract the coefficient of ta22 . . . t
an
n u
b in Φ (Ψ− 1). First we extract the coefficient of
tann . We get∑
i2,...,in−1>0
n−1∏
r=2
sh (ir (A1 + · · ·+Ar) +Ar (ir+1 + · · ·+ in−1) +Aran +Xr) tirr × sh (an (A1 + · · ·+An) +Xn)
×


n−1∏
s=1

1 + 4 ∑
js>0
sh (As) sh (B)
sh (As +B)
sh (ks (As +B))
(
u
ts
)ks− 1


and we re-arrange the product as
sh (an (A1 + · · ·+An) +Xn)×

 ∑
i2,...,in−1>0
n−1∏
r=2
sh (ir (A1 + · · ·+Ar) +Ar (ir+1 + · · ·+ in−1) +Aran +Xr) tirr
×


n−1∏
s=1

1 + 4 ∑
js>0
sh (As) sh (B)
sh (As +B)
sh (ks (As +B))
(
u
ts
)ks− 1



 .
We then have to extract the coefficient of ta22 ...t
an−1
n−1 u
b of the term in squared the bracket. Using the recursion
hypothesis on this term with
A1 := A1, . . . , An−1 := An−1, B := B, Xr := Xr +Aran
we get
sh (an (A1 + · · ·+An) +Xn)×
[
4
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B)
n−1∏
r=2
(
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
)
sh (b (A1 + · · ·+An−1 +B))
]
.
Finally, we re-arrange the product as
n−1∏
r=2
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
× 4 sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B) sh (an (A1 + · · ·+An) +Xn) sh (b (A1 + · · ·+An−1 +B)) .
Term 3. We want to extract the coefficient of ta22 ...t
an
n u
b in ΦΣ (Ψ− 1). Here we start by re-arranging the
product as follows :
4 ∑
jn>0
sh (An) sh (B)
sh (An +B)
sh (jn (An +B))
(
u
tn
)jn(∑
in>0
sh (in (A1 + · · ·+An) +Xn) tinn
)



 ∑
i2,...,in−1>0
n−1∏
r=2
sh (ir (A1 + · · ·+Ar) +Ar (ir+1 + · · ·+ in−1) +Arin +Xr) tirr


{
n−1∏
s=1
(
1 + 4
∑
ks>0
sh (As) sh (B)
sh (As +B)
sh (ks (As +B))
(
u
ts
)ks)
− 1
}]
.
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Now we extract the coefficient of tann u
b. Note that tn is only present in the first line of the previous expression. In
Σ, 1/tn appears with the same exponent as u, that is jn. We then extract the coefficient of t
a2
2 . . . t
an−1
n−1 u
b−jn from
the expression in the square brackets. This is done using the recursion hypothesis with
A1 := A1, . . . , An−1 := An−1, B := B, Xr := Xr +Ar (an − jn) ,
we get
b∑
jn=0
(
4
sh (An) sh (B)
sh (An +B)
sh (jn (An +B))
)(∑
in>0
sh ((an + jn) (A1 + · · ·+An) +Xn)
)
[
4
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B)
n−1∏
r=2
(
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)
)
sh ((b− jn) (A1 + · · ·+An−1 +B))
]
Again, we re-arrange the product
n−1∏
r=2
sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr)(
16
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B)
sh (An) sh (B)
sh (An +B)
b∑
jn=0
sh (jn (An +B)) sh ((an + jn) (A1 + · · ·+An) +Xn) sh ((b− jn) (A1 + · · ·+An−1 +B))
)
.
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We now combine terms 1, 2 and 3. We factor out
∏n−1
r=2 sh (ar (A1 + · · ·+Ar) +Ar (ar+1 + · · ·+ an + b) +Xr) in
these three terms. We present the rest as the coefficient of a formal series in x and y as follows(
sh ((an + b) (A2 + · · ·+An) +Xn)× 4sh (An) sh (B)
sh (An +B)
sh (b (An +B))
)
+
(
4
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B) sh (an (A1 + · · ·+An) +Xn) sh (b (A1 + · · ·+An−1 +B))
)
+
(
16
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B)
sh (An) sh (B)
sh (An +B)
b∑
jn=0
sh (jn (An +B)) sh ((an + jn) (A1 + · · ·+An) +Xn) sh ((b− jn) (A1 + · · ·+An−1 +B))
)
= [
xanyb
]∑
i>0
sh (i (A1 + · · ·+An) +Xn) xi


1 + 4∑
j>0
sh (A1 + · · ·+An−1) sh (B)
sh (A1 + · · ·+An−1 +B) sh (j (A1 + · · ·+An−1 +B)) y
j


(
1 + 4
∑
k>0
sh (An) sh (B)
sh (An +B)
sh (k (An +B))
(y
x
)k)
− 1
}
.
We recognize the recursion hypothesis for n = 2 with t1 := x, t2 := y, A1 := an, A2 := b and
A1 := A1 + · · ·+An−1, A2 := An, B := B, X2 := Xn.
Thus the expression above simplifies to
4
sh (A1 + · · ·+An) sh (B)
sh (A1 + · · ·+An +B) sh (an (A1 + · · ·+An) +Anb+Xn) sh (b (A1 + · · ·+An +B)) .
This ends the proof.
6 Proof of the level structure of the correlators
In this section we prove Proposition 1.37 that is the vanishing of the correlator 〈τd1 . . . τdn〉l,g−l if
∑
di >
4g − 3 + n − l of if ∑ di has the parity of n − l. In Section 6.1, we explain why it is sufficient to prove
these vanishings when the correlator has a τ0 insertion. The correlator 〈τ0τd1 . . . τdn〉l,g−l is expressed in
term of Ehrhart polynomials that we study in Section 6.2. We then deduce the proof of Proposition 1.37
in Section 6.3.
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6.1 String equation
We can rewrite the string equation (Theorem 2) as the following infinite system of equations
〈τ0τd1 . . . τdn〉l,g−l =
n∑
i=1
〈τd1 . . . τdi−1 . . . τdn〉l,g−l,
where g, l, d1, . . . , dn ≥ 0 and such that a correlator vanishes if τ has a negative index. In these equations,
the quantity defined by the sum of the indices of τ minus the number of τ insertions does not depend on
the correlator and is equal to
∑n
i=1 di − n − 1. Moreover, the correlators of the LHS and RHS depend on
the same indices l and g − l. We use this system of equations to express any correlator 〈τd1 . . . τdn〉l,g−l as
a sum of correlators with a τ0 insertion. Our two remarks are still valid: 〈τd1 . . . τdn〉l,g−l is expressed as a
sum of correlators with a τ0 insertion such that each correlator is indexed by l and g − l and the quantity
defined by the sum of the indices of τ minus the number of τ insertions does not depend of the correlator
and is equal to
∑
di − n (see Section 4.1.1 to solve explicitly this system using of generating series). It is
then sufficient to prove that the correlators 〈τ0τd1 . . . τdn〉 vanish if
∑
di > 4g − 2 + n− l or if
∑
di has the
parity of n− l + 1 in order to prove Proposition 1.37.
6.2 Properties of the Ehrhart polynomials of Buryak and Rossi
The vanishing of the correlators come from the properties the following Ehrhart polynomials.
Lemma 6.1 ([BR16]). Fix a list of q positive integers (r1, . . . , rq). The function
Cr1,...,rq (N) =
∑
k1+···+kq=N
kr11 . . . k
rq
q
is a polynomial in N of degree q − 1 +∑ ri. Moreover, this polynomial has the parity of q − 1 +∑ ri.
We then deduce the following lemma.
Lemma 6.2. Let P (k1, . . . , kq) ∈ C [k1, . . . , kn] be an even (resp. odd) polynomial. Then∑
k1+···+kq=N
k1 . . . kqP (k1, . . . , kq)
is an odd (resp. even) polynomial in the indeterminate N of degree 2q − 1 + degP .
By induction, we obtain the following lemma.
Lemma 6.3. Fix an integer n ≥ 2 and a list A2, . . . , An of nonnegative integers. Let C be the set of pairs (2-element
subsets) of {1, . . . , n}. Fix another list of nonnegative integers (qI , I ∈ C). Let P
(
kIi , I ∈ C, 1 ≤ i ≤ qI
)
be an even
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(resp. odd) polynomial in the inderterminates kIi , where I ∈ C and 1 ≤ i ≤ qI . Then∑
∑n−1
i=1 K
{i,n}=An
∏
I∈Cn
kI1 . . . k
I
qI
×
∑
∑n−2
i=1 K
{i,n−1}=An−1+K{n−1,n}
∏
I∈Cn−1\Cn
kI1 . . . k
I
qI
× . . .
×
∑
K{1,2}=A2+
∑
n
j=3 K
{2,j}
k
{1,2}
1 . . . k
{1,2}
q{1,2}
× P (kIi , I ∈ C, 1 ≤ i ≤ qI) ,
is a polynomial in the indeterminates A2, . . . , An with the parity of degP − (n− 1) (resp. degP − n) of degree
2
∑
I∈C qI − (n− 1) + degP . We used the notation KI =
∑qI
i=1 k
I
i .
6.3 Proof of the level structure
We now prove Proposition 1.37. We first obtain an expression of the correlators 〈τ0τd1 . . . τdn〉l,g−l in term
of the polynomials of Lemma 6.3. The level structure follows from the vanishing properties of these
polynomials.
Proposition 6.4. Fix three nonnegative integers n, g, l and a list (d1, . . . , dn) of nonnegative integers. We have
〈τ0τd1 . . . τdn〉l,g−l
=
√−1n−2−3l−
∑
di
∑
g1+···+gn+
∑
I∈C qI=g+n−1
with conditionsα and γ
∑
l1+···+ln=l
li≤gi
[
a11 . . . a
1
m1
. . . an1 . . . a
n
mn
]
×
∑
kIi>0, I∈C, 1≤i≤qI
with conditions β
∏
I∈C
1
qI !
kI1 . . . k
I
qI
× 1
m1!
Pd1−1,g1,l1
(
a11, . . . , a
1
m1
, k
{1,2}
1 , . . . , k
{1,2}
q{1,2}
, . . . , k
{1,n}
1 , . . . , k
{1,n}
q{1,n}
,−
∑
Ai
)
(34)
×
n∏
i=2
1
mi!
Pdi,gi,li
(
ai1, . . . , a
i
m1
,−k{1,i}1 , . . . ,−k{1,i}q{1,i} , . . . , k
{i,n}
1 , . . . , k
{i,n}
q{i,n}
, 0
)
,
where
• C is the set of pairs (2-element subsets) of {1, . . . , n}; we also denote by Ci ⊂ C the subset of pairs that contain
i,
• the conditions α are
g1 + (g1 − l1) +m1 +
∑
I∈C1
qI = d1 + 1
and
gi + (gi − li) +mi +
∑
I∈Ci
qI = di + 2, when i ≥ 2,
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• the conditions β are
Ai −
i−1∑
j=1
K{j,i} +
n∑
j=i+1
K{i,j} = 0, 2 ≤ i ≤ n,
where KI =
∑qI
i=1 k
I
i ,
• the conditions γ are
i−1∑
j=1
q{i,j} ≥ 1, for 2 ≤ i ≤ n,
• the polynomial Pd,g,l (x1, . . . , xm+1), with d, g, l,m ≥ 0, is of degree 2g and defined by
Pd,g,l (x1, . . . , xm+1) =
∫
DRg(0,x1,...,xm+1)
λlψ
d+1
0 ,
where
∑m+1
i=1 xi = 0 and the ψ-class sits on the marked point with weight 0 of the double ramification cycle.
Proof. To obtain this formula we use the definition of the correlators
〈τ0τd1 . . . τdn〉l,g−l =
[
ǫ2l~g−l
] √−1g−l
~n−1
[
. . .
[
Hd1−1 , Hd2
]
, . . . , Hdn
] ∣∣∣
ui=δi,1
and proceed as in Section 4.2.2.
We first need an expression of Hd1 ⋆ Hd2 ⋆ · · · ⋆ Hdn . Start from the following expression of the Hamiltonians
Hdi =
∑
gi,mi,li≥0
ǫ2li
(√−1~)gi−li
mi!
∑
ai
1
,...,aimi
∈Z
Pdi,gi,li

ai1, . . . , aimi ,− mi∑
j=1
aij

 pai
1
. . . paimi
ex
√−1∑mij=1 aij , (35)
where the first summation satisfies gi + (gi − li) +mi = di + 2 and li ≤ gi. We proceed as in the proof of Propo-
sition 4.3: we use the associativity of the star product and its developed expression to obtain Eq. (20). We then
plug the expression of the Hamiltonian given by Eq (35) in Eq. (20). When the
∑n
j=1,j 6=i q{i,j} derivatives act
on
∑
ai
1
+···+aimi=0
Pdi,gi,li
(
ai1, . . . , a
i
mi
, 0
)
pai
1
. . . paimi
in Hdi , it remains m˜i := mi −
∑n
j=1,j 6=i q{i,j} variables p.
Similarly, it remains m˜1 := m1 −
∑n
j=2 q{1,j} variables p when the derivatives act on Hd1−1. We then obtain
Hd1 ⋆ Hd2 ⋆ · · · ⋆ Hdn
=
∑
qI≥0, I∈C
∑
g1,...,gn≥0
∑
m˜1,...,m˜n≥0
with conditionsα
∑
l1,...,ln≥0
∑
kIi>0, I∈C, 1≤i≤qI
with conditions β
×
∏
I∈C
(√−1~)qI
qI !
kI1 . . . k
I
qI
× ǫ
2l1
(√−1~)g1−l1
m˜1!
Pd1−1,g1,l1
(
a11, . . . , a
1
m˜1
, k
{1,2}
1 , . . . , k
{1,2}
q{1,2}
, . . . , k
{1,n}
1 , . . . , k
{1,n}
q{1,n}
,−
n∑
i=1
A˜i
)
pa1
1
. . . pa1m˜1
ex
√−1∑ni=1 A˜i
(36)
×
n∏
i=2
ǫ2li
(√−1~)gi−li
m˜i!
Pdi,gi,li
(
ai1, . . . , a
i
m˜1
,−k{1,i}1 , . . . ,−k{1,i}q{1,i} , . . . , k
{i,n}
1 , . . . , k
{i,n}
q{i,n}
, 0
)
pai
1
. . . pai
m˜i
,
where
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• A˜i =
∑m˜i
j=1 a
i
j , with 1 ≤ i ≤ n,
• the conditions α are
g1 + (g1 − l1) + m˜1 +
∑
I∈C1
qI = d1 + 1
and
gi + (gi − li) + m˜i +
∑
I∈Ci
qI = di + 2, when i ≥ 2,
• the conditions β are
A˜i −
i−1∑
j=1
K{j,i} +
n∑
j=i+1
K{i,j} = 0, 2 ≤ i ≤ n.
We now modify the notations by removing the tildes, i.e. we set mi := m˜i and Ai := A˜i for any 1 ≤ i ≤ n.
In Step 1.2 of Section 4.2.2 we explained why such an expression of Hd1 ⋆ Hd2 ⋆ · · · ⋆ Hdn is enough to get an
expression for 〈τ0τd1 . . . τdn〉l,g−l. We also explained that the commutators offer some simplifications given by the
conditions γ.
We now proceed as in Step 2 of Section 4.2.2: we extract the coefficient of ǫ2l~g−l in the expression of
√−1g−l
~n−1
Hd1⋆
Hd2 ⋆ · · · ⋆ Hdn given by Eq. (36), then we use the Lemma 2.1 to substitute ui = δi,1 in this coefficient. We get
Eq. (34).
We now prove that the correlator 〈τ0τd1 . . . τdn〉l,g−l vanishes when
∑
di > 4g − 2 + n − l or when
∑
di
has the parity of n+ 1− l. According to Section 6.1, this proves Proposition 1.37.
Proof of Proposition 1.37. The three last lines of Eq. (34) form a polynomial the indeterminates a11, . . . , a
1
m1
, . . . ,
an1 , . . . , a
n
mn
depending of the set of parameters S = {di, gi, li,mi|1 ≤ i ≤ n}, we denote this polynomial by QS .
The parity and the degree of this polynomial is described by Lemma (6.3). Since the polynomial Pd,g,l is even and
of degree 2g, we deduce that QS is a polynomial of degree
2
∑
I∈C
qI − (n− 1) +
n∑
i=1
2gi = 2g + n− 1
and has the parity of n − 1. We used the constraint ∑I∈C qI +∑ni=1 gi = g + n − 1 of the first summation in
formula (34) to obtain this equality.
We then extract the coefficient of a11 . . . a
1
m1
. . . an1 . . . a
n
mn
in QS. This coefficient vanishes if
n∑
i=1
mi > 2g + n− 1
or if
∑n
i=1mi has the parity of n. However conditions α give
∑n
i=1mi =
∑n
i=1 di−2g+ l+1. Hence, this coefficient
vanishes if ∑
di > 4g − 2 + n− l
or if
∑
di has the parity of n− l+ 1. This proves the proposition.
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A Proofs of the quantum integrability and the tau symmetry
The Hamiltonian density Hd is the same than the one given in [BDGR16], although it is introduced
differently. Let us verify that the two definitions lead to the same object. In particular, this will prove
Propositions 1.18 and 1.20 which are proved in [BDGR16] with their definition of Hd.
In [BDGR16], the authors defined
HBDGRd :=
∑
s≥0
(−∂x)s ∂Gd+1
∂us
,
where
Gd : =
∑
g≥0,n≥0
2g−1+n>0
(i~)
g
n!
∑
a1,...,an∈Z
(∫
DRg(−
∑
ai,a1,...,an)
ψd0Λ
(−ǫ2
i~
))
pa1 . . . pane
ix
∑
ai .
Lemma A.1. Let φ ∈ A˜. We have ∑
s≥0
(−∂x)s ∂φ
∂us
=
∑
b∈Z
e−ibx
∂φ
∂pb
. (37)
Proof. Write φ as
φ (x) =
d∑
k=0
∑
a1,...,ak∈Z
φk (a1, . . . , ak) pa1 . . . pake
ix
∑
ai
where φk (a1, . . . , ak) ∈ C [a1, . . . , ak] [[ǫ, ~]] is a symmetric polynomials in its k indeterminates a1, . . . , ak for 0 ≤
k ≤ d.
We start from the RHS of Eq. (37). Using this expression of φ, we get
∑
b∈Z
e−ibx
∂φ
∂pb
=
d∑
k≥1
k
∑
a1,...,ak−1,b∈Z
∑k−1
i=1
ai+b=0
φk
(
a1, . . . , ak−1, b
)
pa1 . . . pak−1e
−ixb
=
d∑
k=1
k
∑
a1,...,ak−1∈Z
φk
(
a1, , . . . , ak−1,−
k−1∑
i=1
ai
)
pa1 . . . pak−1e
ix
∑k−1
i=1 ai .
We will obtain this same expression from the LHS. Note that we can rewrite φ as
φ (x) =
d∑
k=0
∑
s1,...,sk≥0
(−i)
∑k
i=1 si us1 . . . usk [a
s1
1 . . . a
sk
k ]φk (a1, . . . , ak) .
Hence we find
∂φ
∂us
=
d∑
k=1
k∑
j=1
∑
a1,...,aˆj ,...,ak∈Z
(−i)s [asj]φk (a1, . . . , ak) pa1 . . . pˆaj . . . pakeix
∑k
i=1
i6=j
ai
=
d∑
k=1
k
∑
a1,...,ak−1∈Z
(−i)s [ask]φk (a1, . . . , ak) pa1 . . . pak−1eix
∑k−1
i=1 ai .
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Then we get
∑
s≥0
(−∂x)s ∂φ
∂us
=
d∑
k=1
∑
a1,...,ak−1∈Z
∑
s≥0
(
−
k−1∑
i=1
ai
)s
[ask]φk (a1, . . . , ak) pa1 . . . pak−1e
ix
∑k−1
i=1 ai .
Moreover we have
∑
s≥0
(
−∑k−1i=1 ai)s [ask]φk (a1, . . . , ak) = φk (a1, . . . ,−∑k−1i=1 ai). We then obtain the expression
of the RHS.
Proposition A.2. Fix d ≥ 0. We have
Hd = H
BDGR
d .
Proof. Using the preceding lemma and the expression of Gd+1, we find
HBDGRd =
∑
b∈Z
e−ibx
∂Gd+1
∂pb
= Hd.
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