In this work we introduce a new type of urn model with infinite but countable many colors indexed by an appropriate infinite set. We mainly consider the indexing set of colors to be the d-dimensional integer lattice and consider balanced replacement schemes associated with bounded increment random walks on it. We prove central and local limit theorems for the expected configuration of the urn and show that irrespective of the null recurrent or transient behavior of the underlying random walks, the configurations have asymptotic Gaussian distribution after appropriate centering and scaling. We show that the order of any non-zero centering is always O (log n) and the scaling is O √ log n . The work also provides similar results for urn models with infinitely many colors indexed by more general lattices in R d .
Introduction
Pólya urn schemes and its various generalizations with finitely many colors have been widely studied in literature [19, 13, 12, 1, 2, 16, 14, 15, 11, 6, 7, 9] , also see [17] for an extensive survey of many of the known results. The model is described as follows:
We start with an urn containing finitely many balls of different colors. At any time n ≥ 1, a ball is selected uniformly at random from the urn, the color of the selected ball is noted, the selected ball is returned to the urn along with a set of balls of various colors which may depend on the color of the selected ball.
The goal is to study the asymptotic properties of the configuration of the urn. Suppose there are K ≥ 1 different colors and we denote the configuration of the urn at time n by U n = (U n,1 , U n,2 . . . , U n,K ), where U n,j denotes the number of balls of color j, 1 ≤ j ≤ K. The dynamics of the urn model depends on the replacement policy which can be presented by a K × K matrix, say R whose (i, j) th entry is the number of balls of color j which are to be added to the urn if the selected color is i. In literature R is termed as replacement matrix. The dynamics of the model can then be written as
where R i is the i th row of the replacement matrix R, and i is the random color of the ball selected at the (n + 1) th draw. A replacement matrix is said to be balanced, if the row sums are constant. In that case the asymptotic behavior of the proportion of balls of different colors will be same if we change the replacement matrix R by R/s where s is the row sum. Note that the later matrix is a stochastic matrix and hence the entries are not necessarily non-negative integers. Since we will be interested mostly in the asymptotic behavior of the configuration of a balanced urn model, so without loss of any generality, we assume that the replacement matrix R is a stochastic matrix. In that case it is also customary to assume that U 0 is a probability distribution on the set of colors, which is to be interpreted as the probability distribution of the selected color of the first ball drawn from the urn. Note in this case the entries of U n indexed by the colors are no longer the number of balls of that color, but U n / (n + 1) is the probability mass function associated with the the probability distribution of the color of the (n + 1) th selected ball. In other words, if Z n is the color of the ball selected at the (n + 1) th draw then P Z n = i U 0 , U 1 , . . . , U n = U n,i n + 1 , 1 ≤ i ≤ K.
We can now consider a Markov chain with state space as the set of colors, the transition matrix as R and starting distribution as U 0 . We call such a chain, a chain associated with the urn model and vice-versa. In other words given a balanced urn model we can associate with it a unique Markov chain on the set of colors and conversely given a Markov chain on a finite state space there is an associated urn model with balls of colors indexed by the state space.
It is well known [14, 15, 6, 7, 9] that the asymptotic properties of a balanced urn are often related to the qualitative properties of this associated Markov chain on finite state space. For example, if the associated finite state Markov chain is irreducible and aperiodic with stationary distribution π then in [14, 15] it has been proved that
The reducible case for the finite color urn model has been extensively studied in [6, 7, 9] and various different kind of limiting results have been derived based on the properties of the replacement/stochastic matrix R.
In this work we introduce a new urn model with countable but infinitely many colors. We would like to note that in [5] Blackwell and MacQueen introduced a model with possibly infinitely many colors which may even be uncountable, but with a very simple replacement mechanism which corresponds to the original Pólya type schemes that is to have only a "diagonal replacement scheme". Our generalization will consider only the cases of certain infinite dimensional matrices with some non-zero off diagonal entries. Thus it is important to note that the classical Pólya scheme [19] and also the Blackwell and MacQueen scheme [5] are not covered by our generalization. We will see in Section 2 the results we obtain are very different than that in these two classical cases.
Urn Model with Infinitely Many Colors
Let {X j } j≥1 be i.i.d. random vectors taking values in Z d with probability mass function p (u) := P (X 1 = u) , u ∈ Z d . We assume that the distribution of X 1 is bounded, that is there exists a non-empty finite subset B ⊆ Z d such that p (u) = 0 for all u ∈ B. Throughout this paper we take the convention of writing all vectors as row vectors. Thus for a vector x ∈ R d we will write x T to denote it as a column vector. The notations ·, · will denote the usual Euclidean inner product on R d and · the the Euclidean norm. We will always write
We will write Σ := ((σ ij )) 1≤i,j≤d and assume that it is a positive definite matrix. Also Σ . When the dimension d = 1, we will denote the mean and variance simply by µ and σ 2 respectively and in that case we assume σ 2 > 0.
Let S n := X 0 + X 1 + · · · + X n , n ≥ 0 be the random walk on Z d starting at X 0 and with increments {X j } j≥1 which are independent. Needless to say that {S n } n≥0 is Markov chain with state-space Z d , initial distribution given by the distribution of X 0 and the transition matrix
In this work we consider the following infinite color generalization of Pólya urn scheme where the colors were indexed by
denote the configuration of the urn at time n, that is,
Starting with U 0 which is a probability distribution we define (U n ) n≥0 recursively as follows
where χ n+1 = (χ n+1,v ) v∈Z d is such that χ n+1,V = 1 and χ n+1,u = 0 if u = V where V is a random color chosen from the configuration U n . In other words
where R V is the V th row of the replacement matrix R. We will call the process (U n ) n≥0 as the infinite color urn model with initial configuration U 0 and replacement matrix R. We will also refer to it as the infinite color urn model associated with the random walk {S n } n≥0 on Z d . Throughout this paper we will assume that
It is worth noting that
for all n ≥ 0. So if Z n denotes the (n + 1) th selected color then
which implies
In other words the expected configuration of the urn at time n is given by the distribution of Z n . We will use the following two special cases for illustration purposes.
1. In one dimension we consider a trivial walk, namely, "move one step to the right". Formally, in this case d = 1 and B = {1}, the law of X 1 is given by P (X 1 = 1) = 1. The associated Markov chain S n = S 0 + n is deterministic and trivially transient. The transition matrix R is given by
We call this R the right-shift operator.
2. The other special case is the simple symmetric random walk on Z d . For this
The matrix R is given by
otherwise.
Here we note that by the famous result of Pólya [18] the simple symmetric random walk is null recurrent when d ≤ 2 and transient when d ≥ 3.
In Section 5 we will further generalize the model when the associated random walk takes values in other d-dimensional discrete lattices, for example, the triangular lattice in two dimension.
Notations
Following notations and conventions are used in the paper.
• For two sequences {a n } n≥1 and {b n } n≥1 of positive real numbers such that b n = 0 for all n ≥ 1, we will write a n ∼ b n if lim n→∞ a n b n = 1.
• As mentioned earlier, all vectors are written as row vectors unless otherwise stated. For example, a finite dimensional vector x ∈ R d is written as x = x (1) , x (2) , . . . , x (d) where x (i) denotes the i th coordinate. To be consistent with this notation matrices are multiplied to the right of the vectors. The infinite dimensional vectors are written as y = (y j ) j∈J where y j is the j th coordinate and J is the indexing set. Column vectors are denoted by x T , where x is a row vector.
• For any vector x, x 2 will denote a vector with the coordinates squared.
• By N d (µ, Σ) we denote the d-dimensional Gaussian distribution with mean vector µ ∈ R d and variance-covariance matrix Σ. For d = 1, we simply write N (µ, σ 2 ) with mean µ ∈ R and variance σ 2 > 0.
• The standard Gaussian measure on
is denoted by Φ d and its
For d = 1, we will simply write Φ for the standard Gaussian measure on (R, B (R)) and φ for its density.
• We will write ν n w −→ ν for a sequence of probability measures {ν n } converging weakly to a probability measure ν. We will also write W n ⇒ ν for a sequence of random variables/vectors {W n } converging in distribution to a probability measure ν.
• the symbol p −→ will denote convergence in probability.
• For any two random variables/vectors X and Y , we will write X d = Y to denote that X and Y have the same distribution.
Outline
In the following section we state the main results which we prove in Section 4. In Section 3 we state and prove two important results which we use in the proofs of the main results which also have some independent interest. In Section 5 we further generalize our results for urns with infinitely many colors where the color sets are indexed by other countable lattices on R d . In particular, we consider the example of the two dimensional triangular lattice. An elementary technical result which is needed in the proofs of the main results is presented in the appendix.
Main Results
Throughout this paper we assume that (Ω, F, P) is a probability space on which all the random processes are defined.
Weak Convergence of the Expected Configuration
Theorem 1. Let Λ n be the probability measure on R d corresponding to the probability vector
Recall that if Z n denotes the (n + 1) th selected color then its probability mass function is given by
So the above theorem can be restated as
Following two results are immediate applications of the Theorem 1.
, that is the underlying Markov chain moves deterministically one step to the right, then as n → ∞
Corollary 3. Let {S n } n≥0 be the simple symmetric random walk on
where
The above two results essentially show that irrespective of the recurrent or transient behavior of the under lying random walk, the associated urn models have similar asymptotic behavior. In particular limiting distribution is always Gaussian with universal orders for centering and scaling, namely, O (log n) and O √ log n respectively.
Weak Convergence of the Random Configuration
Let M 1 be the space of probability measures on R d , d ≥ 1 endowed with the topology of weak convergence. For ω ∈ Ω, let Λ n (ω) ∈ M 1 be the random probability measure corresponding to the random probability vector
n+1 . It is easy to note that the function Λ n : Ω → M 1 is measurable.
Theorem 4 is a stronger version of the Theorem 1. Using it we can conclude that given any subsequence
that is, given any subsequence
there exists a further subsequence {n kj } ∞ j=1 , such that as j → ∞, the random configuration of the urn after appropriate nonrandom centering and scaling, converges weakly almost surely to the standard Gaussian measure on d-dimension.
Local Limit Theorem Type Results for the Expected Configuration
It turns out that under certain assumptions the expected configuration of the urn at time n, namely,
, satisfy a local limit theorem.
Local Limit Type Results for One Dimension
In this subsection, we present the local limit theorems for urns with colors indexed by Z. Note that X 1 is a lattice random variable, so we can write
where a ∈ R and h > 0 is maximum value such that (14) holds. h is called the span for X 1 (see Section 3.5 of [10] ). We define
The above local limit theorem does not cover all cases. A slightly more general version can be derived by using the proof of this theorem and is given in Section 4. The next theorem is for the special case when the urn is associated with simple symmetric random walk which is not covered by Theorem 5 or its generalization given in Section 4.
where L
( 1) n is given by (15) with µ = 0 = a and σ = 1 = h.
Local Limit Type Results for Higher Dimensions
Now we consider the case d ≥ 2. X 1 is then a lattice random vector taking values in
We refer to the pages 226 -227 of [3] for a formal definition of the minimal lattice of a d-dimensional lattice random variable. Let l = det (L) (see the pages 228 -229 of [3] for more details). Now x 0 be such that P (X 1 ∈ x 0 + L) = 1 and we define
Observe that as in the one dimensional case the above theorem does not cover all the cases. The next theorem is for the special case when the urn is associated with simple symmetric random walk on d ≥ 2 dimension which is not covered by the Theorem 7.
Remark: The assumption P [X 1 = 0] > 0 can be removed, at least for some cases. Theorem 6, Theorem 8 and Theorem 12 are such examples. Because of certain technical difficulties, we do not know the full generality under which the local limit theorem holds, though we conjecture that it holds for all the cases.
Auxiliary Results
In this section, we present two results which we will need to prove the main results. These results are of independent importance and hence presented separately.
It is known from Euler product formula for gamma function, which is also referred to as Gauss's formula (see page 178 of [8] ), that
uniformly on compact subsets of C \ {0, −1, −2, . . .}.
Recall e (λ) := v∈B e λ,v p(v) is the moment generating function of X 1 . It is easy to note that e (λ) is an eigenvalue of R corresponding to the right eigenvector
From the fundamental recursion (5) we get,
Thus,
Therefore, M n (λ) is a non-negative martingale for every λ ∈ R d . In particular
We now present a representation of the marginal distribution of Z n in terms of the increments (X j ) j≥1 .
Theorem 9. For each n ≥ 1,
where {I j } j≥1 are independent random variables such that I j ∼ Bernoulli 1 j+1 , j ≥ 1 and are independent of {X j } j≥1 ; and Z 0 is a random vector taking values in Z d distributed according to the probability vector U 0 and is independent of ({I j } j≥1 ; {X j } j≥1 ).
Proof. As noted before, the probability mass function for the color of the (n + 1)
. So for λ ∈ R d , the moment generating function of Z n is given by
The equation (22) follows from (23).
Our next theorem states that around a non-trivial closed neighborhood of 0 the martingales M n (λ) n≥0 are uniformly (in λ) L 2 bounded.
Theorem 10. There exists δ > 0 such that
Proof. From (5), we obtain
It is easy to see that
(25) Therefore, we get the recursion
Dividing both sides of (26) by Π
M n (2λ) being a martingale, we obtain E [U n x (2λ)] = Π n (e (2λ)) M 0 (2λ). Therefore from (27), we get
We observe that as e (λ) > 0, so
2 ≤ 1 and hence
Using (21), we know that
Since e (0) = 1 and e (λ) is continuous as a function of λ so given η > 0 there exists 0
Γ (e (2λ) + 1)
Recall that e (λ) = v∈B e λ,v p(v). Since the cardinality of B is finite, we can choose a δ 0 > 0 such that for every
Therefore given > 0 there exists
Γ(e(2λ)+1) , e 2 (λ) and M 0 (2λ) being continuous as functions of λ are bounded for
for an appropriate positive constant C 1 .
N k=1
1 k
and
This proves (24).
Proofs of the Main Results
In this section we present the proofs of the main results.
Proofs for the Expected Configuration
Proof of Theorem 1. Using Theorem 9 we note that to prove Theorem 1 it is enough to prove it when Z 0 = 0, that is, the initial configuration of the urn consists of one ball of color 0. In that case
Now we observe that
where γ is the Euler's constant.
It is easy to note that
Since the cardinality of B is finite, so for any > 0, we have
as n → ∞. Therefore, by the Lindeberg Central Limit theorem, we conclude that as n → ∞ Z n − µ log n σ √ log n ⇒ N (0, 1).
This completes the proof in this case.
Case II: Now suppose d ≥ 2. Let Σ n = [σ k,l (n)] d×d denote the variance-covariance matrix for n j=1 I j X j then by calculations similar to that in one-dimension it is easy to see that for all k, l ∈ {1, 2, . . . d} as n → ∞ σ k,l (n) (log n)σ k,l −→ 1.
Therefore for every θ ∈ R d , by Lindeberg Central Limit Theorem in one dimension, θ,
Therefore by Cramer-Wold device, it follows that as n → ∞
So we conclude that as n → ∞
This completes the proof.
Proofs for Random Configuration
In this subsection we will present the proof of Theorem 4. We start with the following lemma which is needed in the proof of Theorem 4.
Lemma 11. Let δ be as in Theorem 10, then for every
Proof. Without loss of generality, we may assume that the process starts with a single ball of color indexed by 0. From equation (28) we get
Replacing λ by λ n = λ √ log n , we obtain
Since the convergence in formula (21) is uniform on compact sets of [0, ∞), we observe that for
We observe that lim n→∞ e (λ n ) = 1 and
Now using Theorem 10 and the dominated convergence theorem, we get
Therefore, from (35) we obtain
Observing that E M n (λ n ) = 1, we get
as n → ∞. This implies
completing the proof of the lemma.
Proof of Theorem 4. Without loss of generality, we may assume that the urn process starts with a single ball of color indexed by 0. Now Λ n is the random probability measure on R d corresponding to the random probability vector
the corresponding moment generating function is given by
The moment generating function corresponding to the scaled and centered random measure Λ cs n is 1 n + 1 e
To show (13) it is enough to show that for every subsequence {n k } k≥1 , there exists a further subsequence {n kj } ∞ j=1 such that as j → ∞
for all λ ∈ [−δ, δ] d almost surely, where δ is as in Theorem 10. From Theorem 1 we know that
Therefore using (23) as n → ∞ we obtain,
. Now using Theorem 16 from the appendix it is enough to show (39) only for
From Lemma 11 we know that for all
Therefore using the standard diagonalization argument we can say that given a subsequence {n k } k≥1 there exists a further subsequence {n kj } ∞ j=1 such that for
Remark: It is worth noting that the proofs of Theorems 1 and 4 go through if we assume U 0 to be non random probability vector such that there exists r > 0 with
Proofs of the Local Limit Type Results
In this section, we present the proofs for the local limit theorems. As before, we present the proof for d = 1 first.
Proof for the Local Limit Theorems for d=1
Proof of Theorem 5. Without loss of generality we may assume µ = 0 and σ = 1. We further assume that the process begins with a single ball of color indexed by 0. From Theorem 9, we know that Z n d = n k=1 I j X j . X j is a lattice random variable, therefore I j X j is also so. Now by our assumption that P (X 1 = 0) > 0, we have 0 ∈ B, therefore I j X j and X j have the same lattice structure. Therefore Z n is a lattice random variable with lattice L (1) n . Applying Fourier inversion formula, for all x ∈ L (1)
n we obtain
Notice that without loss of any generality, we now can assume h = 1. Also by Fourier inversion formula, for all x ∈ R φ(x) = 1 2π
Given > 0, there exists N large enough such that for all n ≥ N log nP
Given M > 0, we can write for all n large enough
Given > 0 we choose an M > 0 such that
Therefore,
We know from Theorem 1 that as n → ∞,
2 . Therefore, for the chosen M > 0 by bounded convergence theorem we get as n → ∞
We will show that as n → ∞, I(n) −→ 0. Since
where e (it) = E e itX1 . Therefore,
Π n e(it/ log n) .
Applying a change of variables t √ log n = w, we obtain
Now there exists δ > 0 such that for all t ∈ (0, δ)
Therefore using the inequality 1 − x ≤ e −x , we obtain 1 −
Hence, for all t ∈ (0, δ)
We observe from (45) that we can write
ψ n w log n dw + log n π δ ψ n w log n dw.
Let us write
ψ n w log n dw and I 2 (n) = log n π δ ψ n w log n dw.
From (47) we have I 1 (n) −→ 0 as n → ∞.
Since we have assumed h = 1 so for all t ∈ [δ, 2π), |e (it)| < 1. The characteristic function being continuous in t, there exists 0 < η < 1 such that |e (it)| ≤ η for all t ∈ [δ, π]. Therefore
It follows that
where C 2 is some positive constant. So as n → ∞
Combining the facts that I 1 (n) −→ 0, I 2 (n) −→ 0 as n → ∞ and from (43) and (44), the proof is complete.
As discussed before, Theorem 5 only cover the cases which are lazy walks. Suppose now P [X 1 = 0] = 0 and leth be the span for X 1 . We can now write P (I 1 X 1 ∈ a + hZ) = 1, where a ∈ R and h > 0 is the span for I 1 X 1 . It is easy to note that h ≤h. Following result gives a local limit theorem for the case wheñ h < 2h.
(1)
Proof. Without loss of generality we may assume that µ = 0, σ = 1 and the process begins with a single ball of color indexed by 0. The proof is similar to the proof of Theorem 5 and therefore we omit certain details. Since for j ∈ N, the span of
n we obtain by Fourier inversion formula
. Without loss of generality, we may assume h = 1. Also by Fourier inversion formula, for all x ∈ R φ(x) = 1 2π
The bounds for √ log nP
are similar to that in the proof of Theorem 5 except for that of I 2 (n) where
ψ n w log n dw and δ is chosen as in (46). We have to show
The span of X 1 beingh, for all t ∈ δ, 2π h , |e (it)| < 1. Since we have assumed h = 1, it follows thath < 2. The characteristic function being continuous in t,
. Therefore I 2 (n) −→ 0 as n → ∞ using the similar bounds as in the proof of Theorem 5.
Next we prove Theorem 6.
Proof of Theorem 6. In this case P (X 1 = 1) = P (
. Thus the span of X 1 is 2. The random variables I 1 X 1 is supported on the set {0, 1, −1} and it has span 1. We have µ = 0 and σ = 1, so from equation 15 we get L
Z}. As earlier, here also without loss we may assume that the process begins with a single ball of color indexed by 0. For all x ∈ L (1)
n we obtain by Fourier Inversion formula,
where ψ n (t) = E e it Zn √ log n . Furthermore, by Fourier inversion formula, for all
dt.
The proof of this theorem is also very similar to that of Theorem 5. The bounds for √ log nP Zn √ log n = x − φ(x) are similar to that in the proof of Theorem 5 except for that of I 2 (n) where
ψ n w log n dw and δ is chosen as in (46). To show that I 2 (n) −→ 0 as n → ∞, we observe that
since E e itX1 = cos t. Therefore, ψ n (w log n) = E e iwZn = 1 n + 1 Π n (cos w) .
We note that cos w is decreasing in π 2 , π and for all w ∈ π 2 , π , −1 ≤ cos w ≤ 0. Therefore, there exists η > 0( small enough) such that [π − η, π) ⊂ π 2 , π and for all w ∈ [π − η, π) we have −1 < cos(π − η) < 0 and
and J 2 (n) = log n π π−η ψ n w log n dw.
It is easy to see from (49) that
For all t ∈ [δ, π − η] , 0 ≤ |cos t| < 1, so there exists 0 < α < 1 such that 0 ≤ |cos t| ≤ α for all t ∈ [δ, π − η]. Recall that
Using the inequality 1 − x ≤ e −x , it follows that for all t ∈ [δ, π − η]
and hence
where C is some positive constant. Therefore from (50) we obtain as n → ∞
Proofs for the Local Limit Type Results for d ≥ 2
Proof of Theorem 7 . Without loss of generality we may assume that µ = 0 and Σ = I d and the process begins with a single ball of color indexed by 0. From Theorem 9, we obtain Z n d = n j=1 I j X j . X j being a lattice random variable, I j X j is also so. By our assumption P (X 1 = 0) > 0, so 0 ∈ B, therefore X j and I j X j are supported on the same lattice. For A ⊂ R d and x ∈ R, we define xA = {xy : y ∈ A}.
By Fourier inversion formula (see 21.28 on page 230 of [3] ), we get for
where ψ n (t) = E e i t, [3] . Also by Fourier inversion formula
Given > 0, there exists N > 0 such that n ≥ N ,
Given any compact set A ⊂ R d for all n large enough
By Theorem 1, we know that
Choose A such that
For the above choice of A, we will show that I(n) −→ 0 as n → ∞.
where e (it) = E e i t,X1 . So,
Applying a change of variables t = 1 √ log n w to (51), we obtain
We can choose a δ > 0 such that for all w ∈ B(0, δ) \ {0} there exists b > 0 such that
Therefore, using the inequality 1
for some positive constant C 1 . From (52) we can write
|ψ n log nw |dw.
Since (54) holds, given > 0, we have for all n large enough
log n dw ≤ .
Since the lattices for X 1 and I 1 X 1 are same, for all w ∈ F * \B(0, δ) we get |e(iw)| < 1, so there exists an 0 < η < 1, such that |e(iw)| ≤ η. Therefore, using the inequality 1 − x ≤ e −x , we obtain
for some positive constant C 2 . Therefore, using equation (21.25) on page 230 of [3] we obtain
where C 2 is an appropriate positive constant.
Proof of the Theorem 8. In this case P (X 1 = ±e i ) = Now for each j ∈ N, I j X j is a lattice random vector with the minimal lattice Z 2 . It is easy to note that 2πZ × 2πZ is the set of all periods for I j X j and its fundamental domain is given by (−π, π)
2 . To prove (20), it is enough to show
where φ 2,
2 is the bivariate normal density with mean vector 0 and variance-covariance matrix 
Also by Fourier inversion formula
Given any compact set A ⊂ R 2 for all n large enough we have
For the above choice of A, we will show that
Applying a change of variables t = 1 √ log n w, we obtain
where for A ⊂ R d and x ∈ R, we write xA = {xy : y ∈ A}. We can write
where δ is as in (53). Using arguments similar to (55), we can show that I 1 (n) −→ 0 as n → ∞. Therefore it is enough to show that I 2 (n) −→ 0 as n → ∞. To do so, we first observe that for t = t (1) , t (2) ∈ R 2 the characteristic function for X 1 is given by e (it) = 1 2 cos t (1) + cos t (2) . So if t ∈ [−π, π] 2 be such that |e (it)| = 1, then t ∈ {(π, π), (−π, π), (π, −π), (−π, −π)}. The function cos θ is continuous and decreasing as a function of θ for t ∈
|ψ n log nw |dw where A 1 denotes the closure of A 1 . For w ∈ A 1 there exists some 0 < α < 1 such that |e (it)| ≤ α. Therefore using bounds similar to that in (56) we can show that J 1 (n) −→ 0 as n → ∞.
We observe that
Hence, it is enough to show that log n |ψ n log nw |dw ≤ η 2 n + 1 log n −→ 0 as n → ∞.
Urns with Colors Indexed by Other Lattices on R d
We can further generalize the urn models with color sets indexed by certain countable lattices in R d . Such a model will be associated with the corresponding random walk on the lattice. To state the results rigorously we consider the following notations.
Let {X i } i≥1 be a sequence of random d-dimensional i.i.d. vectors with non empty support set B ⊆ R d and probability mass function p. We assume that B is finite. Consider the countable subset
of R d which will index the set of colors. Like earlier we consider S n := X 0 + X 1 + · · · + X n , n ≥ 0, the random walk starting at X 0 and taking values now in S d . The transition matrix for this work is given by R := ((p (u − v))) u,v∈S d .
We say a process (U n ) n≥0 is a urn scheme with colors indexed by S d and replacement matrix R if starting with U 0 which is a probability distribution on S d , we define (U n ) n≥0 recursively U n+1 = U n + ζ n+1 R
where ζ n+1 = (ζ n+1,v ) v∈S d is such that ζ n+1,V = 1 and ζ n+1,u = 0 if u = V where V is a random color chosen from the configuration U n . In other words
where R V is the V th row of the replacement matrix R. We will also term this process (U n ) n≥0 infinite color urn model associated with the random walk {S n } n≥0 on S d . Naturally when S d = Z d this is exactly the process which is discussed earlier.
We will use same notations as earlier for the mean, variance-co-variance matrix and moment generating function for the increment X 1 .
We will still denote by Z n the (n + 1) th selected color and then like earlier the expected configuration of the urn at time n will be given by the distribution of Z n but now on S d .
Figure 1: Triangular Lattice
We first note that the Theorem 9 is still valid with exactly the same proof. This enable us to generalize Theorem 1 and Theorem 4 as follows.
Theorem 13. Let Λ n be the probability measure on R d corresponding to the probability vector 
Theorem 14. Let Λ n (ω) ∈ M 1 be the random probability measure corresponding to the random probability vector 
The proofs of these theorems are exactly similar to their counter part for the walks on Z d and hence are ommitted. We now consider a specific example, namely, the triangular lattice in two dimension. For this the support set for the i.i.d. increment vectors is given by B = (1, 0), (−1, 0), ω, −ω, ω 2 , −ω 2 , where ω, ω 2 are the complex cube roots of unity. The law of X 1 is uniform on B. This gives the random walk on the triangular lattice in two dimension. Following is an immediate corollary of Theorem 13.
Corollary 15. For the urn model associated with the random walk on two dimensional triangular lattice if Z n is the color of the (n + 1) th selected ball, then as
