







 Técnicas computacionais (modelos matemáticos) 
inspirados na estrutura cerebral
 Adquirem “conhecimento” através de exemplos
 Uma RN é composta por várias unidades de 
processamento, cujo funcionamento é bastante simples
 Existem conexões entre unidades (sinapses), às quais 
estão associados pesos
 Processamento paralelo
 Key words: Máquinas de aprendizagem, processamento 




 Aplicações mais comuns:




 Classificação, reconhecimento de padrões ou de 
sequências, metodologias de ajuda à decisão
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Redes Neuronais

















F – função de ativação
b – (bias) limiar
Redes Neuronais 
Estrutura de uma RN multi-camada
Matrizes de pesos, correspondentes à ligação entre camadas:
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Aprendizagem por retropropagação do erro
 A rede aprende com base em:
 exemplos - conjunto predefinido de pares de exemplos de entrada/saída
 ciclos de propagação/retropropagação/adaptação
 Para um padrão de entrada o estímulo é propagado até à saída. 
 O padrão de saída é então comparado com a saída desejada e um 
sinal de erro é calculado para cada elemento de saída.
 O sinal de erro é retropropagado (da saída para a entrada) ao 
longo das várias camadas
 Sinal proporcional à contribuição relativa de cada peso no erro total
 Baseado no sinal de erro recebido,  os pesos das conexões são 
então modificados no sentido de diminuir o erro




 Camada de entrada
 número de neurónios igual ao número de entradas
 Camada de saída
 número de neurónios igual ao número de saídas
 pode optar-se por várias RN com 1 saída em vez de uma RN com 
várias saídas
 Número de camadas/neurónios escondidos
 Geralmente uma camada intermédia é suficiente (T. de Kolmogorov)
 Não existe um método expedito para determinar o número ideal de 
neurónios 
 Heurística (exemplo): considerar 2n+1 neurónios, sendo n o número 
de variáveis de entrada. Mas sujeito a outros fatores (número de 
exemplos, complexidade do problema…)
 Duas camadas intermédias é por vezes necessário para resolver 
problemas de grande complexidade
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Passos da construção de uma RN
 Definir o problema, identificando as variáveis a prever e as 
potenciais entradas (variáveis independentes com significância)
 Filtragem e processamento dos dados para treino e teste da rede
 Treinar a rede com um conjunto de exemplos representativo
 Testar a rede - conjunto de teste distinto do conjunto de treino
 Estrutura e topologia da rede 
 Variar número de unidades da camada escondida




 Estandardização - ajusta escalas e variâncias (desvios-padrão) 
das entradas ⇒ melhora eficiência do treino
 Métodos
 Min-Máx – Comprime a escala da variável no intervalo [-1, 1]
 Z-Score – necessita da média e do desvio padrão. Não sendo 
conhecidos podem usar-se valores aproximados.
 Decimal Scaling – faz apenas um ajuste de escala decimal. 
Utiliza-se quando são apenas conhecidas a ordem de grandeza 
decimas das variáveis
 Destandardização é o processo inverso, transformando a escala    




 Método Z-Score – Entradas normalizadas apresentam média zero e desvio 
padrão unitário
 Método Decimal Scaling - mudança de escala com divisão por múltiplos 
































Habitualmente, minA=-1 e maxA=1
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Simuladores de redes neuronais
 Grande variedade de software, diferentes implementações e 
variedade de redes neuronais. Alguns exemplos:
 Matlab – NN Toolbox
 Instalado na imagem de software das salas da FEUP
 Recomendado para as aulas TP, user friendly
 R Project (http://mirror.cricyt.edu.ar/r/)
 Vários Packs de software livre, alguns disponibilizando código fonte.
 Neurosolutions (http://www.neurosolutions.com/)
 Software comercial, acessível, com grande variedade de RN com 
elevada qualidade.





 No quadro Workspace
 Import data
 Selecionar ficheiro Excel e, no tipo de ficheiro, especificar Spreadsheet
 Selecionar a folha (Sheet) do ficheiro em questão
 Next
 Selecionar opção “Create vectors for each column…”







Usando o Matlab - nftool
 Inputs - especificar vetor ou matriz de entradas da RN
 Se quiser ter como entradas os vetores Dia, Hora e Temperatura pode agregar 
estes vetores numa matriz Entradas escrevendo na janela de comando: 
 Entradas = [Dia, Hora, Temperatura]
 Em Samples are selecionar Matriz row
 Targets - especificar vetor de saídas desejadas da RN (ex:consumo)
 Next
 Train
 Quando o treino terminar:
 Analisar índices e gráficos de desempenho
 Guardar resultados
 Fazer Next e Generate scripts e analisar o script produzido











 New network (especificar características…)




Usando o Matlab – janela de comando
Definição da estrutura da rede
 net = newff(PR,[S1 S2...SNl],{TF1 TF2...TFNl},BTF,BLF,PF)
 Newff – cria a estrutura de uma rede neuronal direta com 
retropropagação (feed-forward backpropagation network)
 PR – Matriz (Rx2) de Min e Max, para cada variável de entrada R
 Si – Número de neurónios na camada i
 TFi – Função de transferência (ativação) na camada i (tansig, 
logsig, or purelin)
 BTF – Função de treino da rede (default = 'trainlm')
 BLF – Função de aprendizagem dos pesos, (default = 'learngdm‘
 PF – Função de performance, default = 'mse'.
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Usando o Matlab – janela de comando
Treino da rede
 [net,tr,Y,E,Pf,Af] = train(net,P,T,Pi,Ai,VV,TV)
 train – comando para treinar a rede
 net – é a rede criada anteriormente com newff
 P – matriz de entrada – o número de entradas deve estar 
coerente com o número de entradas de newff
 T – matriz de saídas desejadas (target) – o número de saídas 
deve estar coerente com o número de saídas de newff
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Usando o Matlab – janela de comando
Simulação
 [Y,Pf,Af,E,perf] = sim(net,P,Pi,Ai,T)
 sim – simula a rede neuronal
 net – é a rede criada com newff
 P – é a matriz de entrada
 Y – é a matriz de saídas
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