Introduction.
Orthogonal polynomials and their relationship to numerical integration formulas in one variable are well known (see [7] , for example), but only a few [1] , [8] - [10] have attempted to extend these results to orthogonal polynomials in several variables and multiple integrals. This paper will look at properties and methods for calculating orthogonal polynomials in several variables, also showing the relationship of orthogonal polynomials to evaluate multiple integrals. In order to discuss polynomials in several variables it will be necessary to give a linear ordering for the monomials of a polynomial. Several orderings are possible, the following having been stated by M.
Weisfeld [12] .
Let J be the set of n-tuples of nonnegative integers and let $ be the corresponding set of monomials, that is j = (j\, j2, ■ • ■ , jn) G J and <bj = Xlh Xih . . . XniH £ $. Define ak(j) = £"=* J¿ and order J as follows: if i, j G J, then i < j iff <rk(i) = o-k(j), k = 1, 2, • • -, r -1 and ar(i) < o-r(j) for some r, 1 ^ r ^ n. This ordering on J induces a linear ordering on $.
For example, if we have two variables x\ and x2, the ordering would be 1, X\, x2, xi2, x\x2, x22, xi3, xi2x2, xix22, x23, • ■ -, xin, .i-i"_1.r2, xin~~2x22, • • -, x-2".
We may now express a polynomial in n-variables as m P(X) = £ A MX) where a(i) = ffl(i) .
Definition. A polynomial in n-variables is of degree m if the coefficient A > ?* 0 for some n-tuple i such that o(i) = m. Note that a polynomial of degree m in nvariables has at most Cm+n,n monomials.
In order to define orthogonal polynomials one must first make the following definitions.
Definition. Given a domain D C En with positive outer measure and a weight function, W(X) of constant sign on D, then for functions f(X) and g(X) such that
is integrable over D, we can define the scalar product operator as
It will be assumed that the domain D and the weight function W(X) are chosen so that the scalar product operator is defined for polynomials.
Definition. Two functions f(X) and g(X) are orthogonal if (/, g) = 0.
Definition. An orthogonal polynomial is a polynomial that is orthogonal to all polynomials of lower degree.
In the one-variable case an orthogonal polynomial of degree m was unique up to a multiplicative constant. In more than one variable there are many linearly independent orthogonal polynomials of degree m. The next theorem gives a basis set for the orthogonal polynomials of degree m. Theorem 1. Let tym be the set of all orthogonal polynomials of degree m, then 1ßm has dimension Cn+m-i,n-i and has a basis of the form ( m-l Bm = {bj-.bj = <pj(X) + X) Aj,i<pi(X),o-(j) = n Proof. First it will be necessary to show that a subset Bm of tym exists of the form described in the theorem. Since each element b¡ of Bm should be an orthogonal polynomial, they must satisfy the Cm_i+"," equations One can also see that if one omits any element, b¡, from the set Bm, the remaining set is not a generating set since one could not generate b¡ from the remaining elements at Bm. Therefore Bm is a basis set.
The order at Bm is Cn+m-i,n-i and this is therefore also the dimension of the space $m.:: 2. Generation. There are several distinct methods for generating a basis set for orthogonal polynomials in several variables. These methods follow closely similar methods for generating the one-variable orthogonal polynomials.
The first method follows from the proof of Theorem 1. The Cm+"_i,"_i basis elements for orthogonal polynomials of degree m are of the form : Note that the differential equation with its boundary conditions produces a basis set which is different from the basis produced by the first two methods. Goals that one would like to achieve are that the points Xi, X2, • ■ ■, Xr are real, in the region D and that r is a minimum. Vladimir Tchakaloff [11] showed that if the weights Mi, u2, ■ ■ -, ur are to be positive, then in general Cm+"," points are needed. In this paper we will look at regions and integration formulas that require fewer than Cm+n.n points and still meet most or all of the above goals.
A polynomial of degree m in n-variables has Cm+n,n monomials. Replacing f(X) in the above equation by each of the monomials, one gets Cm+n,n nonlinear equations in terms of the (n + l)r unknowns Xi = (xiv x2i, ■ ■ -, x"%)ui, i = 1, • • -, r. If the number of equations is to equal the number of unknowns one has r = Cm+n,n/(n + 1). There are however some integration formulas that use fewer than this number of points [5] .
In this section it will be shown that if an integration formula of precision m has less than Cm+n,n points the points of this integration formula will be zeros of a polynomial which is orthogonal to a set of polynomials of lower degree. Theorem 2. If an integration formula of precision m has r < Cm+n,n points then these r points are zeros of a polynomial of degree k, 0 < k ¿ m.
Proof. Let r be the number of points in the integration formula and let j, 1 á j < Cm+B,n, be the rank of the matrix \<pi(Xi) (the asterisk implies that in the first row the symbol X, is replaced by the variable X) has all the points of the integration formula as zeros and is of degree at most m, and not identically zero. ::
Lemma. // P(X) is a polynomial that is not identically zero then the set of zeros of P(X) is of measure zero.
Proof. Assume that a polynomial P(X) is zero on a set Z which has positive measure. Place all the variables except one equal to some constant c = (ci, Ci, • • -, c"_i), then we can write P(X) = Qe(Xn).
If ln H Z is not empty for a line I parallel to one of the axes, in this case the xn axis, then almost always the set I C\ Z has positive measure [5] . Therefore for some constant c, Qc(Xn) = 0 has more than a finite number of roots. By the fundamental theorem of algebra this implies Qc(Xn) = 0. The coefficients of Qc(Xn) are polynomials in the remaining n -1 variables and by induction we have that P(X) = 0. :: Theorem 4. The polynomial P(X) of degree k which has the points of the integration formula of precision m as roots is orthogonal to all polynomials of degree less than or equal to m -k.
Proof. Let Q(X) be any polynomial of degree less than or equal to m -k. The integration formula of precision m is exact for polynomials of degree less than m; hence (P, Q) = jjD W(X)P(X)Q(X)dX = 0. Therefore P(X) is orthogonal to 
