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Parte I
Introduzione ai Sistemi Biologici

Sommario
In questa prima parte del lavoro verra` introdotto lo stato dell’arte per quanto
riguarda la modellazione dei sistemi biologici ed il framework dei P Systems, che
rappresentano il contesto teorico di base in cui ha applicazione pratica il simulatore
che e` stato sviluppato in questo lavoro.
Nel primo capitolo si introdurra` il lettore ai concetti generali del lavoro di
tesi; il capitolo 2 della tesi invece fornisce un’ampia descrizione del mondo della
modellazione dei sistemi cellulari mentre il capitolo 3 e` dedicato interamente al
calcolo a membrane, che rappresenta il paradigma matematico di modellazione su
cui e` basato il simulatore oggetto della tesi.
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Capitolo 1
Introduzione
Sommario
In questo primo capitolo si introdurra` il lettore ai concetti generali del lavoro di
tesi; nella sezione 1.1 si descriveranno in breve gli obiettivi della tesi, della quale
verranno forniti sia un breve riepilogo (sezione 1.2) che i contributi apportati alla
ricerca nel campo dei P System (1.3).
1.1 Descrizione del Problema
Le discipline scientifiche che operano nel campo dell’analisi biologica e moleco-
lare hanno da sempre affidato i loro progressi ai risultati ottenuti dagli esperimenti
condotti in laboratorio su colture di cellule o comunque campioni di materiale or-
ganico. Purtroppo pero`, un’attivita` di ricerca ristretta alle sole analisi in vivo1 ed
in vitro2 comporta non pochi limiti, soprattutto quando i fenomeni sotto indagine
interessano sistemi biochimici di dimensioni eccessivamente ridotte e con strutture
riprodotte ad arte, non necessariamente riscontrabili in natura.
Per poter far fronte a questi tipi di restrizioni, negli ultimi anni la ricerca biolog-
ica e` stata dirottata verso l’inter-disciplinarieta`, grazie all’adozione di una serie di
tecniche e teorie matematiche ed informatiche che consentono di ricreare i modelli
biologici naturali in formato elettronico.
L’obiettivo centrale di questa tesi e` proprio quello di progettare un simulatore
software basato su affermate tecniche di modellazione matematica (come il calcolo
1Il fenomeno biologico viene osservato mentre si riproduce in un essere vivente.
2La locuzione e` usata per indicare fenomeni biologici riprodotti in provetta (colture cellulari o
di organi) e non nell’organismo vivente.
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a membrane, presentato nel capitolo 3) e capace di riprodurre e testare in silico3
un qualsiasi modello cellulare governato da leggi biochimiche.
1.2 Organizzazione della Tesi
Questa tesi e` divisa in tre parti, ognuna dedicata ad un aspetto differente del
lavoro di progettazione del software Psimulator .
• Parte I: Introduzione ai Sistemi Biologici
La prima parte di questo testo introduce il lettore al contesto entro il quale si
va ad inserire il lavoro sviluppato nella tesi; essa e` composta da tre capitoli.
In questo primo capitolo si introducera` il lettore ai concetti generali del la-
voro di tesi; nella sezione 1.1 si descriveranno in breve gli obiettivi della
tesi, della quale verranno forniti sia un breve riepilogo (sezione 1.2) che i
contributi apportati alla ricerca nel campo dei P System (1.3).
Il capitolo 2 della tesi fornisce un’ampia descrizione del mondo della model-
lazione dei sistemi cellulari; in particolare nella sezione 2.1 si discutera` del-
lo stato dell’arte nelle materie inter-disciplinari che si occupano di problemi
inerenti alla modellazione biologica, nella sezione 2.2 si analizzeranno le
caratteristiche di base dei modelli biologici, nella sezione 2.3 saranno in-
trodotte le tecniche fondamentali per la costruzione di un modello e nel-
la sezione 2.4 si parlera` dei principali approcci alla modellazione e nella
sezione 2.5 si confronteranno i due principali paradigmi di modello presenti
in letteratura: quello deterministico e quello stocastico.
Il capitolo 3 e` dedicato interamente al calcolo a membrane, che rappresenta il
paradigma matematico di modellazione su cui e` basato il simulatore oggetto
della tesi. Nella sezione 3.1 si analizzeranno le caratteristiche generali dei
P Systems e nella sezione 3.2 si vedranno le correlazioni tra P Systems e
modelli biologici.
• Parte II: Progetto e Analisi dell’applicazione Psimulator
La seconda parte della tesi contiene la descrizione delle fasi di progettazione
e test del simulatore Psimulator . I quattro capitoli che compongono questa
parte sono organizzati come segue: nel capitolo 4 verra` analizzato l’algo-
ritmo matematico basato sui P Systems che regola le dinamiche del motore
3La locuzione, comparsa di recente in letteratura scientifica, e` usata per indicare fenomeni
biologici riprodotti in una simulazione matematica al computer, invece che in provetta o in un
essere vivente. Il termine, tradotto letteralmente dal latino, significa “nel silicio”; il silicio e` infatti
il materiale di cui sono fatti tutti i piu` importanti componenti di un calcolatore. [1]
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software di simulazione: l’algoritmo Deterministic Waiting Time (DWT),
proposto da F. J. Romero-Campero in [29].
Come verra` chiarito in seguito, una parte consistente del codice del simula-
tore e` dedicata ad un parser4 che ha il compito di analizzare i files SBML
(System Biology Markup Language, vedi capitolo 5) dei modelli biologici
che dovranno poi essere simulati. Per questo motivo, nel capitolo 5 ver-
ranno fornite le nozioni chiave del linguaggio SBML: nella sezione 5.1 si
parlera` del contesto in cui si inserisce il linguaggio, nella sezione 5.2 verra`
analizzata la specifica piu` recente (Aprile 2008) del linguaggio, con partico-
lare riguardo nei confronti dei costrutti sintattici che hanno un collegamento
diretto con le specifiche dei P Systems (sezione 5.3).
Nel capitolo 6 verra` analizzata la struttura del codice del simulatore: dopo
un breve introduzione (sezione 6.1), nella sezione 6.2 verra` illustrato il fun-
zionamento del Psimulator , mentre nella sezione 6.3 verranno analizzate nel
dettaglio le classi C++ che compongono l’architettura dell’applicazione.
Nel capitolo 7 si discuteranno i risultati ottenuti a seguito di una serie di
simulazioni. Nella sezione introduttiva (sezione 7.1) si analizzeranno le
prestazioni del simulatore con dei test su modelli semplici, mentre nella
sezione 7.2 saranno presentati i risultati delle simulazioni effettuate sul mo-
dello di un sistema biologico reale che rappresenta la catena di segnalazione
del recettore del fattore epidermico di crescita.
• Parte III: Conclusioni
La terza ed ultima parte della tesi contiene le valutazioni conclusive sul risul-
tato del lavoro e due appendici su argomenti di interesse biologico affini ai
concetti sviluppati nel lavoro.
Nel capitolo 8 si riassumera` il lavoro svolto e nel capitolo 9 verranno sug-
geriti alcuni punti tecnici del lavoro che sarebbe opportuno approfondire o
sviluppare in un ipotesi di prosecuzione del lavoro sul simulatore.
Le appendici poste a completamento del lavoro di tesi approfondiscono dal
punto di vista biologico i discorsi sulla cellula (appendice A) e sulla cinetica
delle reazioni (appendice B).
4In informatica, il parsing o analisi sintattica e` il processo atto ad analizzare uno stream con-
tinuo in input (letto per esempio da un file o una tastiera) in modo da determinare la sua struttura
grammaticale grazie ad una data grammatica formale. Un parser e` un programma che esegue questo
compito. [1]
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1.3 Contributi
Il presente lavoro di tesi ha portato alla realizzazione del tool di simulazione
Psimulator . Con esso si e` voluto fornire alla comunita` di ricerca dei biologi un’ap-
plicazione il piu` possibile completa, finalizzata al test di dati gia` in loro possesso,
alla predizione del comportamento di scenari biologici mai osservati e alla verifica
dell’effettiva correttezza ed efficacia dei modelli realizzati in laboratorio.
La particolarita` principale e dunque l’elemento di novita` del simulatore
Psimulator rispetto a quelli gia` presenti in letteratura consiste nel fatto che esso
consente di tradurre un modello in formato SBML in un P System che lo rap-
presenta appropriatamente. Uno degli scopi principali che si vuole raggiungere
con questa tecnica e` anche quello di provare la validita` e l’efficacia del P Sy-
stem come strumento di modellazione, dato che inizialmente questo formalismo
era stato concepito con obiettivi totalmente diversi.
Non meno innovativa e` stata la scelta di sviluppare il motore di simulazione
dell’applicazione secondo il paradigma dell’algoritmo Deterministic Waiting Time
(vedi capitolo 4), sia perche` tale algoritmo, vista la sua recente formulazione, e` sta-
to raramente oggetto di attenzioni da parte della comunita` scientifica, sia perche`
la proposta di un simulatore deterministico come il Psimulator determina una va-
riazione di tendenza rispetto alla prassi della quasi totalita` degli altri tool dedicati,
che invece sviluppano dei motori basati su algoritmi stocastici.
Per rimarcare l’utilita` dell’applicazione che e` l’oggetto di questa tesi e` suffi-
ciente ricordare che in numerosi articoli e pubblicazioni reperibili in bibliografia e`
spesso auspicata la realizzazione di un software tool di simulazione che permetta
di testare per via pratica quanto negli articoli e` realizzato solo in via teorica. Il
programma Psimulator realizza in parte questi auspici.
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Capitolo 2
Approcci alla Creazione di
Modelli Cellulari per
Sistemi Biologici
Sommario
Questo capitolo della tesi fornisce un’ampia descrizione del mondo della model-
lazione dei sistemi cellulari; in particolare nella sezione 2.1 si discutera` dello stato
dell’arte nelle materie inter-disciplinari che si occupano di problemi inerenti al-
la modellazione biologica, nella sezione 2.2 si analizzeranno le caratteristiche di
base dei modelli biologici, nella sezione 2.3 saranno introdotte le tecniche fonda-
mentali per la costruzione di un modello e nella sezione 2.4 si parlera` dei princi-
pali approcci alla modellazione e nella sezione 2.5 si confronteranno i due prin-
cipali paradigmi di modello presenti in letteratura: quello deterministico e quello
stocastico.
2.1 Informatica e Analisi Biochimica
Negli ultimi anni, le discipline che affrontano studi complessi sulla genetica
e la biologia delle cellule, hanno conosciuto un’improvvisa crescita nel flusso di
dati derivanti dall’analisi sperimentale dei fenomeni molecolari. La necessita` di
ottenere un’analisi esaustiva di questa enorme mole di informazioni, ha portato
la comunita` dei biologi ad un progressivo utilizzo delle tecnologie informatiche,
sia per modellare i dati, sia per ricavarne utili interpretazioni ai fini della ricerca.
Proprio per questo motivo, negli ultimi decenni, la ricerca in campo biologico ha
intrapreso un cammino interdisciplinare con l’informatica, dando vita a numerose
9
attivita` di studio che fanno capo al termine generale di Biologia Computazionale
(Computational Biology) o Biologia dei Sistemi (Systems Biology). Il pensiero car-
dine di queste teorie e` che il mondo dei computer, grazie ai livelli di avanguardia
raggiunti in ogni suo settore, possa fornire degli strumenti realmente adeguati ad
affrontare la complessita` strutturale e funzionale delle cellule viventi. L’obietti-
vo della biologia computazionale della cellula e` infatti proprio quello di produrre
delle raffinate simulazioni al computer con le quali confrontare i dati derivanti dal-
l’osservazione dei fenomeni biologici per mezzo di tecniche convenzionali quali
l’analisi in vitro1 e l’analisi in vivo2.
Quanto detto ricalca pienamente i tratti principali di una disciplina molto im-
portante: la Bioinformatica, che puo` essere vista proprio come l’applicazione prat-
ica di strumenti informatici e tecniche di gestione dell’informazione a dati bio-
logici. A titolo di esempio possiamo citare alcune attivita` della Bioinformatica
quali: lo sviluppo di specifiche basi di dati per l’archiviazione e l’aggiornamen-
to dell’enorme quantita` di dati analitici che vengono generati continuamente dalla
comunita` biologica, la progettazione di algoritmi per il confronto di sequenze di
codici genetici, la ricerca di metodi per la predizione della struttura tridimension-
ale di molecole e proteine, la definizione di modelli fisici o matematici di sistemi
biologici.
Se, come visto, la Bioinformatica sfrutta le tecnologie informatiche ed elet-
troniche per lo studio degli organismi viventi, un’altra disciplina altrettanto artico-
lata, il Calcolo Naturale (Natural Computing), lavora invece in maniera speculare,
generando dei framework di calcolo e analisi che ricalcano direttamente il mondo
della natura, ispirandosi ai variegati sistemi che la popolano. Per dare un’idea di
quelle che sono le caratteristiche di questa affascinante branca della ricerca sci-
entifica e` doveroso citare alcuni dei campi in cui il Natural Computing viene ap-
plicato: gli Algoritmi Evolutivi (Evolutionary Algorithm, i quali, basandosi sulle
tecniche di evoluzione e selezione naturale, permettono di formulare una ricerca
ottimizzata su un range di soluzioni candidate), le Reti Neurali (che traggono ispi-
razione dalle interconnessioni e dal funzionamento delle cellule nervose), il Calco-
lo Molecolare (Molecular Computing, dedicato all’utilizzo di alcune molecole —
come DNA, proteine o singoli complessi molecolari — come “hardware biologi-
co” per operare determinate computazioni, sfruttando l’eccezionale parallelismo
che si riscontra in alcune dinamiche interne alla riproduzione di tali elementi).
Nell’area del Natural Computing si va inoltre ad inserire il modello com-
putazionale su cui si basa il software il cui progetto e` l’argomento centrale di questa
tesi. In [26] il professor Gheorghe Pa˘un dell’universita` di Siviglia, ha proposto un
1La locuzione e` usata per indicare fenomeni biologici riprodotti in provetta (colture cellulari o
di organi) e non nell’organismo vivente.
2Il fenomeno biologico viene osservato mentre si riproduce in un essere vivente.
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sistema computazionale che — oltre ad essere strutturato come un’astrazione del-
l’architettura interna della cellula e del modo in cui, in essa, le sostanze vengono
modificate e trasportate da un compartimento ad un altro — interpreta i fenomeni
che avvengono all’interno delle cellule come processi di calcolo: i compartimen-
ti interni (gli organelli che compongono la cellula: ribosomi, apparato di Golgi,
reticolo endoplasmatico, etc. . . vedi Appendice A) vengono trattati come singole
unita` di calcolo, con i propri dati e i propri programmi locali (sostanze molecolari
e reazioni biochimiche) e, se considerati come un unica unita` (la cellula), pos-
sono essere visti come un dispositivo “non convenzionale” di calcolo. Tale inter-
pretazione della vita cellulare ha la sua formalizzazione matematica in particolari
framework: i P Systems (da Pa˘un), detti anche Sistemi a Membrana (Membrane Sy-
stems). Nei capitoli successivi della tesi verra` fornita una descrizione piu` accurata
dell’architettura e delle funzionalita` di questi sistemi.
2.2 I Modelli Biologici
2.2.1 Modelli e Realta` Biologica
Un modello e` un’astrazione di un fenomeno del mondo reale in un dominio
matematico-computazionale che mette in evidenza alcune caratteristiche di inter-
esse e ne trascura delle altre considerate marginali ai fini dell’analisi specifica.
L’utilizzo dei modelli e` intrinseco ad ogni attivita` scientifica; basti pensare a tut-
ta la serie di “strumenti” — quali i diagrammi, i grafici, gli insiemi di regole,
etc. — che la comunita` scientifica da sempre utilizza per astrarre la realta` sot-
to osservazione in maniera da poterla studiare meglio (gran parte delle teorie e
delle ipotesi sui sistemi biologici infatti sono, in un certo senso, solo dei modelli
di quello che accade concretamente all’interno degli organismi viventi). Il mec-
canismo di modellazione e astrazione e` semplice e, solitamente, procede con uno
sviluppo “ciclico”: il quadro generale e la conoscenza che noi abbiamo della realta`
biologica ci vengono suggeriti da dati sperimentali, dopodiche´ le nostre ipotesi, le
teorie e i modelli di cui disponiamo vengono perfezionati effettuando nuovi esper-
imenti dai quali originano altri dati; questi ultimi verranno ulteriormente sfruttati
per generare nuove ipotesi e nuovi modelli che, a loro volta, offriranno le linee
guida per la costruzione di nuovi insiemi di esperimenti da realizzare. Nel nostro
specifico caso, la complessita` ed il disordine apparente delle interazioni molecolari
interne ai sistemi cellulari, rendono necessario lo sviluppo di modelli che siano in
grado di garantire una migliore comprensione delle dinamiche e delle proprieta`
di tali sistemi. Sotto questo aspetto — sfruttando i progressi tecnologici che, in
questi ultimi decenni, hanno portato l’informatica e la biologia molecolare a lavo-
rare parallelamente, traendo beneficio l’una dall’altra — si intuisce come il lavoro
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di decodifica del linguaggio del mondo della cellula possa essere semplificato in
maniera apprezzabile.
2.2.2 Caratteristiche di un Modello
Si e` visto che una peculiarita` di un modello biologico e` quella di mettere in
evidenza alcuni tratti del sistema osservato trascurandone degli altri, ritenuti meno
importanti. Tuttavia, un modello non va inteso come una rappresentazione del
vero, bensı` esso e` un’asserzione delle nostre conoscenze riguardo al fenomeno
indagato. Proprio per questo, il nostro modello puo` essere utile all’attivita` di ana-
lisi anche quando e` sbagliato, poiche´ fornisce la dimostrazione che le nostre sup-
posizioni non collimano con la realta`. In generale, un modello cellulare dovrebbe
avere almeno quattro proprieta`:
Rilevanza: Un modello e` rilevante quando “cattura” le caratteristiche essenziali e
fondamentali del fenomeno osservato.
Comprensibilita`: Un modello deve garantire una conoscenza ottima ed integra-
ta del sistema cellulare reale, evitando di produrre formalismi complicati e
difficili da decifrare.
Estensibilita`: La conoscenza del mondo biologico ha una costante espansione e
vive un continuo cambimento. Per far fronte a queste esigenze, un modello
deve essere adattato ad incorporare dei nuovi ed ingenti flussi informativi,
senza dover sviluppare una nuova struttura ripartendo da zero.
Computabilita`: Dev’essere possibile implementare il modello per via informati-
ca, in modo da far girare delle simulazioni che ci permettano di manipolare
le condizioni di sperimentazione senza il bisogno di dover operare costosi e
complessi esperimenti. Dev’essere inoltre possibile svolgere delle analisi di
natura metematica su di esso.
2.2.3 Utilizzo Pratico dei Modelli
Ci sono tre usi principali dei modelli nell’attivita` scientifica:
Comprensione: I modelli sono utilizzati come framework formali per riassumere
e sintetizzare grandi quantita` di dati. Questo ci permette di organizzare delle
“ricerche empiriche parziali” che hanno l’obiettivo di identificare lacune di
conoscenza in aree specifiche.
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Predizione: Grazie al modello vengono fatte delle interessanti predizioni (testa-
bili sperimentalmente) sul comportamento dinamico del sistema sotto osser-
vazione.
Controllo: Le capacita` di predizione acquisite utilizzando i modelli biologici ci
permettono di costruire, vincolare o manipolare sistemi cellulari reali in
maniera che essi riproducano dei comportamenti o degli “output” desiderati.
2.3 Il Processo di Modellazione
Figura 2.1: Il processo di modellazione.[11]
La modellazione del mondo reale non e` un compito semplice; lo sviluppo di
un modello cellulare e` infatti un processo molto complesso e facilmente esposto a
rischio di fallimenti, dato che chi lo mette in atto deve tener conto molto spesso di
numerose assunzioni, semplificazioni, variabili, etc. che si sviluppano attraverso
diversi livelli di studio. Per far fronte a queste complicazioni e` stato sviluppato un
processo di modellazione, il quale rappresenta un insieme semiformale di regole
che guidano lo studioso alla produzione del modello ed alla sua formulazione in un
linguaggio formale. Tale linguaggio permettera` sia l’implementazione del modello
in un computer, sia la derivazione delle proprieta` del sistema sotto analisi.
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Gli Step del Processo di Modellazione
Identificazione del sistema: Il primo passo del processo di modellazione consiste
nel definire le parti del sistema che si vogliono modellare, gli obiettivi da
raggiungere, i problemi che si vogliono risolvere e le modalita` con cui verra`
validato e analizzato il modello.
Definizione e formulazione formale: Una volta che abbiamo delimitato il siste-
ma da modellare e` necessario specificare o tradurre la descrizione informale
dei componenti del sistema e i dubbi di cui si e` detto sopra, in un linguag-
gio formale. Questo passaggio richiede quindi che concetti e relazioni, che
si presentano in una forma molto imprecisa e slegata dal contesto, vengano
concretizzati e resi in una formula piu` rigida.
Non esistono framework univoci di modellazione che possano essere utiliz-
zati con ogni sistema cellulare, bensı` e` noto che alcuni formalismi sono piu`
adatti di altri, a seconda del sistema che si vuole modellare e a seconda dei
problemi che si vogliono chiarire. Il compito di questo step del processo
di modellazione e` proprio quello di prendere la decisione cruciale di quale
approccio formale verra` utilizzato nell’analisi. E’ importante sottolineare il
fatto che questa decisione potrebbe dover essere rivista e cambiata nel cor-
so dello sviluppo se l’approccio si dovesse rivelare inappropriato sotto certe
circostanze.
Implementazione: Questo passo consiste nelle attivita` con le quali il modello
formale viene implementato utilizzando un codice di programmazione. Va
quindi verificato che gli algoritmi e il codice scelti siano corretti rispetto al
modello formale.
Validazione e calibrazione: Come detto, i sistemi cellulari dipendono da un nu-
mero elevato di parametri. Alcuni di questi parametri possono essere ot-
tenuti per via sperimentale; ciononostante, alcuni di essi non possono esser
determinati in laboratorio o il loro calcolo risulta troppo costoso. Per questo
motivo, prima che una simulazione possa essere avviata, abbiamo bisog-
no di calibrare il nostro modello stimando i parametri mancanti e validarlo
rispetto al comportamento atteso per il sistema. E’ dunque richiesto un con-
tinuo confronto tra i risultati “grezzi” delle simulazioni fatte sul modello e i
dati provenienti dal laboratorio; questa tappa del processo si identifica in un
processo iterativo in cui viene proposto un insieme di parametri candidati,
vengono generate alcune simulazioni, dopodiche´, sulla base di determinate
metriche di precisione, vengono testati nuovi insiemi di parametri. Se non
si trova un insieme di parametri soddisfacente, bisogna riconsiderare molte
delle assunzioni fatte nei passi precedenti del processo di modellazione.
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Analisi e testing: Una volta che si e` giunti ad un insieme appropriato di parametri
e il nostro modello ha superato la validazione, si possono finalmente trattare
i problemi che hanno motivato lo studio del sistema utilizzando il model-
lo. A questo proposito, esistono differenti metodi di analisi, che dipendono
dal tipo di modello sviluppato e che possono spaziare dalla semplice pro-
duzione di simulazioni al computer a complicate discussioni matematiche e
statistiche per il controllo del modello.
2.4 Approcci alla Modellazione
Le modalita` con cui si puo` ottenere una buona modellazione di un sistema cel-
lulare sono molteplici. Tutte pero` devono produrre lo stesso risultato: un modello
biologico che rispetti le proprieta` descritte nella Sottosezione 2.2.2 e che tenga
presente ogni caratteristica rilevante del sistema, come i parametri di stato, il nu-
mero di molecole coinvolte in ogni reazione biochimica, etc. Si rende evidente,
dunque, quanto sia necessario un approccio matematico/computazione formale al-
la modellazione dei sistemi. Di seguito verranno introdotti i formalismi piu` noti
ed utilizzati nel campo dei modelli di sistemi cellulari, rimandando agli articoli in
bibliografia per una trattazione piu` approfondita.
Una prima classificazione dei modelli viene fatta sulla base della scala spaziale
nella quale l’approccio al modello viene inquadrato:
Macroscopico: Nell’approccio macroscopico il sistema e` osservato e modella-
to nella sua completezza; le parti individuali del sistema sono rappresen-
tate approssimativamente e sono fornite scarse informazioni sui meccanismi
attraverso i quali queste interagiscono tra loro.
Microscopico: Nell’approccio microscopico ogni parte individuale del sistema e`
rappresentata con un alto livello di dettaglio. Nel caso dei sistemi cellulari,
ogni molecola e` presa in considerazione specificando la sua posizione ed il
suo momento. Purtroppo, questo approccio risulta essere computazional-
mente intrattabile in molti casi pratici a causa dell’eccessivo grado di appro-
fondimento dell’analisi.
Mesoscopico: Nell’approccio mesoscopico si fa combinano gli aspetti piu` in-
teressanti dei due precedenti approcci: le parti individuali piu` importan-
ti del sistema sono prese in esame completamente, ma di esse si tracura-
no i particolari piu` irrilevanti. Sostanzialmente, l’approccio mesoscopico e`
piu` trattabile del microscopico e analizza molte piu` informazioni di quello
macroscopico.
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A seconda delle informazioni disponibili sul sistema, l’analisi che puo` essere
compiuta su di esso o sui dati forniti dal modello puo` essere:
Quantitativa: L’avvento di nuove tecnologie ad alto throughput3 ci permette di
ottenere dati quantitativi su larga scale per i sistemi cellulari. Tali dati pos-
sono essere utilizzati per stimare determinati parametri rendendo possibile
lo sviluppo di modelli che, a loro volta, andranno a produrre ulteriori dati e
informazioni quantitative.
Qualitativa: A dispetto dei recenti progressi tecnologici di cui si e` parlato, purtrop-
po per alcuni modelli sono disponibili solo dati incompleti, incerti o inaffid-
abili. In questi casi, i modelli qualitativi forniscono comunque interessanti
intuizioni sul comportamento dinamico del sistema, indipendentemente da
informazioni parametriche.
Sulla base del tipo di dati (quantitativi) generati dai modelli e sul grado di
specifica dei componenti del sistema, i modelli possono essere:
Discreti: In un modello discreto i componenti del sistema sono specificati come
singole entita` discrete; nel caso dei sistemi cellulari si parla di “numero di
molecole” e ci si riferisce a questo con numeri interi positivi. Anche i dati
generati dai modelli sono discreti.
Continui: In un modello continuo i componenti del sistema sono rappresentati
da variabili continue; per esempio, nei modelli cellulari non si indica il nu-
mero di molecole bensı` la “concentrazione” delle differenti specie chimiche.
Anche i dati generati dai modelli sono continui.
I modelli possono essere inoltre classificati in deterministici e stocastici in
accordo alle dinamiche che ne determinano il funzionamento:
Deterministici: Dato uno stato di un modello deterministico e` possibile deter-
minare senza equivoci lo stato successivo in cui si trovera` il sistema. Es-
iste quindi una singola possibilita` di evoluzione del modello ed e` sufficiente
un solo step simulativo per ottenere tutte le informazioni necessarie alla
comprensione delle dinamiche del sistema.
3High-Throughput Tecnologies: Metodologie a larga scala utilizzate per purificare, identificare
e caratterizzare DNA, RNA, proteine e altre molecole. Tali metodi sono solitamente automatizzati
e permettono una rapida analisi su un vasto numero di campioni.
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Stocastici: In un modello stocastico, dato uno stato, esiste un intervallo di pos-
sibili stati in cui il sistema potra` entrare successivamente. Il modello si
muove in uno di questi stati seguendo una precisa distribuzione di proba-
bilita`. Per questo motivo abbiamo piu` possibilita` di evoluzione del modello
e per avere le idee chiare sulle statistiche del modello bisogna far girare un
numero sufficiente di simulazioni.
A seconda del punto di partenza dello sviluppo del modello (alto livello o basso
livello) e di quanto sono dettagliate le informazioni sul sistema incorporate in esso,
possiamo parlare di:
Modelli Top–Down: In questo approccio e` formulata prima di tutto una vista gen-
erale del sistema. I sottosistemi a piu` basso livello sono rappresentati da
“black boxes”. Dopodiche´, se necessario e possibile, ogni sottosistema e`
specificato in maggior dettaglio, possibilmente usando black boxes per i sot-
tolivelli ancora inferiori. Questo processo e` iterativo e trova conclusione
quando l’intera specifica si e` ridotta agli elementi di primo livello oppure
quando si e` raggiunto un livello di dettaglio predefinito.
Modelli Bottom–Up: In questo approccio invece, sono innanzitutto specificati in
grande dettaglio i componenti di primo livello. In seguito, questi componenti
sono combinati per formare i sottosistemi di livello piu` alto finche´ non e` stato
raggiunto completamente il sistema top–level.
La classificazione appena esposta non e` assolutamente esaustiva. E’ stata pre-
sentata solo una descrizione generale delle piu` rilevanti classi di modello, tralas-
ciando le numerose possibilita` di combinazione tra i differenti approcci, che danno
vita a dei modelli cosiddetti ibridi.
2.5 Modelli Stocastici e
Modelli Deterministici
2.5.1 Differenze tra i Due Approcci
Come si e` appreso dalla sezione 2.4, l’analisi di un modello cellulare puo` essere
impostata seguendo delle tecniche che variano a seconda della realta` che si vuole
osservare. Gli studi attuali sui fenomeni biochimici si dividono pero` in due cate-
gorie principali, caratterizzate da due diversi approcci di analisi: quello determini-
stico e quello stocastico. L’obiettivo principale di questi due approcci e` la model-
lazione delle reazioni biochimiche che coinvolgono numerosi elementi e sostanze
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racchiuse dalla membrana cellulare; in particolare, le indagini degli studiosi con-
vergono nell’analisi matematica delle velocita` di reazione o rate4 che regolano la
velocita` con cui si modificano le concentrazioni dei reagenti e dei prodotti in una
reazione chimica.
Lo studio delle velocita` di reazione mediante leggi deterministiche si e` di-
mostrato molto efficiente sia nella chimica che nella biochimica, come documen-
tato in [14] e [21]. L’approccio deterministico si concentra sulla legge di azione
di massa5, una legge empirica che definisce una relazione tra le velocita` di reazio-
ne e le concentrazioni dei componenti molecolari coinvolti nella reazione stessa,
fornendo l’andamento nel tempo delle concentrazioni di tutti i composti, una volta
noti i valori iniziali delle stesse. L’ipotesi che pero` sta alla base di questi calcoli
e` che le reazioni chimiche siano continue, deterministiche e macroscopiche dal
punto di vista dell’agitazione termica. Quest’ipotesi pero` rappresenta un’evidente
esemplificazione dato che le reazioni chimiche coinvolgono collisioni random e
discrete tra le singole molecole. All’interno delle singole cellule, inoltre, il vol-
ume del sistema considerato e` molto ridotto e le popolazioni molecolari che si
studiano sono spesso troppo piccole per assumere un sistema macroscopico.
L’approccio stocastico invece, si fonda sull’idea che le reazioni molecolari
sono essenzialmente processi casuali e che quindi e` impossibile prevedere con
esattezza l’istante di tempo in cui una determinata reazione avra` luogo all’inter-
no di un volume. Nei sistemi macroscopici, con un elevato numero di molecole
interagenti, la randomicita` di questi eventi puo` essere stimata con delle medie e
lo stato macroscopico dell’intero sistema puo` essere predetto con maggiore affid-
abilita`; per questo motivo l’approccio deterministico fornisce ottime prestazioni se
applicato a modelli che descrivono sistemi con elevate quantita` di molecole, men-
tre, l’approccio stocastico si adatta meglio a sistemi a scala ridotta, con limitate
popolazioni di reagenti, per i quali l’assunzione di sistema macroscopico non va
piu` bene.
Osserviamo ora nei seguenti paragrafi due esempi degli approcci di cui si e`
discusso.
2.5.2 Approccio Deterministico: I Modelli Basati su
Equazioni Differenziali Ordinarie
Le equazioni differenziali ordinarie (Ordinary Differential Equation, ODE in
breve) costituiscono l’approccio maggiormente utilizzato nella modellazione delle
interazioni molecolari nei sistemi cellulari. La realizzazione di una rete di reazioni
come un sistema di ODE e` basata pero` su due ipotesi fondamentali:
4Vedi Appendice B
5Vedi Appendice B
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1. Le cellule sono dei volumi omogenei e in equilibrio termico e quindi tutte
le molecole risultano uniformemente e casualmente distribuite in essi (le
concentrazioni non variano rispetto allo spazio). Nella pratica, quest’ipotesi
e` giustificata solo in particolari situazioni.
2. Le concentrazioni variano nel tempo in maniera continua e deterministica.
Questa assunzione, come detto, vale solo se all’interno del volume di rea-
zione il numero di molecole di ogni composto e` molto elevato6 e le reazioni
sono veloci.
Procedimento
Per prima cosa, ad ogni specie i bisogna assegnare una variabile Xi(t), che rap-
presenta la concentrazione della specie all’istante t. Per ogni specie molecolare
viene scritta un’equazione differenziale che descrive nel tempo i cambiamenti del-
la concentrazione a causa delle reazioni con le altre specie nel sistema. La velocita`
di ogni reazione e` rappresentata utilizzando una legge cinetica (kinetic law), che
solitamente dipende da una o piu` costanti di rate; tali leggi cinetiche sono rappre-
sentate7 dalle funzioni Fi(X1, . . . ,Xn).
Per risolvere un sistema di ODE, bisogna imporre delle condizioni iniziali, che
rappresentano le concentrazioni iniziali delle specie coinvolte; la combinazione di
equazioni differenziali e condizioni iniziali e` detto Problema di Cauchy.
dX1
dt = F1(X1, . . . ,Xn)· · ·
dXn
dt = Fn(X1, . . . ,Xn)
X1(0) = x10, . . . ,Xn(0) = x
n
0
(2.1)
Il teorema di esistenza e unicita` per un problema di Cauchy dimostra che
la soluzione esiste ed e` localmente unica, se le funzioni Fi(Xi, . . . ,Xn) rispettano
opportune ipotesi.
Leggi Cinetiche
Le leggi cinetiche piu` utilizzate sono le seguenti:
6Per “elevato” si intende almeno qualche migliaio di molecole ([29]).
7I modelli basati sulle ODE sono macroscopici proprio in questo senso, perche` rappresentano
solo le caratteristiche fondamentali e non gli aspetti meccanicistici.
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Legge di decadimento esponenziale: viene utilizzata per rappresentare la
degradazione, la trasformazione, la dissociazione di un complesso e proces-
si simili, caratterizzati da una singola specie come reagente o reazioni del
primo ordine8. Questa legge assume che il rate di reazione e` proporzionale
alla concentrazione del reagente. Piu` specificatamente, se X(t) rappresenta
la specie coinvolta in una reazione di primo ordine, il rate di tale reazione
sara` k ·X(t).
Legge di azione di massa: viene utilizzata per modellare reazioni che coinvol-
gono collisioni di due molecole. In questo caso il rate e` proporzionale al
prodotto delle concentrazioni dei reagenti. Piu` specificatamente, se X1(t)
e X2(t) rappresentano le specie interessate alla reazione, il rate e` k ·X1(t) ·
X2(t).
Legge di Michaelis e Menten dai due studiosi che studiarono il meccanismo el-
ementare di reazione in cui un enzima E si lega ad una molecola M (detta
“substrato”) per generare il prodotto P, lasciando intatto l’enzima E (ve-
di Equazione 2.2). Michaelis e Menten dimostrarono che il rate della re-
azione puo` essere descritto utilizzando il termine kp·EXKm+X , dove E e X rapp-
resentano le concentrazioni di enzima e substrato, Km =
kr+kp
k f
e` chiamata
costante di Michaelis-Menten e k f ,kr,kp sono le costanti cinetiche associate
rispettivamente alle reazioni di legame, dissociazione e produzione.
X +E
k f
→
←
kr
X .E
kp−→ P+E (2.2)
Soluzioni
Una volta che il problema di Cauchy e` stato formulato, possiamo utilizzare
sostanzialmente tre metodologie risolutive:
Risoluzione Analitica: Sotto determinate condizioni, la soluzione di un insieme
di ODE puo` essere espressa in termini di funzioni elementari come esponen-
ziali o funzioni armoniche. Le condizioni che determinano queste soluzioni
sono molto restrittive tanto che le dinamiche ottenute sono di scarso inter-
esse.
8Vedi Appendice B
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Figura 2.2: Due geni, geneI e geneR, codificano un segnale S e una proteina R
che interagiscono tra loro per andare a formare il complesso C. A sua volta, il
complesso incrementa la produzione del segnale legandosi al geneI.[29]
Risoluzione Numerica: Le soluzioni di un problema di Cauchy possono sempre
essere approssimate al calcolatore con dei metodi di integrazione numerica.
Tali metodi pero`, data la loro complessita`, possono produrre degli errori,
nel senso che le serie temporali ottenute costituiscono un’approssimazione
eccessiva della soluzione “reale”.
Risoluzione Qualitativa: Il metodo precedente fornisce una soluzione
quantitativa del sistema, ma esistono numerosi strumenti per studiarne l’an-
damento qualitativo in maniera affidabile. Alcuni esempi sono i piani di
fase, campi vettoriali, etc.
Esempio
[29]
Al fine di fornire un’esemplificazione delle teorie presentate in questa sezione,
riportiamo il sistema che modella le reazioni rappresentate graficamente9 nella
9Per ottenere questo grafico e` stato utilizzato il software CellDesigner[15], un editor di dia-
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Figura 2.2. L’esempio consiste di due geni, (geneI e geneR) che codificano rispet-
tivamente un segnale (S) e un recettore citoplasmico (la proteina R). La proteina R
interagisce con il segnale S per produrre un complesso C che a sua volta riattiva la
produzione del segnale legandosi al gene geneI.
Il seguente sistema modella la catena di reazioni:
dS
dt = k1− k3 ·S ·R+ k4 ·C− k5 ·S+
kp·C
Km+C
dR
dt = k2− k3 ·S ·R+ k4 ·C− k6 ·R
dC
dt = k3 ·S ·R− k4 ·C
S(0) = 0,R(0) = 0,C(0) = 0
(2.3)
Le produzioni del segnale S e della proteina R si assume abbiano luogo a
rate costanti (k1 e k2 rispettivamente). Tutte le reazioni di primo ordine sono
modellate utilizzando la legge di decadimento esponenziale, come nel caso del-
la degradazione del segnale e della proteina (k5 · S e k6 ·R) e della dissociazione
del complesso (k4 ·C). La formazione del complesso e` descritta mediante legge di
azione di massa (k3 ·S ·R). L’incremento di produzione del segnale per mezzo del
complesso e` modellato seguendo la legge di Michaelis-Menten ( kp·CKm+C ).
2.5.3 Approccio Stocastico: L’Algoritmo di Gillespie
Analizzando al livello microscopico i processi cellulari, ci si rende conto che
le interazioni tra molecole seguono chiaramente le leggi della fisica. In particolare,
numerosi studi di fisica statistica hanno portato ad una serie di conclusioni che si
riassumono nella legge della
√
n.
Teorema 1 (Legge della
√
n(
√
n law)) La casualita` o il livello di
fluttuazione in un sistema biologico sono inversamente proporzionali alla radice
quadrata del numero delle particelle del sistema stesso.
Da cio` deriva che, i sistemi biochimici in cellule viventi con un basso numero
di molecole mostrano un comportamento dinamico discreto e stocastico, piuttosto
che deterministico e continuo. Le teorie che si propongono di analizzare le inte-
razioni intra-cellulari tenendo conto di queste caratteristiche partono tutte dall’as-
grammi strutturati utilizzato per la rappresentazione grafica di reti biochimiche e reti di regolazione
genetica (GNR, gene-regulatory networks).
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sunto che il sistema osservato sia omogeneo10 dentro un volume fissato, ovvero che
sia in equilibrio termico, in modo che tutte le molecole risultino uniformemente e
casualmente distribuite nel volume.
L’Equazione Maestra della Chimica (EMC)
Per fornire una descrizione stocastica delle reazioni chimiche, si fissa innanzi-
tutto un insieme sufficientemente completo di variabili di stato, i cui cambiamenti
dipendono esclusivamente dallo stato corrente. Una volta assunte le condizioni di
volume costante e equilibrio termico, le informazioni sul numero di molecole per
ogni specie reagente sono sufficienti a descrivere il sistema in maniera affidabile.
Consideriamo un sistema di molecole relativo a N specie chimiche
{S1, . . . ,SN} che interagiscono tra loro mediante M canali di reazione
{R1, . . . ,RM}. Lo stato del sistema al tempo t e` descritto dal vettore di stato
X(t) = (X1(t), . . . ,XN(t)). Si vuole studiare l’evoluzione del vettore di stato X(t)
presupponendo che il sistema si trovasse inizialmente in uno stato X(t0) = x0.
Ciascun canale di reazione R j e` caratterizzato da un vettore di cambiamento
di stato vj = (v1 j, . . . ,vN j) e da una funzione di propensita` (o propensita` in breve)
a j(x) in un dato stato X(t) = x (vedi [18], [16], [17]). I componenti vi j del vettore
di cambiamento di stato rappresentano il cambiamento nella popolazione moleco-
lare della specie Si causato dalla reazione R j. Percio`, se il sistema e` in uno stato
x e avviene una reazione R j, allora il sistema si porta in uno stato x+vj. La ma-
trice formata dai vi j e` detta matrice stechiometrica.11 La propensita` e` definita in
modo che a j(x)dt rappresenti la probabilita` che una reazione R j possa accadere
nell’intervallo infinitesimo [t, t + dt) dato X(t) = x. Una costante stocastica c j
e` associata inoltre ad ogni reazione, in modo da calcolare la propensita` di ogni
canale di reazione R j.
Se R j e` una reazione di primo ordine della forma Si −→ prodotti, la sua
propensita` sara` a j(x) = c jXi(t).
Per una reazione di secondo ordine della forma Si+Si′ −→ prodotti la propen-
sita` e` calcolata come
• a j(x) = c jXi(t)Xi′(t) se i 6= i′
• a j(x) = c j 12Xi(t)(Xi′(t)−1) se i = i′
10Questa ipotesi e` fondamentale per poter calcolare la probabilita` di collisione fra due molecole
nell’unita` di tempo. Se non si facesse l’ipotesi di sistema omogeneo, la trattazione di molti modelli
diventerebbe piuttosto complicata (ad es. bisognerebbe tener in conto dei processi di diffusione
delle molecole, sapere come sono distribuite spazialmente, avere quindi una metrica definita sul
volume, etc.)[11].
11La stechiometria e` una parte della chimica che studia le leggi che regolano i rapporti di
combinazione delle molecole nelle reazioni.[1]
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Reazioni di ordine superiore al secondo accadono molto di rado, per questo il
modello evita di tenerne conto.
La costante stocastica c j puo` essere calcolata utilizzando le costanti di rate k j
utilizzate nella cinetica chimica deterministica (come il modello ODE visto nella
Sottosezione 2.5.2). In particolare c j puo` assumere i seguenti valori:
c j :

reazioni del 1◦ ordine: c j = k j
reazioni del 2◦ ordine:

c j =
k j
V (reagenti di specie diversa)
c j =
2k j
V (reagenti della stessa specie)
dove V e` il volume del sistema. Se, come spesso accade, i rate k j sono misurati
in unita di concentrazione, i valori riportati per c j vanno ulteriormente divisi per il
numero di Avogadro12.
E’ utile precisare a questo punto che quello esposto finora e` proprio l’approccio
mesoscopico di cui si e` parlato nella Sezione 2.4.
Come accennato in precedenza, si vorrebbe calcolare P(x, t | x0, t0), cioe` la
probabilita` che il sistema sia nello stato X(t) = x dato lo stato iniziale X(t0) = x0.
L’equazione di evoluzione temporale per questa probabilita` puo` essere ottenuta
sfruttando le leggi di probabilita` come segue:
P(x, t+dt | x0, t0) =
Il sistema e` gia` nello stato x al tempo t
e non si hanno reazioni in [t, t+dt)︷ ︸︸ ︷
P(x, t | x0, t0)× [1−
M
∑
j=1
a j(x)dt] +
+
Al tempo t si aggiorna lo stato in base a R j
e R j “scatta” nell’intervallo [t, t+dt)︷ ︸︸ ︷
M
∑
j=1
P(x−vj, t | x0, t0)×a j(x−vj)dt
Se si sottrae P(x, t | x0, t0) da entrambi i membri, si divide tutto per dt e si
calcola il limite per dt→ 0, si ottiene l’Equazione Maestra della Chimica (EMC):
12Il Numero di Avogadro, chiamato cosı` in onore di Amedeo Avogadro e denotato dal simbolo
NA o N , e` il numero di elementi (solitamente atomi, molecole o ioni) contenuti in una mole. E’
pari a 6,02×1023 mol−1.[1]
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dP(x, t | x0, t0)
dt
=
M
∑
j=1
[a j(x−vj)P(x−vj, t | x0, t0)−a j(x)P(x, t | x0, t0)] (2.4)
L’Algoritmo di Gillespie
La EMC determina completamente le probabilita` riguardanti il sistema, tut-
tavia, invece di risolverla per via diretta si puo` pensare di costruire una realiz-
zazione numerica di X(t), generando delle “traiettorie” di X(t) attraverso
l’algoritmo di Monte Carlo13. Questo e` l’esatto funzionamento dell’algoritmo di
Gillespie o SSA (Stochastic Simulation Algorithm), che sta alla base (nella sua for-
ma originale o in forme rielaborate) di tutte le simulazioni stocastiche sui modelli
biologici presenti nella letteratura scientifica.
L’algoritmo di Gillespie segue da un punto di vista diverso gli stessi calcoli
che portano alla definizione della EMC. Se in questi ultimi ci si concentrava sul
calcolo di P(x, t | x0, t0), probabilita` del sistema di trovarsi nello stato x all’istante
t, ora si vuole calcolare p(τ, j | x, t), la probabilita` che, quando il sistema e` in uno
stato x al tempo t, la prossima reazione che “scattera`” nell’intervallo infinitesimo
[t+ τ, t+ τ+dτ) sara` una determinata reazione R j.
Se definiamo P0(τ | x, t) la probabilita` che, dato X(t) = x, non si abbiano
reazioni nell’intervallo [t, t+ τ), allora la legge di probabilita` implica che:
p(τ, j | x, t)dτ= P0(τ | x, t)×a j(x)dτ (2.5)
E inoltre:
P0(τ+dτ | x, t) = P0(τ | x, t)× (1−
M
∑
j=1
a j(x)dτ) (2.6)
Se si riorganizza l’equazione e se ne calcola il limite per dτ→ 0, si ottiene
un’equazione differenziale il cui risultato e`:
P0(τ | x, t) = exp(−a0(x)τ) dove a0(x) =
M
∑
j=1
a j(x) (2.7)
Se sostituiamo la 2.7 con la 2.5 otteniamo:
13L’algoritmo di Monte Carlo e` un metodo numerico che viene utilizzato per trovare le soluzioni
di problemi matematici che possono avere molte variabili e che non possono essere risolti facil-
mente, come per esempio il calcolo integrale. L’efficienza di questo metodo aumenta rispetto agli
altri metodi quando la dimensione del problema cresce.[1]
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p(τ, j | x, t) = a j(x)exp(−a0(x)τ) (2.8)
L’ultima equazione implica che la funzione di densita` congiunta di τ e j puo`
essere scritta come il prodotto della funzione densita` di τ,
a0(x)exp(−a0(x)τ) e della funzione densita` di j, a j(x)a0(x) .
Utilizzando ora il metodo di inversione della teoria di Monte Carlo[18] possi-
amo generare dei campioni casuali da queste due densita`, in modo da arrivare alla
seguente versione dell’algoritmo SSA di Gillespie:
1. Inizializzare il tempo t = t0 e lo stato del sistema X(t0) = x0
2. Con il sistema nello stato x al tempo t, calcolare tutte le a j(x) e la loro
somma a0(x)
3. Scegliere due numeri casuali r1 e r2 dalla distribuzione uniforme nell’inter-
vallo e scegliere τ e j in accordo alle seguenti specifiche:
τ=
1
a0(x)
ln
1
r1
(2.9)
j = il piu` piccolo intero che soddisfa
j
∑
j′=1
a j′(x)> r2a0(x) (2.10)
4. Effettuare la prossima reazione sostituendo t con t+ τ e x con x+v j
5. Tornare al passo 2 o arrestare la simulazione.
Si noti come il passo temporale τ nel SSA sia esatto e non una approssimazione
finita di un infinitesimo dt come nel caso dei piu` diffusi metodi numerici risolutivi
per le equazioni differenziali.
L’algoritmo SSA non risolve la CME numericamente e non produce la fun-
zione di densita` di probabilita` di x(t). Tuttavia numerose informazioni su questa
funzione di densita` possono essere ricavate calcolando la media sui risultati di
piu` simulazioni del SSA. Il principale svantaggio dell’algoritmo di Gillespie e` il
suo elevato costo computazionale, dovuto al fatto che in ogni istante di tempo si
simulano tutti gli eventi di reazione. Questa caratteristica rende l’algoritmo parti-
colarmente inefficiente se impiegato su sistemi con un elevato numero di molecole,
nei quali a0(x) e` molto grande e il τ generato e` veramente molto piccolo. Esistono
comunque delle versioni piu` elaborate del SSA che ci permettono di incrementare
la velocita` di simulazione senza che la precisione venga meno ([19], [20]).
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Capitolo 3
P Systems e Sistemi Cellulari
Sommario
Questo capitolo e` dedicato interamente al calcolo a membrane, che rappresenta
il paradigma matematico di modellazione su cui e` basato il simulatore oggetto della
tesi. Nella sezione 3.1 si analizzeranno le caratteristiche generali dei P Systems e
nella sezione 3.2 si vedranno le correlazioni tra P Systems e modelli biologici.
3.1 I P Systems
3.1.1 Visione d’Insieme
Come gia` detto nella Sezione 2.1, il Calcolo a Membrane
(Membrane Computing), introdotto da G. Pa˘un in [26], e` un’area del Natural
Computing che sta ricevendo sempre piu` attenzione dall’intera comunita` scien-
tifica. Il pensiero che sta alla base di questa teoria e` che la composizione interna
della cellula e le dinamiche di vita e riproduzione che hanno luogo in essa, si
prestano con successo ad esser interpretate come vere e proprie strutture di cal-
colo. Nel Membrane Computing, si vuole dar enfasi all’importanza di un’entita`
costitutiva cellulare in particolare: le membrane. Le membrane hanno un ruolo
fondamentale nel ciclo vitale della cellula: la membrana cellulare separa e pro-
tegge lo spazio interno dall’ambiente esterno, inglobando le sostanze necessarie
al sostentamento dell’organismo cellulare e filtrando quelle dannose; le membrane
piu` interne definiscono l’architetture vera e propria della cellula, delimitando i vari
compartimenti interni e, soprattutto, proteggendo il nucleo, in cui sono contenute
le informazioni genetiche; ogni membrana, poi, viene coinvolta in linea diretta
nelle reazioni biochimiche che regolano il comportamento delle cellule viventi.
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Il Membrane Computing astrae formalmente queste caratteristiche della cellula
introducendo la nozione di P System o Membrane System.
Componenti Essenziali del P System
A grandi linee possiamo dire che un P System e` definito da tre entita` principali:
Figura 3.1: Esempio di struttura a membrane di un modello di cellula.[11]
1. Una struttura a membrane direttamente ispirata a quella delle cellule, con-
tenente un numero di membrane innestate tra loro in maniera gerarchica1.
Ogni membrana delimita una particolare regione o compartimento. Un com-
partimento e` lo spazio compreso tra una membrana e le membrane (even-
tualmente) presenti al suo interno.
2. Diversi multiinsiemi (multisets) di oggetti o stringhe inclusi nei vari compar-
timenti. Tali multisets rappresentano le quantita` delle varie sostanze o entita`
elementari contenute all’interno della cellula: proteine, molecole, elementi
chimici, etc.
3. Insiemi di regole di riscrittura (rewriting rules) o regole evolutive associate a
specifici compartimenti e utilizzate per descrivere l’evoluzione degli oggetti
contenuti anch’essi nei compartimenti intermembrana.
1Si noti che tale struttura puo` essere rappresentata in maniera formale da un grafo aciclico i cui
nodi identificano le membrane, la radice rappresenta la membrana piu` esterna della gerarchia (come
si vedra` in seguito, viene detta skin) e le relazioni di contenimento tra membrane sono identificate
dalle relazioni di discendenza tra i nodi.
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Sostanzialmente, una regola rappresenta una reazione biochimica tra reagen-
ti, interna alla cellula. Quando le regole evolutive vengono applicate, esse
consumano/producono, muovono tra compartimenti, combinano in stringhe
tutti e solo gli oggetti che sono interessati all’evoluzione nello specifico
istante in cui la regola che li coinvolge “scatta”. Le regole hanno visi-
bilita` locale, essendo associate ad uno specifico compartimento e, quando
sono applicate, possono modificare il contenuto (i multisets) di al piu` due
compartimenti.
Con questa composizione si puo` ottenere un efficiente strumento di calcolo
partendo da una precisa configurazione iniziale del P System (in cui si hanno
un certo numero di membrane contenenti, ognuna, i propri multisets) e lasciando
evolvere il sistema secondo le dinamiche descritte dalle regole; si presuppone l’e-
sistenza di un clock universale, ad ogni step del quale, tutte le regole di tutte le
regioni sono applicate2 a tutti gli oggetti che possono essere soggetti di una regola
evolutiva. Quando non si possono applicare ulteriori regole o quando il clock ha
raggiunto un istante predefinito, la computazione si arresta ed il suo risultato verra`
estrapolato in una maniera prestabilita.
3.1.2 Nomenclatura e Simbologia
La nozione di struttura a membrane viene introdotta in termini di un linguaggio
MS su un alfabeto { [,] }, che consiste nelle stringhe definite ricorsivamente come
segue:
1. [ ] ∈MS;
2. se µ1,. . . ,µn ∈MS, n≥ 1, allora [µ1 . . .µn] ∈MS;
3. nessun elemento in MS.
Si assume che ogni coppia di parentesi quadre [ ] possa essere etichettata con
un simbolo contenuto nell’insieme L = {l1, . . . , ln}. Definiamo ora una relazione
tra gli elementi di MS: scriveremo x ∼ y se e solo se e` possibile scrivere le due
stringhe come segue:
x = [l1 . . . [l2 . . . ]l2 . . . [l3 . . . ]l3 . . . ]l1 e y = [l1 . . . [l3 . . . ]l3 . . . [l2 . . . ]l2 . . . ]l1
cioe`, due coppie di parentesi che sono limitrofe allo stesso livello gerarchico
possono essere invertite di posizione con tutto il loro contenuto. L’ordine delle
2In maniera sincronizzata, non–deterministica e parallelizzata al massimo livello.
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parentesi e` dunque irrilevante, cio` che conta sono le loro relazioni reciproche.
Indicheremo con ∼∗ la chiusura riflessiva e transitiva di ∼. L’insieme di classi
di equivalenza rispetto alla relazione di equivalenza ∼∗ e` indicata da MS. Ogni
elemento di MS e` una struttura a membrane.
Ogni coppia di parentesi [ ] che compare in una struttura a membrane µ e`
chiamata membrana. La membrana esterna di una struttura a membrane e` chiamata
membrana skin, mentre una membrana con nessun’altra membrana al suo interno
e` detta membrana elementare.
Il numero di membrane in µ e` detto grado di µ ed e` denotato da deg(µ). La
profondita` di una struttura a membrane µ e` indicata con dep(µ) ed e` definita
ricorsivamente come segue:
1. se µ = [ ], allora dep(µ) = 1;
2. se µ = [µ1 . . .µn], per alcuni [µ1 . . .µn] ∈MS, allora dep(µ) =
1+max{dep(µi) |1≤ i≤ n}.
Una struttura a membrane puo` esser rappresentata come nella Figura 3.1. Si
noti come una struttura a membrane di grado n contenga esattamente n regioni,
dove per regione (o compartimento) intendiamo lo spazio chiuso delimitato da
una membrana e dalle membrane immediatamente interne ad essa; ogni regione e`
associata ad una membrana, dalla quale eredita lo stesso simbolo di etichettatura.
L’intero spazio che sta al di fuori della membrana skin e` detto regione esterna o
ambiente.
Se, dato una alfabeto finito O, si associano dei multisets Mi : O→ N ad ogni
membrana i ∈ {1, . . . ,n} di una struttura a membrane n, si ottiene una super-
cellula, che e` una costruzione della forma
SC = {(µ,M1, . . . ,Mn) |µ e` una struttura a membrane di grado n e Mi : O→
N, i = 1, . . . ,n, e` il multiset associato alla regione i}.
Gli elementi di un multiset (che puo` essere anche vuoto), vengono chiamati
oggetti e un multiset presente in una determinata regione e` detto il contenuto di
quella regione. Il numero totale di oggetti in una membrana elementare i e` detto
dimensione di i, ed e` denotato da size(i). Se una membrana j si trova all’interno
di una membrana i, ed esse contribuiscono a delimitare la stessa regione (vale a
dire quella delimitata da i), allora gli oggetti appartenenti alla regione associata
ad i si dicono adiacenti alla membrana j. La rappresentazione grafica e numerose
nozioni introdotte per le strutture a membrana — come il grado, la profondita`, etc.
— possono essere estese anche alle super-cellule3.
3Si noti come una struttura a membrane in cui tutti i multisets sono vuoti corrisponda proprio
ad una super-cellula.
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3.1.3 Definizione Formale
Chiariti i concetti basilari dei sistemi a membrana, forniamo ora una specifica
del framework P System in termini formali:
Definizione 1 (Specifica di un P System) Una specifica di P System e` un costrut-
to del tipo
Π= (O,L,µ,M1,M2, . . . ,Mn,Rl1, . . . ,Rlm)
dove:
• O e` un alfabeto finito di simboli che rappresentano degli oggetti;
• L = l1, . . . , lm e` un alfabeto finito di simboli che rappresentano etichette per
i compartimenti ed identificano i tipi dei compartimenti4;
• µ e` una struttura a membrane contenente n ≥ 1 membrane identificate uni-
vocamente dai valori compresi in {1, . . . ,n} ed etichettate con gli elementi
contenuti in L;
• Mi = (li,wi,si) per ogni 1≤ i≤ n, e` la configurazione iniziale di una mem-
brana i con li ∈ L etichetta di tale membrana, wi ∈ O∗ un multiset finito di
oggetti e si un insieme finito di stringhe definite su O;
• Rlt = {rlt1 , . . . ,rltklt } per ogni 1≤ t ≤m, e` un insieme finito di regole di riscrit-
tura associato ai compartimenti del tipo rappresentato dall’etichetta lt ∈ L.
Le regole seguono le seguenti forme:
— Regole di riscrittura dei multiset:
rltj : ob j1[ob j2]l
cltj−→ ob j′1[ob j′2]l (3.1)
— Regole di riscrittura delle stringhe:
rltj : [ob j1+ str1; . . . ;ob jp+ strp]l
cltj−→ (3.2)
[ob j′1+ str
′
1,1+ . . .str
′
1,i1; . . . ;ob j
′
p+ str
′
p,1+ . . .str
′
p,ip]l
Precisiamo alcune cose per quanto riguarda le ultime due definizioni. Per
quanto riguarda la 3.1, ob j1,ob j2,ob j
′
1,ob j
′
2 ∈ O∗ sono dei multiset finiti e l e` un
etichetta contenuta in L. Un multiset di oggetti e` rappresentato da ob j = o1+o2+
4Compartimenti con uguale etichetta verranno considerati dello stesso tipo; questo comporta
che ad essi verranno associati anche gli stessi insiemi di regole.
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· · ·+om con o1, · · · ,om ∈ O. La stringa vuota (che rappresenta un multiset vuoto)
verra` indicata col simbolo λ. Per semplicita` scriveremo on al posto di
n︷ ︸︸ ︷
o+ · · ·+o.
Le regole definite da 3.1 operano in entrambi i lati della membrana, cioe`, il mul-
tiset ob j1, situato all’esterno della membrana etichettata con l e un multiset ob j2
piazzato all’interno della stessa membrana, possono essere rimpiazzati simultane-
amente da i multiset ob j′1 e ob j
′
2 rispettivamente. Per quanto riguarda la ?? in-
vece, una stringa str e` rappresentata cosı`: str = 〈s1.s2. · · ·si〉 dove s1, . . . ,si ∈ O.
In questo caso, ogni multiset di oggetti ob j j e stringhe str j, con 1 ≤ j ≤ p, sono
rimpiazzati da multisets di oggetti ob j′j e stringhe str′j,1 . . .str
′
j,i j .
Si noti che ad ogni regola e` associata una costante cltj , che viene detta costante
stocastica e verra` utilizzata per calcolare la “propensita`5” della regola, in accordo
al contesto corrente ed allo specifico compartimento in cui la regola e` localizzata.
Definizione 2 (Parametri) Data una specifica di P System
Π= (O,L,µ,M1,M2, . . . ,Mn,Rl1, . . . ,Rlm)
l’insieme di parametri di Π,P (Π) = (M0(Π),C (Π)) consiste negli elementi:
1. M0(Π) = (M1, . . . ,Mn), multisets iniziali associati ai compartimenti;
2. C (Π) = (rltj ) 1≤ j ≤ klt
1≤ t ≤ m
, costanti associate alle regole di riscrittura in
Rl1 , ...,Rlm .
Definizione 3 (Modello di un P System) Sia Π una specifica di P System di
parametri P (Π) = (M0(Π),C (Π)), e siano M0 e C delle famiglie di possibili val-
ori per i multisets iniziali M0(Π) e per le costanti C (Π). Una famiglia di modelli
di P Systems, F (Π,M0,C), e` ottenuta daΠ,M0,e C istanziando i parametri P (Π)
per mezzo dei valori provenienti da M0 e C.
Percio`, dati M0 e C insiemi di possibili valori per i parametri
P (Π) = (M0(Π),C (Π)) di Π e dati i valori specifici
(M1, . . . ,Mn) ∈M0 e (rltj ) 1≤ j ≤ klt
1≤ t ≤ m
∈ C
un modello di P System
(Π,(M1, . . . ,Mn),(rltj ) 1≤ j ≤ klt
1≤ t ≤ m
)
5Vedi metodo di Gillespie.
32
si ottiene istanziando i parametri di Π con i valori specifici estratti da
(M1, . . . ,Mn) e (r
lt
j ) 1≤ j ≤ klt
1≤ t ≤ m
. In questo modo, una famiglia di modelli di P Sy-
stem F (Π,(M0,C)) che condividono la stessa specifica Π, puo` essere utilizzata
per studiare il comportamento di un particolare sistema di cellule specificato da Π
sotto le differenti condizioni iniziali collezionate in M0 e studiando la sensibilita`
del sistema per differenti costanti in C.
3.1.4 Applicazioni Fondamentali
Stando a quanto si e` detto finora, i P Systems, astraendo in via formale le
caratteristiche di base della cellula, vengono ampiamente sfruttati proprio come
modelli cellulari per la riproduzione di particolari dinamiche evolutive osservabili
per via empirica. Bisogna pero` precisare che questo particolare utilizzo si svilup-
pa come alternativa allo scopo principale per cui i P System sono stati concepiti;
infatti, quando nel 2000 [26] Gheorghe Pa˘un teorizzo` questo framework, il suo
obiettivo fu quello di derivare dei modelli di calcolo che si ispirassero alle carat-
teristiche strutturali della cellula. Per questo motivo nella letteratura sul Membrane
Computing si annoverano numerose varianti dei P Systems di base, che hanno una
potenza di calcolo equivalente alle Macchine di Turing e che sono quindi in grado
di risolvere problemi computazionalmente complessi in tempi polinomiali6.
Possiamo dunque riconoscere una duplice funzionalita` ai sistemi a membrane,
ben riassunta dallo schema nella Figura 3.2: la capacita` di essere utilizzato sia
come modello della cellula che come efficiente strumento di calcolo. Vediamo di
seguito due esempi che mettono in chiara evidenza queste due caratteristiche.
I P Systems Come Strumento di Calcolo.
Le potenzialita` del Membrane Computing sotto questo aspetto sono molteplici:
in [11] e` stato provato come un P System sia in grado di generare linguaggi formali
ricorsivamente enumerabili7 appartenenti alla gerarchia di Chomsky8 o come sia
6Numerosi casi a riguardo sono stati documentati in [11].
7Un insieme A e` detto ricorsivamente enumerabile quando esiste una funzione di enumerazione
f tale che A e` l’insieme delle immagini di f (cioe` A e` il codominio di f). Essendoci una corrispon-
denza biunivoca tra l’insieme delle funzioni calcolabili e l’insieme dei programmi in un qualsiasi
linguaggio di programmazione, un insieme e` quindi ricorsivamente enumerabile se e` possibile
generare i suoi elementi attraverso un programma per calcolatore (per la tesi di Church-Turing e`
indifferente il linguaggio di programmazione scelto)[1].
8La gerarchia di Chomsky e` un insieme di classi di grammatiche formali che generano lin-
guaggi formali. La gerarchia di queste grammatiche fu descritta da Noam Chomsky nel 1956.
Una grammatica formale consiste di un insieme finito di simboli terminali (le lettere di una parola
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Figura 3.2: Relazioni tra Membrane Computing e Biologia.[11]
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possibile tramite essi risolvere problemi NP-completi9 in tempi polinomiali, come
il Problema del Percorso Hamiltoniano.
Vediamo ora un esempio pratico di come un P System sia in grado di risolvere
un problema di decidibilita`10: Sia data una configurazione iniziale del problema,
in cui due numeri n e k, con k > 1, sono introdotti come molteplicita` di simboli
appartenenti ad un alfabeto fissato. Si vuole determinare se n e` un multiplo di k.
In caso affermativo, verra` presentato il “simbolo terminale” yes nella membrana di
output, in caso contrario in questa membrana comparira` il simbolo no.
Si consideri il P System:
Π1 = (O,T,µ,M1,M2,M3,(R1,ρ1),(R2,ρ2),(R3,ρ3), i0)
dove:
O = {a,b,b′,d,yes,no};
T = {yes,no};
µ = [1 [2]2 [3]3 ]1;
M1 = 0;
M2 = {anbkd};
M3 = 0;
R1 = {r1 : dbb′ −→ (no, in3),r2 : d −→ (yes, in3)};
R2 = {r3 : ab−→ b′,r4 : ab′ −→ b,r5 : d −→ dδ};
R3 = 0;
ρ1 = {r1 > r2};
ρ2 = {r3 > r5,r4 > r5};
ρ3 = 0;
i0 = 3.
Alcune puntualizzazioni sulla simbologia dell’esempio:
• la notazione (x, ini) indica che il simbolo x si sposta nella membrana i;
• la notazione x−→ xδ indica l’eliminazione (degradazione) del simbolo x;
• la notazione ri > r j indica che la regola i ha maggiore priorita` della regola
j. Ossia, la regola j verra` eseguita solo quando la regola i non potra` essere
piu` applicata (per mancanza di reagenti su cui operare al primo membro).
nel linguaggio formale), un insieme finito di simboli non terminali, un insieme finito di regole di
produzione (con un lato sinistro ed un lato destro), ed infine un simbolo iniziale.[1]
9Nella Teoria della Complessita` i problemi NP-completi sono i piu` difficili problemi in
NP (problemi non deterministici a tempo polinomiale) nel senso che quasi sicuramente non
appartengono a alla classe di complessita` “P” (Polinomiale).
10Tratto da [11].
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Figura 3.3: Un P System capace di valutare se k divide n.[11]
La computazione ha inizio nella membrana 2, dove k e` sottratto da n mediante
le regole r3 e r4: ad ogni passo, k copie dell’oggetto a vengono eliminate mentre
b viene riprodotto. Entrambe le regole di prima hanno priorita` maggiore rispetto
alla r5, percio` la membrana 2 puo` dissolversi solo quando saranno state cancellate
n occorrenze di a. Se e solo se n e` un multiplo di k allora gli oggetti b e b′ non
saranno mai piu` presenti simultaneamente nel sistema. Percio`, la regola r1 puo`
essere applicata nella membrana 1 se e solo se n non e` multiplo di k. In accordo
con la relazione di priorita`, se r1 non e` applicabile allora puo` essere utilizzata la
regola r2, che significa che n e` multiplo di k. In entrambi i casi otterremo nella
membrana 3 (di output) rispettivamente gli oggetti no o yes.
Concludendo, si ha che la risposta del sistema sara` sempre corretta e che
la computazione si arrestera` sempre, per ogni scelta degli input k e n, con la
condizione che k 6= 0.
Il sistema puo` essere modificato anche in modo che k possa essere uguale a
0. In questo caso, dobbiamo assicurarci che non venga mai generato l’output yes.
A questo proposito, bisognera` modificare l’insieme di regole della membrana 1
altrimenti, con zero copie di b, la regola d −→ (yes, in3) ci restituira` la risposta
sbagliata. Considereremo quindi il nuovo set di regole r′ : db −→ (yes, in3),r′′ :
db′ −→ (yes, in3) con le relazioni di priorita` r1 > r′,r1 > r′′. Ora, se non sono piu`
presenti copie di b nel sistema, non potranno essere applicate regole nella regione 1
e nessun oggetto verra` inviato nella membrana di output, cosı` da non avere nessuna
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risposta. Per avere un grado maggiore di accuratezza, potremo anche aggiungere
la regola r0 : d −→ (error, in3) nella regione 1, con priorita` minima.
I P Systems Come Modello Cellulare.
Figura 3.4: Esempio di sistema cellulare che consiste nell’attivazione di due geni,
gene-R e gene-Tf, per mezzo di un segnale esterno S che interagisce con una
proteina Tf.[29]
Illustriamo di seguito un esempio conforme alla Definizione 3 data per un mo-
dello di P System. Il sistema che si andra` a modellare mediante P System consiste
in un segnale S trasportato nel citoplasma da un recettore R collocato nella su-
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perficie cellulare11. Una volta nel citoplasma S interagisce con una proteina T f
formando il complesso S−T f che a sua volta attiva i geni gene−T f e gene−R
per legame diretto. I due geni codificano la proteina ed il recettore omonimi.
La seguente specifica di P System descrive il sistema:
Π2 = (O,L,µ,M1,M2,M3,Renv,Rsur f ,Rcyto)
dove:
• Nell’alfabeto O sono rappresentate le entita` molecolari presenti nel sistema:
O = {S,R,S-R,T f ,S-T f ,
geneT f ,S-T f -geneT f ,geneR,S-T f -geneR}
• Le etichette L = {env,sur f ,cyto} specificano le regioni principali del siste-
ma: l’ambiente esterno, la superficie della cellula ed il citoplasma.
• La struttura a membrane µ e` composta da tre membrane che definiscono
tre compartimenti (o regioni) coinvolti nel sistema: l’ambiente esterno, la
superficie della cellula ed il citoplasma, identificati rispettivamente con i
numeri 1, 2 e 3 ed etichettati con env, sur f e cyto. Nella Figura 3.4 si ha una
rappresentazione grafica di questa struttura a membrane.
• I multisets iniziali M1, M2 e M3 rappresentano rispettivamente le condizioni
iniziali dell’ambiente esterno, della superficie cellulare e del citoplasma.
Essi fanno parte dei parametri della specifica del P System.
• L’insieme di regole di riscrittura Renv, Rsur f e Rcyto descrive le interazioni
molecolari che si verificano nei corrispondenti compartimenti.
– L’insieme di regole Renv = {renv1 ,renv2 } rappresenta il legame tra segnale
S e recettore R (renv1 ) e la degradazione del segnale S (r
env
2 ).
renv1 : S[R]sur f
cenv1−→ [S-R]sur f
renv2 : [S]env
cenv2−→ [ ]env
– L’insieme di regole Rsur f = {rsur f1 ,rsur f2 ,rsur f3 } specifica lo scioglimen-
to del legame tra S ed R (rsur f1 ), il rilascio del segnale S nel citoplas-
ma (rsur f2 ) e l’internazione (o diffusione interna) del recettore R nel
citoplasma (rsur f3 ).
11Si parla di recettori (proteine) transmembrana nel senso che giaciono proprio “a cavallo” della
membrana cellulare esterna. Per approfondimento, vedi Appendice A.
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rsur f1 : [S-R]sur f
csur f1−→ S[R]sur f
rsur f2 : S-R[ ]cyto
csur f2−→ R[S]cyto
rsur f3 : R[ ]cyto
csur f3−→ [R]cyto
– L’insieme di regole Rcyto specifica le interazioni molecolari che hanno
luogo nel citoplasma:
rcyto1 : [geneT f ]cyto
ccyto1−→ [geneT f +T f ]cyto
rcyto2 : [geneR]cyto
ccyto2−→ [geneR+R]cyto
Queste due regole rappresentano la produzione di base della proteina
T f (rcyto1 ) e del recettore R (r
cyto
2 ).
rcyto3 : [S+T f ]cyto
ccyto3−→ [S-T f ]cyto
rcyto4 : [S-T f ]cyto
ccyto4−→ [S+T f ]cyto
Le due regole precedenti invece descrivono le interazioni tra il segnale
S e la proteina T f , che portano alla formazione ed alla dissociazione
del complesso S-T f .
rcyto5 : [S-T f +geneT f ]cyto
ccyto5−→ [S-T f -geneT f ]cyto
rcyto6 : [S-T f -geneT f ]cyto
ccyto6−→ [S-T f +geneT f ]cyto
rcyto7 : [S-T f -geneT f ]cyto
ccyto7−→ [S-T f -geneT f +T f ]cyto
rcyto8 : [S-T f +geneR]cyto
ccyto8−→ [S-T f -geneR]cyto
rcyto9 : [S-T f -geneR]cyto
ccyto9−→ [S-T f +geneR]cyto
rcyto10 : [S-T f -geneR]cyto
ccyto10−→ [S-T f -geneR+R]cyto
Le regole precedenti specificano l’attivazione dei geni geneT f e geneR me-
diante l’interazione con S-T f (rcyto5 ,r
cyto
6 ,r
cyto
8 , e r
cyto
9 ) e la produzione attiva
di T f e R (rcyto7 e r
cyto
10 ).
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rcyto11 : [R]cyto
ccyto11−→ R[ ]cyto
rcyto12 : [T f ]cyto
ccyto12−→ [ ]cyto
rcyto13 : [R]cyto
ccyto13−→ [ ]cyto
rcyto14 : [S]cyto
ccyto14−→ [ ]cyto
Le ultime quattro regole rappresentano la diffusione del recettore all’esterno
del citoplasma ossia la sua collocazione sulla superficie della cellula (rcyto11 ) e
le degradazioni della proteina T f (rcyto12 ), del recettore R (r
cyto
13 ) e del segnale
S (rcyto14 ).
Identificata la specifica Π2 del P System, possiamo definire i parametri P (Π2)
associati ad essa. Questi parametri consistono in:
• Il multiset iniziale M0((Π2)) = (M1,M2,M3), dove M1 = (l1,w1,s1) e` as-
sociato con l’ambiente esterno, M2 = (l2,w2,s2) e` associato alla superficie
cellulare e M3 = (l3,w3,s3) e` associato al citoplasma.
• Le costanti C (Π2)= (cenv1 ,cenv2 ,csur f1 ,csur f2 ,csur f3 ,ccyto1 , . . . ,ccyto14 ) associate alle
regole.
A questo punto possiamo definire una famiglia di modelli di P Systems speci-
ficato degli intervalli finiti di valori M0 e C per i parametri M0((Π2)) e C (Π2).
I possibili valori M0 = (M1,M2,M3) associati col multiset iniziale ci perme-
ttono lo studio del comportamento del sistema sotto differenti condizioni iniziali.
Nella nostro caso noi studiamo l’evoluzione del sistema per differenti quantita` del
segnale S nell’ambiente esterno:
M1 = {(env,λ,λ),(env,S50,λ)}
M2 = {(sur f ,λ,λ),(sur f ,R3,λ)}
M3 = {(cyto,geneT f +geneR,λ),(cyto,R3+geneT f +geneR,λ)}
Nei casi in cui dovesse risultare impossibile quantificare i valori specifici per
le costanti associate alle regole, si ricorre a delle costanti biologiche che possono
essere usate per definire intervalli di valori plausibili. Rappresenteremo questi val-
ori in C. Per esempio, dalla pratica si sa che le costanti associate a regole della
forma [a+b]l
con−→ [c]l , sono limitate al valore ∼ 0.16molec−1sec−1 in un volume
di ∼ 10−15l. Tuttavia noi definiamo cenv1 = ccyto3 = (0,0.16). In maniera simi-
lare, sfruttando l’esperienza biologica empirica e` possibile determinare intervalli
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di valori per il resto delle costanti in C. L’intervallo finito di valori definito in C, ci
permette di stimare le costanti delle regole utilizzando, ad esempio, un algoritmo
genetico per generare un’evoluzione convergente verso un dato comportamento
target.
Infine, la nostra analisi puo` convergere verso lo studio dei modelli specifici
della famiglia F (Π2,(M0,C)).
3.2 Applicazione dei P Systems
ai Modelli Cellulari
Nei capitoli introduttivi riguardanti i modelli biologici (vedi paragrafi in 2.1
e 2.2.1) abbiamo visto che le tecniche di modellazione permettono di astrarre un
numero molto elevato di fenomeni della realta` biologica. Le caratteristiche viste
per i P Systems pero`, adattano questo framework ad un campo in particolare, che
e` quello delle tecniche di modellazione usate nella biologia molecolare della cel-
lula. Dopo aver visto la struttura dei P Systems, andiamo ora a rappresentarne le
caratteristiche di “framework formale per la specifica e la simulazione di sistemi
cellulari”, mettendo in evidenza il modo di integrare aspetti strutturali e dinamici in
maniera esauriente e pertinente senza venir meno alle richieste di formalizzazione
indispensabili per un’analisi computazionale o matematica. In particolare verra`
illustrato di seguito come i componenti principali di un sistema cellulare vengono
specificati e simulati usando i P Systems.
3.2.1 Specifica dei Compartimenti Cellulari nei P Systems
Le membrane svolgono un ruolo chiave nel funzionamento e nell’organiz-
zazione strutturale delle cellule procariote ed eucariote. La struttura di base delle
biomembrane e` un doppio strato fosfolipidico, una sorta di lamina bidimensionale
con un nucleo idrofilo e le due facciate idrofobiche alla quale si associano pro-
teine e oligosaccaridi, come mostrato nella Figura 3.5. (per approfondimenti vedi
Appendice A). Non solo la cellula ma anche gli organuli contenuti al suo interno
(mitocondri, RE, lisosomi, apparato di Golgi, etc.) sono avvolti da una membrana;
l’importanza delle membrane interne e` evidenziata dal fatto che la loro superficie
totale e` dieci volte maggiore di quella della membrana plasmatica.
Le funzioni delle membrane non si limitano alla delimitazione dei comparti-
menti in cui hanno luogo le reazioni biochimiche; esse contribuiscono attivamente
anche al controllo dello spostamento di molecole dall’interno all’esterno (e vicev-
ersa) della cellula e degli organuli citoplasmatici. Un altro importante ruolo delle
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Figura 3.5: Tipica struttura di una biomembrana, con un doppio strato
fosfolipidico, una componente proteica e una glucidica.[24]
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membrane e` quello della recezione di segnali, processo svolto da tre tipi di proteine
associate alle membrane:
Proteine transmembrana o integrali: sono situate nel doppio strato fosfolipidi-
co della membrana e sono solitamente composte da tre differenti segmenti:
uno idrofobico legato alla porzione idrofobica dei fosfolipidi, uno citopla-
smatico (che si affaccia all’interno della cellula) e uno extracellulare (che
sporge nell’ambiente esterno). Le proteine integrali possono essere trans-
membrana e sporgere in entrambi i versanti della membrana. Altre sono
meno voluminose e sporgono dal doppio strato fosfolipidico solo in uno dei
due versanti di membrana. Formano sempre dei legami molto forti e sta-
bili con i fosfolipidi al punto che durante il processo di isolamento vengono
denaturate.
Proteine periferiche di membrana: sono associate alle membrane
per mezzo di specifici legami non covalenti con la componente idrofila dei
fosfolipidi o con le proteine integrali.
Riassumendo, possiamo dire che nei compartimenti cellulari e` possibile ri-
conoscere due regioni principali:
1. La superficie del compartimento (superficie in breve) dove sono localiz-
zati insiemi di importanti proteine che regolano il flusso delle molecole e
rilevano i segnali da/verso la cellula.
2. Il lumen (o spazio acquoso interiore) dove caratteristici complessi proteici
svolgono funzioni particolari.
Nel framework di modellazione dei P Systems le membrane sono usate per
definire specifiche regioni dei sistemi cellulari. Secondo gli studi riportati in
[29] e` necessario utilizzare due differenti membrane per specificare le due regioni
associate ad un compartimento cellulare:
1. Una prima membrana rappresentera` la superficie del compartimento. In que-
sta regione saranno collocati gli oggetti che rappresenteranno le proteine in-
tegrali e periferiche. Le regole associate a questa regione rappresenteranno
i processi di trasporto molecolare e segnalazione.
2. Una seconda membrana rappresentera` poi lo spazio acquoso e per questo
sara` inglobata all’interno della prima. Nella regione associata a questa mem-
brana verranno posti oggetti e stringhe che specificano proteine e altre
molecole interne al lumen. Le regole che descrivono le interazioni moleco-
lari che hanno luogo all’interno del compartimento saranno associate a que-
sta membrana.
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Nei casi in cui non viene trattato il trasporto attivo di molecole o il segnale, la
membrana che rappresenta la superficie di un compartimento viene omessa.
3.2.2 Specifica delle Interazioni tra Proteine nei P Systems
Le interazioni tra le proteine viste precedentemente regolano i maggiori pro-
cessi di elaborazione di informazione all’interno delle cellule viventi. La de-
scrizione teorica e sperimentale delle interazioni “proteina–proteina” e` relativa al
campo della cinetica chimica. Un obiettivo primario in quest’area e` quello di de-
terminare la probabilita` che si abbia una determinata interazione, con lo scopo di
descrivere la velocita` con cui i reagenti vengono trasformati in prodotti.
Vedremo ora come i P Systems schematizzano le piu` importanti interazioni
“proteina–proteina”, associando ad ognuna di esse la propria propensita`, calco-
lata in accordo alle teorie di cinetica chimica stocastica di Gillespie (vedi [16],
[17], [18], [19], [20]). Per ogni schema di reazione verra` inoltre fornita una
rappresentazione grafica ottenuta con CellDesigner [15].
Reazioni di Trasformazione e Degradazione:
Figura 3.6: Rappresentazione grafica di trasformazione e degradazione. [29]
Una molecola a puo` reagire per produrre un’altra molecola b o puo` essere
degradata dall’apparato produttivo della cellula (Figura 3.6). Le dinamiche di que-
sta reazione possono essere modellate secondo la regola di decadimento esponen-
ziale che stabilisce che il rate di reazione o la sua propensita` sono proporzionali
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al numero di molecole del reagente a. Nelle specifiche di P System, la trasfor-
mazione e la degradazione sono rappresentate usando le regole di riscrittura ri-
portate nella Tabella 3.1. Come possiamo vedere, in queste regole un oggetto a e`
sostituito da un oggetto b oppure e` rimosso in caso di degradazione.
r1 : [a]l
c−→ [b]l
r2 : [a]l
c−→ [ ]l
propr(ri) = c · |a| i = 1,2
Tabella 3.1: Regole del P System per le reazioni di trasformazione e degradazione.
Si noti che queste sono reazioni di primo ordine o monomolecolari. Come
discusso nella Sottosezione 2.4, per questo tipo di reazioni la costante c (meso-
scopica e stocastica) e` uguale alla costante k (deterministica e macroscopica). In
questo caso l’unita` di tale costante e` tempo−1.
Reazioni di Formazione e Dissociazione di Complesso:
Figura 3.7: Formazione e dissociazione di complesso.[29]
Due molecole a e b possono collidere e fondersi insieme mediante legame
non covalente, dando luogo ad un complesso c. Una volta che tale complesso si
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e` formato, esso puo` scindersi nuovamente nei suoi due componenti d ed e, che
possono aver riportato dei cambiamenti a causa dell’interazione (vedi Figura 3.7).
In biochimica questi tipi di reazione sono detti “formazioni e dissociazioni di
complesso”; in particolare si parla di formazione eterodimerica quando a 6= b e
formazione omodimerica quando a = b.
Le dinamiche di queste reazioni seguono la legge di azione di massa, che sta-
bilisce che il rate o la propensita` della reazione sono direttamente proporzionali al
prodotto del numero delle molecole dei reagenti.
Nelle specifiche di P System, la formazione e la dissociazione di complesso
sono rappresentate usando le regole di riscrittura riportate nella Tabella 3.2. Nel-
la regola di formazione di complesso rc f , gli oggetti a e b, rappresentanti le
rispettive molecole, sono rimpiazzati dall’oggetto c, che rappresenta il complesso.
Allo stesso modo, nella regola di dissociazione di complesso, rcd , l’oggetto c e`
rimpiazzato dagli oggetti d ed e.
rc f : [a+b]l
cc f−→ [c]l propr(rc f ) =

cc f · |a| · |b| se a 6= b
cc f · |a|(|a|−1)2 se a = b
rcd : [c]l
ccd−→ [d+ e]l propr(rcd) = ccd · |c|
Tabella 3.2: Regole del P System per le reazioni di formazione e dissociazione di
complesso.
In questo caso, le costanti stocastiche cc f ed ccd , associate alle regole di for-
mazione e dissociazione, sono espresse rispettivamente nelle unita`
di tempo−1molecole−1 e tempo−1. Come detto nella Sottosezione 2.4, la costante
cc f , associata ad una regola di secondo ordine, puo` essere calcolata come segue:
con =

kon
V×NA se a 6= b
2kon
V×NA se a = b
dove
• kon e` la costante deterministica, espressa in concentrazione−1tempo−1;
• NA e` il numero di Avogadro, che esprime il numero di molecole in una mole
di sostanza e vale ∼ 6.023×1023;
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• V e` il volume del sistema.
E’ importante mettere in evidenza che cc f rappresenta una media degli eventi
di collisione per unita` di tempo, ed e` percio` limitata dalla velocita` di collisione
di una molecola di diffusione che va ad urtare contro una proteina target. Per
questo motivo cc f ha un valore “limitato da diffusione” di circa 108−109M−1s−1.
Questo limite superiore e` indipendente dai dettagli della formazione del complesso
e percio` puo` essere usato per determinare un possibile intervallo di valori per le
costanti associate alle regole.
Contrariamente a questo, la costante ccd , associata alla regola di dissociazione
rcd , e` uguale alla costante deterministica ko f f , dal momento che questa regola
rappresenta una reazione di primo ordine. Non c’e` un limite superiore generale per
ccd e quindi puo` variare su vari ordini di grandezza per differenti reazioni; questo
si ha perche` ccd e` determinata dalla forza del legame chimico tra le molecole che
formano il complesso.
Reazioni di Diffusione Interna ed Esterna:
Figura 3.8: Rappresentazione grafica di diffusione interna ed esterna.[29]
Le molecole piu` piccole possono spostarsi attraverso le membrane per diffu-
sione passiva, senza l’intervento delle proteine di trasporto e senza consumo di
energia metabolica. Il movimento segue il gradiente di concentrazione chimica
delle molecole che, dunque, si spostano dalle regioni a piu` alta concentrazione
verso quelle a concentrazione piu` bassa (vedi Figura 3.8). La velocita` di diffu-
sione di ogni sostanza e` direttamente proporzionale al gradiente di concentrazione
47
in uno dei versanti della membrana ed e` inoltre influenzata dallo spessore e dal
grado di idrofobicita` della membrana stessa; le molecole che hanno una carica
elettrica subiscono, nel loro spostamento, l’influsso dei potenziali elettrici presenti
nelle membrane.
Le regole presentate nella Tabella 3.3, costituiscono la specifica del P Sy-
stem per la diffusione di una sostanza all’interno ed all’esterno di un compartimen-
to (rappresentato da parentesi quadre etichettate: l’etichetta distingue i vari tipi di
compartimento). Per quanto riguarda la diffusione verso l’interno, un oggetto a
viene spostato dal compartimento che circonda il compartimento l alla regione che
e` definita da quest’ultimo. Il movimento opposto e` invece realizzato per la diffu-
sione verso l’esterno di l. Come nei casi precedenti, le costanti cin e cout associate
alle rispettive regole, sono usate per calcolare i rate e le propensita` delle regole
stesse.
r1 : a[ ]l
cin−→ [a]l propr(r1) = cin · |a|
r2 : [a]l
cout−→ a[ ]l propr(r2) = cout · |a|
Tabella 3.3: Regole del P System per le reazioni di diffusione interna ed esterna.
Reazioni di Binding e Debinding:
Uno dei passaggi fondamentali della trasduzione dei segnali12 e` il legame che
si ha tra i segnali extracellulari (che non sono altro che molecole, dette ligandi) e
le proteine che effettuano la trasduzione vera e propria: i recettori di membrana
(Figura 3.9). Questi ultimi infatti, con procedimenti differenti, legano il ligando
e trasmettono il messaggio alle proteine bersaglio dette mediatori intacellulari o
secondi messaggeri. La membrana ha un ruolo fondamentale in tutto questo pro-
cesso, essendo la regione in cui sono collocati i recettori e in cui questi svolgono
le loro principali funzioni.
Seguendo questa direttiva, nella specifica dei P Systems la membrana plasma-
tica e` rappresentata come una regione definita da due membrane: una di loro rap-
presenta la superficie cellulare e l’altra il citoplasma. In questa regione verranno
poste le molecole associate alla membrana cellulare, come i recettori di transmem-
brana, i complessi di recettori, e altre molecole che possono essere attaccate sia
all’esterno che all’interno della membrana stessa.
12Catena di reazioni che trasmette segnali (soprattutto idrofilici) dalla superficie cellulare verso
bersagli intracellulari di vario tipo. [1]
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Figura 3.9: Rappresentazione grafica di binding e debinding tra un ligando
extracellulare ed un recettore di membrana.[29]
Nella specifica dei P Systems la formazione (binding) e lo scioglimento (de-
binding) del legame tra ligando e recettore, vengono rappresentati secondo le re-
gole della Tabella 3.4. Per la regola di binding, l’oggetto a rappresenta il ligando
ed e` posto fuori dal compartimento (etichetta l) che rappresenta la superficie del-
la cellula. Il recettore e` invece specificato usando l’oggetto b posto all’interno
delle parentesi quadre etichettate con l. Questi due oggetti verranno rimpiazzati
dall’oggetto c, il complesso “recettore-ligando”, inserito nel compartimento che
rappresenta la membrana cellulare (sempre l). La reazione di debinding e` speci-
ficata rimpiazzando l’oggetto c all’interno delle parentesi quadre con l’oggetto d,
che rappresenta il ligando (fuori dalle parentesi) ed e, che rappresenta un recettore
libero (dentro le parentesi).
r1 : a[b]l
clb−→ [c]l propr(r1) = clb · |a| · |b|
r2 : [c]l
cld−→ d[e]l propr(r2) = cld · |c|
Tabella 3.4: Regole del P System per le reazioni di binding e debinding.
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Come nel caso della formazione/dissociazione di complesso, le costanti clb e
cld vengono usate per calcolare la propensita` delle regole corrispondenti, in ac-
cordo alla legge di azione di massa. Anche in questo caso, clb e` limitata dalla
diffusione ed ha unita` di tempo−1molecole−1, mentre in generale non c’e` limite
superiore per cld , espresso in tempo−1.
Lo schema usato per le reazioni di binding e debinding non e` limitato alla so-
la rappresentazione dell’attivazione dei recettori; esso puo` essere utilizzato profi-
cuamente anche per specificare l’ “assorbimento selettivo” ed il “rilascio” di al-
cune sostanze dal/verso l’ambiente esterno , attivita` svolte da speciali proteine di
trasporto inserite nella membrana cellulare.
Reazioni di Reclutamento e Rilascio:
Figura 3.10: Reclutamento e rilascio di una proteina citoplasmatica da parte di un
recettore di transmembrana.[29]
Il legame tra un legando ed il suo recettore, provoca un cambiamento di con-
formazione nel dominio citosolico (o in quelli dei recettori) che fa scattare il re-
clutamento di alcune proteine dal citoplasma. Queste proteine vengono successi-
vamente trasformate e rilasciate all’interno del citoplasma che, in ultima istanza,
induce delle specifiche risposte cellulari (Figura 3.10).
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Le regole nella Tabella 3.5 modellano le reazioni di reclutamento e rilascio nel-
la specifica di un P System. Il compartimento da cui le proteine vengono reclutate
e in cui sono rilasciate, e` indicato dalle parentesi quadre etichettate con l. Nella
regola di reclutamento rrt , il recettore attivo e` rappresentato dall’oggetto a situato
all’esterno del compartimento l, dove l’oggetto b rappresenta la proteina che viene
reclutata. Questi oggetti vengono sostituiti dall’oggetto c fuori dal compartimento
l, per indicare la formazione del complesso composto dal recettore attivo e dalla
proteina.
Nella regola di rilascio rrl invece, l’oggetto c fuori dal compartimento l e`
rimpiazzato dagli oggetti d (fuori dal compartimento) ed e (dentro il comparti-
mento).
La costante crt associata alla regola di reclutamento rrt , e` analoga alla costante
cc f associata alla regola di formazione di complesso, nel senso che entrambe sono
usate per calcolare la propensita` delle regole corrispondenti usando la legge di
azione di massa. Questa costante e` limitata dalla diffusione e viene espressa nelle
unita` di tempo−1molecole−1. La costante crl invece, non e` limitata e ha unita` di
tempo−1; in questo senso e` simile alla costante di dissociazione di complesso ccd .
rrt : a[b]l
crt−→ [c]l propr(rrt) = crt · |a| · |b|
rrl : c[ ]l
crl−→ d[e]l propr(rrl) = crl · |c|
Tabella 3.5: Regole del P System per le reazioni di reclutamento e rilascio.
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Parte II
Psimulator: Progetto e Analisi del
Software

Sommario
La seconda parte della tesi contiene la descrizione delle fasi di progettazione
e test del simulatore Psimulator . I quattro capitoli che compongono questa parte
sono organizzati come segue: nel capitolo 4 verra` analizzato l’algoritmo matem-
atico basato sui P Systems che regola le dinamiche del motore software di simula-
zione: l’algoritmo Deterministic Waiting Time (DWT), proposto da F. J. Romero-
Campero in [29].
Come verra` chiarito in seguito, una parte consistente del codice del simulatore
e` dedicata ad un parser13 che ha il compito di analizzare i files SBML (System
Biology Markup Language, vedi capitolo 5) dei modelli biologici che dovranno
poi essere simulati. Per questo motivo, nel capitolo 5 verranno fornite le nozioni
chiave del linguaggio SBML, con particolare riguardo nei confronti dei costrutti
sintattici che hanno un collegamento diretto con le specifiche dei P Systems.
Nel capitolo 6 verra` analizzata la struttura del codice del simulatore e nel
capitolo 7 si discuteranno i risultati ottenuti a seguito di una serie di simulazioni.
13In informatica, il parsing o analisi sintattica e` il processo atto ad analizzare uno stream con-
tinuo in input (letto per esempio da un file o una tastiera) in modo da determinare la sua struttura
grammaticale grazie ad una data grammatica formale. Un parser e` un programma che esegue questo
compito. [1]
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Capitolo 4
L’Algoritmo
Deterministic Waiting Time
Sommario
In questo capitolo verra` analizzato l’algoritmo matematico basato sui P Sy-
stems che regola le dinamiche del motore software di simulazione: l’algoritmo
Deterministic Waiting Time (DWT), proposto da F. J. Romero-Campero in [29].
4.1 Introduzione
Nella sottosezione 2.5.3 si e` parlato dell’algoritmo di Gillespie come di un
valido metodo per simulare l’andamento temporale di un modello stocastico. E’
doveroso pero` rimarcare il fatto che l’algoritmo di Gillespie e` stato sviluppato
per operare su singoli compartimenti omogenei. In [29], tuttavia, viene presen-
tata una rivisitazione dell’algoritmo che puo` essere applicata anche su sistemi a
piu` regioni; questa versione dell’algoritmo originale prende il nome di “algoritmo
Multi-regione di Gillespie” (Multi-compartmental Gillespie’s algorithm). L’utiliz-
zo di tale algoritmo, cosı` come quello di ogni altra tecnica stocastica, e` motivato
dal fatto che sistemi con uno scarso quantitativo di cellule verrebbero modellati
con scarsa accuratezza se si dovesse seguire un approccio deterministico. Tuttavia,
come si e` gia` detto, per sistemi con un elevato numero di molecole le tecniche de-
terministiche rappresentano un approccio ottimale e valido in larga misura. Al
fine di studiare la possibilita` di applicare le strategie deterministiche per simulare
sistemi cellulari con piu` compartimenti, presentiamo di seguito la versione deter-
ministica dell’algoritmo Multi-regione di Gillespie: l’algoritmo a Tempi di Attesa
Deterministici (Deterministic Waiting Time algorithm, in breve DWT), proposto
da Francisco J. Romero-Campero in [27].
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4.2 L’Algoritmo
Dato lo stato di un compartimento i, descritto dal multiset Mi = (li,wi,si) al-
l’interno di un P System, una regola da applicare ed il suo waiting time (che e` la
durata della reazione che la regola rappresenta) vengono calcolati come segue:
1. Per ciascuna regola r j ∈ Rl i, si calcoli la velocita` (velocity) v j(Mi) moltipli-
cando la costante stocastica clij associata alla regola stessa per le molteplicita`
degli oggetti presenti nel lato sinistro della regola, in accordo alla legge di
azione di massa.
2. Calcolare il waiting time associato alla regola r j ∈ Rl i come segue:
τ j =
1
v j(Mi)
(4.1)
Le regole presenti nel sistema verranno cosı` ordinate in una coda a priorita` in
base all’istante di tempo in cui verranno schedulate per essere applicate. La prima
regola da applicare e` quella col waiting time minore. Lo stato di uno o piu` com-
partimenti viene modificato a seconda del tipo di regola che si va ad applicare e, in
conseguenza a cio`, bisogna ricalcolare i waiting time per tutte le regole associate a
questi compartimenti. L’algoritmo si arresta quando viene raggiunto un tempo di
simulazione prefissato.
4.2.1 Deterministic Waiting Time Algorithm:
Descrizione Formale
• Inizializzazione
– resettare il tempo di simulazione t = 0;
– per ogni regola r j associata ad ogni membrana i in µ, calcolare la tripla
(τ j, j, i) utilizzando la procedura descritta precedentamente, dopodiche´
creare una lista contenente tutte queste triple;
– ordinare la lista di triple (τ j, j, i) in accordo a τ j;
• Ciclo
– estrarre la prima tripla (τ ji0, ji0, i0) dalla lista;
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– settare il tempo della simulazione a t = t+ τ ji0;
– aggiornare il waiting time per le restanti triple nella lista sottraendo
τ ji0;
– applicare un’unica volta la regola r ji0 nella membrana i0 cambiando le
quantita` degli oggetti coinvolti nella regola;
– per ciascuna membrana i′ influenzata dall’applicazione della regola,
ricalcolare i waiting time per tutte le regole associate a i′;
– per ognuna di queste regole confrontare i nuovi waiting time con quelli
precedenti e impostare definitivamente il piu` piccolo tra i due;
– iterare il processo descritto;
• Terminazione
– concludere la simulazione quando il tempo t raggiunge o eccede un
tempo massimo prefissato.
Si noti che in questo algoritmo, invece che associare un waiting time ad ogni
singola regola (come ad esempio avviene nel caso del Multi-compartmental Gille-
spie’s algorithm), ogni regola in ciascuna membrana ha un waiting time calcolato
in maniera deterministica che e` utilizzato per determinare l’ordine con cui ven-
gono applicate le regole. Ad ogni modo va evidenziato il fatto che quello appena
descritto e` un metodo esatto, nel senso che non vengono approssimati intervalli
infinitesimali di tempo come nel caso delle equazioni differenziali, bensı` lo step
temporale varia durante l’evoluzione del sistema e viene calcolato ad ogni passo,
divenendo in questo modo dipendente dallo stato corrente del sistema.
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Capitolo 5
Il Linguaggio SBML
Sommario
Nel seguente capitolo verranno fornite le nozioni chiave del linguaggio SBML:
nella sezione 5.1 si parlera` del contesto in cui si inserisce il linguaggio, nella
sezione 5.2 verra` analizzata la specifica piu` recente (Aprile 2008) del linguag-
gio, con particolare riguardo nei confronti dei costrutti sintattici che hanno un
collegamento diretto con le specifiche dei P Systems (sezione 5.3).
5.1 Introduzione al Linguaggio
Nell’introduzione di questo lavoro si e` parlato a lungo di come la modellazione
computazionale abbia raggiunto un’importanza sempre maggiore nella ricerca cel-
lulare. Il ruolo fondamentale svolto dalle tecniche di modellazione e` senza dubbio
quello di fornire ai biologi un efficace strumento di supporto, finalizzato ad ot-
tenere una comprensione maggiore delle funzioni cellulari mediante l’utilizzo di
software tools dedicati. Il fatto che la comunita` dei ricercatori ha raggiunto ormai
una dimensione considerevole comporta pero` numerosi problemi di carattere tec-
nico. Normalmente, infatti, gli utenti (i ricercatori in questo caso) hanno bisogno
di operare con strumenti software complementari come simulatori, suite grafiche,
validatori di modelli, stimatori di parametri, etc. tra i quali diventa sempre piu`
complicato trasferire i modelli in maniera trasparente ed indipendente. E’ inoltre
pratica diffusa avere a che fare con modelli descritti in articoli, riviste o pubbli-
cazioni di stampo scientifico per i quali non e` mai facile ottenere una rappresen-
tazione elettronica, proprio perche` gli autori spesso utilizzano linguaggi differen-
ti per rappresentarli, rendendone sempre meno chiara l’identificazione. Un altro
problema non trascurabile subentra quando i software di simulazione diventano
obsoleti rendendo pressoche` inutilizzabili i modelli sviluppati per tali sistemi.
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La varieta` degli approcci e dei metodi di modellazione cellulare implementati
dai differenti sviluppatori di tools di simulazione richiede un formato di rappresen-
tazione universale, una lingua franca che permetta di comunicare in maniera chiara
e univoca i tratti costitutivi essenziali dei modelli biologici. Il linguaggio SBML
(System Biology Markup Language) e` stato sviluppato proprio per far fronte a que-
sta esigenza. SBML e` un formato utilizzato per rappresentare reti biochimiche ed
e` pensato per poter essere facilmente generato e sottoposto al parsing dei piu` co-
muni software di simulazione, aumentando il grado di interoperabilita` di questi
ultimi in maniera sostanziale.
Il linguaggio SBML e` indipendente dalle tecniche di modellazione ed e` facil-
mente plasmabile su ogni tipo di approccio. Esso e` definito in maniera neutrale
rispetto ai linguaggi di programmazione e alle codifiche dei software; tuttavia e`
orientato verso una codifica dei modelli mediante il linguaggio XML (eXtensibile
Markup Language). Supportando SBML come formato per la lettura e la scrit-
tura dei modelli biologici, differenti applicazioni software possono comunicare
direttamente, memorizzando la stessa rappresentazione di tali modelli. Tutto cio`
rimuove ogni ostacolo alla condivisione dei risultati e permette ad altri ricerca-
tori di accedere ad una rappresentazione non ambigua del modello, esaminandola
approfonditamente, proponendone precise correzioni ed estensioni e applicando
nuove tecniche ed approcci.
SBML e` definito in livelli, specifiche compatibili verso l’alto che aggiungono
caratteristiche e potere espressivo al linguaggio. I tools software che non suppor-
tano la complessita` dei livelli piu` alti possono procedere utilizzando i livelli piu`
bassi; i software che invece sono compatibili con i livelli piu` alti possono tran-
quillamente trattare anche modelli descritti utilizzando i livelli base. Per questo i
nuovi livelli non rimpiazzano quelli vecchi; tuttavia ogni livello puo` avere versioni
multiple e le nuove versioni di un livello soppiantano le vecchie.
Al mese di Aprile del 2008 sono presenti due livelli le cui versioni sono:
• Livello 1 versione 2 (SBML L1V2)1
• Livello 2 versione 3 (SBML L2V3)2
Vi sono numerosi strumenti Open Source che permettono agli sviluppatori di
supportare col minimo sforzo entrambi questi livelli nelle loro applicazioni. Uno
di questi strumenti e` la libreria libSBML, pensata per supportare gli utenti pro-
grammatori nella lettura, nella scrittura, nella manipolazione, nella traduzione e
nella validazione dei files SBML e nei flussi di dati. Lo strumento libSBML non
e` un’applicazione a se stante ma piuttosto una libreria che va inglobata nel codice
1Reperibile in [2].
2Reperibile in [3].
62
delle applicazioni. La versione piu` recente (Aprile 2008) di libSBML e` la 3.1. La
libreria comprende tutti i livelli e le versioni di SBML cosı` come le bozze di prima
stesura delle specifiche; e` scritta in ISO C e C++ ma puo` essere utilizzata da nu-
merosi altri linguaggi come Java, Python, Perl, Lisp, Octave, Ruby e MATLAB.
Il simulatore descritto in questo lavoro utilizza proprio la libreria libSBML come
strumento di parsing dei documenti SBML.
In sintesi possiamo dire che il linguaggio SBML offre principalmente tre van-
taggi:
1. permette l’utilizzo di differenti applicazioni senza il bisogno di riscrivere i
modelli per ciascuna di esse,
2. fa in modo che i modelli possano essere condivisi e pubblicati in una forma
tale che piu` ricercatori possano accedervi per utilizzarli in diversi ambienti
software,
3. assicura che il modello sopravviva oltre il tempo di vita del software utiliz-
zato per crearlo.
5.2 Panoramica sulla Specifica di SBML
Livello 2 Versione 3
In questa sezione verra` offerta una breve descrizione dei punti chiave della
specifica di livello 2 e versione 3 del linguaggio SBML, in particolare ci soffer-
meremo sui costrutti che hanno un diretto legame con la specifica dei P System.
E’ interessante inoltre evidenziare che malgrado la versione 3 sia la piu` recente, la
quasi totalita` dei modelli reperibili in letteratura3 utilizza la versione 1 del livello
2.
La definizione di un modello SBML livello 2 versione 3 consiste un una lista
di uno o piu` componenti tra quelli definiti di seguito:
Definizioni di funzione: sono funzioni matematiche che possono essere utilizzate
in tutto il modello.
Definizioni di unita`: rappresentano le definizioni di nuove unita` di misura o la
ridefinizione di unita` di default gia` esistenti in SBML. Possono essere usate
nell’espressione delle quantita` in un modello.
3Solitamente i modelli che rappresentano i sistemi biologici descritti nelle varie pubblicazioni
di settore vengono resi disponibili in formato elettronico in un vasto database online, reperibile
all’indirizzo http://www.ebi.ac.uk/biomodels.
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Tipi di Compartimento: sono tipi di locazione dove possono essere inserite le
entita` reagenti come le sostanze chimiche.
Tipi di specie: sono tipi di entita` che possono partecipare ad una reazione. Esem-
pi tipici di specie includono ioni, molecole, proteine, etc.
Compartimenti: sono contenitori omogenei di un tipo predefinito e di dimensioni
finite dove possono essere collocate le specie. Un modello puo` contenere di-
versi compartimenti dello stesso tipo. Ogni specie in un modello dev’essere
inserita in un compartimento.
Specie: sono un pool di entita` dello stesso tipo di specie, localizzate in uno speci-
fico compartimento.
Parametri: sono quantita` con un nome simbolico. In SBML il termine parametro
e` utilizzato con accezione generica per riferirsi a quantita` nominali indipen-
dentemente dal fatto che esse siano costanti o variabili. Il livello 2 di SBML
prevede la possibilita` di definire sia parametri globali che parametri locali
alle singole reazioni.
Assegnamenti iniziali: sono espressioni matematiche utilizzate per determinare
le condizioni iniziali del modello. Questo tipo di entita` possono essere uti-
lizzate unicamente per definire come il valore di una variabile puo` essere
calcolato da altri valori e da altre variabili all’inizio della simulazione.
Regole: sono espressioni matematiche aggiunte all’insieme di equazioni
basate sulle reazioni definite nel modello. Le regole possono essere usate
per definire il modo in cui il valore di una variabile puo` essere calcolato
da altre variabili o usato per definire il rate di cambiamento di un variabile.
L’insieme di regole in un modello puo` essere utilizzato con le equazioni di
rate delle reazioni per determinare il comportamento del modello nel tempo.
Vincoli: sono strumenti per il rilevamento di condizioni di out-of-bound4 durante
una simulazione dinamica e la comunicazione opzionale di eventuali mes-
saggi diagnostici. I limiti sono definiti da espressioni matematiche arbitrarie
che calcolano un valore booleano da variabili, parametri o costanti del mo-
dello. Un vincolo SBML vale e viene valutato in ogni istante del tempo sim-
ulato; tuttavia, l’insieme di vincoli nel modello non dovrebbe essere usato
per determinare il comportamento del modello rispetto al tempo.
Reazioni: sono statement che descrivono dei processi di trasformazione,
trasporto o legame che possono cambiare la quantita` di una o piu` specie. Per
4Letteralmente “fuori limite”, riguarda piu` che altro violazioni di restrizioni imposte dall’utente
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esempio, una reazione puo` descrivere come certe entita` (i reagenti) vengono
trasformate in certe altre (i prodotti). Ogni reazione ha associata un’espres-
sione cinetica che descrive la velocita` con cui essa ha effetto.
Eventi: sono statement che descrivono dei cambiamenti istantanei e discontinui
ai valori di un insieme di variabili di ogni tipo (quantita` delle specie, dimen-
sioni di compartimento o valore di parametri); ogni evento scatta quando
viene soddisfatta una determinata condizione ad esso associata.
Di seguito la struttura di base di un documento SBML livello 2 versione 3:
<?xml version="3.0" encoding="UTF-8"?>
<sbml xmlns="http://www.sbml.org/sbml/level2"
level ="2" version ="1">
<model id = " ">
<listOfFunctionDefinitions>
...
</listOfFunctionDefinitions>
<listOfUnitDefinitions>
...
</listOfUnitDefinitions>
<listOfCompartments>
...
</listOfCompartments>
<listOfSpecies>
...
</listOfSpecies>
<listOfParameters>
...
</listOfParameters>
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<listOfRules>
...
<listOfRules>
<listOfReactions>
...
</listOfReactions>
<listOfEvents>
...
</listOfEvents>
</model>
</sbml>
Come si puo` notare, la precedente struttura non tiene conto di tutte le entita` che
compongono un modello SBML; al contrario si preferisce approfondire meglio i
soli componenti che bastano a descrivere adeguatamente i modelli che verranno
analizzati tra i casi di studio di questo lavoro. Per una descrizione piu` approfondita
di SBML livello 2 si veda [22].
Vediamo in dettaglio gli elementi riportati nella precedente struttura:
• La lista di unita` permette definizioni e ridefinizioni delle unita` usate nel
modello. Le unita` rappresentano una questione veramente delicata per lo
sviluppatore, poiche` sono il punto principale in cui i modelli mesoscopico-
stocastico e macroscopico-deterministico differiscono. I modelli mesoscop-
ici normalmente usano il numero di molecole come unita`, mentre invece i
modelli macroscopici lavorano con unita` di concentrazione (quantita` su vol-
ume). Di default SBML assume l’utilizzo di unita` di concentrazione, ma
con tale convenzione puo` essere cambiata col seguente codice[29]:
<listOfUnitsDefinitions>
<unitDefinition id="species">
<listOfUnits>
<uniy kind = "item" />
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</listOfUnits>
</unitDefinition>
</listOfUnitsDefinitions>
• La lista di compartimenti enumera i compartimenti nel modello. Un mo-
dello deve avere almeno un compartimento e a ciascun compartimento va
assegnato uno specifico id. E’ possibile anche specificare un nome per il
compartimento, una dimensione (o un volume), delle unita` di misura, etc.
Utilizzando il campo opzionale outside e` possibile inoltre specificare una
struttura gerarchica che consiste in piu` compartimenti inglobati tra loro. Ad
esempio un modello che comprende due compartimenti innestati dovrebbe
essere specificato come segue:
<listOfCompartments>
<compartment id = "id1" name = "cytoplasm" />
<compartment id = "id2" name = "nucleus"
outside = "id1" />
<\listOfCompartments>
• La lista di specie determina tutte le specie molecolari del modello. Ciascuna
specie deve avere un id ed essa puo` essere assegnata ad un compartimento.
E’ possibile settare per ogni specie la quantita` iniziale o la concentrazione o
altri attributi.
<listOfSpecies>
<species id=" " compartment=" " initialAmount= " " />
...
</listOfSpecies>
• La lista di parametri contiene la definizione delle costanti che sono utilizzate
nel modello. Come gia` detto precedentemente, e` possibile anche dichiarare
dei parametri locali nelle leggi cinetiche delle reazioni. Un esempio di lista
di parametri e` il seguente:
<listOfParameters>
<parameter id = "c1" value="0.01" />
<parameter id = "c2" value="0.2" />
</listOfParameters>
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• La lista di reazioni consiste in un elenco delle reazioni del sistema. Una
reazione a sua volta consiste in una lista di reagenti, una lista di prodotti e
una legge cinetica. La lista dei reagenti e quella dei prodotti contengono gli
identificatori delle specie di reagenti e prodotti coinvolti nella reazione. La
legge cinetica e` una codifica MathML5 della formula che descrive la velocita`
della reazione. All’interno della legge cinetica possono essere specificati dei
parametri. Ad esempio, il codice presentato di seguito specifica una reazione
tra i reagenti reactant1 e reactant2, che da luogo al prodotto product1
ed e` regolata dalla legge cinetica K*reactant1*reactant2 dove K e` un
parametro locale:
<reaction id="r1" reversible ="false">
<listOfReactants>
<speciesReferences species="reactant1">
<speciesReferences species="reactant2">
</listOfReactants>
<listOfProducts>
<speciesReferences species="product1">
</listOfProducts>
<kineticLaw>
<math xmlns="http://www-w3.org/1998/Math/MathML">
<apply>
<times/>
<cn> K </cn>
<ci> reactant1 </ci>
<ci> reactant2 </ci>
</apply>
</math>
<listOfParameters>
<parameter id="K" value="0.002">
</listOfParameters>
</kineticLaw>
5Il MathML (acronimo di Mathematical Markup Language, linguaggio di markup matem-
atico) e` un’applicazione XML usata per rappresentare simboli e formule matematiche, di modo che
possano essere presentati in modo chiaro nei documenti web. E` una specifica del gruppo di lavoro
sulla matematica del W3C.
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</reaction>
Utilizzando le specifiche di SBML appena presentate, i differenti tools di simu-
lazione possono operare un’identica rappresentazione di un modello, riducendo le
possibilita` di incorrere in errori di traduzione ed assicurando un punto di partenza
comune per la simulazione e l’analisi.
SBML non dev’essere visto come un’alternativa ad altre rappresentazioni ma
semplicemente come un formato elettronico che puo` essere usato in congiunzione
con le specifiche di un qualsiasi framework di modellazione.
Sebbene i modelli SBML piu` semplici possono essere compilati a mano, es-
istono vari software che permettono di rappresentare un sistema biologico tramite
un’interfaccia grafica amichevole per poi esportarli nel formato SBML. In questo
lavoro verra` utilizzato ad esempio il programma CellDesigner, un editor struttura-
to di diagrammi per reti biochimiche e genetiche[15], che permette appunto di
esportare nel formato SBML modelli grafici di sistemi cellulari.
5.3 Corrispondenze tra SBML e P Systems
In [29], F. J. Romero-Campero mostra delle tecniche con cui e` possibile pas-
sare da un modello SBML a una specifica di P System; vediamole nel dettaglio. Va
premesso che non tutti i componenti di un SBML livello 2 versione 1 (che, come
detto, e` la specifica utilizzata con maggiore frequenza) possono essere tradotti in
un modello di P System; per questo si discutera` solo di come ottenere le cor-
rispondenze P System per le sezioni corrispondenti a unita`, specie, compartimenti
e reazioni.
Unita`: e` la prima sezione da analizzare quando si passa da un file SBML ad un
modello P System. Il primo passaggio fondamentale e` quello di controllare
le unita` di misura con cui sono rappresentate le quantita` iniziali di specie
e parametri. Le unita` di default assunte da SBML sono concentrazioni, in
particolare moli per litri. In questo caso e` necessario convertire la quan-
tita` iniziale di una specie in molecole semplicemente moltiplicando le quan-
tita` fornite nel file SBML per il numero di Avogadro e per il volume del
compartimento in cui le specie sono situate. La conversione delle costanti
macroscopiche nelle corrispondenti costanti mesoscopiche viene effettuata
seguendo il procedimento descritto nella sezione 2.5.
Compartimenti: in SBML sono considerati come regioni limitate nelle quali sono
collocate le specie. Nei modelli P System, le membrane non necessariamen-
te corrispondono a reali membrane cellulari che delimitano i compartimenti;
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piuttosto esse vengono utilizzate per definire regioni omogenee dove si ver-
ificano delle reazioni localizzate. Noi considereremo solo i casi in cui le
regioni delimitate da membrana in un modello di P System corrispondono a
compartimenti reali o a superfici di compartimento.
Data la seguente specifica di compartimento SBML:
<compartment id="id1" name="comp" outside="id0" />
vengono generate due membrane: la prima, identificata dall’etichetta comp-
surf, rappresenta la superficie del compartimento, [ ]comp−sur f in notazione
P System; la seconda, identificata dall’etichetta comp, rappresenta la parte
interna del compartimento, [ ]comp in notazione P System.
La seconda membrana verra` inserita dentro la prima: [ [ ]comp]comp−sur f . Il
resto della gerarchia della struttura a membrane e` ereditata direttamente
dalla specifica SBML utilizzando il campo outside di ogni compartimento.
Specie: in SBML sono trattate come entita` biochimiche semplici ed atomiche.
Questo permette la specifica delle specie come oggetti nell’alfabeto di un
modello P System. Alle specie e` inoltre associata una quantita` iniziale ed
un compartimento che le contiene. Dal momento che ogni compartimento
SBML produce due membrane P System, non e` immediato dedurre in quale
delle due collocare l’oggetto che rappresenta la specie. Tuttavia, data la
specifica di una specie SBML:
<species id="s1" name="species1"
compartment="id-comp"
initialAmount= "100"/>
un oggetto species1 rappresentera` questa specie nell’alfabeto del modello
P System. Per definire in quale delle due membrane associate al com-
partimento id-comp collocare la specie in questione bisogna determinare
le specie che interagiscono con species1. E’ possibile verificare questo
analizzando la lista delle reazioni.
Se species1 reagisce con delle specie localizzate nel compartimento che in-
globa id-comp allora la si considera come fosse collocata nella superficie
del compartimento e la si associa al compartimento etichettato con comp-
surf ; diversamente la si colloca nel compartimento indicato con comp. La
quantita` iniziale (100 nell’esempio) e` utilizzata per calcolare la molteplic-
ita` dell’oggetto species1 nel multiset iniziale associato alla membrana cor-
rispondente.
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Reazioni: in SBML sono descritte in termini di reagenti, prodotti e di una legge
cinetica opzionale. SBML non impone nessuna restrizione sul numero di
reagenti e prodotti. Di norma le regole di un P System supportano un nu-
mero qualsiasi di oggetti nei propri lati sinistro e destro; tuttavia, dato che
in questo lavoro ci si basa sulla teoria della cinetica stocastica di Gillespie,
gli unici tipi di regola supportati sono quelli descritti nella sezione 3.2.2.
Tutte queste regole descrivono reazioni di primo e secondo ordine. Sebbene
le reazioni con piu` di due reagenti possono essere fattorizzate in interazio-
ni binarie, SBML non prevede nessuna informazione a proposito delle di-
namiche con cui ottenere queste reazioni intermedie, impedendo di fatto
l’utilizzo di tale procedura. Per questo motivo, i nostri studi si limiteran-
no alla traduzione di modelli SBML che contengono solo reazioni di primo
e secondo ordine.
Un altro problema subentra per il fatto che in SBML i compartimenti sono
attributi delle specie ma non delle reazioni. Conseguentemente le reazioni
non sono associate ai compartimenti in cui hanno luogo come avviene per
i modelli di P System, dove gli insiemi di regole sono collocati esplicita-
mente nelle regioni definite dalle membrane. Il primo passo per localizzare
la regione in cui inserire una data reazione e` quello di stabilire che tipo
di regola tra quelle introdotte nella sezione 3.2.2 puo` essere utilizzata per
rappresentare la reazione.
Infine, la legge cinetica associata ad una reazione puo` essere un espressione
matematica arbitrariamente complessa specificata in MathML, senza alcuna
informazione che indica se i rate sono deterministici o stocastici. Per questo
motivo F. J. Romero-Campero suggerisce di non tenere conto delle leggi
cinetiche fornite nel modello, ma di calcolare i rate e le propensita` associate
alle reazioni applicando la teoria di Gillespie ai parametri locali dichiarati
internamente alle reazioni.
I passaggi seguenti mostrano come tradurre le reazioni da un file SBML in
regole P System, distinguendo tra regole di primo e secondo ordine.
1. Reazioni di primo ordine: le reazioni con un singolo reagente r pos-
sono essere descritte usando differenti tipi di regole a seconda del
numero e della locazione dei prodotti. Il primo passo consiste nella
determinazione della membrana in cui r e` piazzata.
Si assuma che r sia associata alla membrana con etichetta l. Dal mo-
mento che l’unico reagente e` collocato nella membrana l, e` naturale
associare a tale membrana le regole che rappresentano questo tipo di
reazione.
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Vediamo in che modo i prodotti influenzano la traduzione delle reazioni
SBML in regole di P System:
(a) Reazioni con un singolo prodotto p situato nella membrana l: in
questo caso si utilizza la seguente regola di trasformazione per
descrivere la reazione,
[r]l
c−→ [p]l
dove la costante c rappresenta il parametro locale definito nella
sezione “kinetic law” della regola analizzata.
(b) Reazioni con un singolo prodotto p collocato nella membrana l′
interna alla membrana l vengono rappresentate con la regola di
diffusione interna presentata di seguito:
r [ ]l′
c−→ [p]l′
Nella quasi totalita` dei casi di regole di diffusione si ha che r ≡
p, ad indicare il cambiamento di compartimento del medesimo
oggetto r. Per riprodurre questa particolare situazione e` sufficiente
allocare due oggetti che rappresentano lo stesso reagente nell’alfa-
beto del P System; un oggetto rl allocato in l e un altro oggetto rl′
allocato in l′ (quest’ultimo avra` ovviamente quantita` iniziale pari
a zero). Lo stesso discorso vale per le regole di diffusione esterna
presentate di seguito.
(c) Reazioni con un singolo prodotto p collocato nella membrana l′
esterna alla membrana l vengono rappresentate con la regola di
diffusione esterna presentata di seguito:
[r]l
c−→ p [ ]l
(d) Reazioni con due prodotti p1 e p2, entrambi collocati nella mem-
brana l. La seguente regola di dissociazione di complesso rappre-
senta questo tipo di reazione:
[r]l
c−→ [p1+ p2]l
(e) Reazioni con due prodotti, p2 collocato nella membrana l e p1
collocato nella membrana l′, esterna a l. La seguente regola di
debinding modella questa reazione:
[r]l
c−→ p1 [p2]l
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(f) Reazioni con due prodotti, p1 collocato nella membrana l e p2
collocato nella membrana l′, inglobata all’interno di l. La seguente
regola di releasing modella questa reazione:
r [ ]l′
c−→ p1 [p2]l′
2. Reazioni di secondo ordine: le reazioni con due reagenti r1 e r2 e
un singolo prodotto p possono essere descritte usando differenti tipi
di regole a seconda della locazione di r1, r2 e p. Per questo, il pri-
mo passo della traduzione consiste nel determinare la membrana (o le
membrane) in cui sono piazzati reagenti e prodotti.
Vediamo in che modo la locazione di r1, r2 e p condiziona la traduzione
delle reazioni SBML.
(a) Reazioni con entrambi i reagenti r1 e r2 collocati nella stessa mem-
brana l in cui e` collocato anche il prodotto p. In questo caso la re-
azione e` descritta da una regola di formazione di complesso della
forma seguente:
[r1+ r2]l
c−→ [p]l
E’ naturale associare questa regola alla membrana l dato che tutti
gli oggetti coinvolti nella regola sono collocati in essa.
(b) Reazioni con r1 collocato nella membrana l e r2 e p collocati in-
vece nella membrana l′ interna ad l. La seguente regola di binding
rappresenta questo tipo di reazione:
r1 [r2]l′
c−→ [p]l′
Come gia` si e` detto nella sezione 3.2.2, questo tipo di regola e`
stata introdotta per descrivere l’interazione tra un ligando r1 ed un
recettore r2 (piazzato nella superficie di un compartimento) che da`
vita ad un complesso recettore-ligando. Tale interazione ha luogo
nel compartimento in cui e` situato il ligando; in questo caso la
reazione viene dunque associata alla membrana l.
(c) Reazioni con r1 e il prodotto p collocati nella membrana l e r2
in l′ interna ad l. La seguente regola di reclutamento rappresenta
questo tipo di reazione:
r1 [r2]l′
c−→ p [ ]l′
Come gia` si e` detto nella sezione 3.2.2, questo tipo di regola e`
stata introdotta per descrivere il processo in cui una proteina r1
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piazzata nella parte interna della superficie di un compartimento,
interagisce con un’altra proteina r2 (che gravita libera nel com-
partimento) formando un complesso p che rimane attaccato alla
superficie del compartimento stesso. Questa interazione ha luogo
nella parte interna del compartimento; in questo caso la reazione
viene dunque associata alla membrana l′.
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Capitolo 6
Architettura dell’Applicazione
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Sommario
Nel capitolo seguente verra` analizzata la struttura del codice del simulato-
re: dopo un breve introduzione (sezione 6.1), nella sezione 6.2 verra` illustrato
il funzionamento del Psimulator , mentre nella sezione 6.3 verranno analizzate nel
dettaglio le classi C++ che compongono l’architettura dell’applicazione.
6.1 Introduzione
Il Psimulator e` un simulatore Open Source a riga di comando per modelli di si-
stemi biologici descritti in formato SBML. Dato un file SBML su cui e` rappresen-
tato un sistema biologico, il Psimulator ne effettua il parsing e crea un P System ap-
propriato seguendo il procedimento descritto nella sezione 5.3. Nel momento in
cui sono stati generati tutti gli elementi costitutivi del P System, il Psimulator ef-
fettua una simulazione sul sistema applicando dinamicamente l’algoritmo DWT.
I risultati della simulazione rappresentano l’andamento nel tempo della quantita`
di molecole delle specie presenti del sistema (e` possibile selezionare le specie di
cui si desidera ottenere l’andamento) e vengono archiviati su dei files di testo che
prendono il nome della specie osservata.
6.2 Funzionamento
Per poter avviare l’applicazione e` necessario lanciare il comando
./Psimulator seguito dalle opzioni riportate di seguito:
Opzione “-f” : quest’opzione obbligatoria va seguita dal percorso del file SBML
in cui e` descritto il modello di sistema biologico che si vuole simulare. Il
Psimulator e` stato progettato per effettuare il parsing di tutte le versioni dei
livelli 1 e 2 della specifica SBML. Se il file SBML non dovesse rispettare le
convenzioni sintattiche del linguaggio, il simulatore restituisce un messag-
gio di errore appropriato e abortisce la simulazione.
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Opzione “-r” : anche quest’opzione e` obbligatoria e va seguita dal percorso del
file di testo dove sono descritte le associazioni regola-membrana. Nella
sezione 5.3 si e` precisato che il linguaggio SBML non prevede che un com-
partimento possa essere impostato come attributo di una regola, cosa che in-
vece e` necessaria nei P Systems, le cui specifiche prevedono che alle regioni
rappresentate dalle membrane vengano associati degli insiemi di regole che
hanno luogo proprio all’interno di tali regioni. Per ovviare a questo incon-
veniente si e` pensato di rappresentare le associazioni tra regole e membrane
su dei files di testo che seguono una sintassi ben precisa: su ogni riga del file
vanno scritti i nomi della regola e della memabrana associata, separati dai
due punti. Ad esempio la seguente sintassi P System,
Rl = {r1,r2,r3 · · ·rn}
che rappresenta un ipotetico insieme di n regole associate alla membrana l,
verrebbe descritto da un file compilato nel modo seguente:
r_1:l
r_2:l
r_3:l
...
r_n:l
E’ importante che il file non venga concluso da una riga vuota; eventuali
errori di sintassi verranno segnalati da opportuni messaggi di errore.
Opzione “-s” : va messa nel caso in cui la sezione kinetic law delle reazioni
descritte nel file SBML sia costituita da una semplice costante. In questo mo-
do il simulatore calcolera` il rate di ogni reazione seguendo la legge di azione
di massa (vedi sottosezione 2.5.2). L’opzione -s e l’opzione -c descritta sot-
to sono mutuamente esclusive; se omesse, l’opzione -s viene considerata di
default.
Opzione “-c” : va messa nel caso in cui la sezione kinetic law delle reazioni
descritte nel file SBML sia costituita da un’espressione complessa, conte-
nente sia parametri che valori di volumi di compartimento o concentrazione
di specie. Se l’espressione rappresentasse lo schema della legge di azione
di massa (che, ricordiamolo, prevede che il rate di una reazione si calcoli
facendo il prodotto delle concentrazioni dei reagenti per una costante de-
terminata empiricamente) il simulatore funzionerebbe esattamente come nel
caso descritto al punto precedente. Sarebbe interessante verificare (magari in
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qualche sviluppo futuro del simulatore) il comportamento del Psimulator con
modelli in cui i rate sono rappresentati da relazioni non lineari o comunque
articolate in maniera differente da quelle citate sopra.
Opzione “-h” : restituisce un semplice menu` utente che riassume le funzionalita`
di tutte le opzioni secondo un layout ispirato al manuale man di UNIX.
Opzione “-t” : serve per indicare il tempo di simulazione e dev’essere seguita dal
un valore che indica il numero di secondi a cui si vuole impostare tale tempo.
Di default il tempo viene settato a 100 secondi.
Opzione “-x” : serve per indicare il fattore di scala per le quantita` iniziali e de-
v’essere seguita dal valore che indica tale parametro. Il fattore di scala viene
utilizzato per poter operare anche su modelli SBML con un basso quantita-
tivo di molecole per ogni specie. L’operazione che viene fatta e` semplice-
mente quella di moltiplicare le quantita` iniziali per il valore impostato con
questa opzione. Di default il fattore viene settato a 1 (cioe` le quantita` iniziali
vengono prese per come sono nel file SBML).
Opzione “-w” : serve per indicare il passo con cui si vuole campionare nel tem-
po la quantita` delle specie e dev’essere seguita dal valore che indica tale
parametro. Ad esempio, settando il passo a 0.1, nel grafico del risultato si
otterra` un valore di concentrazione (asse delle ordinate) ogni 0.1 secondi
(asse delle ascisse). Di default il passo viene settato a 1.
Opzione “-v” : mostra dinamicamente il tempo a cui e` giunta la simulazione.
6.3 Struttura delle Classi
L’intero progetto del simulatore e` stato scritto nel linguaggio C++ e compilato
mediante il compilatore GNU/GCC versione 4.2.3.
L’architettura del Psimulator e` composta da quattro classi base principali che
sono state pensate per astrarre i concetti fondamentali dei P Systems e per generare
gli strumenti necessari al parsing del SBML; tre di queste classi presentano delle
sottoclassi derivate che ne completano la gerarchia. Nel progetto figurano poi
delle ulteriori classi di utilita` generale non direttamente connesse al concetto del
P System o del parser. Di seguito e` riportata una breve descrizione delle classi
della gerarchia del Psimulator .
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6.3.1 Classi Principali
Classi per il parsing
Figura 6.1: Diagramma di classe per la sotto-gerarchia del progetto relativa al
parser.
Le classi utilizzate per effettuare il parsing del modello SBML sono state or-
ganizzate gerarchicamente in maniera tale da avere un tipo differente di classe per
ogni livello di specifica del linguaggio SBML. Ogni sezione del documento SBML
viene analizzata da opportune funzioni della libreria libSBML [12] e il risultato fi-
nale dell’attivita` di parsing e` un file di testo che riporta tutti i dati del modello in
maniera ordinata e leggibile dall’utente.
Come gia` anticipato nel capitolo 5, il livello 2 del SBML aggiunge delle fun-
zionalita` e dei costrutti alla struttura di base rappresentata dal livello 1. All’interno
di ogni livello poi, ogni nuova versione differisce dalle precedenti per la modifica
di funzionalita` pre-esistenti o per l’aggiunta di nuovi costrutti. Seguendo questo
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standard, si e` scelto di affidare il parsing di un documento SBML di livello 1 ad
una classe contenente metodi libSBML per la lettura dei soli costrutti inclusi nel
livello 1, la classe ParserL1; da questa viene ereditata la classe ParserL2, che ha
il compito di effettuare il parsing dei documenti di livello 2 versione 1; le versioni
2 e 3 dello stesso livello vengono invece analizzate dalla classe ParserL2v2_3,
ereditata dalla classe precedente. La gerarchia appena descritta e` rappresentata nel
diagramma di classe riportato nella Figura 6.1.
Di seguito una breve descrizione delle classi parser:
• ParserL1: nel main viene generato un oggetto di questo tipo se il docu-
mento passato dall’utente da riga di comando e` una specifica SBML di livel-
lo 1. Le sezioni SBML appartenenti a tale livello e quindi analizzate dagli
opportuni membri di questa classe sono:
– Definizioni di unita`, analizzata dalla funzione
parseUnitDefinitions().
– Unita`, analizzata dalla funzione parseUnit().
– Compartimenti, analizzata dalla funzione parseCompartments().
– Specie, analizzata dalla funzione parseSpecies().
– Parametri, analizzata dalla funzione parseParameters().
– Reazioni, analizzata dalla funzione parseReactions().
– Regole, analizzata dalla funzione parseRules().
Le funzioni membro appena elencate si occupano di annotare in oppor-
tune strutture dati interne (e alla fine in un file di testo) tutte le caratter-
istiche della sezione SBML a cui sono associate; ad esempio, la funzione
parseReactions() rileva tutti i reagenti ed i prodotti di una reazione, ne
analizza la legge cinetica rilevandone i parametri, i valori e le unita` di questi
ultimi, etc.
• ParserL2: nel main viene generato un oggetto di questo tipo se il documen-
to passato dall’utente da riga di comando e` una specifica SBML di livello 2
versione 1. Le sezioni SBML appartenenti a tale livello e quindi analizzate
dagli opportuni membri di questa classe sono le stesse viste per il livello 1
piu` due nuove, introdotte dallo standard SBML di livello 2:
– Definizioni di funzioni, analizzata dalla funzione
parseFunctionDefinitions().
– Eventi, analizzata dalla funzione parseEvents().
81
• ParserL2v2_3: nel main viene generato un oggetto di questo tipo se il do-
cumento passato dall’utente da riga di comando e` una specifica SBML di li-
vello 2 versione 2 o 3. Le sezioni SBML appartenenti a tali versioni e quindi
analizzate dagli opportuni membri di questa classe sono le stesse viste per il
livello 2 versione 1 piu` quattro nuove sezioni introdotte nelle versioni 2 e 3
dello standard SBML di livello 2 :
– Tipi di compartimento, analizzata dalla funzione
parseCompartmentTypes().
– Tipi di specie, analizzata dalla funzione parseSpeciesTypes().
– Assegnamenti iniziali, analizzata dalla funzione
parseInitialAssignments().
– Vincoli, analizzata dalla funzione parseConstrains().
La funzione che ha il compito di lanciare le singole funzioni di parsing per
ogni sezione e` la parse() invocata nel main su un puntatore del tipo appropriato
al livello del documento SBML che si vuole leggere.
Classi per la generazione del P System
Dopo che i dati relativi al documento SBML sono stati archiviati in opportune
strutture dati, essi vengono analizzati per la definizione di un P System che model-
li in maniera affidabile il sistema descritto in SBML. Ogni elemento appartenente
alla specifica del P System (vedi Capitolo 3) viene rappresentato da un preciso tipo
di dato astratto che ne riprende le funzionalita` principali; le classi che descrivono
le entita` del P System sono organizzate in una gerarchia rappresentata nel diagram-
ma di classi di Figura 6.2. Vediamo una breve descrizione per le classi dedicate al
P System:
• Classe Object: ogni entita` di un P System un oggetto, per cui questa classe
e` una superclasse per ogni elemento del P System. Al suo interno con-
tiene un puntatore ad oggetto ParserL1, tramite il quale ogni classe del
P System derivata da essa puo` accedere alle strutture che contengono i dati
ricavati dal documento.
• Classe Compound: rappresenta i composti che popolano il sistema biologico
(proteine, ioni, sostanze chimiche, etc.). Agli oggetti di questa classe e` as-
sociata una stringa che rappresenta la membrana in cui la specie e` collocata
e un valore double che ne indica la quantita` iniziale.
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Figura 6.2: Diagramma di classe per la sotto-gerarchia del progetto relativa alla
creazione del P System.
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• Classe Membrane: rappresenta i compartimenti presenti nel sistema. Ogni
compartimento ha associato una dimensione e una lista1 di puntatori a mem-
brana per l’eventuale presenza di membrane innestate.
• Classe RuleBase: e` una classe astratta che modella una tipica regola di
evoluzione. Per rappresentare i termini di una regola di evoluzione e` stato
sviluppato il tipo Formulae; un oggetto di questo tipo e` una coppia che as-
socia una membrana ad un multi-insieme (classe modello MultiSet, che as-
socia un composto alla sua molteplicita`). Sappiamo che una regola di P Sy-
stem, cosı` come la reazione che identifica, ha due “membri”, uno sinistro
che raccoglie i reagenti e uno destro che raccoglie i prodotti della reazione.
Un oggetto Formulae identifica proprio uno di questi membri e infatti nella
parte protetta della classe RuleBase sono presenti due liste di formule, una
per i reagenti e una per i prodotti. Alla regola sono inoltre associati: gli
insiemi dei reagenti e dei prodotti coinvolti nella reazione, l’insieme delle
membrane affette dall’applicazione della regola, la membrana in cui la rea-
zione ha luogo e vari campi che riprendono alcune strutture associate al tipo
Reaction della libreria libSBML.
• Classe Rule: e` la classe che specializza la classe astratta RuleBase prece-
dentemente descritta. Al suo interno sono presenti i membri che realizzano
sul sistema gli effetti dell’applicazione di una regola e che ne determinano
il Waiting Time e la velocita` seguendo il procedimento esposto nella sezione
2.5.
• Classe PState: rappresenta lo stato corrente del sistema in termini di quan-
tita` di composti per ogni membrana. La sua struttura dati interna e` costituita
da una mappa2 tra una membrana ed un MultiSet di composti. Ogni volta
che una regola modifica le quantita` delle specie del sistema lo stato corrente
viene aggiornato mediante la funzione access(). Sfruttando la tecnica del-
l’overloading e` stata definita una versione costante della funzione access()
che viene utilizzata per accedere in sola lettura allo stato del sistema.
• Classe PSystem: e` la classe piu` importante per quanto riguarda questa sezione
del simulatore poiche` rappresenta il P System vero e proprio. Al suo inter-
no e` presente un puntatore allo stato attuale del sistema, un puntatore alla
membrana principale del modello (che e` poi quella piu` esterna), la lista delle
membrane e quella delle regole.
1Per l’implementazione di questa struttura e` stata sfruttata la libreria STL[9]
2Costrutto map della libreria STL.
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Le funzioni che hanno il compito di generare il P System e tutti gli ogget-
ti che lo compongono, appartengono alla classe ParserL1 e hanno tutte il suff-
isso build. Per cui la funzione buildMembrane() crea le strutture dati relative
alle membrane presenti nel sistema, la funzione buildCompound() alloca le strut-
ture dati relative alle specie e via dicendo per gli altri elementi del P Systems.
La funzione che, basandosi sui risultati del parsing, coordina la costruzione del
P System chiamando a sua volta tutte le funzioni build e` la buildPSystem().
Classi per la simulazione
Figura 6.3: Diagramma di classe per la sotto-gerarchia del progetto relativa alle
simulazioni.
Lo sviluppo della simulazione e la raccolta dei risultati sono gestiti dalle classi
SimulatorBase, Simulator e Watcher; vediamole nel dettaglio:
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• SimulatorBase: e` la classe astratta per il simulatore. Al suo interno e`
presente un puntatore al P System su cui viene effettuata la simulazione e
una lista di watchers, sulle cui funzionalita` ci soffermeremo in fondo.
• Simulator: e` la classe che rappresenta il simulatore vero e proprio; spe-
cializza la classe astratta SimulatorBase. La sua struttura interna e` com-
posta dalla coda degli eventi, che e` una lista di regole ordinata in base al
Waiting Time. Tale coda e` un elemento fondamentale dell’algoritmo DWT
descritto nel capitolo 4 e viene utilizzata per determinare quale regola ap-
plicare dopo ogni passo di simulazione. Il criterio di ordinamento rispet-
to al Waiting Time minore viene realizzato mediante l’utilizzo del funtore3
TimeCompare. La funzione evolveOneStep() e` quella che implementa
l’algoritmo Deterministic Waiting Time.
• Watcher: un Watcher ha il compito di osservare l’andamento temporale del-
la concentrazione di una specie del sistema per poi stamparlo in un file di
testo ad intervalli regolari; il valore dell’intervallo di attivita` viene settato
da riga di comando, come specificato nella sezione 6.2. L’associazione tra
un Watcher e una specie da osservare, detta registrazione, viene fatta me-
diante la funzione registerw() della classe SimulatorBase(). La funzione
observe(), ogni volta che si ha un cambiamento dello stato del sistema,
determina l’attivazione dei Watchers registrati.
6.3.2 Classi di Utilita`
Di seguito verranno descritte alcune classi di utilita` generale per i vari compo-
nenti dell’applicazione.
• Classe Exception: le eccezioni che possono verificarsi a tempo di ese-
cuzione vengono classificate in due tipi: eccezioni in apertura di file ed ec-
cezioni di parsing. Questa classificazione viene ripresa da una gerarchia che
ha la classe Exception come radice; la Figura 6.4 presenta il diagramma di
classi della gerarchia.
• Classe MultiSet: questa classe astrae il concetto di multi-insieme introdotto
nella sezione 3.1.1. Ogni multi-insieme e` una mappa tra un composto ed un
valore che ne rappresenta la quantita`.
3Un funtore e` una struttura parametrica presente tra i costrutti della libreria STL.
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Figura 6.4: Diagramma di classe per la sotto-gerarchia del progetto relativa alle
eccezioni.
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Capitolo 7
Casi di Studio
Sommario
In questo capitolo si discuteranno i risultati ottenuti a seguito di una serie di si-
mulazioni. Nella sezione introduttiva (sezione 7.1) si analizzeranno le prestazioni
del simulatore con dei test su modelli semplice, mentre nella sezione 7.2 saranno
presentati i risultati delle simulazioni effettuate sul modello di un sistema biologico
reale che rappresenta la catena di segnalazione del recettore del fattore epidermico
di crescita.
7.1 Introduzione
Per poter validare l’efficacia del simulatore e dunque dell’algoritmo DWT
basato sui P Systems, sono state eseguite delle serie di simulazioni su alcuni
modelli biologici rappresentati attraverso il linguaggio SBML. I risultati di ogni
simulazione effettuata col Psimulator sono stati confrontati con i risultati ottenu-
ti testando gli stessi modelli col tool di simulazione CellDesigner ([15], [4]), il
quale utilizza la tecnica delle ODE per rilevare l’andamento temporale delle con-
centrazioni dei composti. Le simulazioni hanno riguardato sia modelli “fittizi”
(creati ad arte per mettere in evidenza determinate caratteristiche del simulatore)
che modelli “realistici”, basati su fenomeni biologici reali reperibili in letteratura.
Tra le due tipologie di simulazione verra` data maggiore enfasi a quelle svolte su
modelli realistici, proprio per il valore concreto che i risultati di queste possono
comportare per la comunita` scientifica. In entrambi i casi e` stato possibile apprez-
zare andamenti isomorfi sia tra il Psimulator e il sistema ODE del CellDesigner
che tra il Psimulator e gli esperimenti empirici effettuati sui sistemi biologici reali.
Per capire meglio il funzionamento del Psimulator e` dunque doveroso intro-
durre alcuni esempi basati su modelli semplici, privi di un immediato riscontro
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biologico; verranno trattati due modelli a singolo compartimento, uno dei quali
basato sulle leggi della cinetica di Michaelis-Menten1. Nella seconda parte del
capitolo si analizzeranno invece le simulazioni effettuate su un particolare model-
lo biologico basato su un meccanismo di trasduzione dei segnali cellulari per il
fattore epidermico della crescita (EGF, Epidermal Growth Factor).
7.1.1 Esempio su Modello a Singolo Compartimento
Descrizione
Il primo modello biologico testato con il Psimulator rappresenta un sistema
semplice, creato ad arte e dunque privo di validita` biologica.
Il sistema e` costituito da cinque composti che, a loro volta, sono coinvolti in tre
reazioni chimiche, delle quali una e` di secondo ordine (la reazione Reaction1 che
coinvolge i due reagenti a e b) e due sono di primo ordine. Il sistema e` interamente
compreso all’interno di un unico compartimento.
Su tale modello sono state eseguite due simulazioni, differenti tra loro per
le condizioni iniziali della costante di rate k1 che regola l’andamento dell’unica
reazione di secondo ordine.
Figura 7.1: Sistema biologico fittizio con costante k1 = 0.3.[4]
Nella Figura 7.1 ed nella Figura 7.2 sono mostrati gli schemi dei due sistemi
alle due diverse condizioni iniziali 2. Come e` possibile verificare dai dati riportati
nelle due figure, delle sei specie coinvolte solo quattro – A, B, C e D – sono presenti
fin dall’inizio della simulazione, come indica il fatto che la loro quantita` iniziale
1La cinetica di Michaelis-Menten descrive l’andamento della velocita` di una reazione cataliz-
zata da enzimi, al variare della concentrazione di substrato. Questo modello, valido per enzimi
non allosterici, fu proposto da Leonor Michaelis e Maud Menten nel 1913. Inibitori ed induttori
enzimatici sono sostanze in grado di alterare la cinetica enzimatica.[1]
2Anche questi grafici sono stati ottenuti mediante il software CellDesigner.
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Figura 7.2: Sistema biologico fittizio con costante k1 = 30.[4]
e` diversa da zero; cosı` non e` per le altre due specie, E ed F, che invece vengono
create durante l’evoluzione del sistema.
Dato che il modello non ha un riscontro biologico reale faremo a meno di indi-
care le unita` delle quantita` iniziali, riferendoci ad una generica “unita` di sostanza”
che, se per il Psimulator puo` essere identificata come la singola molecola, per il
CellDesigner e` invece una mole3 o una sua sottounita`.
Come si e` piu` volte detto in precedenza, l’algoritmo DWT analizza il sistema
di reazioni attraverso un approccio “mesoscopico” ed e` per questo inadatto alle
simulazioni di sistemi contenenti un numero molto basso di molecole. Per questo
motivo, prima di lanciare una simulazione in sistemi come quello in indagine, e`
doveroso effettuare un opportuna “scalatura” delle quantita` troppo basse, moltipli-
cando le concentrazioni iniziali dei reagenti per un fattore di scala predeterminato.
Le simulazioni su questo primo sistema fittizio sono state effettuate utilizzando
un fattore di scala dell’ordine di 107 e sono state impostate ad una durata di 100
secondi di tempo simulato.
La seguente specifica di P System descrive il primo sistema:
Π= (O,L,µ,M1,Rcell)
dove:
• L’alfabeto O rappresenta le entita` molecolari presenti nel sistema:
O = {A,B,C,D,E,F}
• L’insieme di etichette (in questo caso e` mono-elemento) L= {cell} specifica
l’unica regione del sistema.
3Una mole di sostanza corrisponde a 6.022 ·1023 molecole.
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• La struttura a membrane µ consiste in un unica membrana associata alla re-
gione di cui sopra, la cellula appunto, identificata dal numero 1 ed etichettata
con cell.
• Il multiset iniziale M1 = {A0.5 +B0.2 +C0.01 +D0.02} rappresenta le con-
dizioni iniziali del compartimento del sistema.
• L’insieme di regole di riscrittura Rcell descrive le interazioni molecolari coin-
volte nel nostro modello e associate al compartimento etichettato con cell:
– Rcell = rcell1 ,r
cell
2 ,r
cell
3 , dove:
rcell1 : [A+B]cell
kcell1−→ [C]cell kcell1 = 0.3
rcell2 : [C]cell
kcell2−→ [D]cell kcell2 = 0.01
rcell3 : [D]cell
kcell3−→ [E +F ]cell kcell3 = 0.6
La specifica di P System per il secondo sistema e` uguale a quella appena de-
scritta fatta eccezione per la costante di rate della regola rcell1 che, come detto, varra`
30.
Risultati
L’andamento delle curve riportate nelle Figure 7.3 e 7.4 e` perfettamente coer-
ente con i dati associati alle reazioni. In particolare, se si osserva il grafico nella
Figura 7.3, che mostra l’andamento del sistema nel caso in cui la costante k1 abbia
valore pari a 0.3, si puo` notare come i composti A e B si degradino piu` lentamente
rispetto al caso di Figura 7.4 in cui la costante k1 vale 30.
Questo comportamento e` dovuto al fatto che la costante k1 rappresenta la ve-
locita` della reazione React1, che e` quella che regola la produzione del composto
C a fronte del consumo dei reagenti A e B. Come e` logico dedurre, ad una velocita`
minore corrisponde anche una minore attivita` della reazione e dunque un degrado
piu` moderato dei reagenti.
Come si puo` notare dai grafici, inoltre, il Psimulator ha lo stesso comportamen-
to del CellDesigner e questo sottolinea il fatto che il sistema biologico modellato
puo` essere descritto e simulato efficientemente sia mediante l’algoritmo DWT che
con il sistema di equazioni differenziali generato dall’ODE-Solver4 del
CellDesigner.
4SOSLib (SBML ODE Solver Library). E’ sia una la libreria C che un’applicazione a linea
di comando per l’analisi simbolica e numerica di un sistema di equazioni differenziali ordinarie
derivato da una rete di reazioni chimiche codificate in SBML. Il CellDesigner e` uno dei tanti
software che utilizzano questa libreria come proprio motore interno di simulazione.
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Figura 7.3: Confronto tra i risultati delle simulazioni eseguite col Psimulator
(Figura in alto) e con CellDesigner (Figura in basso). Caso con k1 = 0.3
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Figura 7.4: Confronto tra i risultati delle simulazioni eseguite col Psimulator
(Figura in alto) e con CellDesigner (Figura in basso). Caso con k1 = 30
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Per capire in che modo i due approcci di analisi si differenziano tra loro e`
doveroso ricordare che il Psimulator, una volta analizzato il modello dal file SBML,
genera il P System associato ad esso ed effettua una simulazione mediante l’al-
goritmo DWT, descritto nella sezione 4.1. Il CellDesigner invece affida all’ODE-
Solver l’evoluzione delle simulazioni: dopo aver analizzato il sistema biologico
modellato in un file SBML, l’ODE-Solver genera il sistema di equazioni differen-
ziali associato e lo risolve qualitativamente mediante il metodo di Runge-Kutta5.
Vediamo brevemente come si ottiene tale sistema di ODE:
le tre reazioni,
Reaction1: A+B k1→C;
Reaction2: C k2→ D
Reaction3: D k3→ E +F
vengono descritte dal seguente sistema di equazioni differenziali ordinarie:
dA
dt = k1 ·A ·B
dC
dt = k2 ·C
dD
dt = k3 ·D
(7.1)
che puo` essere studiato con i metodi convenzionali dell’analisi matematica.
7.1.2 Esempio su Modello della Cinetica di Michaelis-Menten
Descrizione
La cinetica di Michaelis-Menten, della quale si e` gia` accennato nella sezione
2.5.2, permette di studiare l’evoluzione del rate di una reazione enzimatica6 al
variare della concentrazione di substrato7.
Vediamo uno schema che riassume questa semplice reazione:
5In analisi numerica i metodi di Runge-Kutta sono un’importante famiglia di metodi iterativi
impliciti ed espliciti per l’approssimazione delle soluzioni delle equazioni differenziali ordinar-
ie. Tali tecniche furono sviluppate intorno al 1900 dai matematici tedeschi Carl Runge e Martin
Wilhelm Kutta.[1]
6Un enzima e` una proteina in grado di catalizzare (aumentare la velocita`) una reazione chimica.
7Si definisce substrato una molecola sulla quale agisce un enzima. I substrati sono dunque le
molecole di partenza nelle reazioni chimiche catalizzate dagli enzimi.[1]
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E +S
k1
→
←
k−1
ES
k2−→ E +P
dove l’enzima libero E reagisce inizialmente con il substrato S formando il
complesso enzima-substrato ES; a sua volta il complesso si scompone dando orig-
ine al prodotto P della reazione enzimatica e riformando l’enzima libero.
La seguente specifica di P System descrive il sistema:
ΠM-M = (O,L,µ,M1,M2,M3,M4,M5,M6,M7,M8,M9,M10,M11,Rcell)
dove:
• L’alfabeto O rappresenta le entita` molecolari presenti nel sistema:
O = {E,S,ES,P}
• L’insieme di etichette (in questo caso e` mono-elemento) L= {cell} specifica
l’unica regione del sistema.
• La struttura a membrane µ consiste in un unica membrana associata alla re-
gione di cui sopra, la cellula appunto, identificata dal numero 1 ed etichettata
con cell.
• I multisets iniziali Mi rappresentano le condizioni iniziali del compartimento
del sistema, di seguito le loro definizioni:
M1 = {E5000+S50}
M2 = {E5000+S400}
M3 = {E5000+S1000}
M4 = {E5000+S2000}
M5 = {E5000+S3000}
M6 = {E5000+S4000}
M7 = {E5000+S5000}
M8 = {E5000+S9000}
M9 = {E5000+S12000}
M10 = {E5000+S18000}
M11 = {E5000+S20000}
• L’insieme di regole di riscrittura Rcell descrive le interazioni molecolari coin-
volte nel nostro modello e associate al compartimento etichettato con cell:
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– Rcell = rcell1 ,r
cell
2 ,r
cell
3 , dove:
rcell1 : [E +S]cell
k1−→ [ES]cell k1 = 2.5 ·10−5
rcell2 : [ES]cell
k−1−→ [E +S]cell k−1 = 2.5 ·10−7
rcell3 : [ES]cell
k2−→ [E +P]cell k2 = 2.5 ·10−15
Risultati
Prima di analizzare le simulazioni condotte sul sistema, vediamo alcune con-
siderazioni di carattere biologico e matematico sulla cinetica di Michaelis-Menten
utili a chiarire in maniera piu` accurata quanto emerge dai risultati.
Dagli studi scientifici presenti in letteratura (si vedano [1] e [30]) si apprende
come, all’aumentare della concentrazione del substrato disponibile all’enzima, la
velocita` della reazione aumenti sensibilmente fino al raggiungimento di un massi-
mo, identificato come Vmax. In questo punto la reazione ha raggiunto la velocita`
massima possibile semplicemente perche` il substrato e` presentato in quantita` tale
da saturare tutto l’enzima presente in soluzione8; in questo contesto diventa inutile
un’ulteriore aggiunta di substrato, poiche` questo non verrebbe piu` attaccato dal-
l’enzima. Inoltre, il complesso ES e` un intermedio di reazione il cui basso valore
di energia di attivazione9 permette di far scattare una specifica reazione in modo
favorevole. Nelle normali dinamiche del sistema, ES raggiunge uno stato di equi-
librio dinamico10, assumendo un valore di concentrazione che si mantiene costante
nel tempo; quando avviene questo si dice che e` stato raggiunto lo stato stazionario
(steady state) del sistema.
Alla luce di quanto detto, analizziamo i risultati delle nostre simulazioni, ri-
portati nella Figura 7.5. Le simulazioni sono state realizzate mediante il software
Psimulator e, come per l’esempio precedente, i risultati sono stati confrontati con
quelli ottenuti col software CellDesigner, basato sulle ODE.
La Figura 7.5 mostra l’andamento del complesso ES (enzima-substrato) al vari-
are del tempo e della concentrazione di substrato presente nel sistema. In partico-
lare, sono state effettuate diciannove simulazioni, ognuna differente dalle altre per
8In chimica una soluzione e` un sistema omogeneo che puo` essere decomposto per mezzo di
metodi fisici. Nelle soluzioni, si chiama soluto la sostanza (o le sostanze) in quantita` minore e
solvente la sostanza in quantita` maggiore.[1]
9E’ l’energia necessaria al sistema per iniziare un particolare processo chimico o biochimico.
Spesso viene utilizzata per definire l’energia minima necessaria perche` si realizzi una reazione
chimica.[1]
10Nella chimica, si ha equilibrio dinamico se le varie parti che compongono il sistema inter-
agiscono tra loro in maniera che le proprieta` chimiche o fisiche non cambino durante il tempo di
osservazione.[1]
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Figura 7.5: Andamento della concentrazione del complesso enzima-substrato al
variare della concentrazione iniziale di substrato.
la concentrazione iniziale associata al substrato (si vedano i multisets della specifi-
ca di P System). Come si vede, i grafici confermano quanto affermato dalle analisi
condotte dalla comunita` scientifica. In particolare si puo` innanzitutto osservare
come l’andamento della concentrazione del complesso ES evidenzi il raggiungi-
mento dello steady state del sistema; e` possibile notare infatti un transitorio in-
iziale, dopo il quale la concentrazione del complesso si stabilizza ad un valore di
regime che coincide sempre con il valore della concentrazione iniziale del substra-
to e questo indica proprio il fatto che il prodotto intermedio ES viene generato fino
al momento in cui l’enzima ha abbastanza substrato con cui reagire.
Come e` stato precisato prima, la velocita` della reazione enzimatica (rcell1 per la
precisione) aumenta all’aumentare della concentrazione del substrato, a parita` di
quantita` iniziale di E; anche questo comportamento e` confermato dal grafico nella
Figura 7.5: a parita` di tempo infatti si ha che per concentrazioni maggiori di S si
ha un valore maggiore anche per il complesso ES; questo proprio perche` aumen-
tando la velocita` di reazione automaticamente si producono molte piu` molecole di
complesso nello stesso intervallo di tempo. Per capire meglio questa dinamica si
pensi ad una macchina che percorre per due volte lo stesso tratto di strada, una
volta a 20 Km/h e l’altra a 140 Km/h; se si valutano i metri percorsi dalla macchina
nelle due diverse situazioni, dopo un minuto, e` ovvio che saranno molti di piu` nel
caso in cui la macchina aveva la velocita` di 140 Km/h rispetto al caso in cui essa
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andava a 20 Km/h.
Figura 7.6: Andamento della concentrazione del complesso enzima-substrato al
variare della concentrazione iniziale di substrato. Test effettuato sul simulatore
CellDesigner.
Come e` stato detto in precedenza, la velocita` di reazione cresce fino ad un val-
ore limite Vmax, oltre il quale ulteriori incrementi di quantita` di substrato non hanno
piu` effetto. Nella Figura 7.5 si vede come, da un valore di concentrazione di sub-
strato maggiore o uguale a 9000 Mol, la crescita della concentrazione del comp-
lesso si arresta e la velocita` rimane stabile al valore Vmax = k2 ·(E+ESsteadystate) =
2.5 ·10−11Mol · s−1.
Per apprezzare ulteriormente la risposta del Psimulator sul sistema di Michaelis-
Menten e` possibile confrontare i risultati visti in precedenza con gli andamenti
delle simulazioni sugli stessi modelli effettuate pero` con il simulatore CellDesigner;
i grafici che rappresentano tali risultati sono riportati nella Figura 7.6. Si puo` os-
servare chiaramente come i due simulatori forniscano una risposta praticamente
identica sul sistema descritto precedentemente.
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7.2 Test su Modelli Reali: Attivita` del Recettore EGFR
nella Segnalazione Cellulare
7.2.1 Il Meccanismo di Segnalazione Cellulare
La trasduzione dei segnali e` un insieme di processi biochimici mediante i quali
le cellule traducono i segnali extra-cellulari in specifiche risposte. Le cellule
avvertono i segnali (che altro non sono che proteine specifiche) legandosi diret-
tamente con essi tramite i recettori posti nella membrana plasmatica. Le sequen-
ze di segnalazione coinvolgono entita` molecolari di specie differenti, come recet-
tori, enzimi, proteine segnale, etc. Ovviamente, tutte queste molecole si possono
assemblare dinamicamente in complessi altamente organizzati.
Vediamo come procede una comune successione di eventi nelle sequenze di
segnalazione. Inizialmente il segnale si avvicina alla superficie della cellula, la
quale utilizza due modalita` differenti per portarlo al suo interno: nella prima, lo
stimolo puo` attraversare la membrana cellulare e legarsi al suo recettore specifico
all’interno della cellula; nella seconda, il segnale puo` essere captato da un recet-
tore transmembrana. In quest’ultimo caso, il segnale non attraversa la membrana
ma agisce da ligando, il cui recettore e` collocato nella superficie della cellula; il
sistema che studieremo in questa sezione e` regolato proprio da un meccanismo di
questo tipo.
Una volta che il segnale e` legato al recettore, produce un cambiamento confor-
mazionale nel suo dominio citoplasmatico che porta all’attivazione vera e propria
del recettore stesso. Il recettore attivo, a sua volta, fa scattare una serie di processi
interni alla cellula che, solitamente, consistono in flussi di segnalazione a cascata.
Tali “cascate” includono spesso una serie di cambiamenti negli stati di fosfori-
lazione11 delle proteine intra-cellulari. Alla fine poi, la sequenza di cambiamen-
ti di stato influenza l’involucro nucleare producendo un cambiamento nello stato
di attivazione di uno o piu` fattori di trascrizione presenti nel nucleo. Comune-
mente, i fattori di trascrizione affetti da una segnalazione a catena cambiano le
loro proprieta` di legame con alcune regioni regolatrici nelle sequenze di DNA (in-
sieme di geni); il risultato di questo fenomeno e` un cambiamento nelle velocita` di
trascrizione di questi geni, che normalmente aumentano. Queste proteine appena
prodotte costituiscono l’effettiva risposta della cellula al segnale extra-cellulare.
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Figura 7.7: Struttura del dominio extra-cellulare dell’EGFR.[1]
7.2.2 Trasduzione del Segnale dell’EGFR
Il recettore del fattore di crescita epidermico (Epidermal Growth Factor Recep-
tor o EGFR, Figura 7.7), come indica il nome stesso, e` un recettore di membrana
per i ligandi extracellulari della famiglia del fattore di crescita epidermico (Epi-
dermal Growth Factor family, o EGF-family). L’EGFR e` membro della famiglia
di recettori ErbB, una sottofamiglia della piu` ampia classe di recettori tirosina chi-
nasi12. Dopo che e` avvenuta la sua attivazione a causa dei ligandi del fattore di
crescita, l’EGFR subisce una transizione che lo porta da una forma monomerica
ad una dimerica attiva13. La dimerizzazione dell’EGFR stimola poi l’attivita` delle
proteine intrinseche tirosina-chinasi; questa attivita` ha come risultato l’autofosfo-
rilazione di numerose tirosine appartenenti al dominio terminale (e intra-cellulare)
dell’EGFR (7.8). L’autofosforilazione, infine, innesca un flusso di segnali a
catena che coinvolge numerose altre proteine mentre il recettore segue un pro-
cesso di internalizzazione che culmina con la degradazione che viene attuata dagli
11Processo di traferimento di gruppi fosfato da molecole donatrici ad alta energia (come l’ATP)
a specifici substrati (molecole modificate da un enzima).[1]
12I Recettori tirosina chinasi sono proteine di membrana aventi attivita` chinasica (attivita` enzi-
matica in grado di mettere in atto il processo della fosforilazione) e agiscono fosforilando residui
di tirosina nelle proteine bersaglio. [1]
13Un dimero e` una molecola formata dall’unione di due subunita` dette monomeri di identica
natura chimica (omodimero) oppure di natura chimica differente (eterodimero).
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Figura 7.8: Diagramma dell’EGFR che evidenzia i domini del recettore.[1]
endosomi.
Due sequenze in particolare portano all’attivazione di Ras-GTP, attraverso
l’idrolizzazione di Ras-GDP. Una di queste sequenze dipende dal dominio prote-
ico14 Shc (Src Homology and Collagen domain) mentre l’altra e` indipendente da
Shc. Il Ras-GTP stimola poi la trasduzione della chinasi MAP (Mitogen Activated
Protein) fosforilando le proteine Raf, MEK e ERK. In seguito MEK e ERK fos-
forilati regolano diversi fattori di trascrizione di proteine cellulari. La Figura 7.9
mostra una descrizione grafica piuttosto dettagliata della catena di trasduzione del
segnale di EGFR.
L’Interesse della Ricerca
Numerose ricerche hanno dimostrato che l’espressione15 sregolata di
EGFR, la produzione di ligandi e la segnalazione cellulare sono strettamente colle-
gate nella genesi dei tumori. Proprio per questo, EGFR e` stato identificato come un
obiettivo biologico fondamentale per le terapie anticancro piu` recenti. Il recettore
14Un dominio proteico e` una parte di una sequenza proteica che puo` evolvere, funzionare ed
esistere indipendentemente dal resto della catena proteica.
15Con il termine espressione genica si intende il processo attraverso cui l’informazione
contenuta in un gene viene convertita in una macromolecola funzionale, tipicamente una proteina.
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Figura 7.9: Rappresentazione grafica del meccanismo di trasduzione a catena
dell’EGFR.[29]
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del fattore di crescita epidermico, infatti, costituisce un componente essenziale
per la crescita e lo sviluppo delle cellule tumorali. I ricercatori si sta concen-
trando quindi sulla messa a punto di terapie antitumorali che colpiscano questo
bersaglio specifico, aumentando l’efficacia del trattamento e riducendo gli effetti
collaterali a favore della qualita` della vita del paziente oncologico. In particolare
sono state sviluppate terapie innovative in grado di colpire selettivamente alcuni
difetti molecolari riscontrabili nei tumori, con l’intento di abbinare all’aumento
della sopravvivenza anche una riduzione degli effetti collaterali, garantendo cosı`
al paziente un sensibile miglioramento della qualita` della vita. In tale contesto si
inseriscono gli studi degli ultimi anni sul fattore di crescita epidermico (EGF) e
sul suo recettore tirosin-chinasico (EGFR appunto).
E’ stato dimostrato in particolare che:
• EGFR e` espresso in molti tumori solidi: oltre a quello del polmone anche del
colon retto, del distretto cervico facciale, del pancreas, del seno, del tratto
genito-urinario e negli oblastomi;
• la frequenza di espressione di EGFR indica che l’inibizione della sua fun-
zione determini un potenziale terapeutico in grado di inibire la crescita o la
progressione dei tumori che lo esprimono;
• cellule tumorali che iper-esprimono il recettore tendono ad essere piu` ag-
gressive e sono associate a una malattia con prognosi peggiore;
• l’espressione di EGFR e` stata correlata all’aumento della resistenza a
chemioterapici e radioterapia.
Sulla base di questi risultati, la ricerca si e` concentrata negli ultimi anni proprio
nella messa a punto di terapie capaci di inibire questo recettore ed ha portato ad
esiti positivi.
7.2.3 Specifica di P System per il Meccanismo di
Trasduzione a Catena dell’EGFR
Basandoci sui concetti principali del calcolo a membrane, vediamo ora una de-
scrizione accurata di una specifica di P System per il meccanismo di segnalazione
visto sopra. Tale specifica e` tratta da [29].
• Specifica delle regioni coinvolte nella segnalazione dell’EGFR
La membrana cellulare gioca un ruolo cruciale nella catena di trasduzione
del segnale dell’EGFR, cosı` come la regione cellulare in cui sono collocati
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i recettori e quella in cui hanno luogo tutte le interazioni che producono
l’assemblaggio dei vari complessi molecolari. Tali complessi sono formati
da recettori transmembrana, segnali extra-cellulari e proteine citoplasmatiche.
Le membrane della nostra specifica di P System verranno utilizzate per
descrivere le tre regioni del sistema:
1. L’ambiente dove e` localizzato il segnale verra` specificato usando la
membrana identificata dal numero 1. L’etichetta e verra` associata a
tale membrana, che costituira` la radice della struttura di membrane che
descrive i compartimenti coinvolti nel sistema.
2. La superficie cellulare dove sono collocati i recettori, i complessi
coinvolti nella segnalazione e altre proteine associate alla membrana
cellulare. Questa membrana, identificata dal numero 2, e` etichettata
con la lettera s e verra` inglobata nella membrana precedente in modo
da rappresentare sia la cellula che l’ambiente esterno che la circonda.
3. Il citoplasma, dove effettivamente ha luogo la trasduzione del segnale.
Questa membrana e` identificata dal numero 3 e ad essa e` associata
l’etichetta c. Essa verra` a sua volta inglobata nella membrana prece-
dente per rappresentare il fatto che la superficie cellulare avvolge il
citoplasma.
Nella Figura 7.11 e` mostrato il diagramma di Venn della struttura a mem-
brane appena descritta.
• Specifica delle interazioni molecolari coinvolte nella
segnalazione dell’EGFR
Come accennato precedentemente, verranno considerate solo entita` che pos-
sono essere rappresentate usando singoli oggetti. Tendendo conto di questa
assunzione, tutti gli oggetti usati per specificare i segnali, i recettori, le pro-
teine e i complessi di proteine che prendono parte alla segnalazione, verran-
no raccolti in un alfabeto O. La Figura 7.10 presenta gli oggetti in O e le
entita` molecolari che essi rappresentano.
• Specifica delle interazioni molecolari coinvolte nella
segnalazione dell’EGFR
Nella nostra specifica di P System per l’EGFR, verranno utilizzate solo re-
gole di riscrittura su multiset di oggetti, dato che le uniche interazioni che
verranno rappresentate sono di tipo proteina-proteina.
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Figura 7.10: Oggetti nella specifica del P System.[29]
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Figura 7.11: Struttura a membrane nella specifica del P System per la trasduzione
del segnale dell’EGFR.[29]
Di seguito saranno presentate 160 regole di riscrittura usate per descrivere
le interazioni tra le differenti entita` molecolari coinvolte nella trasduzione
del segnale. Per ciascuna regola verra` fornita anche la relativa costante
(macroscopica) di rate associata ad essa. Tutte le costanti sono state ot-
tenute dai modelli ODE presentati nella bibliografia di riferimento in [29].
Queste costanti, come gia` chiarito nella sezione 2.5, non possono essere
utilizzate direttamente nel nostro modello di P System, ma devono essere
preventivamente convertite nella loro controparte mesoscopica.
Vediamo ora una breve descrizione delle regole che modellano le reazioni di
segnalazione:
– Attivazione del recettore
Il primo passo nella trasduzione del segnale consiste nel legame re-
versibile del segnale, il fattore di crescita epidermico (EGF, Epidermal
Growth Factor), con il suo recettore (regole r1 e r2). Una volta lega-
to, EGF favorisce la dimerizzazione del recettore, che consiste nella
formazione di un complesso fatto da due recettori (regole r3 e r4). La
dimerizzazione del recettore produce la fosforilazione reversibile dei
due recettori, che conduce alla forma attiva del recettore (regole r5 e
r6).
Il fosfato T P1 e` coinvolto in uno dei processi di disattivazione del re-
cettore. In particolare, T P1 e` reclutato reversibilmente dal citoplasma
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dal recettore attivo (regole r7 e r8). Una volta legato al recettore, T P1
ne attua la defosforilazione (regola r9) e successivamente viene rilas-
ciato reversibilmente nel citoplasma (regole r10 e r11). Le regole per
l’attivazione del recettore, espresse secondo la sintassi dei P Systems,
e` riportato nella tabella nella Figura 7.12.
Figura 7.12: Regole che descrivono l’attivazione del recettore.[29]
– Internalizzazione e degradazione del recettore
Il meccanismo principale della disattivazione del recettore consiste nel
suo trasporto all’interno della cellula (internalizzazione), ed in parti-
colare nel citoplasma, dove viene degradato successivamente. L’in-
ternalizzazione del recettore puo` avere luogo senza l’aiuto di nessuna
proteina di trasporto (regole r12 e r13) o in seguito all’interazione con
la proteina CPP (regole r18, r19 e r20). L’internalizzazione e` reversibile
(regola r14). Quando il recettore si trova nel citoplasma, il recettore
puo` essere degradato (regole r15 e r16).
Le regole per l’internalizzazione e la degradazione, espresse secondo
la sintassi dei P Systems, e` riportato nella tabella nella Figura 7.13.
Quando il recettore e` attivo, esso recluta diverse proteine del citoplas-
ma dando vita a differenti complessi che poi fanno scattare determinate
sequenze di segnalazione nel citoplasma stesso. Quando queste pro-
teine sono reclutate, esse vengono subito fosforilate e rilasciate nuova-
mente nel citoplasma per iniziare nuove sequenze di segnalazione. Di
seguito verra` presentata la specifica del P System per queste particolari
sequenze.
– Sequenza del PLCγ
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Figura 7.13: Regole che descrivono l’internalizzazione e la degradazione del
recettore.[29]
Una delle prime sequenze di segnalazione inizia con il reclutamento
reversibile della proteina PLCγ (regole r22 e r23). Dopo che e` stata
reclutata dalla membrana cellulare, PLCγ e` fosforilata reversibilmente
(regole r24 e r25) e poi rilasciata nel citoplasma (regole r26 e r27). Nel
citoplasma PLC∗γ puo` traslocare verso la membrana (regole r28 e r29)
o puo` venire defosforilato dalla proteina T P2 (regole r30, r31, r32, r33
e r34). Le regole per la descrizione della sequenza di segnalazione del
PLCγ, espresse secondo la sintassi dei P Systems, sono riportate nella
tabella nella Figura 7.14.
– Sequenza del Grb2
Una delle piu` importanti sequenze di segnalazione ha inizio con il re-
clutamento della proteina Grb2 (regole r35 e r36). Quando Grb2 viene
reclutata, la proteina SOS puo` essere reclutata a sua volta (regole r37 e
r38). Questa situazione fa sı` che il complesso Grb2-SOS sia rilasciato
reversibilmente nel citoplasma (regole r39 e r40), dove poi si puo` dis-
sociare (regole r40 e r41). Le regole per la descrizione della sequenza
di segnalazione del Grb2, espresse secondo la sintassi dei P Systems,
sono riportate nella tabella nella Figura 7.15.
– Sequenza del Shc
Un’altra importante sequenza dipende dalla proteina Shc. Questa pro-
teina viene reclutata dal recettore attivo, fosforilata e rilasciata poi nel
citoplasma (regole da r43 a r48). Nel citoplasma essa puo` essere defos-
forilata da T P3 (regole da r49 a r53). Una volta legato al recettore, lo
stato fosforilato di Shc puo` favorire il reclutamento delle proteine Grb2
e SOS (regole da r54 a r57, da r60 a r63, r68 e r69). I complessi formati
109
Figura 7.14: Regole che descrivono la sequenza di segnalazione del PLCγ.[29]
Figura 7.15: Regole che descrivono la sequenza di segnalazione del Grb2.[29]
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dalle proteine Grb2, SOS e Shc vengono poi rilasciati nel citoplasma
(regole r58, r59, e regole da r64 a r67), dove si possono dissociare per poi
interagire con la sequenza del Grb2. Queste interazioni costituiscono il
punto di contatto tra le due sequenze appena descritte. Le regole per la
descrizione della sequenza di segnalazione del Shc, espresse secondo
la sintassi dei P Systems, sono riportate nella tabella nella Figura 7.16.
Figura 7.16: Regole che descrivono la sequenza di segnalazione del Shc.[29]
– Attivita` del recettore internalizzato
Si suppone che i recettori nella superficie cellulare e quelli interna-
lizzati nei compartimenti endosomici inducano un’identica catena di
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segnalazione, fatta eccezione per la sequenza del PLCγ, che viene dis-
attivata una volta che il recettore e` stato internalizzato. Le regole per
la descrizione dell’attivita interna del recettore, espresse secondo la
sintassi dei P Systems, sono riportate nella tabella nella Figura 7.17.
– Sequenza del PI3K
Una sequenza di segnalazione marginale consiste nel reclutamento del-
la proteina PI3K (regole r103 e r104), nella sua fosforilazione (regole
r104 e r105) e nel suo rilascio successivo nel citoplasma (regole r106
e r107) dove puo` essere defosforilata attraverso l’interazione con T P4
(regole r109 – r113). Le regole per la descrizione della sequenza di seg-
nalazione del PI3K, espresse secondo la sintassi dei P Systems, sono
riportate nella tabella nella Figura 7.18.
– Attivazione di Ras e Raf
Le sequenze di Grb2 e Shc portano all’attivazione della proteina Ras.
Nel momento in cui le proteine Grb2 e SOS sono state reclutate in una
delle due sequenze viste precedentemente, esse possono interagire con
il Ras-GDP (regole r114 – r125) per produrre il Ras-GTP. Una volta che
il Ras-GTP appare nella superficie della cellula, puo` interagire con il
Raf (regole r126 – r129) producendo lo stato fosforilato di entrambe le
molecole: Ras−GT P∗ e Ra f ∗. Ras−GT P∗ puo` poi interagire con le
sequenze del Shc (regole r130 – r133) e Ra f ∗ puo` venire defosforilato
attraverso le interazioni con il Phosp1 (regole r134 – r136). Le regole
per la descrizione dell’attivazione di Ras e Raf, espresse secondo la
sintassi dei P Systems, sono riportate nella tabella nella Figura 7.19.
– Attivazione di MEK ed ERK
L’attivazione della proteina Raf nella superficie della cellula fa scattare
l’ultima sequenza specificata nel sistema. Tale sequenza consiste nel-
l’attivazione di MEK e ERK. Inizialmente MEK viene reclutato per
due volte nella superficie cellulare da Ra f ∗ e in questa sede viene di-
fosforilato16 e restituito al citoplasma (regole regole137 – r142). Nel
citoplasma, MEK-PP puo` essere defosforilato da Phosp2 (regole 143 –
r148) oppure puo` interagire con ERK (regole regole149 – r155) per pro-
durre il suo stato di-fosforilato ERK-PP. A sua volta, ERK-PP viene
defosforilato da Phosp3 (regole regole155 – r160). Le regole per la de-
scrizione dell’attivazione di MER ed ERK, espresse secondo la sintassi
dei P Systems, sono riportate nella tabella nella Figura 7.20.
16Fosforilato per due volte.
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Figura 7.17: Regole che descrivono l’attivita del recettore una volta che questo e`
stato internalizzato.[29]
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Figura 7.18: Regole che descrivono la sequenza di segnalazione del PI3K.[29]
Figura 7.19: Regole che descrivono la sequenza di attivazione di Ras e Raf.[29]
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Figura 7.20: Regole che descrivono la sequenza di attivazione di MER ed
ERK.[29]
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Riassumendo, la specifica del P System per la trasduzione a catena dell’EGFR
consiste nel seguente costrutto:
ΠEGFR = (O,{e,s,c},µ,M1,M2,M3,Re,Rs,Rc)
dove:
• L’alfabeto O colleziona tutti gli oggetti che rappresentano le proteine ed i
complessi proteici coinvolti nel sistema, come mostrato nella Figura 7.10.
• L’insieme di etichette L = {e,s,c} e` utilizzato per identificare i differenti
tipi di compartimento dove ha luogo la trasduzione dei segnali. L’etichetta e
indica l’ambiente (environment), s la superficie cellulare (cell surface) e c il
citoplasma (cytoplasm).
• La struttura a membrana µ consiste in tre membrane che identificano le tre
regioni piu` rilevanti del sistema: l’ambiente esterno, la membrana (superficie
cellulare) e il citoplasma. Una rappresentazione mediante diagramma di
Venn di tale struttura e` mostrata nella Figura 7.11.
• I multiset iniziali M1,M2,M3 sono parte dei parametri della specifica del
nostro P System,ΠEGFR. Essi associano l’etichetta e con la membrana 1 che
rappresenta l’ambiente esterno, l’etichetta s con la membrana 2 che rappre-
senta la superficie cellulare e l’etichetta c con la membrana 3 che rappresenta
il citoplasma.
• Gli insiemi di regole di riscrittura Re,Rs,Rc sono associati rispettivamente
ai compartimenti e, s e c. Queste regole descrivono le interazioni che han-
no luogo nello specifico compartimento al quale sono associate. Essi sono
composti come segue:
– Re = {r1}
– Rs = {r2− r6,r8− r9,r12,r14,r18− r20,r23− r26,r29,r36,r38,r39,r44,
r45,r46,r47,r55,r56,r62,r69,r104− r107,r114− r133,r135,r136,r138,
r139,r141,r142}
– Rc = {r7,r11,r13,r15− r17,r21,r22,r27,r28,r30− r35,r37,r40− r43,
r48−r54,r57−r61,r63−r68,r70−r103,r108−r113,r134,r137,r140,r143−
r160}
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7.2.4 Modelli di P System per l’Analisi della
Trasduzione a Catena di EGFR
Dopo che e` stata sviluppata una specifica di P System per la catena di seg-
nalazione dell’EGFR, ΠEGFR, si puo` studiare il comportamento del sistema sotto
differenti condizioni. In questa sezione studieremo la robustezza della catena di
segnalazione rispetto al numero di segnali EGF nell’ambiente e rispetto al nu-
mero di recettori EGFR nella superficie cellulare. Sara` possibile ottenere questo
progettando un’idonea famiglia di P Systems.
Il primo passo nella progettazione di una famiglia di P Systems associata alla
nostra specifica di P System consiste nell’identificazione dei parametri:
P (ΠEGFR) = (M0(ΠEGFR),C (ΠEGFR)).
La catena di segnalazione di EGFR e` uno dei sistemi di trasduzione piu` conosciu-
ti e studiati per cui e` possible ottenere delle stime apprezzabili per le costanti as-
sociate alle regole, C (ΠEGFR). Tali valori sono stati riportati precedentemente
durante l’introduzione delle regole.
I parametri attuali del nostro P System sono dunque i multisets iniziali
M0(ΠEGFR) = (M1,M2,M3). Come accennato sopra, in questa sezione verra`
studiata la robustezza del segnale al variare del numero di segnali nell’ambiente
esterno e di recettori sulla membrana cellulare. Il numero differente di segnali
verra` rappresentato nel multiset iniziale associato all’ambiente, M1, mentre il nu-
mero differente di recettori EGFR sara` rappresentato nel multiset associato alla
superficie cellulare, M2. Non verranno invece studiate le condizioni iniziali nel
citoplasma, percio`, associato a questo compartimento avremo un solo multiset,
M3 = {M3}.
In particolare, i multisets iniziali associati a ciascuna membrana saranno:
• Il multiset iniziale associato all’ambiente, M1 = {M1001 ,M2001 ,M3001 ,M4001 ,
M10001 ,M
2000
1 } rappresentera` le condizioni iniziali corrispondenti alle con-
centrazioni di 100 nM, 200 nM, 300 nM, 400 nM, 1000 nM e 2000 nM di
segnale EGF nell’ambiente.
• Il multiset iniziale associato alla membrana, M2 = {M1002 ,M10002 }, rappre-
sentera` le condizioni iniziali corrispondenti alle concentrazioni di 100 nM e
1000 nM di recettori EGFR nella superficie.
• Ci sara` infine un unico multiset iniziale associato al citoplasma, M3. Questo
multiset rappresentera` le condizioni iniziali corrispondenti alle concentrazioni
di: 250 nM di Shc, 150 nM di PLCγ, 50 nM di PI3K, 40 nM di SOS, 80 nM
di Grb2, 100 nM di T P1, 450 nM di T P2, 450 nM di T P3, 125 nM di T P4,
80 nM di Ra f , 400 nM di MEK, 400 nM di ERK, 80 nM di Phosp1, 80 nM
di Phosp2, e 300 nM di Phosp3.
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Combinando questi parametri con la specifica di P System ΠEGFR, otteniamo
una famiglia di modelli FEGFR(ΠEGFR;((M1,M2,M3),C )), che consiste in dodici
differenti modelli di P System. Questi modelli saranno denotati come PSMi jEGFR,
dove PSMi jEGFR = (ΠEGFR;((M
i
1,M
j
2,M3),C )).
Nei paragrafi seguenti, basandoci sui modelli appena presentati, analizzeremo
la robustezza della catena di trasduzione di EGFR. Le simulazioni, anche in questo
caso, sono state eseguite col Psimulator e i risultati verranno confrontati con gli an-
damenti ottenuti dalle simulazioni condotte col software CellDesigner sugli stessi
modelli. E’ possibile apprezzare gli esiti positivi dei nostri risultati confrontandoli
con quelli presenti in letteratura (si vedano [29], [13], [23], [25], [31], [33], [32]),
ricavati da analoghe simulazioni sulla segnalazione dell’EGFR.
E’ stato dimostrato che la trasduzione a catena dell’EGFR e` coinvolta nei pro-
cessi correlati allo sviluppo tumorale. In particolare si e` rilevato che nelle cellule
cancerogene si verifica una sovrabbondanza di segnale EGF nell’ambiente ester-
no e di recettori EGFR nella superficie cellulare. Nel nostro lavoro osserveremo
due situazioni che ricalcano proprio una sovra-espressione di segnali e recettori. I
due casi verranno studiati separatamente proprio per determinare quale delle due
molecole altera realmente il funzionamento della catena di trasduzione.
Il comportamento di ciascun modello di P System sara` analizzato osservando
l’evoluzione temporale del numero di molecole di ciascuna proteina coinvolta nella
catena di segnalazione, con particolare attenzione per due reagenti, i recettori al
loro stato fosforilato (identificati dall’oggetto
EGFR−EGF2∗ dell’alfabeto O riportato nella Figura 7.10) e la proteina chinasi
MEK attivata da mitogeni (identificata dall’oggetto MEKPP dell’alfabeto O), al
suo stato di-fosforilato; tale scelta e` dovuta al fatto che la proteina MEK e` di vitale
importanza per il nostro sistema, essendo uno dei target della trascrizione proteica
innescata dalla cascata di segnalazione.
Robustezza del sistema rispetto al segnale extra-cellulare EGF
La prima analisi condotta sul sistema riguarda la risposta della catena di seg-
nalazione al variare del numero di segnali extra-cellulari. In particolare verran-
no mostrate le evoluzioni temporali delle concentrazioni dei recettori fosforilati e
della proteina MEK di-fosforilata. I modelli di P System utilizzati per l’analisi
sperimentale sono PSM100,100EGFR , PSM
200,100
EGFR , PSM
300,100
EGFR , PSM
400,100
EGFR , PSM
1000,100
EGFR
e PSM2000,100EGFR ; bisogna tener presente che questi rappresentano degli esperimenti
in cui il segnale extra-cellulare varia nell’intervallo che va da 100 nM a 2000 nM.
Nella Figura 7.21 si puo` chiaramente notare il fatto che l’autofosforilazione dei
recettori e` dipendente dalla concentrazione, come testimoniano i differenti picchi
nelle curve relativi alle diverse concentrazioni di segnale EGF. In conseguenza alla
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Figura 7.21: Evoluzione nel tempo dei recettori autofosforilati al variare del
numero dei segnali extra-cellulari.
119
varianza rilevata nell’attivazione dei recettori e` lecito aspettarsi differenti risposte
cellulari al variare del segnale esterno; la Figura 7.22 mostra pero` un interessante
risultato che smentisce la precedente supposizione.
Figura 7.22: Evoluzione nel tempo della proteina MEK allo stato doppiamente
fosforilato al variare del numero dei segnali extra-cellulari.
Dal grafico si puo` notare infatti che il numero delle proteine MEK prodotte
non dipende dal numero dei segnali nell’ambiente. Naturalmente questa e` una
chiara prova dell’ottima robustezza della catena di trasduzione dell’EGFR rispetto
al segnale extra-cellulare. A seconda dei casi dunque, il segnale viene o attenuato o
amplificato per ottenere sempre la stessa concentrazione di MEK che, ricordiamo-
lo, e` una delle chinasi piu` importanti nella catena di trasduzione. Si noti infine
come le linee che rappresentano la risposta alle differenti concentrazioni di EGF
riportino un andamento simile proprio nel momento in cui la risposta del sistema
entra a regime (dal secondo 100 circa in poi).
Come per il caso dei modelli piu` semplici visti nell’introduzione del capito-
lo, i test appena visti sono stati replicati col software CellDesigner in modo da
confrontare l’andamento del sistema sotto due diversi approcci di simulazione.
Nella Figura 7.23 e` mostrato il risultato del test su CellDesinger per una si-
tuazione analoga a quella riportata in Figura 7.21, ottenuta col Psimulator , ossia
l’andamento dei recettori autofosforilati al variare del segnale EGF nell’ambiente
esterno. Dal confronto tra le due figure e` possibile apprezzare che le curve dif-
feriscono per un lieve margine di scarto nei picchi di massimo valore sulle ordi-
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Figura 7.23: Evoluzione nel tempo dei recettori autofosforilati al variare del
numero dei segnali extra-cellulari. Test effettuato su CellDesigner
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nate; al contrario, l’andamento qualitativo generale e` pressoche` lo stesso per i due
grafici.
Per quanto riguarda invece l’evoluzione temporale della proteina MEK al vari-
are dei segnali EGF, le prestazioni dei due simulatori sono esattamente le stesse,
dato che i grafici che emergono dai test risultano sovrapposti; l’andamento ottenuto
con il CellDesigner e` riportato in Figura 7.24.
Figura 7.24: Evoluzione nel tempo della proteina MEK allo stato doppiamen-
te fosforilato al variare del numero dei segnali extra-cellulari. Test effettuato su
CellDesigner
La lieve differenza di comportamento dei simulatori nei due scenari (stesso
comportamento nel test su MEK-PP, leggero margine di errore sui picchi degli
andamenti del recettore EGFR auotofosforilato) e` dovuta al fatto che l’ODEsolver
del CellDesigner effettua una risoluzione qualitativa17 che nei punti in cui le derivate
17Si ricordi che il motore di risoluzione del CellDesigner utilizza le tecniche di approssimazione
qualitativa di Runge-Kutta.
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hanno i valori puntuali maggiori (i “picchi” delle curve, appunto), probabilmente
perdono leggermente di accuratezza.
A riprova di questo fatto si puo` valutare che l’andamento della proteina MEK-
PP, essendo privo di brusche variazioni di quota, e` esattamente lo stesso che si e`
ottenuto con il Psimulator .
Robustezza del sistema rispetto al numero di recettori nella
superficie cellulare
Analizziamo ora in che modo la catena di trasduzione viene influenzata dal
numero di recettori presenti sulla membrana cellulare. Piu` specificamente, verra`
mostrata l’evoluzione nel tempo della quantita` totale di proteine MEK di-fosforilate
nei modelli PSM400,100EGFR e PSM
400,1000
EGFR . I due modelli rappresentano un esperimen-
to in cui il numero di recettori nella superficie cellulare cambia da 100 nM a 1000
nM, mentre il numero di segnali extra-cellulari EGF viene tenuto costante a 400
nM.
Figura 7.25: Evoluzione nel tempo della proteina MEK allo stato di-fosforilato al
variare del numero dei recettori di membrana.
La Figura 7.25 mostra come evolve la proteina MEK al variare del numero di
recettori nella membrana. Si noti come in questa situazione la risposta sia total-
mente differente dal caso precedente: il numero di MEK attivate diventa sempre
piu` alto man mano che ci si avvicina ad una situazione di sovra-espressione di
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recettori nella superficie e di conseguenza la cellula subisce un processo incontrol-
lato di proliferazione. Si puo` dunque capire quanto sia alta l’attenzione nei con-
fronti della sovra-espressione di EGFR negli studi condotti allo scopo di contenere
la crescita incontrollata delle masse tumorali.
Figura 7.26: Evoluzione nel tempo della proteina MEK allo stato di-fosforilato al
variare del numero dei recettori di membrana. Test su CellDesigner.
La Figura 7.26 riporta i grafici ottenuti con il CellDesigner sullo scenario ap-
pena discusso; anche in questo caso le due curve hanno lo stesso andamento di
quelle ottenute con il Psimulator ; dal confronto con la Figura 7.25 si puo` infatti
apprezzare una corrispondenza totale dei due differenti approcci.
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Parte III
Conclusioni

Sommario
La terza ed ultima parte della tesi contiene le valutazioni conclusive sul risulta-
to del lavoro e due appendici su argomenti di interesse biologico affini ai concetti
sviluppati nel lavoro.
Nel capitolo 8 si riassumera` il lavoro svolto e nel capitolo 9 verranno suggeriti
alcuni punti tecnici del lavoro che sarebbe opportuno approfondire o sviluppare in
un’ipotesi di prosecuzione del lavoro sul simulatore.
Le appendici poste a completamento del lavoro di tesi approfondiscono dal
punto di vista biologico i discorsi sulla cellula (appendice A) e sulla cinetica delle
reazioni (appendice B).
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Capitolo 8
Conclusioni
Sommario
In questo capitolo verranno riassunti i passaggi piu` importanti del lavoro di
tesi e si affrontera` una sintetica discussione sui risultati raggiunti e su i problemi
lasciati insoluti.
L’obiettivo principale di questo lavoro e` stato quello di presentare il Calcolo
a Membrane, e dunque i P Systems, come un efficiente strumento per la model-
lazione e la simulazione di sistemi biologici reali.
Inizialmente pero`, i P Systems non erano stati concepiti per fornire un modello
accurato della cellula e delle reazioni che avvengono al suo interno, al contrario la
loro funzione originaria era quella di esaltare e sfruttare la natura computazionale
di varie caratteristiche delle membrane biologiche.
Cio` nonostante, fin dal primo momento in cui e` stato introdotto nell’area di
ricerca dei framework di calcolo ispirati ai sistemi biologici, il Calcolo a Mem-
brane e` stato oggetto di un crescente interesse e viene tutt’ora largamente analiz-
zato e indagato da un ampia parte della comunita` bio-informatica internazionale.
Questa tesi si va ad inserire dunque nell’ampia produzione scientifica che ver-
ifica l’efficacia e l’utilita` di questo utilizzo “atipico” dei Sistemi a Membrane.
Come infatti e` stato a lungo discusso nei capitoli relativi ai test del simulatore
Psimulator , basato appunto sui P Systems, gli esiti delle simulazioni sono stati
molto favorevoli e attinenti ai dati empirici reperibili nelle pubblicazioni scien-
tifiche di riferimento. Si e` visto come un sistema biologico reale come quello della
segnalazione del recettore EGFR, modellato mediante le specifiche dei Sistemi a
Membrana e poi simulato con un algoritmo deterministico, produca degli anda-
menti perfettamente coerenti con le conclusioni che emergono da studi biologici
piu` approfonditi. Risultati non meno interessanti sono stati ottenuti su modelli
di sistemi piu` semplici ma di interesse comunque elevato per gli studi di settore,
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come ad esempio il modello basato sulla cinetica di Michaelis-Menten (sezione
7.1.2).
Un obiettivo certamente non secondario della tesi e` stato quello di testare la
correttezza e l’efficienza dell’algoritmo Deterministic Waiting Time, proposto da
F. J. Romero-Campero in [29]; il confronto di quest’ultimo algoritmo con quello
ben piu` affermato dell’ODEsolver di CellDesigner ha dato esiti positivi sotto le
particolari condizioni di cui si e` detto precedentemente a proposito dei modelli
SBML. Sarebbe comunque opportuno estendere le analisi dell’algoritmo ad una
casistica piu` vasta di modelli (cosa che non e` stato possibile effettuare in questo
lavoro per motivi legati all’implementazione) in modo da decretarne la validita` con
un piu` ampio margine di certezza.
Si tiene a rimarcare che comunque rimane ancora irrisolto qualche dubbio lega-
to alla durata eccessiva delle simulazioni con elevato numero di molecole; fatto
legato probabilmente all’eccessivo frazionamento del Waiting Time e quindi ad un
conseguente rallentamento dell’avanzata del tempo simulato.
Riassumendo, il simulatore sviluppato in questa tesi ha rappresentato il mezzo
pratico con cui adattare il framework originario dei P Systems alla modellazione
dei sistemi cellulari, garantendo gli elementi necessari per specificare le piu` im-
portanti relazioni che regolano le loro dinamiche interne. E’ stata quindi provata la
bonta` di questo approccio di modellazione, capace di coprire ampiamente le quat-
tro proprieta` generali richieste ad un framework di modellazione completo (vedi
sezione 2.2.2):
rilevanza: un P System e` rilevante in quanto coglie due proprieta` fondamentali
dei sistemi biologici: la loro organizzazione strutturale (con la compartimen-
tazione dei sistemi cellulari resa in maniera esplicita attraverso le strutture a
membrana) ed il loro comportamento dinamico (realizzato grazie alle regole
di riscrittura);
comprensibilita`: sebbene i P Systems non siano stati introdotti inizialmente per
modellare i sistemi cellulari essi sono molto simili ai modelli utilizzati nella
biologia molecolare; questo fa sı` che tutte le astrazioni sviluppate all’interno
di questo framework siano comprensibili ed accessibili ai biologi;
estensibilita`: i P Systems sono estensibili per ben due motivi: innanzitutto i mo-
delli P Systems possono essere facilmente estesi e modificati per incorporare
nuove nozioni di base come ad esempio nuovi tipi di interazioni molecolari.
In secondo luogo l’intero framework dei P Systems e` facilmente estensibile;
basti pensare al modo in cui l’algoritmo di Gillespie e` stato applicato ai siste-
mi multi-regione e poi, a sua volta, adattato al caso deterministico attraverso
l’algoritmo DWT;
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computabilita`: i P Systems costituiscono un adeguato framework di modellazione
proprio a causa della facilita` che caratterizza la loro
computabilita` e la loro implementabilita`. Queste proprieta` sono soprattutto
conseguenza del fatto che un P System e` un sistema basato su regole e dis-
tribuito in specifiche strutture. In particolare le specifiche di P System e i
modelli sono facilmente implementabili utilizzando linguaggi orientati agli
oggetti1.
Nonostante gli innumerevoli aspetti positivi riscontrati, questa tesi lascia scop-
erti diversi problemi che aprono future proposte per l’ampliamento dell’appli-
cazione ad una specifica e ad una modellazione piu` completa ed accurata dei
sistemi cellulari. Alcune di queste linee guida verranno presentate nel capitolo
seguente.
1Non a caso infatti il tool Psimulator e` stato scritto in linguaggio C++.
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Capitolo 9
Sviluppi Futuri
Sommario
In quest’ultimo capitolo verranno suggeriti alcuni punti tecnici del lavoro che
sarebbe opportuno approfondire o sviluppare in un’ipotesi di prosecuzione del
lavoro sul simulatore.
Sebbene l’applicazione sviluppata durante il lavoro di tesi e` a tutti gli effet-
ti uno strumento completo, che consensente cioe` di effettuare una simulazione
di un modello biologico articolato, tuttavia di seguito vengono segnalati alcuni
accorgimenti utili per eventuali modifiche o sviluppi futuri del lavoro.
In particolare, interventi di elevato interesse potrebbero essere:
• l ’implementazione di un’interfaccia grafica che consenta di impostare e
modificare i dati del modello in maniera user-friendly; sempre tramite l’in-
terfaccia sarebbe utile aggiungere una funzionalita` che consenta una visual-
izzazione automatizzata dei grafici che, nella versione attuale del Psimulator ,
vengono visualizzati con opportuni programmi di plotting1;
• la riduzione, a seguito di un accurato profiling del software, del tempo di
simulazione per i modelli piu` complessi. Se infatti le simulazioni per siste-
mi con un basso quantitativo di molecole per specie impiegano dei tempi
pressoche` trscurabili, non si puo` dire lo stesso per le simulazioni in cui i
dati relativi alle quantita` eccedono l’ordine di 108 circa o per quelle in cui si
ha un numero elevato di regole e specie da gestire. A titolo esemplificativo
basti pensare al fatto che ogni simulazione del modello della catena EGFR
(capitolo 7) impiega circa 60 minuti.
1In questo lavoro in particolare e` stato utilizzato il software GNUplot.
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• come e` stato gia` accennato nella sezione 6.2, il simulatore sviluppato in
questa tesi e` stato testato unicamente su modelli semplici, in cui le regole di
riscrittura hanno un rate lineare, che segue la legge di azione di massa; dato
che pero` non tutti i modelli si restringono a questo caso ma, al contrario, la
maggiorparte di quelli reperibili sui database online (vedere [7]) presentano
forme complesse per la legge cinetica, sarebbe utile ed interessante verificare
il comportamento del Psimulator su di essi;
• come si puo` rilevare dalla sezione 5.3, non tutti i costrutti del SBML sono
stati presi in considerazione nell’effettuare la traduzione nel formato del
P System; questo comporta che ogni modello SBML che nella sua strut-
tura utilizza costrutti come ad esempio gli Eventi (tipo Events) o i Vincoli
(tipo Constraints) e` automaticamente escluso dalla lista di quelli analizz-
abili dal parser. Un possibile sviluppo futuro del simulatore potrebbe essere
l’inclusione della possibilita` di implementare con opportune strutture dati
anche questi particolari costrutti del documento SBML;
• visto che parser e simulatore sono due parti del progetto abbastanza dis-
giunte, sarebbe interessante anche implementare un algoritmo stocastico
per l’evoluzione della simulazione, dando poi la possibilita` all’utente di
scegliere tra questo e quello deterministico originario;
• nella specifica attuale dei P Systems sono presenti, ma non sono state mai
testate, le rappresentazioni di importanti processi che vedono coinvolte le
membrane cellulari; alcuni di essi sono la divisione cellulare, la formazione
dei biofilm, l’adesione cellulare, etc. La simulazione di questi tipi di processi
rimane un problema aperto e una futura direzione da esplorare;
• sarebbe utile fornire il simulatore di un’interfaccia utente capace di visualiz-
zare per via grafica anche le rappresentazioni grafiche corrette dei P Systems
che vengono generati dal parser;
• per ora l’implementazione del motore computazionale ha seguito un approc-
cio orientato agli oggetti ed event-driven; sfruttando il fatto che le com-
putazioni che si hanno sono tutte locali, si potrebbe studiare un modo per
applicare le tecniche del multithreading in modo da sviluppare piu` cluster di
calcolo paralleli e quindi ridurre notevolmente ogni tempo di simulazione.
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Appendice A
La Cellula
135
136
Sommario
I P Systems sono un’astrazione della struttura di una cellula vivente. Per pot-
er cogliere meglio la natura di questa astrazione di seguito verranno riportate al-
cune nozioni fondamentali sull’organizzazione di una cellula, sulla struttura delle
membrane cellulari e i suoi principali meccanismi di trasporto delle molecole
da e verso l’interno della cellula. Le informazioni riportate sono state tratte da
[11],[1],[10],[6] e [8].
A.1 Procarioti ed Eucarioti
Il mondo biologico presenta due tipi differenti di cellule, quelle procariote e
quelle eucariote. Questi due tipi di cellule condividono numerose funzioni (come
la duplicazione del DNA, la sintesi proteica, la produzione di energia e i proces-
si metabolici) ma sono sostanzialmente diversi per quanto riguarda la loro cos-
tituzione: le cellule procariote, infatti, sono prive di nucleo e hanno un’organi-
zazzione interna molto semplice; le cellule eucariote, invece, hanno una struttura
molto complessa, che include un nucleo delimitato da un involucro ben organiz-
zato, numerosi organelli specializzati e un complesso citoscheletro. Vediamo in
breve le caratteristiche principali di queste due classi di cellule.
A.1.1 Le Cellule Procariote
I procarioti sono degli organismi unicellulari che possono essere divisi un due
specie principali, i batteri e gli archei. La maggior parte dei procarioti studiati nei
laboratori biologici appartengono alla categoria dei batteri e sono facilmente ril-
evabili in molti habitat naturali; gli archei invece solitamente vivono in condizioni
ambientali molto estreme, come i termoacidofili (che si sviluppano nelle sorgenti
termali di zolfo) o gli alofili (che vivono in ambienti ad alta concentrazione salina).
I batteri e gli archei hanno una struttura simile (Figura A.1), che consiste
in un compartimento singolo racchiuso dalla membrana citoplasmatica. I bat-
teri possiedono anche una parete cellulare composta da vari strati di peptidogli-
137
Figura A.1: Disegno di cellula procariota: 1 Capsula, 2 Parete cellulare, 3
Membrana citoplasmatica, 4 Citoplasma, 5 Ribosomi, 6 Mesosoma, 7 Nucleoide
(DNA), 8 Flagello.[1]
cani1, adiacente al lato esterno della membrana plasmatica e fondamentale per la
protezione della cellula e per il mantenimento della sua forma.
Alcuni batteri, come l’Escherichia coli, hanno una parete cellulare sottile av-
volta da un’ulteriore membrana esterna; i due rivestimenti sono separati da una
fessura detta spazio periplasmico. Questo spazio contiene le proteine coinvolte
nel trasporto di molecole dall’ambiente esterno a quello interno della cellula. I
batteri che possiedono quest’ulteriore membrana esterna sono classificati come
Gram-negativi, mentre tutti quelli che ne sono privi vengono detti Gram-positivi.
In alcuni batteri troviamo inoltre delle piccole vescicole intracellulari avvolte
da membrana, coinvolte in specifiche funzioni relative al metabolismo della cellu-
la; ad esempio, nella maggior parte dei cianobatteri, queste vescicole sono impli-
cate nella fotosintesi. Una particolare caratteristica di queste vescicole e` che la loro
presenza dentro la cellula e` strettamente legata alle caratteristiche dell’ambiente in
cui vive il batterio.
1Complesso di proteine e oligosaccaridi.
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A.1.2 Le Cellule Eucariote
Le cellule eucariote costituiscono tutti gli organismi viventi del regno animale
e vegetale (i protisti, le piante, i funghi e gli animali) e sono molto piu` grandi (soli-
tamente il loro asse maggiore e` compreso fra i 10 e i 50 µm) di quelle procariote
(il cui diametro e` di circa 1 µm).
Figura A.2: Schema di una cellula eucariota.[8]
Come le cellule procariote, quelle eucariote sono avvolte da una membrana
plasmatica ma contengono inoltre delle membrane interne che racchiudono degli
specifici compartimenti, gli organelli, e li separano dalla matrice citoplasmatica
(vedi Figura A.2). La maggior parte degli organelli e` circondata da una membrana
che delimita cavita` chiuse di forma diverse. L’organulo piu` grande di una cellula
eucariota e` il nucleo che contiene il materiale genetico; gli altri organuli presenti
all’interno di un eucariota sono: i mitocondri, i lisosomi, il reticolo endoplasmati-
co, l’apparato di Golgi e molti altri. Per una cui trattazione approfondita si rimanda
alla Sezione A.2.3.
A.2 Struttura della Cellula
In una cellula vivente troviamo diverse entita` indipendenti e differenziate per
lo svolgimento di specifiche funzioni nell’ambito dei processi vitali (metabolismo)
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che si attuano all’interno della cellula stessa. Tra queste entita` distinguiamo:
• le membrane, il rivestimento esterno della cellula e degli organuli;
• il citoplasma, formato da una matrice citoplasmatica (gelatinosa) nella quale
sono immersi i vari organelli;
• gli organuli (o organelli), che sono una serie di organi interni alla cellula
che suddividono la matrice citoplasmatica in compartimenti chiusi rivestiti
da membrana;
• il nucleo e gli acidi nucleici, DNA e RNA.
Nei paragrafi che seguono analizzeremo in maniera piu` accurata le caratteris-
tiche principali di ciascuna entita`.
A.2.1 Le Membrane
Le membrane biologiche sono dei sottili (circa 7-10 nm) involucri che delim-
itano materialmente la cellula e gli organuli, separando due ambienti acquosi.Gli
studi sulle membrane vengono condotti seguendo tre linee: morfologica, biochim-
ica e fisiologica. Con l’avvento della microscopia elettronica e` stato possibile
vedere e descrivere la membrana e, seguendo metodiche differenti, sono stati ipo-
tizzati una serie di modelli strutturali mediante i quali sono stati studiati gli aspetti
biochimici e fisiologici. Studi sulla composizione chimica hanno confermato che
l’architettura delle membrane e` fatta da un doppio strato di lipidi, detto bilayer
fosfolipidico. Il bilayer si organizza in modo che tutte le code idrofobiche dei fos-
folipidi risultino in contatto le une con le altre e interagiscano tra di loro, mentre
le teste polari sono rivolte verso l’esterno o l’interno della cellula e interagiscono
con l’ambiente acquoso (Figura A.3). La membrana che delimita la cellula dal-
l’ambiente esterno e` detta membrana plasmatica o membrana cellulare. La faccia
interna di questa membrana viene definita faccia citoplasmatica2 mentre la faccia
esterna del bilayer e` detta faccia extracellulare. Tutte le membrane che circon-
dano gli organelli hanno la faccia interna rivolta verso il lume della cavita` chiusa,
mentre la faccia citoplasmatica e` a diretto contatto con la matrice citoplasmatica.
Come anticipato, la composizione chimica delle membrane e` prevalentemente
lipidica. Tuttavia, le membrane contengono anche una notevole varieta` di proteine
specializzate che promuovono o catalizzano un gran numero di eventi moleco-
lari. Le proteine e i fosfolipidi rappresentano la quasi totalita` delle membrane bio-
logiche; le piccole quantita` di carboidrati, presenti soprattutto nella membrana pla-
smatica delle cellule eucariote sono legate a proteine e/o a fosfolipidi (si formano
2Il nome deriva dal ”citosol“, una sostanza che si presenta fisicamente in forma gelatinosa e
che, insieme agli organelli cellulari, forma il citoplasma.
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Figura A.3: Struttura di una membrana biologica.[1]
cosı` glicoproteine e glicolipidi) e sono presenti solo nel versante extracellulare
della membrana plasmatica o nel versante luminare degli organelli per garantire
una asimmetria delle membrane. Le quantita` relative di fosfolipidi e di proteine
variano a seconda del tipo di membrana e riflettono le differenze nelle loro fun-
zioni biologiche. Le proteine di membrana possono essere classificate in due classi
principali in base altipo di legame tra la proteina e la componente fosfolipidica.
Proteine integrali: altrimenti dette proteine intrinseche o proteine transmembrana.
Hanno uno o piu` segmenti inglobati nel bilayer fosfolipidico. I domini pro-
teici nella superficie extracellulare della membrana sono generalmente coin-
volti nella recezione di segnali che provengono da cellule vicine, proces-
so fondamentale per la vita e lo sviluppo dell’intero sistema cellulare del-
l’organismo3. I domini che risiedono all’interno del bilayer, in particolare
quelli che formano dei canali o pori, sono responsabili del movimento delle
molecole attraverso la membrana (processo che si attua con l’intervento del
citoscheletro).
3A tal proposito basti pensare al fatto che, all’interno di ogni cellula, esiste un ”programma
latente“ che determina la morte della cellula (processo chiamato ”apoptosi“). E’ compito di ogni
cellula tenere in vita le cellule limitrofe mandando loro dei messaggi in modo da tenere disattivato
tale programma di autodistruzione.
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Proteine periferiche: dette anche proteine estrinseche. Non interagiscono con la
porzione idrofobica del bilayer. Esse sono usualmente legate alla membrana,
per via indiretta, grazie all’interazione con le proteine integrali, o per via
diretta, mediante interazioni con i gruppi di teste lipidiche polarizzate.
Le membrane non sono strutture statiche ed inerti; al contrario, esse rappresen-
tano sistemi complessi e dinamici nei quali molecole di tipo diverso si associano tra
loro costituendo una struttura ordinata. La singolare dinamicita` e flessibilita` delle
membrane determina le funzioni svolte e consente alla cellula le modificazioni
morfologiche che hanno luogo durante l’adesione, la crescita ed il movimento; tra
queste funzioni, le piu` importanti sono: il ruolo di delimitazione e barriera di per-
meabilita`, le comunicazioni cellula-cellula, i processi di trasporto di sostanze utili
al metabolismo e quindi alla generazione di energia, il rilevamento dei segnali in-
viati alla cellula, il riconoscimento cellulare, la eccitabilita`, proprieta` antigeniche e
la risposta a ormoni e a farmaci. Le proteine di membrana appartengono a diverse
categorie:
1. strutturali, che conferiscono integrita` alla struttura membranosa;
2. enzimatiche, che controllano determinate reazioni chimiche;
3. recettori per farmaci e ormoni, che sono dei sensori che trasferiscono infor-
mazioni. Non trasferiscono ioni o molecole all’interno della cellula ma, in
risposta a segnali ambientali (attacco di ormoni o farmaci), permettono alla
cellula di modificare il proprio metabolismo.
4. trasportatori o carriers, che controllano il passaggio di sostanze da un
versante all’altro della membrana.
Prendiamo ora in esame le proteine implicate nei processi di trasporto.
Il Trasporto Transmembrana
Come si e` visto nel paragrafo precedente, la membrana cellulare avvolge la
cellula e la protegge dall’ambiente esterno. Questo pero` non significa che essa
impedisca alle sostanze contenute nel citoplasma di fuoriscire dalla cellula, ne`
tantomeno evita che molte altre sostanze (ioni, piccole molecole e acqua) pos-
sano essere portate all’interno della cellula. Questa funzione e` detta permeabilita`
selettiva proprio per il fatto che la membrana non permette a tutte le sostanze l’in-
gresso nella (o la fuoriuscita dalla) cellula4, bensı` attua una ”selezione“, affidando
alle proteine di trasporto il compito principale del ”riconoscimento“ delle sostanze
e, in seguito, del loro reclutamento (o della loro espulsione).
4Il bilayer fosfolipidico e` essenzialmente impermeabile a molte molecole solubili nell’acqua,
come il glucosio e gli amminoacidi, e agli ioni.
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Figura A.4: Illustrazione della permeabilita` della membrana.[11]
Attraverso la membrana passano, con estrema facilita`, le sostanze liposolubi-
li che si disciolgono nel doppio strato fosfolipidico. Piu` complesso e` invece il
passaggio di sostanze non liposolubili (ioni e piccole molecole). La membrna pla-
smatica in alcune condizioni si comporta come una membrana semipermeabile,
cioe` si lascia attraversare solo dalle molecole del solvente (acqua) e non da quelle
del soluto. Per un meccanismo detto osmosi si assiste al passaggio di acqua dalla
soluzione meno concentrata (ipotonica) a quella piu` concentrata (ipertonica) fino
ad annullare il gradiente di concentrazione. Tipico e` l’esempio dei globuli rossi:
se vengono posti in una soluzione ipotonica si rigonfiano per ingresso di acqua, se
vengono posti in una soluzione ipertonica si raggrinziscono per perdita di acqua.
In realta`, la permeabilita` fisiologica della membrana va oltre la semipermeabilita`
perche` attraverso di essa passano non soltanto il solvente (acqua) ma anche molte
molecole in esso disciolte.
Facciamo ora una rapida carrellata dei diversi tipi di trasporto di sostanza
attraverso la membrana.
Diffusione Passiva
La diffusione passiva di una sostanza avviene secondo gradienti di cariche o
concentrazioni favorevoli. I gas (ad esempio O2 o CO2) e altre piccole molecole
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prive di carica (come l’etanolo o l’urea) entrano ed escono dalla cellula per dif-
fusione passiva attraverso la membrana plasmatica (vedi Figura A.4). In questo
processo non viene consumata energia metabolica, poiche´ il movimento di queste
sostanze avviene secondo un gradiente di concentrazione, dalla regione a piu` alta
concentrazione verso regioni a concentrazione piu` bassa. Per diffusione passiva si
spostano anche ioni secondo un gradiente elettrochimico. Le membrane cellulari,
come si e` detto, sono anche permeabili alle molecole dell’acqua.
Diffusione Facilitata
Figura A.5: Proteine di trasporto.[11]
La diffusione del glucosio nei globuli rossi umani puo` essere scelta come esem-
pio di diffusione facilitata. Si attua secondo un gradiente di concentrazione e con
l’intervento di un ”trasportatore“. Non e` richiesta energia da parte della cellula e,
a differenza di quanto si verifica nella diffusione passiva, il passaggio si arresta
quando viene raggiunto un livello di saturazione. L’arresto si verifica nel mo-
mento in cui il ”trasportatore“ non e` piu` disponibile (agisce da fattore limitante la
penetrazione).
Trasporto Attivo
Ne caso del trasporto attivo il trasferimento dei composti attraverso la mem-
brana si verifica contro un gradiente di concentrazione o un gradiente elettrochim-
ico: viene cosı` compiuto un lavoro osmotico per lo svolgimento del quale e` nec-
essaria energia che, nella maggior parte dei casi, deriva dall’idrolisi di ATP. Il
trasporto attivo, in condizioni fisiologiche, a differenza del trasporto passivo, e` un
processo unidirezionale.
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La ricerca ha identificato tre classi principali di proteine di trasporto (Figura
A.5), tutte e tre comprendenti proteine integrali. Le tre classi differiscono tra loro
per la velocita` di trasporto e per il meccanismo di azione. Vediamole in breve.
Proteine Canale
Le proteine canale formano pori idrofilici attraverso le membrane. La mag-
gior parte delle proteine canale della membrana plasmatica delle cellule animali e
vegetali mettono in comunicazione l’ambiente intracellulare con quello extracellu-
lare e viceversa e hanno pori di calibro molto piccolo ed altamente selettivi. Queste
proteine sono deputate soprattutto al trasporto di ioni inorganici e sono dette canali
ionici. Sono notevolmente piu` efficienti rispetto alle proteine trasportatrici: la ve-
locita` con cui passano gli ioni e` 1000 volte piu` veloce che con un trasportatore. Il
trasporto che mediano e` sempre passivo.
Gli stimoli che possono aprire i canali sono sostanzialmente di tre tipi: dif-
ferenze di voltaggio, stress meccanici e attacco di ligando (che puo` essere un
neurotrasmettitore, uno ione o un nucleotide).
Fino ad oggi sono stati descritti piu` di 100 tipi di canali ionici. Una singola cel-
lula nervosa puo` contenere anche piu` di 10 specie di canali ionici, posti in domini
diversi della sua membrana plasmatica.
Proteine Trasportatrici o Carriers
A differenza delle proteine canali, queste proteine si legano ad una sola moleco-
la per volta. Dopo il legame il trasportatore subisce un cambio di conformazione
tale che fa sı` che le molecole legate vengano mosse attraverso la membrana. A
causa di questo cambio conformazionale, il numero di molecole che passano in
un secondo per mezzo dei trasportatori e` molto piu` basso (102− 104 molecole al
secondo) di quello associato alle proteine canale. Sono noti tre tipi di trasportatori:
Uniporti: trasportano una sola molecola (glucosio, amminoacidi) alla volta lungo
un gradiente di concentrazione. Questo tipo di trasportatore e` presente nella
diffusione facilitata, che e` diversa dalla diffusione passiva per la velocita`
di entrata delle molecole trasportate (che e` molto piu` alta in questo caso)
e la specificita` (ogni uniporto trasporta una singola molecola o un singolo
gruppo di molecole strettamente correlate).
Antiporti e Simporti: accoppiano due tipi di movimenti: quello di un tipo di
ioni o molecole contro il loro gradiente di concentrazione e quello di uno
ione o una molecola secondo il loro gradiente di concentrazione. Come le
pompe ATPasiche, antiporti e simporti ”mediano“ una reazione ”doppia“ in
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cui reazioni energeticamente favorevoli sono accoppiate a reazioni energeti-
camente sfavorevoli. Sono detti spesso trasportatori attivi ma, al contrario
delle pompe, essi non idrolizzano ATP durante il trasporto (il termine esatto
sarebbe cotransporti). I due tipi di cotransporti differiscono nella direzione
relativa di movimento (la stessa per i simporti, opposta per gli antiporti) delle
molecoli e degli ioni ”cotrasportati“.
Pompe ATP Dipendenti
Sono un particolare tipo di proteine carriers. La pompa sodio potassio, detta
anche pompa Na+/K+ ATP dipendente, e` una pompa ionica che si trova nella
membrana delle cellule. Questo tipo di pompa e` il piu` chiaro esempio di trasporto
attivo primario di sostanze attraverso la membrana plasmatica, ed e` formata da
grosse proteine o glicoproteine intrinseche.
Questa pompa ATPasica si comporta da antiporto, infatti, permette di trasportare
contro gradiente di concentrazione tre ioni di Na+ verso l’ambiente extracellulare
e due ioni di K+ verso l’ambiente intracellulare sfruttando l’energia derivante dal-
l’idrolisi dell’adenosintrifosfato (ATP). All’inizio del processo di trasporto tre ioni
di Na+ vanno a legarsi ai siti specifici ad alta affinita` della proteina di trasporto
rivolti verso l’interno della cellula. Questo legame stimola la fosforilazione dipen-
dente da ATP della pompa determinando un cambio conformazionale della pro-
teina stessa, la quale esporra` i siti di legame per il Na+ verso l’ambiente extra-
cellulare, abbassando cosı` la propria affinita` per questi ioni cosicche´ essi vengono
rilasciati al di fuori della cellula.
Contemporaneamente alla fuoriuscita del Na+, due ioni di K+ vanno a legar-
si ai siti specifici esposti verso l’ambiente extracellulare stimolando la defosfori-
lazione della proteina la quale tornera` al suo stato conformazionale di partenza e
rilascera` questi ioni all’interno della cellula. Una volta completato il trasportola
proteina sara` pronta a ripetere il ciclo. Col progredire del processo si determi-
na una differenza di potenziale nei due versanti della membrana plasmatica. Nel
versante extracellulare si avranno cariche positive, in quello intracellulare cariche
negative.
La differenza di concentrazione tra sodio (all’esterno della membrana cellu-
lare) e potassio (all’interno e in concentrazioni anche 30 volte maggiori) e` alla
base dello stato bioelettrico della membrana plasmatica del neurone (insorgenza e
conduzione dell’impulso nervoso).
A.2.2 Il Citoplasma
Il citoplasma e` formato da una matrice acquosa colloidale (detta piu` propria-
mente matrice citoplasmatica) nella quale sono immersi tutti gli organuli e le altre
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strutture cellulari. E’ presente sia nelle cellule eucariote che in quelle procariote. Il
citoplasma occupa circa la meta` del volume totale della cellula e vi si trovano dis-
perse tutte le sostanze chimiche vitali tra cui sali, ioni, zuccheri, una grande quan-
tita` di enzimi e proteine, la maggior parte dell’RNA (Figura A.6) e tutte le sostanze
che servono al funzionamento e al mantenimento degli organelli. L’acqua costitu-
isce circa l’80% delle sostanze contenute nel citoplasma. Nelle cellule eucariote,
Figura A.6: Il citoplasma.[1]
il citoplasma contiene un’intelaiatura formata da una complessa rete di filamenti e
microtubili costituiti da proteine fibrose o globulari che formano il citoscheletro. Il
citoscheletro conferisce alla cellula la sua forma caratteristica, rende possibili gli
spostamenti degli organuli e coordina le funzioni biologiche fondamentali, come
la divisione cellulare, il movimento, la secrezione e l’endocitosi.
I principali organuli contenuti nel citoplasma sono: i mitocondri, i ribosomi, i
lisosomi, il reticolo endoplasmatico e l’apparato di Golgi.
E` proprio nel citoplasma che si svolgono le principali attivita` della vita cellu-
lare (metabolismo, respirazione cellulare,sintesi proteica, movimenti della cellula,
modificazioni della forma della cellula, fagocitosi...).
A.2.3 Gli Organuli
All’interno della cellula eucariota sono presenti vari organelli che svolgono
differenti funzioni necessarie alla sua sopravvivenza. Le teorie sulla nascita di
alcuni organelli sono varie e controverse. Una molto accreditata sostiene che si
tratti di organismi unicellulari fagocitati dalle cellule in tempi preistorici che hanno
cominciato a vivere in simbiosi con loro, fino a diventarne parte. A favore di questa
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teoria c’e` il fatto che alcuni organelli (ad esempio i cloroplasti e i mitocondri) sono
in grado di dividersi autonomamente. Vediamo con maggiore dettaglio alcuni di
loro.
I Mitocondri
Figura A.7: Struttura di un mitocondrio.[1]
Il mitocondrio (Figura A.7) e` un organulo di forma generalmente allungata,
presente in tutti gli eucarioti (con alcune eccezioni). I mitocondri sono gli organel-
li addetti alla respirazione cellulare; nel loro interno si attua infatti il metabolismo
energetico della cellula. Sono rivestiti da due membrane: la membrana interna e
la membrane esterna; lo spazio fra queste due membrane e` detto spazio intermem-
brana. Lo spazio delimitato dalla membrana interna forma la camera interna che
contiene la matrice mitocondriale; la membrana interna si estroflette nella matrice
formando delle pieghe dette creste mitocondriali, dove si concentrano gli enzimi
respiratori.
Il mitocondrio e` in grado di svolgere molteplici funzioni. La piu` importante
tra esse consiste nell’estrarre energia5 dai substrati organici che si portano nel suo
interno per produrre un gradiente protonico che viene sfruttato per produrre la
sintesi di adenosintrifosfato (ATP, sostanza-chiave per il metabolismo energetico).
Gli altri processi in cui il mitocondrio interviene sono:
• l’apoptosi e la morte neuronale come conseguenza di un’intossicazione causa-
ta da glutammato;
5 La produzione di energia e` la funzione principale del mitocondrio e viene svolta utilizzando i
principali prodotti della glicolisi: il piruvato ed il NADH. Essi vengono utilizzati in due processi:
il ciclo di Krebs e la fosforilazione ossidativa.
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• la regolazione del ciclo cellulare;
• la regolazione dello stato redox6 della cellula;
• la sintesi dell’eme7;
• la sintesi del colesterolo;
• la produzione di calore;
• l’accumulo di Calcio.
I Lisosomi
Il lisosoma e` una vescicola circondata da membrana presente nelle cellule eu-
cariote e rappresenta il sistema digestivo della cellula in quanto e` responsabile del-
la degradazione (distruzione) di molecole estranee ingerite dalla cellula via endoc-
itosi (eterofagia) cosı` come di macromolecole endogene. I lisosomi si occupano
del turnover8 degli altri organelli della cellula stessa (autofagia).
Il meccanismo di degradazione avviene per mezzo di enzimi litici contenuti
nell’organello in grado di degradare proteine, lipidi e carboidrati nei loro cos-
tituenti elementari per poi, quando possibile, venire riutilizzati in altro modo o
essere espulsi. Questi enzimi sono attivi ad un basso valore di pH (5 - 5.5), e
questo e` importante poiche´ riduce il pericolo della distruzione della cellula ospi-
tante qualora vi sia la liberazione accidentale di tali enzimi nel citoplasma (che
ha pH 7). Per ulteriore protezione, la membrana del lisosoma contiene, oltre a
proteine di trasporto per portare nella matrice citoplasmatica i prodotti della diges-
tione, grandi quantita` di glucidi legati a lipidi o a proteine della faccia luminare.
Inoltre sembra che il lisosoma sia protetto dall’azione enzimatica del suo con-
tenuto grazie alla particolare struttura tridimensionale delle proteine del versante
interno della sua membrana che riescono a proteggere i siti vulnerabili agli attacchi
enzimatici.
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Figura A.8: Modello del ribosoma e delle sue relazioni con il mRNA e i tRNA.[1]
I Ribosomi
I ribosomi sono granuli privi di rivestimento membranoso che sono presenti
liberi nella matrice citoplasmatica o aderenti alle cisterne del reticolo endoplas-
matico. Sono composti da RNA ribosomiale (r-RNA) e da materiale proteico. La
loro funzione e` quella di sintetizzare le proteine partendo da una catena di RNA
messaggero (m-RNA) (Figura A.8). Un ribosoma batterico ha una massa di circa
2700 kDa9 , un diametro di 20 nm. Il ribosoma della cellula eucariota (fatta ec-
cezione per quelli contenuti nei mitocondri e nei cloroplasti), invece, e` piu` grande
ed ha una massa molecolare di 4000 kDa ed un diametro di 23 nm. Anch’es-
6Si dice di reazione di ossidazione e di riduzione che riguardano un medesimo substrato.
7L’ eme (o gruppo eme) e` un complesso chimico membro di una famiglia di composti chiamati
porfirine contenente un atomo di ferro. L’eme costituisce la parte non proteica di una serie di
proteine tra cui l’emoglobina, la mioglobina e i citocromi. Questa molecola deve la sua importanza
al fatto che puo` legare l’ossigeno, sia in forma molecolare che in altri composti proprio grazie
all’atomo di ferro.
8Il termine turnover di un determinato elemento chimico e` sinonimo di ciclo di quell’elemento,
cioe` di quella serie di passaggi che comprendono il suo assorbimento da parte dei viventi, la sua
metabolizzazione, il suo trasporto e la sua restituzione all’ambiente.
9L’unita` di massa atomica unificata (u) detta anche dalton (Da) e` una unita` di misura utilizzata
solitamente per esprimere la massa di atomi (massa atomica) e molecole (massa molecolare). Essa
e` definita come la dodicesima parte della massa di un atomo di carbonio-12.
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so e` composto da due subunita` che sono formate da piu` di 80 proteine. La dis-
tribuzione dei ribosomi all’interno della cellula varia a seconda del tipo di cellula
ed e` collegata alla funzione di quest’ultima:
• se la cellula secerne proteine o glicoproteine, possiede un numero molto
elevato di ribosomi aderenti alle cisterne del reticolo endoplasmatico e del-
l’involucro nucleare;
• se la cellula utilizza per il proprio metabolismo le proteine elaborate, possiede
ribosomi liberi nel citoplasma.
Figura A.9: Dettaglio sui tre siti della subunita` superiore di un ribosoma.[1]
Il processo di sintesi proteica rappresenta una delle funzioni piu` importanti nelle
dinamiche della vita della cellula, vediamo come esso e` messo in atto dai ribosomi:
le due subunita` del ribosoma si uniscono tra loro e successivamente, un gruppo piu`
o meno numeroso di ribosomi (polisoma) si associano fra loro ed operano insieme
per tradurre un RNA messaggero in una catena polipeptidica durante la sintesi
proteica. Sembra che la parte piu` importante del ribosoma, sotto quest’aspetto,
siano le molecole di RNA ribosomiale (sintetizzate nel nucleolo) le quali da sole
sono in grado, seppur lentamente, di avviare il processo di traduzione. Questo
lascia ipotizzare che la componente proteica agisca in modo tale da potenziare e
velocizzare l’azione dell’RNA ribosomiale.
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Prima che le subunita` si uniscano insieme per incominciare a tradurre la moleco-
la di m-RNA, c’e` bisogno che il complesso di pre-inizio si leghi alla subunita` mi-
nore; a questo punto il ribosoma si puo` collegare alla molecola dell’RNA messag-
gero ed una volta che la subunita` minore riconosce la tripletta di inizio si staccano
i fattori di pre-inizio le due subunita` si collegano ed il ribosoma puo` incominciare
a sintetizzare la proteina.
La subunita` maggiore e` composta da tre siti (vedi Figura A.9), in ordine E, P
ed A (si ricordi che la subunita` minore possiede solo un sito d’attacco predisposto
per l’m-RNA).
Il primo transfert si inserisce nel sito P, a questo punto arriva un ulteriore trans-
fert il quale si andra` a posizionare nel sito A, ora il ribosoma scorre di una tripletta,
portando gli amminoacidi10 tradotti dal sito P al sito A. La tripletta codificata da P
a questo punto passa al sito E, dove verra` rilasciato. In sintesi:
• Il sito A e` il sito che attende l’arrivo di nuove triplette da codificare;
• Il sito P tiene salda la sequenza amminoacidica, rilasciandola solamente
quando il sito A ha tradotto un’ulteriore amminoacido;
• Il sito E e` il sito che raccoglie le triplette usate per la codifica.
Una volta ottenuta la proteina, questa viene impacchettata all’interno di una
membrana (gemmazione della vescicola di transizione) che puo` fuoriuscire dal-
la cellula (esocitosi) o sostare nel citoplasma o andare nell’apparato di Golgi dove
verra` modificata. Tutti i movimenti delle vescicole possono essere compiuti tramite
il contributo del citoscheletro.
Il Reticolo Endoplasmatico
Il reticolo endoplasmatico (RE) e` un organulo costituito da cabita` chiuse de-
limitate da membrana che possono avere forma di vescicole, di cisterne o di tubu-
li. Il lume delle cavita` chiuse e` occupato dal materiale che viene sintetizzato e
sulle membrane sono presenti numerosi enzimi che catalizzano diverse reazioni
chimiche.
Vi sono due tipologie di RE differenti per morfologia e funzione che appaiono
piu` o meno sviluppati a seconda del tipo di cellula: il reticolo endoplasmatico
rugoso (RER) e liscio (REL) (Vedi Figura A.10).
10Gli amminoacidi sono gli elementi costitutivi (monomeri) delle macromolecole proteine
(polimeri).
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Il Reticolo Endoplasmatico Rugoso: e` un organello della cellula eucariota sia
vegetale che animale; esso e` costituito da una serie di cavita` chiuse delimi-
tate da membrana a forma di cisterne o vescicole. Il termine rugoso (o ruvi-
do) si riferisce al fatto che sul versante citoplasmatico delle sue membrane
sono appoggiati i ribosomi. Proprio a causa della presenza dei ribosomi, il
RER e` coinvolto direttamente nella sintesi di proteine. Sintetizza, inoltre,
acidi grassi e fosfolipidi.
Il Reticolo Endoplasmatico Liscio: e` costituito da un sistema di tubuli e vesci-
cole. E` il maggior responsabile della sintesi dei lipidi, degli ormoni steroidei
e del metabolismo del glicogeno. Un’altra funzione e` quella di detossifi-
care sostanze dannose per l’organismo, ad esempio l’etanolo contenuto nelle
bevande alcoliche. Per questo motivo ritroveremo un REL molto svilup-
pato nelle cellule epatiche. Dalmomento che il REL e` sede primaria del
metabolismo dei fosfolipidi, degli acidi grassi e degli steroidi, ha il ruolo
di sintetizzare i lipidi utili per costruire e riparare tutte le membrane del-
la cellula. Il REL ha anche la funzione di immagazzinare ioni calcio. Nel
tessuto muscolare, questi ioni sono necessari per la contrazione; quando un
impulso nervoso arriva su una cellula muscolare, gli ioni calcio escono dal
reticolo liscio e si portano nella matrice citoplasmatica, dove innescano la
contrazione della cellula muscolare. Nel neurone il REL ha il compito di
trasferire alcuni composti da un distretto cellulare ad un altro.
L’Apparato di Golgi
L’apparato di Golgi (spesso detto semplicemente Golgi) e` un organulo di
scoperto nel 1898 dal medico e microscopista italiano Camillo Golgi, che lo iden-
tifico` come una delicata struttura localizzata nella cellula nervosa in posizione
paranucleare. Golgi diede all’organulo il nome di apparato reticolare interno. Il
Golgi e` formato da cisterne impilate le une sulle altre, che modificano proteine
e lipidi, sintetizzano carboidrati e impacchettano le molecole che devono essere
trasportate all’esterno della cellula. Anche se l’aspetto morfologico puo` variare
leggermente a seconda delle cellule studiate, in linea di massima la sua struttura
e` pressoche´ uniforme: e` formato da dittiosomi, strutture formate a loro volta da
cisterne appiattite e da piccole formazioni cave, le vescicole golgiane. Le cisterne
sono impilate e possono essere present nel citoplasma come entita` singole oppure
essere in collegamento con altre cisterne tramite dei tubuli. Le cisterne che si
trovano localizzate in prossimita` del nucleo sono dette inferiori o prossimali e cos-
tituiscono la regione cis del Golgi. Le cisterne che invece si trovano localizzate in
prossimita` della superficie cellulare sono dette superiori o distali e costituiscono
la regione trans dello stesso apparato.
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Figura A.10: Interazione tra reticolo endoplasmatico e apparato di Golgi.[1]
L’apparato di Golgi ha la funzione di rielaborare, selezionare ed secernere i
prodotti cellulari. Questo organulo puo` interagire con altri (come il reticolo endo-
plasmatico rugoso) per indirizzare ed etichettare certe vescicole contenenti prodot-
ti cellulari verso la loro destinazione, che puo` essere all’interno di altri organuli o
all’esterno della cellula. Possiamo fare l’esempio di una proteina che deve rag-
giungere un lisosoma. Inizialmente questa proteina viene fornita di una specifica
sequenza segnale che la indirizza nel reticolo endoplasmatico rugoso. Qui viene
rimossa la sequenza segnale che viene sostituita con un oligosaccaride (cioe` l’ind-
irizzo in etichetta), e la proteina diventa una glicoproteina. Gli enzimi del Golgi
modificano l’oligosaccaride aggiungendogli un gruppo fosfato, processo chiamato
fosforilazione. La proteina fosforilata si lega ad un recettore specifico; dopo viene
racchiusa all’interno di una vescicola rivestita da un lembo di membrana; in questo
modo la proteina resta isolata dal citoplasma quindi puo` raggiungere il lisosoma.
Meccanismi simili regolano ed indirizzano proteine diverse verso altri componenti
cellulari. L’apparato del Golgi e` responsabile della secrezione di queste proteine
ed e` anche coinvolto nell’immagazzinamento di altre, fino a che queste non devono
essere utilizzate o espulse dalla cellula. I prodotti di secrezione sono contenuti al-
l’interno di vescicole delimitate da membrana. Queste migrano verso la membrana
plasmatica e viene liberato all’esterno della cellula solo il contenuto della vescico-
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la, mentre la membrana si inserisce sulla membrana plasmatica ala quale fornisce
dei costituenti di nuova formazione (rinnovamento della memrana plasmatica).
A.2.4 Il Nucleo
Figura A.11: Struttura del nucleo della cellula.[1]
Il nucleo (Figura A.11) e` la struttura piu` voluminosa che si trova all’interno
della cellula ed e` sede di importanti reazioni. Il nucleo e` presente solo negli eucar-
ioti ed e` delimitato dall’involucro nucleare che e` una grande cisterna (provvista di
pori) in continuita` con il reticolo endoplasmatico rugoso (vedi A.2.3).
Nel nucleo possono essere distinti:
• un involucro che lo separa dal citoplasma;
• un materiale filamentoso, la cromatina11, costituita da proteine ed acidi nu-
cleici;
• i nucleoli, immersi nella matrice nucleare.
La funzione del nucleo e` quella di contenere gli acidi nucleici, provvedere alla
duplicazione del DNA, alla trascrizione e alla maturazione dell’RNA.
11La cromatina e` lo stadio interfasico del DNA; durante la divisione cellulare i DNA si organizza
a formare i cromosomi.
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Gli Acidi Nucleici
Gli acidi nucleici sono acidi presenti nel nucleo della cellula (dove vengono
prodotti) e nel citoplasma. Sono deputati alla conservazione e trasmissione dell’in-
formazione genetica nei viventi. Essi si conformano come delle macromolecole
Figura A.12: Composizione degli acidi nucleici RNA e DNA.[1]
polimeriche lineari ovvero polimeri12 di nucleotidi i cui
monomeri sono i nucleotidi stessi, formati da uno zucchero, una base azotata e dei
gruppi fosfato (Figura A.12). Negli organismi viventi si trovano due tipi di acidi
nucleici:
12Un polimero e` una macromolecola costituita da un gran numero di piccole molecole (i
monomeri) uguali o diverse (copolimeri) unite a catena mediante la ripetizione dello stesso tipo
di legame. Col termine polimeri si intendono comunemente le macromolecole di origine sinteti-
ca: materie plastiche, gomme sintetiche e fibre tessili, ma anche polimeri sintetici biocompatibili
largamente usati nelle industrie farmaceutiche, cosmetiche ed alimentari.
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• DNA (acido desossiribonucleico);
• RNA (acido ribonucleico).
Lo zucchero dell’RNA e` il ribosio, quello del DNA e` il desossiribosio. In en-
trambe le sostanze vi sono due tipi di basi azotate: le purine e le pirimidine. Le pir-
imidine del DNA sono citosina e timina mentre nell’RNA sono citosina e uracile;
le purine invece sono le stesse in entrambi gli acidi nucleici, ovvero adenina e
guanina.
Nei batteri e nelle cellule di organismi superiori, sono presenti entrambi; al-
cuni virus possiedono solo RNA (ad esempio quello della poliomielite o quello
dell’AIDS), altri solo DNA. Negli eucarioti, il DNA si trova nel nucleo e nei mito-
condri, mentre l’RNA si trova nel nucleo, ma soprattutto nel citoplasma. Il DNA
ha il ruolo di mantenimento dei caratteri ereditari, mentre l’RNA ha la funzione di
trasmissione delle informazioni contenute nel DNA verso i siti di sintesi proteica
(ribosomi).
RNA e DNA sono molecole molto complesse: e` quindi probabile che risultino
dall’evoluzione di molecole esistenti precedentemente. Sebbene i loro antenati
siano scomparsi dalle attuali forme viventi, sono stati creati in laboratorio diversi
acidi nucleici sintetici che possiedono, ad esempio, altri zuccheri come scheletro
della molecola. Un acido nucleico particolarmente interessante per queste ipotesi
e` il TNA (acido treofuranosilnucleico).
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Appendice B
Cinetica Chimica
La cinetica chimica e` quel ramo della chimica fisica che studia la velocita` delle
reazioni chimiche nonche´ il modo in cui la velocita` stessa viene influenzata dalle
condizioni in cui le reazioni vengono svolte.
In ogni reazione chimica o biochimica,1 generalmente, una determinata quan-
tita` di elementi di una certa specie, detti reagenti, si trasforma in un’uguale quantita`
di elementi di specie diversa, detti prodotti. Con velocita` (o rate) di una reazione
chimica si intende la quantita` di reagenti consumati o prodotti generati dalla re-
azione nell’unita` di tempo. Il rate non e` costante durante la reazione ma decresce
nel tempo a causa della decrescita della concentrazione dei reagenti. La dipenden-
za tra la velocita` di reazione e le concentrazioni degli eventuali reagenti e` espressa
da una relazione fondamentale della cinetica chimica: l’equazione del rate, detta
anche equazione cinetica o legge del rate:
Definizione 4 (Equazione del Rate) Data una generica reazione:
A+nB→ mC
si definisce la velocita` di reazione2 in forma differenziale come:
v =−d[A]
dt
=−1
n
d[B]
dt
=
1
m
d[C]
dt
=
dξ
dt
in cui ξ viene detto “grado di avanzamento” della reazione, ovvero la va-
1Una reazione biochimica e` una reazione che avviene all’interno di un organismo vivente (in
questo caso la cellula); una reazione chimica e` invece una reazione che puo` avvenire in qualsiasi
luogo a determinate condizioni.
2Aldila` dell’espressione matematica formale, il rate e` solitamente misurato tenendo conto di
quanto velocemente la concentrazione dei reagenti diminuisce nell’unita` di tempo.
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riazione della concentrazione di un prodotto nel tempo fratto il suo coefficiente
stechiometrico3.
L’equazione del rate o legge del rate e` un’espressione matematica che viene
utilizzata per mettere in relazione la velocita` di reazione con le concentrazioni dei
reagenti. Essa viene riportata nella forma seguente:
v = k(T )[A]a[B]b[C]c
dove:
• k(T ) e` detto coefficiente di rate o costante del rate, malgrado in realta` es-
so non rappresenti una vera e propria costante, poiche` include anche tutti i
parametri variabili che influenzano il rate della reazione. Tale parametro e`
infatti detto anche “equazione di Arrhenius” e viene espresso nella forma:
k(t) = Ae−
EA
R·T , dove T e` la temperatura dell’ambiente di reazione, R e` la
costante dei gas, EA e` l’energia di attivazione (l’energia minima affinche´ si
inneschi la reazione) e A e` il fattore di frequenza, un termine che include
fattori come la frequenza delle collisioni tra atomi e le loro orientazioni.
• [A], [B], [C], . . . sono le concentrazioni delle sostanze A, B, etc. Sono solita-
mente espresse in mol ·dm−3.
• a,b,c, . . . sono detti ordini di reazione e danno una misura del grado di pro-
porzionalita` tra il rate e le concentrazioni dei reagenti. Ad esempio, se da
una serie di esperimenti si ottiene che raddoppiando la concentrazione di
un reagente il rate raddoppia a sua volta, avremo una relazione lineare e
l’ordine del reagente sara` unitario: k = [A]. Se, invece, raddoppiando la con-
centrazione il rate quadruplica, la relazione sara` quadratica e si avra` k= [A]2.
In generale si utilizzano solo gli ordini 0 (quando il rate e` scorrelato dalla
concentrazione), 1 e 2. L’ordine complessivo della reazione si ottiene som-
mando i singoli ordini parziali. Come riportato in [5] e` doveroso notare che
non tutte le molecole riportate nella formula della reazione concorrono al
calcolo dell’ordine, bensı` solo quelle molecole le cui concentrazioni mutano
durante la reazione.
3Questo vale anche per i reagenti ma poiche´ la loro concentrazione diminuisce nel tempo si
mette il segno meno davanti alla derivata.
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