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In this work we apply the principal component analysis (PCA) method with kernel trick to study
classification of phases and phase transition in classical XY models in frustrated lattices. Comparing
to our previous work with linear PCA method, the kernel PCA can capture non-linear function.
In this case, the Z2 chiral order of classical spins in these lattices are indeed a non-linear function
of the input spin configurations. In addition to the principal component revealed by linear PCA,
the kernel PCA can find out two more principal components using data generated by Monte Carlo
simulation at various temperatures at input. One of them relates to the strength of the U(1) order
parameter and the other directly manifests the chiral order parameter that characterizes the Z2
symmetry breaking. For a temperature resolved study, the temperature dependence of the principal
eigenvalue associated with the Z2 symmetry breaking clearly shows a second order phase transition
behavior.
I. INTRODUCTION
Recently there is an increasing interests in apply-
ing machine learning to classify phase of matter1–18,
including both quantum and classical phases with
different order parameters1–15, as well as topolog-
ical phases16–18. The schemes involved include
both supervised learning3,4,7,11–13,16–18 and unsupervised
learning1,2,5,6,8–10,14,15. For example, previous works
have applied unsupervised learning technique such as
the principal component analysis (PCA) to analyze data
generalized by classical Monte Carlo simulation for both
Ising and XY model at different temperatures1,2,8, and
they have shown that the PCA method can clearly dis-
tinguish the difference between a high temperature dis-
ordered phase and the low-temperature ordered phase.
In the first paper of this series1, we have applied the
PCA method to frustrated classical spin models19–25,such
as XY model in a triangular and union jack lattices26,27.
Unlike the XY model in the square lattice28–30, the low
temperature phase in these frustrated models displays
both U(1) and Z2 order parameters, and as tempera-
ture increases, there exhibit two phase transitions across
which the U(1) and Z2 order parameters disappear sep-
arately. For instance, for the union jack lattice, the low
temperature phase contains both two orders, and the in-
termediate phase only has U(1) order and the Z2 order
vanishes, and the high temperature phase has no orders.
We show that the PCA method applied to data gener-
ated at all temperatures can clearly distinguish all these
three phases. By applying PCA to temperature resolved
data, the principal values as a function of temperature
can also reveal the location and the nature of the phase
transitions. More importantly, we also design a simple
toy model to understand why the PCA method can work
in such application of recognizing phase of matter.
Nevertheless, at the end of this paper, we also men-
tioned the limitation of the PCA method. One limita-
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FIG. 1: Schematic of mathematical description of Z2 symme-
try breaking: Histogram P (y) for (a) high temperature data
set without a Z2 symmetry breaking and (b) low temperature
data with a Z2 symmetry breaking.
tion is that it does not allow a direct readout of the
order parameter. However, we should remark that in
some cases, the PCA method does allow a direct read-
out of the order parameter, and the simplest example is
the Ising model. In this case, the input data is a set of
spin configurations xn as {si, {i = 1, . . . , L}} where si
is the Ising spin at each site and takes either +1 or −1.
PCA will find out one principle component with eigen-
vector (1/L){1, 1, . . . , 1}. The projection of each xn into
this principle component is simply (1/L)
∑
i si, and this
is nothing but the total magnetization and is the order
parameter for the Ising model, which captures the Z2
symmetry breaking.
Taking this Z2 symmetry breaking as an example, let
us be more concrete about a mathematical description
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2of the symmetry breaking for a general situation. Con-
sidering a function f(x) with a spin configuration x as
the input and a single number y = f(x) as the output,
and for a set of data set {xn}, we consider the probabil-
ity P (f(x) = y) with x running over all data within the
data set. P (y) is also known as the histogram. If {xn} is
a high temperature data set, P (y) will behave like Fig.1
which is a symmetric function peaked at y = 0; how-
ever, for low temperature data set {xn}, P (y) should be
a double peaked symmetric function as shown in Fig.1.
In the case of Ising model, f(x) can be simply chosen as
averaged total magnetization (1/L)
∑
i si.
However, in the case of the triangular and union jack
lattices, the Z2 degree of freedom is the chirality order,
which describes clockwise or anti-clockwise spin rotation
around each triangle. The PCA method can distinguish
phases with different chirality, but it fails to directly char-
acterize the Z2 symmetry breaking as mentioned above,
simply because the chirality order of this case is a non-
linear function of the input, and consequently f should
also be a non-linear function.
In machine learning, a so-called kernel trick is of-
ten used to capture non-linear characteristics of the or-
der parameter. In this paper, we will apply the kernel
PCA method to XY model in different lattices, and we
will show that the kernel PCA method can capture the
strength of the U(1) order and allow a direct readout of
the Z2 chirality order. We also design a similar toy model
to understand how the kernel PCA method works here.
II. MODEL AND METHOD
Here we will first briefly review the model we consider
and the kernel PCA method31. The Hamiltonian of the
classical XY model is given by
H = J
∑
〈ij〉
si · sj , (1)
where si = (cos θi, sin θi) is a classical planar spin defined
at each site and θi ∈ (0, 2pi], 〈ij〉 denotes all the near-
est neighboring bonds. Since they are classical models,
the data we use are generated by classical Monte Carlo
simulation. Such an algorithm can produce equilibrium
spin configurations at different temperatures, denoted by
{xn} (n = 1, . . . , N). Each xn is a vector of 2L-dimension
organized as
xn = (cos θ1, . . . , cos θL, sin θ1, . . . , sin θL), (2)
where L is the total number of lattice sites and N is the
total number of data set. {xn} (n = 1, . . . , N) will be the
data and the only input that we feed to computer. In our
analysis below, in most cases we will use data generated
at different temperatures as the input. In some cases
specified as temperature resolved analysis, we use data
with a given temperature as the input.
The kernel PCA method is first to map the original
data x of 2L-dimension into a M -dimensional data φ(x)
with M > 2L by a mapping φ(x). The PCA for this
new data set {φ(xn)} is called the kernel PCA. We can
define φ¯ = (1/N)
∑N
n=1 φ(xn) is the average of all the
data, and organize all data into a N × M -dimensional
matrix X , where Xnm denotes the m-th component of
φ(xn) − φ¯. Now we define a N ×N -dimensional matrix
K = XX T . It is easy to show that the matrix K has the
same set of eigenvalue as a M ×M dimensional matrix
S = X TX . The linear PCA used in previous paper can
be viewed as a special case where we diagnoalize matrix
S with φ(x) = x. It is straightforward to show that
K = K− 1
N
EN,NK− 1
N
KEN,N+
1
N2
EN,NKEN,N , (3)
with Ea,b a a× b matrix whose elements all set to unity
and Kij = φ(xi)φ(xj)
T is denoted by k(xi, xj). Here
k(x, y) is called the kernel function. In practices, instead
of designing the mapping function φ(x), we usually di-
rectly design the kernel function k(x, y), and it can be
proved that each choice of k(x, y) corresponds to a choice
of φ(x).
Since the matrices K and S have the same set of eigen-
values, for instance, for the same eigenvalue λ, the cor-
responding eigenvector for the matrix K is denoted by
v and the corresponding eigenvector for the matrix S is
denoted by u, it can be shown that u and v are related
by
u =
1
(Nλ)1/2
X Tv. (4)
Suppose vi is the eigenvector of K corresponding to the
ith largest eigenvalue, following Eq. 4, the projection of
a general data φ(x)− φ¯ onto vi is
Pi(x) = 1
(Nλi)1/2
N∑
j=k
vik(φ(x)− φ¯)(φ(xk)− φ¯)T , (5)
where vik is the kth component of vi. A consequence of
Eq.5 is that
Pi(xj) ∝ vij . (6)
Below we will apply this kernel PCA algorithm with a
quadratic kernel k(x, y) = (xyT )2 to the XY model in
several different lattices, respectively.
III. SQUARE LATTICE MODEL
We first apply this method to square lattice. The
input data are generated at temperature ranged from
well above transition temperature to well below transi-
tion temperature. The results from a quadratic kernel
are shown in Fig. 2 (a), in which we find three eigen-
values that are much larger than all the rest. Their
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FIG. 2: (a)Eigenvalues of the kernel PCA applied to the XY
model on L = 36 × 36 square lattice. The temperature of
the data set ranges from 0.2J to 1.8J , with ∆T = 0.2J . At
each temperature, 1000 samples are collected. There are three
eigenvalues much larger than the others. (b) The projection
of the data into the subspace spanned by the first three largest
eigenvectors.
corresponding eigenvalues are denoted by v1 to v3, and
the projection of the data xn into the subspace spanned
by these three vectors forms a three dimensional vector
ln = {P1(xn),P2(xn),P3(xn)}. These vectors are shown
in Fig. 2(b) and they look like a cone.
In the previous work, we have developed a toy model to
understand the outcome from the linear PCA. The toy
model assumes that p% percent of data are completed
ordered, that is to say, all spins at different sites are
pointing to the direction θ, and the other (1−p)% percent
of data are completed disordered, that is to say, spins
between any two sites are not correlated at all. Here
we show that the same toy model can also be used to
understand the meaning of this outcome from the kernel
PCA.
With this simplification of the input data, it is easy to
show that the K matrix can be constructed as
K =
(
K low + c1EpN,pN c2EpN,(1−p)N
c2E(1−p)N,pN Khigh + c3E(1−p)N,(1−p)N
)
,
(7)
where
K lowij =
L2
2
(
1 + cos
(
4pi(i− j)
pN
))
(8)
Khighij = L
2δij . (9)
and c1 = L
2(p2 − 2p)/2, c2 = −L2p(1 − p)/2 and c3 =
L2p2/2. Similarly, the eigenvectors corresponding to the
largest two eigenvalues of K are of the form
v1 ∝
(
cos
(
4pi
pN
)
, ..., cos
(
4pin
pN
)
, ..., cos(4pi), 0, ..., 0
)
,
(10)
v2 ∝
(
sin
(
4pi
pN
)
, ..., sin
(
4pin
pN
)
, ..., sin(4pi), 0, ..., 0
)
.
(11)
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FIG. 3: The eigenvalues of kernel PCA for XY model on
L = 36 × 36 triangular lattice. The temperature of the data
set ranges from 0.3J to 0.7J , with ∆T = 0.05J . At each
temperature, 1000 samples are collected.
It can be shown that the corresponding projections onto
v1 and v2 are
P1(x) ∝
L∑
n,m=1
cos(θm + θn), (12)
P2(x) ∝
L∑
n,m=1
sin(θm + θn). (13)
For fully correlated data, because θn = θm = θ, therefore
{P1(x),P2(x)} ∝ {cos(2θ), sin(2θ)}, which forms a cir-
cle. For fully uncorrelated data, averaging over all sites
gives rise to vanishing small numbers. This part contains
the information of U(1) order parameter and it is pretty
the same as the projection to the first two principal com-
ponents in the linear PCA case.
Now we come to the projection onto v3. It can be
shown that within this toy model
v3 ∝ (1− p, 1− p, ...., 1− p,−p,−p, ...,−p). (14)
and therefore,
P3(x) ∝
L∑
n,m=1
cos(θn − θm) + C (15)
where C is a constant. It is straightforward to show that
P1(x) = A2 − B2, (16)
P2(x) = 2AB, (17)
P3(x) = A2 + B2 + C. (18)
where A ∝ ∑Lm=1 cos(θm) and B ∝ ∑Lm=1 sin(θm).
Thus, one reaches the relation
P21 (x) + P22 (x) = P23 (x) + C. (19)
It results in a cone and this explains the projections
shown in Fig2.(b).
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FIG. 4: The projections of kernel PCA onto the 2nd, 3rd,
4th and 5th components for XY model on triangular lattice.
The temperature of the data set ranges from 0.3J to 0.7J ,
with ∆T = 0.05J . At each temperature, 1000 samples are
collected.
This relation also shows that P3 has a clear physical
meaning, that is, up to a constant, it gives rise to the
strength of the U(1) order parameter. Since the PCA is
designed to capture the largest variance in the data set,
the appearance of this third eigenvalue is therefore due to
that the data is generated at different temperature and
the strength of U(1) order varies between different tem-
peratures. In another word, for a temperature resolved
kernel PCA in which all data are generated at the same
temperature, there is nearly no variation of the U(1) or-
der parameter, and therefore this eigenvalue is no longer
significantly larger than the others, and there will be only
two prominent components as in the linear PCA case.
IV. TRIANGULAR LATTICE.
Now we move to XY model with anti-ferromagnetic
coupling J > 0 in a triangular lattice. For this lattice,
at temperature Tc1 = 0.504J
26,27, a Kosterlitz-Thouless
transition takes place below which there exists an alge-
braic U(1) spin order. Below another transition tem-
perature Tc2 = 0.512J
26,27, a discrete Z2 chiral order
forms and the planar spins around each triangle rotate
either clockwise or anti-clockwise. For triangular lattice,
since these two transitions are very close, we do not have
enough data between these two transition points and in
practice they are regarded as a single transition.
We apply the kernel PCA with the same quadratic
kernel into data of this model generated at nine differ-
ent temperatures ranging from 0.3J to 0.7J with ∆T =
0.05J . As shown in Fig. 3, we find that there are totally
six eigenvalues that are significantly larger than the oth-
ers, among which four (labelled as λ2, . . . , λ5) are nearly
degenerate. The projection of all data {xn} into the sub-
space spanned by these four eigenvector are shown in
Fig. 4. It looks pretty much the same as Fig. 6 of our
previous papers, which shows the projection of the data
into the subspace spanned by all four significantly large
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FIG. 5: The projections of kernel PCA onto 1st and 6th com-
ponents for XY model on triangular lattice. The temperature
of the data set ranges from 0.3J to 0.7J , with ∆T = 0.05J .
At each temperature, 1000 samples are collected.
eigenvectors founded by linear PCA. In fact these four
eigenvectors have more or less the same meaning as that
founded by linear PCA. We will not repeatedly discuss
them here.
Here we will mainly focus on the largest eigenvalue
and its corresponding eigenvector. As we show in Fig. 5,
for high temperature data, P1 is mainly concentrated at
zero, and for low temperature data, it exhibits a symmet-
ric double peak structure. According to what we stated
as Fig. 1 in the introduction, it serves the purpose of
characterizing the Z2 symmetry breaking directly.
This principal component can also be understood by
a similar “toy model”. In this simple “toy model” let us
only consider three sites (labelled by A, B and C) in one
unit cell. We assume that p% percent data are ordered,
among which half have clock-wise chirality order and the
other half have anti-clock-wise chirality order, and the
rest (1− p)% precent data are completely disordered. In
this case it is straightforward to show thatK has the same
structure as Eq. 7. Because the inner-product between
data with different chiral orders are zero, thus K low takes
the form as
Klow =
(
K↑ 0
0 K↓
)
, (20)
where
K↑ij = K
↓
ij =
L2
2
(
1 + cos
(
8pi(i− j)
pN
))
, (21)
with L = 3. Hence, it is straightforward to show that the
largest eigenvector is
v1 = (1, 1, ..., 1,−1,−1, ...,−1, 0, 0, ...0), (22)
where ±1 correspond to the ordered data with different
chirality order and 0 is for the disordered data. According
to Eq. 5, the projection of each data onto this principal
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FIG. 6: The largest eigenvalue for temperature resolved kernel
PCA .The temperature of the data set ranges from 0.3J to
0.7J , with ∆T = 0.025J . At each temperature, 1000 samples
are collected. We perform a finite size scaling to get the result
for L =∞.
component is
P1(x) ∝
∑
θ
{[
cos
(
θA − θ − 2pi
3
)
+ cos
(
θB − θ + 2pi
3
)
+ cos (θC − θ)
]2
−
[
cos
(
θA − θ + 2pi
3
)
+ cos
(
θB − θ − 2pi
3
)
+ cos (θC − θ)
]2}
∝ sin(θA − θB) + sin(θB − θC) + sin(θC − θA),
(23)
which is exactly the chiral order proposed for triangular
lattice XY model26,27.
Here the sixth eigenvalue in the triangular lattice XY
model is similar as the third eigenvalue in the square lat-
tice XY model, that represents the strength of the U(1)
order parameter. In Fig. 5 we show the projection of all
data in the subspace spanned by the first and the sixth
eigenvectors. Because the U(1) transition and the Z2
transition are nearly coincident with each other in this
model, Fig. 5 clearly shows that, for data with P1 ≈ 0,
the U(1) strength takes a minimal value; and when the
U(1) strength characterized by P6 increases toward max-
imum, P1 also shows a feature of Z2 symmetry breaking.
We also consider a temperature resolved kernel PCA
and we focus on the largest eigenvalue associated with
this Z2 chiral symmetry. At each given temperature, we
consider several systems with different sizes, and then we
perform a finite size scaling of this eigenvalue to infinite
size limit. We then plot how the eigenvalue at infinite size
limit depends on temperature. The result is shown in Fig.
6, which very clearly displays a second order phase tran-
sition behavior. This is consistent with what one expects
because this Z2 transition fails into the Ising universal-
ity class and is characterized by a typical second-order
Landau transition.
V. DISCUSSION
We can also apply the same kernel PCA scheme to
the union jack lattice. The results is quite similar to
triangular lattice, and we will not repeat them here. In
both cases, we will find two more principal components,
one of which directly reveals the Z2 symmetry breaking
and the other is associated with the strength of the U(1)
order parameters. We could also apply this method to
temperature resolved case and the principal component
associated with the Z2 symmetry breaking exhibits clear
signature of a second-order phase transition. Thus, so far
we have satisfactorily addressed the Z2 order and the Z2
phase transition in these frustration classical spin models.
However, there is still one more thing left. That
is a common problem for both unfrustrated and frus-
trated classical spin models in two-dimension. That is,
the U(1) transition is a Kosterlitz-Thouless phase tran-
sition and can hardly be captured by these unsuper-
vised learning methods. The deep reason is because the
Kosterlitz-Thouless transition is described by vortex de-
confinement and is characterized by a jump of the super-
fluid density28–30. Both vortex deconfinement and the
supefluid density jump is related to recognization of vor-
tex, which is a non-local topological object. Progresses
have been made if vorticity or velocity fields are used as
input8,14,15, but so far the superfluid density jump has
not been found by machine learning method using local
spin configuration as input. On the other hand, a re-
lated development has been made in learning topological
invariant using neural network, where winding number
can be predicted accurately using local Hamiltonian as
input18. Therefore, it conceivable that by using super-
vise learning method of training neural network, one can
capture the Kosterlitz-Thouless transition. We leave this
for future studies.
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