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We present a new characterization of minimizing sequences and possible minimizers (all
called the minimizing magnetizations) for a nonlocal micromagnetic-like energy (without
the exchange energy). Our method is to replace the nonlocal energy functional and
its relaxation with certain local integral functionals on divergence-free ﬁelds obtained
by a two-step minimization of some auxiliary augmented functionals. Through this
procedure, the minimization problem becomes equivalent to the minimization of a new
local variational functional, called the dual variational functional, which has a unique
minimizer. We then precisely characterize the minimizing magnetizations of original
nonlocal functionals in terms of the unique minimizer of the dual variational functional.
Finally, we give some remarks and ideas on solving the dual minimization problem.
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1. Introduction and main results
We study a nonlocal energy functional of the form:
I(m) =
∫
Ω
ϕ˜
(
x,m(x)
)
dx+ 1
2
∫
Rn
∣∣Fm(z)∣∣2 dz, (1.1)
where Ω is a bounded domain with a piece-wise smooth boundary in Rn , m ∈ L2(Ω;Rn), Fm ∈ L2(Rn;Rn) is an induced
ﬁeld uniquely determined by m through the simpliﬁed Maxwell equations:
curl Fm = 0, div(−Fm +mχΩ) = 0 in Rn, (1.2)
with χΩ being the characteristic function of domain Ω (equal to one in Ω and zero outside Ω), and ϕ˜ is an extended-
valued function deﬁned by
ϕ˜(x,h) =
{
ϕ(x,h) if |h| = 1,
+∞ otherwise, (1.3)
with ϕ(x,h) being a given function that is measurable on x ∈ Ω and continuous on |h| = 1. We make a technical assumption
that
c(x) = min
|h|=1
ϕ(x,h) ∈ L1(Ω); (1.4)
this condition is crucial for some growth estimates later (see Lemma 2.4(b) below) and it also ensures that the energy
I ≡ +∞ and is bounded from below on the set
S = {m ∈ L2(Ω;Rn) ∣∣ ∣∣m(x)∣∣= 1 a.e.} (1.5)
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this functional I over the admissible set S .
For applications in micromagnetics (see e.g. [5–8,11,12,15,16,18] for more references on mathematical work), we assume
the dimension n = 2 or 3 and the function ϕ(x,h) takes the form ϕ(x,h) = φ(h)− H(x) ·h, where φ(h) is a given continuous
function on |h| = 1 representing the anisotropy energy density of a ferromagnetic material occupying a domain Ω in Rn and
φ is minimized at certain given directions (called the easy axes) and H(x) is a given applied ﬁeld. In this case, condition (1.4)
is satisﬁed if H ∈ L1(Ω;Rn). The results of this paper also apply to a “mixture” polycrystal problem of micromagnetics where
the physical domain Ω is divided into regions where the anisotropy energy density φ takes the different easy axes; that
is, φ = φ(x,h) = ∑Ni=1 χΩi (x)φi(h). However, our results do not cover the mixture problems involving interfacial energies
studied recently in [1].
Since both the functional I and the admissible set S are non-convex, a standard approach for such a minimization
problem suggests that we replace or relax I and S by certain convex functionals and convex sets. A natural way for such
a relaxation is to consider the following convex functional
I#(m) =
∫
Ω
ϕ˜∗∗
(
x,m(x)
)
dx+ 1
2
∫
Rn
∣∣Fm(z)∣∣2 dz, (1.6)
where ϕ˜∗∗(x,h) is the bi-conjugate function or the convexiﬁcation of ϕ˜(x,h) with respect to h ∈ Rn . The deﬁnition and some
properties of ϕ˜∗∗(x,h) will be given later (see Lemma 2.1 below); in particular, we know that I# coincides with I on set S
and is well deﬁned and bounded from below on the convex set
S# = {m ∈ L2(Ω;Rn) ∣∣ ∣∣m(x)∣∣ 1 a.e.}, (1.7)
which is the convex hull of S in L2(Ω;Rn). As we shall see below, the minimization of I# over S# provides, as expected,
a precise relaxation principle for the minimization of I over S .
The methods we use here to study the minimization problem for both I and its relaxation I# follow the same ideas as in
[15,16]; that is, we further replace I and I# by two local integral functionals J and J˜ on the divergence-free ﬁelds obtained
through a two-step minimization of certain augmented functionals. We then apply some general results of the relaxation
and duality principles established in [16] to the minimization problem of J and J˜ and obtain their dual functionals J∗
and J˜∗; in fact, J∗ = J˜∗ . By a duality principle (see Theorem 3.4 below), only restriction of J˜∗ to the curl-free ﬁelds plays
an essential role. This leads to an integral functional of variational type, called the dual variational functional. Upon these
detours, it turns out the minimization for I and I# can be precisely characterized through the dual variational functional
deﬁned by
L(u) =
∫
Ω
Φ
(
x,∇u(x))dx+ 1
2
∫
Rn
∣∣∇u(x)∣∣2 dx, (1.8)
where Φ(x, η) = ϕ˜∗(x, η) is the conjugate function of ϕ˜(x,h); that is,
Φ(x, η) = max
h∈Sn−1
[
η · h − ϕ(x,h)], (1.9)
where Sn−1 = {h ∈ Rn | |h| = 1} denotes the unit sphere in Rn .
Note that a dual formulation similar to the functional L(u) has also been used in [7,13] for studying some regularity
problems of micromagnetic thin ﬁlms.
To state our main results, we deﬁne the linear space
X =
{
u ∈ H1loc
(
Rn
) ∣∣∣∇u ∈ L2(Rn;Rn),
∫
∂Ω
u(x)dS = 0
}
, (1.10)
where u|∂Ω is taken in the sense of well-deﬁned trace operator on ∂Ω for Sobolev functions [2]. Deﬁne also the set
Σ(x, η) = {h ∈ Sn−1 ∣∣Φ(x, η) = η · h − ϕ(x,h)}. (1.11)
We ﬁrst have the following result.
Theorem 1.1. There exists a unique u¯ ∈ X such that
L(u¯) =min
u∈X L(u).
Moreover, it follows that
inf
m∈S I(m) = minm∈S# I
#(m) = −min
u∈X L(u). (1.12)
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Theorem 3.3]). The ﬁrst equality in (1.12) of Theorem 1.2 is a relaxation principle, the second a duality principle; both will
be shown to follow from the general results proved in [16] (see Theorems 3.2 and 3.4 below).
The detailed proof of Theorem 1.1 and all other results stated below in this section will be given later in the paper.
The main result of this paper is that we can precisely characterize the minimizing sequences and possible minimizers of
energy I(m) using the unique minimizer u¯ of the dual functional L(u).
Theorem 1.2.m ∈ S# is a minimizer of I# if and only if{
Fm = −∇u¯;
m(x) ∈ ∂Φ(x,∇u¯(x)) a.e.Ω, (1.13)
where Fm is the solution to (1.2) corresponding to m. In particular, m ∈ S is a minimizer of I if and only if{
Fm = −∇u¯;
m(x) ∈ Σ(x,∇u¯(x)) a.e. Ω. (1.14)
Note that problem (1.13) always has a solution, while problem (1.14) may not have any solution. In the case of micro-
magnetics applications, our characterization (1.13) of minimizers of energy I# also appears to be more explicit than that
given in [6, Theorem 4.2]. A different form of condition (1.14) has been obtained in [16, Theorem 3.6] along with some
suﬃcient conditions for condition (1.14). We remark that Theorem 1.2 here mainly advances the method of [16] to handle
minimization problem for the relaxed problem of I# as well as for the original problem of I .
We discuss further relationship between the minimization problems for functional I# and for the dual functional L. We
write
L(u) =
∫
Rn
W
(
x,∇u(x))dx,
where W (x, η) = 12 |η|2 +χΩ(x)Φ(x, η). Given any m ∈ S#, deﬁne G¯ =mχΩ +∇u¯. Then, condition (1.13) is equivalent to the
constrained divergence-free relation{
div G¯ = 0 on Rn,
G¯(x) ∈ ∂W (x,∇u¯(x)) a.e. x ∈ Rn. (1.15)
This condition gives the precise meaning of the following nonsmooth Euler–Lagrange equation for convex functional L at
minimizer u¯:
0 ∈ div ∂W (x,∇u¯(x)) on Rn. (1.16)
We also see that u¯ ∈ X is the unique minimizer of the dual functional L(u) if and only if (1.15) has a solution G¯ in
L2(Rn;Rn); see the remark after Theorem 3.4 below. Therefore, m ∈ S# is a minimizer of I# if and only if m = G¯ − ∇u¯
on Ω , where G¯ ∈ L2(Rn;Rn) is a solution of the constrained divergence-free relation (1.15). In this sense, the minimization
problems for I# over S# and for L over X are equivalent.
Note that the condition Fm = −∇u¯ in (1.13) is equivalent to
div(mχΩ + ∇u¯) = 0 on Rn. (1.17)
In the following, we write the unique minimizer u¯ = v¯χΩ + w¯χΩc . From Eq. (1.17), w¯ is harmonic in Ωc , and we also have
the following result.
Corollary 1.3. All minimizers m of I# have the same average over Ω uniquely determined by u¯ as follows:
〈m〉Ω = 1|Ω|
∫
Ω
m(x)dx = m¯ = (m¯1,m¯2, . . . ,m¯n), (1.18)
where
m¯k = 1|Ω|
∫
∂Ω
(
∂ w¯
∂ν
xk − v¯νk
)
dS, k = 1,2, . . . ,n. (1.19)
Here ν = (ν1, ν2, . . . , νn) denotes the outward unit normal vector on the boundary of Ω and ∂ w¯∂ν |∂Ω is in the sense of well-deﬁned
traces (see [19]).
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applied ﬁeld H = tv is constant, where v ∈ S2 and t ∈ R are given. Deﬁne
f (t)= 〈m〉Ω · v (1.20)
where m is any minimizer of the corresponding micromagnetics energy I#. This function f (t) is known as the initial (or vir-
gin) magnetization curve in direction v (see [6,12]). By Corollary 1.3, f (t) = m¯ · v is uniquely determined by the minimizer
u¯ = u¯(t,v) of the dual functional L. In certain special cases, u¯ = u¯(t,v) can be explicitly characterized and thus the curve
f (t) can be computed. For instance, when domain Ω is an ellipsoid, the results in [16, Section 4] can help to compute the
initial magnetization curve f (t) explicitly; however, we shall not carry out the details in this paper.
Finally, we turn to the study of minimizing sequences of I . We say that a family of probability measures νx (with x ∈ Ω)
on Rn is a Young measure generated by a sequence {mk} in L2(Ω;Rn) provided that for every bounded continuous function
f the sequence { f (mk)} weakly * converges to the function f¯ (x) =
∫
Rn f (h)dνx(h). In this case we also say that sequence{mk} generates the Young measure νx . For more information on Young measures, we refer to [3,10,14,18].
Theorem 1.2 enables us to study the minimizing sequences of I . We have the following result, which, in the micromag-
netics applications, also seems more explicit than [6, Proposition 4.7].
Theorem 1.4. A sequence {mk} is a minimizing sequence of I in S if and only if{
Fmk → −∇u¯ in L2(Rn;Rn);
suppνx ⊆ Σ(x,∇u¯(x)) a.e. x ∈ Ω
(1.21)
for every Young measure νx generated by a subsequence of {mk}. Moreover, every weakly convergent minimizing sequence of I gives,
as its weak limit, a minimizer of I# .
Note that the Young measure νx alone cannot characterize the (nonlocal) condition Fmk → −∇u¯ in (1.21), which will
need the concept of H-measures of L. Tartar; for more discussions see [18]. The second condition on the support of Young
measure νx restricts all oscillations or the microstructure of minimizing magnetizations in S . Certain special structures of
the set Σ(x, η) may yield the uniqueness of the energy-minimizing microstructure; see [6,11,12].
Plan of the Paper. In Section 2, we introduce and prove some results in convex analysis and begin with a two-step mini-
mization for certain auxiliary functionals before introducing the new functionals on the divergence-free ﬁelds. The important
dual variational functional and relaxation and duality principles for these new functionals are given in Section 3. In Sec-
tion 4, we use the standard Helmholtz decomposition on Rn to derive an energy identity for functional I#(m), which will
be used for proof of Theorem 1.4. The detailed proofs of main results are given in Section 5. Finally in Section 6 we give
some remarks and ideas that may be useful for solving the dual minimization problem.
2. Augmented functionals and two-step minimization
We use all the notation already appearing above and also introduce the following notation; we refer to [4,9,17] for
relevant results in convex analysis needed below. Given any extended-valued function f (x, ·) on Rn , let us deﬁne its
Legendre–Fenchel conjugate, the bi-conjugate, and the subdifferential as
f ∗(x, λ) = sup
ξ∈Rn
{
ξ · λ− f (x, ξ)}, f ∗∗(x, ξ) = sup
λ∈Rn
{
ξ · λ− f ∗(x, λ)},
∂ f (x, ξ) = {β ∈ Rn ∣∣ f (x, η) f (x, ξ)+ β · (η − ξ) ∀η ∈ Rn} if f (x, ξ) < ∞.
First, we give some important properties of the function Φ(x, η) = ϕ˜∗(x, η) deﬁned above by (1.9).
Lemma 2.1. For almost every x ∈ Ω , it follows that
(a) |Φ(x, η)−Φ(x, λ)| |η− λ| for all η,λ ∈ Rn;
(b) ∂Φ(x, η) ⊆ Bn−1 for all η ∈ Rn, where Bn−1 = {h ∈ Rn | |h| 1};
(c) Σ(x, η) = Sn−1 ∩ ∂Φ(x, η) for all η ∈ Rn;
(d) ϕ˜∗∗(x,h) = Φ∗(x,h) = +∞ for all h /∈ Bn−1;
(e) ϕ˜∗∗(x,h) = Φ∗(x,h) = ϕ(x,h) for all h ∈ Sn−1;
(f) Φ∗(x,h) is continuous on h ∈ Bn−1 .
Proof. Properties (a), (b), (d) follow directly from the deﬁnitions of Φ and Φ∗ . Property (c) follows essentially by the same
proof as in [16, Lemma 3.1]. To prove (e), let h ∈ Sn−1. Then ϕ(x,h)  h · η − Φ(x, η) for all η ∈ Rn . Therefore ϕ(x,h) 
Φ∗(x,h). On the other hand, Φ∗(x,h) h · (kh)−Φ(x,kh) = k−Φ(x,kh) for each k = 1,2, . . . . By deﬁnition of Φ(x,kh), we
have hk ∈ Sn−1 such that Φ(x,kh) = kh · hk − ϕ(x,hk) for each k = 1,2, . . . and hence
k(1− h · hk)+ ϕ(x,hk)Φ∗(x,h) ϕ(x,h). (2.1)
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1− h · h¯ = 0. Since both h, h¯ ∈ Sn−1, the equality h · h¯ = 1 implies h = h¯; hence Φ∗(x,h) = ϕ(x,h) and (e) is proved, which
also implies Φ∗(x, ·) is ﬁnite on Bn−1. By a standard convex analysis result, Φ∗(x, ·) is continuous in the open ball |h| < 1.
We now prove (f), that is the continuity of Φ∗(x, ·) on Bn−1. Note that Φ∗ is lower semicontinuous on Bn−1 and agrees
with ϕ on Sn−1, it suﬃces to show that, given each h ∈ Sn−1,
limsup
k→∞
Φ∗(x,hk) ϕ(x,h) for all |hk| < 1 and hk → h. (2.2)
Suppose {hk} is any such sequence and we also assume the limsup is a limit. Since ∂Φ∗(x,hk) = ∅, let λk ∈ ∂Φ∗(x,hk). This
implies Φ∗(x,hk) = hk · λk −Φ(x, λk). If {λk} is bounded, then let λk → λ¯ via a subsequence and we have
lim
k→∞
Φ∗(x,hk) = h · λ¯−Φ(x, λ¯) ϕ(x,h).
Now assume |λk| → ∞. Let zk = λk|λk | ∈ Sn−1 and via a subsequence assume zk → z¯ ∈ Sn−1. Note that Φ(x, λk) 
λk · zk − ϕ(x, zk) = |λk| − ϕ(x, zk) and hence
−Φ(x,0)Φ∗(x,hk) |λk|(hk · zk − 1)+ ϕ(x, zk) ϕ(x, zk) (2.3)
since hk · zk  1. As |λk| → ∞, (2.3) implies hk · zk → h · z¯ = 1 and hence z¯ = h since both are on Sn−1. Again by (2.3) we
have
lim
k→∞
Φ∗(x,hk) lim
k→∞
ϕ(x, zk) = ϕ(x,h).
This proves (2.2) and hence completes the proof of the lemma. 
We now introduce two auxiliary augmented functionals
A#(m,G) =
∫
Ω
ϕ˜∗∗(x,m)+ 1
2
∫
Rn
|mχΩ − G|2, (2.4)
A(m,G) =
∫
Ω
ϕ˜(x,m)+ 1
2
∫
Rn
|mχΩ − G|2 (2.5)
for m ∈ L2(Ω;Rn), G ∈ L2(Rn;Rn). Then, clearly, A# is convex.
Lemma 2.2. Let K be the space of divergence-free ﬁelds in L2(Rn;Rn). Then
I#(m) =min
G∈K A
#(m,G), ∀m ∈ S#; (2.6)
I(m) =min
G∈K A(m,G), ∀m ∈ S. (2.7)
Proof. Both follow from the well-known variational principle (see also Section 4):
min
G∈K
∫
Rn
|mχΩ − G|2 dx=
∫
Rn
|Fm|2 dx,
where Fm is the solution to the reduced Maxwell equation (1.2). 
Given G ∈ L2(Rn;Rn), deﬁne
J˜ (G) = inf
m∈S#
A#(m,G); J (G) = inf
m∈S A(m,G). (2.8)
Since both A# and S# are convex, it is a general result that J˜ is convex on L2(Rn;Rn). Note that both inﬁma in (2.8) are in
fact minima and can be computed to yield
J˜ (G) = −
∫
Ω
ρ˜(x,G)dx+ 1
2
∫
Rn
|G|2, (2.9)
J (G) = −
∫
Ω
ρ(x,G)dx+ 1
2
∫
Rn
|G|2, (2.10)
where ρ˜ and ρ are deﬁned by
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h∈Bn−1
[
ξ · h −
(
ϕ˜∗∗(x,h)+ 1
2
|h|2
)]
= g∗(x, ξ), (2.11)
ρ(x, ξ) = max
h∈Sn−1
[
ξ · h −
(
ϕ(x,h)+ 1
2
)]
= Φ(x, ξ)− 1
2
, (2.12)
with g(x,h) = ϕ˜∗∗(x,h)+ 12 |h|2.
Let
Γ (x, ξ) = {h ∈ Bn−1 ∣∣ ρ˜(x, ξ) = ξ · h − g(x,h)}. (2.13)
Lemma 2.3.
(a) h ∈ Γ (x, ξ) if and only if h ∈ ∂Φ(x, ξ − h).
(b) A#(m,G) = J˜ (G) if and only if
m(x) ∈ ∂Φ(x,G(x)−m(x)) a.e. x ∈ Ω.
Proof. (a) Note that h ∈ Γ (x, ξ) ⊆ Bn−1 if and only if ξ ∈ ∂ g(x,h) (with h ∈ Bn−1), where g(x,h) = ϕ˜∗∗(x,h) + 12 |h|2 =
Φ∗(x,h)+ 12 |h|2. By Lemma 2.1(f), Φ∗(x, ·) is continuous on Bn−1, it follows, by [4, Corollary 2.5 on p. 128], that ∂ g(x,h) =
h + ∂Φ∗(x,h). Therefore h ∈ Γ (x, ξ) if and only if ξ ∈ h + ∂Φ∗(x,h); this is the case if and only if ξ − h ∈ ∂Φ∗(x,h), which,
by another duality, is equivalent to h ∈ ∂Φ(x, ξ − h).
(b) By (2.9), (2.11) and (2.13), it is easily seen that A#(m,G) = J˜ (G) if and only if m(x) ∈ Γ (x,G(x)) for a.e. x ∈ Ω; hence
the result follows from part (a). 
We now write
J˜ (G) =
∫
Ω
ψ˜(x,G)+ 1
2
∫
Ωc
|G|2; J (G) =
∫
Ω
ψ(x,G)+ 1
2
∫
Ωc
|G|2, (2.14)
where
ψ˜(x, ξ) = 1
2
|ξ |2 − ρ˜(x, ξ); ψ(x, ξ) = 1
2
|ξ |2 − ρ(x, ξ). (2.15)
Lemma 2.4. For almost every x ∈ Ω ,
(a) ψ˜(x, ξ) is convex on ξ ∈ Rn and ψ˜∗(x, η) = ψ∗(x, η) = 12 |η|2 + Φ(x, η) for all η ∈ Rn; therefore ψ˜(x, ξ) = ψ∗∗(x, ξ) for all
ξ ∈ Rn;
(b) it follows that, for all λ, ξ ∈ Rn,∣∣ψ˜(x, λ)− ψ˜(x, ξ)∣∣+ ∣∣ψ(x, λ)−ψ(x, ξ)∣∣ 4(|λ| + |ξ | + 1)|λ− ξ | (2.16)
and
1
4
|ξ |2 − 1+ c(x) ψ˜(x, ξ)ψ(x, ξ) |ξ |2 + 1+ c(x), (2.17)
where c(x) = −Φ(x,0) is deﬁned in (1.4).
Proof. (a) The convexity of ψ˜(x, ξ) on ξ follows from the convexity of J˜ (G) on G . The formulas for ψ˜∗ and ψ∗ follow
by direction computations. We compute only the conjugate function ψ˜∗(x, η); the computation for ψ∗ will follow in the
similar way (see also [16]). By deﬁnition, it follows easily that
ψ˜∗(x, η) = sup
ξ
[
η · ξ − ψ˜(x, ξ)]= sup
ξ
[
η · ξ + ρ˜(x, ξ)− 1
2
|ξ |2
]
= sup
ξ
max
h∈Bn−1
[
ξ · η +
(
ξ · h − ϕ˜∗∗(x,h)− 1
2
|h|2
)
− 1
2
|ξ |2
]
= sup
h∈Bn−1
{
sup
ξ
[
ξ · (η + h)− 1
2
|ξ |2
]
− ϕ˜∗∗(x,h)− 1
2
|h|2
}
= sup
h∈Bn−1
[
1
2
|η+ h|2 − 1
2
|h|2 − ϕ˜∗∗(x,h)
]
= 1
2
|η|2 + sup
h∈Bn−1
[
η · h − ϕ˜∗∗(x,h)]= 1
2
|η|2 +Φ(x, η),
since Φ(x, η) = ϕ˜∗(x, η) = ϕ˜∗∗∗(x, η).
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ψ(x, λ)−ψ(x, ξ) = 1
2
(|λ|2 − |ξ |2)+Φ(x, ξ)−Φ(x, λ),
and hence, by Lemma 2.1(a),
∣∣ψ(x, λ)−ψ(x, ξ)∣∣ 1
2
|λ− ξ |2 + |ξ ||λ− ξ | + |λ− ξ |
 2
(|ξ | + |λ| + 1)|λ− ξ |.
Similarly, since one can easily show |ρ˜(x, λ)− ρ˜(x, ξ)| |λ− ξ |, the same estimate is valid for |ψ˜(x, λ)− ψ˜(x, ξ)| and hence
(2.16) follows. To prove the growth condition (2.17), we ﬁrst note that g(x,h)  ϕ˜∗∗(x,h) and hence ρ˜(x, ξ) = g∗(x, ξ) 
ϕ˜∗∗∗(x, ξ) = Φ(x, ξ)Φ(x,0)+ |ξ |, where Φ(x,0) = −c(x). Then
ψ˜(x, ξ) = 1
2
|ξ |2 − ρ˜(x, ξ) 1
2
|ξ |2 − |ξ | + c(x) 1
4
|ξ |2 − 1+ c(x).
The upper bounds follow since, by deﬁnition, ρ˜  ρ and hence
ψ˜(x, ξ)ψ(x, ξ) 1
2
(|ξ |2 + 1)+ (|ξ | −Φ(x,0)) |ξ |2 + 1+ c(x). 
Lemma 2.5. It follows that
min
K
J˜ =min
S#
I#, inf
K
J = inf
S
I.
Proof. It follows easily from (2.6), (2.7) and (2.8) that
inf
K
J˜ = inf
S#
I#, inf
K
J = inf
S
I.
By the standard direct method of calculus of variations, using the coercivity property in (2.17) of the previous lemma, one
can show that J˜ has a minimizer in K. Once J˜ has a minimizer G¯ ∈ K, it is easily seen that any m˜ with m˜(x) ∈ Γ (x, G¯(x))
a.e. x ∈ Ω is a minimizer of I# in S#.
We remark that the equality of all these quantities will be the main conclusion of the relaxation principle in the next
section. 
3. Relaxation and duality principles
We denote by H the usual real Hilbert space L2(Rn;Rn) with inner product and norm deﬁned by
〈G, F 〉 =
∫
Rn
G(x) · F (x)dx; ‖G‖ =
( ∫
Rn
∣∣G(x)∣∣2 dx
)1/2
.
By (1.4), (2.16) and (2.17), functionals J , J˜ deﬁned above are ﬁnite-valued (locally Lipschitz) continuous functionals on H.
We deﬁne the conjugate J∗ and the bi-conjugate or the convexiﬁcation J∗∗ of J by
J∗(F ) = sup
G∈H
{〈F ,G〉 − J (G)}, J∗∗(G) = sup
F∈H
{〈F ,G〉 − J∗(F )}.
Given any (convex) functional p on H, the sub-differential of p at G is deﬁned to be the set
∂p(G) = {F ∈ H ∣∣ p(A) p(G)+ 〈F , A − G〉 ∀A ∈ H} if p(G) < ∞.
Lemma 3.1. It follows that J∗∗(G) = J˜ (G) and
J∗(F ) =
∫
Ω
ψ∗
(
x, F (x)
)
dx+ 1
2
∫
Ωc
∣∣F (x)∣∣2 dx (3.1)
=
∫
Ω
Φ
(
x, F (x)
)
dx+ 1
2
∫
Rn
∣∣F (x)∣∣2 dx. (3.2)
Moreover, given any F ,G ∈ H, the relation F ∈ ∂ J˜ (G) is equivalent to relation G ∈ ∂ J∗(F ), which is also equivalent to the point-wise
condition:
G(x) ∈ F (x)+ χΩ(x)∂Φ
(
x, F (x)
)
for a.e. x ∈ Rn. (3.3)
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[16, Lemma 2.1] for functionals like J under the conditions (2.16) and (2.17). Since J˜ = J∗∗ , it is easily seen that F ∈ ∂ J˜ (G)
if and only if G ∈ ∂ J∗(F ). Finally, by formula (3.2), we write J∗(F ) = 12‖F‖2 + q(F ), where q(F ) =
∫
Ω
Φ(x, F (x))dx. Then q
is continuous and convex on H and it is easily seen that
∂q(F ) = {G ∈ H ∣∣ G(x) ∈ χΩ(x)∂Φ(x, F (x))} ∀F ∈ H .
Hence, again by [4, Corollary 2.5 on p. 128], ∂ J∗(F ) = F + ∂q(F ) and thus it follows that G ∈ ∂ J∗(F ) if and only if (3.3)
holds for a.e. x ∈ Rn . 
As before, denote by K the closed linear subspace of H consisting of all divergence-free ﬁelds. We have the following
relaxation principle.
Theorem 3.2 (Relaxation principle). J˜ has a minimizer over K;moreover,
inf
G∈K J (G) =minG∈K J˜ (G).
Proof. The existence of minimizers of J˜ on K has already shown in Lemma 2.5. Furthermore, the local Lipschitz and growth
conditions in Lemma 2.4(b) assure that one can apply the result of [16, Theorem 2.3] to the functional J to obtain
inf
G∈K J (G) =minG∈K J
∗∗(G),
from which the theorem follows easily because J∗∗ = J˜ . 
Let K⊥ be the orthogonal space of K in H. It is well known [19, p. 14] that K⊥ agrees with the space of all curl-free
ﬁelds in H; moreover, F ∈ K⊥ if and only if F = ∇u for a unique function u ∈ X . The functional J∗ restricted to K⊥ reduces
to the dual variational functional deﬁned earlier:
L(u) =
∫
Ω
Φ
(
x,∇u(x))dx+ 1
2
∫
Rn
∣∣∇u(x)∣∣2 dx, u ∈ X . (3.4)
Lemma 3.3. It follows that J∗ has a unique minimizer F¯ on K⊥ , L has a unique minimizer u¯ in X , F¯ = ∇u¯, and J∗( F¯ ) = L(u¯).
Moreover, u¯ is harmonic in Ωc .
Proof. Note that J∗ and L are strictly convex and coercive on K and X , respectively. Hence the existence and uniqueness
of minimizers follow by the standard direct method of the calculus of variations. The minimizers are obviously related by
F¯ = ∇u¯. To see that u¯ is harmonic on Ωc , let ζ be any smooth function with compact support in Ωc . Then u¯ + tζ ∈ X for
all t; hence L(u¯) L(u¯ + tζ ) for all t , which implies ∫
Ωc
∇u¯ · ∇ζ = 0; hence u¯ is harmonic in Ωc . 
Theorem 3.4 (Duality principle). It follows that
J∗( F¯ ) = min
F∈K⊥
J∗(F ) = −min
G∈K J˜ (G). (3.5)
Also, G¯ ∈ K is a minimizer of J˜ if and only if G¯ ∈ K ∩ ∂ J∗( F¯ ). Moreover, the relation G¯ ∈ K ∩ ∂ J∗( F¯ ) is equivalent to the following
condition{
G¯(x) ∈ ∇u¯(x)+ χΩ(x)∂Φ(x,∇u¯(x)) a.e. x ∈ Rn;
div G¯ = 0 on Rn. (3.6)
Proof. Note that the equivalence of the relation G¯ ∈ K ∩ ∂ J∗( F¯ ) to condition (3.6) follows easily from (3.3) and Lemma 3.3
above. We prove other statements of the theorem. Since F¯ ∈ K⊥ , for all G ∈ K,
J˜ (G) = J∗∗(G) 〈 F¯ ,G〉 − J∗( F¯ ) = − J∗( F¯ );
hence minK J˜ − J∗( F¯ ) = −minK⊥ J∗ . For the moment, we assume K ∩ ∂ J∗( F¯ ) = ∅; let G¯ be any element in K ∩ ∂ J∗( F¯ ).
Then, for all F ∈ H, J∗(F )− J∗( F¯ ) 〈G¯, F − F¯ 〉 = 〈G¯, F 〉. Hence 〈G¯, F 〉 − J∗(F )− J∗( F¯ ) for all F ∈ H. This implies J˜ (G¯) =
J∗∗(G¯)  − J∗( F¯ ); hence, minK J˜  − J∗( F¯ ), which proves J˜ (G¯) = minK J˜ = − J∗( F¯ ). We have thus proved (3.5) and also
that each G¯ ∈ K ∩ ∂ J∗( F¯ ) is a minimizer of J˜ on K, under the assumption that K ∩ ∂ J∗( F¯ ) = ∅. To remove this assumption,
we now prove that each minimizer G¯ of J˜ on K belongs to K∩ ∂ J∗( F¯ ), and thus K∩ ∂ J∗( F¯ ) = ∅ because J˜ has at least one
minimizer over K. The proof is essentially the same as that of [16, Theorem 2.2]; we include it here for the convenience of
the reader. Let G¯ ∈ K be any minimizer of J˜ over K. Consider the functional
J(G) = J˜ (G)+ 1‖G − G¯‖2 + 1
∥∥F(G)∥∥2,2 2
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methods show that J has a unique minimizer, say G , on H. Therefore, 0 ∈ ∂ J(G), from which one obtains that F ≡
G¯ − G − 1 F(G) ∈ ∂ J˜ (G). By the coercivity of J , {G} is bounded in H; so assume G ⇀ G˜ as  → 0 via a subsequence.
First, by (1.4), (2.17),
1
2
∥∥F(G)∥∥2  J(G)− J˜ (G) J˜ (G¯)− J˜ (G) C < ∞,
we deduce that F(G˜) = 0 and thus G˜ ∈ K. Now using
J˜ (G¯) J˜ (G˜)+ 1
2
‖G˜ − G¯‖2  lim inf
→0 J˜ (G)+
1
2
lim inf
→0 ‖G − G¯‖
2
 lim inf
→0
(
J˜ (G)+ 1
2
‖G − G¯‖2
)
 lim inf
→0 J(G) J˜ (G¯),
we obtain that G¯ = G˜ and G → G¯ strongly in H. Since {G} is bounded in H, by relation (3.3) above, it follows that {F}
is also bounded in H, and hence we assume F ⇀ F˜ , via a subsequence. Note that, for all G ∈ K, we have
〈 F˜ ,G〉 = lim
→0〈F,G〉 = lim→0〈G − G¯,G〉 = 0,
and hence F˜ ∈ K⊥ . Moreover, for all G ∈ H, one has J˜ (G) J˜ (G) + 〈F,G − G〉. Since G → G¯ , we infer that F˜ ∈ ∂ J˜ (G¯)
and thus G¯ ∈ ∂ J∗( F˜ ). Therefore, J∗(F )− J∗( F˜ ) 〈G¯, F − F˜ 〉 = 0 for all F ∈ K⊥; hence F˜ ∈ K⊥ is a minimizer of J∗ over K⊥ .
So, by uniqueness, F˜ = F¯ , which proves G¯ ∈ ∂ J∗( F¯ ). The proof is completed. 
Remark. Let
L(u) =
∫
Rn
W
(
x,∇u(x))dx,
where W (x, η) = 12 |η|2 +χΩ(x)Φ(x, η). Then condition (3.6) above gives a precise meaning of the nonsmooth Euler–Lagrange
equation for convex functional L:
0 ∈ div ∂W (x,∇u¯(x)) on Rn. (3.7)
From the proof, we also see that u¯ ∈ X is the unique minimizer of the dual functional L(u) if and only if (3.6) has a solution
G¯ in L2(Rn;Rn). However, solving (3.7) may involve a diﬃcult mixed boundary value problem depending heavily on the
structure of set ∂W (x, η) and the domain Ω . In Section 6, we shall discuss some ideas on solving the nonsmooth Euler–
Lagrange equation (3.7).
4. Helmholtz decompositions and energy identity
For any M ∈ H, there exist unique G ∈ K, F ∈ K⊥ such that M = G + F ; that is, H = K ⊕ K⊥ . This is known as the
Helmholtz or Hodge decompositions. We denote the map M → F as F : H → K⊥ , which was used above in the proof of
duality principle, and denote the map M → G as G : H → K. Given any m ∈ L2(Ω;Rn), consider M =mχΩ and let
Fm = F(mχΩ); Gm = G(mχΩ).
Note that Fm is exactly the solution to the reduced Maxwell equation (1.2) above. Therefore, mχΩ = Fm + Gm for all
m ∈ L2(Ω;Rn). From this we easily have
〈Fm, Fm′ 〉 =
∫
Ω
m′(x) · Fm(x)dx ∀m,m′ ∈ L2
(
Ω;Rn). (4.1)
Hence for all m,m′ ∈ L2(Ω;Rn)
1
2
(‖Fm′ ‖2 − ‖Fm‖2)= 12‖Fm − Fm′ ‖2 +
∫
Ω
Fm ·
(
m′ −m). (4.2)
From this identity, we easily obtain the following result (see also formula (4.4) of [6]).
Proposition 4.1. For all m,m′ ∈ S# ,
I#
(
m′
)− I#(m) =
∫
Ω
[
Φ∗
(
x,m′
)−Φ∗(x,m)+ Fm · (m′ −m)]+ 1
2
‖Fm′ − Fm‖2. (4.3)
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(a) m is a minimizer of I# in S#;
(b) I#(m) = J˜ (Gm);
(c) m(x) ∈ ∂Φ(x,−Fm(x)) for a.e. x ∈ Ω .
Proof. (a) ⇒ (b): If m ∈ S# be a minimizer of I#, then
I#(m) = A#(m,Gm) J˜ (Gm)minK J˜ =minS# I
# = I#(m). (4.4)
Hence A#(m,Gm) = J˜ (Gm) =minK J˜ . So (b) holds.
(b) ⇒ (c): If A#(m,Gm) = J˜ (Gm), then, by Lemma 2.3(b), m(x) ∈ ∂Φ(x,Gm(x) −m(x)) = ∂Φ(x,−Fm(x)) for a.e. x ∈ Ω ,
which is (c).
(c) ⇒ (a): If (c) holds, then −Fm(x) ∈ ∂Φ∗(x,m(x)) and hence
Φ∗(x,h)−Φ∗(x,m(x))+ Fm(x) · (h −m(x)) 0 ∀h ∈ Bn−1
for almost every x ∈ Ω . This, combined with (4.3) above, implies that I#(m′) I#(m) for all m′ ∈ S#; so m is a minimizer
of I#. 
5. Proof of main results
In this section, we provide the detailed proof of the main results of the paper stated above.
Proof of Theorem 1.1. As pointed out above, the result on existence and uniqueness of u¯ follows from the strict convexity
of functional L(u) on X ; see also [16, Theorem 3.3]. Equalities in (1.12) follow from Lemma 2.5, Theorems 3.2 and 3.4. 
Proof of Theorem 1.2. We ﬁrst establish the condition (1.13) as the following result.
Proposition 5.1.m ∈ S# is a minimizer of I# if and only if{
Fm = −∇u¯;
m(x) ∈ ∂Φ(x,∇u¯(x)) a.e.Ω, (5.1)
where Fm is the solution to (1.2) corresponding to m.
Proof. If (5.1) holds then Theorem 4.2(c) holds; therefore, m is a minimizer of I# on S#. Now let m ∈ S# be a minimizer of
I#. As in (4.4) above, we have I#(m) = J˜ (Gm) =minK J˜ . Hence, by Theorem 4.2(c) and (3.6), it follows that
m(x) ∈ ∂Φ(x,−Fm(x)) a.e. x ∈ Ω (5.2)
and
Gm(x) ∈ ∇u¯(x)+χΩ(x)∂Φ
(
x,∇u¯(x)) a.e. x ∈ Rn. (5.3)
The last relation means that there is a function h ∈ S# with h(x) ∈ ∂Φ(x,∇u¯(x)) a.e. x ∈ Ω such that
Gm(x) = ∇u¯(x)+ h(x)χΩ(x). (5.4)
Hence m(x) ∈ ∂Φ(x,Gm(x)−m(x)) = ∂Φ(x,∇u¯(x)+h(x)−m(x)) for a.e. x ∈ Ω . From this, using h(x) ∈ ∂Φ(x,∇u¯(x)) and the
monotonicity of the set-valued function λ → ∂Φ(x, λ) (see, e.g., [4, (2.10) on p. 108]), it follows that(
m(x)− h(x)) · (h(x)−m(x)) 0 ∀x ∈ Ω.
Hence h =m in S# and so, by (5.4), we have Fm = −∇u¯. Hence (5.1) follows from (5.2). 
Now that, by Lemma 2.1(e), all possible minimizers of I are exactly those minimizers of I# that lie in the set S; therefore,
by (1.13) and Lemma 2.1(c), m ∈ S is a minimizer of I if and only if{
Fm = −∇u¯;
m(x) ∈ Σ(x,∇u¯(x)) a.e.Ω. (5.5)
This completes the proof of Theorem 1.2. 
Proof of Corollary 1.3. If m is a minimizer of I#, then
div(mχΩ + ∇u¯) = 0 on Rn.
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Rn
(mχΩ + ∇u¯) · ∇ζk dx= 0.
Since ∇ζk(x) = ek on Ω , where e1, . . . ,en denote the standard basis vectors of Rn , this equation yields∫
Ω
m · ek +
∫
Ω
∇ v¯ · ek = −
∫
Ωc
∇ w¯ · ∇ζk,
which, since w¯ is harmonic on Ωc , implies∫
Ω
m · ek =
∫
∂Ω
(
∂ w¯
∂ν
xk − v¯νk
)
dS (k = 1,2, . . . ,n).
Therefore, (1.19) follows. 
Proof of Theorem 1.4. Let m ∈ S# be any ﬁxed minimizer of I#. By (5.1), Fm = −∇u¯ in L2(Rn;Rn) and ∇u¯(x) ∈ ∂Φ∗(x,m(x))
for a.e. x ∈ Ω . Hence, by (4.3), for any sequence {mk} in S , using I#(mk) = I(mk),
I(mk)− I#(m) =
∫
Ω
[
Φ∗(x,mk)−Φ∗(x,m)− ∇u¯(x) · (mk −m)
]+ 1
2
‖Fmk − Fm‖2. (5.6)
Let νx be any Young measure generated by a subsequence {mk′ }. Then, suppνx ⊆ Sn−1 and, by the general Young measure
theorem [3],
lim
k′→∞
∫
Ω
[
Φ∗
(
x,mk′(x)
)−Φ∗(x,m(x))− ∇u¯(x) · (mk′(x)−m(x))]dx
=
∫
Ω
( ∫
Sn−1
[
Φ∗(x,h)−Φ∗(x,m(x))− ∇u¯(x) · (h −m(x))]dνx(h)
)
dx. (5.7)
We now complete the proof in following steps.
Step 1. If condition (1.21) holds, then the right-hand side of (5.7) vanishes; hence
lim
k′→∞
[
I(mk′)− I#(m)
]= 0;
this implies the whole sequence {I(mk)} has limit I#(m), which is the inﬁmum of I on S . Hence {mk} is a minimizing
sequence.
Step 2. On the other hand, note that both terms of the right-hand side of identity (5.6) are non-negative. If {mk} is a min-
imizing sequence of I on S then the limits of both terms will be zero as k′ → ∞. Hence we have Fmk′ → −∇u¯ for any
subsequence {k′}, which implies Fmk → −∇u¯ as k → ∞; moreover, we have∫
Ω
( ∫
Sn−1
[
Φ∗(x,h)−Φ∗(x,m(x))− ∇u¯(x) · (h −m(x))]dνx(h)
)
dx= 0.
Again since the integrand is non-negative for a.e. x ∈ Ω and all h ∈ Sn−1, this equality implies
Φ∗(x,h)−Φ∗(x,m(x))− ∇u¯(x) · (h −m(x))= 0 (5.8)
for a.e. x ∈ Ω and for all h ∈ suppνx . Note that (5.8) implies
∇u¯ · h −Φ∗(x,h) =m · ∇u¯ −Φ∗(x,m) = Φ(x,∇u¯),
since m ∈ ∂Φ(x,∇u¯). Therefore (5.8) implies that h ∈ ∂Φ(x,∇u¯(x)) for h ∈ suppνx; hence, by Lemma 2.1(c),
suppνx ⊆ Sn−1 ∩ ∂Φ
(
x,∇u¯(x))= Σ(x,∇u¯(x))
for a.e. x ∈ Ω , and thus condition (1.21) follows.
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by a subsequence of {mk}. Then
mk ⇀m; m(x) =
∫
Sn−1
hdνx(h), a.e. x ∈ Ω.
Since Fmk → −∇u¯, it follows that Fm = −∇u¯. Since suppνx ⊆ Σ(x,∇u¯(x)) and ∂Φ(x,∇u¯(x)) is closed and convex for a.e.
x ∈ Ω , we have
m(x) =
∫
Sn−1
hdνx(h) ∈ conv
(
Σ
(
x,∇u¯(x)))⊆ ∂Φ(x,∇u¯(x))
for a.e. x ∈ Ω , where convS denotes the closed convex hull of a set S ⊂ Rn . Hence, by Theorem 1.2, m is a minimizer of I#
in S#. 
6. Remarks on dual minimization problem
We make further remarks on minimization of the dual variational functional L(u) on space X . This is a standard mini-
mization problem for nonsmooth convex functionals; however, since the functional L is deﬁned for functions on the whole
Rn and the corresponding nonsmooth Euler–Lagrange equation involves non-unique divergence-free ﬁelds on Rn , the solu-
tion of such a problem may be quite diﬃcult and much involved.
We write the dual variational functional L in the form
L(u) =
∫
Rn
W
(
x,∇u(x))dx=
∫
Ω
W (x,∇u)+ 1
2
∫
Ωc
|∇u|2,
where Ωc = Rn \ Ω¯ . We propose a method to solve the nonsmooth Euler–Lagrange equation
0 ∈ div ∂W (x,∇u(x)) on Rn. (6.1)
Let Y = H˙1/2(∂Ω) = { f ∈ H1/2(∂Ω) | ∫
∂Ω
f dS = 0}. Given any f ∈ Y , let w˜ = w˜( f ) be the unique solution of problem{
w˜ = 0 inΩc,
w˜|∂Ω = f , |∇ w˜| ∈ L2(Ωc). (6.2)
Let γ ( f ) = ∂ w˜
∂ν |∂Ω ∈ H−1/2(∂Ω), where (again) ν is the unit outward normal at the boundary of interior domain Ω . Let
v˜ = v˜( f ) be the unique solution of the minimization problem
min
v∈H1(Ω), ∫∂Ω v=0
{ ∫
Ω
W
(
x,∇v(x))dx−
∫
∂Ω
γ ( f ) v dS
}
. (6.3)
Here
∫
∂Ω
γ ( f )v dS denotes the dual pairing 〈γ ( f ), v|∂Ω 〉 of H−1/2 and H1/2. Finally, deﬁne the operator α : Y → Y by
trace to be
α( f ) = v˜|∂Ω. (6.4)
Then we have the following result.
Theorem 6.1. u¯ ∈ X is the unique solution of (6.1); that is, u¯ is the unique minimizer of L in X if and only if u¯ = v˜( f¯ )χΩ + w˜( f¯ )χΩc ,
where f¯ = u¯|∂Ω is a ﬁxed point of the operator α : Y → Y .
Proof. First, assume that f¯ ∈ Y is a ﬁxed point of α. Let u¯ = v˜( f¯ )χΩ + w˜( f¯ )χΩc . Then u¯ ∈ X and u¯|∂Ω = f¯ . We show that
u¯ ∈ X is minimizer of L. We write v¯ = v˜( f¯ ) and w¯ = w˜( f¯ ). For any ζ ∈ X , since v¯ is minimizer of (6.3) with f = f¯ and w¯
is solution of (6.2), we have
L(u¯ + ζ ) =
∫
Ω
W (x,∇ v¯ + ∇ζ )+ 1
2
∫
Ωc
|∇ w¯ + ∇ζ |2
=
[ ∫
Ω
W (x,∇ v¯ + ∇ζ )−
∫
∂Ω
γ ( f¯ )(v¯ + ζ )
]
+
∫
∂Ω
γ ( f¯ )(v¯ + ζ )+ 1
2
∫
Ωc
|∇ w¯|2 + 1
2
∫
Ωc
|∇ζ |2 +
∫
Ωc
∇ w¯ · ∇ζ

[ ∫
W (x,∇ v¯)−
∫
γ ( f¯ )v¯
]
+
∫
γ ( f¯ )v¯ +
∫
γ ( f¯ )ζ + 1
2
∫
c
|∇ w¯|2 + 1
2
∫
c
|∇ζ |2 −
∫
γ ( f¯ )ζΩ ∂Ω ∂Ω ∂Ω Ω Ω ∂Ω
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[ ∫
Ω
W (x,∇ v¯)+ 1
2
∫
Ωc
|∇ w¯|2
]
+ 1
2
∫
Ωc
|∇ζ |2
= L(u¯)+ 1
2
∫
Ωc
|∇ζ |2  L(u¯).
Hence u¯ is a minimizer of L over X . Conversely, assume u¯ is the minimizer of L on X . Let f¯ = u¯|∂Ω . Then, since u¯ is
harmonic on Ωc , by the uniqueness of solution to (6.2), u¯ = w˜( f¯ ) on Ωc . We show u¯ = v˜( f¯ ) on Ω; thus α( f¯ ) = v˜( f¯ )|∂Ω =
u¯|∂Ω = f¯ and hence f¯ is a ﬁxed point of α. Moreover this also proves u¯ = v˜( f¯ )χΩ + w˜( f¯ )χΩc . To show u¯ = v˜( f¯ ) on Ω , we
show that v¯ = u¯|Ω is a solution of problem (6.3) with f = f¯ . Since u¯ is the minimizer of L, the nonsmooth Euler–Lagrange
equation (6.1) has a solution; that is, there exists G¯(x) ∈ ∂W (x,∇u¯(x)) a.e. on Rn such that div G¯ = 0 on Rn . We write
G¯ = G1χΩ + G2χΩc . Then G2 = ∇u¯ = ∇ w˜( f¯ ) on Ωc and hence G2 · ν = γ ( f¯ ) on ∂Ω . The condition div G¯ = 0 on Rn also
implies divG1 = 0 in Ω and G1 · ν = G2 · ν = γ ( f¯ ) on ∂Ω . Finally, since G1(x) ∈ ∂W (x,∇ v¯(x)) for a.e. x ∈ Ω , we have, for
all ζ ∈ H1(Ω) with ∫
∂Ω
ζdS = 0,∫
Ω
W (x,∇ v¯ + ∇ζ )−
∫
∂Ω
γ ( f¯ )(v¯ + ζ )
∫
Ω
W (x,∇ v¯)+ G1 · ∇ζ −
∫
∂Ω
γ ( f¯ )v¯ −
∫
∂Ω
γ ( f¯ )ζ
=
∫
Ω
W (x,∇ v¯)+
∫
∂Ω
(G1 · ν)ζ −
∫
∂Ω
γ ( f¯ )v¯ −
∫
∂Ω
γ ( f¯ )ζ
=
∫
Ω
W (x,∇ v¯)−
∫
∂Ω
γ ( f¯ )v¯.
Hence v¯ = u¯|Ω is a solution of problem (6.3) with f = f¯ . This completes the proof. 
Remarks. 1. It can be shown that the nonlinear operator α : H˙1/2(∂Ω) → H˙1/2(∂Ω) is Lipschitz continuous; that is,∥∥α( f )− α(g)∥∥H˙1/2(∂Ω)  L‖ f − g‖H˙1/2(∂Ω) (6.5)
for all f , g ∈ H˙1/2(∂Ω), where L is a constant depending on domain Ω and function W (x, η). However, it is unlikely that
α is a contraction in general; that is, L < 1. Nevertheless, the theorem asserts that α has a unique ﬁxed point in H˙1/2(∂Ω).
2. In certain cases, one can look for the ﬁxed point of α in certain special classes of functions in H˙1/2(∂Ω). For example,
in the case when W (x, η) = W (η)χΩ(x)+ 12 |η|2χΩc and Ω is an ellipsoid centered at 0, the ﬁxed point of α occurs in the
class {λ · x|∂Ω | λ ∈ Rn}. See [16].
A mixture problem. To conclude, we consider an example of the mixture problem in micromagnetics.
Suppose that the physical domain Ω is composed of two disjoint subdomains Ω1 and Ω2 occupied by different ferro-
magnetic materials; that is, Ω = Ω1 ∪ Ω2 ∪ S , S being a piece-wise smooth surface. We ignore the interface energy, but
refer to [1] for studies including the surface energy.
Each material in Ωi is identiﬁed by the anisotropy energy density φi(h) (i = 1,2). We assume the external applied ﬁeld
H is constant. In such cases, the function ϕ(x,h) in (1.3) becomes
ϕ(x,h) = (φ1(h)− H · h)χΩ1(x)+ (φ2(h)− H · h)χΩ2(x).
Let
Φi(η) = max|h|=1
[
η · h − φi(h)
]; Fi(η) = 12 |η|2 +Φi(η + H) (i = 1,2).
Then the dual variational functional can be written as
L(u) =
∫
Rn
W
(
x,∇u(x))dx,
where W (x, η) = F1(η)χΩ1 (x)+ F2(η)χΩ2 (x)+ 12 |η|2χΩc (x). The minimization problem (6.3) becomes
min
v∈H1(Ω), ∫∂Ω v=0
{ ∫
Ω1
F1(∇v)+
∫
Ω2
F2(∇v)−
∫
∂Ω
γ ( f )v
}
. (6.6)
The diﬃculty of problem is that the convex functional involves two different nonsmooth convex functions F1 and F2.
The unique minimizer v˜ = v˜( f ) of (6.6) can be found through two separate minimization problems with some matching
conditions.
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Γ
g dS = 0}, where Γ = S¯ = ∂Ω1 ∩ ∂Ω2. Given any f ∈ Y and g ∈ Z , let
u˜i = u˜i( f , g) (i = 1,2) be the unique solutions of the minimization problems:
min
u∈H1(Ωi),
∫
Γ u=0
{ ∫
Ωi
F i(∇u)−
∫
∂Ωi∩∂Ω
γ ( f )u + (−1)i
∫
Γ
gu
}
. (6.7)
Deﬁne
βi( f , g) = u˜i|Γ (i = 1,2), (6.8)
σ( f , g) = c( f , g)+ u˜1( f , g)χΩ1 + u˜2( f , g)χΩ2 , (6.9)
where c( f , g) is the constant such that
∫
∂Ω
σ ( f , g)dS = 0; that is,
c( f , g)= − 1|∂Ω|
( ∫
∂Ω∩∂Ω1
u˜1 dS +
∫
∂Ω∩∂Ω2
u˜2 dS
)
. (6.10)
Similar to the proof of Theorem 6.1 above, we obtain the following results that may be useful for solving the dual
minimization problem for mixture problem; the proof of these results is omitted.
Proposition 6.2. v˜ = v˜( f ) is the minimizer of problem (6.6) if and only if v˜ = σ( f , g) for some g ∈ Z satisfying the matching
condition β1( f , g)= β2( f , g).
Proposition 6.3. u¯ is the unique minimizer of L(u) if and only if
u¯ = σ( f¯ , g)χΩ + w˜( f¯ )χΩc
for some f¯ ∈ Y (unique) and g ∈ Z (possibly non-unique) satisfying
β1( f¯ , g) = β2( f¯ , g), σ ( f¯ , g) = f¯ . (6.11)
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