Dedicated t o P r of. Richard A. Brualdi on the occasion of his 60'th birthday Abstract Upper and lower bounds are obtained for the spread 1 , n of the eigenvalues 1 2 n of the adjacency matrix of a simple graph.
Introduction
For an nn complex matrix M, the spread, sM, of M is de ned as the diameter of its spectrum: sM := max i;j j i , j j, where the maximum is taken over all pairs of eigenvalues of M. There is a considerable literature on the spread of an arbitrary matrix 9, 12, 13, 15 . The following striking theorem is due to Mirsky 12 . Suppose M is Hermitian. In that case, the eigenvalues i = i M o f M are real and may always be assumed to be in nonincreasing order: 1 2 n . Then sM = 1 , n , the distance between the extreme eigenvalues 1 ; n . Also, for unit vectors x; y 2 C n , 1 x Mx; and n y My;
with equality if and only if x is a unit eigenvector associated with 1 and y a unit eigenvector associated with n , respectively. T h us, sM = max where the maximum is taken over all pairs of unit vectors in C n . If M 6 = O, the maximum is attained by orthonormal eigenvectors of M corresponding to the eigenvalues 1 ; n respectively. This paper examines simple graphs G with n vertices, 1; 2; : : : ; n , and e edges. The spread, sG, of a graph G will be that of its adjacency matrix A = AG where a i;j = 1 i f i; j are adjacent i n G and a i;j = 0 otherwise. Determining good bounds on eigenvalue spreads now requires combinatorial arguments in addition to linear algebraic techniques.
In 1, taking x to be a unit vector with equal entries gives the lower bound If G = K n and H = Gn; b2n=3c, then sH n = sG when n 4 so the monotonicity property m a y fail for graph spread. The inequality sH sG does hold for some classes of subgraphs H of G, h o wever. In Section 4, it will be seen to hold for bipartite subgraphs and the next lemma shows that it holds for induced subgraphs. A subgraph H of G is induced if it is obtained from G by deleting a proper subset U of the vertices of G. This is written as H = GnU. Lemma 1.8 If H is an induced subgraph of G, then n G n H. Thus sG sH with strict inequality if G is connected and H is a proper induced subgraph of G.
Proof. If U is a proper subset of the vertex set of G, then the adjacency matrix of H = GnU is a principal submatrix of the adjacency matrix of G.
Thus, by eigenvalue interlacing 5, p. 19 8, p. 189 , n G n GnU. Also, by Lemma 1.7, 1 G 1 GnU with strict inequality i f G is connected and U is proper and nonempty. T h us, sG sH with strict inequality i f H is a proper induced subgraph of G and G is connected.
2 Maximum spread of a graph with e edges A complete p-partite graph is a simple graph whose vertex set can be partitioned into p subsets the vertex parts so that vertices are adjacent if and only if they belong to di erent parts. Vertex parts are usually allowed to be empty 2, p. 6 . Here a complete p-partite graph is assumed to have precisely p nonempty parts. Theorem 2.1 Let G be a g r aph with n vertices, e edges, and precisely k negative eigenvalues, 1 k n , 1 Suppose now that G = G 0 is a graph with k negative eigenvalues and that equality holds in 8. Then the eigenvalues satisfy the conditions required. In particular, G has only one positive eigenvalue, and so must be complete multipartite 5, p. 163 . It is straightforward to check that the number of distinct rows of the adjacency matrix of a complete multipartite graph is equal to the number of parts, and that the distinct rows are linearly independent. Thus, G must be complete multipartite with rankG = k + 1 parts. Suppose that G has m i parts of size n i , i = 1 ; : : : ; twhere n 1 n 2 n t . Then P m i = k + 1, the total number of parts, and P n i m i = n, the total number of vertices. By 5, p. 74 , the characteristic polynomial of the adjacency matrix of G is
It follows that G has a negative eigenvalue in each o f t h e t , 1 o p e n i n tervals ,n i+1 ; ,n i , i = 1 ; : : : ; t ,1 and that ,n i is a negative eigenvalue of multiplicity m i ,1 whenever m i 1. The only remaining eigenvalue, 1 , is the unique positive zero of the middle factor of the characteristic polynomial 12. Thus, if s is the number of part sizes of G that occur more than once, then s + t 3.
If k = 2, then G must be complete tripartite. Also, every such graph G has rankG = 3 nonzero eigenvalues, 1 n , where = , 1 + n . Thus, when k = 2, equality holds in 8 for all complete tripartite graphs.
If k 3, then G must be complete k + 1-partite with 4 or more parts. Since s + t 3, G cannot have t wo di erent part sizes each occuring more than once. Thus either all the part sizes of G must be equal or some part size occurs exactly k times. In the latter case, the part sizes are n 1 n 2 and we m ust have ,n 2 n ,n 1 = so it is the smaller part size that occurs k times. Thus if equality holds in 8 and k 3 then the k smallest parts of G must all have equal size n 1 = , = 1 + n =k , 1. Conversely, i f G is a complete k +1-partite graph and if the k smallest parts of G all have equal size when k + 1 4, then by 12, G has at most 3 distinct nonzero eigenvalues: 1 ; ; n , where 1 0 n and has multiplicity k , 1 i f n and multiplicity k if = n . 18 Equality holds if and only if ! = 2 and G 0 is a complete bipartite graph or ! 2 and G 0 = Gn 0 ; !, 1. Proof. When ! = 2, the proposition follows from Theorem 1.5. Suppose then that ! 3. Since K w is an induced subgraph of G and has the eigenvalue ,1 with multiplicity !,1, it follows by i n terlacing 8, p. 189 that the !,1 smallest eigenvalues of G including n m ust all be less than or equal to ,1. Thus, at least ! , 2 eigenvalues other than n must be less than or equal to ,1. From 3, it follows that 2 1 + 2 n +!,2 2e or, equivalently, that sG 1 + q 2e , 2 1 , ! + 2 with equality if and only if the nonzero eigenvalues of G are 1 ; ,1; n , where ,1 has multiplicity ! , 2 and 1 0 ,1 n . By Theorem 2.1 with k + 1=! 3, if G has such eigenvalues then G 0 is a complete !-partite graph and, when ! 4, the !,1 smallest parts of G each h a ve 1 v ertex. The complete multipartite graph K 1;2;2 has two eigenvalues strictly less than ,1 and so, again by i n terlacing, could not be an induced subgraph of G. T h us, at most one part of G 0 could have t wo or more vertices, that is G 0 = Gn 0 ; !, 1. It is straightforward to check that each such graph gives equality in 18.
An argument like that in Corollary 2.3 yields the following corollary to Proposition 2.6. In this section, bounds are obtained on sn, the maximum possible spread for a graph on n vertices. If H is a graph on n , 1 v ertices and G is any connected graph on n vertices having H as an induced subgraph, then sG s H b y Lemma 1.8. Therefore, sn is strictly increasing.
The complete multipartite graphs G giving equality in Theorem 2.1 are natural candidates for graphs with maximum spread sn. As supporting evidence for Conjecture 1.3, we n o w v erify that if G is one of these graphs on n vertices and G has maximum spread, then G = Gn; b2n=3c. If k = 1, then G is complete bipartite and so, by Theorem 1.5, sG = 2 p e n s n when n 3, and G = K 2 = Gn; b2n=3c when n = 2 . If k = 2, then G is complete tripartite and Proposition 3.2 implies that sG s n when n 35. Also, a computer search shows that if G is complete tripartite, then sG s n when 5 n 34 and, when n = 3 ; 4, it is easy to check that G = Gn; b2n=3c. If k 3, the extremal graphs G in Theorem 2.1 are the complete k + 1-partite graphs with k parts of size n 1 and a single part of size n 2 n 1 . Denote such a graph by Gn; k; n 1 . For this case, we rst show that n 1 = 1. Since sn i s strictly increasing, only graphs without isolated vertices need be examined. Thus, n = kn 1 + n 2 . It follows from the discussion in the proof of Theorem 2.1 that the extreme eigenvalues 1 ; n of Gn; k; n 1 are the zeros of the middle factor of the characteristic polynomial 12 or, equivalently, they are the roots of the quadratic equation 2 , n 1 k , 1 , kn 1 n 2 = 0 . T h us, Gn; k; n 1 has spread 1 , n = n 2 1 k , 1 2 + 4 kn 1 n 2 We conclude this section with some necessary conditions that a graph G on n vertices must satisfy if it is to have maximum spread sn.
respectively. The entries of x may always be assumed to be nonnegative and positive i f G is connected. We call such an ordered pair of orthonormal eigenvectors x; y of G with x 0 an extremal pair of eigenvectors of G.
The following three lemmas are an immediate consequence of 20 and Proposition 3.3.
Lemma 3.4 Suppose sG = sn and x; y is an extremal pair of eigenvectors of G. Then distinct vertices i; j of G must be adjacent whenever x i x j , y i y j 0 and nonadjacent whenever x i x j , y i y j 0.
For vectors x; y 2 R n , let Gx; y be the graph where distinct vertices i and j are adjacent if and only if x i x j , y i y j 0. Lemma 3.5 sn = sGx; y for some graph Gx; y with x; y 2 R n orthonormal and x positive. For n = n 1 + n 2 xed, it is straightforward to check that the lower bound in remark that if G is a connected graph on n vertices and P n is a path on n vertices, then 1 G 1 P n = 2 c o s n+1 . Equality holds only if G = P n see also 5, p. 78 . Since P n is bipartite, sP n = 2 1 P n = 4 c o s n+1 . Corollary 4.3 shows that this is the smallest possible spread for connected graphs.
The next proposition shows that induced subgraphs are not the only subgraphs H of a graph G for which the monotonicity property, sG sH, holds. Equality holds if and only if G = P n .
Proof. Let T be a spanning tree of G. Since T is bipartite, sG sT.
Thus, to prove the result, it is su cient to prove that if T is a tree other than a path, then sT s P n . Since T and P n are bipartite, by the remark in the rst paragraph of this section, sT = 2 1 T 2 1 P n = sP n .
Proposition 4.4 Let G be a triangle-free g r aph with n vertices, e edges, and maximum vertex degree k. Then sG 2e n + p k.
Proof. Since G is triangle-free, no two neighbors of a vertex can be adjacent.
Thus, there is an induced K 1;k in G. By Lemma 1.8, n G n K 1;k = , p k.
Thus, sG = 1 G , n G 2e=n + p k. Equality can be attained in Lemma 4.4. Let G = J2r; r , the Johnson graph that has the n = 2r r r-subsets of a 2r-set as vertices, with two v ertices adjacent if their intersection has cardinality r,2. Then G is r 2 -regular, so 1 = r 2 = 2 e=n. Also, n = ,r 1, p. 255 , so G gives equality in Lemma 4.4.
