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We investigate the electric and thermoelectric transport coefficients of nanocomposites using the
Non-Equilibrium Green’s Function (NEGF) method, which can accurately capture the details of
geometry and disorder in these structures. We consider here two-dimensional (2D) channels with
embedded nanoinclusions (NIs) modelled as potential barriers of cylindrical shape and height VB .
We investigate the effect of randomness of the NIs on the thermoelectric power factor by varying the
positions, diameter, and heights of the barriers according to a Gaussian probability distribution. We
find that the power factor shows indications of tolerance to variations in the parameters of the NIs
when the Fermi level is placed into the bands and VB ∼ kBT . These results could be experimentally
relevant in the design of nanocomposites for thermoelectric applications.
PACS numbers: 73.20.-r, 73.43.-f, 72.10.-d
I. INTRODUCTION
Thermoelectric energy conversion is the ability of a de-
vice to convert a temperature gradient into an electrical
current. The efficiency of the thermoelectric conversion is
quantified by the dimensionless parameter, called figure
of merit
ZT =
σS2T
κ
, (1)
where σ is the electrical conductivity, S is the Seebeck
coefficient, T is the absolute temperature, and κ = κe +
κp is the total thermal conductivity that is usually split
into electron (κe) and phonon (κp) contributions. The
quantity σS2 is known as the power factor (PF).
During the last few years the quest for a highly ef-
ficient thermoelectric device has attracted considerable
attention due to potential technological and industrial
applications [1–3]. Traditionally the figure of merit has
been constrained to values ZT ≈ 1. The optimization of
the figure of merit has proved to be a quite challenging
problem. This is due to the fact that the quantities that
control it are inversely related, and changing one of them
leads to the adverse change of the other. However, signif-
icant progress has been made recently towards improving
the value of ZT ; namely, it has been demonstrated that
ZT ≈ 2.2 in some nanostructures [4, 5], which is mainly
due to the large reduction in their thermal conductivities
compared to bulk material values.
Nanostructuring has been a technique largely em-
ployed in achieving performance improvements in various
settings. For example, it has been shown that dense dislo-
cation arrays formed at low-energy grain boundaries can
lead to a reduction of thermal conductivity [6] giving rise
to improved ZT . Suppression of thermal conductivity
has also been observed when small amounts of CuBr2 are
incorporated in Bi2S3 thermoelectric materials [7], in the
case of nanometer sized inclusions of Sb, Bi, and InSb
in bulk PbTe [8], and in α −MgAgSb-based materials
[9] due to its beneficial lattice dynamics properties and
FIG. 1: (Colour online) The PF of a matrix material con-
taining an 8× 4 hexagonal array of nanoinclusions vs nanoin-
clusion barrier height for two scattering regimes: Ballistic
(coherent) transport (black-cross line), and acoustic phonon
scattering transport (red-square line). With the brackets we
indicate the barrier height range of interest. Results are taken
from Ref. [22].
the multiscale microstructure. In addition, reduction of
the thermal conductivity via dense dislocation scattering
along the grain boundaries formed for Y b-filled CoSb3
skutterudites has been observed [10], and also in nano-
micro-porous skutterudites [11].
There are several other methods for reducing κ;
namely, by using superlattices [12], heavy doping [13],
nanoporous materials [14], and boundary scattering in
low-dimensional materials [16], to name a few. However,
one of the most successful methods is the use of nanoin-
clusions (NIs) [15, 17, 18], which cause scattering of high-
energy phonons resulting in a significant reduction in κ.
In fact, by embedding NIs within PbTe in a hierarchical
manner [15, 19], record high ZT = 2.2 was achieved due
to drastic reduction in κ.
Even though the effects of NIs on the thermal conduc-
tivity have been investigated to some extent [14] their
influence on the PF has not been as clearly determined
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2FIG. 2: (Colour online) The materials with embedded NIs
geometries we consider: (a) The ordered structure consisting
of 8 × 4 hexagonal array of NIs of barrier height VB = 0.05
eV and diameter d = 3 nm. (b) An 8× 4 hexagonal array of
NIs with random barrier height and diameter d = 3 nm. (c)
A random distribution of 32 NIs of barrier height VB = 0.05
eV and diameter d = 3 nm. (d) An 8× 4 hexagonal array of
NIs of barrier height VB = 0.05 eV and random diameter.
[18, 20, 21] and the effects of random variations of the
NIs on the PF have not been taken fully into account. It
becomes desirable therefore to give a detailed account of
the effects of random variations of the NIs on the PF.
We have previously performed studies on the PF of
such types of nanostructures [22], but we only considered
NIs placed in idealized ordered positions. In that work
we speculated that such structures exhibit robustness to
structural and geometrical variations. In particular, un-
der highly degenerate conditions (i.e., the Fermi level EF
placed well into the bands), we showed that when plac-
ing the barrier heights of the NIs VB ∼ kBT above the
band edge, i) the PF peaks, and ii) the effects of varia-
tions in the barrier height and NI density on the PF are
significantly suppressed (see Figs. 3 and 5 in Ref. [22]).
In Fig. 1 we show the PF versus NI barrier height of an
8× 4 hexagonal array of NIs in a 2D channel matrix (as
shown in Fig. 2(a)) for two different scattering regimes;
namely, ballistic (black-cross line) and acoustic phonon
scattering (red-square line) regime. [Data in this figure
is taken from Ref. [22]]. With the brackets we indicate
the regions of interest, i.e. when VB ∼ kBT above the
band edge. In these regions the PF shows only a minor
change as the barrier height is varied.
The purpose of this paper is to extend our previous
work [22] aiming to not only verify the tolerance of the PF
to such types of variations and randomness in nanocom-
posite materials, but also demonstrate the suitability of
the Non-Equilibrium Green’s Function (NEGF) method
to perform such simulations, where the geometry can take
random forms, and transport can vary from the ballistic
to the diffusive regime. The NIs are modelled as potential
barriers of cylindrical shape (see Fig. 2). In particular,
we investigate the effect of randomness of the NIs on the
PF; namely, the positions, diameter, and heights of the
barriers are varied according to a Gaussian probability
distribution. Such random variations, which reflect the
imperfections in nanocomposite materials, are inherently
present in any real system and their effects have to be
taken into account. We find that materials with NIs,
once doped in highly degenerate levels and the barriers
are one or two kBT above the band edge, are robust
to variations in the NI barrier height, the NI diameter,
and their geometry. Our results could prove useful in
the design of nanocomposite materials that provide PF
robustness.
The rest of the paper is organized as follows. In Sec. II,
we briefly describe the NEGF method and the computa-
tional scheme. In Sec. III we present the results of our
analysis and we conclude with a summary in Sec. IV.
II. NEGF METHOD AND COMPUTATIONAL
SCHEME
In order to calculate electronic transport properties we
employ the NEGF method [23]. The formalism of NEGF
captures all quantum mechanical effects and is partic-
ularly suitable for the treatment of electron-phonon (e-
ph) interactions in nanoscale materials. We briefly out-
line the formalism of the NEGF method and describe the
computational scheme that we used to simulate electronic
transport in the 2D channel.
In the NEGF method a system/device, described by
a Hamiltonian H, is connected to two contacts (left and
right) which are represented by self-energy functions ΣL
and ΣR. These self-energies represent the influence of the
semi-infinite Left and Right leads on the device, respec-
tively. Note that ΣL and ΣR are energy dependent, and
non-Hermitian. The e-ph scattering process in the de-
vice enters the NEGF formalism through the self-energy
function ΣS . One can view the scattering process as just
another contact described by ΣS , similar to the actual
contacts described by ΣL and ΣR.
The retarded Green’s function for the device is given
by [23]
G(E) =
[(
E + iη+
)
I −H − Σ(E)]−1 , (2)
where η+ is an infinitesimally small positive number
which pushes the poles of G to the lower half plane in
complex energy, I is the identity matrix, and Σ(E) is the
sum of the self-energies
Σ(E) = ΣL(E) + ΣR(E) + ΣS(E). (3)
3For ballistic transport ΣS(E) = 0. The self-energy terms
have two effects. One is to change the eigenstates and
shift the eigenenergies of the Hamiltonian H. The second
effect is to introduce an imaginary part to the energy
which is determined by the broadening functions Γ1, Γ2,
and ΓS defined by
ΓL,R,S(E) = i
[
ΣL,R,S(E)− ΣL,R,S(E)†
]
, (4)
where ΣL,R,S(E)
† represents the Hermitian conjugate of
ΣL,R,S(E). These broadening functions determine the
escape rate of an electron initially placed in an energy
level of the device into the left and right leads, i.e.,
the imaginary part of ΣL,R(E) multiplied by −2 is the
scattering rate of electrons to the Left or Right lead
(ΓL,R(E) = −2Im [ΣL,R(E)]). It proves useful and con-
venient to define the in-scattering self-energies due to
contacts as
ΣinL,R(E) = −2Im [ΣL,R(E)] fL,R(E), (5)
where Im[...] is the imaginary part and fL,R is the Fermi
distribution for the left and right leads. These self-
energies physically represent in-scattering of electrons
from the semi-infinite leads to the device. They depend
on the Fermi factor in the contacts, fL and fR, and
the strength of coupling between contacts and device,
Im [ΣL(E)] and Im [ΣR(E)]. Similarly, the out-scattering
self-energies are defined as
ΣoutL,R(E) = −2Im [ΣL,R(E)] [1− fL,R(E)] . (6)
Note that ΣoutL,R(E) is similar to Σ
in
L,R(E) apart from the
fact that the probability of finding an occupied state in
the contact, fL,R, is replaced by the probability of find-
ing an unoccupied state in the contact, 1 − fL,R. With
Σ
in/out
L,R (E) one can express the electron and hole corre-
lation functions as
Gn(E) = G(E)ΣinL,R(E)G
†(E), (7)
Gp(E) = G(E)ΣoutL,R(E)G
†(E). (8)
Assuming that the system is described by a set of one-
dimensional grid/lattice points with uniform spacing a,
and making the nearest neighbour tight binding approx-
imation, the current density between grid points q and
q + 1 is given by
Jq,q+1 =
ie
~
×(2)
∫ ∞
−∞
dE
2pi
[
Hq+1,qG
n
q,q+1(E)−Hq,q+1Gnq+1,q(E)
]
,(9)
where Hq+1,q = H
†
q,q+1 are the hopping matrix elements
of the Hamiltonian, and (2) is for the two spin directions.
The effective mass is taken to be m = 1 throughout the
whole material and in the NIs.
G
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FIG. 3: (Colour online) Computational scheme for the self-
consistent calculation
A second source for in-scattering and out-scattering of
electrons from an occupied state is the e-ph interaction.
The self-energy at point q and energy E has two terms
corresponding to scattering from (q, E+~ωph) and (q, E−
~ωph). Within the Born approximation the in-scattering
self-energies into a fully empty state is [24]
ΣinSq (E) =
∑
η
Dηq [nB(~ωph)Gnq (E − ~ωph)
+(nB(~ωph) + 1)Gnq (E + ~ωph)], (10)
where Dηq represents the e-ph scattering strength at grid
point q, η is the phonon subband, nB is the Bose-Einstein
distribution function for phonons of energy ~ωph, and
Gnq (E − ~ωph) is the electron density at E − ~ωph. The
first and second terms in Eq. (10) represent in-scattering
of electrons from E − ~ωph (phonon absorption) and
E+~ωph (phonon emission) to E, respectively. The out-
scattering self energy, ΣoutSq (E), from a fully filled state is
given as [24]
ΣoutSq (E) =
∑
η
Dηq [(nB(~ωph) + 1)Gpq(E − ~ωph)
+nB(~ωph)Gpq(E + ~ωph)], (11)
where Gpq(E − ~ωph) and Gpq(E + ~ωph) are the densities
of unoccupied states at E−~ωph and E+~ωph. The first
and second terms in Eq. (11) represent out-scattering of
electrons from E to E + ~ωph (phonon emission) and
E − ~ωph (phonon absorption), respectively. However,
in this work we consider only acoustic phonon scattering
where there is no change in energy.
The parameter Dηq is related to the phonon deforma-
tion potential Dop by D
η
q = ~D2opF/2ρωoa3, where F
4is the wave function overlap, ρ is the mass density, and
ω0 is the optical phonon frequency [25, 26]. In this pa-
per we consider a constant e-ph scattering strength, i.e.,
Dηq = D0, which is the same throughout the channel.
The value is chosen such that the mean-free path of the
system is 15 nm (comparable to common semiconductors
such as silicon [27]) using the method described in Ref.
[28]. That is, the phonon strength is chosen such that the
ballistic conductance drops to half in channels of length
15 nm. The appropriate value of D0 was found to be
D0 = 0.0026eV
2.
In Fig. 3 we show the computational scheme that we
used to perform the numerical simulations. One can see
that in order to compute the the current we need Gn(E).
However, we note from Eq. (7) that Gn(E) depends
on the Green’s function G(E) and the scattering self-
energies. The scattering self-energies on the other hand
depend on Gn(E), and G(E) depends on the scattering
self-energies. These interelations are shown in Fig. 3(a).
Thus, in order to calculate the current through the ma-
terial we perform self-consistent calculations as shown in
Fig. 3(b), where we provide an initial value for G(E),
Gn(E), Gp(E), and Σ(E) (in this case the ballistic quan-
tities that can be computed without self-consistency) and
then loop over them by turning on phonon scattering un-
til convergence is accomplished. The convergence criteria
for the ensuing self-consistent calculation is chosen to be
current conservation; namely, we consider that conver-
gence is achieved when the current is conserved along
the length of the channel to within 1%.
We note here that other methods can be employed to
describe transport in complex, large-scale disordered ma-
terials, each with its own approximations and computa-
tional difficulties. The NEGF method is a fully quantum
mechanical method that captures all basic physics at the
microscopic level, and gives energy resolved information,
however it can become computationally expensive. On
the other hand, another method, the Wigner function,
captures the potential variation and its effect on distri-
bution of carriers across the material, and can also model
time dependent transport. It gives an alternative per-
spective on quantum transport and is less computation-
ally intensive than NEGF. However, the dissipator term
can be difficult to treat sometimes, and is often neces-
sary modelled using a Boltzmann collision operator [29].
A coupling scheme of NEGF and Wigner function ap-
proach has also been explored [30]. Monte Carlo meth-
ods solve the Boltzmann transport Equation statistically,
and their path tracing nature allows for much larger sim-
ulation domains, however, quantum effects are absent.
III. RESULTS
The 2D channel that we consider is of length L = 60
nm and width W = 30 nm (see Fig. 2).The e-ph scatter-
ing strength is set at D0 = 0.0026 eV
2. The conduction
band is set at Ec = 0 eV and the Fermi level is placed at
FIG. 4: (Colour online) The effect of variations of the NI
diameter and barrier height on the thermoelectric coefficients.
(a) The electrical conductance, (b) the Seebeck coefficient,
(c) the power factor, versus the percentage variation from
the nominal values. Variations in the radius (blue lines) and
barrier height (red lines) are shown. Each data point is the
average of at least 10 simulations and the error bars indicate
the standard deviation of the results (shown by the labels).
EF = 0.05 eV.
We begin with an investigation into the effect of varia-
tions in a ballistic channel. In Fig. 4 we show the thermo-
electric coefficients, conductance G (Fig. 4(a)), Seebeck
coefficient S (Fig. 4(b)), and PF GS2 (Fig. 4(c)) of a
ballistic channel with an 8× 4 hexagonal array of NIs as
two different parameters are varied: the barrier diame-
ter d (blue lines), and the barrier height VB (red lines).
The leftmost points, for zero variation, are the values for
the ordered channel which includes an 8 × 4 hexagonal
array of NIs with fixed d = 3 nm and VB = 0.05 eV. We
consider variations up to 30% in the parameters (and
use averaged data from at least 10 simulations for each
point). It can be seen that variation in barrier height
has negligible effect on G and S, and due to the adverse
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FIG. 5: (Colour online) Histograms of the values of (a) the
conductance G, (b) the Seebeck coefficient S, (c) the PF GS2
for randomised geometries with randomized pore positions
under ballistic transport conditions.
interdependence of G and S, the minor effect that is seen
cancels out leaving no significant change in the PF even
at 30% variation. Likewise, variation in the NI diam-
eter, although slightly more consequential than barrier
height, shows little impact on the thermoelectric coeffi-
cients. [Interestingly a small positive effect on the PF
is seen, although this is probably due to the statistical
variation in diameter leading to a small increase in over-
all density, increasing the small energy filtering effect of
the barriers].
The next investigation we perform is to explore the
effect of variations in the geometry of the channel. We
again simulate a ballistic channel with a total of 32 cylin-
drical barriers of height VB = 0.05 eV and diameter d = 3
nm. In this case each of the NIs is randomly placed in
(a)
(b)
(c)
FIG. 6: (Colour online) The effect of variations in the diam-
eter (blue lines) and barrier height (red points) on the ther-
moelectric coefficients. (a) The conductance, (b) the Seebeck
coefficient, (c) the PF. In the inset of (c) we show an example
geometry with a 30% variation in diameter. In (c) we also
show the standard deviations in our values of the PF.
the channel (as shown in Fig. 2(c)) rather than in an or-
dered hexagonal fashion. The NIs are treated as a region
in the matrix material with a different band energy, i.e.
from the electronic point of view, these are regions which
built potential barriers in the matrix material. One could
be more flexible as to define a different effective mass as
well in those regions, as well as built-in potentials due to
charge fluctuations which could lead to Schottky barriers,
etc., but this is beyond the scope of this work. Other than
that, NEGF is a real space technique, where transport is
described quantum mechanically and the details of the
geometry, accurately. To be able to treat real materials,
one could employ details of the bandstructures (effective
masses, degeneracies, mean-free-paths, phonon energies),
possibly extracted from Density Functional Theory cal-
culations, but again this is beyond the scope of this work.
In Fig. 5 we show the histograms of the conductance G
(Fig. 5(a)), Seebeck coefficient S (Fig. 5(b)), and PF GS2
6(Fig. 5(c)) of 40 random geometries and a Gaussian fit
calculated from the results. It can be seen that, although
the standard deviation values are slightly higher than the
previous cases considered, most values fall within just a
few percent of the mean.
In order to achieve a complete picture of the trans-
port through disordered nanocomposites, we now con-
sider the effect of variations on a channel in the acoustic
phonon scattering regime. In Fig. 6 we show the thermo-
electric conductance G (Fig. 6(a)), Seebeck coefficient S
(Fig. 6(b)), and PF GS2 (Fig. 6(c)) of a channel with an
8× 4 hexagonal array of NIs as two different parameters
are varied: the barrier diameter d (blue lines), and the
barrier height VB (red points). Similarly to the ballistic
case (compare with Fig. 5) variation in the diameters of
the NIs produces only small changes in G and S which
cancel out in the PF leaving it relatively unchanged. In
the same way, small variations in the barrier height have
no significant impact on the PF. Here we only simulated
variations at the 30% level for the barriers since it will
provide the largest variation in the PF of the percentages
that we have considered.
It is of interest at this point to compare our above
results to previous works on variations in superlattices
[28, 31]. It was previously shown that the thermoelectric
transport in superlattices is highly sensitive to variations
in the barrier heights. This is because in superlattices
each electron must pass through each individual barrier
region, providing a strong energy filtering effect. The
height of each barrier degrades the conductivity exponen-
tially, meaning variations away from the optimal struc-
ture can have a significant impact on the power factor. In
the NI case, however, electrons can flow around the NIs.
In fact, most of the current of the flow is through the ma-
trix material [22] which is not affected by variations in
the barrier height. Variations in the NI structure there-
fore do not have a large effect on the electron transport
and the power factor is similarly unaffected.
Approximations and simplications: We would like to
comment on certain approximations/simplifications that
we have made in this work. First, even though a local
potential barrier is a legitimate way to model a NI to
first order, in real materials there may be deformations
in the vicinity of a NI, which can produce strain fields
that lead to modified effective mass and band details. In
addition, we ignored self-consistent charging effects that
could alter the shape of the barrier. Further, we consid-
ered only ballistic transport and phonon scattering, and
neglected ionized impurity scattering, which could sup-
press the PFs quantitatively [32], but qualitatively would
not change the results on the effects of variations.
Finally, we mention that the treatment of phonons
in this paper is simplified and is adjusted to provide a
certain reasonable mean-free-path (already quite compli-
cated computationally within a fully quantum mechani-
cal formalism, however). The details of the phonon spec-
trum are even neglected, however, in any case in this
study we are after qualitative conclusions for the power
factor in the presence of variations, which seems to be
minimal anyway and even smaller when phonon scatter-
ing gets stronger. Also, we do not consider a specific ma-
terial, but keep the study as generic as possible, focusing
qualitatively on the geometrical influences on transport.
A more detailed el-ph model is possible, but computa-
tionally expensive, possibly prohibitive for the size of
structures we consider here. Previous works [33] have
considered full phonon dispersions to construct the self-
energies that enter the Greens function, but those studies
were limited to nanowire channels of only up to 3nm in
diameter.
We also point out that transport in the type of struc-
tures that we consider here is not much dependent on
the effective mass. Our previous work [22] revealed that
changing the effective mass does not affect the influence
of variability. When it comes to extending this study
to realistic, complex bandstructure materials, atomistic
techniques (tight-binding, DFT) can be used to provide
effective parameters, since coupling atomistic methods
to NEGF is accompanied by an enormous computational
cost and limit the size of the structure that we simulate.
IV. CONCLUSIONS
In conclusion, using the fully quantum mechanical
non-equilibrium Greens function method, we investigated
the effect of random variations in the parameters of a
2D nanocomposite channel on the thermoelectric coeffi-
cients: conductance, Seebeck coefficient, and power fac-
tor. We showed that, unlike superlattices, materials with
NIs are robust to variations in the barrier height. We
also showed this robustness holds for variations in the
NI diameter and NI geometry. Our findings suggest a
design regime for nanocomposites that should provide
power factor robustness while achieving reductions in the
lattice thermal conductivity. In particular, we showed a
design regime for which the density and geometry can
be optimized for maximum phonon scattering and maxi-
mum reduction in thermal conductivity while preserving
the power factor, producing high ZT .
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