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Abstract
T2K is a long baseline neutrino oscillation experiment which uses a
beam of muon neutrinos to study muon neutrino disappearance and
electron neutrino appearance. The measurement of νe appearance is
sensitive to CP violation, and reducing the systematic uncertainties is
critical to enabling experimental determination of whether there is CP
violation in the lepton sector.
This thesis describes the first measurement of the νe CC inclusive
cross-section on carbon at energies relevant to T2K and other long base-
line neutrino oscillation experiments. The T2K near detector, ND280, is
used to select a sample of νe events, and a Bayesian unfolding technique
is used to extract diﬀerential cross-sections as a function of electron
momentum, electron angle and Q2. The total flux-averaged cross-section
is also extracted, and is found to be 1.11± 0.20× 10−38 cm2/nucleon,
which agrees well with both the NEUT neutrino interaction generator
prediction of 1.23 × 10−38 cm2/nucleon and the GENIE prediction of
1.08× 10−38 cm2/nucleon.
A restricted phase-space analysis is also performed, in which only
events where the ejected electron has momentum greater than 550MeV/c
and cos(θe) > 0.72 are selected. In this case, the flux-averaged cross-
section is found to be 6.54± 1.22× 10−39 cm2/nucleon, again in good
agreement with both the NEUT prediction of 7.38× 10−39 cm2/nucleon
and the GENIE prediction of 6.41× 10−39 cm2/nucleon.
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Chapter 1
Neutrino theory
1.1 Overview of neutrino physics
1.1.1 Neutrino oscillations
Neutrinos were first postulated by Pauli in 1930 as an explanation for why the electron
emitted in beta decay has a continuous energy spectrum [1]. Experimental observation
followed in 1956, when Reines and Cowan observed νe + p→ e+ + n at the Savannah
River reactor [2]. A problem emerged in 1968 when Ray Davis detected only one-third of
the flux of solar νe as predicted by the Standard Solar Model [3]. This deficit was seen
in further experiments, including SAGE [4] and GALLEX [5], and became known as the
Solar Neutrino Problem. It was found that Maki, Nagakawa and Sakata’s extension [6]
to Pontecorvo’s [7] theory of neutrino oscillations could explain the discrepancy when
the Mikheyev-Smirnov-Wolfenstein (MSW) eﬀect—which explains the eﬀect matter has
on neutrino oscillations—was also included. Compelling support for neutrino oscillations
was provided by the Super-Kamiokande (SK) experiment in 1998 [8], when it saw a deficit
of muon neutrinos produced by pion decay in the upper atmosphere. The deficit was
found to be strongly dependent on the distance the neutrinos travel between creation and
detection, and the shape of this dependence was best explained by neutrino oscillations.
The fundamental concept of neutrino oscillations is that the flavour eigenstates and
mass eigenstates of neutrinos are not the same, but are related through the unitary
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transformation
|να￿ =
3￿
j=1
U∗αj|νj￿, (1.1)
where α ∈ {e, µ, τ}, να are the flavour eigenstates, νj are the mass eigenstates and U is
the PMNS mixing matrix [6]. The notation and treatment of Giunti and Kim [9] has
been adopted, and for the rest of this section the summation over index j is implied.
The mixing matrix is a 3× 3 complex unitary matrix which can be parameterised as
U =

1 0 0
0 c23 s23
0 −s23 c23


c13 0 s13e−iδ
0 1 0
−s13eiδ 0 c13


c12 s12 0
−s12 c12 0
0 0 1


e−iα1 0 0
0 e−iα2 0
0 0 1
 ,
(1.2)
where cij ≡ cos θij , sij ≡ sin θij , θij are known as mixing angles, δ is a CP-violating phase,
and αi are Majorana phases that have no eﬀect on neutrino oscillations [10].
Supposing that at time t = 0 a neutrino is produced in the state |να￿, the time
evolution of the quantum state will be
|ν (t)￿ = U∗αje−iEjt |νj￿ , (1.3)
with a probability of being found in the diﬀerent state |νβ￿ (where β ∈ {e, µ, τ}) of
P (να → νβ) = |￿νβ| ν (t)￿|2 =
￿￿U∗αje−iEjt ￿νβ| νj￿￿￿2 = ￿￿Uβje−iEjtU∗αj￿￿2 , (1.4)
and as neutrinos are highly relativistic the approximation
Ej ≈ p+
m2j
2E
(1.5)
is made. The T2K neutrino oscillation experiment is the subject of this thesis, and this
uses a beam of muon neutrinos. The probabilities of νµ survival and νµ → νe oscillation
are
P (νµ → νµ) ￿ 1− cos4 θ13 sin2 2θ23 sin2
￿
1.27
∆m232
(eV2)
L
(km)
(GeV)
E
￿
(1.6)
P (νµ → νe) ￿ sin2 2θ13 sin2 θ23 sin2
￿
1.27
∆m232
(eV2)
L
(km)
(GeV)
E
￿
, (1.7)
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where L is the distance the neutrino has travelled, E is the energy of the neutrino,
and ∆m2ij ≡ m2i −m2j . Equations (1.6) and (1.7) show that the magnitude of νµ → νe
oscillations is governed by the mixing angles θ13 and θ23, and the frequency of the
oscillations depends on ∆m232.
A more thorough derivation which accounts for the eﬀect of matter—which contains
electrons but not muons or taus—yields equation (1.8), in which the CP-violating phase
δ appears in second-order terms [11].
P (νµ → νe) ￿ sin2 2θ13T1 − α sin2 2θ13(T2 − T3) + α2T4, (1.8)
where
T1 = sin
2 θ23
sin2[(1− xν)∆]
(1− xν)2 (1.9)
T2 = sin δ sin
2 2θ12 sin
2 2θ23 sin∆
sin(xν∆)
xν
sin[(1− xν)∆]
1− xν (1.10)
T3 = cos δ sin
2 2θ12 sin
2 2θ23 cos∆
sin(xν∆)
xν
sin[(1− xν)∆]
1− xν (1.11)
T4 = cos
2 θ23 sin
2 2θ12
sin2(xν∆)
x2ν
, (1.12)
and the extra definitions ∆ ≡ ∆m231L/4E and α ≡ ∆m221/∆m231 ￿ 1/30 have been made.
xν is a term describing the electron density of the matter the neutrinos are passing
through, and is defined as
xν =
V L
2∆
, (1.13)
where V is proportional to the matter density and the number of electrons per nucleon,
and describes the eﬀective charged-current potential felt by νe.
1.1.2 Current status
Evidence from a large number of neutrino oscillation experiments shows excellent agree-
ment with the 3-flavour model of neutrino oscillations described in the previous section.
There are four main categories of oscillation experiments, and each is sensitive to a
diﬀerent set of oscillation parameters.
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Solar experiments detect neutrinos produced in nuclear reactions in the centre of the
Sun and are mainly sensitive to θ12 and ∆m221. These neutrinos are created as very
low energy MeV-scale νe in the core of the sun, but the MSW eﬀect causes the
neutrinos to be almost pure ν2 at the surface of the Sun. Ray Davis’ Homestake
experiment [3], SAGE [4], GALLEX [5], Super-Kamiokande [8] and SNO [12] are
all examples of solar experiments.
Atmospheric experiments detect the neutrinos produced when cosmic rays strike
the upper atmosphere and create a cascade of pions, kaons, muons and electrons.
These neutrinos are a mixture of νµ, νµ, νe and νe and span a range of neutrino
energies from MeV to TeV. Atmospheric experiments are mainly sensitive to θ23
and ∆m231, and examples include Super-Kamiokande, Soudan 2 [13] and MINOS [14].
Reactor experiments look for the disappearance of MeV-scale νe produced in nuclear
reactors, over a baseline of several to over a hundred km. These experiments are
able to make extremely precise measurements of θ12 (KamLAND [15]) and θ13 (Daya
Bay [16], RENO [17] and Double CHOOZ [18]).
Long baseline accelerator experiments such as MINOS, T2K and NOνA [19] use
high energy GeV-scale neutrinos and baselines of hundreds of kilometres. As was
shown in equations (1.6) and (1.7), these experiments are primarily sensitive to θ13,
θ23 and ∆m232. However, precision measurements give the possibility of constraining
the CP-violating phase δ, as shown in equation (1.8).
A global analysis by the Particle Data Group of all neutrino oscillation data leads to
the constraints shown in Table 1.1.
1.1.3 Open questions
The major open questions in neutrino physics are outlined below.
The value of δ. Now that it has been experimentally determined that all the mixing
angles in the PMNS matrix are non-zero, a non-zero value of δ would produce
CP violation in the leptonic sector. CP violation has so far only been observed
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Parameter Current Limit
sin2 (2θ12) 0.857± 0.024
sin2 (2θ23) > 0.95
sin2 (2θ13) 0.095± 0.010
∆m221 (7.50± 0.20)× 10−5 eV2
|∆m232|
￿
2.32+0.12−0.09
￿× 10−3 eV2
δCP 0− 2π (Unknown)
Table 1.1: Experimentally determined values of neutrino oscillation parameters, as reported
by the Particle Data Group in 2012 [20].
in the quark sector, and that is not suﬃcient to explain the matter/anti-matter
asymmetry in the present Universe [21, 22]. Discovering leptonic CP violation would
have wide-ranging consequences in particle physics, astrophysics and cosmology. As
mentioned previously, long baseline oscillation experiments such as T2K, NOνA and
the proposed LBNE have the capacity to constrain the value of δ, especially when
combined with precision measurements of θ13 from nuclear reactor experiments [23].
The mass hierarchy. Although the absolute value of the mass-squared splittings have
been determined with 5% precision (see Table 1.1), it is not known which mass
state is heaviest. Matter eﬀects in solar neutrino oscillation experiments have shown
that m2 is larger than m1, but is it is not known whether m3 ￿ m2 > m1 or
m2 > m1 ￿ m3. Due to the presence of matter eﬀects, long baseline experiments
again have the possibility to determine the correct hierarchy.
The absolute mass of neutrinos. Oscillation experiments are able to probe the mass-
squared splittings of the mass states, but say nothing about the absolute mass scale
of neutrinos. The most direct measure of neutrino mass comes from observing the
endpoint of the Tritium decay 3H → 3He + e− + νe. The KATRIN experiment
will soon start taking data and has sensitivity to mν > 0.2 eV [24]. Constraints
from cosmology—including the cosmic microwave background and galaxy surveys—
indicate that the summed mass of the three neutrinos flavours should be less than
0.3 eV [25].
The nature of neutrino mass. Neutrinos are massless in the Standard Model, and
the two main formalisms for adding mass is as Dirac masses or Majorana masses. A
Dirac neutrino mass is generated using the standard Higgs mechanism, and requires
the addition of right-handed components of the neutrino field. Such right-handed
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neutrinos are referred to as sterile neutrinos, as they do not interact through weak,
strong or electromagnetic interactions. A Majorana particle is described by a real
wave equation (rather than a complex one), and so is its own anti-particle. If
neutrinos are Majorana particles they can mediate neutrinoless double β decay, and
this is the most promising way to determine whether neutrinos are Dirac particles
or Majorana particles. SuperNEMO [26] and SNO+ [27] are examples of the many
experiments searching for neutrinoless double β decay.
Short baseline neutrino anomalies. There are several anomalies from short baseline
neutrino oscillation experiments that do not yet have a clear explanation. The
LSND experiment observed νe appearance in a νµ beam, consistent with neutrino
oscillations with a mass-squared splitting of 0.2–10 eV2 [28]. This large mass-
squared splitting is inconsistent with the three-neutrino mixing model described in
Section 1.1.1, and motivates the possible existence of a fourth generation of neutrinos.
Experiments at the LEP collider showed that there are only 2.9840±0.0082 neutrino
species that couple to the Z boson [29], and so this fourth generation must not
interact through the weak interaction, and is known as a sterile neutrino. The
MiniBooNE experiment also observed an excess of νe in a νµ beam, consistent with
neutrino oscillations with 0.01 < ∆m2 < 1.0 eV2 [30], and further evidence for
sterile neutrinos is provided by the reactor antineutrino anomaly [31] and gallium
anomaly [32]. However, there is significant tension [33] with null results from νµ
and νµ disappearance searches such as CDHS [34], Super-Kamiokande [35] and
MINOS [36], and further tension from cosmological bounds also complicates the
question of whether sterile neutrinos exist [37].
1.2 Interactions of GeV-scale neutrinos
Neutrinos are neutral particles that interact through the weak force. It is not possible to
observe them directly, so experiments search for the particles produced when a neutrino
interacts with a nucleus. In charged-current (CC) interactions, mediated by the W boson,
a charged lepton is produced. If this lepton can be identified, the flavour of the incoming
neutrino can be determined. In neutral-current (NC) interactions, mediated by the Z
boson, the neutrino appears in the final state, so its flavour cannot be determined. A
wide range of neutrino interactions are possible, and diagrams of the dominant modes
for GeV-scale neutrinos are shown in Figure 1.1.
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Figure 1.1: Diagrams of several neutrino-nucleon interaction modes. The smaller ellipses
indicate that the boson is eﬀectively interacting with the nucleon as a whole.
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Neutrino experiments detect the number of neutrino interactions in the detector,
which is the product of the flux, cross-section, number of target nucleons and the detector
eﬃciency. In long-baseline oscillation experiments such as T2K, the flux is measured
and constrained using detectors near the neutrino production point. The size and
performance of the far detector are also well studied, so knowledge of the neutrino
cross-sections is crucial to determining the expected number of events for a given set of
oscillation parameters. If neutrino cross-sections are not well understood, large systematic
uncertainties have to be applied, and the sensitivity of the experiment is reduced.
Quasi-elastic scattering—CCQE shown in Figure 1.1a and NCQE shown in Fig-
ure 1.1b—are dominant for neutrino energies below 1GeV. In this energy region, the
neutrino is eﬀectively interacting with the nucleon as a whole. There is insuﬃcient energy
to break the nucleon apart, so although a d quark is converted to a u quark (in the
CCQE case), kinematically the interaction appears to be aﬀecting the entire nucleon. At
neutrino energies between 1GeV and 5GeV, resonant pion production (CCRES shown
in Figure 1.1c) is the dominant mode. Again, there is insuﬃcient energy to completely
break the nucleon apart, so the initial interaction is eﬀectively with the nucleon as a
whole. The nucleon is elevated to a more energetic state, such as a ∆+, and then decays
to produce a pion and a neutron. Above 5GeV, deep inelastic scattering (CCDIS shown
in Figure 1.1d) dominates. In this mode, the neutrino can resolve an individual quark in
the nucleon, and hadronic showers are produced in the final state.
Neutrino experiments do not always have the luxury of using free nucleons as their
target, and these nucleons are instead bound in nuclei. Common target elements include
carbon (in plastic scintillator), iron (in sampling calorimeters) and water (in Cherenkov
detectors), and the neutrino-nucleon cross-section predictions are significantly complicated
by the nuclear environment. The main eﬀects that must be modelled are the momentum
of nucleons within the nucleus, interactions between the products of the interaction and
other nucleons (final state interactions, FSI), and interactions between correlated pairs
of nucleons (meson exchange currents, MEC [38]).
Although the nuclear environment is diﬀerent for diﬀerent elements, experiments can
be compared using the measured cross-section per nucleon. Figure 1.2 summarises recent
νµ cross-section measurements for neutrino energies between 100MeV and 300GeV. The
T2K neutrino beam peaks at approximately 700MeV (in the transition region between
CCQE and CCRES) and has a high-energy tail extending to over 10GeV (including the
transition between CCRES and CCDIS).
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globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.
To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range
!"N ! "!X; (54)
!"N ! "þX: (55)
These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.
Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in
the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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Figure 1.2: νµ-nucleon cross-sections at intermediate energies showing quasi-elastic (QE),
resonant pion (RES) and deep inelastic scattering (DIS) contributions. The T2K
beam is peaked at 700MeV. Figure taken from Reference [39]: see the reference
for details of the 27 experimental results shown.
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FIG. 15: (Color online). Flux-unfolded MiniBooNE νµ CCQE
cross section per neutron as a function of neutrino energy. In
(a), shape errors are shown as shaded boxes along with the
total errors as bars. In (b), a larger energy range is shown
along with results from the LSND [56] and NOMAD [10] ex-
periments. Also shown are predictions from the nuance sim-
ulation for an RFG model with two diﬀerent parameter vari-
ations and for scattering from free nucleons with the world-
average MA value. Numerical values are provided in Table X
in the Appendix.
CCQE parameters underpredicts the measured diﬀeren-
tial cross section values by 20 − 30%, while the model
using the CCQE parameters extracted from this shape
analysis are within ≈ 8% of the data, consistent within
the normalization error (≈ 10%). To further illustrate
this, the model calculation with the CCQE parameters
from this analysis scaled by 1.08 is also plotted and shown
to be in good agreement with the data.
C. Flux-unfolded CCQE cross section as a function
of neutrino energy
The flux-unfolded CCQE cross section per neutron,
σ[EQE,RFGν ], as a function of the true neutrino energy,
EQE,RFGν , is shown in Figure 15. These numerical values
are tabulated in Table X in the Appendix. The quantity
EQE,RFGν is a (model-dependent) estimate of the neu-
trino energy obtained after correcting for both detector
and nuclear model resolution eﬀects. These results de-
pend on the details of the nuclear model used for the cal-
culation. The dependence is only weak in the peak of the
flux distribution but becomes strong for Eν < 0.5 GeV
and Eν > 1.2 GeV, i.e., in the “tails” of the flux distri-
bution.
In Figure 15, the data are compared with the nuance
implementation of the RFGmodel with the world average
parameter values, (M eﬀA = 1.03 GeV, κ = 1.000) and
with the parameters extracted from this work (M eﬀA =
1.35 GeV, κ = 1.007). These are absolute predictions
from the model (not scaled or renormalized). At the
source normalization error (%)
neutrino flux prediction 8.66
background cross sections 4.32
detector model 4.60
kinematic unfolding procedure 0.60
statistics 0.26
total 10.7
TABLE IV: Contribution to the total normalization uncer-
tainty from each of the various systematic error categories.
average energy of the MiniBooNE flux (≈ 800 MeV), the
extracted cross section is ≈ 30% larger than the RFG
model prediction with world average parameter values.
The RFG model, with parameter values extracted from
the shape-only fit to this data better reproduces the data
over the entire measured energy range.
Figure 15(b) shows these CCQE results together with
those from the LSND [56] and NOMAD [10] experiments.
It is interesting to note that the NOMAD results are bet-
ter described with the world-average M eﬀA and κ values.
Also shown for comparison in Fig. 15(b) is the predicted
cross section assuming the CCQE interaction occurs on
free nucleons with the world-averageMA value. The cross
sections reported here exceed the free nucleon value for
Eν above 0.7 GeV.
D. Error Summary
As described in Section IVE, (correlated) systematic
and statistical errors are propagated to the final results.
These errors are separated into normalization and shape
uncertainties. The contributions from each error source
on the total normalization uncertainty are summarized
in Table IV. As is evident, the neutrino flux uncer-
tainty dominates the overall normalization error on the
extracted CCQE cross sections. However, the uncer-
tainty on the flux prediction is a smaller contribution
to the shape error on the cross sections. This can be
seen in Figure 16 which shows the contribution from the
four major sources to the shape error on the total (flux-
unfolded) cross section.
The detector model uncertainty dominates the shape
error, especially at low and high energies. This is because
errors in the detector response (mainly via uncertain-
ties in visible photon processes) will result in errors on
the reconstructed energy. These errors grow in the tails
of the neutrino flux distribution due to feed-down from
events in the flux peak. This type of measurement usu-
ally has large errors due to non-negligible uncertainties
in the CC1π+ background predictions. In this measure-
ment, that error is reduced through direct measurement
of the CC1π+ background. However, this error is not
completely eliminated due to the residual uncertainty on
the rate of intranuclear pion absorption that is included.
Figure 1.3: Comparison of MiniBooNE and NOMAD νµ CCQE cross-section data, and model
predictions with MQEA values that best describe each dataset [40].
CCQE interactions are the most experimentally useful interactions to study. The
two-body kinematics allow the energy of the incoming neutrino to be determined, and
the interaction models are relatively simple. CCQE interaction models parameterise
the nucleon structure with a priori unknown form factors. The leading terms are those
associated with the vector form factor F 1V (Q
2)—which is well-measured from electron
scattering data—and the axial-vector form factor FA(Q2). FA(Q2) is modelled as
FA(Q
2) =
FA(0)￿
1 +Q2/
￿
MQEA
￿2￿2 , (1.14)
where Q2 is the four momentum transferred from the leptonic system to the hadronic
system, FA(0) is the form factor at Q2 = 0, and M
QE
A is a parameter that will shortly
be discussed in more detail. FA(0) has been determined from neutron beta decay, but
much of the knowledge at higher Q2 comes from νµ CCQE scattering measurements.
MQEA aﬀects the Q
2 distribution of CCQE interactions, and has been measured by the
MiniBooNE and NOMAD Collaborations, among others (although the experiments really
measure an eﬀective MQEA , due to the nuclear environments in which the interactions take
place). NOMAD used 3–100GeV neutrinos and measured MQEA = 1.05± 0.02(stat)±
0.06(syst) GeV. MiniBooNE used neutrinos with a mean energy of 800MeV, and
measured MQEA = 1.35± 0.17 GeV. The MiniBooNE and NOMAD data are shown in
Figure 1.3, where the tension between the two MQEA values is clearly shown. More data
is required to improve the neutrino interaction and nuclear models, and this will be
provided in the immediate future by T2K, NOνA, and the dedicated neutrino cross-section
experiment MINERνA.
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where E#‘ is the center-of-mass frame lepton energy.
In the case of elastic scattering, the relationship in !B
between E‘ and the scattering angle, $‘ simplifies the
calculation because there is at most one z in the integrand
for which the cross section does not vanish for a particular
lepton angle:
z¼
$
2E‘ðMþE%Þðm2þ2ME%Þ$2cos2$‘E‘E%
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We then obtain the remaining cross section by integrating
Eq. (19) over the final-state lepton energy. Note that this
procedure only gives a prescription for evaluating
d!ðE%;trueÞ=dQ2true; however, the radiation of real photons
means that the relationship between lepton energy and
angle and E% and Q
2 in elastic scattering will no longer
be valid. The effect of this distortion of the elastic kine-
matics will depend on the details of the experimental
reconstruction and the neutrino flux seen by the experi-
ment, so the effect must be evaluated in the context of a
neutrino interaction generator and full simulation of the
reconstruction for a given experiment.
The difference of the effect on the total cross sections as
a function of neutrino energy is shown in Fig. 2. We
estimate a difference of approximately 10% over the en-
ergies of interest in oscillation experiments. The largest
fractional differences in cross sections are at high true Q2
and low neutrino energies. The magnitude of the lepton leg
correction to the muon neutrino total cross section is
smaller, roughly 0.4 times this difference, so the larger
effect is on the electron neutrino cross section.
Our estimation of the effect is surprisingly large at the
relevant energies for oscillation experiments. Some portion
of this difference in the total cross section in Fig. 2 may be
canceled by diagrams missing from the leading log correc-
tion in the lepton leg, such as box diagrams involving W&
exchange between the leptonic legs and the initial or final
state, which will also depend on the final-state lepton mass
[27]. We stress that this is only an approximate treatment
which should be confirmed in a full calculation imple-
mented inside a generator, and to date radiative corrections
are not included in the commonly used neutrino interaction
generators [6–9].
C. Uncertainties in F1V, F
2
V and FA
As noted above, the vector form factors F1V and F
2
V are
precisely measured in charged lepton scattering [17]; how-
ever, the axial form factor is still uncertain because neutrino
experiments that measure it do not agree among themselves
or with determinations in pion electroproduction as
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Figure 1.4: Change in ∆, the fractional diﬀerence between νe and νµ CCQE cross-sections,
when accounting for radiative corrections [41].
νe interactions
Although the theory of lepton universality suggests that the νe and νµ cross-sections
should be the same, diﬀerences are expected due to the diﬀerent charged lepton masses,
radiative corrections and uncertainties in the nucleon form factors [41]. The diﬀerent final
st te lepton masses aﬀect the kinematic limits of interactions, and cause large eﬀects near
the threshold for νµ CCQE interactions. These eﬀects are calculable, and are accounted
for in all modern neutrino interaction generators.
Radiative corrections are generally not accounted for in neutrino interaction generators,
but can distort elastic scattering kinematics. Of particular mportance are diagrams
where the lepton radiates a photon. An estimate in Reference [41], and reproduced
in Figure 1.4, shows a 10% eﬀect on the diﬀerence between νµ and νe cross-sections,
although they point out that a more thorough study must be undertaken, using a full
neutrino generator and simulatin the realistic neutrino flux and detector performance of
a given experiment. In the figure, ∆ is the fractional diﬀerence between the νµ and νe
cross-sections, and is defined as
∆(Eν) =
σµ − σe
σµ
, (1.15)
where σµ is the νµ cross-section and σe the νe cross-section.
As mentioned previously, there is large uncertainty on the MQEA parameter of the
axial vec or form factor. Allowing MQEA to vary within the experimentally allowed
values, as shown in Figure 1.5, gives a 1% eﬀect on the diﬀerence between νµ and νe
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discussed above. Therefore the axial form factor will
dominate any differences in the electron and muon cross
sections due to uncertainties in leading form factors.
Figure 3 illustrates the change in the fractional differ-
ence of muon and electron neutrino CCQE cross sections
when the axial form factor is varied by changing the
assumed dipole mass in a range consistent with experi-
mental measurements. The size of the effect is of order 1%
at very low energy and drops with increasing energy. This
difference in cross section may be accounted for in varia-
tions of the axial form factor within the analysis of an
experiment using a modern neutrino interaction generator.
D. Pseudoscalar form factor
At low Q2, the pseudoscalar form factor does have a
significant contribution to the muon neutrino CCQE cross
section of nearly the same order of the leading terms.
However, Eq. (13) shows that the contribution will be
suppressed for Q2 * M2!, and all terms involving FP are
suppressed by m=M and so the contribution to the cross
section is negligible for electron neutrinos. At low neutrino
energies, the pseudoscalar form factor effect on the cross
section difference, !ðE"Þ is nearly as large as that of the
kinematic limits. The effect of the form factor as a function
of neutrino energy and Q2 is different for neutrinos and
antineutrinos.
Current neutrino interaction generators [6–9] include the
effect of FP shown in Eq. (13) under the assumptions of
PCAC and that the Goldberger-Treiman relation holds for
all Q2. Experimental tests of the Goldberger-Treiman re-
lation have identified small discrepancies which imply that
the left-hand side of Eq. (12) is between 1% and 6% less
than the right-hand side [28,29]. Guidance from models
suggests that this effect is likely to disappear at high Q2
[30]. We examine the effect of varying FPð0Þ by 3% of
itself as a reasonable approximation to the possible differ-
ence due to this effect. A more significant difference may
arise due to violations of PCAC. This has been directly
checked in pion electroproduction studies [23] which can
directly measure FPðQ2Þ in the range of 0.05 to
0:2 GeV=c2. Uncertainties in this data limit the reasonable
range of pole masses in Eq. (11) to be between 0:6M! and
1:5M!. Effects due to these possible deviations from
PCAC and the Goldberger-Treiman relation are shown in
Fig. 4 along with the effect of assuming FP ¼ 0 for
comparison.
E. Second-class currents
As noted in the introductory material, nonzero second-
class currents violate a number of symmetries and hypoth-
eses, and are therefore normally assumed to be zero in
analysis of neutrino reaction data and in neutrino interac-
tion generators. For this paper, we take a data-driven
approach and look at the effect of the largest possible
second-class current form factors, F3V and F
3
A that do not
violate constraints from this data.
Vector second-class currents enter the cross sections for
neutrino quasielastic scattering always suppressed by
m=M and therefore only appear practically in muon neu-
trino scattering cross sections. Both vector and axial vector
form factors give large contributions to the BðQ2Þ term
given in Eqs. (4) and (7), and therefore typically have very
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Figure 1.5: Change in ∆, the fractional diﬀerence between νe and νµ CCQE cross-sections,
when varying MQEA from the nominal value of 1.1GeV/c
2 [41].
CCQE cross-sections at a few hundred MeV. Variations of other form factors, including
second-class currents which violate charge or time symmetry, can also be significant, even
when varying these factors within the small experimentally-allowed violations.
All the data shown in the previous section related t νµ interactions. There are
currently no measurements of νe cross-sections on carbon at energies relevant to T2K.
KARMEN, LSND and E225 all measured the νe cross-section on carb n, but the νe
were produced by muons decaying at rest, so have a maximum energy of approximately
50MeV [42, 43, 44]. Figure 1.6 shows the expected T2K νe flux and the pr dicted CC νe
cross-section on carbon; the existing low-energy data is seen to be of very little use to
constrain the νe cross-sections for T2K. The cross-section predictions in Figure 1.6 are
made using the NEUT neutrino interaction generator [45], w ich is the main neutrino
interaction simulator used by T2K. Other generators are available, and each provid s
implementations of diﬀ r nt neutrino interaction models. In particular, GENIE [46] is
used as an alternative generator by T2K.
The Gargamelle bubble chamber experiment measured the total CC νe cross-section
on CF3Br in 1978 [47]. They observed a linear increase of the cross-section with neutrino
energy, which is best parameterised as σ = (0.7 ± 0.2)Eν × 10−38 cm2/nucleon. The
data and best fit are show in Figure 1.7. The ratio of the νe cross-section to the νµ
cross-section was also measured, and found to be σνe/σνµ = 0.95±0.30, in good agreement
with lepton universality.
Measuring and constraining the diﬀerences between νe and νµ cross-sections is critical
as the neutrino community searches for CP violation in the lepton sector. Measuring
νµ → νe oscillations in long baseline oscillation experiments is the most promising way
to measure δ, and CC νe interactions are both the signal and the dominant background
Neutrino theory 41
 (GeV)νE
0 1 2 3 4 5
/n
uc
le
on
)
2
 
(cm
σ
 
CC
 
e
ν
0
0.1
0.2
0.3
0.4
0.5
-3610×
PO
T)
21
/5
0M
eV
/1
0
2
 
flu
x 
(/c
m
e
ν
T2
K
 
0
2000
4000
6000
8000
10000
610×
DIS piMulti 
+
 + KΛ +pin + 
0ηp + +pip + 
γp + 0pip + 
Coherent Quasi-elastic
 fluxeνT2K 
Figure 1.6: CC νe cross-section predictions from the NEUT generator and T2K νe flux
prediction. The cross-section prediction is split into the 10 distinct modes NEUT
simulates.
Figure 1.7: CC νe and νe inclusive cross-section results from the Gargamelle experiment [47].
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in these experiments, as will be shown in Section 2.5. Without tighter data-driven
constraints on the cross-section models, it will be impossible for future long baseline
experiments to reduce the systematic uncertainties to the level required for precision
measurements of δ. This thesis is the first measurement of the νe CC cross-section on
carbon at energies relevant to T2K and other long baseline experiments. As discussed,
the only other νe cross-section measurement at such energies is from the Gargamelle
experiment in 1978. The results in this thesis will therefore provide valuable input to the
neutrino community, as models of νe interactions with nuclei are developed.
Chapter 2
T2K and the ND280 near detector
The Tokai to Kamioka long baseline neutrino oscillation experiment is designed to improve
our knowledge of the parameters governing the PMNS matrix introduced in Chapter 1.
The 30GeV J-PARC proton accelerator in Tokai-mura on the east coast of Japan is used
to generate a neutrino beam that is mostly νµ, and a suite of near detectors measure the
properties of the neutrino beam soon after production. Super-Kamiokande (SK) is located
295 km away and detects the neutrinos after they have oscillated. Constraints on the
oscillation parameters are found by comparing the near and far detector measurements
of the neutrino beam.
The main goals of T2K as outlined in the original experiment proposal [48] are
1. measure sin2 2θ13 by searching for νµ → νe appearance
2. make precise measurements of sin2 2θ23 and ∆m223 using νµ disappearance
3. search for a νµ → ντ component of the oscillation, to distinguish from oscillations
to a sterile neutrino.
T2K was the first experiment to show direct evidence for νµ → νe appearance [49],
and has since excluded θ13 = 0 at 7.3σ significance [23]. Combining T2K results
with precise measurements of θ13 from reactor experiments allows regions of δ to be
excluded at the 90% confidence level. T2K’s νµ disappearance results provide independent
measurements of sin2 θ23 and ∆m223 [50]. The T2K near detectors, INGRID and ND280,
are also measuring a variety of neutrino cross-sections [51, 52], which as well as reducing
systematic uncertainties on the T2K oscillation analyses, are important for the neutrino
community as a whole.
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This chapter details each component of the T2K experiment. The proton accelerator
and neutrino beamline are described in Section 2.1, the on-axis near detector INGRID
in Section 2.2, the oﬀ-axis near detector ND280 in Section 2.3 and the far detector
Super-Kamiokande in Section 2.4. Finally, the relevance of this analysis to the T2K
experiment is outlined in Section 2.5.
2.1 Accelerator and neutrino beam
T2K generates its neutrino beam by firing 30GeV protons at a graphite target, producing
charged pions and kaons. These hadrons are then focussed using magnetic horns, and
decay into products that include neutrinos.
2.1.1 Proton accelerators
A schematic of the J-PARC accelerator complex is shown in Figure 2.1. The three main
accelerator phases are the linear accelerator (LINAC), the rapid-cycling synchrotron
(RCS) and the main ring synchrotron (MR). The 300m LINAC accelerates H− anions
to 181MeV, before charge-stripping foils remove the electrons to produce H+ ions. The
RCS accelerates the protons to 3GeV, and they are then extracted to be injected into
the main ring. Eight bunches of protons (six before June 2010) are injected into the MR
every 2–3 seconds, and are accelerated to 30GeV. The 8 bunches are then extracted in a
single turn by a set of kicker magnets, and are directed down the neutrino beamline (NU)
to the target. Each spill lasts less than 5 µs and consists of 8 bunches, each containing
approximately 3 × 1014 protons and lasting 58 ns. The short duration of the spill is
critical to rejecting background events at the near and far detectors.
2.1.2 Neutrino beamline
The neutrino beamline is conceptually broken down into two segments: the primary
beamline which transports protons from the MR to the target, and the secondary beamline
which handles products of the collisions.
The primary beamline consists of a preparation section, an arc section and a final
focussing section, as shown in Figure 2.2. The preparation section aligns the beam
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Figure 2.1: Schematic of the J-PARC accelerator complex.
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Figure 2: Overview of the T2K neutrino beamline.
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Figure 3: The unoscillated νµ flux at Super-Kamiokande with
an oﬀ-axis angle of 2.5◦ when the electromagnetic horns are
operated at 250 kA.
is tuned with a series of 11 normal conducting magnets (four145
steering, two dipole and five quadrupole magnets) so that the146
beam can be accepted by the arc section. In the arc section, the147
beam is bent toward the direction of Kamioka by 80.7◦, with148
a 104 m radius of curvature, using 14 doublets of supercon-149
ducting combined function magnets (SCFMs) [6, 7, 8]. There150
are also three pairs of horizontal and vertical superconducting151
steering magnets to correct the beam orbit. In the final focus-152
ing section, ten normal conducting magnets (four steering, two153
dipole and four quadrupole magnets) guide and focus the beam154
onto the target, while directing the beam downward by 3.637◦155
with respect to the horizontal.156
A well-tuned proton beam is essential for stable neutrino157
beam production, and to minimize beam loss in order to achieve158
high-power beam operation. Therefore, the intensity, position,159
profile and loss of the proton beam in the primary sections are160
precisely monitored by five current transformers (CTs), 21 elec-161
trostatic monitors (ESMs), 19 segmented secondary emission162
monitors (SSEMs) and 50 beam loss monitors (BLMs), respec-163
Figure 4: Photographs of the primary beamline monitors. Up-
per left: CT. Upper right: ESM. Lower left: SSEM. Lower
right: BLM.
Figure 5: Location of the primary beamline monitors.
tively. Photographs of the monitors are shown in Fig. 4, while164
the monitor locations are shown in Fig. 5. Polyimide cables and165
ceramic feedthroughs are used for the beam monitors, because166
of their radiation tolerance.167
The beam pipe is kept at∼ 3×10−6 Pa using ion pumps, in or-168
der to be connected with the beam pipe of the MR and to reduce169
the heat load to the SCFMs. The downstream end of the beam170
pipe is connected to the “monitor stack”: the 5 m tall vacuum171
vessel embedded within the 70 cm thick wall between the pri-172
mary beamline and secondary beamline. The most downstream173
ESM and SSEM are installed in the monitor stack. Because of174
the high residual radiation levels, the monitor stack is equipped175
with a remote-handling system for the monitors.176
3.1.1. Normal Conducting Magnet177
The normal conducting magnets are designed to be tolerant178
of radiation and to be easy to maintain in the high-radiation179
environment. For the four most upstream magnets in the prepa-180
ration section, a mineral insulation coil is used because of its181
radiation tolerance. To minimize workers’ exposure to radia-182
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Figure 6: Side view of the secondary beamline. The length of
the decay volume is ∼96 m.
down to a 16 mW beam loss. In the commissioning run, it291
was confirmed that the residual dose and BLM data integrated292
during the period have good proportionality. This means that293
the residual dose can be monitored by watching the BLM data.294
3.2. Secondary Beamline295
Produced pions decay in flight inside a single volume of296
∼1500 m3, filled with helium gas (1 atm) to reduce pion ab-297
sorption and to suppress tritium and NOx production by the298
beam. The helium vessel is connected to the monitor stack via a299
titanium-alloy beamwindow which separates the vacuum in the300
primary beamline and the helium gas volume in the secondary301
beamline. Protons from the primary beamline are directed to302
the target via the beam window.303
The secondary beamline consists of three sections: the target304
station, decay volume and beam dump (Fig. 6). The target sta-305
tion contains: a baﬄe which is a collimator to protect the mag-306
netic horns; an optical transition radiation monitor (OTR) to307
monitor the proton beam profile just upstream of the target; the308
target to generate secondary pions; and three magnetic horns309
excited by a 250 kA (designed for up to 320 kA) current pulse310
to focus the pions. The produced pions enter the decay vol-311
ume and decay mainly into muons and muon neutrinos. All the312
hadrons, as well as muons below ∼5 GeV/c, are stopped by the313
beam dump. The neutrinos pass through the beam dump and are314
used for physics experiments. Any muons above ∼5 GeV/c that315
also pass through the beam dump are monitored to characterize316
the neutrino beam.317
3.2.1. Target Station318
The target station consists of the baﬄe, OTR, target, and319
horns, all located inside a helium vessel. The target station320
is separated from the primary beamline by a beam window at321
the upstream end, and is connected to the decay volume at the322
downstream end.323
The helium vessel, which is made of 10 cm thick steel, is324
15 m long, 4 m wide and 11 m high. It is evacuated down to325
50 Pa before it is filled with helium gas. Water cooling chan-326
nels, called plate coils, are welded to the surface of the vessel,327
and ∼30◦C water cools the vessel to prevent its thermal defor-328
mation. An iron shield with a thickness of ∼2 m and a concrete329
shield with a thickness of ∼1 m are installed above the horns330
inside the helium vessel. Additionally, ∼4.5 m thick concrete331
shields are installed above the helium vessel.332
The equipment and shields inside the vessel are removable333
by remote control in case of maintenance or replacement of the334
horns or target. Beside the helium vessel, there is a maintenance335
area where manipulators and a lead-glass window are installed,336
as well as a depository for radio-activated equipment.337
3.2.2. Beam Window338
The beam window, comprising two helium-cooled 0.3 mm339
thick titanium-alloy skins, separates the primary proton beam-340
line vacuum from the target station. The beam window assem-341
bly is sealed both upstream and downstream by inflatable bel-342
lows vacuum seals to enable it to be removed and replaced if343
necessary.344
3.2.3. Baﬄe345
The baﬄe is located between the beam window and OTR. It346
is a 1.7 m long, 0.3 m wide and 0.4 m high graphite block, with347
a beam hole of 30 mm in diameter. The primary proton beam348
goes through this hole. It is cooled by water cooling pipes.349
3.2.4. Optical Transition Radiation Monitor350
The OTR has a thin titanium-alloy foil, which is placed at 45◦351
to the incident proton beam. As the beam enters and exits the352
foil, visible light (transition radiation) is produced in a narrow353
cone around the beam. The light produced at the entrance tran-354
sition is reflected at 90◦ to the beam and directed away from the355
target area. It is transported in a dogleg path through the iron356
and concrete shielding by four aluminum 90◦ oﬀ-axis parabolic357
mirrors to an area with lower radiation levels. It is then col-358
lected by a charge injection device camera to produce an image359
of the proton beam profile.360
The OTR has an eight-position carousel holding four titan-361
ium-alloy foils, an aluminum foil, a fluorescent ceramic foil of362
100 µm thickness, a calibration foil and an empty slot (Fig. 7).363
A stepping motor is used to rotate the carousel from one foil364
to the next. The aluminum (higher reflectivity than titanium)365
and ceramic (which produces fluorescent light with higher in-366
tensity than OTR light) foils are used for low and very low in-367
tensity beam, respectively. The calibration foil has precisely368
machined fiducial holes, of which an image can be taken us-369
ing back-lighting from lasers and filament lights. It is used for370
monitoring the alignment of the OTR system. The empty slot371
allows back-lighting of the mirror system to study its transport372
eﬃciency.373
3.2.5. Target374
The target core is a 1.9 interaction length (91.4 cm long),375
2.6 cm diameter and 1.8 g/cm3 graphite rod. If a material sig-376
7
Figure 2.2: Schematics of the whole neutrino beamline (left, v ewed from above) and the
secondary neutrino beamline (righ , viewed from the side and looking south) [53].
for entry to the arc section, where supercondu ting magn ts irect the protons in the
desired direction. As will be discussed in the next section, this is 2.5◦ away from Super-
Kamiokande. The final focussing section then aligns the beam for entry to the secondary
beamline.
Preventing beam loss and understanding the characteristics of the proton beam is vital
for creating a stable and intense neutrino beam, and the primary beamline is equ pp d
with 96 separate instruments for measuring the position, int nsity, profil a loss of
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Figure 2.3: Number of protons delivered to the target by the neutrino beamline.
the beam. Among these devices are the current transformers (CT) which measure the
intensity of the beam. Each CT consists of a 50-turn toroid around the beam pipe, and
the induced current is measured when each bunch passes through the coil. This current
is then converted into the number of protons in the spill. The final CT, CT5, is located
at the end of the final focussing section just before the protons reach the target. It is
the measurement of this CT that is used to determine the number of protons on target
(POT), which is the figure of merit used to show how much data T2K has collected.
Figure 2.3 shows the total POT delivered by the neutrino beamline since T2K started
taking data. The large gap between March 2011 and February 2012 when no data was
taken is due to damage caused by the Great East Japan Earthquake. The disaster caused
significant damage to the LINAC and MR, with many components becoming misaligned
by several cm. It is a testament to the hard work of the J-PARC staﬀ that beam was
resumed so swiftly. From March 2010 to June 2013 a total of 6.40× 1020 good POT has
been delivered to the T2K target.
The secondary beamline contains a graphite target for the protons to strike, magnetic
horns to focus the resulting charged hadrons, a decay volume for the hadrons to decay into
neutrinos and other particles, and a beam dump to stop the non-neutrino by-products.
A schematic of the secondary beamline is shown in Figure 2.2.
The interaction target is a graphite rod which is 2.6 cm in diameter and 91.4 cm long
(1.9 interaction lengths). The central rod is surrounded by a graphite tube 2mm thick,
and a 0.3mm titanium case. Helium gas is pumped through the assembly to cool the
target. Interactions between the protons and graphite produce charged pions and kaons,
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3
production, from the interaction of primary beam protons in the T2K target, to the decay of hadrons
and muons that produce neutrinos. The simulation uses proton beam monitor measurements as
inputs. The modeling of hadronic interactions is re-weighted using thin target hadron production
data, including recent charged pion and kaon measurements from the NA61/SHINE experiment.
For the first T2K analyses the uncertainties on the flux prediction are evaluated to be below 15%
near the flux peak. The uncertainty on the ratio of the flux predictions at the far and near detectors
is less than 2% near the flux peak.
PACS numbers: 24.10.Lx,14.60.Lm
I. INTRODUCTION
Predicting the neutrino flux and energy spectrum is an
important component of analyses in accelerator neutrino
experiments [1–4]. However, it is diﬃcult to simulate
the flux precisely due to uncertainties in the underly-
ing physical processes, particularly hadron production
in proton-nucleus interactions. To reduce flux-related
uncertainties, neutrino oscillation experiments are some-
times conducted by comparing measurements between a
near detector site and a far detector site, allowing for
cancellation of correlated uncertainties. Therefore, it is
important to correctly predict the relationship between
the fluxes at the two detector sites, described below as
the far-to-near ratio.
T2K (Tokai-to-Kamioka) [5][6] is a long-baseline neu-
trino oscillation experiment that uses an intense muon
neutrino beam to measure the mixing angle θ13 via the
νe appearance [7] and the mixing angle θ23 and mass dif-
ference ∆m232 via the νµ disappearance [8]. The muon
neutrino beam is produced as the decay products of pi-
ons and kaons generated by the interaction of the 30 GeV
proton beam from Japan Proton Accelerator Research
Complex (J-PARC) with a graphite target. The prop-
erties of the generated neutrinos are measured at near
detectors placed 280 m from the target and at the far
detector, Super-Kamiokande (SK) [9], which is located
295 km away. The eﬀect of oscillation is expected to be
negligible at the near detectors and significant at SK.
The T2K experiment employs the oﬀ-axis method [10]
to generate a narrow-band neutrino beam and this is the
first time this technique has been used in a search for neu-
trino oscillations. The method utilizes the fact that the
energy of a neutrino emitted in the two-body pion (kaon)
decay, the dominant mode for the neutrino production,
at an angle relative to the parent meson direction is only
weakly dependent on the momentum of the parent. The
parent π+(−)’s are focused parallel to the proton beam
axis to produce the (anti-)neutrino beam. By position-
ing a detector at an angle relative to the focusing axis,
one will, therefore, see neutrinos with a narrow spread
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in energy. The peak energy of the neutrino beam can be
varied by changing the oﬀ-axis angle as illustrated in the
lower panel of Fig. 1. In the case of T2K, the oﬀ-axis
angle is set at 2.5◦ so that the neutrino beam at SK has
a peak energy at about 0.6 GeV, near the expected first
oscillation maximum (Fig. 1). This maximizes the eﬀect
of the neutrino oscillations at 295 km as well as reduces
background events. Since the energy spectrum changes
depending on the oﬀ-axis angle, the neutrino beam di-
rection has to be precisely monitored.
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FIG. 1: Muon neutrino survival probability at 295 km
and neutrino fluxes for diﬀerent oﬀ-axis angles.
To determine the oscillation parameters, the expected
observables at the far detector are predicted based on
the flux prediction and the neutrino-nucleus interaction
model. To reduce the uncertainty of the prediction, they
are modified based on the near detector measurements.
For example, the absolute normalization uncertainty is
eﬃciently canceled by normalizing with the event rate at
the near detector. Then, it is important to reduce the
uncertainty on the relation between the flux at the near
detector and that at the far detector.
The physics goals of T2K are to be sensitive to the val-
ues of sin2 2θ13 down to 0.006 and to measure the neu-
4
FIG. 1. A schematic view of the T2K neutrino beamline and near detectors.
cross section, which represents a major systematic uncer-
tainty. Section II C describes the oﬀ-axis detector, em-
phasizing the tracking detectors and target composition,
as these are essential for the cross-section calculation. We
refer to [1] for a complete description of the T2K experi-
ment.
A. Neutrino beam
Figure 1 depicts the neutrino beamline and the near
detectors. The neutrino beam is produced by protons
accelerated to 30 GeV kinetic energy. The proton beam
has eight bunches (six before June 2010) with a 581 ns
spacing. The protons in the spill are extracted and di-
rected toward a 91.4 cm long graphite target aligned 2.5◦
oﬀ-axis angle from Kamioka. The target is installed in-
side a magnetic horn that collects and focuses the pos-
itively charged mesons (mainly pions and kaons) gener-
ated by proton interactions in the target. Two additional
magnetic horns are used to further focus the charged
mesons before they enter a 96 m long steel decay volume
filled with helium. The mesons decay predominantly into
highly boosted muons and muon neutrinos, which prop-
agate roughly in the direction of the decaying mesons. A
beam dump stops most of the particles in the beam that
are not neutrinos. Some high-energy muons pass through
the beam dump and are observed by the muon monitor,
providing information u ed to track the be m direction
and stability. The analysis presented in this paper uses
the data taken before March 2011, comprising a total of
10.8× 1019 protons-on-target (POT).
B. Neutrino flux prediction
A detailed description of the neutrino flux predic-
tion can b found in [6]. A FLUKA2008 [7, 8] and
GEANT3.21/GCALOR [9, 10] based simulation mod-
els the physical processes involved in the neutrino pro-
duction, from the interaction of primary beam protons
in the T2K target, to the decay of hadrons and muons
that produce neutrinos. The simulation uses T2K proton
beam monitor measurements as inputs. The modeling
of hadronic interactions is reweighted using thin target
hadron production data, including recent charged pion
and kaon measurements from the NA61/SHINE experi-
ment [11, 12], which cover most of the kinematic region of
interest. The predicted neutrino fluxes and energy spec-
tra at the near detector are shown in Fig. 2. The inte-
grated muon neutrino flux in the chosen fiducial volume
for our data exposure is 2.02×1012 cm−2.
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FIG. 2. The ND280 flux prediction with systematic error
bars, for each neutrino species. The prediction takes into ac-
count the correct relative fractions of 2010 and 2011 beam
conditions.
For the first published T2K oscillation analyses, the
uncertainty on the predicted neutrino flux for this beam
was as large as 20% [13, 14]. For this work, however, the
tuning of the particle production model to NA61/SHINE
measurements led to a substantial reduction in systematic
errors in the flux. With the latest results released by the
NA61/SHINE collaboration on the kaon production cross
section based on the 2007 data [12], the uncertainty of the
integrated flux is now about 11%.
The parametrization of the flux uncertainties is de-
Figure 2.4: Predicted T2K flux, showing that a 2.5◦ oﬀ-axis beam has a much narrower energy
spectrum (l ft) and the neutrino type composition (right) [54, 51].
and these are focussed by a series of th ee magnetic horns. Each horn consists of two
coaxial conductors which produce a toroidal magnetic field which is inversely proportional
to the distance from the beam axis. The charged particles are either focussed or deflected
depending on the charge of the particle and the directio of the current. So far, T2K has
chosen to focus positive hadrons an defocus negative hadr ns.
After being focussed by the horns, the hadrons travel through a 96m long decay
volume, which is filled with Helium rather than air to reduce pion absorption and prevent
the build-up of tritium and other unwanted contaminants. The hadrons decay to produce
neutrinos, and Figure 2.4 shows the predicted neutrino flux as a function of the angle
from the beam axis. Due to the kinematics of pion decay, an oﬀ-axis beam has a much
narrower energy spectrum, and this means that there is a much lower background of
high-energy unoscillated νµ at the far detector, improving the experiment’s sensitivity to
νµ disappearance and νe appearance. It is for this reason that the beam is directed such
that ND280 and Super-Kamiokande are 2.5◦ oﬀ-axis.
Figure 2.4 also shows the predicted flux at ND280 broken down by neutrino type.
Approximately 1% of the beam is composed of νe, but as will be shown, this becomes
the dominant background in the νe appearance oscillation analysis. The majority of
pions decay through π+ → µ+νµ, and decays of these muons through µ+ → e+νµνe are
the dominant source of νe background in the primarily νµ beam. A small fraction of
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FIG. 2. The νe flux uncertainties at ND280 [4].
νe through the decayK0L → π−e+νe that has a branching312
ratio of 40.5%. The νe from muon decays contribute to313
most of the flux in the low energy region, below 1.5 GeV,314
while above that energy almost all of the νe flux comes315
from kaon decays (Fig. 2). A more detailed discussion316
of the uncertainties contributing to the νe flux can be317
found in [4]. As the physics processes leading to νe from318
muon decay and from kaon decay are diﬀerent, the anal-319
ysis presented in this paper extracts a measurement of320
their separate contributions to the flux, as well as the321
inclusive flux of νe.322
B. Neutrino interactions model323
Neutrino interactions in ND280 are simulated using324
the neut [23] event generator. This generator covers325
the range of neutrino energies from several tens of MeV326
to hundreds of TeV, and it simulates the full range of327
nuclear targets used in the Near Detector. In the sim-328
ulation neutrino interactions are generated in the entire329
ND280 volume on both active and inactive targets, pro-330
viding the necessary information for the signal and for the331
backgrounds coming from interactions occurring outside332
of the ND280 inner detectors. A complete description of333
the models used in the T2K simulation is given in [24].334
The dominant cross section process at the peak of the335
T2K beam energy is Charged Current Quasi-Elastic scat-336
tering (CCQE): νl + N → l + N while at higher en-337
ergies, above the pion production threshold, single pion338
production (CC1π) and deep inelastic scattering (DIS)339
contribute to the total charged current cross section.340
In neut, CCQE interactions are simulated using the341
model of Llewellyn Smith [25], with the nuclear eﬀects de-342
scribed by the relativistic Fermi gas model of Smith and343
Moniz [26, 27]. The form factors describing the vector344
and the axial masses are parameterized withMV = 0.84345
GeV and MA = 1.21 GeV. The Fermi momentum is set346
to 217 (225) MeV/c and the binding energy to 25 (27)347
MeV for carbon (oxygen).348
The pion production is simulated in neut using the349
model of Rein and Sehgal [28]. Below neutrino energies350
of 2 GeV, 18 resonances and their interference terms are351
simulated. For 20% of the ∆ resonances neut simulates352
pion-less decay in which the ∆ de-excites without emit-353
ting pions.354
Multi-pion and DIS processes are simulated using the355
GRV98 parton distribution functions [29]. If the invari-356
ant mass of the hadronic system (W ) is in the range357
1.3 < W < 2.0 GeV/c2 only pion multiplicities greater358
than one are considered to avoid double counting with359
the Rein and Sehgal model. For W > 2.0 GeV/c2360
PYTHIA/JETSET [30] is used, applying the corrections361
in the small Q2 region developed by Bodek and Yang [31].362
Additional details on the neut simulation can be found363
in [1].364
1. Neutrino interactions uncertainties365
The modeling of the neutrino interactions constitutes366
an important source of systematics for all T2K analyses.367
A detailed description of the uncertainties can be found368
in [14]. Only a brief summary of the systematics is given369
here.370
a. CCQE model uncertainty Recent measurements371
of CCQE scattering in the 1 GeV region [32] show large372
discrepancies on the measurement of the axial massMQEA373
with respect to older measurements. The strategy that is374
chosen in T2K analyses is to allow the ND280 νµ CC sam-375
ples to constrain this parameter, including a large prior376
uncertainty (σMQEA
= 0.43 GeV) to account for the dif-377
ference between the neut nominal value and the neut378
best-fit to the MiniBooNE data. Additional degrees of379
freedom are allowed by three independent CCQE nor-380
malization factors (xQE1,2,3) for diﬀerent neutrino energy381
ranges. Below 1.5 GeV an uncertainty of 11% is assigned382
to xQE1 , corresponding to the uncertainty of the Mini-383
Figure 2.5: Predicted νe flux, broken down by the particle that decays to produce the
neutrino [54].
pions produce νe directly, decaying thr ugh π+ → e+νe. Finally, 5.1% of charged kaons
decay through K+ → π0e+νe, and 40.5% of neutral kaons decay through K0L → π−e+νe.
Figure 2.5 shows the predicted νe flux broken down by the particle that decayed to
produce the neutrino.
After the neutrinos have been produced, the hadrons, charged leptons and oth
by-products must be stopped. This is done using a 75 ton graphite beam dump at the
end of the decay volume. This stops all hadrons, but only stops muons with energy below
5GeV. A muon monitor (MUMON) is therefore placed behind the beam dump, and is
used to help monitor the direction of the beam by detecting these muons [55].
2.2 INGRID on-axis n ar det ctor
INGRID is another detector used to monitor the direction of the beam. It is l cated
280m from the target, on the axis of the beam. Whereas MUMON detects muons from
pion decay, INGRID instead detects neutrino interacti ns. The detector consists of 14
identical modules arranged in a plus-sign configuration, with 2 extra oﬀ-diagonal modules,
as shown in Figure 2.6. Each INGRID module consists of iron plates interleaved with
plastic scintillator layers. The plastic scintillator yers use the same technology as the
scintillator detectors in ND280, and will be described in detail in the next section. In brief,
however, the muons created through νµ CC interactions cause the scintillator to produce
light, which is then guided to the end of each bar through a wavelength-shifting (WLS)
fibre. The light is then detected using a Multi Pixel Photon Counter (MPPC). By having
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Figure 2.6: Schematic of the INGRID on-axis near detector (left) and an example recon-
structed muon track in one of the modules (right).
multiple layers of scintillator in alternating orientations, it is possible to reconstruct a
3-dimensional track of the path the muon took, as is also shown in Figure 2.6.
2.3 ND280 oﬀ-axis near detector
ND280 is the oﬀ-axis near detector, and is the detector used for this analysis. Like
INGRID, it is located 280m from the target, but is 2.5◦ oﬀ-axis. Both INGRID and
ND280 are located in a cylindrical pit dug into the ground. The walls of the pit are
lined with concrete, and the ground surrounding it is mostly sand. Figure 2.7 shows
an exploded view of ND280, highlighting the many subdetectors that comprise it. The
central Tracker region contains three gas-based time projection chambers (TPCs [56])
and two scintillator-based fine-grained detectors (FGDs [57]). The FGDs and TPCs
are complementary detectors, with the relatively dense FGDs serving as the target for
neutrino interactions, and the light TPCs then tracking any charged particles that are
produced. Upstream of the Tracker is the π0 detector (PØD [58])—optimised for studying
interactions with a π0 in the final state—which consists of scintillator, water and brass
layers. Surrounding the Tracker and PØD are electromagnetic calorimeters (ECals [59])
containing layers of scintillator and lead. All these subdetectors are in a horizontal
magnetic field perpendicular to the beam direction, which is approximately 0.2T in
strength. Surrounding the entire detector is a magnet return yoke to make the magnetic
field more uniform and limit its extent outside the detector. The yoke is instrumented
with more plastic scintillator to form the side muon range detectors (SMRDs [60]).
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Figure 2.7: Exploded view of the ND280 oﬀ-axis near detector.
The ND280 co-ordinate system is defined such that horizontal in the direction of the
beam is +z, vertical is +y, and +x completes the right-hand rule, as shown in Figure 2.7.
The analysis in this thesis primarily uses the TPCs, FGDs and ECals, so the PØD
and SMRD will not be described in detail.
2.3.1 Fine-grained detectors: FGDs
ND280 contains two FGDs: the upstream one, FGD1, consists solely of plastic scintillator
layers, while the downstream one, FGD2, also contains water layers. The analysis in this
thesis uses FGD1 as the active interaction target. This means that in a signal event the
neutrino interacts with an atom in the plastic scintillator, and the charged lepton resulting
from a CC interaction then causes scintillation. The plastic scintillator is polystyrene
((C8H8)n) doped with 1% PPO (C15H11NO) and 0.03% POPOP (C24H16N2O).
Each FGD is composed of layers of scintillator bars, with each bar having dimension
9.61mm × 9.61mm × 1864.3mm. The bars are orientated perpendicular to the beam,
with subsequent layers alternating between x and y orientations. FGD1 consists of
30 layers of 192 bars each, and FGD2 has 14 layers arranged in 7 xy modules, with 6
water layers interleaved between the modules. This design is chosen such that neutrino
cross-sections on water can be calculated by comparing interaction rates in FGD1 and
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Figure 2.8: A 1.3× 1.3mm2 MPPC showing the pixel grid (left) and the packaging in which
it is mounted (right).
FGD2. As SK is a water Cherenkov detector, it is the cross-section on water that is most
important to be understood.
Each scintillator bar has a wavelength-shifting fibre running through its length, in a
hole in the middle of the bar. The plastic scintillator emits light at a peak wavelength
of 420 nm, and the WLS fibre is well-matched with an absorption spectrum centred at
430 nm. The emission spectrum of the fibre is centred at 476 nm however, and as there is
little overlap between the emission and absorption spectra, there is little self-absorption
as the light travels along the fibre. One end of the fibre is coated with aluminium to
form a mirror, while the other end is attached to a Multi Pixel Photon Counter (MPPC).
An MPPC measures and digitises the light signal and, unlike a photo-multiplier
tube (PMT), is able to operate in the 0.2T magnetic field. An example of an MPPC is
shown in Figure 2.8. The MPPC consists of 667 individual pixels covering an area of
1.3× 1.3mm2. When a photon from the fibre strikes a pixel it creates a photoelectron
which then generates an avalanche. Each pixel operates as a binary device—either a
photon was detected or not—and the signal of the MPPC as a whole is the sum of the
number of pixels fired. The size of the signal depends on the overvoltage applied to the
MPPC, and careful calibration is required to normalise the response of each bar to the
same level. Individual pixels can also generate a signal even when there is no incident
photon. This “dark noise” means that if an MPPC only has a few pixels fire, it was
likely due to noise rather than incident photons, and should be ignored when trying to
reconstruct particle tracks.
The granularity with which particles can be tracked is limited by the 1× 1 cm2 cross-
sectional area of the scintillator bars. Particles that only travel a short distance may
not create enough “hits” (bars which had their MPPC triggered) for the track to be
reconstructable, and two co-linear tracks may appear to be a single track with higher
charge.
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Figure 2.9: Cutaway view of a TPC module, showing the outer and inner walls and the
MicroMEGAS detectors and their electronics.
2.3.2 Time projection chambers: TPCs
Each of the three ND280 TPCs are filled with 3000 litres of Argon-based gas. An electric
field is applied through the gas, parallel to the 0.2T magnetic field, from a central
cathode to anodes at each side of the TPC. Charged particles ionise the gas, and the
ionisation electrons drift towards the electrical anodes. Here, MicroMEGAS detectors
amplify the signal and the analogue signal is recorded. A diagram of a TPC is shown
in Figure 2.9. Each side of each TPC is instrumented with 12 MicroMEGAS modules,
with each module split into 1728 pads in 48 rows and 36 columns. Each pad is 7.0mm
× 9.8mm, so is similar in size to the polystyrene bars in the FGD. All the pads in the
TPC are in the same (yz) plane, and the x co-ordinate is determined by the relative time
diﬀerence between hits.
The TPC is able to provide much better tracking of particles than the FGDs due to
its larger volume, and the fact that all the pads are in the same orientation and provide
three-dimensional hits, rather than the alternating xz and yz layers of two-dimensional
hits of the FGD. The TPCs are also able to provide excellent momentum resolution by
measuring the curvature of a particle in the magnetic field, and are also able to identify
the particle type based on the energy loss along the track. These capabilities will be
explained in more detail in Section 3.3.
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2.3.3 Electromagnetic calorimeters: ECals
The ECals use the same technology as the FGDs, but are coarser in granularity. Each bar
is 1 cm × 4 cm, and there are layers of 1.75mm-think lead between each layer. The lead
helps to contain electromagnetic showers, and so the ECal is able to distinguish between
electrons (which create a shower) and muons (which do not). The lead layers also increase
the probability for a photon to shower, making their detection much more eﬃcient. There
are 13 separate ECal modules, as was shown in Figure 2.7. The Downstream ECal
(DsECal) consists of 34 layers, for a total thickness of 10.6 radiation lengths (10.6 X0),
with each bar read out by two MPPCs—one at each end of the fibre. The six Barrel ECal
modules surround the Tracker region, and consist of 32 layers each, for a total thickness
of 9.7 X0. The long bars running in the z direction are read out by two MPPCs. The
bars perpendicular to these are much shorter, so are read out by one MPPC, and have
the other end of the fibre mirrored. The six PØD ECal modules surround the PØD, and
are not used in this analysis.
2.3.4 Data acquisition and processing
The ND280 data acquisition system (DAQ) is responsible for triggering the readout of
ND280 data and storing it for future retrieval.
The three main triggers for reading physics data are
• Beam trigger: when beam is extracted from the main ring and through the
neutrino beamline, a signal is sent from the neutrino beamline to the ND280 DAQ
to instruct it to record data
• FGD cosmic trigger: if there is no beam trigger, but coincident hits are seen
in both FGDs, the data is recorded as the hits are likely to have been caused by
a cosmic ray muon, and these events are useful for calibration and calculating
systematic uncertainties
• TRIP-t cosmic trigger: if there is no beam trigger, but hits are seen on opposite
sides of the detector (top and bottom SMRDs, left and right SMRDs, PØD and
DsECal), then data is recorded as these are again likely to have been caused by
cosmic ray muons. A pre-scaling is applied based on the approximate direction of
the track, so that the data is not dominated by vertical muons. This is referred to
54 T2K and the ND280 near detector
as the TRIP-t cosmic trigger as the TRIP-t ASIC chip is used in the electronics of
the PØD, ECal and SMRD subdetectors.
The data is first stored at the KEK computing centre in Japan, before being replicated
to TRIUMF in Canada and RAL in the UK. Processing of the data through the software
chain detailed in Chapter 3 currently takes place at TRIUMF, allowing for a very rapid
turnaround as new data is taken. Monte Carlo production is more distributed, with
processing taking place at many institutions in North America and Europe.
2.4 Super-Kamiokande far detector
Super-Kamiokande (SK) is a cylindrical water Cherenkov detector containing 50 ktons of
pure water. The inner detector consists of 11,146 20￿￿ PMTs and surrounds the central
35,000 tons of water. The outer detector consists of 1,885 8￿￿ PMTs facing outwards, and
acts as a veto for particles originating outside of the inner volume of the detector.
A charged particle that is travelling faster than the speed of light in the material it is
passing though produces Cherenkov radiation, and it is this radiation that the PMTs
detect. The radiation is emitted at an angle of cos θ = 1/nβ, where n is the refractive
index of the material, β = v/c, and v is the speed of the particle. For relativistic particles
in water, the light is emitted at an angle of 42◦. As the particle loses energy and slows
down it stops emitting Cherenkov radiation, so a ring of light is observed on the side of
the detector. Electrons and muons can be distinguished by how sharp and well-defined
this ring is, and example rings are shown in Figure 2.10. This is because electrons
create an electromagnetic cascade producing multiple Cherenkov rings in slightly diﬀerent
directions, whilst a muon generates a single ring with well-defined edges.
The primary cause of electron mis-identification is due to a π0 decaying to two photons.
Photons and electrons cannot be distinguished, as they both produce electromagnetic
cascades. If one of the photons is not reconstructed, either because it is very low energy or
the two photons are very co-linear, then a single electron-like ring is observed, mimicking
the νe signal. Improving knowledge of the NC1π0 cross-section on water is therefore one
of the most important goals of ND280.
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Figure 2.10: SK event display for an electron-like data event (left) and a muon-like data event
(right).
2.5 Importance of understanding νe characteristics
Knowledge of the νe component of the T2K beam is critically important when studying
νµ → νe appearance. Although νe account for only 1% of the produced neutrinos
(see Section 2.1.2), they are the dominant background at Super-Kamiokande due to νµ
disappearance and cuts being applied to select electron-like events. For sin2 2θ13 = 0.1,
21.6 events are expected in the current analysis, of which 17.3 are true νe from νµ
oscillations, 3.2 are from intrinsic νe in the beam, and 1.1 are from other backgrounds [23].
So, intrinsic νe are three times as large a background as all other backgrounds combined.
Improved knowledge of νe cross-sections and the νe flux is therefore critical to not
only reduce systematic errors on the expected number of signal events, but also on the
dominant background. This thesis describes the first measurement of the νe cross-section
on carbon at energies relevant to T2K.
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ND280 software
ND280 uses a custom software suite based on ROOT [61] and Geant4 [62] to simulate and
analyse data. The majority of the software uses the oaEvent library, which was developed
specifically for ND280 and provides a common framework for reading, manipulating and
saving information about an event. The “oa” prefix of oaEvent stands for “oﬀ-axis”, and
the same prefix is used for naming many other pieces of the ND280 software.
As ND280 is a complicated detector, the software is split into multiple packages
that each perform a specific role. The ND280 Monte Carlo simulation proceeds in the
following stages.
1. Simulate the flux of neutrinos arriving at ND280.
2. Simulate neutrino interactions—using either the NEUT or GENIE generators—
determining where in the detector the interaction occurs, and the products of the
interaction.
3. Combine multiple neutrino interactions to simulate a spill, and use Geant4 to
propagate the products of the interactions (this package is called nd280mc).
4. Simulate the response of the detector and electronics (elecSim).
5. Apply calibration to the detector output (oaCalib).
6. Reconstruct particle tracks and showers from the hits (oaRecon).
7. Summarise the reconstruction and truth information into a format ready for analysis
(oaAnalysis).
8. Analyse the results (highland).
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When processing data, the first four stages are replaced by unpacking the data and
converting it into a format ready for oaCalib. The rest of this chapter details the most
important aspects of the software chain.
3.1 Monte Carlo event simulation
3.1.1 Neutrino flux prediction
The neutrino flux is predicted using a simulation that starts by tracking protons in the
primary beamline and ends when hadrons decay to produce neutrinos in the decay volume.
FLUKA2008 [63] is used to simulate 30GeV protons impinging on the target and baﬄe,
and GEANT3 [64] is used to propagate the resulting particles through the secondary
beamline. Particles are tracked through the decay volume until they either interact
or decay, with the particle decays calculated using the latest PDG branching fractions
and decay rates. The properties of any resulting neutrinos are saved, including the full
interaction chain that produced the neutrino. This allows events to be re-weighted based
on external hadron interaction data, the measured beam profile, or other external data.
The initial flux simulation is tuned using both external data and beamline measure-
ments. NA61/SHINE is a dedicated hadron interaction experiment at CERN, and was
designed to measure the hadrons produced by 31GeV/c protons colliding with a graphite
target [65]. The experiment has collected data using both a thin (2 cm) graphite target
and a replica of the T2K target, and the experiment can detect pions in 90% of the
phase-space relevant to T2K, and kaons in 60% of the relevant phase-space. Diﬀerences
between the NA61 data and FLUKA2008 simulation are used to re-weight the neutrino
spectra expected at ND280 and Super-Kamiokande, and data from other experiments
are used in the regions of phase-space that NA61 does not cover [66, 67].
As well as NA61 data, diﬀerences between the measured and simulated beam profile in
each T2K run are used to re-weight the flux. The T2K beam group provides re-weighting
histograms as a function of true neutrino energy for each T2K run. As an example, the
re-weighting applied to the νe flux for one T2K run is shown in Figure 3.1.
The FLUKA2008-based simulation described above is used in this analysis, and is
tuned using NA61 thin target data and beamline measurements. In future T2K analyses
a new flux prediction will be used, which uses FLUKA2011 instead of FLUKA2008, and
ND280 software 59
 (GeV)νE
0 1 2 3 4 5 6 7 8 9 10
11
b 
tu
n
in
g 
v
3.
2/
 
11
a 
n
o
m
in
al
 
flu
x
1
1.2
1.4
1.6
1.8
Figure 3.1: ND280 νe flux re-weighting applied to simulated data, based on NA61 data and
the measured beam profile for one T2K run (Run 3c).
includes the NA61 replica target data. The eﬀect of flux re-weighting in future analyses
will therefore be much less than the 10–20% eﬀect shown in Figure 3.1.
3.1.2 Neutrino interaction simulation: NEUT
The NEUT [45] event generator is used to simulate neutrino interactions in ND280.
Neutrino energies from tens of MeV to hundreds of TeV can be simulated, and interactions
on all the elements in ND280 are handled. Signal and background interactions are
simulated in the entirety of ND280, up to and including the magnet return yoke. In
reality, neutrinos can also interact outside the magnet volume, in the concrete walls of
the pit or sand surrounding it, and a special “sand” Monte Carlo is used to estimate
the impact of these events on an analysis. This will be described in more detail in later
sections.
The properties of neutrinos simulated by the beam group are used as the input to
NEUT, and dictate the energy, position, direction and flavour of incoming neutrinos.
Combining this with a model of the ND280 geometry (described in Section 3.1.3), NEUT
tracks the neutrino and calculates the interaction probability on all the matter that it
crosses. A pseudo-random number generator then determines whether an interaction
should be simulated, along with its position and mode.
As mentioned in Section 1.2, the dominant interaction modes at ND280 are quasi-
elastic scattering (CCQE) at low energies, single pion production (CC1π) above the
pion production threshold, and deep inelastic scattering (DIS) at high energies. This
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section will briefly outline the interaction models used in NEUT for each process. A
more complete description can be found in References [51] and [53].
NEUT uses the Llewellyn Smith model [68] to simulate CCQE interactions, and
uses Smith and Moniz’s relativistic Fermi gas model to describe the nucleons within the
nucleus [69, 70]. For carbon, the Fermi momentum is set to 217MeV/c and the binding
energy to 25MeV.
Pion production is simulated using Rein and Sehgal’s model [71]. Eighteen resonances
and their interference terms are simulated, and 20% of the Delta resonances undergo
pion-less Delta decay, in which the Delta de-excites without emitting a pion.
Multi-pion and DIS processes are simulated using two distinct processes, depending
on the energy of the hadronic system. PYTHIA/JETSET [72] is used for energies above
2GeV, and internal NEUT code is used below this limit, as PYTHIA/JETSET does not
reproduce experimental data well at lower energies.
After simulating the initial interaction, final state interactions must be simulated by
propagating the resulting particles to the edge of the nucleus. Each particle is stepped
through the nucleus, with the probability of an interaction (such as charge exchange,
absorption or scattering) calculated at each step. If an interaction occurs, the resulting
particles are then used for stepping through the rest of the nucleus. This cascade continues
until all particles have reached the edge of the nucleus.
3.1.3 ND280 detector simulation: nd280mc
NEUT only simulates individual neutrino interactions, so the ND280 detector simulation
first groups them into spills. The number of interactions in a spill is defined by the beam
intensity that is being simulated, with Poisson variations around the expected number.
The interactions are then distributed in time according to the beam bunch structure.
nd280mc then uses ROOT and Geant4 to simulate the passage of the outgoing particles
from each interaction through the ND280 detector. The geometry of the detector is
simulated in ROOT, with the composition and size of each element taken from design
specifications. If the “as-built” geometry diﬀers from the design, components can be
shifted using alignment constants. The simulated geometry is very detailed, with each
scintillator bar modelling the central hole through which the wavelength-shifting fibre
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runs, the rounded corners of the bar and the epoxy used to glue bars together, for
example.
Geant4 uses the ROOT geometry to propagate particles through the detector, simulat-
ing particle interactions, decay and energy deposition. The output of nd280mc includes
the time, position and amount of energy deposited by each particle—in a list of Geant4
“hits”—and this information is then used in elecSim to simulate the detector response to
particles passing through the detector.
3.1.4 Detector and electronics simulation: elecSim
elecSim takes the list of Geant4 hits from nd280mc and simulates the response of
the detector. In the scintillator detectors, the light produced by the scintillator, the
propagation of light along the fibre and the response of the MPPCs are all simulated. In
the TPC, the drift of ionised electrons and the response of the MicroMEGAS is simulated.
In both cases the eﬀect of the readout electronics is then simulated, to produce an output
in the same format as the real data.
3.2 Detector calibration: oaCalib
The oaCalib package is responsible for calibrating the ND280 data. The calibration group
produce calibration constants that are valid for a specific period of data, and these are
stored in a database, which is then queried by oaCalib.
The scintillator-based detectors all use the same technology and use similar techniques
to calibrate the light yield and time of hits. The two main datasets used for calibration
are “pedestal” triggers and “cosmic” triggers. The pedestal triggers are taken at random
times and generally are empty events with no particles travelling through them. This
allows the “dark noise” of the MPPCs to be measured, which is the signal produced
when no light is incident on the sensor. The cosmic triggers select high energy cosmic ray
muons. The high energy means that they travel in straight lines and are not significantly
deflected by the magnetic field. Simple reconstruction algorithms can then be used to
extrapolate the path the particle took and calculate the expected energy deposit in each
bar. The response of diﬀerent bars to these minimally-ionising particles allows bar-to-bar
variations to be calibrated. Timing calibration accounts for both bar-to-bar variation
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and delays introduced by the readout electronics. Bar-to-bar variations, for example,
are calibrated by comparing the diﬀerence in recorded hit times between bars to the
diﬀerence expected for a particle travelling at the speed of light. There is no precise
inter-detector timing calibration in the data used in this analysis, and deviations of up
to 10 ns are observed between the TPCs and the ECal modules. Both the reconstruction
and analysis are designed so that these deviations do not significantly aﬀect the analysis.
Full inter-detector timing calibration at the 1 ns level is expected in future T2K analyses,
and this will allow the direction of tracks—either forwards-going or backwards-going—to
be more reliably determined.
Unlike the scintillator detectors, the TPCs must also calibrate for the reconstructed
position of particles due to distortions of the electric and magnetic fields. A dedicated
laser system is used for this, and will be discussed more in Section 5.1.1 in the detector
systematics section. The energy deposited in the gas by charged particles, the drift
velocity of ionised electrons in the gas, and the gain of the electric field are also calibrated.
3.3 Event reconstruction: oaRecon
The ND280 reconstruction is broken down into two phases: local reconstruction and
global reconstruction. In local reconstruction, each subdetector groups hits (MPPCs
or MicroMEGAS pads with charge above a noise threshold) together to form tracks
and showers. Global reconstruction then combines these tracks and showers to form
a complete picture of an event. Figure 3.2 shows an example of the local and global
reconstruction results for the same event. Although an attempt is made to identify the
type of particle that created each global track, it is generally more powerful for each
analyser to combine the particle identification (PID) capabilities of the local reconstruction
algorithms according to their own needs. As will be described in Chapter 4, this analysis
uses the TPC and ECal modules for PID purposes. The momentum of each global track
is reconstructed assuming various particle hypotheses, and the analyser is then free to
choose whichever is most appropriate for their analysis.
3.3.1 TPC reconstruction: tpcRecon
The TPCs are key to reconstructing particles in the Tracker region, due to the excellent
tracking capabilities they provide. As will be shown in Chapter 4, this analysis requires
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Figure 3.2: Results of the local (left) and global (right) reconstruction algorithms for the
same event. The long global track consists of segments in the PØD, TPC1, FGD1,
TPC2, FGD2, TPC3 and the DsECal. The colour of each track is related to the
energy deposited by the object.
tracks to pass through the TPC for them to be considered in the analysis, so that good
momentum resolution and PID can be attained.
The output of each MicroMEGAS pad is a waveform of the charge readout as a
function of time, and the first stage of tpcRecon is to scan this waveform to determine
the periods in which the charge was above a noise threshold. Adjacent pads in the same
horizontal row that have overlapping charge peaks are combined into clusters, and these
clusters are then combined using a cellular automaton to create the two-dimensional set
of pads corresponding to a track. Reconstruction occurs separately in each of the three
TPCs, and long tracks that span multiple TPCs are merged later in trackerRecon and
globalRecon.
Although the time of each peak in the waveform is known, there is an ambiguity when
trying to determine the x co-ordinate of a particle and the time it passed through the
detector (remembering that the x co-ordinate is along the drift direction of the TPCs). A
particle that arrives early and far from the anode will produce peaks in the waveform at
the same time as a particle that arrives late but close to the anode. tpcRecon therefore
looks at hits in the neighbouring FGDs to break the degeneracy. The TPC track is
extrapolated in the yz plane, and the time of the closest FGD hit to the extrapolated
track is taken as T0, the start time of the TPC track. If there are no suitable hits in the
FGDs, then hits in the PØD and ECal are also examined, for TPC1 and TPC3 tracks,
respectively.
Particle identification in the TPCs is based on the energy the particle loses as it
travels. Energy loss is governed by the Bethe equation, and is dependent on β ≡ v/c. If
the momentum of the particle is known, one can compare the measured energy loss with
that expected for particles with diﬀerent masses. The “pull” from particle hypothesis α,
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Figure 3.3: Measured and expected energy loss in the TPC, demonstrating the excellent
particle identification capabilities.
δα, is then defined as
δα =
dE/dxmeas − dE/dxαexp
σαmeas
, (3.1)
where dE/dxmeas is the measured energy loss, dE/dxαexp is the expected energy loss for
particle type α and σαmeas is the uncertainty on the measured energy loss. Figure 3.3
shows the measured dE/dx and the energy loss expected for diﬀerent true particle types.
3.3.2 FGD reconstruction: fgdRecon
FGD reconstruction is performed in two stages: TPC-FGD matching and FGD-only
reconstruction. In TPC-FGD matching, the TPC tracks reconstructed by tpcRecon are
extrapolated into the FGD volumes. A Kalman filter is used to determine which hits in
the FGD should be added to the track, and the incremental addition of hits to the track
proceeds from the layer nearest the TPC track to the layer furthest away. If no hits are
added in two consecutive layers, then propagation stops and no more hits are added to
the track.
In FGD-only reconstruction, a simple clustering algorithm is used to create tracks
using only the FGD hits that were not used in the TPC-FGD matching stage. FGD hits
are first clustered into time-ordered groups, with a gap of at least 100 ns between adjacent
groups. In each time group, hits in adjacent layers are clustered into segments, segments
are connected if they form a line that is nearly straight, and the connected segments are
then combined into tracks. Due to the requirement of having hits in multiple layers, this
algorithm breaks down for tracks perpendicular to the beam. Although specific exceptions
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have been coded to handle these cases, the performance of FGD-only reconstruction is
very poor for tracks with cos(θ) < 0.3, where θ is measured from the +z axis. Further,
FGD-only reconstruction generally fails to find tracks that are less than 10 cm in length.
FGD hits are also used to tag the presence of a Michel electron (a delayed electron
produced when a muon decays). Any time groups that contain a significant amount of
charge, but are more than 100 ns from the beam time, are tagged as Michel electron
candidates.
3.3.3 ECal reconstruction: ecalRecon
The TPCs and FGDs only attempt to reconstruct particle tracks. The ECal is diﬀerent
as the high density of lead can cause electrons and photons to shower, so both tracks
and showers must be reconstructed. One of the features of a particle shower is that a
photon may traverse several layers before converting into an e+e− pair, and so hits in
the same shower may not be immediately adjacent. ecalRecon starts by using a simple
nearest-neighbour algorithm to create basic 2-dimensional clusters of hits that are within
two layers and one bar of each other. These clusters are then combined if they are close
together in time and are pointing in the same direction. Any unclustered hits that are
close to the combined cluster are then added. Finally, the 2D clusters from the two
diﬀerent views—for example the xz and yz views for the DsECal—are combined to form
3D clusters.
Particle identification in the ECal uses a multi-variate analysis (MVA) based on the
shape and charge distribution of the 3D object. Tracks from muons and other minimally-
ionising particles are expected to be long and thin, with uniform energy deposition along
the track; electromagnetic showers are expected to appear more spherical, with highly
non-uniform energy deposition. The specific variables used by the MVA are
• circularity: the ratio of the major and minor axes from a principal component
analysis of the position of hits in the cluster
• QRMS: the RMS of the charge distribution of hits
• FrontBackRatio: the ratio between the charges in the first and last quarter of the
track
• TruncatedMaxRatio: the ratio between the charges in the layers with highest and
lowest charge, after removing the higher and lower 20% of hits.
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Log-likelihood ratios are formed to distinguish between how well the cluster matches
diﬀerent particle category hypotheses. The variables available are
• RMIP/EM which distinguishes between minimally-ionising particles—such as muons—
and electromagnetic showers
• REM/HIP which distinguishes between electromagnetic showers and highly-ionising
particles such as protons
• RMIP/Pion which distinguishes between minimally-ionising particles and showering
pions.
An estimate is also made of the electromagnetic energy deposited in the ECal by the
object, and this is referred to as EEM.
3.3.4 Global reconstruction: globalRecon
The final stage of the reconstruction chain is to combine the results of all the local
reconstruction algorithms. The RecPack toolkit [73] is used for this, which provides tools
for extrapolating tracks beyond the hits they use, Kalman filters for determining how well
other reconstructed tracks match the extrapolated track, and Kalman filters for fitting
the resulting merged track. RecPack accounts for processes such as bremsstrahlung
radiation and multiple scattering, and utilises a simplified geometry of the detector with
the correct average density for each major component.
As the TPCs provide the best spatial and momentum resolution, they are used as
the basis for extrapolation. A reduced version of globalRecon, called trackerRecon, first
attempts to merge TPC and FGD tracks into longer Tracker tracks. globalRecon then
takes over and attempts to match Tracker tracks with PØD and ECal objects, and to
hits in the SMRD. PØD ECal objects are not considered for matching by globalRecon in
the software version used in this analysis. This does not impact this analysis, however,
as it is based in the Tracker region, downstream of the PØD ECal.
Once all the global tracks have been formed, they are each refit assuming diﬀerent
particle hypotheses. The main use of these alternate fits is to determine most accurately
the momentum of the track, once the analyser has decided the particle type. Fits are
currently performed assuming the electron, muon and proton hypotheses. Tracks are
generally assumed to be travelling forwards (towards +z), unless the track passes through
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both FGD1 and FGD2. In that situation, the track is reversed if the time of the FGD2
segment is before the time of the FGD1 segment.
68
Chapter 4
Event selections
The aim of this analysis is to measure the charged-current νe cross-section on carbon.
A selection of νe CC interactions, characterised by having an electron in the final state,
is therefore required. A significant background in the selection comes from photons
converting into electron-positron pairs, so a second sample is used to constrain this
background. In this chapter, Section 4.1 details the νe event selection and Section 4.2
details the γ event selection.
The analysis is performed with all ND280 data taken in 2010–2013 that passes the
standard beam quality and ND280 data quality checks. This corresponds to a total of
5.90 × 1020 POT. T2K data is assigned a run number based on the calendar year in
which it was taken, with letter suﬃxes used for logically distinct subsets of each run.
Because of the diﬀerent beam and detector conditions, the Monte Carlo for each run is
weighted to the POT for the equivalent data run separately, as shown in Table 4.1. The
main configuration diﬀerences between each run are:
• In Run 1 (in 2010), the Barrel ECal modules were not installed, and only the
DsECal was present. In all subsequent runs, the DsECal and Barrel ECal are both
present.
• In Run 1, each beam spill consisted of 6 bunches. There are 8 bunches for all
subsequent runs.
• The PØD contains water bags that can be filled with either air or water. The details
of whether the bags are filled are shown in Table 4.1.
• The beam power has increased over time, and three separate beam powers are
simulated (beama, beamb and beamc). Diﬀerences between the simulated and true
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T2K run
Data POT MC POT
PØD water status MC beam power
(×1019) (×1020)
Run 1 1.7 2.0 water beama
Run 2 (water) 4.3 5.0 water beamb
Run 2 (air) 3.6 5.0 air beamb
Run 3b 2.1 2.3 air beamc
Run 3c 13.5 13.5 air beamc
Run 4 (water) 16.2 25.0 water beamc
Run 4 (air) 17.6 14.0 air beamc
Total 59.0 66.8
Table 4.1: Definition of T2K runs and the amount of data and MC POT used in the analysis.
beam powers do not aﬀect the number of neutrino interactions (as that is based
on the amount of POT analysed), but does aﬀect the piling up of events. This is
discussed in the detector systematics section.
• In Run 3a, the magnetic horns that focus the beam were switched oﬀ, so data from
this period is not used.
• In Run 3b, the magnetic horns operated at 205 kA, rather than the nominal 250 kA.
Overall, the Monte Carlo simulates 11.3 times the data POT. The NEUT version
5.1.4.2 nd280 prediction is used for the MC plots in this chapter, with the NA61 flux
tuning applied, as explained in Section 3.1.1. The Monte Carlo prediction is normalised
to the amount of data POT.
4.1 νe interaction selection
The selection of νe interactions in ND280 is diﬃcult due to the small fraction of νe in the
T2K beam. This component is expected to be of the order of 1% of the total neutrino
flux, and to select it the large number of νµ interactions have to be rejected. For this
reason a fundamental tool for this analysis is the particle identification (PID). As will be
shown, this analysis combines the TPC and the ECal PID capabilities to reject more
than 99.8% of the muons from νµ interactions. However, νµ interactions—either inside
or outside the FGD—can also produce photons that then convert into electron-positron
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pairs in the FGD. These γ conversions are the main source of background for the analysis,
and are a much larger component than the few muons that are misidentified as electrons.
As the goal of this analysis is to measure the νe cross-section on carbon, FGD1 is used
as the interaction target. FGD2 contains water layers, and using that as an interaction
target would yield a combined carbon/oxygen cross-section, which is less useful for the
community. The most directly relevant measurement for T2K would be to measure the
cross-section on water, by combining the FGD1 and FGD2 information. Unfortunately,
such a statistical subtraction is infeasible using the statistics expected with the current
dataset, although such a measurement should be pursued in the future.
The first stage of selecting CC νe interactions is to select events with lepton tracks
starting in FGD1. These criteria are shared with the ND280 νµ analyses, and aim to
• reject the large background from “sand muons”, produced by neutrino interactions
in the sand or the concrete walls of the ND280 pit
• reject the background from neutrino interactions in the magnet, which produce
tracks that enter the Tracker or produce neutral particles that may interact in the
FGD
• retain a high eﬃciency.
The νe-specific selection then has the additional goals of
• rejecting the muons produced in the large number of νµ interactions
• rejecting neutrino interactions inside or outside the FGD producing photons that
convert into e+e− in the FGD.
Taking into account these points, the following criteria are used to select νe candidates.
1. Event quality: use only events selected with the beam trigger and compatible
with one of the 8 bunches (6 bunches for Run 1).
2. Track selection: select the highest-momentum negative track of the event that
contains a reconstructed segment in the TPC, and require it to have a momentum
greater than 200MeV/c. This track is referred to as the lepton candidate.
3. FGD FV: require that the start position of the lepton candidate is in the FGD1
Fiducial Volume (FV).
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4. TPC quality: require that the track passes through enough of the TPC that good
particle identification and momentum resolution is attained.
5. PID: use TPC2 and the ECal to select electrons.
6. 2nd TPC PID: if the track also uses TPC3, apply further particle identification.
7. TPC veto: require there are no high-momentum tracks in TPC1.
8. Pair veto: to reject γ → e+e− conversions, require that there is not an electron-
positron pair with a low invariant mass.
9. PØD veto: require there are no reconstructed objects in the PØD.
10. ECal veto: require there to be no reconstructed objects in the ECal upstream of
the lepton candidate.
After the ECal veto cut, the selection is split into two branches: one to increase the
purity of CCQE-like events, and one to increase the purity of CCnonQE-like events.
Although the two branches are mutually exclusive (so no event passes both sets of cuts),
some events will fail both branches. In this way, the overall purity of the selection is
improved.
The following cuts are applied to enhance the purity of CCQE-like interactions in the
CCQE branch:
11. No Michel: require that there are no Michel electron candidates in the spill.
12. 1 FGD track: the lepton candidate is the only reconstructed track in FGD1.
The following criteria are applied to enhance the purity of CCnonQE-like interactions
in the CCnonQE branch of the analysis:
11. CCnonQE: there is either :
• a Michel electron candidate and/or
• there is at least one other track starting near the lepton candidate.
Example event displays of events entering the CCQE and CCnonQE branches are
shown in Figure 4.1. The final selection used for the analysis is the combination of the
CCQE and CCnonQE branches.
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Figure 4.1: Event displays of data events that pass the CCQE (left) and CCnonQE (right)
selections.
The selection criteria were developed by studying the NEUT Monte Carlo simulation.
After the selection criteria had been chosen, the real data was first analysed to evaluate
detector systematic uncertainties, and these are described in more detail in Section 5.1.
Once the detector systematic studies had shown that there were no significant issues
aﬀecting the selection, the νe selection cuts were applied to the data. The rest of this
section describes each of the selection cuts in detail, and shows plots comparing the full
dataset to the NEUT Monte Carlo prediction.
4.1.1 Selecting CC νe interactions
Lepton selection
The first cut applied is to require good data quality. This requires that both the beam and
all the ND280 subdetectors were operating correctly. Of a total 6.40×1020 POT delivered
by the beam, 9.13× 1017 POT was lost due to bad beam conditions and 4.92× 1019 POT
lost due to faults with ND280, leaving a total of 5.90× 1020 POT for use in this analysis.
The first cut also requires that only events taken with the beam trigger are used, and
tracks must be compatible with one of the 8 bunches (6 bunches for Run 1). Tracks must
be within a 60 ns window either side of the mean bunch time for each run.
The second cut selects the highest-momentum negative track that enters the TPC, and
requires it to have a momentum greater than 200MeV/c. The reason for the 200MeV/c
requirement is that there is very little νe signal visible below this threshold, and the
selection becomes dominated by the γ → e+e− background.
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Figure 4.2: Number of TPC clusters for the lepton candidate tracks, after selecting the highest
momentum negative track in the bunch and requiring it to start in the FGD FV.
The third cut requires that the lepton candidate starts in the FGD1 Fiducial Volume
(FV). The FV is defined such that tracks starting in the first two layers (in z) or the
outer five bars (in x and y) are excluded. This requirement removes tracks that truly
start outside the FGD but either do not create a reconstructed track upstream of FGD1,
or where the reconstructed track is not merged with the lepton candidate.
The fourth cut requires that the TPC2 segment of the track contains at least 36
clusters. A cluster is made of hits in one vertical column of MicroMEGAS pads, and
there are 72 columns in each TPC. This cut therefore requires that the track passes
through at least half of TPC2. This requirement is imposed as the energy resolution and
PID performance of the TPC worsens for shorter tracks, and the TPC PID is critical
to the analysis. The distribution of the number of clusters after the first three cuts is
shown in Figure 4.2. Most tracks have 72 clusters, indicating that the particle crossed
the whole TPC. The slight spike at 36 clusters is caused by tracks that cross an entire
MicroMEGAS module (of 36 columns), but are not matched to hits in the module next
to it.
The momentum of the lepton candidate after the first four cuts is shown in Figure 4.3.
The figure shows a disagreement between the data and the Monte Carlo prediction, even
though the plots are normalised to the amount of data POT analysed. This is a consistent
feature of current ND280 analyses, with the data showing a deficit with respect to the
NEUT Monte Carlo. In the right plot of Figure 4.3, the Monte Carlo is broken down by
the main signal and background categories of the analysis. The categories are mutually
exclusive, and defined sequentially as
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Figure 4.3: Momentum of the lepton candidate tracks, after requiring them to have at least
36 TPC clusters. The left plot shows the Monte Carlo broken down by the true
particle type, and the right plot shows it broken down by the interaction type
that caused the track.
1. tracks from true νe CCQE interactions occurring in the FGD1 FV (defined by the
initial interaction, and ignoring any final state interaction eﬀects)
2. tracks from other true CC νe interactions occurring in the FGD1 FV
3. true electrons or positrons that start in the FGD1 FV and have a photon as their
parent
4. true muons
5. any other track.
Events in the first two categories are the signal for this selection.
Particle identification
To select electron-like tracks, a combination of TPC and ECal PID information is used.
Although all the lepton candidates use the FGD and TPC, not all of them may enter
the ECal. In these cases, only the TPC PID is used. Also, as the ability of the ECal to
discriminate between muons and electrons degrades for low momentum particles, the
TPC-only PID criteria are used if the momentum of the track as it enters the ECal is
less than 300MeV/c. Two separate ECal PID variables are used (RMIP/EM and EEM)
depending on the momentum of the particle.
Figure 4.4 shows the momentum distribution of tracks entering the PID cut, broken
down by the PID paths that are taken. Most high momentum tracks enter the DsECal,
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Figure 4.4: The momentum of tracks that reach the PID stage, showing the PID path that
each takes.
PID path Fraction (%) Eﬃciency (%) Purity (%)
TPC-only 45.5 56.6 92.6
TPC + DS RMIP/EM 12.0 87.6 97.6
TPC + DS EEM 20.0 72.1 98.5
TPC + Barrel RMIP/EM 19.0 89.7 90.0
TPC + Barrel EEM 3.6 55.1 86.9
Table 4.2: The overall fraction of tracks that take each PID path, and the eﬃciency and
purity of selecting electrons.
whilst a greater variety of criteria are used for low momentum tracks. Table 4.2 shows
the overall fraction of tracks that take each PID path after integrating over all momenta.
Using only the TPCs As mentioned in Section 3.3.1, the TPC PID is based on how
the measured dE/dx for a track compares to the energy loss expected for a given true
particle hypothesis. For tracks where only TPC information is used for PID, tracks are
required to be electron-like, not muon-like, and not pion-like. Specifically, the following
cuts are imposed, where δα is the pull in TPC2 for particle hypothesis α (as defined in
equation (3.1)):
• −1 < δe < 2
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Figure 4.5: Electron pull of tracks reaching the PID cut and where only TPC information is
used for particle identification. The red lines and arrows indicate the region that
passes the corresponding cut.
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Figure 4.6: TPC pulls for tracks where only TPC information is used for particle identification.
The left plot shows the muon pull of tracks that pass the electron pull cut, and
the right plot the pion pull of tracks that pass the electron and muon pull cuts.
• |δµ| > 2.5
• |δπ| > 2
These cuts are shown in Figure 4.5 and Figure 4.6.
Using the Downstream ECal For tracks that enter the Downstream ECal, a combi-
nation of TPC and ECal PID information is used. In the TPC, the track is required to
be electron-like, but a looser cut is used than for tracks that only use TPC information.
Two variables are used for the ECal PID: RMIP/EM, a log-likelihood ratio variable for
discriminating between MIPs and electromagnetic showers, and the amount of energy
deposited in the ECal (EEM). For electromagnetic showers, the amount of energy de-
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posited in the ECal should equal the momentum of the particle as it enters the ECal,
whilst for MIPs, much less energy will be deposited. EEM was found to perform better
for high-momentum tracks, and RMIP/EM performed better for lower-momentum tracks.
However, EEM can only be used if the shower is well-contained within the ECal. If
not, energy will leak out of the side of the ECal, causing the track to appear more
MIP-like. To judge whether the object is contained or not, the reconstructed position
of the shower is required to be suﬃciently far away from the edge of the ECal. If it is
not, RMIP/EM is used rather than EEM. Specifically, the shower is said to be contained if
the reconstructed x and y positions are in the range −900mm < x, y < 900mm, which
excludes the outer 250mm at each side. There is no requirement on the longitudinal
containment of the shower, so EEM is still used for showers that pass through the whole
of the ECal, as these still deposit a large amount of energy.
The specific cuts applied are
• −2 < δe < 2.5
• RMIP/EM > 0 if the momentum of the track as it enters the ECal is less than
1000MeV/c, or the shower is not contained
• EEM >1100MeV if the momentum of the track is greater than 1000MeV/c and the
shower is contained. Note that the cut does not require EEM to be similar to the
momentum of the track (as would be expected for an electromagnetic shower) as
there is no requirement on the longitudinal containment of the shower.
The electron pull distribution for tracks with a DsECal object is shown in Figure 4.7.
The RMIP/EM distribution is also shown in Figure 4.7, while the EEM distribution is
shown in Figure 4.8.
Using the Barrel ECal For tracks that enter the Barrel ECal, the same selection
criteria are used as for tracks that enter the Downstream ECal. The only diﬀerence
is the definition of what constitutes a contained shower. For the Barrel ECals, the
reconstructed shower position must have z < 2900mm, −900mm < x < 900mm (for
the top and bottom modules only), and −900mm < y < 900mm (for the left and right
side modules only). It should be noted that far fewer tracks enter the Barrel ECal than
the Downstream ECal, as the lepton must either have a very low momentum (so it will
bend in the magnetic field to reach the Barrel ECal), or be ejected from the nucleus at a
high angle, which is kinematically less likely.
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Figure 4.7: The left plot shows the electron pull for tracks where the DsECal is used, and
the right plots shows RMIP/EM for tracks that pass the electron pull cut.
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Figure 4.8: EEM for tracks that pass the electron pull cut, and where the DsECal energy
estimation is used. The right plot is a zoomed-in version of the left plot.
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Figure 4.9: Electron pull for tracks where the Barrel ECal is used.
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Figure 4.10: PID distributions for tracks that pass the electron pull cut and where the Barrel
ECal is used. The left plot shows RMIP/EM for tracks where the Barrel ECal
PID is used, and the right plot shows EEM for tracks where the Barrel ECal
energy estimation is used.
The electron pull distribution for tracks with a Barrel ECal object is shown in
Figure 4.9 and the Barrel ECal cuts are shown in Figure 4.10.
Overall particle identification Figure 4.11 shows the events that are rejected by the
particle identification cuts, and Figure 4.12 shows the events that pass the selection. Over
99.8% of muon events are rejected by the selection, and the resulting sample is 91.5%
pure electron events. However, the majority of these electrons come from γ conversions,
rather than νe interactions, as shown in Table 4.3.
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Figure 4.11: Events failing the full PID selection.
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Figure 4.12: Events passing the full PID selection.
Category Fraction of events (%) MC expected events
νe CCQE 10.3 124.4
νe CCnonQE 18.6 225.3
γ background 62.4 754.4
µ background 3.4 41.6
Other 5.2 63.4
Table 4.3: Composition of the νe selection after the PID cuts.
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Figure 4.13: Muon pull in TPC3 for tracks that cross two TPCs.
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Figure 4.14: Events passing (left) and failing (right) the muon pull cut in TPC3.
Particle identification for tracks using two TPCs
In the previous cut, only information from TPC2 and the ECal modules was used. If the
track crosses both TPC2 and TPC3, an extra cut is imposed which requires that it is
not muon-like in TPC3. Figure 4.13 shows the δµ distribution, and a cut of |δµ| > 2.5 is
applied. Figure 4.14 shows the events that pass and fail this cut.
TPC veto
The analysis includes several cuts that attempt to reject events that occurred outside
of FGD1, but that produced an electron starting in FGD1. The first of these veto cuts
looks for activity in TPC1. The simplest cut would simply require that there are no
reconstructed tracks in TPC1, but this would also remove true signal events that have
backwards-going particles. This cut therefore looks at the highest-momentum track that
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Figure 4.15: The distance in z between the start of the electron candidate track and the start
of the highest-momentum track in the events that is not the electron candidate.
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Figure 4.16: Events passing (left) and failing (right) the TPC veto cut.
is not the lepton candidate, and calculates the z distance between the starting position
of this track and of the lepton candidate. If the two tracks come from the same vertex,
the z distance will be a few centimetres, while if the other track originated in the PØD
or in the Barrel ECal this distance will be much larger.
The z distance for the selected events is shown in Figure 4.15, and the events passing
and failing the cut of ∆z > −150mm are shown in Figure 4.16.
Rejection of e+e− pairs
The next cut is devoted to the rejection of the electromagnetic background in which both
the e+ and the e− produced in a γ conversion reach the TPC. Specifically, events are
rejected in which there is a second track which
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Figure 4.17: Invariant mass distribution for the gamma candidates. The plots are identical
except for the vertical axis ranges.
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Figure 4.18: Events passing (left) and failing (right) the pair rejection cut.
• starts in the FGD1 FV
• starts within 10 cm of the lepton candidate
• is reconstructed as being positively-charged
• energy loss is compatible with an electron, having |δe| < 3.
For events that meet these criteria, the invariant mass of the negative and positive
tracks, minv, is computed assuming both particles have the mass of an electron. The
invariant mass distribution is shown in Figure 4.17. Events are rejected if the invariant
mass is less than 100MeV/c2, and the events passing and failing this cut are shown in
Figure 4.18.
It is interesting to note that the pair rejection cut also removes νe events as well as
the γ background the cut is designed to remove. Examining the positive particle in these
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Figure 4.19: The number of reconstructed objects in the PØD in the same bunch as the
electron candidate.
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Figure 4.20: Events passing (left) and failing (right) the PØD veto cut.
events shows that they are generally positrons, formed in the chain e− → γ → e+e−,
where the first e− is the particle ejected from the nucleus. The conclusion is that these
removed events are those in which a bremsstrahlung photon is emitted and converts into
an e+e− pair in FGD1.
PØD veto
To further reject γ conversions coming from a neutrino interaction in the PØD, there
must be no other reconstructed objects in the PØD in the same bunch as the lepton
candidate. The distribution of the number of PØD objects is shown in Figure 4.19, and
the events passing and failing the cut are shown in Figure 4.20.
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Figure 4.21: The z distance between the start of the electron candidate track and the most
downstream ECal object.
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Figure 4.22: Events passing (left) and failing (right) the upstream ECal veto cut.
Upstream ECal veto
To further reject γ conversions coming from a neutrino interaction in the ECal, there
must be no reconstructed ECal objects which are in the same bunch and more than
150mm upstream of the electron candidate. ECal activity downstream of the electron
candidate is permitted, as this may come from other particles ejected in the interaction,
or as a result of the electron showering. The z distance between the start of the electron
candidate and the most upstream ECal object in the same bunch is shown in Figure 4.21.
The events passing and failing the cut are shown in Figure 4.22.
The upstream ECal veto is the last cut to be applied before the selection splits into
separate CCQE and CCnonQE branches. The purity of the selection at this stage is
shown in Table 4.4, and the overall νe purity is 57.3%. Photon conversions are still the
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Category Fraction of events (%) MC expected events
νe CCQE 21.4 101.1
νe CCnonQE 35.9 168.8
γ background 31.0 145.7
µ background 4.0 18.9
Other 7.7 36.1
Table 4.4: Composition of the νe selections after the upstream ECal veto cut (before splitting
into CCQE-enhanced and CCnonQE-enhanced branches).
dominant background, but the contamination has dropped significantly, from the 62.4%
after the electron PID cut to 31.0% now.
4.1.2 Improving the purity of νe CCQE interactions
Electron neutrino CCQE events are characterised by there being no other particles ejected
from the nucleus except the electron and a proton. The proton is often low-momentum
and is not always reconstructed, so requiring a single reconstructed track is a simple
way to select a clean sample of CCQE interactions. For this selection it is required that
there are no other tracks in the Tracker, and no Michel electron candidates in the FGD
(which would indicate the presence of a charged pion decaying, even if the pion itself is
not reconstructed).
The first cut requires that there are no Michel electron candidates in the event, and
the number of Michel electron candidates is shown in Figure 4.23. Very few events have
a Michel electron, and the majority of those that do are CCnonQE events. The events
passing and failing this cut are shown in Figure 4.24.
The second cut requires there are no other Tracker tracks that use FGD1. For FGD-
only tracks, only those with a reconstructed cos(θ) > 0.3 are used, as the reconstruction
performance of the FGD worsens at high angles, and systematic uncertainties were only
calculated for tracks with cos(θ) > 0.3. TPC-FGD tracks at any angle are considered.
The number of other tracks in the bunch is shown in Figure 4.25, and the events passing
and failing this cut are shown in Figure 4.26.
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Figure 4.23: The number of Michel electron candidates. The right plot is a zoom of the plot
on the left.
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Figure 4.24: Events passing (left) and failing (right) the CCQE cut requiring there to be no
Michel electron candidates.
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Figure 4.25: The number of other reconstructed tracks that use the same FGD as the electron
candidate.
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Figure 4.26: Events passing (left) and failing (right) the CCQE cut requiring there to be no
other tracks that use the same FGD that the electron candidate started in.
4.1.3 Improving the purity of νe CCnonQE interactions
νe CCnonQE events are characterised by there being more particles ejected from the
nucleus than just one electron and one proton. The selection requires there to either be
a Michel electron candidate in the event, or for there to be another track starting near
the electron candidate.
The number of Michel electron candidates in the events was shown in the previous
section, where it was seen that the majority of events with a Michel electron candidate
are νe CCnonQE events.
When looking for other tracks starting near the electron candidate, again for the
FGD-only tracks, only those with cos(θ) > 0.3 are considered. TPC-FGD tracks of any
angle are considered. The distance between the start of the electron candidate track and
the start of the nearest other track is shown in Figure 4.27. Events are selected if there
is a track starting within 50mm of the electron candidate, and the events passing and
failing the CCnonQE cuts are shown in Figure 4.28.
4.1.4 Properties of selected events
The CCQE and CCnonQE branches are combined into a CC inclusive sample for this
analysis. The momentum and cos(θ) distributions of the selected electron candidates are
shown in Figure 4.29, and the reconstructed position of the start of the electron track is
shown in Figure 4.30 (x and y position) and Figure 4.31 (z position).
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Figure 4.27: The distance between the start of the electron candidate track and the nearest
other track.
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Figure 4.28: Events passing (left) and failing (right) the CCnonQE cuts requiring there to
either be a Michel electron candidate or another track starting within 50mm of
the electron candidate.
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Figure 4.29: Momentum (left) and cos(θ) (right) distributions of the final νe sample. In these
plots, the νe component is broken down by the interaction type.
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Figure 4.30: Reconstructed x (left) and y (right) position of the start of the electron tracks
entering the νe selection.
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Figure 4.31: Reconstructed z position of the start of the electron tracks entering the νe
selection.
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Figure 4.32: Momentum distribution of the final νe sample, broken down by the particle that
decayed to create the νe.
Category Fraction of events (%) MC expected events
νe CCQE 25.2 95.0
νe CCnonQE 39.8 150.0
γ background 23.8 89.8
µ background 4.1 15.5
Other 7.1 26.8
Table 4.5: Composition of the final selected sample. In this table the νe component is broken
down by interaction type.
The purity of the sample is detailed in Table 4.5. The CCQE branch is 45.1% true
νe CCQE, and the CCnonQE branch is 54.7% true νe CCnonQE. The overall sample is
66.5% pure in νe CC interactions, and the breakdown of the interaction modes is shown
in Figure 4.6.
The νe interactions selected in this analysis mainly come either from a µ decay or
from a K decay in the decay tunnel. The former comes from muons produced by the
same pion producing the νµ beam and mainly populate the low energy region. The latter,
instead, directly come from kaons produced by the proton beam interactions with the
target and mainly populate the high energy region. Figure 4.32 shows the final selected
sample with the νe component broken down by the parent particle that decayed to create
the electron neutrino, and the purity of the sample is detailed in Table 4.7. Note the
very diﬀerent momentum spectra of particles coming from µ and K decay in Figure 4.32.
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Category Fraction of events (%) Expected events
CCQE 38.8 95.0
CCRES 32.3 79.1
CCCOH 3.7 9.1
CCDIS 25.2 61.8
Table 4.6: Interaction types of true CC νe events selected in the νe sample.
Category Fraction of events (%) MC expected events
νe from µ 13.3 50.3
νe from K 50.9 191.8
νe from other 0.8 3.0
γ background 23.8 89.8
µ background 4.1 15.5
Other 7.1 26.8
Table 4.7: Composition of the final selected sample. In this table the νe component is broken
down by particle type of the parent that decayed to create the νe.
The overall eﬃciency of the selection is shown in Figure 4.33 as a function of true
neutrino energy, and Figure 4.34 shows the eﬃciency as a function of true electron
momentum and true electron cos(θ). The overall eﬃciency of selecting true CCQE events
is 28.9%, and the overall eﬃciency of selecting true CCnonQE events is 25.4%. The
overall eﬃciency of selecting any νe CC interaction is 26.7%.
If only events that have the reconstructed highest momentum negative track starting
in the FGD1 FV are considered, then the eﬃciency of selecting true νe CC events is
44.3%.
The eﬃciency and purity of the selection as each cut is applied is shown in Figure 4.35,
and Table 4.8 shows the reduction in the number of events in both data and MC, and
shows that the relative number of events surviving each cut agrees very well between the
data and MC.
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Figure 4.33: Eﬃciency of selecting true νe events as a function of true neutrino energy, with
the expected true νe flux at ND280 shown for reference.
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Figure 4.34: Eﬃciency of selecting true νe events as a function of true electron momentum
(left) and true electron cos(θ) (right).
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Figure 4.35: Eﬃciency and purity of selecting true νe events as each cut is applied. The
eﬃciency is defined relative to the number of events that have the highest
momentum negative track starting in the FGD FV.
Events Relative ratio (%)
Cut Data MC Data MC
Good quality TPC track, p > 200MeV/c 26 231 29 065.6 100.0 100.0
PID 1011 1209.0 3.9 4.2
PID in second TPC 934 1125.8 92.4 93.1
TPC1 veto 693 862.9 74.2 76.7
Pair veto 480 592.0 69.3 68.6
PØD veto 447 543.7 93.1 91.8
Upstream ECal veto 386 470.7 86.4 86.6
CCQE: No Michel electrons 343 427.9 88.9 90.9
CCQE: One track 112 137.7 32.7 32.2
CCnonQE: Michel or other tracks 203 239.4 52.6 50.9
Table 4.8: Reduction in the number of events selected in data and MC. The MC numbers are
scaled to the data POT. The Poisson uncertainties on the relative ratios are 4–6%
for both the data and MC for all cuts, except for the PID cut (0.1% for both the
data and MC).
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4.2 γ conversion control sample
The previous section showed that over 20% of the events selected in the νe selection come
from photon conversions in the FGD. These photons primarily come from the decay of a
π0 produced in a νµ interaction outside the FGD. The π0 decays almost immediately to
two photons, which then pass through ND280 and, in some cases, convert in the FGD FV.
If the electron produced in the conversion enters the TPC, then the event can enter the
νe sample. To constrain this background, a control sample of γ conversions is selected.
This selection was primarily developed by other members of the ND280 νe group [74].
4.2.1 Selecting γ → e+e− conversions
The γ selection is based on identifying e+e− pairs, where both the particles enter the
TPC. The cuts that are applied are listed below.
• Event quality: select events with good data quality and compatible with one of
the 8 bunches (6 bunches for Run 1).
• FGD FV: require that the highest momentum negative track starts in the FGD1
fiducial volume. This is referred to as the primary track.
• Secondary track: require that at least one other track uses the TPC, is positively-
charged, and starts in the FGD1 FV.
• TPC quality: require the primary track to have more than 18 clusters in the TPC.
• Secondary proximity: require that the primary and secondary tracks start within
10 cm of each other.
• Invariant mass: require the invariant mass of the primary and secondary tracks
to be less than 50MeV.
• Electron PID: require the primary track to be electron-like in TPC2, with |δe| < 2.
Figure 4.36 shows a typical event that passes the γ selection criteria.
The fiducial volume and the bunch definitions are the same as used in the νe selection,
as described in Section 4.1.1. Figure 4.37 shows the number of secondary tracks for
events that pass the first two cuts. As a reminder of the event categorisation used for
the Monte Carlo, the “γ background” is defined by the true particle of the primary track
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Figure 4.36: Event display of a typical data event that passes the γ selection. The electron
candidate starts in FGD1, travels through TPC2 and stops in FGD2. The
positron candidate starts in FGD1, travels through TPC2 and curves backwards
to stop in FGD1.
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Figure 4.37: Number of secondary tracks
for tracks starting in the FGD
FV.
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Figure 4.38: Distance between primary and
secondary tracks, for tracks
passing the TPC quality cut.
The last bin is an overflow bin.
being an electron or positron that starts in FGD1 and has a photon as its parent. This
category is the signal for this selection.
As TPC PID will later be used to enhance the e+e− purity of the sample, the primary
track is required to have at least 18 clusters. This is less strict than the 36 clusters
requirement of the νe selection, as the PID is less critical to selecting a clean sample in
this selection.
If the primary and secondary tracks come from the same vertex, then they should
be reconstructed as starting near each other. The distance between the two tracks is
shown in Figure 4.38, and a cut requiring the tracks to start within 10 cm of each other
is imposed.
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Figure 4.39: Invariant mass distribution of
tracks passing the proximity
cut.
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Figure 4.40: Electron pull of the primary
track, δe, of tracks passing the
invariant mass cut.
At this stage, the majority of events contain muons and protons from CC νµ inter-
actions, rather than the electrons and positrons that are being searched for. To reject
the νµ events, the invariant mass of the pair is calculated in the same way as in the νe
selection, assuming both particles have the mass of an electron. In the νe selection, events
with a low invariant mass were rejected, whereas in the γ selection they are selected. The
invariant mass distribution is shown in Figure 4.39, and by requiring that the invariant
mass is less than 50MeV/c2 the majority of the muons and protons are rejected.
The e+e− purity at this stage is 90%, and this sample is used to measure TPC PID
systematics, as it selects a high-purity sample of electrons and positrons without using
any PID information. For the γ selection, however, TPC PID information is used to
increase the purity further. The TPC electron pull for the primary track, δe, is shown
in Figure 4.40, and only events with |δe| < 2 are selected. In future analyses it may be
possible to relax the upper δe constraint to improve the selection eﬃciency. The cut
should not be relaxed too far, however, to preserve similar δe characteristics in the νe
and γ samples.
The momentum and angular distributions of the electrons selected in the final γ
conversion sample are shown in Figure 4.41. The final electron purity is 98%, and the
composition of the sample broken down by reaction type is shown in Table 4.9.
The eﬃciency and purity of selecting γ conversions in the FGD as each cut is applied
is shown in Figure 4.42. For events in which the highest momentum track starts in the
FGD FV, the eﬃciency of selecting γ conversion is 7.8%
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Figure 4.41: Momentum (left) and cos(θ) (right) distributions of the electron selected in the
final γ conversion sample.
Category Fraction of events (%) MC expected events
νe CCQE 2.3 12.9
νe CCnonQE 3.4 18.9
γ background 90.9 500.5
µ background 0.8 4.5
Other 2.5 13.9
Table 4.9: Composition of the final γ sample.
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Figure 4.42: Eﬃciency and purity of selecting γ conversions in the FGD, as each cut is
applied. The eﬃciency is relative to the number of events that have the highest
momentum negative track starting in the FGD1 FV.
4.2.2 Comparison of the νe and γ samples
The γ sample was designed to constrain the dominant background in the νe selection,
which is γ → e+e− conversions in the FGD. However, the composition of the γ conversions
in the νe and γ samples are not expected to be exactly the same, as the diﬀerent selection
criteria mean they preferentially select interactions from diﬀerent sources. The γ sample
requires both the e− and e+ to enter the TPC and be reconstructed, so is preferentially
more likely to select higher-energy and more forwards-going photons. Conversely, the
νe sample requires the e+ to not be seen, so is more likely to select higher-angle or
lower-momentum photons, where the e+ is less likely to escape the FGD.
The location of the neutrino interactions that cause γ interactions to be selected in the
νe and γ samples is shown in Table 4.10. As expected, the γ sample contains more very
forwards-going photons from the PØD compared to the νe sample. Note that although
10% of interactions occur in TPC1, these are generally interactions in the supporting
structure of the TPC, rather than in the gas itself.
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Category γ in νe sample γ in γ sample
FGD1 59.4 30.6
TPC1 9.7 11.6
PØD 13.4 44.9
Barrel ECal 2.1 1.7
PØD ECal 7.6 6.4
Other 7.8 4.8
Table 4.10: Fraction of γ component interactions (in %) occurring in each module, for the νe
and γ samples.
Category γ in νe sample γ in γ sample
CCQE 0.9 0.4
CCRES 11.3 7.5
CCDIS 36.0 44.0
NC1π0 19.2 11.9
NC other 23.9 25.2
Other 8.7 11.0
Table 4.11: Fraction of γ component interactions (in %) caused by diﬀerent interaction modes,
for the νe and γ samples.
Table 4.11 shows further evidence of the diﬀerences of the γ component of the νe and
γ samples, and shows the neutrino interaction modes that lead to the γ events.
In summary, although the γ selection provides a clean sample of γ → e+e− conversions
in the FGD, it does not select a sample with exactly the same composition as the
background it is trying to constrain. Care must therefore be taken when using the γ
sample, as will be described in Section 6.4.2.
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Chapter 5
Systematic uncertainties
This chapter describes the calculation of systematic uncertainties that aﬀect the analysis.
The detector, flux and cross-section systematics are described in this chapter. The eﬀect
of propagating these uncertainties to the analysis result is described in Chapter 6, and
that chapter also describes the implementation of the data and Monte Carlo statistical
uncertainties, and the use of the γ sample to constrain the background in the νe sample.
The detector systematics will be described in more detail than the flux and cross-
section systematics, as a significant amount of my time was spent implementing code
for propagating their eﬀect to the event selection, as well as computing several of the
systematics themselves (notably the ECal-TPC matching eﬃciency systematic and the
PØD, ECal and Upstream ECal pile-up corrections). Thanks must go to the ND280 νµ
group who computed most of the other detector systematics.
5.1 Detector corrections and systematics
ND280 is a complex detector, consisting of many separate sub-detectors. As such, there
are a large number of sources of systematic uncertainty. It was found that the nominal
Monte Carlo did not match the data for several sources of uncertainty, and in these
cases a correction is applied—such that the data and Monte Carlo agree—in addition to
computing the systematic uncertainty. In other cases, the Monte Carlo is left as it is,
with just a systematic uncertainty computed.
The corrections and systematics mainly fall into two separate categories: weighting
systematics and migration systematics. Migration systematics cause events to migrate
between momentum bins, between selections, or into and out of a selection entirely.
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Weighting systematics do not alter the observables of an event, but re-weight it to have
more or less contribution to the selection.
The 26 detector systematics in this analysis are listed in Table 5.1, which also shows
the type of each systematic, whether they are also corrections, and which selections they
aﬀect. All of the detector systematics are standard T2K systematics that are also used
for other analyses [74]. The rest of this section outlines the method used to compute
each systematic. For reference, the most important systematics are the TPC momentum
resolution, the TPC PID and the pile-up corrections.
5.1.1 TPC systematics
B-field distortion
In an ideal TPC, the electric and magnetic fields are parallel to each other, and the
ionisation electrons produced by charged particles drift to the readout plane to create
an image of the track. Any distortions in the magnetic field will cause the image to be
distorted, aﬀecting the reconstructed momentum of the track.
Distortions of the ND280 magnetic field are measured in two ways.
• Field correction: the magnetic field in the Tracker region was measured using a
Hall probe before the detectors were installed, and the reconstruction accounts for
these measured deviations from the ideal field.
• Distortion correction: the central cathode of the TPC has small circles of
aluminium covering it, and a laser is shone at these to create photoelectrons which
then drift to the readout plane. Comparing the location of the photoelectrons after
they have drifted to the readout plane with the known position of the calibration
targets allows extra variations in the magnetic field to be observed.
For ND280 data, it was observed that the field correction alone gives a more accurate
reconstructed momentum than the combined field and distortion corrections. The ND280
data is therefore processed with the field correction alone, and the eﬀect of the distortion
correction is taken as a systematic. The ND280 MC uses a uniform magnetic field,
and is processed twice: once with the distortion correction disabled and once with it
enabled. The diﬀerence between the two reconstructed momenta for each track becomes
the systematic uncertainty on the momentum due to B-field distortions.
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Group Systematic Type Corr. Selections Detail
TPC
B-field distortion Migrate No All Page 104
TPC charge confusion Weight Yes All Page 105
TPC momentum resolution Migrate Yes All Page 106
TPC momentum scale Migrate No All Page 108
TPC cluster eﬃciency Weight Yes All Page 108
TPC track eﬃciency Weight Yes All Page 108
TPC PID scale (e±) Migrate Yes All Page 109
TPC PID bias (e±) Migrate Yes All Page 109
TPC PID scale (µ± and π±) Migrate Yes All Page 109
TPC PID bias (µ± and π±) Migrate Yes All Page 109
TPC PID scale (p) Migrate Yes All Page 109
TPC PID bias (p) Migrate Yes All Page 109
FGD
FGD mass uncertainty Weight No All Page 111
FGD track eﬃciency Weight Yes Not γ Page 111
Michel electron eﬃciency Weight Yes Not γ Page 113
TPC-FGD matching eﬃciency Weight Yes All Page 113
Pion secondary interactions Weight Yes All Page 113
ECal
ECal PID Migrate No All Page 115
ECal energy resolution Migrate No All Page 116
ECal energy scale Migrate No All Page 116
TPC-ECal matching eﬃciency Migrate No All Page 116
External
Entering the selection Other No All Page 118
TPC1 pile-up Weight Yes Not γ Page 118
PØD pile-up Weight Yes Not γ Page 118
ECal pile-up Weight Yes CCQE Page 118
Upstream ECal pile-up Weight Yes CCnonQE Page 118
Table 5.1: Detector systematics in this analysis. Unless otherwise noted, each systematic
aﬀects the νe CCQE, νe CCnonQE and γ selections. The ”Corr.” column indicates
whether the systematic also acts as a correction to the nominal Monte Carlo.
TPC charge confusion
The charge confusion systematic is calculated using a sample of tracks that cross all
three TPCs. The probability of all the TPCs reconstructing the same charge, Psame is
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related to the probability of mis-identifying the charge, Pwrong, through
Psame = (1− Pwrong)3 + P 3wrong (5.1)
Pwrong =
1
2
￿
1−
￿
1
3
(4Psame − 1)
￿
. (5.2)
The charge confusion probability, Pwrong, can therefore be calculated directly from
the number of global tracks in which all three TPC segments have the same charge. The
confusion probability is much less than 1% for low-momentum tracks, but increases to
10% for tracks above 5GeV/c as these straight tracks are harder to fit a curve to. As
an example of the systematic uncertainty, tracks in the 600MeV/c to 1000MeV/c range
have a data−MC correction of (0.18± 0.20)% applied.
TPC momentum resolution
The momentum resolution of the TPCs is studied by looking at tracks that cross multiple
TPCs. The error on the inverse transverse momentum, 1/pT, is expected to be Gaussian,
and this is what is computed for this systematic. For tracks that cross TPC1 and TPC2,
the diﬀerence between the two measured 1/pT values is computed, after accounting for
the expected energy loss in FGD1. This is referred to as ∆1/pT, and the resolution of
this as a function of pT is shown in Figure 5.1.
Figure 5.1 clearly shows that the resolution on 1/pT is better in MC than data,
and a large smearing factor must be applied to the MC to make the resolutions agree.
The smearing factor α is defined such that σdata1/pT = (1 + α)σ
MC
1/pT
. There is a significant
dependence on momentum, and the found values of α in three momentum bins are
shown in Table 5.2. The table shows that at high pT a 31% correction must be made.
The uncertainties shown in the table are purely statistical, and are inappropriate to be
used as the systematic uncertainty on the correction when the cause of the discrepancy
is unknown. Conversely, assigning a correction of 31% with an uncertainty of 31%
overestimates the uncertainty. As such, an uncertainty of 0.10 is used for all three
momentum bins.
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Figure 5.1: Resolution on ∆1/pT as a function of pT. ∆1/pT is the diﬀerence between the
transverse momenta measured in TPC1 and TPC2, after accounting for the
expected energy loss in FGD1. Plot provided by A. Cervera.
pT range (MeV/c) α
0−500 0.11± 0.04
500−1400 0.24± 0.02
1400−5000 0.31± 0.02
Table 5.2: Smearing factor α to be applied to the MC to make the momentum resolution
agree with data. The uncertainties shown are statistical only; a 0.10 uncertainty is
actually used for each bin.
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TPC momentum scale
Uncertainties on the overall momentum scale of reconstructed tracks arise from uncertainty
in the overall magnetic field strength. The magnetic field map study was mentioned in
Section 5.1.1 to compute the distortion correction, and uncertainties on this correction
include misalignment of the Hall probes, the intrinsic uncertainty of the Hall probes,
movement of the mapping device, and conversion of the raw data to B-field values. The
overall uncertainty on the momentum scale is 0.57%.
TPC cluster eﬃciency
The νe selection requires TPC tracks to have at least 36 clusters, each consisting of
MicroMEGAS pads in the same vertical column. This systematic looks at the eﬃciency
of reconstructing a cluster where one is expected. Separate uncertainties are computed
for pads on the edge of MicroMEGAS modules and those in the centre, as the outer pads
are aﬀected by edge eﬀects. The extra ineﬃciencies added to the MC are 0.097± 0.001%
for the inner pads and 2.8± 0.2% for the outer pads.
TPC track eﬃciency
The TPC track-finding eﬃciency relates to how well a TPC reconstructs particles passing
through it. Due to the finite resolution of the TPC MicroMEGAS, the reconstruction
eﬃciency is diﬀerent for cases where there is a single track or two close tracks.
For the single track eﬃciency, a sample of through-going muons is used. If the event
has objects in TPC1 and TPC3, for example, then it is assumed that a track should have
been reconstructed in TPC2. However, this sample only covers a small angular range
(the tracks are necessarily very forwards-going and straight) and only considers long
tracks (the tracks have to cross the entire TPC). To counter this, a selection of tracks
that use a TPC and enter the Barrel ECal are also used. For example, if an event has a
track in TPC2 and the Barrel ECal, and the projection of the track crosses TPC3, then
the expected number of MicroMEGAS pads crossed can be estimated. The short track
eﬃciency as a function of the number of expected clusters is shown in Figure 5.2. There
is no dependency on the number of clusters for tracks with at least 16 expected clusters,
and the integrated eﬃciency over all momenta, angles and lengths is (99.8+0.2−0.4)%.
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Figure 5.2: TPC3 short track eﬃciency as a function of the number of expected clusters
(nodes). Plot provided by A. Hillairet.
TPC PID
As was explained in Section 3.3.1, the TPC PID is based on measuring the dE/dx of a
particle. The expected energy loss depends on β, and is therefore diﬀerent for particles
with diﬀerent masses but the same momentum. Systematics must be calculated for
both the energy resolution and energy scale of the TPCs, and are calculated separately
for electrons, muons/pions (which have a similar mass so are treated together) and
protons, giving a total of six separate systematics. The general principle for computing
the systematics is to select a high-purity sample of a specific particle type without using
any TPC PID information, and then examine its dE/dx characteristics. The TPC pull,
δα, for particle type α should then be a Gaussian distribution of mean 0 and width 1.
Any diﬀerence in the mean reflects a systematic on the energy scale, and any diﬀerence
in the width reflects a systematic on the energy resolution.
The electron sample is based on the γ conversion sample detailed in Section 4.2.1,
but without the δe requirement. Although in principle the systematic uncertainties can
vary as a function of momentum, the low statistics in the γ conversion sample mean that
all tracks are considered in a single momentum bin. The TPC electron pull is shown in
Figure 5.3 for data and MC, and the extracted systematic uncertainties are −0.12± 0.12
for the energy bias (where a bias of 0 would be perfect) and 1.02 ± 0.07 for the scale
(where a scale of 1 would be perfect).
The muon PID systematics are calculated using a sample of through-going sand
muons. Particles that enter through the front face of the PØD and pass through all the
TPCs are generally muons, so this provides a high-purity sample without having to use
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Figure 5.3: TPC electron pull, δe, for electron sample in data (left) and MC (right). Plots
provided by J. Caravaca.
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Figure 5.4: TPC muon pull means (left) and widths (right) for muon sample in TPC2 in data
and MC. Plots provided by C. Giganti.
the TPC PID. Due to the much larger statistics available, the systematic uncertainties
are computed in 13 momentum bins. The measured mean and width of the muon pull in
TPC2 are shown in Figure 5.4.
The sample of protons for computing the proton PID systematics is made by selecting
the highest-momentum positive track in an event that starts in the FGD FV, and
requiring it to have a momentum between 300MeV/c and 1.1GeV/c. Tracks below this
momentum window tend to be positrons, and the purity decreases above the window.
By also requiring the tracks to deposit a large amount of energy in the TPC, a 98% pure
sample of protons is selected. The measured mean and width of the proton pull in TPC2
are shown in Figure 5.5.
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Figure 5.5: TPC proton pull means (left) and widths (right) for proton sample in TPC2 in
data and MC. Plots provided by L. Magaletti.
Taking example points from Figure 5.5, the mean of the proton pull in the 400MeV/c
to 500MeV/c range is −1.29 ± 0.11 in data and −0.52 ± 0.06 in MC. The data−MC
diﬀerence is 0.77, so the bias correction that must be applied to the MC is 0.77, with
an uncertainty of 0.77. The width of the pull distributions are 2.62 ± 0.2 in data
and 1.88 ± 0.08 in MC, so the scaling correction that must be applied to the MC is
2.62/1.88 = 1.39, with an uncertainty of 0.39.
5.1.2 FGD systematics
FGD mass uncertainty
FGD1 is composed of 15 xy modules, and the elemental composition of these modules is
shown in Table 5.3. The uncertainties are computed from uncertainties on the measured
sizes and composition of the FGD components. The overall expected density of the FGD
is 2.147± 0.0144 g/cm2, which is within 0.5% of the measured value of 2.120 g/cm2.
FGD track eﬃciency
The FGD-only track eﬃciency is computed using a sample of proton-like tracks that
stop in FGD1. Proton-like tracks that pass through TPC1 and appear to enter the FGD
are selected, and if an FGD track is reconstructed within 10 cm of the expected start
position, the reconstruction is considered to have been successful.
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Element Areal density (g/cm2)
Carbon 1.8490± 0.0092
Hydrogen 0.1579± 0.0021
Oxygen 0.0794± 0.0048
Titanium 0.0355± 0.0059
Silicon 0.0218± 0.0043
Nitrogen 0.0031± 0.0012
Total 2.1470± 0.0144
Table 5.3: Calculated elemental composition of an FGD xy module. The measured density is
2.120 g/cm2.
Figure 5.6: FGD-only track reconstruction eﬃciency for protons stopping in FGD1.
The eﬃciency with which FGD-only tracks are reconstructed is shown in Figure 5.6
as a function of track angle and momentum. The data/MC ratio is flat above 400MeV/c,
but is strongly dependent on the track angle. The systematic uncertainty is therefore
computed in bins of cos(θ), and as an example the MC/data ratio is 0.99± 0.03 in the
0.9 < cos(θ) < 1.0 range, with eﬃciencies of 77% in both data and MC.
The systematic studied so far only related to single tracks in the FGD. To test the
eﬀect of there being multiple tracks, a hybrid sample is used. In this sample, data or
MC events in which there is only 1 FGD track have a simulated proton or pion added to
them, with the energy and angle of the extra particle chosen at random from uniform and
isotropic distributions. The eﬃciency of reconstructing this extra track is then calculated.
A 4.44% data/MC diﬀerence is seen in the proton sample, and a 3.32% diﬀerence in
the pion sample. These values are added in quadrature to the uncertainty found in the
single-track study, for events in which the true particle is a proton or a pion.
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Michel electron eﬃciency
The Michel electron tagging eﬃciency is studied using a sample of cosmic muons that
stop in FGD1. Cuts are applied to select a clean sample of muons, free from cosmic
electrons. This clean sample of stopping muons should then all produce Michel electrons,
and the eﬃciency with which the FGD finds a Michel electron is computed. The tagging
eﬃciency is found to be 62% in MC and 58% in data, and the systematic uncertainty is
taken as 4%..
TPC-FGD matching eﬃciency
The TPC-FGD matching systematic considers the eﬃciency of a TPC track being matched
to hits in the FGD. A sample of through-going muons that use TPC1 and TPC2 is used
to compute the systematic, where the assumption is made that the presence of TPC1
and TPC2 tracks results from a single long track that passes through FGD1. If the event
contains a FGD1-TPC2 segment then it is considered to contain a good match.
For tracks with momentum greater than 200MeV/c, the matching eﬃciency is very
high and uniform, at 99.9+0.1−0.2%. The eﬃciency drops sharply below 200MeV/c, but as
these tracks are not used in the νe or γ selections, this is not a concern.
It is possible that the TPC-FGD matching eﬃciency is diﬀerent for muons and
electrons. To check this, the γ selection was altered slightly by not requiring the tracks
to start in FGD1, but requiring that the TPC segment points towards the FGD. All the
selected tracks had an associated FGD component, so there is no indication of a diﬀerent
TPC-FGD matching eﬃciency for electrons and muons.
Pion secondary interactions
A pion secondary interaction refers to an interaction a pion undergoes outside the nucleus
it was created in. Although these interactions are modelled in Geant4, the model used
diﬀers significantly from external data. The external pion scattering measurements cover
momenta from 50MeV/c to 1GeV/c, and the results are extrapolated to increase the
momentum range covered [75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85]. As an example,
Figure 5.7 shows the Geant4 π+ absorption cross section on 12C, along with external
data.
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Figure 5.7: π+ absorption cross-section on 12C. The Geant4 model is shown in blue, and the
external data in black [75, 77, 80, 81, 82]. The external data is extrapolated in
the p < 100 MeV/c and p > 600 MeV/c regions. Plot provided by J. Myslik.
The three most significant interactions considered for this systematic are
• absorption: the pion is completely absorbed by the nucleus
• charge exchange: the pion interacts with the nucleus to create a π0 and no other
pions
• quasi-elastic scattering: the pion scatters oﬀ the nucleus, and other non-pion
particles are ejected.
Absorption and charge exchange can cause the pion to disappear before it can be detected,
so events could be mis-categorised as CCQE rather than CCnonQE. Scattering can cause
the pion to lose momentum or change direction, which, among other eﬀects, could
complicate the reconstruction.
The systematic uncertainty is computed by changing the weight of each event. For
each event, all the pions in FGD1 are considered, with the trajectory each pion takes
broken down into multiple steps. The event weight is calculated in two components: a
correction weight to bring the data and MC cross-sections into agreement, and a variation
weight to account for the uncertainty in the data.
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Figure 5.8: RMIP/EM for electron and muon control samples entering the DsECal (left) and
Barrel ECal (right). Plots provided by D. Hadley.
Sample Data (%) MC (%) Data−MC (%) Systematic (%)
DsECal e± 87.3± 1.3 88.9± 0.6 −1.6± 1.4 2.1
Barrel ECal e± 55.1± 2.2 56.5± 1.1 −1.4± 2.5 2.9
DsECal µ± 2.35± 0.04 2.90± 0.04 −0.5± 0.1 0.6
Barrel ECal µ± 4.2± 0.2 4.9± 0.2 −0.7± 0.3 0.7
Table 5.4: ECal PID systematic uncertainty calculation, from the eﬃciency of applying
RMIP/EM > 0 to the samples shown in Figure 5.8.
5.1.3 ECal systematics
ECal PID
The systematic uncertainty on the ECal PID is calculated using high-purity samples of
electrons and muons. The electron sample is based on γ conversions in the FGD, and
the muon sample uses through-going muons from upstream interactions. The RMIP/EM
distributions for the two samples are shown in Figure 5.8, for particles entering the
DsECal and Barrel ECal.
By comparing the eﬃciency of cutting at RMIP/EM > 0 in data and MC, the systematic
uncertainties shown in Table 5.4 are found, where the data−MC diﬀerence is added in
quadrature with the statistical uncertainty.
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ECal energy resolution and scale
To test the reconstructed energy performance of the ECals, two samples of electrons
are used. For low-energy electrons, the same sample as used for evaluating the ECal
PID systematics is used. For higher-energy electrons this sample does not have suﬃcient
statistics, so testbeam data taken with the DsECal at CERN is used [86]. The systematics
are computed by comparing the energy reconstructed in the ECal, EEM, to a known
momentum measurement, pknown. For the low-energy sample, the momentum at the end
of the TPC track (just before it enters the ECal) is used, while for the testbeam sample,
the momentum of the electrons is known.
The fractional diﬀerence between EEM and pknown,
∆E =
EEM − pknown
pknown
, (5.3)
should follow a Gaussian distribution, and any data−MC diﬀerence between the mean of
the ∆E distribution represents a systematic on the energy scale, and any diﬀerence on
the width represents a systematic on the energy resolution.
The largest systematic uncertainties are found at the higher energies of the testbeam
data, so to be conservative these values are taken as the systematic. The systematic
uncertainty is 6% for the energy scale and 15% for the energy resolution.
TPC-ECal matching and ECal reconstruction eﬃciency
A combined systematic uncertainty is applied to the eﬃciency of reconstructing an ECal
object and matching it to a TPC track. The eﬃciency is defined as
Eﬃciency =
Number of tracks entering the ECal with an ECal object attached
Total number of tracks entering the ECal
(5.4)
Samples of electrons that appear to enter an ECal module are used to calculate this
systematic, with separate selections for the DsECal and Barrel ECal. The tracks are
required to start in the FGD FV, be electron-like in the TPC, and appear to be entering
either the DsECal or Barrel ECal, based on the end position and direction of the TPC
tracks. The purity of the sample decreases at higher momentum, so only tracks below
800MeV/c are considered. Tracks must also be above 300MeV/c, as the νe analysis does
not use ECal information for lower-momentum tracks. The selected samples are shown
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Figure 5.9: Tracks selected as being electron-like according to the TPC PID, originate in the
FGDs, and that appear to enter the Downstream ECal (left) and the Barrel ECal
(right).
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Figure 5.10: Eﬃciency of matching to an ECal object as a function of the track’s momentum
for the Downstream ECal (left) and Barrel ECal (right). Only the region
indicated by the cut lines is used for computing the systematic.
in Figure 5.9, and the overall purity of selecting electrons and positrons is 92% for the
DsECal, and 75% for the Barrel ECal.
The eﬃciency of matching to an ECal object is shown in Figure 5.10 as a function
of the track’s momentum, and the integrated eﬃciency for data and MC is shown in
Table 5.5. The systematic uncertainty is calculated by adding in quadrature the data−MC
diﬀerence and the statistical uncertainty on the eﬃciency. The systematic is calculated
to be 1.6% for tracks entering the DsECal, and 3.4% for tracks entering the Barrel ECal.
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Module Downstream Barrel
Momentum range 300–800 MeV/c 300–600 MeV/c
Data eﬃciency 0.582± 0.015 0.381± 0.032
MC eﬃciency 0.586± 0.004 0.389± 0.009
Data−MC −0.004± 0.015 −0.008± 0.033
Systematic (%) 1.6 3.4
Table 5.5: Combined systematic uncertainty for reconstructing an ECal object and matching
it to a TPC track.
5.1.4 External systematics
The standard ND280 Monte Carlo only models neutrino interactions occurring in the
detector itself. Interactions which occur outside the magnet, but that then produce
particles which enter ND280, are accounted for using a separate Monte Carlo sample.
These particles—referred to as sand muons—have two possible impacts: they can either
be mis-identified as νe events, or can trigger one of the veto cuts in the analysis (TPC1,
PØD, Upstream ECal or ECal vetoes).
Sand muons entering the selection
The sand muons themselves should not enter the selection, as for them to be selected
would require the reconstruction to break the muon track in the FGD FV, and then
mis-identify the track as an electron. However, secondary particles from interactions of
the muon could cause a sand muon event to pass the selection.
When running the analysis on the sand muon Monte Carlo, no events entered the
CCnonQE sample, and 1.7 events are expected in the CCQE sample. The eﬀect of
sand muons directly entering the analysis is negligible when compared to the rest of the
detector systematics.
Pile-up
Sand muons can also trigger one of the veto cuts, and this is not simulated in the Monte
Carlo. As the sand muon events are independent of the νe interactions, a correction can
be applied to re-weight each event to account for this possible pile-up.
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The correction is computed separately for each run, as the pile-up depends on the beam
intensity. The intensity for each run, Id, is derived from the data as Id = POT/Nspills,
where Nspills is the number of spills in that run. The sand muon MC is then used to
calculate the pile-up correction for a given veto cut, x, as
Cxpile-up =
Nx × Id
POTsand ×Nb , (5.5)
where Nx is the number of bunches in the sand muon MC that trigger the veto cut,
POTsand is the POT in the sand muon MC, and Nb is the number of bunches per spill (6
for Run 1, 8 otherwise).
As four separate veto cuts are applied, care must be taken to not double-count the
pile-up probabilities. For example, tracks that would trigger both the TPC1 and PØD
vetoes should not be counted twice. The correction for the TPC1 veto is calculated by
selecting events that would trigger the TPC1 veto. For the PØD veto, only events that
trigger the PØD veto and do not trigger the TPC1 veto are selected. For the ECal veto,
two numbers are derived:
• ECal: event triggers the ECal veto, but not the PØD or TPC1 vetoes
• ECal, z < FGD1: event has an ECal object that is more than 150mm upstream of
the middle of FGD1 (z < 142 mm), and does not trigger the PØD or TPC1 vetoes
The purpose of the last number is to find an average pile-up correction that should be
applied to events that pass the CCnonQE selection, as the final cut in that selection
requires there to not be an ECal object more than 150mm upstream of where the electron
candidate starts.
The overall pile-up correction for each event depends on which sample the event
enters, due to the diﬀerent veto cuts applied in each selection. If the existing MC weight
is defined as wMC, then the new weights due to pile-up are
wγMC = wMC (5.6)
wCCQEMC = wMC × (1− CTPC1pile-up)× (1− CPØDpile-up)× (1− CECalpile-up) (5.7)
wCCnonQEMC = wMC × (1− CTPC1pile-up)× (1− CPØDpile-up)× (1− CECal,z<FGD1pile-up ) (5.8)
The uncertainty on this systematic is evaluated by comparing Nx in data and MC.
The MC is weighted to the data intensity, and the sum of the beam and sand MC is then
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Sample CTPCpile-up C
PØD
pile-up C
ECal
pile-up C
ECal,z <FGD1
pile-up
Run 1 (water) 0.00510(086) 0.00072(012) 0.00861(679) N/A
Run 2 (water) 0.00800(110) 0.00117(031) 0.01404(666) 0.00737(145)
Run 2 (air) 0.00990(140) 0.00155(017) 0.01671(610) 0.00887(121)
Run 3b (air) 0.00960(096) 0.00149(119) 0.01608(672) 0.00853(297)
Run 3c (air) 0.01100(150) 0.00168(017) 0.01811(440) 0.00961(096)
Run 4 (water) 0.01200(160) 0.00166(030) 0.01984(480) 0.01042(104)
Run 4 (air) 0.01300(130) 0.00215(054) 0.02313(503) 0.01227(228)
Table 5.6: Pile-up correction (and uncertainty) for each veto cut for each run period. For
example, 0.01227(228) means 0.01227± 0.00228. There is no pile-up systematic
for the Barrel ECal in Run 1, as the Barrel ECal modules were installed between
Runs 1 and 2.
compared to the data. The data−MC diﬀerence is taken as the uncertainty. As there
is a 10% normalisation uncertainty on the sand muon MC, the uncertainty is taken as
0.1× Cxpile-up if the data−MC diﬀerence is less than 10% of Cxpile-up.
The extracted values of Cxpile-up are shown in Table 5.6. As expected, the pile-up
corrections increase as the beam power increases, with the largest corrections for data
taken at the end of Run 4. The largest correction comes from the ECal pile-up, and is
2.3%.
5.2 Flux and cross-section systematics
5.2.1 The beam and ND280 flux task force (BANFF) fit
The nominal NEUT model is not used in T2K oscillation analyses. Instead, the “beam
and ND280 flux task force” (BANFF group) uses external and ND280 data to tweak
parameters describing the flux and cross-section model. These tweaks are applied using
the T2KReWeight tool [87], which gives each MC event a weight for a given set of
parameter tweaks. This approach allows the model to be varied without re-running the
full Monte Carlo processing chain.
The flux and cross-section systematic parameters that are varied are:
• ND280 flux (11 νµ energy bins, 5 νµ bins, 7 νe bins, 2 νe bins)
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Figure 5.11: BANFF pre-fit (left) and post-fit (right) covariance matrices. Parameter num-
bering is: 0–10 ND280 νµ flux, 11–15 ND280 νµ flux, 16–22 ND280 νe flux,
23–24 ND280 νe flux, 25–49 SK flux, 50–55 FSI, 56–70 cross-section.
• Super-Kamiokande flux (irrelevant for this analysis)
• final state interactions (6 parameters)
• CCQE cross-section (4 parameters)
• pion production cross-section (8 parameters)
• nuclear model (3 parameters).
External data constraints from the MiniBooNE experiment are used to alter three of
the pion production cross-section parameters to form the BANFF pre-fit prediction, and
ND280 νµ data is then used to constrain all the flux and cross-section parameters, to
form the BANFF post-fit prediction [88].
For both the pre-fit and post-fit predictions, the BANFF group provide a set of
T2KReWeight tweaks and a covariance matrix describing the uncertainties. T2KReWeight
is then used to re-weight all the signal and background events that enter the selection,
and all signal events that are missed. For reference, the pre-fit and post-fit covariance
matrices are shown in Figure 5.11, and the eﬀect of the BANFF fit on the parameter
values is shown in Figure 5.12. Note that before the BANFF fit, the flux parameters
are not correlated with the cross-section parameters. The BANFF post-fit introduces
significant correlations, as neutrino detectors such as ND280 are only able to measure
the rate of interactions, which is a product of the flux and cross-section of neutrinos.
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This analysis will use the BANFF pre-fit covariance matrix and parameter values
to define the systematic uncertainties. The rest of this section summarises how these
uncertainties were quantified.
5.2.2 Flux uncertainties
The neutrino flux prediction is aﬀected by uncertainties on
• hadron production, which are constrained using NA61 and other external data, as
explained in Section 3.1.1
• properties of the proton beam, including the beam profile and axis alignment, which
are accounted for by varying the MC simulation by the uncertainty measured in
real T2K data for each run
• alignment of the target and magnetic horns, which are studied by rotating the target
and shifting the horns in the MC simulation
• the horn current and magnetic field, which are again varied in the simulation.
A covariance matrix is produced for each source of uncertainty, binned in neutrino
energy, neutrino flavour and detector (ND280 and SK). The total uncertainty is simply
the sum of the individual covariance matrices.
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FIG. 43: Fractional flux error including all sources of uncertainties.
Figure 5.13: Fractional uncertainty on the ND280 νe flux prediction [54].
Figure 5.13 shows the ND280 νe flux uncertainty as a function of neutrino energy, and
shows that the hadron production uncertainty is the dominant error source. In future
T2K analyses, this source of error will be significantly reduced by using higher-statistics
NA61 data taken with both the thin target and T2K replica target. Note that the
BANFF fit only uses 7 νe bins to parameterise the flux, compared to the 20 bins shown
in Figure 5.13. This is due to th limited power of the BANFF fit to constrain the νe
flux, as it uses a very pure selection of νµ interactions.
5.2.3 Cross-section uncertainties
Cross-section model uncertainties are broadly split into four categories: final state
interactions, the CCQE model, the pion production model, and the nuclear model. The
same uncertainties aﬀect all T2K analyses and are described in detail in Reference [89].
A summary of all the cross-section model parameters is shown in Table 5.7.
Final state interactions uncertainties
The NEUT FSI model includes parameters which alter the pion interaction probabilities
in the nucleus. The six parameters aﬀect inelastic scattering at low and high energies
(F Inel1,2 ), pion production and absorption (F
Prod,Abs) and charge exchange at low and
high energies (FCX1,2 ). The central value of these parameters and their uncertainties are
determined from fits to pion scattering data [90].
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Parameter Nominal value Uncertainty Category
F Inel1 0.00 0.41 FSI
F Inel2 0.00 0.34 FSI
FProd 0.00 0.57 FSI
FAbs 0.00 0.28 FSI
FCX1 0.00 0.50 FSI
FCX2 0.00 0.41 FSI
MQEA (GeV/c
2) 1.21 0.45 CCQE
MRESA (GeV/c
2) 1.41 0.11 Pion production
xCC other (GeV) 0.00 0.40 Pion production
xSF 0.00 1.00 Nuclear
EB (MeV) 25.00 9.00 Nuclear
pF (MeV/c) 217.00 30.00 Nuclear
xπ-less 0.20 0.20 Pion production
xQE1 1.00 0.11 CCQE
xQE2 1.00 0.30 CCQE
xQE3 1.00 0.30 CCQE
xCC1π1 1.15 0.43 Pion production
xCC1π2 1.00 0.40 Pion production
xCC coh. 1.00 1.00 Pion production
xNC other 1.00 0.30 Pion production
xNC1π
0
0.96 0.43 Pion production
Table 5.7: Nominal values and uncertainties of NEUT FSI and cross-section model parameters.
The ordering in this table matches the ordering in the BANFF covariance matrices
shown in Figure 5.11.
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CCQE model uncertainties
As mentioned in Section 1.2, there is a large discrepancy in the value of MQEA measured
by MiniBooNE and other experiments. T2K therefore uses a large prior uncertainty on
this parameter (σMQEA
= 0.43GeV) to cover the NEUT nominal value and the NEUT
best fit to MiniBooNE data.
One possible explanation for the discrepancy between MiniBooNE and NOMAD
is that the flux of one experiment may be incorrectly modelled. Three independent
CCQE normalisation factors (xQE1,2,3) are therefore introduced that cover diﬀerent neutrino
energy regions. The MiniBooNE flux uncertainty of 11% is assigned to xQE1 , which covers
energies up to 1.5GeV. xQE2 (1.5 < Eν < 3.5GeV) and x
QE
3 (Eν > 3.5GeV) are assigned
uncertainties of 30% to cover the diﬀerence between MiniBooNE and NOMAD.
Pion production uncertainties
Pion production uncertainties are set using a joint fit to MiniBooNE CC1π+ [91],
CC1π0 [92] and NC1π0 [93] data, varying the following NEUT parameters:
• MRESA , the axial mass in the Rein and Sehgal model of pion production [94]
• CC1π normalisation for low energy neutrinos (xCC1π1 for Eν < 2.5GeV)
• NC1π0 normalisation (xNC1π0).
The best fit of these three parameters are the BANFF pre-fit tweaks to the nominal
NEUT model.
The MiniBooNE samples only contain a small fraction of CC multi-pion, NC coherent,
NC charged pion and NC multi-pion interactions, and large prior uncertainties are
therefore assigned to these modes. For CC multi-pion and CC DIS interactions, an
energy dependent uncertainty, xCC other, applies a weight w with the form w = 1 +
xCC other/Eν(GeV), where the parameter is allowed to vary around a nominal value of
0 with a prior uncertainty of 0.4. For MC charged pion production and all other NC
interactions a 30% normalisation uncertainty is used (xNC other).
K2K [95] and SciBooNE [96] did not observe charged current coherent pion production,
so a 100% normalisation uncertainty is assigned to this mode (xCC coh.).
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Finally, a 100% uncertainty is assigned to the fraction of ∆ that de-excite without
emitting pions (xπ-less).
Nuclear model uncertainties
As mentioned in Section 1.2, NEUT uses the relativistic Fermi gas (RFG) model of nuclei.
The Fermi surface momentum, pF , and binding energy of nucleons, EB, in carbon are
determined from electron scattering data, and uncertainties of 30MeV/c and 9MeV are
applied, respectively.
The RFG model is very simplistic, and alternatives are considered by comparing to
a “spectral function” nuclear model implemented in the NuWro neutrino interaction
generator [97]. The discrepancy between the models is assigned as the uncertainty, and
represented by the parameter xSF which linearly interpolates between the predicted
lepton kinematics with the RFG (xSF = 0) and spectral function (xSF = 1) models.
Due to the interaction models implemented in NEUT, the nuclear model uncertainties
only aﬀect CCQE interactions.
5.3 Other systematics
Other systematics that are specific to the analysis technique will be described in the next
chapter. These systematics are the data statistics, Monte Carlo statistics and the eﬀect
of using the γ sample to constrain the background in the νe sample.
Chapter 6
νe cross-section measurement
This chapter describes the measurement of the νe charged-current cross-section on carbon
using ND280. Due to the low eﬃciency of selecting νe interactions in which the electron is
emitted with a low momentum or at a high angle, two separate results are presented. In
the first result, the low eﬃciency is corrected for, and the cross-section for the full electron
kinematic phase-space is found. This method introduces a significant model dependency
in the regions of low eﬃciency, so a second result is also presented in which only events
with pe > 550MeV/c and cos(θe) > 0.72 are selected. The result of this restricted
phase-space analysis has reduced systematic uncertainties and is less model-dependent.
6.1 Event selections
Before describing the cross-section analysis method, the key features of the event selections
will be repeated for convenience.
The reconstructed momentum, angle and Q2 distributions of the electrons selected
in the νe sample are shown in Figure 6.1. Recall that tracks with momentum below
200MeV/c are not selected, as the eﬃciency of the selection is very low, and the γ
background dominates the very small νe signal.
Particular mention must be made of the Q2 definitions used. For Q2,true (where
the superscript true indicates that a true quantity is being referred to) the actual four-
momentum transfer of the interaction is used, as:
Q2,true = −|ptruee − ptrueνe |2, (6.1)
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Figure 6.1: Reconstructed momentum (top), angle (middle) and Q2 (bottom) distributions
of electrons selected in the νe sample (left) and γ sample (right).
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Figure 6.2: Eﬃciency as a function of neutrino energy for the νe sample.
where p is the four-momentum of the particle.
Q2,reco (where the superscript reco indicates that a reconstructed quantity is being
referred to) is calculated from the three-momentum of the reconstructed electron, and
assuming CCQE kinematics. The neutrino is assumed to be travelling in the +z direction,
which is not quite true for ND280 events but will be accounted for by the unfolding
preocedure. A nuclear potential of 25MeV is assumed, which is the potential used in
NEUT for carbon. In the equations below, V is the nuclear potential, me,n,p are the masses
of the electron, neutron and proton, and pe is the magnitude of the three-momentum of
the electron. The reconstructed Q2,reco is then defined as:
Erece =
￿
m2e + p
2
e (6.2)
Erecνe = −
1
2
(m2p −m2e) + 2Erece (mn − V )− (mn − V )2
Erece + (mn − V ) + pe cos(θe)
(6.3)
Q2,reco = 2Erecνe (E
rec
e − pe cos(θe))−m2e (6.4)
The eﬃciency of the selection as a function of true neutrino energy is shown in Fig-
ure 6.2. Although this analysis is described as a flux-averaged cross-section measurement,
it is important to note that the selection eﬃciency varies as a function of neutrino energy,
and in particular is very low at low neutrino energy. The overall eﬃciency of the selection
is 26.7%.
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A high-purity sample of γ → e+e− interactions is used to constrain the background
in the νe sample. The sample is 95% pure in γ → e+e− conversions, and the momentum
and angular distributions of the electrons selected are also shown in Figure 6.1.
6.1.1 Out of fiducial volume background
Although the dominant background in the νe sample is γ → e+e− conversions, it is the
Out Of Fiducial Volume (OOFV) portion of this that is of most concern. These are
events that occur outside the FGD FV, but that produce a γ which then enters the FV
and converts into an e+e− pair. The reasons why the OOFV background is of particular
concern are:
1. 41.8% of OOFV events in the νe sample occur in the magnet, Barrel ECals or PØD
ECals. There was no magnetic field simulated in the magnet flux return in the
Monte Carlo used in this analysis, so the MC incorrectly simulates what happens
to particles in this region. Studies in preparation for future analyses have shown
that the lack of magnetic field simulation seriously aﬀects the MC prediction in the
ECals, but further detailed study is not yet complete.
2. 30.2% of OOFV events in the νe sample are caused by neutrino interactions on heavy
targets (iron and lead), for which there is a large uncertainty on the interaction
modelling.
3. 35.2% of OOFV events in the νe sample are CC DIS events and 31.2% are NC
events, for which again there is large uncertainty on the accuracy of the interaction
modelling.
4. The flux, cross-section and detector systematic uncertainties on interactions in the
FGD are well-studied, so a constraint on the background from in the fiducial volume
(the In FV background) is not needed. Far less study has been devoted to OOFV
interactions.
For these reasons, the γ selection will be used to constrain the OOFV background,
rather than the whole γ → e+e− background. The re-weighting method will be explained
in Section 6.4.4.
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6.2 νe cross-section predictions
6.2.1 Cross-section definition
In this analysis, the diﬀerential cross-section is computed as a function of electron mo-
mentum (pe), electron angle (cos(θe)) and the four-momentum transfer of the interaction
(Q2). In this section any such variable will be referred to as X.
The total number of true interactions in bin tk of variable X is given by
Ntk = Tφ
￿
Xtk
￿
∂σ
∂X
￿
φ
dX
= Tφ
￿
Xtk
∂ ￿σ￿φ
∂X
dX, (6.5)
where
• T is the number of target nucleons
• φ is the total integrated flux
• ￿· · · ￿φ indicates that the quantity is averaged over the flux
• the second step proceeds as the flux-averaging is independent of the derivatives.
If ∆Xtk is now defined as the width of bin tk, equation (6.5) can be rearranged to
give the flux averaged diﬀerential cross-section per nucleon in bin tk as￿
∂￿σ￿φ
∂X
￿
tk
=
Ntk
T · φ ·∆Xtk
. (6.6)
The total flux averaged cross-section per nucleon is found by integrating over all X
and is given by
￿σ￿φ = Ntotal
T · φ , (6.7)
where Ntotal is the sum of Ntk in all bins tk.
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6.2.2 Predicted νe cross-sections
Equation (6.6) shows that as well as measuring the number of events in each bin, the
number of target nucleons, T , and the total integrated flux, φ, must also be known.
T is 5.5× 1029 nucleons, and is calculated from the known composition and mass of
the components in the FGD [51].
φ is calculated from flux histograms provided by the beam group. Separate flux
histograms are provided for each T2K run, and are then weighted by the good quality
POT for each run, and summed to give the total flux histogram shown in Figure 6.2.
The total integrated νe flux for this analysis is 1.35× 1011 cm−2.
NEUT
NEUT provides a tool to extract predicted cross-sections on the elemental constituents
of the FGD: carbon, hydrogen, oxygen, titanium, silicon and nitrogen. For each element,
the tool produces histograms of the cross-section as a function of energy for each mode
(CCQE, DIS etc). Bin widths of 50MeV are chosen to match the flux histograms, and the
cross-sections are evaluated at the centre of each bin. All the CC modes are then summed
for each element, and the total cross-section per nucleon for the FGD is computed using
σFGD =
￿
e=C,H,O,Ti,Si,N
σefe
Ae
, (6.8)
where e denotes the element, σe the CC cross-section for that element, fe the fraction by
mass of the FGD composed of that element, and Ae the number of nucleons per atom of
that element. For reference, fe and Ae are listed for each element in Table 6.1.
Figure 6.3 shows the predicted cross-section as a function of energy for the FGD,
and for carbon alone. Although the FGD is 86% carbon, there is a significant diﬀerence
between the cross-section on carbon and the average cross-section on the FGD. This
means that although this measurement is described as the νe CC inclusive cross-section
on carbon, this is only an approximate statement.
Also shown in Figure 6.3 are the flux-averaged cross-section predictions. These are
calculated by multiplying the contents of the flux and cross-section histograms, and
dividing by the total flux. The predicted flux-averaged CC νe cross-section on the FGD
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Element fe (%) Ae
Carbon 86.1 12
Hydrogen 7.4 1
Oxygen 3.7 16
Titanium 1.7 48
Silicon 1.0 28
Nitrogen 0.1 14
Table 6.1: Composition of the FGD. fe is the fraction by mass of the FGD composed of that
element. Ae is the number of nucleons in that element.
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is 1.224× 10−38 cm2/nucleon. The mean neutrino energy, Emean, is used for the location
of the “dot”, and the horizontal error bars follow the same convention as used for the
T2K νµ CC inclusive measurement in 2013 [51]: variables Elower and Eupper are defined
such that φ(Elower) = φ(Eupper) and￿ Eupper
Elower
∂φ(E)
∂E dE￿∞
0
∂φ(E)
∂E dE
= 90%, (6.9)
and the variances in the intervals [Elower, Emean] and [Emean, Eupper] are then calculated
to obtain the errors, through
σ2− =
￿ Emean
Elower
(E − Emean)2 ∂φ(E)∂E dE￿ Emean
Elower
∂φ(E)
∂E dE
(6.10)
σ2+ =
￿ Eupper
Emean
(E − Emean)2 ∂φ(E)∂E dE￿ Eupper
Emean
∂φ(E)
∂E dE
, (6.11)
where σ− and σ+ are the extents of the lower and upper error bars. For the T2K νe
flux, Emean = 1.343 GeV, Elower = 0.025 GeV, Eupper = 3.175 GeV, σ− = 0.772 GeV and
σ+ = 0.933 GeV.
There is no simple way in NEUT to calculate the flux-averaged diﬀerential cross-
section as a function of the interaction kinematics. Instead, the ND280 Monte Carlo
files are used. The number of generated events in each bin are counted, and divided
by the number of target nucleons and the total simulated flux. As a cross-check to
validate the method, the total flux-averaged cross-section is computed from the ND280
MC events. This gives a cross-section of 1.231 × 10−38 cm2/nucleon, compared to the
1.224× 10−38 cm2/nucleon found using NEUT directly. This small discrepancy can be
explained by the fact that the direct NEUT prediction was calculated by summing the
contents of bins of width 50MeV. Although the flux histogram is an average over the
50MeV range, the cross-section is just evaluated at the central value. As the flux and
cross-section can vary rapidly across each bin, the true flux-averaged cross-section of the
bin is not necessarily the same as that found by multiplying the two histograms, and as
the diﬀerence between the calculations is small, it shows that there is no problem with
the method used to calculate the cross-sections from the ND280 MC files.
One final subtle point relates to applying the detector systematics. The nominal set
of detector systematics aﬀects which events enter each sample, and the weight of those
events. These weights just reflect the detector eﬃciency, rather than the physics that
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is being simulated. To keep the same predicted νe cross-section, events entering the νe
sample with a detector systematic weight wd must also be counted as events that are
missed with a weight 1− wd. Applying this procedure means that the same predicted νe
cross-sections are found when turning detector systematics oﬀ and when setting them to
their nominal values.
GENIE
GENIE is the alternative neutrino interaction generator used by T2K, and is also used
by many other neutrino experiments. Comparing the T2K data to the GENIE prediction
is of more relevance to the neutrino community as a whole than comparing to NEUT,
which is mostly used by the T2K and Super-Kamiokande collaborations.
Generating cross-section predictions for GENIE proceeds in a similar way to NEUT.
Cross-section splines directly from the generator are used to compute the total CC
flux-averaged cross-section, and diﬀerential cross-section predictions are found from
ND280 MC files. As a cross-check, the total cross-section from the MC files is compared
to the direct prediction from the generator.
The GENIE cross-section splines give a total predicted CC νe cross-section on the
material composition of the FGD of 1.072× 10−38 cm2/nucleon.
GENIE MC files are used to compute the diﬀerential cross-sections. Fewer GENIE
files are available than NEUT MC files, and a total of 28.04 × 1020 simulated POT is
available, just 4.75 times the data POT. More POT would be desirable, but as the GENIE
MC is only used to draw predicted cross-sections (and not used as part of the analysis)
it is less critical that there are large statistics. As with the NEUT files, true νe CC
interactions that occur in the FGD FV are selected, and a total flux-averaged cross-section
of 1.083× 10−38 cm2/nucleon is found from the GENIE MC files. As was the case for
NEUT, the prediction from the MC files is slightly diﬀerent to the prediction from the
cross-section splines (1.083× 10−38 cm2/nucleon rather than 1.072× 10−38 cm2/nucleon).
Predictions
The flux-averaged predictions for the NEUT nominal, BANFF pre-fit, BANFF post-fit
and GENIE nominal models are shown in Figure 6.4 (see Section 5.2.1 for details of
the BANFF fit). Predictions for both the full electron kinematic phase-space and the
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Figure 6.4: Flux-averaged cross-section predictions from ND280 MC. The left plot shows the
prediction for the full electron kinematic phase-space; the right plot shows the
restricted phase-space. The overflow and underflow bins (represented by > and
< markers) are normalised to the bin width shown on the plot.
Model
σCCνe (×10−39 cm2/nucleon)
Full phase-space Restricted phase-space
NEUT 12.31 7.38
BANFF pre-fit 13.49 8.01
BANFF post-fit 11.85 6.89
GENIE 10.83 6.41
Table 6.2: Flux-averaged cross-section predictions from the NEUT and GENIE interaction
generators. The restricted phase-space is defined by events with pe > 550MeV/c
and cos(θe) > 0.72.
restricted phase-space are shown. The restricted phase-space corresponds to events with
pe > 550MeV/c and cos(θe) > 0.72. Note that the BANFF post-fit re-weighting changes
the shape of the νe flux as well as the cross-section parameters, which can be seen in
the shifted mean energy and horizontal error bars. The predictions are also tabulated in
Table 6.2. The diﬀerential cross-section predictions are shown in Figure 6.5.
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Figure 6.5: Flux-averaged diﬀerential cross-sections in pe (top) and cos(θe) (middle) and
Q2 (bottom) from ND280 MC. The left column shows the prediction for the
full electron kinematic phase-space; the right column shows the restricted phase-
space. Underflow and overflow bins are marked by < and > respectively, and are
normalised to the width shown on the plot.
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6.3 Unfolding procedure
6.3.1 The Bayesian unfolding method
The Bayesian unfolding technique was used for the T2K νµ CC inclusive cross-section
measurement in 2013 [51], and is based on the method proposed by d’Agostini [98]. The
aim of the method is to unfold (or unsmear) from a reconstructed dataset to the true
distribution that caused it, with the unsmearing accounting for detector ineﬃciencies
and mis-reconstruction.
Before discussing the unfolding method, a few brief definitions will be made.
• nt is the number of true bins for a given observable, nr is the number of reconstructed
bins, and tk and rj are the true and reconstructed bins.
• Srjtk is referred to as the signal matrix and is the number of true simulated signal
events in true bin tk that were reconstructed in bin rj.
• Mtk is referred to as the missed vector, and is the number of simulated signal events
in true bin tk that were not selected.
• Brj is referred to as the background vector, and is the number of simulated non-signal
events that were selected in each reconstructed bin.
Srjtk , Mtk and Brj are the only MC inputs required for the Bayesian unfolding
technique. Given these basic definitions, the following quantities can then be derived.
• Ntk is the initial estimator of the number of signal events in each true bin and is
defined as
Ntk =
nr￿
j=1
Srjtk +Mtk . (6.12)
• P (rj|tk) is the smearing matrix and is defined as
P (rj|tk) = Srjtk
Ntk
. (6.13)
νe cross-section measurement 139
• ￿tk is the overall eﬃciency of reconstructing events in each true bin and is defined as
￿tk =
nr￿
j=1
Srjtk
Ntk
. (6.14)
• P0(tk) is the prior probability of observing a true signal event in true bin tk and is
defined as
P0(tk) =
Ntk
nt￿
α=1
Ntα
. (6.15)
The unfolding technique chosen is based on Bayes’ theorem. In this case, Bayes’
theorem is used to find the probability that an event is observed in true bin tk given it
was reconstructed in bin rj, as
Pm(tk|rj) = P (rj|tk)Pm(tk)nt￿
α=1
P (rj|tα)Pm(tα)
. (6.16)
Here, Pm(tk|rj) is referred to as the unsmearing matrix. m is the iteration index which is
initially set to 0 and will be explained shortly.
Given a dataset Nmeasrj , the estimate of the number of events in each true bin is given
by
Nm+1tk =
1
￿tk
nr￿
j=1
Pm(tk|rj)(Nmeasrj − Brj). (6.17)
This is often referred to as the unfolded distribution.
The Bayesian unfolding can be applied iteratively, as denoted by the index m. P0(tk)
was defined previously, and comes from the MC prediction. After the unfolding has been
performed, it can be updated using the output of equation (6.17) through
Pm(tk) =
Nmtk
nt￿
α=1
Nmtα
. (6.18)
A new unsmearing matrix can then be computed with equation (6.16), and a new unfolded
distribution found by applying equation (6.17) again.
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In the limit of high statistics, the literature suggests approximately 3 iterations should
be performed. Performing more than one iteration allows for the unfolded distribution to
become less biased if the MC does not closely resemble the data. However, in the limit
of m tending to infinity, the unfolding matrix contains large fluctuations, so a small m
should be chosen. Further, the statistical error on the number of data and MC events is
propagated through each iteration, and can be significantly amplified if there are low
statistics. Studies on the number of iterations that should be performed for this analysis
are shown in Section 6.4.3.
For clarity, the unfolded distribution after all iterations have been performed will be
referred to as ￿Ntk . After unfolding the number of events in each true bin, the diﬀerential
cross-section simply follows as￿
∂￿σ￿φ
∂X
￿
tk
=
￿Ntk
T · φ ·∆Xtk
, (6.19)
and the total flux-averaged cross-section is
￿σ￿φ =
￿Ntotal
T · φ , (6.20)
where ￿Ntotal is the sum of ￿Ntk in all true bins tk.
For this analysis, the RooUnfold package is used to do the unfolding [99].
6.3.2 Binning
The binning used for the diﬀerent kinematic variables are shown in Table 6.3 for the full
phase-space analysis and in Table 6.4 for the restricted phase-space analysis. There are
extra true bins in the ptruee and cos(θ
true
e ) distributions in the full phase-space analysis in
regions of very low eﬃciency. Unfolding into these bins relies on the model prediction, so
this analysis is not model-independent. The restricted phase-space analysis does not try
to unfold into these regions, and is therefore less model-dependant.
The bin distributions were chosen such that there are at least 25 true CC νe events
expected in each reconstructed bin, and the bins are multiples of 50MeV/c for pe, 0.02 for
cos(θe) and 0.01GeV2/c4 for Q2. The requirement of 25 events is chosen as a compromise
between
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Variable Truth or reco Bins Units
ptruee Truth [0, 200, 550, 750, 1000, 1300, 1650, 2150, 10
20] MeV/c
precoe Reco [200, 550, 750, 1000, 1300, 1650, 2150, 10
20] MeV/c
cos(θtruee ) Truth [−1.0, 0.5, 0.72, 0.82, 0.88, 0.92, 0.96, 1.0]
cos(θrecoe ) Reco [0.5, 0.72, 0.82, 0.88, 0.92, 0.96, 1.0]
Q2,true Truth [0, 0.03, 0.06, 0.1, 0.16, 0.24, 0.36, 0.58, 1, 1020] GeV2/c4
Q2,reco Reco [0, 0.03, 0.06, 0.1, 0.16, 0.24, 0.36, 0.58, 1, 1020] GeV2/c4
Table 6.3: Binning used for the kinematic variables in the full phase-space analysis.
Variable Truth or reco Bins Units
ptruee Truth [550, 950, 1300, 1700, 2200, 10
20] MeV/c
precoe Reco [550, 950, 1300, 1700, 2200, 10
20] MeV/c
cos(θtruee ) Truth [0.72, 0.86, 0.92, 0.96, 1.0]
cos(θrecoe ) Reco [0.72, 0.86, 0.92, 0.96, 1.0]
Q2,true Truth [0, 0.04, 0.1, 0.16, 0.26, 0.42, 0.78, 1020] GeV2/c4
Q2,reco Reco [0, 0.04, 0.1, 0.16, 0.26, 0.42, 0.78, 1020] GeV2/c4
Table 6.4: Binning used for the kinematic variables in the restricted phase-space analysis.
• there being enough bins to show the shape of the diﬀerential distributions, particu-
larly at low Q2 which is most interesting from a theoretical standpoint
• there being enough events in each bin to make the results statistically significant
• the overall statistical uncertainty on the flux-averaged distributions being approxi-
mately 10%. The calculation of these uncertainties will be described in Section 6.4.4.
Events that are reconstructed outside of the accepted regions (for example events
with cos(θrecoe ) < 0.5 in the full phase-space analysis) are ignored regardless of which
variable is being used for the unfolding. That is, these events are treated as being missed,
rather than reconstructed. This is to ensure that the same dataset is used for all three
diﬀerential cross-section measurements. In the restricted phase-space analysis, any true
νe CC interactions that are truly ptruee < 550MeV/c and cos(θ
true
e ) < 0.72, but that are
reconstructed as in the signal region, are treated as background. There are very few such
events however, and this introduces a negligible bias to the result.
142 νe cross-section measurement
6.3.3 Inputs to unfolding
Figure 6.6 shows the BANFF pre-fit smearing matrices P (rj|tk) for unfolding in pe, cos(θe)
and Q2. These matrices combine the reconstruction eﬃciency and detector confusion,
and for pe and cos(θe) would be diagonal for a perfect detector (apart from the extra
true bins in the momentum and angle matrices). The Q2 smearing matrix would not be
expected to be perfectly diagonal, as nuclear eﬀects smear the reconstructed neutrino
energy and perfect CCQE kinematics have been assumed. The angular reconstruction
is seen to be very accurate, but there is a significant bias and poor resolution for the
momentum reconstruction. The nominal set of detector systematics are applied when
creating these plots, including corrections for the momentum bias and resolution, but note
that there are also large systematic uncertainties on these corrections. The majority of
events that have very poor momentum reconstruction are those in which bremsstrahlung
photons are emitted soon after the electron is produced. Without significantly improved
reconstruction algorithms which can match these photons to the original electron, it is
not possible to improve the momentum bias.
The prior distribution P0(tk) is the other MC input to Bayes’ theorem in equa-
tion (6.16). These distributions are shown in Figure 6.7 for each variable. For reference,
the νe selection eﬃciency is shown in Figure 6.8. For brevity, these plots are only shown
for the full phase-space analysis. For the restricted phase-space analysis, only the final
diﬀerential and total flux-averaged cross-section plots will be shown.
6.3.4 OOFV re-weighting method
The γ sample is used to re-weight the OOFV portion of the background in the νe sample.
As explained in Section 4.2.2, the two samples preferentially select photons from diﬀerent
sources. The diﬀerent photon kinematic distributions in turn mean that the electron
kinematics are diﬀerent. Figure 6.9 shows area-normalised precoe , cos(θ
reco
e ) and Q
2,reco
distributions for electrons from OOFV interactions selected in each sample.
Due to the diﬀerent kinematic phase-spaces probed, the OOFV re-weighting does not
simply take the data/MC ratio of the γ sample in precoe , cos(θ
reco
e ) or Q
2,reco bins and apply
that scaling to the OOFV MC prediction in the νe sample. Instead, the re-weighting
procedure is:
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Figure 6.6: Smearing matrices P (rj |tk) for pe (left), cos(θe) (middle) and Q2 (right). The
top row shows the full phase-space analysis and the bottom row the restricted
phase-space analysis. Note that the bins are represented as if the axes were in
bin number, to allow all bins to be easily seen. The axis labels are provided so
the reader does not have to consult Table 6.3 and Table 6.4 to check the bin
boundaries.
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Figure 6.7: Prior probabilities P0(tk) for ptruee (left), cos(θ
true
e ) (middle) and Q
2,true (right).
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Figure 6.8: νe selection eﬃciency ￿tk for p
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Figure 6.9: Shape comparison of the OOFV background in the νe and γ samples for precoe
(left), cos(θrecoe ) (middle) and Q
2,reco (right).
• “Background-subtract” the γ sample data, to remove the MC prediction of νe and
In FV background events.
• Calculate the OOFV data/MC ratio in (precoe , cos(θrecoe )) bins, calling this 2D
distribution R2Dγ . A finer binning is used for this re-weighting than for the unfolded
precoe and cos(θ
reco
e ) distributions, with the first p
reco
e bin being split into [200, 250,
300, 400, 550] MeV/c, and the last two cos(θrecoe ) bins split into [0.92, 0.94, 0.96,
0.97, 0.98, 0.99, 1.0]. This finer binning is used as the OOFV background varies
rapidly in these regions, and there are significant statistics of OOFV events. Further,
the binning constraints described in Section 6.3.2 are not applicable in this context.
• Calculate the weighted average OOFV data/MC ratio for each precoe , cos(θrecoe ) and
Q2,reco bin in the νe sample, where the weights are from the number of true OOFV
events in each (precoe , cos(θ
reco
e )) bin in the νe sample. Call this 1D distribution
RXνe for variable X. This is constrained to not be negative, even if the background-
subtracted data suggests that it should be, with such bins set to 0 instead.
• Re-weight the OOFV prediction in the νe sample by RXνe .
Note that the γ sample contains a small contamination of νe events. If the νe cross-
section is significantly diﬀerent from the MC prediction, this would aﬀect the OOFV
re-weighting and introduce a bias. However, as the contamination is small, this eﬀect
will not significantly aﬀect the unfolded cross-section result. Estimates show that if the
true νe cross-section was 10% lower than the model, a 0.1% bias would be introduced
due to the νe contamination in the γ sample.
Plots to help visualise the re-weighting method, along with fake data studies to
validate it, are detailed in Section 6.4.2.
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6.4 Fake data studies
6.4.1 Fake datasets used
Three main fake datasets are used for testing the unfolding.
• The BANFF pre-fit. This is the distribution of events that enter the νe sample when
detector systematics are applied, and events are re-weighted by the BANFF pre-fit
tweaks. The BANFF pre-fit distribution will be used to ‘generate’ the unfolding,1 so
using this also as the fake dataset tests for pathological problems in the unfolding—if
the unfolded result does not exactly agree with the input, then there is a bug in the
code.
• The BANFF post-fit. This is the same as the BANFF pre-fit, but with the BANFF
post-fit flux and cross-section weights applied. This fake dataset is compared to the
BANFF pre-fit MC prediction in Figure 6.10.
• The “crazy signal” dataset. This is the same as the BANFF post-fit, but the
shape and normalisation of the signal is significantly modified. Signal events
with Q2,true < 1GeV2/c4 are weighted down by a factor 0.5(1 + Q2,true). That
means that events at Q2,true = 1GeV2/c4 have the normal weight, but those at
Q2,true = 0GeV2/c4 are weighted by a factor of 0.5, with a linear scaling between 0
and 1GeV2/c4. This fake dataset is compared to the BANFF pre-fit MC prediction
in Figure 6.11
6.4.2 OOFV re-weighting
The method for re-weighting the OOFV background was explained in Section 6.3.4, and
a special fake dataset (the “reduced OOFV” dataset) is used to test the method. The
BANFF pre-fit distribution is used, but with the OOFV background changed. Specifically,
the xNC1π
0
and xNC other dials in T2KReWeight are tweaked to be −3σ from their nominal
value, but only for OOFV events. The precoe distributions of the νe and γ samples with this
fake dataset are shown in Figure 6.12. R2Dγ for this fake dataset is shown in Figure 6.13,
and the extracted RXνe for the p
reco
e distribution of the νe sample is shown in Figure 6.14.
Also shown in Figure 6.14 is the eﬀect of applying the re-weighting to the νe sample.
1The phrase ‘generate the unfolding’ will be used as shorthand to mean generating the signal matrix,
missed vector and background vector.
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Figure 6.10: pe distributions for the νe (left) and γ samples (right) comparing the BANFF
pre-fit MC and the BANFF post-fit fake dataset. The BANFF fit reduces the
predicted νe cross-section and flux, but does not significantly reduce the OOFV
background.
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Figure 6.11: pe distributions for the νe (left) and γ samples (right) comparing the BANFF
pre-fit MC and the “crazy signal” fake dataset. The fake dataset reduces the νe
cross-section, but does not aﬀect the In FV or OOFV backgrounds.
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Figure 6.12: Comparison between BANFF pre-fit MC and fake dataset use to test the OOFV
re-weighting technique for the νe sample (left) and γ sample (right). In this fake
dataset, the OOFV background is reduced by tweaking the xNC1π
0
and xNC other
dials in T2KReWeight.
For completeness, the corresponding plots for the γ sample are shown in Figure 6.15.
Comparing the re-weighting distributions for the two samples shows that they are indeed
diﬀerent, highlighting the diﬀerent (precoe , cos(θ
reco
e )) phase space probed. The data/MC
comparisons show that the re-weighting procedure works well, with the re-weighted MC
prediction agreeing with the fake data.
The error bars shown in the RXνe distributions are the propagated data statistical
errors from the γ sample (precoe , cos(θ
reco
e )) distribution. Although the errors appear to
be very large in some bins, these are also the bins in which there are few OOFV events.
These large errors will therefore not have such a significant impact on the unfolded
number of νe interactions. Conversely, the error in the first bin is very small compared
to how far the OOFV ratio is from 1. The method used to determine the systematic
uncertainty on the OOFV re-weighting will be explained in Section 6.4.4.
As well as precoe and cos(θ
reco
e ), the selection eﬃciency depends on the start position
of the electron. There is significant correlation between the variables however, and to
check that re-weighting in (precoe , cos(θ
reco
e )) space is suﬃcient, the x
reco
e , y
reco
e and z
reco
e
distributions—the x, y and z components of the reconstructed start position of the track—
before and after re-weighting can be examined. Figure 6.16 shows the distributions in
the γ sample before and after re-weighting. The MC distributions after re-weighting
agree well with the data, so re-weighting in (precoe , cos(θ
reco
e )) space is suﬃcient, and
re-weighting in xrecoe , y
reco
e , or z
reco
e is unnecessary.
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Figure 6.13: R2Dγ when MC is BANFF pre-fit, and fake dataset has OOFV background
reduced.
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Figure 6.14: RXνe for the νe sample (left) and the re-weighted MC prediction (right). The
error bars in the left plot are the propagated uncertainty on the number of data
events, and are shown for reference. The actual error associated with the OOFV
re-weighting is explained in Section 6.4.4. The right plot shows that the MC is
successfully re-weighted to the fake dataset.
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Figure 6.15: RXγ for the γ sample (left) and the re-weighted MC prediction (right). The error
bars in the left plot are the propagated data statistics.
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Figure 6.16: xrecoe , y
reco
e and z
reco
e distributions of the γ sample before (top) and after (bottom)
re-weighting, when the “reduced OOFV” fake dataset is used.
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Figure 6.17: νe sample before and after OOFV re-weighting when the fake data is the “crazy
OOFV” model.
When re-weighting in (precoe , cos(θ
reco
e )) space, the assumption is made that events in
those bins come from the same origins in the νe and γ samples. One way to test this
assumption is to make another fake dataset where the OOFV is re-weighted based on
the true momentum and angle of the photon. This fake dataset will be referred to as the
“crazy OOFV” model. In this fake dataset, events are weighted to the BANFF pre-fit,
then true OOFV events have the following weights applied multiplicatively:
• If the true photon momentum, ptrueγ , is less than 2000MeV/c, the weight is 1 −
(2000− ptrueγ )/4000. True photons at 0MeV/c have a weight of 0.5; true photons
above 2000MeV/c have a weight of 1.
• If the true photon angle, cos(θtrueγ ), is greater than 0.5, the weight is 1.5− cos(θtrueγ ).
True photons below 0.5 have a weight of 1; true photons at +1 have a weight of 0.5.
The eﬀect of the re-weighting on this fake dataset is shown for the νe and γ samples
in Figure 6.17 and Figure 6.18, respectively. The re-weighting procedure is successfully
able to re-weight the νe sample.
6.4.3 Bias and number of iterations
As mentioned in Section 6.3.1, the literature recommends approximately 3 unfolding
iterations should be run in the case of infinite statistics. 1 iteration was found to be
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Figure 6.18: γ sample before and after OOFV re-weighting when the fake data is the “crazy
OOFV” model.
optimum for the T2K νµ CC inclusive measurement due to the low statistics in that
dataset. For this analysis, which has even fewer events than the νµ analysis, 1 iteration
would again be expected to be optimal.
The choice of how many iterations to perform is based on studying the bias of the
unfolding method and the fractional statistical error as the number of iterations is
increased. The bias is the fractional deviation of the unfolded diﬀerential cross-section
from the true cross-section of the fake dataset,
Bias =
Nmtk −N truetk
N truetk
, (6.21)
where N truetk is the true number of events in bin tk for the fake dataset being tested. The
statistical error is the quadratic sum of the data statistical and MC statistical errors,
which are described in Section 6.4.4. In Figure 6.19, the BANFF pre-fit is used for both
generating the unfolding and as the fake dataset. The negligible bias (10−10%) shows
that there is no pathological bug in the unfolding code, and the correct cross-section
is extracted when using the same data for generation and unfolding. As expected, the
statistical error increases with the number of iterations.
A more thorough test of the unfolding routine is shown in Figure 6.20, where the
BANFF post-fit is used as the fake dataset. The statistical error increases with the
number of iterations, as expected, but there is also a slight bias, which again increases
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Figure 6.19: Bias from the true BANFF pre-fit (left) and fractional statistical error (right)
in each ptruee bin when generating with the BANFF pre-fit, and using BANFF
pre-fit as the fake dataset. Note the y-axis scale on the bias plot.
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Figure 6.20: Bias from the true BANFF post-fit (left) and fractional statistical error (right)
in each ptruee bin when generating with the BANFF pre-fit, and using BANFF
post-fit as the fake dataset.
with more iterations. Here, the bias is the fractional diﬀerence from the BANFF post-fit
cross-section prediction, and is approximately 3% for 1 iteration. 1% of this bias is
expected as the BANFF post-fit changes the νe flux by 1%, whilst the unfolding assumes
the BANFF pre-fit flux is correct. A further bias is also expected as the BANFF post-fit
re-weights the background contribution in the fake data. As there is less background
in the fake data than in the MC, the unfolded νe cross-section is expected to be biased
slightly high. Finally, as the 3% bias is small compared to any systematic uncertainty, it
is not a concern.
It is also interesting to examine how necessary the unfolding procedure is. Figure 6.21
shows the same information as Figure 6.20, but also includes a “0 iteration” result.
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Figure 6.21: Bias from the true BANFF post-fit (left) and fractional statistical error (right)
in each ptruee bin when generating with the BANFF pre-fit, and using BANFF
post-fit as the fake dataset. These plots include a “zero-iteration” result, where
no unfolding is done and the background-subtracted data is simply eﬃciency-
corrected.
This result is found by simply taking the background-subtracted data and correcting
for the eﬃciency in each bin. For the pe case shown in the figure, this means that the
cross-section in the 0–200 MeV/c bin is zero, as there is no data in that bin. Significant
biases are present in the “0 iteration” result, indicating that the unfolding procedure is
absolutely necessary.
A further test of the method is performed by using the “crazy signal” fake dataset, in
which the νe signal shape and normalisation is significantly modified. Figure 6.22 shows
the bias and statistical error as a function of the number of iterations, and again the
bias is not significantly reduced by applying more iterations, whilst the statistical error
still increases. This further justifies the choice of using a single iteration. The size of
the bias will be discussed in more detail in Section 6.4.5, where it is explained that the
bias is small compared to the diﬀerence between the model predictions, and is also small
compared to the uncertainties.
6.4.4 Uncertainties
All statistical and systematic uncertainties are computed through the covariance matrix
method. M throws are performed, in which all the inputs to the unfolding—such as
the smearing matrix and initial estimator—are recomputed each time. The unfolded
number of events is recomputed for each throw, and the fractional covariance matrix is
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Figure 6.22: Bias (left) and statistical error (right) when generating with the BANFF pre-fit,
and unfolding using the “crazy signal” model as the fake dataset.
then given by
V (s)kl =
1
M
M￿
i=1
( ￿N (si)tk − ￿N (nom)tk )( ￿N (si)tl − ￿N (nom)tl )￿N (nom)tk ￿N (nom)tl , (6.22)
where (s) is the current source of uncertainty being considered, (si) is the throw, ￿N (si)tk is
the unfolded number of events in bin tk for that throw, and ￿N (nom)tk is the nominal number
of unfolded events in bin tk. For plots of the diﬀerential cross-sections, the square-root of
the diagonal elements of the covariance matrices are plotted for the error bars. In this
analysis, 999 throws are performed for each source of uncertainty.
The uncertainty on the total flux-averaged cross-section, which includes information
from all tk bins, is calculated as
σ ￿Ntotal =
￿￿￿￿ nt￿
k=1
￿
k−1￿
l=1
2Vkl ￿Ntk ￿Ntl
￿
+ Vkk ￿Ntk ￿Ntk . (6.23)
It is important to note that in general the systematic throws aﬀect both the νe and γ
samples. The only exception is the OOFV systematic, which is calculated using the γ
sample and applied to the νe sample.
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Data statistics
Data statistics are simply considered by varying the contents of each precoe , cos(θ
reco
e ) and
Q2,reco bin in the νe sample according to Poisson statistics. The γ sample is Poisson-varied
in the finer (precoe , cos(θ
reco
e )) binning used for the OOFV re-weighting.
MC statistics
The following MC inputs are separately Poisson-varied to evaluate the MC statistical
error.
• The signal matrix.
• The background vector.
• The missed vector.
• The νe, OOFV and “other” portions of the γ sample prediction.
Detector systematics
The eﬀect of the detector systematics described in Section 5.1 are evaluated by varying
the low-level parameters (such as the TPC momentum bias) for each throw, propagating
the eﬀects to each event, and re-performing the selection. Events can migrate between
bins, between samples, and into and out of samples completely. The uncertainty on the
number of nucleons in the FGD FV is included as part of the detector systematics, and
is 0.67%.
As mentioned previously, true νe events entering the νe sample with a detector
systematic weight wd are also counted as missed events with a weight 1−wd, in order to
conserve the total number of simulated νe interactions.
OOFV systematic
The systematic on the OOFV re-weighting is chosen such that the data/MC scaling
required in each precoe , cos(θ
reco
e ) or Q
2,reco bin defines the 3σ uncertainty. For example,
if a specific bin is nominally weighted down by −30%, the OOFV throws come from a
Gaussian with mean −30% and width 10%. Note that the statistical uncertainties on
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the data and MC in the γ sample are already accounted for, as described in previous
sections, and this is simply an extra systematic to account for the fact that the source of
the discrepancy is not well understood. The same logic was used to define the size of the
momentum resolution systematic uncertainty in the ND280 detector systematics.
Flux and cross-section systematics
The BANFF pre-fit uncertainty matrix is used to define the uncertainty on the flux
and cross-section parameters, as described in Section 5.2.1. All parameters are thrown
together, and each event is re-weighted accordingly. All background events that enter the
selection are re-weighted, along with all signal events regardless of whether they enter
the selection. This means that the flux and cross-section systematics aﬀect the eﬃciency
and other Monte Carlo inputs to the unfolding, with the BANFF pre-fit uncertainties
constraining how much these inputs can be varied. The flux and cross-section parameters
cannot cause events to migrate between bins, just how much each event contributes to
the sample.
Due to the implementation of the FSI re-weighting, it is possible for some events with
many final state particles to be given absurdly large weights for certain parameter throws.
For example, if the FSI charge exchange parameter is tweaked to 0, each quasi-elastic
final state vertex in an interaction is given a weight of 2.59. An interaction with 9 such
vertices is therefore given a weight of over 5000. To prevent these rare edge cases from
significantly aﬀecting the covariance matrix calculation, the flux and cross-section weight
for each event is constrained to not be larger than 50.
Remembering that the cross-section is proportional to ￿Ntk/φ (see equation (6.6)), the
covariance matrix defined in equation (6.22) is not appropriate when there are systematics
that can alter the integrated flux. Instead, the following fractional covariance matrix is
used
V (s)kl =
1
M
M￿
i=1
(
￿N(si)tk
φ(si)
− ￿N(nom)tk
φ(nom)
)(
￿N(si)tl
φ(si)
− ￿N(nom)tl
φ(nom)
)
￿N(nom)tk
φ(nom)
￿N(nom)tl
φ(nom)
=
1
M
M￿
i=1
( ￿N (si)tk φ(nom)φ(si) − ￿N (nom)tk )( ￿N (si)tl φ(nom)φ(si) − ￿N (nom)tl )￿N (nom)tk ￿N (nom)tl , (6.24)
where φ(nom) is the nominal integrated flux, and φ(si) is the integrated flux for throw (si).
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6.4.5 Fake data results
Full phase-space analysis
Diﬀerential and total flux-averaged cross-sections when generating with the BANFF
pre-fit and unfolding with the BANFF post-fit fake dataset are shown in Figure 6.23.
The fractional uncertainties and correlation matrices are shown in Figure 6.24. Overall,
an error of approximately 20% is expected on the total flux-averaged cross-section
measurement.
The unfolded flux-averaged results are slightly diﬀerent depending on which variable
was used in the unfolding. The BANFF post-fit prediction is 1.19× 10−38 cm2/nucleon,
and the unfolded results are
• ￿σ￿φ = 1.22± 0.24× 10−38 cm2/nucleon when unfolding through pe
• ￿σ￿φ = 1.21± 0.24× 10−38 cm2/nucleon when unfolding through cos(θe)
• ￿σ￿φ = 1.20± 0.22× 10−38 cm2/nucleon when unfolding through Q2.
The slight disagreement between the three results is expected, as although the total
number of events are the same in each distribution, they are distributed among bins with
diﬀerent eﬃciencies.
Diﬀerences in the uncertainties are also to be expected. To see whether the smaller
error in the Q2 unfolding is significant, rather than just due to the precise fake dataset
being studied, 100 fake datasets were made based on the BANFF post-fit covariance
matrix. The fractional error for each of these datasets is shown in Figure 6.25, and the
key features are discussed below.
• Unfolding through Q2 gives a smaller statistical error, and this is consistent through-
out all 100 toys. This lower statistical error is due to the fact that the Q2,true
distribution has no bins with very low eﬃciency, unlike the low momentum and
high angle bins. In such bins the statistical error is magnified by the 1/￿tk factor
in the unfolding. As 245 νe events are expected to be selected, a 1/
√
245 = 6.4%
uncertainty would be expected for a simple counting experiment. The 8–13% uncer-
tainties from the unfolding method are larger than this, as expected due to the use
of the γ control sample and the binned analysis.
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Figure 6.23: Diﬀerential cross-section (left) and resulting total flux-averaged cross-section
(right), when generating with the BANFF pre-fit and using BANFF post-fit as
the fake data, for pe (top), cos(θe) (middle) and Q2 (bottom). The separate
sources of uncertainty are added in quadrature.
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Figure 6.24: Fractional uncertainties (top) and correlation matrices (bottom) when generating
with the BANFF pre-fit and using BANFF post-fit as the fake data, in pe (left),
cos(θe) (middle) and Q2 (right).
• As the Monte Carlo sample is 11 times larger than the data sample, the Monte
Carlo statistical uncertainty would naively be expected to be 1/
√
11 = 0.3 times
the size of the data statistical uncertainty. The actual uncertainty is found to be
slightly larger than this, as the separate categories—true νe events, true γ events
and so on—are fluctuated separately.
• The pe unfolding gives a much larger detector systematic error than the other
distributions, which is due to the detector systematics aﬀecting the low momentum
events more than any others, and the precoe distribution concentrating all these events
in one bin.
• The flux and cross-section uncertainty is found to be approximately 13%, and this is
dominated by the overall flux uncertainty. The diﬀerences for unfolding through the
diﬀerent variables is due to the Eν parameterisation used for the flux uncertainty
and some of the cross-section uncertainties.
• The OOFV systematic is small (< 3%) for the BANFF post-fit fake datasets, as the
OOFV background is not significantly aﬀected by the BANFF fit. In the real data,
where a large disagreement is observed between data and MC in the γ sample, this
systematic would be expected to be much larger.
160 νe cross-section measurement
Data stat error (%)
5 6 7 8 9 10 11 12 13 14 15
N
um
be
r o
f t
hr
ow
s
0
5
10
15
20
25
30
MC stat error (%)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
N
um
be
r o
f t
hr
ow
s
0
10
20
30
40
50
Detector systematic error (%)
7 7.5 8 8.5 9 9.5 10 10.5 11 11.5 12
N
um
be
r o
f t
hr
ow
s
0
5
10
15
20
25
30
35
40
Flux and x-sec error (%)
11 11.5 12 12.5 13 13.5 14 14.5 15 15.5 16
N
um
be
r o
f t
hr
ow
s
0
5
10
15
20
25
30
35
40
OOFV error (%)
0 1 2 3 4 5 6 7 8 9 10
N
um
be
r o
f t
hr
ow
s
0
10
20
30
40
50
e
pUnfold through 
)eθUnfold through cos(
2QUnfold through 
Total error (%)
15 16 17 18 19 20 21 22 23 24 25
N
um
be
r o
f t
hr
ow
s
0
5
10
15
20
25
30
35
Figure 6.25: Histograms showing the percentage error on the flux-averaged cross-section for
100 toy datasets thrown from the BANFF post-fit covariance matrix. The dashed
lines show the error on the standard BANFF post-fit fake dataset.
It is preferable to report only one number in certain situations, such as in conference
summary talks. For this, an averaging of the three numbers is not necessary, nor is adding
an extra systematic error to account for the diﬀerences. The diﬀerences are expected,
and the 2% scale is much smaller than the current systematic uncertainties. Due to the
lower expected systematic uncertainty on the Q2 measurement, and the fact that Q2 is
the most interesting kinematic variable, the Q2 measurement will be presented as the
main result.
Section 6.4.3 showed that the result was biased significantly low when unfolding using
the “crazy signal” fake dataset. The unfolded distributions are shown in Figure 6.26,
along with the BANFF pre-fit and “crazy signal” model predictions, which are diﬀerent
in both shape and normalisation. Looking particularly at the Q2 distribution, the new
shape is not completely recovered by the unfolding, especially in the Q2 >1GeV2/c4 bin.
However, due to the large uncertainties in the measurement, the vast majority of the
unfolded data points agree with the input model within 1σ. As was shown previously,
applying more than one iteration does not improve the bias. As the unfolded result
agrees with the input model within errors, and this model is significantly diﬀerent to
anything expected in nature, the conclusion is made that the unfolding method works
well.
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Figure 6.26: Unfolded diﬀerential cross-sections when the “crazy signal” fake dataset is
analysed, when unfolding through pe (top), cos(θe) (middle) and Q2 (bottom).
The left column shows the diﬀerential cross-sections, and the right column the
total flux-averaged cross-sections.
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Restricted phase-space analysis
The results of unfolding the BANFF post-fit fake dataset in the restricted phase-space
analysis are shown in Figure 6.27. The BANFF post-fit predicted cross-section is
6.89× 10−39 cm2/nucleon, and the unfolded results are
• ￿σ￿φ = 6.94± 1.29× 10−39 cm2/nucleon when unfolding through pe
• ￿σ￿φ = 6.91± 1.31× 10−39 cm2/nucleon when unfolding through cos(θe)
• ￿σ￿φ = 6.93± 1.29× 10−39 cm2/nucleon when unfolding through Q2.
The result is again biased slightly high, but not significantly so. The fractional uncertainty
on the measurement is similar to the result found when examining the full phase-space,
as the reduction in systematic uncertainty has been oﬀset by the increase in statistical
uncertainty.
6.5 Results
This section describes the results of looking at real T2K data from Runs 1–4. The eﬀect
of the OOFV re-weighting is first described in Section 6.5.1, followed by the diﬀerential
cross-section results in Section 6.5.2 and the total flux-averaged cross-section results in
Section 6.5.3. The results are then discussed in Section 6.5.4.
6.5.1 OOFV re-weighting
The kinematic distributions of the data have already been shown in Figure 6.1, and
a large deficit is seen in the low-momentum bins in both the νe and γ samples. The
data/MC ratio for the OOFV re-weighting, R2Dγ , is shown in Figure 6.28, and the eﬀect
of the re-weighting on the γ sample is shown in Figure 6.29 and Figure 6.30.
The eﬀect of the re-weighting on the νe sample is shown in Figure 6.31. Although
the data/MC disagreement is reduced, the data still sees fewer events than the Monte
Carlo prediction, so the unfolded cross-sections are expected to be lower than those
of the Monte Carlo. It is interesting to note that RXνe is 0 for some bins, suggesting
that the data prefers for the In FV background to be reduced, as well as the OOFV.
As explained previously, there are many systematics covering the In FV background.
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Figure 6.27: Diﬀerential cross-sections (left) and resulting total flux-averaged cross-sections
(right), when generating with the BANFF pre-fit and using BANFF post-fit as
the fake data, for pe (top), cos(θe) (middle) and Q2 (bottom), for the restricted
phase-space analysis.
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Figure 6.28: R2Dγ when MC is BANFF pre-fit and real data is analysed.
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Figure 6.29: γ sample before (top) and after (bottom) the OOFV re-weighting, and RXγ
(middle row) when MC is BANFF pre-fit and real data is analysed, for precoe
(left), cos(θrecoe ) (middle column) and Q
2,reco (right). The error bars in the
middle row are the propagated data statistics, and are shown for reference.
The re-weighting method prevents these bins from going negative; if this restriction is
removed, the unfolded cross-section results change by less than 1%.
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Figure 6.30: xrecoe , y
reco
e and z
reco
e distributions of the γ sample before (top) and after (bottom)
re-weighting.
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Figure 6.31: νe sample before (top) and after (bottom) the OOFV re-weighting, and RXνe
(middle row) when MC is BANFF pre-fit and real data is analysed, for precoe (left),
cos(θrecoe ) (middle column) and Q
2,reco (right). The error bars in the middle row
are the propagated data statistics, and are shown for reference.
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6.5.2 Diﬀerential cross-section results
Full phase-space analysis
The diﬀerential cross-sections as a function of pe, cos(θe) and Q2 are shown in Figure 6.32,
and the fractional uncertainties and correlation matrices are shown in Figure 6.33.
Tabulations of the fractional uncertainty in each bin are shown in Tables 6.5–6.7, and in
these tables the flux and cross-section systematics have been separated.
It is interesting to note that there is a data deficit at low Q2 compared to NEUT,
which is theoretically the most interesting kinematic area, although each bin is within
the 1σ uncertainty.
Restricted phase-space analysis
The diﬀerential cross-sections for the restricted phase-space analysis are shown in Fig-
ure 6.34, and it is interesting to note that the data deficit compared to the NEUT
prediction at low Q2 is still evident. The fractional uncertainties and correlation matrices
are shown in Figure 6.35.
6.5.3 Flux-averaged cross-section results
Full phase-space analysis
The total flux-averaged CC inclusive νe cross-sections when unfolding through pe, cos(θe)
and Q2 are shown in Figure 6.36. The results for each variable are
• ￿σ￿φ = 1.11± 0.24× 10−38 cm2/nucleon when unfolding through pe
• ￿σ￿φ = 1.13± 0.23× 10−38 cm2/nucleon when unfolding through cos(θe)
• ￿σ￿φ = 1.11± 0.20× 10−38 cm2/nucleon when unfolding through Q2.
The T2K data therefore agrees well with both the NEUT prediction of 1.23×10−38 cm2/nucleon
and the GENIE prediction of 1.08× 10−38 cm2/nucleon.
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Figure 6.32: Diﬀerential cross-sections when generating with the BANFF pre-fit and using
real data, for pe (top), cos(θe) (middle) and Q2 (bottom). The right-hand plots
are identical to the left-hand ones, but only show the NEUT and GENIE nominal
predictions, and the data points with their total errors. These are the final
results of the full phase-space diﬀerential cross-section.
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Figure 6.33: Fractional uncertainties (left) and correlation matrices (right) in bins of pe (top),
cos(θe) (middle) and Q2 (bottom) for the real data.
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pe (MeV/c) Data stat. MC stat. Detector Flux X-sec OOFV Total
0–200 17.1 8.0 12.2 13.3 15.6 13.1 32.9
200–550 20.8 5.5 13.8 13.3 8.3 17.1 34.5
550–750 15.2 4.6 9.2 13.7 6.9 9.5 25.7
750–1000 12.1 4.1 9.0 13.7 5.2 5.8 22.0
1000–1300 10.4 3.8 8.7 13.4 4.8 4.2 20.3
1300–1650 9.8 3.9 8.2 13.1 4.8 2.8 19.5
1650–2150 9.6 3.8 9.1 12.8 6.1 1.6 20.1
> 2150 11.6 3.3 8.7 12.6 5.3 1.1 20.4
Total 10.5 2.8 9.2 13.0 7.6 7.5 21.1
Table 6.5: Fractional error (in %) when unfolding through pe.
cos(θe) Data stat. MC stat. Detector Flux X-sec OOFV Total
< 0.50 18.2 6.7 9.1 14.1 12.3 12.3 30.8
0.50–0.72 24.1 6.2 9.1 14.1 11.5 17.3 36.5
0.72–0.82 21.4 5.8 6.7 12.3 6.2 6.8 27.8
0.82–0.88 33.9 8.9 11.3 14.6 12.2 1.9 41.3
0.88–0.92 26.4 7.2 10.9 13.4 9.3 4.9 34.2
0.92–0.96 19.1 4.5 9.6 13.0 6.1 1.8 26.0
0.96–1.00 14.1 3.6 9.8 13.1 5.2 1.3 22.8
Total 10.4 2.9 8.5 13.3 5.7 5.5 20.6
Table 6.6: Fractional error (in %) when unfolding through cos(θe).
Q2 (GeV2/c4) Data stat. MC stat. Detector Flux X-sec OOFV Total
0.00–0.03 30.8 8.9 19.6 17.6 18.9 8.2 46.3
0.03–0.06 19.7 6.9 13.6 15.1 11.3 6.3 31.9
0.06–0.10 15.3 5.3 11.6 14.2 9.7 4.9 26.7
0.10–0.16 12.4 4.6 9.4 13.3 7.5 3.8 22.6
0.16–0.24 10.0 4.1 7.9 12.6 8.2 2.5 20.4
0.24–0.36 9.1 3.7 8.0 12.6 8.1 2.3 19.6
0.36–0.58 8.6 3.2 7.7 12.5 6.4 1.7 18.6
0.58–1.00 9.1 3.3 7.6 12.5 4.9 1.4 18.2
> 1.00 11.7 4.0 8.9 13.2 7.9 1.6 21.9
Total 8.7 2.3 8.4 12.9 5.3 2.1 18.7
Table 6.7: Fractional error (in %) when unfolding through Q2.
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Figure 6.34: Diﬀerential cross-sections when generating with the BANFF pre-fit and using
real data, for pe (top), cos(θe) (middle) and Q2 (bottom), for the restricted
phase-space analysis. The right-hand plots are identical to the left-hand ones,
but only show the NEUT and GENIE nominal predictions, and the data points
with their total errors. These are the final results of the restricted phase-space
diﬀerential cross-section.
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Figure 6.35: Fractional uncertainties (left) and correlation matrices (right) in bins of pe (top),
cos(θe) (middle) and Q2 (bottom) for the restricted phase-space analysis.
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Figure 6.36: Unfolded flux-averaged cross-sections when unfolding through pe (top), cos(θe)
(middle) and Q2 (bottom) for the full phase-space analysis. The right-hand
plots are identical to the left-hand ones, but only show the NEUT and GENIE
nominal predictions, and the data points with their total errors. These are the
final results of the full phase-space total flux-averaged cross-section.
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Restricted phase-space analysis
The total flux-averaged CC inclusive νe cross-sections when unfolding through pe, cos(θe)
and Q2 are shown in Figure 6.37. The results for each variable are
• ￿σ￿φ = 6.49± 1.21× 10−39 cm2/nucleon when unfolding through pe
• ￿σ￿φ = 6.53± 1.21× 10−39 cm2/nucleon when unfolding through cos(θe)
• ￿σ￿φ = 6.54± 1.22× 10−39 cm2/nucleon when unfolding through Q2.
Again, the T2K data agrees well with both the NEUT prediction of 7.38×10−39 cm2/nucleon
and the GENIE prediction of 6.41× 10−39 cm2/nucleon.
6.5.4 Discussion
As expected, the unfolded cross-sections diﬀer slightly depending on which variable is
used to do the unfolding. As discussed in Section 6.4.5, these diﬀerences are small
compared to the systematic uncertainties.
Figure 6.38 compares the fractional errors when looking at the real data in the full
phase-space analysis to the expected errors when looking at fake datasets thrown from the
BANFF post-fit covariance matrix (see Section 6.4.5 for details). The OOFV systematic
is larger for data than in the toy throws, as is expected given the larger data/MC
discrepancy in the γ sample. The only other discrepancy between the real data and MC
studies is for the flux and cross-section systematics, particularly for the cos(θe) unfolding.
No suitable explanation has been found for this behaviour, but as the discrepancy is
small (especially when added in quadrature with all the other systematics), it is not a
big concern.
Concentrating on the uncertainties for the Q2 result, the flux uncertainty dominates
at 12.9%, followed by the data statistical uncertainty (8.7%) and the detector systematic
uncertainty (8.4%). In future analyses, the flux uncertainty should be reduced as more
data from NA61 is used in the flux prediction. The data statistical uncertainty will also
naturally improve as more data is collected, but if the selection eﬃciency can also be
improved then the reduction will be accelerated. The detector systematic uncertainties
are currently very large and are dominated by the TPC performance. Significant study is
currently being devoted to better understanding theses issues, and the detector systematic
uncertainty should hopefully be reduced in future analyses, especially if the momentum
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Figure 6.37: Unfolded flux-averaged cross-sections when unfolding through pe (top), cos(θe)
(middle) and Q2 (bottom) for the restricted phase-space analysis. The right-hand
plots are identical to the left-hand ones, but only show the NEUT and GENIE
nominal predictions, and the data points with their total errors. These are the
final results of the restricted phase-space total flux-averaged cross-section.
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Figure 6.38: Histograms showing the percentage error on the flux-averaged cross-section for
100 toy datasets thrown from the BANFF post-fit covariance matrix. The dashed
lines show the error on the real data.
resolution uncertainty can be reduced. The other uncertainties are small, but can all also
be reduced in future. The cross-section model and uncertainties are being redeveloped
by T2K to have fewer ad-hoc parameters and better agreement with external data. The
OOFV systematic can be reduced if the selection is improved to reduce the background
from γ → e+e− conversions, although this will be a challenging task. Finally, the Monte
Carlo statistical error can be reduced by producing and analysing more Monte Carlo files,
but the analysis framework may need to be improved such that this does not become
computationally infeasible.
As mentioned in Section 6.3.2, neither the full phase-space nor the restricted phase-
space results are model-independent. To check the eﬀect of generating with a diﬀerent
model, the BANFF post-fit was also used to generate the unfolding. The eﬀect of using
the diﬀerent model is shown in Table 6.8 for the full phase-space analysis, and Table 6.9
for the restricted phase-space analysis. The largest diﬀerence is 4%, which is well within
the systematic uncertainties of the result. It is recommended that the results found
when generating with the BANFF pre-fit are reported, as this MC has a consistent set of
cross-section model parameter values and uncertainties.
Finally, Section 1.2 explained that the only other CC inclusive νe cross-section
measurement at T2K energies is from the Gargamelle experiment, which measured a
176 νe cross-section measurement
Variable
σCCνe (×10−38 cm2/nucleon)
Pre-fit Post-fit
pe 1.11 1.07
cos(θe) 1.13 1.15
Q2 1.11 1.10
Table 6.8: Comparison of unfolded flux-averaged cross-sections when looking at real data in
the full phase-space analysis, but generating the unfolding with the BANFF pre-fit
and the BANFF post-fit predictions.
Variable
σCCνe (×10−39 cm2/nucleon)
Pre-fit Post-fit
pe 6.49 6.41
cos(θe) 6.53 6.50
Q2 6.54 6.46
Table 6.9: Comparison of unfolded flux-averaged cross-sections when looking at real data in
the restricted phase-space analysis, but generating the unfolding with the BANFF
pre-fit and the BANFF post-fit predictions.
cross-section of σ = (0.7± 0.2)Eν × 10−38 cm2/nucleon on CF3Br. Using this model with
the T2K νe flux predicts a cross-section of 0.95± 0.27× 10−38 cm2/nucleon, where the
uncertainty only comes from the Gargamelle result, not the T2K flux. This agrees well
with the 1.11± 0.20× 10−38 cm2/nucleon measured in this analysis. Of course, as the
two experiments have diﬀerent target elements, and the interactions occur in diﬀerent
nuclear environments, such a comparison is not rigorous. It does, however, serve as a
useful cross-check of the result. Finally, Figure 6.39 shows a comparison of this result
with the Gargamelle data, which was digitised from the plot shown in Figure 1.7.
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Figure 6.39: Comparison of the result of this analysis with data from the Gargamelle ex-
periment, digitised from Figure 1.7. The left plot shows the full energy range
covered by Gargamelle; the right plot shows the energy range most relevant to
T2K.
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Chapter 7
Conclusions and outlook
The Bayesian unfolding technique has been used to extract the νe CC inclusive flux-
averaged cross-section at ND280, the T2K near detector. Diﬀerential cross-sections in
pe, cos(θe) and Q2 are also produced. The flux-averaged cross-section when unfolding
through Q2 is 1.11± 0.20× 10−38 cm2/nucleon, which is in good agreement with both
the NEUT prediction of 1.23× 10−38 cm2/nucleon and the GENIE prediction of 1.08×
10−38 cm2/nucleon, as shown in Figure 6.36. The diﬀerential cross-sections all also agree
well with the NEUT and GENIE predictions, as shown in Figure 6.32. A deficit is seen
at low Q2 compared to the NEUT prediction, although this is not significant.
A restricted phase-space analysis is also performed, in which only events with
pe > 550MeV/c and cos(θe) > 0.72 are selected. In this case, the flux-averaged cross-
section when unfolding through Q2 is 6.54± 1.22× 10−39 cm2/nucleon, which is in good
agreement with both the NEUT prediction of 7.38× 10−39 cm2/nucleon and the GENIE
prediction of 6.41× 10−39 cm2/nucleon. The diﬀerential cross-section results are shown
in Figure 6.34 and the flux-averaged cross-section results in Figure 6.37.
Measuring νe cross-sections is very important for the neutrino community, especially
in the hunt for CP violation in the lepton sector. The results in this thesis are an
important milestone towards constraining diﬀerences between νe and νµ cross-sections,
and are the first measurement of the νe CC cross-section on carbon at energies relevant
to long baseline oscillation experiments. This work will provide valuable input as models
of neutrino interactions with nuclei are developed. Improved cross-section models, with
reduced systematic uncertainties, are now vital if the precision of neutrino oscillation
parameters is to be improved.
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As the diﬀerences between νµ and νe cross-sections are important, an excellent next
goal for T2K is to make a precise measurement of the νµ and νe cross-section ratio as a
function of energy. Many of the systematic uncertainties should be significantly cancelled
in this measurement (especially the flux, cross-section and detector systematics), and
with more data the statistical uncertainty should also be reduced. A total uncertainty of
less than 10% should be achievable in the immediate future.
Another goal for T2K should be to develop a CCQE-enhanced selection. The CCQE
channel dominates at low energies, and it is in this region that the largest diﬀerences
between the νµ and νe cross-sections are expected. It is also in this channel that the
theoretical diﬀerences have been studied by Day and McFarland [41].
Other experiments should also be able to contribute to this area, in particular
MINERνA, the dedicated neutrino cross-section experiment, and NOνA, a long-baseline
oscillation experiment similar to T2K. Both these experiments use Fermilab’s NuMI
neutrino beam, which, like T2K’s beam, is dominated by muon neutrinos. These
experiments will face similar challenges to this analysis, with particle identification
being key to rejecting the large number of νµ interactions. These experiments will
provide datasets with diﬀerent systematic uncertainties to this analysis, and will provide
independent confirmation of the results.
Overall, this analysis should be reassuring to the long baseline neutrino oscillation
community. The electron neutrino cross-section has been measured, and found to agree
with two of the main interaction generators, NEUT and GENIE. With more data, and
reduced systematic uncertainties, T2K should soon be able to provide more stringent
tests of the diﬀerences between νµ and νe charged-current interactions at the GeV-scale.
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