Predicting query performance, that is, the effectiveness of a search performed in response to a query, is a highly important and challenging problem. We present a novel approach to this task that is based on measuring the standard deviation of retrieval scores in the result list of the documents most highly ranked. We argue that for retrieval methods that are based on document-query surface-level similarities, the standard deviation can serve as a surrogate for estimating the presumed amount of query drift in the result list, that is, the presence (and dominance) of aspects or topics not related to the query in documents in the list. Empirical evaluation demonstrates the prediction effectiveness of our approach for several retrieval models. Specifically, the prediction quality often transcends that of current state-of-the-art prediction methods.
INTRODUCTION
Many Information Retrieval (IR) systems suffer a radical variance in performance when responding to users' queries. Even for systems that succeed very well on average, the quality of results returned for some of the queries is poor [Harman and Buckley 2004; Voorhees 2004] . Thus, it is desirable that IR systems will be able to identify "difficult" queries in order to handle them properly.
Previous work has focused on identifying features that can serve as indicators for performance quality. These features can be classified into two main categories: preretrieval and postretrieval features. Preretrieval features [Hauff et al. 2008a; He and Ounis 2004; Mothe and Tanguy 2005; Scholer et al. 2004; Zhao et al. 2008 ] are extracted directly from the query expression, using either linguistic [Mothe and Tanguy 11:2 A. Shtok et al. 2005] or statistical [Hauff et al. 2008a; He and Ounis 2004; Scholer et al. 2004; Zhao et al. 2008 ] analysis of query terms. Postretrieval approaches analyze the result list: the list of documents most highly ranked in response to the query. The query clarity method [Cronen-Townsend et al. 2002] , for example, measures the divergence of a language model induced from the result list from that induced from the corpus.
We present a novel approach to query performance prediction. Our approach is based on measuring the standard deviation of retrieval scores in the result list. We argue that for retrieval methods based on surface-level similarities between documents and the query, the standard deviation can serve as a surrogate in estimating the presumed amount of query drift in the result list, that is, the presence and dominance of nonquery-related aspects or topics manifested in documents in the list.
To substantiate our argument, we leverage insights from work on pseudo-feedbackbased query expansion in which query drift plays an important role [Mitra et al. 1998 ]. One such insight is that a centroid representation of the result list, that is, a centroid of the models of documents in the list (e.g., the centroid of the tf.idf vectors that represent the documents [Salton et al. 1975] ), which often serves as a basis for an expanded query form, manifests query drift [Abdul-Jaleel et al. 2004; Harman 1992; Zhai and Lafferty 2001a] . Thus, for retrieval methods for which retrieval scores reflect document-query similarity, the retrieval score of a centroid represents insufficient query commitment, that is, insufficient emphasis of query terms. This retrieval score can thereby serve as a reference comparison for estimating query drift.
We show that for several retrieval methods, a centroid need not even be computed because the mean retrieval score of documents in the result list corresponds to the retrieval score of some centroid. Consequently, the mean can serve as a reference comparison in query-drift estimation. Accordingly, we argue that high divergence of retrieval scores from this reference comparison (as measured, for example, by the standard deviation) correlates with low levels of query drift and, therefore, with improved retrieval effectiveness.
To evaluate the quality of query performance prediction, we use evaluation paradigms that address, among others, the variability of query performance prediction quality with respect to values of free parameters incorporated by the predictors. Evaluation performed using several TREC collections attests to the high-quality query performance prediction of our predictor for several retrieval models. Specifically, the prediction quality of our approach often transcends that of state-of-the-artpreretrieval and postretrieval predictors.
Through an additional exploration we study factors that affect prediction quality (e.g., the size of the result list). Furthermore, we demonstrate the merits of using standard deviation for measuring retrieval scores dispersion as a means for predicting query performance through a comparison with an alternative approach for quantifying dispersion.
RELATED WORK
Predicting query performance is a significant challenge due to the numerous factors that impact retrieval performance. Preretrieval prediction methods aim to identify characteristics of query difficulty by analyzing the query expression [Hauff et al. 2008a; He and Ounis 2004; Mothe and Tanguy 2005; Scholer et al. 2004; Zhao et al. 2008] . For instance, linguistic features [Mothe and Tanguy 2005] and statistical properties of query terms (e.g., IDF values) [He and Ounis 2004; Scholer et al. 2004; Zhao et al. 2008] were suggested as query performance predictors. Among these predictors there are some [Zhao et al. 2008 ] that rely on computing the variance of a query term's TF.IDF value across all documents in the corpus. This is conceptually reminiscent of our postretrieval prediction approach that is based on the standard deviation of retrieval scores of the documents most highly ranked in response to the query. In Section 4 we further discuss the connection between, and compare the prediction quality of, the predictors. Furthermore, we present an in-depth prediction quality comparison of our prediction approach with a suite of preretrieval prediction methods.
The (short) query alone is often not expressive enough for reliable prediction [Hauff et al. 2008a ] as we will demonstrate using several experimental settings in Section 4. Thus, many effective prediction approaches, as the prediction method we propose here, employ postretrieval analysis of the result list, that is, the list of documents most highly ranked in response to the query. In what follows we discuss three such prominent paradigms. Clarity. The clarity approach [Cronen-Townsend et al. 2002] is based on measuring the "focus" (clarity) of the result list with respect to the corpus. The conjecture is that a language model induced from the result list for an "easy" query will be distinct (e.g., in terms of KL divergence [Cronen-Townsend et al. 2002] ) from that induced from the entire corpus. Consequently, different forms of clarity estimation were proposed. For example, measuring the divergence between query terms' frequency in the result list and that in the entire corpus was suggested in the divergence from randomness framework [Amati et al. 2004] . The Jensen-Shannon divergence between models of the result list, the query, and that of the entire corpus was also shown to indicate query performance [Carmel et al. 2006] . Using a weighted KL-divergence measure [Cronen-Townsend et al. 2004; Hauff et al. 2008b] , and/or utilizing only documents that contain all query terms [Hauff et al. 2008b] , were proposed for improving clarity estimation. In Section 4 we show that the prediction quality of our suggested predictor often transcends that of the clarity measure [Cronen-Townsend et al. 2002] and is also better than that of an improved clarity measure [Hauff et al. 2008b [Hauff et al. , 2010 for a noisy, large-scale Web collection (namely, ClueWeb).
Robustness. Another effective performance prediction paradigm is based on estimating different notions of the robustness of the result list. The hypothesis is that the more robust the result list is, the less "difficult" the query is. Robustness with respect to query perturbations was measured by the overlap between the list retrieved in response to the entire query and those retrieved in response to individual query terms [Yom-Tov et al. 2005] . The effect of document perturbations on the resultant retrieved list is another form of robustness estimation [Vinay et al. 2006; Zhou and Croft 2006] . Measuring the agreement between lists retrieved in response to the query using various retrieval functions was also suggested as a robustness estimate [Aslam and Pavlu 2007] . The Query Feedback (QF) prediction method is based on comparing the original result list with that induced by using a query generated from this list [Zhou and Croft 2007] . The idea is that the more similar the result lists are, the less query-related "noise" there is in the corpus, and, hence, the more effective the retrieval is presumed to be. We use this approach as a reference comparison in the evaluation presented in Section 4.
Our proposed query performance predictor, which measures the diversity of retrieval scores in the result list, can be thought of as a surrogate for estimating robustness with respect to document perturbations [Vinay et al. 2006; Zhou and Croft 2006] . We further discuss this point in Section 3.2.
The cohesion of the result list (another aspect of result list robustness) was shown to indicate query performance [Vinay et al. 2006] . In contrast, our proposed predictor focuses on the way documents are related to the query (as measured by their retrieval scores), rather than to each other.
Analyzing retrieval scores. In many retrieval models, the similarity of documents to a query is reflected by their retrieval scores. Hence, the distribution of retrieval scores can potentially help to predict query performance, as we show in this article. For example, the highest retrieval score was shown to be a relatively successful query performance predictor [Tomlinson 2004 ]. The difference between retrieval scores produced in a query-independent manner and those produced in a query-dependent way, which reflects the "discriminative power" of the query, was also shown to be an indicator for query performance [Bernstein et al. 2005] . Query performance was also demonstrated to be correlated with the extent to which the result list "respects" the cluster hypothesis [Diaz 2007] ; that is, the extent to which similar documents receive similar retrieval scores. This form of score distribution analysis is complementary to ours, and we leave their integration for future work.
A recently proposed state-of-the-art predictor is the Weighted Information Gain (WIG) measure [Zhou and Croft 2007] . WIG essentially measures the divergence between the mean retrieval score of top-ranked documents and that of the entire corpus. The hypothesis is that the more similar these documents are to the query, with respect to the query similarity exhibited by a general nonrelevant document (i.e., the corpus), the more effective the retrieval is. In contrast, as described in Section 3, our predictor computes the divergence between the retrieval scores of top-ranked documents and that of a pseudo nonrelevant document that exhibits relatively high query similarity. We show in Section 4 that the performance prediction quality of our predictor often transcends that of WIG. However, the integration of the two predictors is an interesting venue for future work.
Very recently, we have proposed a query performance prediction framework that is based on statistical decision theory [Shtok et al. 2010] . Both the query performance predictor that we propose in this article and the predictors that serve for reference comparisons in the evaluation study, presented in Section 4, were shown to be quite effective when incorporated in the framework; specifically, in estimating the extent to which a relevance model constructed from a language-model-based result list represents the information need underlying the query.
We use the standard deviation of retrieval scores in the list, which is a simple statistics of the retrieval scores distribution, for predicting query performance. There is a large body of work on retrieval scores distribution fitting [Arampatzis and Robertson 2011; Arampatzis et al. 2009; Dai et al. 2011; Kanoulas et al. 2010; Manmatha et al. 2001; Robertson 2007] ; specifically, for tasks such as normalizing retrieval scores for fusion (metasearch) [Manmatha et al. 2001] and for truncating retrieved lists [Arampatzis et al. 2009 ]. Applying such methods to the query performance prediction task is an interesting future venue.
Following the introduction of the standard deviation of retrieval scores as a basis for query performance prediction [Pérez-Iglesias and Araujo 2009; Shtok et al. 2009] , there has been some work on automatically setting the result list size, at which the deviation is computed, on a per-query basis, and on normalizing the deviation [Cummins et al. 2011a; Pérez-Iglesias and Araujo 2010] . While these approaches were shown to improve prediction quality, we focus here on the initially introduced predictor [Shtok et al. 2009 ] that uses a fixed list size for all queries and a basic corpus-based normalization. We note that the result list size is set for all postretrieval predictors examined in this article, either by optimization of prediction quality as measured over all queries per collection, or by using cross-validation. (Section 4 discusses the technical details.) It is important to note that our goal is not to optimize our suggested predictor in the best possible way, but rather study the factors that affect its quality, analyze the relative prediction quality of the components it is composed of, and gain a better understanding of the settings in which it is effective. Moreover, this practice, which results in conservative estimates of the prediction quality of our predictor, enables a fair comparison with other postretrieval predictors that use a fixed result list size for all queries as well; these predictors could also potentially be improved by a per-query result-list size setting, but this is out of the scope of this article. Finally, we note that, as is, the predictor we present is shown in Section 4 to have prediction quality that favorably compares with that of state-of-the-art predictors.
PREDICTION FRAMEWORK
We assume that the following have been fixed: a query q, a corpus of documents D, and a retrieval method M that is used to rank the documents in D in response to q. We use Score(d) to denote the retrieval score assigned by M to document d in response to q. Our goal is to devise an estimate (predictor) for the effectiveness of the ranking induced by M in the absence of relevance judgment information. The estimated effectiveness is the query performance we attribute to M with respect to q. To that end, the methods we present utilize the result list D [k] q of the k documents that are the most highly ranked; k is a free parameter that is fixed to some value prior to retrieval (and prediction) time.
Documents in D [k] q are presumed by M to be the most relevant to the information need expressed by q among all documents in the corpus. For many retrieval models (e.g., vector space model [Salton et al. 1975 ], probabilistic models [Fuhr 1992] , the inference network model [Turtle and Croft 1990] , and the language model framework [Ponte and Croft 1998; Croft and Lafferty 2003] ), this assumption is based on the fact that the documents in D [k] q exhibit the highest surface-level similarity to q. Hereinafter, we assume that M is one such retrieval method; we also assume that D [k] q is composed of documents that contain at least one query term (i.e., exhibit a nonzero surface-level query similarity).
Empirical Observation
As noted before, previous work has demonstrated some connections between the characteristics of retrieval scores in D [k] q and query performance. In Section 4 we present the following novel finding about one such connection.
The larger the standard deviation of retrieval scores in D [k] q (modulo some technical details), the better the query performance of M with respect to q.
This observation, as we show in Section 4, holds in a consistent manner for several retrieval methods, and across various TREC datasets. Our goal in what follows is to provide a potential explanation to why this observation holds.
Preliminary Discussion
At first glance, the observation just stated might seem to be contradicting the resultlist cohesion principle [Vinay et al. 2006] . That is, the more similar documents in D [k] q are to each other, the better query performance should be. Closer examination, however, reveals that there is no real contradiction: the standard deviation of retrieval scores reflects the connection between documents in D [k] q and the query, rather than between the documents themselves.
A potential explanation to the effectiveness of the standard deviation of retrieval scores as a query performance predictor can be drawn based on result-list robustness arguments. It was argued, and empirically shown, that a result list that is robust, that is, does not change much both in terms of the documents that compose it and in their relative ranking, indicates good query performance. Robustness can be measured with respect to perturbations of documents [Vinay et al. 2006; Zhou and Croft 2006] , perturbations of the query and/or the query model [Yom-Tov et al. 2005; Zhou and Croft 2007] , and changes in the retrieval function applied [Aslam and Pavlu 2007] .
Here, we consider document perturbations [Vinay et al. 2006; Zhou and Croft 2006] . Perturbations of documents that do not substantially affect the frequency of query terms in documents are unlikely to significantly change retrieval scores. Thus, if the retrieval scores in the result list D [k] q are quite spread, as measured, for example, by their standard deviation, then these perturbations are unlikely to result in significant changes to D [k] q . Consequently, D [k] q could be considered robust with respect to document perturbations.
Along the same line, recent work [Pérez-Iglesias and Araujo 2009] that was published at the same time the conference version of this article was published [Shtok et al. 2009 ] presented a list-robustness-based explanation for the effectiveness of standard deviation of retrieval scores as a query performance predictor.
"If a ranking list has a high value of dispersion among the document scores, it could be a sign that the ranking function has been able to discriminate between relevant and not relevant documents. On the other hand if a low level of dispersion appears, because the ranking function has assigned similar weights, it can be interpreted as it was not able to distinguish between relevant and not relevant documents."
However, an important property of the standard deviation as a means for measuring dispersion is not accounted for in the list-robustness arguments discussed earlier, that is, the fact that dispersion is measured with respect to the mean retrieval score. Indeed, in Section 4.2.4 we demonstrate the potential importance of this specific way of measuring retrieval scores dispersion. We do so by showing that while measuring dispersion by the distance of the retrieval scores function from a constant function yields effective query performance prediction, prediction effectiveness is still consistently lower than that attained by using the standard deviation.
In the rest of this section we present an informal discussion that argues for the potential connection between the standard deviation of retrieval scores, specifically, the importance of using the mean retrieval score for score dispersion computation, and query performance.
The Standard Deviation of Retrieval Scores as a Query Performance Predictor
It is often the case that there are documents not pertaining to the information need expressed by q that exhibit high similarity to q. Hence, these documents can be in D [k] q : the list of most highly ranked documents in response to q. Significant presence of such documents in D [k] q results in degraded retrieval performance. We refer to these documents as misleaders because they "mislead" the retrieval method into "believing" that they are relevant as they exhibit relatively high query similarity. Usually, misleaders are deemed nonrelevant because they mainly discuss aspects or topics not related (or only partially related) to the information need expressed by the query, and these aspects dominate the (incidental) occurrence of query terms [Buckley 2004 ]. Thus, misleaders can be thought of as expressing query drift [Buckley et al. 1994 ], since they represent aspects that "drift away" from those represented by the query. In other words, if we were to distill a query from a misleader, the information need expressed by the distilled query would have drifted away from that represented by the original query q, because the misleader is not relevant to q.
Thus, it seems we should opt to devise a measure that quantifies the presumed amount of query drift in D [k] q , that is, presence and dominance of nonrelated query aspects. More specifically, we should potentially estimate how many documents in D
[k] q abstain from exhibiting query drift, and to what extent, as these are less likely to be misleaders. While doing so might seem to be replacing the challenge of assessing relevance with that of assessing query drift, it turns out that there is a potential way of estimating presumed query drift. In fact, we argue in the next section that the standard deviation of retrieval scores in D [k] q can be thought of as a proxy for the amount of query drift (or more precisely, lack thereof) in D [k] q . To that end, we leverage insights gained in work on pseudo-feedback-based retrieval [Buckley et al. 1994; Mitra et al. 1998 ].
3.3.1. Estimating Query Drift. Query drift is a recurring issue in pseudo-feedback-based query expansion retrieval methods [Buckley et al. 1994] . Such methods are usually based on constructing a query model using the documents in D [k] q ; the query model is then used to rank the entire corpus [Buckley et al. 1994] . Often, the constructed model is based on a centroid representation, Cent(D [k] q ), of the list D [k] q . For example, in Rocchio's model [Rocchio 1971 ], which operates in the vector space, and in the relevance model [Lavrenko and Croft 2001] , which operates in the language model simplex, Cent(D [k] q ) is the (weighted) mean of the models of documents in D [k] q : and w(d) is an importance weight associated with d. However, it is a well-established empirical fact that using only a centroid of D [k] q (e.g., as the one just mentioned) can yield poor retrieval performance for many retrieval methods [AbdulJaleel et al. 2004; Harman 1992; Rocchio 1971; Zhai and Lafferty 2001a] . We note that this observation was shown to hold even in some cases wherein all documents in D [k] q are relevant to q [Harman 1992; Raiber and Kurland 2010; Terra and Warren 2005] .
Thus, the centroid is often anchored to the original query q using interpolation [Abdul-Jaleel et al. 2004; Harman 1992; Zhai and Lafferty 2001a] ; this is the case whether using pseudo feedback or true feedback (i.e., only the relevant document) for query expansion. In Rocchio's model, and in the relevance model approach, this translates to using α M q + βCent(D [k] q ) for retrieval; M q is q's original model (representation) and α and β are free parameters 2 . The resultant retrieval performance is indeed significantly improved whether using pseudo or true feedback. Consequently, researchers concluded that the centroid often manifests query drift, that is, it can be, and often is, dominated by aspects not related to the query [Harman 1992; Mitra et al. 1998 ].
Given the observations just stated, Cent(D [k] q ) could be viewed as a prototypical misleader. It attributes (some) importance to the query terms by virtue of the way it is constructed (from documents in D [k] q ); however, this importance is dominated by nonquery-related aspects that can lead to query drift. The importance attributed to q's terms by Cent(D [k] q ) can be measured, for example, by its retrieval score with respect to q, μ
q )). In fact, we need not even directly compute μ. As it turns out, the mean retrieval score of documents in D
corresponds in several retrieval methods to the retrieval score, μ, of some centroidbased representation of D [k] q . (We show that in Section 3.5.) Thus,μ can serve as a reference comparison for query-drift estimation, as it represents the insufficient Query Commitment (QC) of a prototypical misleader; that is, the insufficient emphasis of query terms with respect to non-query-related terms.
Estimates of Retrieval Effectiveness.
In light of the preceding, one way of predicting the effectiveness of the results retrieved by M is to estimate the potential volume of misleaders in D [k] q . The smaller this volume, the higher our estimate of effectiveness should be.
Looking for query committed documents. The first estimate we explore considers documents that are potentially query committed to a good extent; that is, that are less likely to express query drift. Following the previous discussion, we note that predicting whether document d in D [k] q is sufficiently query committed, or conversely, a misleader, can be based to a certain extent on the following idea. We need to assess whether the aspects pertaining to q that are manifested in d dominate the aspects that do not pertain to q. Now, given thatμ represents the insufficient query commitment of a prototypical misleader (the centroid), the following principle emerges. The higher d 's retrieval score is with respect toμ, the less likely d is to be dominated by nonqueryrelated aspects and therefore the lower its chances of exhibiting query drift and being a misleader. Naturally, this principle applies only to documents with retrieval scores higher thanμ. It is important to note that the conceptual premise underlying this principle is that substantial occurrence of query terms in a document-which is measured here with respect to that in the centroid-is not likely to be incidental, and hence, can potentially imply to a significant presence of query-related aspects. This premise echoes some of the underlying assumptions made in axiomatic approaches to retrieval [Fang and Zhai 2005] . 3 One way to quantify the principle just stated is by computing the overall divergence of retrieval scores higher thanμ fromμ. However, retrieval scores are query dependent and consequently, so might be the divergence. Thus, to ensure inter-query compatibility, we normalize the divergence with respect to the retrieval score of a general prototypical nonrelevant document, namely, the corpus. (We assume that the corpus can be represented as a single pseudo document, for example, by using a centroid representation.) The resultant Normalized Query Commitment (NQC) estimate, which is based on documents with presumably positive ("+") query commitment, is
We use the absolute value of the corpus retrieval scores so as to address cases wherein retrieval scores are negative. This is the case when using logs of probabilities of relevance, as in the language modeling framework, for example, that we use in Section 3.5.
Misleader population. The second estimate that we consider addresses the potential size of the misleader population. Specifically, let R and N be the sets of relevant and nonrelevant documents in the corpus, respectively. We use R q and N q to denote the sets of relevant and nonrelevant documents that exhibit a "reasonable" surfacelevel query similarity, respectively. By definition, D
q is the list of documents most similar to the query; also, note that misleaders in D [k] q come from N q . Now, if N q is an empty set, then the retrieval is highly effective, since D [k] q is populated only with documents from R q , and these are relevant. On the other hand, the more documents there are in N q -the source for misleaders-the more chances there are for misleaders to populate D [k] q , and, consequently, to degrade retrieval effectiveness. Thus, we hypothesize that |N q | correlates with retrieval effectiveness. Since it is a hard task to estimate |N q | in the absence of relevance judgments, we make the assumption that the smaller |R q ∪ N q |, the higher the chances that N q is of a relatively small size. This assumption echoes the "pigeonhole principle": given a fixed-size set R q , the smaller R q ∪ N q , the smaller N q is. Or put in other words, given that the result list size, k, is fixed, and that the number of relevant documents exhibiting "reasonable" query similarity is also fixed, the less nonrelevant documents there are in the corpus that exhibit "reasonable" query similarity, the more documents from R q are likely to populate D [k] q , and hence, retrieval performance increases. To summarize the arguments presented before, the smaller the number of documents in the corpus that exhibit "reasonable" query similarity, the less likely that there is a large population of potential misleaders, and the less are the chances that these "dominate" the result list.
Naturally, the challenge is to quantify "reasonable" query similarity. To that end, we useμ, which represents insufficient query commitment, as a reference comparison. Specifically, if the retrieval scores that are lower thanμ are lower by a substantial amount (e.g., close to zero in the extreme case), then potentially, the overall number of documents with reasonable query similarity (|R q ∪ N q |) is small. In such a case, the potential of misleaders entering D [k] q declines, as stated earlier. Conversely, a scenario whereμ results from having many documents with retrieval scores slightly higher and slightly lower thanμ implies an increased |R q ∪ N q | and consequently an increased potential for misleaders entering D [k] q . Thus, we hypothesize that retrieval effectiveness is correlated with increased (normalized) negative ("-") query commitment of Fig. 1 . Graphical vizualization of NQC. The two graphs in the first row present retrieval scores curves for "difficult" and "easy" queries, respectively. The queries are chosen from the ROBUST benchmark according to Average Precision (AP) performance of a language-model-based retrieval approach. The shift between these two scenarios, which is generalized in the graph on the second row, is quantified by NQC.
documents with retrieval scores lower thanμ. The resultant estimate for retrieval effectiveness is then
Integrating estimates. We integrate the estimates NQC + and NQC − by
This NQC measure, which is our main predictor for retrieval effectiveness (i.e., query performance), is simply the standard deviation of the retrieval scores of documents in D [k] q , normalized with respect to the retrieval score of the corpus. In Figure 1 we exemplify how NQC can help differentiate between "difficult" and "easy" queries. The left graph on the first row presents the retrieval scores curve of an ineffective language-model-based (query likelihood) retrieval [Song and Croft 1999] performed in response to a "difficult" query. The right graph on the first row presents the scores curve for an "easy" query, for which the retrieval is highly effective. Both queries were selected based on the average precision obtained for them. As we can see, for the effective retrieval there are more documents with retrieval scores that are higher than that of the mean retrieval score, than for the ineffective retrieval. Furthermore, the retrieval scores are much higher than the mean for the effective retrieval, while they are only slightly higher than the mean for the ineffective retrieval. For retrieval scores lower than the mean, the descent can be somewhat larger for the effective retrieval than for the ineffective retrieval. In Appendix A we present a few more examples of retrieval scores curves for easy and difficult queries, which further demonstrate the patterns just discussed.
To further exemplify the principle underlying NQC, we examine the graph on the second row in Figure 1 . Suppose that all documents in D [k] q exhibit the same query similarity as that of the centroid, a scenario represented by the horizontal retrieval scores line that corresponds to the valueμ. Then, the retrieval is of very low effectiveness, since the centroid is a misleader. On the other hand, if D [k] q is composed of documents with retrieval scores much higher thanμ (which corresponds to high NQC + ), and documents with much lower retrieval scores thanμ (which corresponds to high NQC − ), then the retrieval is supposedly much more effective. The extent of the shift between these two scenarios is measured by NQC.
Discussion Summary
Say that retrieval scores represent surface-level document-query similarities. The discussion presented before, then, relies on two basic arguments. First, a very high retrieval score with respect to that of the centroid, which often manifests query drift represented by lack of sufficient emphasis of query terms, implies less chances for non-query-related aspects to dominate the document. Second, low retrieval scores with respect to that of the centroid imply to a small overall population of documents in the corpus that exhibit "reasonable" query similarity; assuming that there are a few relevant documents in the corpus exhibiting reasonable query similarity, then the population of nonrelevant documents with "reasonable" query similarity in this case is small, and the less chances there are that they are part of the result list.
Naturally, there are cases not captured by the discussion presented earlier, and in which the standard deviation of retrieval scores might not serve as an effective basis for query performance prediction. Yet, we note that many other postretrieval predictors may be ineffective as well in these cases. For example, consider the ambiguous query "Jaguar". Given no additional information regarding the underlying information need, one can only aim at diversifying the result list so that relevant documents that discuss the car "Jaguar" and the cat "Jaguar" are part of the result list. High standard deviation of retrieval scores need not necessarily imply diversity following the preceding discussion. That is, the result list could be populated by documents discussing only one interpretation of the query, and still exhibit high standard deviation of retrieval scores. The same holds, for example, for the: (i) Clarity predictor [CronenTownsend et al. 2002 ] that can assign a very high prediction value to a query with a result list that is focused only on one possible interpretation of the query, (ii) the WIG predictor [Zhou and Croft 2007 ] that will assign a high prediction score to a query if the top-ranked documents are assigned with very high retrieval scores even if all these documents discuss only one interpretation of the query, (iii) the query-feedback predictor [Zhou and Croft 2007 ] that can assign a very high prediction score to a query with a result list that is focused on a single interpretation; and (iv) autocorrelation-based predictors [Diaz 2007 ] that as long as similar documents receive the same retrieval scores, then the assigned prediction value is high. Thus, for both the NQC predictor, and the other postretrieval predictors just mentioned, the assigned prediction value in the case of ambiguous queries can potentially reflect coverage of only one possible interpretation of the query. 
Use Case: Language Modeling Framework
The effectiveness estimates we proposed can be employed with various retrieval methods that estimate relevance based on the surface-level similarity between documents and a query. Here, we focus on the language model retrieval approach [Croft and Lafferty 2003; Ponte and Croft 1998 ], which is a prominent retrieval paradigm.
Let p(w|d) be the probability assigned to term w by a (smoothed) unigram language model induced from document d. The commonly used Query Likelihood (QL) retrieval method [Song and Croft 1999] scores document d in response to query q = {q i } by q i p(q i |d). Using log transformation, the scoring function becomes
Note that the QL-retrieval score of d for short queries is, in general, higher than that for longer queries. (The summation in Eq. (4) is of negative values.) This length bias has no effect when scoring documents in response to a given query. However, effectiveness prediction measures that rely on retrieval scores assigned in response to different queries might be affected. Nevertheless, we hasten to point out that since our measures essentially normalize the retrieval score of a document with respect to that of the corpus, they are not affected by this length bias 5 .
The corpus retrieval score (Score QL (D)). We treat the corpus as the big document that results from concatenating all documents; the order of concatenation has no effect, since we use unigram language models that assume term independence. Naturally, no smoothing is employed when inducing a language model from the corpus (i.e., we use a maximum likelihood estimate) [Croft and Lafferty 2003 ].
The centroid. We stated in Section 3.3.1 that the mean retrieval score (μ) of documents in D [k] q corresponds to the retrieval score of a centroid-based representation of D [k] q . We now demonstrate this correspondence for the query likelihood model. PROPOSITION 1. The mean QL-retrieval score of documents in D [k] q is the QL score of a geometric centroid language-model-based representation of D [k] q .
We can rearrange the summation and writeμ =
model (modulo normalization details) that corresponds to the geometric centroid of language models of documents in D [k] q ; a similar centroid was used in recent work on cluster-based retrieval [Liu and Croft 2008; Seo and Croft 2010] . By Eq. (4),
We note that the connection between the mean retrieval score of documents in D
[k] q and the retrieval score of a centroid of D [k] q holds for other linear-feature-based retrieval 5 Alternatively, we could have used, for example, query-length normalized QL scores 1 |q| Score QL (d) . These correspond to using the cross-entropy measure under certain conditions [Lafferty and Zhai 2001] . However, the query-length normalization cancels out in our estimates, because we use the corpus score as a normalizer. functions [Metzler and Croft 2007] as well. For example, if x is the vector-space representation of text x [Salton et al. 1975] , and the inner product is used as a retrieval function, thenμ
q .
EVALUATION

Experimental Setup
We conducted our main experiments with the TREC collections specified in Table I . These collections were used in several query performance prediction studies [Diaz 2007; Yom-Tov et al. 2005; Zhou 2007; Zhou and Croft 2006] . The size of these collections enables to perform an in-depth analysis of the prediction quality of our NQC predictor and that of the reference comparisons, and to study various factors that affect these predictors. In Section 4.2.7 we present an additional evaluation performed with the large-scale ClueWeb collection.
We use the titles of TREC topics for queries, except for the TREC4 case, where no titles are provided; hence, topic descriptions are used for this collection. We applied tokenization, Porter stemming, and stopword removal (using the INQUERY list) to all data via the Lemur/Indri toolkit 6 , which was also used for retrieval. The Query Likelihood model (QL) [Song and Croft 1999] described in Section 3.5, employed with unigram language models, serves as the retrieval model, unless otherwise specified. We use Dirichlet smoothing for document language models with the smoothing parameter set to 1000 following previous recommendations [Zhai and Lafferty 2001b] . Thus, the main goal of the evaluation to follow is to predict the success (or lack thereof) of the different predictors in predicting the query performance of a standard language-model-based retrieval. In Section 4.2.5 we study the effectiveness of NQC in predicting the performance of additional retrieval methods, and in Section 4.2.8 we study its effectiveness in predicting the performance of runs submitted to some of TREC's tracks.
Reference Comparisons.
We compare the prediction quality of NQC with that of three effective postretrieval predictors, namely, Clarity [Cronen-Townsend et al. 2002] , Query Feedback (QF) [Zhou and Croft 2007] , and WIG [Zhou and Croft 2007] . These predictors are representatives of the three categories of postretrieval methods presented in Section 2: the clarity approach (Clarity), the result list robustness approach (QF), and the retrieval scores distribution analysis approach (WIG). We note that QF and WIG were shown to post state-of-the-art prediction quality [Zhou and Croft 2007 
.
Note that the (exponent of) query likelihood scores Score QL (d) = log q i p(q i |d) serve to differentially weigh the documents in D
and a maximum-likelihood-estimate-based language model induced from the corpus 7 , p(·|D), serves as a measure for the focus of the result list.
Higher values of Clarity, that is, higher values of the "distance" between the (relevance) model of the result list and that of the corpus, are presumed correlated with improved query performance.
We used Lemur's Clarity implementation. We found that not smoothing the document language model ( p(w|d)) when constructing R D is the ranking criterion. Then, the overlap at cutoff m Q F (m Q F is a free parameter) between the retrieved document list and the result list D [k] q is used for performance prediction. We note that QF could conceptually be thought of, although not explicitly stated as such [Zhou and Croft 2007] , as a measure for quantifying the potential amount of query drift in D [k] q . That is, the higher the overlap between the rankings induced by the 7 The maximum likelihood estimate of term w with respect to text x is tf(w∈x) w tf(w ∈x)
, where tf(w ∈ x) is the number of occurrences of w in x. As noted before, the corpus is represented by the big document that results from concatenating the documents it contains. 8 To maintain consistency with Clarity computation, we use the relevance model defined in Eq. (5) for ranking the corpus. We note that this relevance model is somewhat different than the query model originally used in Zhou and Croft [2007] , but still results in highly effective query performance prediction. query and by the relevance model, the less query drift manifested in D [k] q is presumed to be. Hence, in spirit, QF is connected with the query-drift quantification idea that NQC is based on.
WIG. The WIG predictor measures the divergence of retrieval scores of top-ranked documents from that of the corpus. WIG was originally proposed and employed in the Markov Random Field (MRF) retrieval framework [Metzler and Croft 2005] . However, if no term dependencies are considered, that is, a bag-of-terms representation is used, then MRF reduces to using the query likelihood model with unigram language models. Indeed, it was noted that WIG is very effective with this implementation [Zhou 2007] . In this case, WIG can be computed by
= #{q i ∈ q} is q's length. Refer back to the discussion in Section 3.5 regarding the importance of query-length normalization.
Evaluation Paradigms.
The goal of all the query performance predictors presented earlier is to estimate the retrieval effectiveness (query performance) of a given retrieval method with respect to a given query.
There are two evaluation measures that are commonly used in the query performance prediction framework for evaluating prediction performance. The first is Pearson's correlation coefficient (ρ), henceforth denoted P-ρ. The correlation is computed between the actual average precision (AP at a cutoff of 1000) values for queries in a given query set (as measured by using relevance judgments), and the values assigned to these queries by a prediction measure [Carmel et al. 2006] . The second evaluation measure is Kendall's−τ correlation coefficient, K-τ in short. The correlation is computed between a ranking of the queries that corresponds to the actual AP attained for them and a ranking induced by the assigned values of the prediction measure [Voorhees 2004 ]. For both evaluation measures, higher correlation values indicate increased prediction performance.
The prediction performance of our NQC measure, and that of the three reference comparisons, can vary with respect to the number of documents, k, in the result list. A case in point, WIG was claimed to be most effective when computed over very short retrieved lists of about 5 documents [Zhou 2007 ]. Effective Clarity-based prediction, on the other hand, calls for using longer result lists. Furthermore, the prediction performance of QF depends not only on the result list size (k), but also on the cutoff m Q F used for computing document overlap. Most previous work on comparing the performance of query performance predictors has used for each predictor fixed values of k that were effective across corpora. Naturally, and as we show shortly, the optimal value of k can vary with respect to the corpus used.
Thus, we employ two different evaluation paradigms that can help address the impact of k (and that of m Q F for QF) on the resultant prediction performance. The first is based on using for each predictor, per each corpus, values of free parameters that yield optimal prediction performance. The prediction performance is measured using either Pearson's correlation or Kendall's−τ as computed over all queries per corpus. This evaluation approach, which we refer to as Optimal, is intended to contrast the potential effectiveness of the predictors while ameliorating free-parameter values effects. Later on we study the effect of varying the values of free parameters on prediction performance.
The second paradigm that we employ is based on learning free-parameter values. For each corpus, we randomly split the queries into two equal sized sets that are used in a cross-validation procedure. That is, we use one set, the "train set", to find the free-parameter values of a predictor that yield optimal prediction performance (as measured by Pearson's correlation or Kendall's−τ ) with respect to this set. Then, the predictor is employed with these optimal free-parameter values so as to predict performance over the second set of queries: the "test set". We then flip the roles of the two sets of queries. Since using a single split of the queries might result in a biased evaluation of prediction performance, we use 40 random splits and report the average, and standard deviation of, prediction performance over the test sets. Accordingly, we refer to this evaluation paradigm as Cross-Validation.
It is also important to note that the prediction performance numbers attained by a predictor using the Optimal and Cross-Validation evaluation paradigms are not necessarily comparable to each other. That is, while the Optimal paradigm is based on measuring correlation with true performance over all queries per corpus, the CrossValidation paradigm is based on measuring average correlation over (many) splits of the queries. Thus, the prediction performance of different predictors is compared with respect to each paradigm separately: the Optimal paradigm serves to compare the potential prediction performance of predictors, and the Cross-Validation paradigm serves to compare prediction performance when values of free parameters are learned using a held-out query set.
The values of the free parameters of the predictors are set as follows. The result list size, k, is set to values in {5, 10, 50, 100, 150, 200, 300, 500, 700, 1000, 2000, 3000, 4000, 5000} for our NQC measure, as well as for the Clarity, WIG, and QF methods. Experiments show (see Section 4.2.2) that the prediction performance of QF is much more sensitive with respect to the value of m Q F (the cutoff used for computing document overlap) than to the value of k, which affects relevance-model construction; the value of m Q F is selected from {5, 10, 50, 100, 150, 200, 300, 500, 700, 1000}.
Experimental Results
Main Result.
Our first order of business is comparing the prediction quality of NQC with that of the reference comparisons, Clarity, QF, and WIG. Table II presents the prediction-quality numbers when using the Optimal and Cross-Validation evaluation paradigms.
Examination of Table (a) of Table II , which presents prediction-quality numbers measured using the Optimal paradigm, reveals the following.
Our NQC measure outperforms Clarity and WIG in a vast majority of the relevant comparisons (6 corpora × 2 evaluation measures-Pearson's coefficient and Kendall's-τ ). Specifically, NQC outperforms Clarity in 11 out of the 12 relevant comparisons, and WIG in 10 out of the 12 comparisons. On the other hand, QF posts the best prediction quality in Table II for 7 out of the 12 relevant comparisons. We hasten to point out, however, that this might be a result of the fact that QF relies on two free parameters (the result list size (k) and the cutoff parameter (m Q F )), while NQC, Clarity, and WIG rely only on a single free parameter (k). Indeed, when learning free parameters' values, NQC outperforms QF in a majority of relevant comparisons, as will be discussed shortly.
We next examine Table (b) of Table II , which is based on the Cross-Validation paradigm. We can see that NQC outperforms each of the three reference comparisons (Clarity, QF, and WIG) in a majority of the relevant comparisons (6 corpora × 2 evaluation measures). Furthermore, each of NQC and QF posts the best prediction quality in 4 out of the 12 relevant comparisons, while Clarity and WIG do so in only 2 out of the 12 Table II . Main Result (a) Evaluation using the Optimal paradigm. 
516(.062) .396(.037) .429(.073) .361(.068) .418(.076) .290(.060)
QF .465(.056) .362(.048) .387(.091) .291(.063) .510(.082) .372(.063)
WIG .540(.055) .382(.038) .368(.101) .293(.066) .483(.071) .336(.050)
NQC .535(.055) .409(.037) .487(.119) .286(.085) .416(.066) .343(.047)
Comparison of NQC with Clarity, QF, and WIG using the Optimal and Cross-Validation evaluation paradigms. Boldface marks the best result in a column.
relevant comparisons. Yet, it is important to note that the standard deviation of NQC's prediction quality is smaller than that of QF in 9 out of the 12 relevant comparisons. This finding could be attributed to the fact that QF incorporates two free parameters while NQC incorporates only one. The standard deviation of NQC's prediction quality is also: (i) often smaller than that of Clarity, and (ii) sometimes larger and sometimes smaller than that of WIG, that is, no clear dominance is observed. All in all, the results presented in Table II show that NQC is a highly effective predictor that yields prediction quality that is quite robust (in terms of standard deviation) with respect to that of the other three predictors considered.
Analysis of the Effect of Free-Parameter Values.
In Figure 2 we present the effect of varying the value of k, the result list size, on the prediction quality (measured using Pearson's correlation) of NQC and that of the reference comparisons. Recall that k is the only free parameter incorporated by NQC, Clarity, and WIG; for QF, we set m Q F , its second free parameter, to 50, which yields effective prediction quality on average.
Our first observation based on Figure 2 is that the prediction quality of Clarity and QF is quite robust with respect to the value of k for most collections. This is due to the fact that the relevance model constructed from the initial list weighs documents by their QL (query likelihood) retrieval scores. (Refer back to Eq. (5)). Hence, low ranked documents have little effect on the constructed relevance model, and consequently, on the resultant Clarity and QF assigned prediction values. (A notable exception for the prediction-quality robustness of QF is the GOV2 collection.) In general, using values of k that are above 500 yields effective prediction quality for both Clarity and QF over all collections.
We can also see in Figure 2 that the prediction performance of WIG is optimal for low values of k; often, for k ∈ {5, 10}. This finding is in accordance with previous reports [Zhou and Croft 2007] . Furthermore, WIG's prediction quality degrades when increasing the value of k.
The prediction quality curve of NQC has a relatively similar shape across collections; that is, with increasing values of k there is a prediction-quality increase up to a peak that is obtained at values of k that are often above 100; then, further increasing the value of k results in a prediction-quality decrease. While the value of k at which NQC attains optimal prediction quality can vary across collections, we note that NQC is highly effective when k ∈ {100, 150} for most collections.
Another interesting observation that we make based on Figure 2 is the relatively high value of k for which NQC attains its best prediction quality for TREC1-3 and GOV2 with respect to that for the other collections (which is around 150); the observation with regard to TREC1-3 also holds for WIG, which attains the best prediction quality for k = 50, while for the other collections k ∈ {5, 10} yields the best WIG prediction quality. These findings could potentially be attributed to the fact that for TREC1-3 and GOV2 the average number of relevant documents per query is much larger than that for the other collections. (See Table I .) Indeed, for the centroid of the result list to be a prototypical misleader (refer to the discussion in Section 3.3.1), an assumption on which NQC is based, the result list considered should contain a "descent" amount of nonquery-pertaining aspects; hence, examining a relatively long result list when there are many relevant documents that can be ranked quite high is important as is the case for TREC1-3 and GOV2.
Finally, we hasten to point out that no single predictor dominates the other predictors over the entire tested range of k across the collections.
A note on QF. The findings presented before demonstrate that QF is a highly effective predictor; and, that when fixing the value of m Q F (specifically, to 50), the overlap cutoff parameter on which QF depends, QF posts relatively stable prediction quality with respect to the size of the result list (k). In Figure 3 we present the effect of varying the value of m Q F on QF's prediction performance; k is set to 100; using larger values of k has little effect on the constructed relevance model that QF uses as noted earlier. We can see in Figure 3 that the optimal value of m Q F can vary across collections. Thus, while the prediction quality of QF is quite robust with respect to the value of k, this is not the case with respect to the value of m Q F . Table III presents the prediction quality of the measures integrated by NQC, namely, NQC + and NQC − . Recall that NQC + addresses documents with retrieval scores above the mean score,μ, while NQC − addresses those with retrieval scores belowμ. For reference comparisons we use NQC itself, and the three predictors used before: Clarity, QF, and WIG.
NQC Subcomponents.
It is evident in Table III that NQC + and NQC − are highly effective in prediction. For example, there are numerous relevant comparisons for which these measures outperform Clarity, QF, and WIG. Of a specific interest is the comparison of NQC + with WIG. NQC + measures the deviation of top-retrieved scores fromμ, which was argued earlier to represent the retrieval score of a pseudo nonrelevant document exhibiting relatively high query similarity. WIG, on the other hand, measures the deviation of top-retrieved scores from that of the corpus, which could be considered as a general nonrelevant document. Now, we can see in Table III that NQC + outperforms WIG in a vast majority of the relevant comparisons (6 corpora × 2 evaluation measures). This finding further supports the merits of using the mean retrieval score in the result list as a reference comparison for computing deviation of retrieval scores. We revisit this point shortly.
The next comparison we are interested in is that of NQC with its subcomponents, NQC + and NQC − . Table (a) of Table III shows that with the Optimal evaluation paradigm, by which the most effective result list size (k) for each of these three predictors is used, NQC outperforms its subcomponents in a majority of the relevant comparisons when considering pairwise comparisons, that is, comparing NQC with NQC + and comparing NQC with NQC − . Furthermore, neither NQC + nor NQC + seems to dominate the other in terms of prediction quality. With the Cross-Validation evaluation paradigm (Table (b)), NQC outperforms (and also posts a lower standard deviation of prediction quality than that of) NQC − in most relevant comparisons, but NQC does not dominate (nor is dominated by) NQC + across the relevant comparisons.
All in all, the findings discussed before support the analysis in Section 3 with respect to the merits of using both NQC + and NQC − for query performance prediction.
KL-Divergence-Based Performance Prediction.
The NQC measure is based on the dispersion of retrieval scores in D [k] q from that of the mean score,μ. To further Boldface marks the best result in a column.
explore the importance ofμ as a basis for computing score divergence, we examine an alternative for measuring the overall diversity of retrieval scores in D [k] q . We do so by measuring the KL divergence between the (normalized) retrieval-scores function and a constant score function. The latter corresponds to scoring all documents in D [k] q byμ. Note that such a scenario represents ineffective retrieval as described in Section 3. Thus, the more distant the score function is from a constant one (i.e., larger KL value), the more effective the retrieval is presumed to be. To perform this estimation, we define for i ∈ {1, . . . , k}, U(i)
. Then,
is the (regularized) minus entropy of the score function 9 . In Table IV we compare the prediction quality of the KL-based measure with that of NQC, Clarity, QF, and WIG.
The results in Table IV show that the KL-based measure is highly effective in predicting query performance. Specifically, its prediction quality transcends in many cases that of Clarity, QF, and WIG. This finding gives further support to the connection 9 The entropy of the score function is defined as Ent(P(·))
its maximum value is log k. Higher entropy implies less diversity of scores. between the diversity of retrieval scores in D [k] q and query performance. We can also see in Table IV that NQC is more effective than the KL-based measure in most relevant comparisons, both for the Optimal and Cross-Validation evaluation paradigms; the robustness of NQC and the KL-based measure, as manifested in the standard deviation of their prediction quality that is reported in Table (b) of Table IV , is on par. The superiority of NQC to the KL-based measure supports the importance of usingμ, the mean retrieval score in the result list, as a basis for estimating score divergence.
Performance Prediction for Additional Retrieval Models.
Heretofore, the evaluation focused on a language-model-based retrieval model, that is, the query likelihood approach. However, our NQC measure can be employed with other retrieval methods wherein relevance is estimated based on surface-level query similarity. (Refer back to Section 3 for discussion.) Thus, we also test NQC with the cosine measure in the vectorspace model [Salton et al. 1975] . Since cosine scores are embedded in the unit sphere, further normalization with the corpus retrieval score is redundant. In fact, such normalization degrades prediction quality and is therefore not used for prediction. We also employ NQC to predict the effectiveness of Okapi-BM25 retrieval [Robertson et al. 1994] . We use the centroid of all documents in the corpus, rather than a simple concatenation of the documents, as a basis for computing the corpus retrieval score so as to avoid issues that arise from using very long documents [Fang et al. 2004; Lv and Zhai 2011] . We used Lemur's implementation of both retrieval methods (cosine and Okapi) with default parameter settings.
As reference comparisons to NQC, we use two variants of Clarity. The first, Clarity(score), uses the sum-normalized retrieval scores for weighing documents when constructing the relevance model rather than the query-likelihood scores (refer back to Eq. (5)). The second, Clarity(rank) [Cronen-Townsend et al. 2006] , is based on using a linear function of document ranks, rather then their retrieval scores, as weights.
We also explored several predictors that are variants (in spirit) of the WIG predictor and which are based on using Eq. (6). For example, we used raw retrieval scores with and without query-length normalization and with and without using the corpus retrieval score. (For Okapi, as is the case for NQC, the corpus retrieval score is that of the centroid of all documents in the corpus; and, in the cosine case, the corpus retrieval score is not used.) Furthermore, we experimented with retrieval scores that are sum-normalized with respect to all scores in the result list. We found that the most effective variant of WIG for Okapi is the mean of raw retrieval scores in the result list normalized by the query length as in Eq. (6), that is, using the corpus score resulted in decreased prediction quality. For cosine, the mean of sum-normalized retrieval scores in the result list turned out to be the most effective WIG variant; applying querylength normalization decreased prediction quality. (As mentioned before in the cosine case, the corpus retrieval score was not used.) These two variants of WIG were used for Okapi and cosine, respectively, in the prediction-quality comparison presented in Table V . 10 We can see in Table V that for the Optimal paradigm, NQC posts the highest prediction quality in 13 out of 20 relevant comparisons (5 corpora × 2 retrieval methods × 2 evaluation measures). For the Cross-Validation paradigm, NQC is the best-performing predictor in 9 out of 20 relevant comparisons, while the WIG variants are the most effective in 8 relevant comparisons. The Clarity variants are often less effective than WIG and NQC for both the the Optimal and Cross-Validation paradigms. (In most Table V . Comparison of NQC with Clarity(score), Clarity(rank) and WIG for the Okapi-BM25 and Vector Space Model (with the cosine measure) Retrieval Methods (a) Evaluation using the Optimal paradigm.
TREC1-3 TREC4
Okapi Cosine Okapi Cosine Boldface marks the best result in a column.
cases, Clarity(score) outperforms Clarity(rank).) Thus, we conclude that as was the case for the language-model-based retrieval method used earlier, NQC is a highly effective predictor when using the Okapi-BM25 and vector-space retrieval methods.
Comparison with Preretrieval Predictors.
The NQC measure is a postretrieval predictor, as it operates on the result list of top-retrieved documents; so are Clarity, QF, and WIG that have served, heretofore, as reference comparisons. Now, we turn to compare the prediction quality of NQC with that of some effective preretrieval predictors, which use only the query and corpus-based information.
The first set of predictors we consider, referred to as SCQ, is based on the product of the term frequency and inverse document frequency of a query term, wherein both frequencies are computed with respect to the entire corpus [Zhao et al. 2008 ]. The idea is that a query term that is frequent in the corpus, but does not appear in many documents, has a high discriminative power. Thus, a query containing such terms could be considered relatively easy. Hence, conceptually, this query performance prediction approach is a preretrieval analog of the Clarity postretrieval predictor that measures how focused is the result list, rather than the query itself, with respect to the corpus.
We use SumSCQ(TF.IDF), AvgSCQ(TF.IDF), and MaxSCQ(TF.IDF) to denote the sum, average, and maximum, respectively, computed over all query terms, of the frequency values just mentioned 11 . As our goal is predicting the effectiveness of a language-model-based retrieval, we also experimented with variants of SumSCQ (TF.IDF), AvgSCQ(TF.IDF), and MaxSCQ(TF.IDF) that use language-model-based estimates, rather than term frequency and document frequency values. However, the resultant language-model-based predictors turned out to be less effective than those originally proposed [Zhao et al. 2008] ; hence, we do not report their prediction quality numbers.
The second set of preretrieval predictors that we use for reference comparisons is denoted Var, as these predictors are based on the variance of the TF.IDF values of query terms across documents in the corpus [Zhao et al. 2008] . Specifically, the TF.IDF value for each query term within each document in the corpus it appears in (i.e., the product of its term frequency in the document with its inverse document frequency in the corpus) is computed. Then, the variance of the term's TF.IDF values across documents in the corpus is used as a basis for prediction. Terms with high variance are considered as more discriminative, and hence, can potentially attest to the difficulty of the query that contains them. We use SumVar(TF.IDF), AvgVar(TF.IDF), and MaxVar(TF.IDF) to denote the sum, average, and maximum, computed over all query terms, of the term-based variance values.
12
It is interesting to note that the SumVar(TF.IDF) predictor is a conceptual preretrieval reminiscent of our NQC postretrieval predictor. That is, SumVar(TF.IDF) sums the variance of TF.IDF values of query terms, wherein variance is computed across all documents in the corpus that a term appears in; NQC, on the other hand, measures the standard deviation of retrieval scores of documents in the result list of top-retrieved documents. Although document retrieval scores that are computed in response to a query may not be linear in per-term retrieval scores; and, as in the language-model case here, TF.IDF might not serve as a basis for estimates, SumVar(TF.IDF) can still be conceptually thought of as a specific preretrieval approximation of NQC. (Note that SumVar(TF.IDF) can be computed at index time, prior to retrieval time.) Furthermore, 11 In the original report [Zhao et al. 2008] , SumSCQ(TF.IDF), AvgSCQ(TF.IDF), and MaxSCQ(TF.IDF) were termed SCQ, NSCQ, and MaxSCQ, respectively. We use a different notation here for consistency with the names of other predictors we use as reference comparisons. 12 These predictors were originally denoted σ 1 , σ 2 , and σ 3 , respectively.
to better equate the frequency-based estimates that the Var predictors and the NQC predictor rely on, that is, to focus on the difference between using variance-based estimates over all documents in the corpus and over the result list, we also report the prediction quality of SumVar(LM), AvgVar(LM), and MaxVar(LM); these are the language-model-based analogs of SumVar(TF.IDF), AvgVar(TF.IDF), and MaxVar(TF.IDF), respectively.
The third set of preretrieval predictors that we use as reference comparisons is based on the IDF (Inverse Document Frequency) values of query terms. Such predictors were used in several studies [Cronen-Townsend et al. 2002; Hauff et al. 2008a Hauff et al. , 2010 . Specifically, we use SumIDF, AvgIDF, and MaxIDF to denote the sum, average, and maximum IDF values of query terms.
The prediction-quality comparison of NQC with the preretrieval predictors is presented in Table VI . We use both the Optimal and Cross-Validation evaluation paradigms. Note that while NQC depends on a single free parameter (the result list size), the preretrieval predictors do not incorporate any free parameters; yet, their prediction quality can vary with respect to the specific set of queries at hand, as is shown in Table VI .
We can see in Table VI that the prediction quality of NQC is in almost all cases better (often by quite a large margin) than that of the preretrieval predictors considered. This finding holds both for the preretrieval predictors that use the TF.IDF estimates, and those that use the language-model-based (LM) estimates. This finding is not surprising as NQC, as a postretrieval predictor, analyzes the result list, while the preretrieval predictors only use the information in the query and the corpus.
We also observe in Table VI that among the preretrieval predictors, those that belong to the Var set are often the most effective. This finding is in line with previous reports [Zhao et al. 2008] . Finally, we note that, although NQC incorporates a free parameter and the preretrieval predictors do not, the standard deviation of NQC's prediction quality (under the Cross-Validation paradigm) is often smaller than that of the preretrieval predictors. This finding further attests to the overall prediction-quality robustness of NQC.
Query Performance Prediction for
ClueWeb. The evaluation presented earlier was conducted using a variety of TREC corpora that were also used in previous work on query performance prediction. The largest corpus among these is GOV2, a Web collection that contains about 25 million documents that were crawled from the .GOV domain. We now turn to study the prediction quality of NQC, and that of the reference comparisons (both postretrieval and preretrieval predictors), when employed over a large noisy Web corpus. Specifically, we use the ClueWeb benchmark (category B) [Clarke et al. 2009] , which is an English Web collection that contains about 50 million documents; the topics used are 1-50 from TREC 2009. As noted before, titles of TREC's topics serve for queries and Porter stemming and stopword removal (using the INQUERY list) are applied to all data.
We use the Query Likelihood (QL) [Song and Croft 1999] model for a retrieval method; the document language model Dirichlet smoothing parameter was set to 1000 as before. We apply two retrieval approaches. The first is using the QL method for ranking all documents in the corpus as was the case before. The second approach, denoted QL+SpamRemoval, is based on removing documents from the result list that are "suspected" to be spam. Specifically, we apply Waterloo's spam detector [Cormack et al. 2010 ] upon the initial QL-based ranking, top to bottom, and remove documents d with a spam score that is below 50 until 1000 documents are accumulated. The spam score for d is in [0, 100] , and it reflects the presumed percentage of documents in the entire ClueWeb English collection (category A, which includes around 500 million (.047) documents) that are presumably "spammier" than d. This suspected spam removal approach is known to improve precision at top ranks, yet somewhat degrade MAP [Bendersky et al. 2011; Cormack et al. 2010; Lin et al. 2010] . We note that, while the result list upon which the postretrieval predictors are employed changes due to the removal of documents suspected as spam, this has no effect on the prediction of preretrieval predictors that use only the query-and corpus-based information. Indeed, preretrieval predictors do not depend on, or analyze, the result list. (We do not remove documents suspected as spam from the corpus, but only from the result list, and this is a postretrieval step.) In addition to the postretrieval predictors that served as reference comparisons earlier, we also use the ImpClarity predictor [Hauff et al. 2008b] , which was shown effective for large (and noisy) Web collections [Hauff et al. 2010] . This is the Clarity predictor when considering only (and all) terms that occur in less than 1% of documents in the corpus when computing Clarity. (Using 10% of the terms showed to yield lower prediction quality.)
The result list size, k, for all postretrieval predictors, and the overlap cuttoff for the QF predictor (m Q F ), are set to a value in {5, 10, 50, 100, 150, 200, 300, 500, 700, 1000}. The number of terms used for constructing a relevance model for QF was set to 100 as at the preceding; for Clarity, the number of terms was set to 25, which yields better prediction quality. The prediction quality numbers, for both the Optimal and Cross-Validation paradigms of setting free-parameter values, are presented in Table VII .
We first analyze the Optimal case in Table VII . We can see that NQC outperforms both Clarity and ImpClarity in almost all relevant comparisons; so do WIG and QF. Furthermore, NQC is the best postretrieval predictor in terms of Pearson's correlation (for both QL and QL+SpamRemoval), and QF is the best postretrieval predictor in terms of Kendall's-τ . Overall, these results attest to the effectiveness of NQC as a postretrieval predictor for a large-scale and noisy Web collection. However, we can see that the preretrieval predictor SumVar(TF.IDF) is the most effective predictor when using the Optimal paradigm. Moreover, the SumIDF preretrieval predictor also improves over most postretrieval predictors in many cases. These findings are in line with those recently reported for ClueWeb [Hauff et al. 2010] . The superiority of preretrieval predictors to postretrieval predictors could potentially be attributed to the fact that the free-parameter values of the postretrieval predictors are set to the same value for all queries; thus, a per-query free-parameter setting might be called for when addressing noisy and large-scale collections such as ClueWeb.
For the Cross-Validation paradigm, the SumVar(TF.IDF) predictor is outperformed by QF for the QL+SpamRemoval case, while the reverse holds for QL. More generally, QF is the most effective postretrieval predictor for Cross-Validation. Yet, we hasten to point out that QF is highly inefficient for ClueWeb in that it requires running a relevance model (i.e., an expanded query composed of 100 terms) against a large-scale collection. Our NQC predictor posts in the Cross-Validation case prediction quality that is (much) better than that of Clarity and ImpClarity in almost all relevant comparisons. NQC is outperformed by WIG (and QF) for QL, but outperforms WIG for QL+SpamRemoval.
The varying relative prediction-quality patterns just mentioned between the Optimal and Cross-Validation cases could be attributed to the fact that only 50 queries are used for evaluation with ClueWeb. This means that for each partition of the query set, only 25 queries are used for training and the other 25 are used for testing. Thus, 25 queries might not be enough for setting the free-parameter values of the postretrieval predictors. Indeed, Table II showed that the postretrieval predictors had the largest prediction-quality variance for the TREC5 corpus which was the only one in Table II to have only 50 queries as is the case for ClueWeb. Furthemore, as noted earlier, due to the noisy nature of the ClueWeb collection, a per-query free-parameter setting might be called for, a future venue we intend to explore.
Query Performance Prediction for TREC Runs.
The discussion about the effectiveness of using the standard deviation of retrieval scores as a query performance predictor, which was presented in Section 3.3.1, was based on the premise that the scores reflect surface-level document-query similarities. The same premise, in fact, underlies the WIG predictor [Zhou 2007 ], which served as a reference comparison. We now turn to study the prediction quality of NQC and WIG when employed over some retrieval scores that are produced by a retrieval method that is not known to the predictor; these scores need not necessarily reflect document-query similarities.
Both NQC and WIG are based on normalization with the corpus retrieval score. (Refer back to Eqs. (3) and (6)). However, as the retrieval method here is not known, we do not employ this normalization. Consequently, NQC amounts to using the standard deviation of retrieval scores in the result list, and WIG amounts to using their mean. 13 We also experiment with NQC(norm) and WIG(norm) which are computed after the retrieval scores were sum-normalized as was the case for the Clarity(score) predictor from Section 4.2.5; that is, the sum of retrieval scores in the result list serves for normalization. As additional reference comparisons we use the Clarity variants used in Section 4.2.5, namely, Clarity(score) and Clarity(rank).
For benchmarks we use the ad hoc track of TREC3 and the robust track of TREC12. Our goal is to predict the effectiveness of runs submitted to these tracks. Specifically, each run is composed of retrieval results for (all) queries in the track. Our goal is to predict, per query, the effectiveness of the returned results in the run. Then, we measure prediction quality as before, that is, by using the prediction values for the queries for the run and the true AP values for these queries attained by the run. Hence, each run serves as a retrieval method and the relative effectiveness of the run's returned results over a set of queries is the goal of prediction. This evaluation should be differentiated from that of predicting the relative average effectiveness of runs (computed over all queries) with respect to each other.
We consider two different settings. The first, referred to as Best Runs, is predicting the effectiveness of a highly effective run. To that end, we employ the predictors upon each of the 5 best MAP-performing runs in a track, and report the average resultant prediction quality. The second setting, referred to as Random Runs, is predicting the effectiveness of a randomly selected run from all those submitted to a track. Specifically, we randomly select 5 runs and compute the average resultant prediction quality. To avoid irregularities rising from a single random selection of 5 runs, we repeat this (random) selection 30 times and report the resultant average prediction quality.
The only free parameter on which the postretrieval predictors depend here is the result-list size (k). For each of the postretrieval predictors tested (Clarity(score), Clarity(rank), WIG, WIG(norm), NQC, and NQC(norm)) we set k to a value in {5, 10, 50, 100, 150, 200, 300, 500, 700, 1000} that yields the best prediction quality, that is, we use the Optimal paradigm so as to study the potential of the predictors in this setting. The number of terms used to construct the relevance model for Clarity(score) and Clarity(rank) was set to 100. We do not use the QF predictor here as the large number of runs, and the parametrization, calls for running hundreds (and even thousands) of relevance-model-based retrievals, which is computationally very expensive. The Optimal paradigm is used for evaluation. Best result in a column is boldfaced.
We also use the Var-based preretrieval predictors discussed before as reference comparisons. These predictors were the most effective among the preretrieval predictors considered. Furthermore, recall that the SumVar predictors bear conceptual connections with our NQC predictor.
The prediction values of preretrieval predictors, by definition, do not depend on the run (or more generally, the retrieval method) at hand, as preretrieval prediction only utilizes the query-and corpus-based information. Therefore, all runs, or more specifically, all different result lists for a query, as far as a preretrieval predictor is concerned, are of the same effectiveness. Yet, it is important to recall that we do not compare the effectiveness of runs, but rather the effectiveness of each run with respect to the different queries. Hence, preretrieval predictors could be thought of as predicting the "general difficulty" of the query for any retrieval method (run).
We can see in Table VIII that our NQC predictor posts the best prediction quality for the Best Runs setting for both TREC3 and TREC12. For the Random Runs setting, NQC is outperformed by either (or both) Clarity predictors; yet, NQC outperforms the WIG-based predictors and the preretrieval predictors for Random Runs. The improved prediction quality of NQC for the Best Runs with respect to the Random Runs can potentially be attributed to the fact that in the Random Runs setting more runs have retrieval scores that are meaningless. More generally, we note that the differences between prediction quality for Best Runs and Random Runs for the various predictors (both the preretrieval and postretrieval ones) are in line with some recent findings [Scholer and Garcia 2009] with regard to the variance of prediction quality (of Clarity and preretrieval predictors) across all TREC runs.
We can also see in Table VIII that normalizing retrieval scores hurts the prediction quality of NQC (compare NQC with NQC(norm)), while it improves the prediction quality of WIG (compare WIG with WIG(norm)) in most cases. Finally, we see that the prediction quality of the preretrieval predictors is quite below that of the postretrieval predictors in most cases. This finding can be attributed to the fact that the preretrieval predictors do not analyze the specific result list of a run per query, as opposed to postretrieval predictors. Specifically, this further supports the merits of our NQC predictor with respect to the Var-based predictors.
All in all, the results presented in Table VIII show that NQC is quite an effective predictor when employed over TREC runs. Some of these runs do not necessarily contain retrieval scores that reflect document-query surface-level similarities, or that are even meaningful. Fig. 4 . The retrieval scores curves for "easy" and "difficult" queries taken from the ROBUST and WT10G benchmarks according to Average Precision (AP) performance of a language-model-based retrieval approach.
