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Abstract 
This thesis presents the development of a parallel algorithm to solve symmet- 
ric systems of linear equations and the computational implementation of a par- 
allel partial differential equations solver for unstructured meshes. The proposed 
method, called distributive conjugate gradient - DCG, is based on a single-level 
domain decomposition method and the conjugate gradient method to obtain a 
highly scalable parallel algorithm. 
An overview on methods for the discretization of domains and partial differ- 
ential equations is given. The partition and refinement of meshes is discussed and 
the formulation of the weighted residual method for two- and three-dimensions 
presented. Some of the methods to solve systems of linear equations are intro- 
duced, highlighting the conjugate gradient method and domain decomposition 
methods. A parallel unstructured PDE solver is proposed and its actual imple- 
mentation presented. Emphasis is given to the data partition adopted and the 
scheme used for communication among adjacent subdomains is explained. A series 
of experiments in processor scalability is also reported. 
The derivation and parallelization of DCG are presented and the method val- 
idated throughout numerical experiments. The method capabilities and limita- 
tions were investigated by the solution of the Poisson equation with various source 
terms. The experimental results obtained using the parallel solver developed as 
part of this work show that the algorithm presented is accurate and highly scal- 
able, achieving roughly linear parallel speed-up in many of the cases tested. 
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Since the late 1940s, the introduction of high-speed computing machines has made 
the field of numerical solutions of partial differential equations (PDEs) grow very 
rapidly. The progress in computer technology and numerical algorithms has al- 
lowed the solution of many complex problems. Nevertheless, there are still many 
problems that cannot be adequately solved using today's most powerful comput- 
ers. Examples include computational aerodynamics and hydrodynamics, weather 
forecasting, plasma simulation, structural analysis and turbulence modelling. How 
to solve them accurately and efficiently is one of the most challenging goals. In 
order to get high throughput performance, algorithms and computer architectures 
must exploit parallelism. 
The numerical solution of PDEs has been of major importance to the development 
of many technologies and has been the target of much of the development of 
parallel computer hardware and software. Parallel computing offers the promise of 
greatly increased performance and the routine calculation of previously intractable 
problems. To sustain high performance on these machines many fundamental 
issues need to be addressed, including the development of scalable algorithms. 
The accuracy of the numerical solution of a PDE depends mainly on the dis- 
cretization scheme used to transform the PDE into a discrete problem and on 
1 
2 Chapter 1. Introduction 
the method used to solve the discrete problem. The discrete problem is usually 
a large, sparse system of linear algebraic equations for which the number of un- 
knowns may vary from a few hundred to a few million. Greater accuracy is usually 
achieved by refining the mesh which increases the number of unknowns and hence 
the need for computational resources. Solving systems of linear equations (SLEs) 
is in many cases the most time consuming part of the whole approach. Therefore, 
the efficiency of the numerical scheme relies strongly on the methods used to solve 
SLEs. 
The most commonly used methods to discretize PDEs are mesh-based which 
means that a mesh or grids must be constructed before the PDE can be dis- 
cretized. The mesh generation process, also called domain discretization, is an 
important and, in many cases, time consuming step of the solution. There are 
two fundamental classes of meshes in multidimensional regions, namely, structured 
and unstructured meshes. Structured grids are characterized by the organization 
of its cells, which is defined by a general rule. Unstructured meshes consist of a 
nearly absolute absence of any restrictions on grid cells, organization or structure, 
providing the most flexible tool for the discrete description of a geometry. 
Another two areas related to meshing are mesh partitioning and mesh refinement. 
Mesh partitioning consists basically of splitting a mesh into parts so that the 
number of nodes of each part is nearly the same and the number of nodes on the 
interfaces is minimized. Mesh refinement can be performed globally or locally. The 
current research in the field is mainly concerned with local or adaptive refinement. 
These methods aim to refine the mesh only in regions where the approximation is 
not sufficiently accurate. Parallelization of adaptive refinement methods involves 
adaptation, repartitioning and rebalancing. In order to maintain the load balance 
'Often the literature refers to structured grids and unstructured meshes. In the context of 
this work, the definition of grid and mesh is interchangeable. 
Chapter 1. Introduction 3 
among processors, the mesh must be dynamically repartitioned after it is refined. 
The process of discretizing a PDE can be divided into spatial and temporal dis- 
cretization. In practice, time derivatives are discretized almost exclusively using 
finite difference methods. Spatial derivatives are discretized by a variety of meth- 
ods including finite difference, finite element, finite volume, spectral methods and 
SPH (Smoothed Particle Hydrodynamics) gridless methods. Each of these meth- 
ods has its advantages and disadvantages. Parallelization of these methods is 
usually straightforward. Most of them can be implemented in such a way that 
communication is not needed. In this work, the finite element method on unstruc- 
tured meshes is the method of choice because it supports unstructured meshes and 
hence allows easier study of complex geometries and also because it can have cer- 
tain optimality properties. 
The methods to solve systems of linear equations can be divided into two main 
classes, namely, direct and iterative methods. For systems of moderate2 size, 
the use of direct methods is often advantageous. However, direct methods are 
not well suited to parallel implementations due to the inherent sequential nature 
of the forward and backward substitutions needed. Iterative methods are used 
primarily for solving large and complex problems for which, because of storage 
and arithmetic requirements, it would neither be feasible nor more efficient to 
solve by a direct method. 
Only in the decade just passed did iterative methods start to gain considerable 
acceptance in real-life industrial applications. The inclusion of iterative solvers 
into such applications has been a slow process which is ongoing. How to choose 
an iterative method from the many available is still an open question since any 
2In 2D, the crossing point between direct and iterative methods is approximately 20,000 
equations, but direct methods may perform well up to 100,000 equations (especially if they are 
parallel). In 3D, however, the situation is considerably different. 
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method may solve a particular system in very few iterations while diverging on 
another. 
Although there is a vast amount of research activity concerned with the solution of 
systems of linear equations, it is still one of the most challenging areas of scientific 
computing. Beyond the challenge of developing fast, efficient, accurate methods 
for serial computers, is the challenge of achieving high parallelism. Direct methods 
are inherently serial and hence extremely difficult to parallelize. Many techniques 
to induce parallelism on direct methods have been developed. However, such tech- 
niques must compromise in order to increase parallelism. Iterative methods have 
their parallelism mostly based on two basic linear algebraic operations, namely, 
matrix-vector products and inner products, and on the amount of information 
that needs to be exchanged among processors. 
The parallel dot product operation is, in many cases, responsible for the loss 
on parallel performance as the number of processors increases. A parallel dot 
product operation requires a global reduce operation which means that the data 
of all processors need to be clustered and all processors need to own the clustered 
data. This has to be done in a given order and hence some processors might need 
to wait for data before carrying on the calculations. 
Domain decomposition methods offer the possibility of avoiding parallel dot prod- 
uct operations. In the simplest case, a sub-system is solved at each processor 
separately and therefore parallellinear algebraic operations are not needed. The 
efficiency of such a method depends on how each sub-system is solved and the 
means used to communicate information among processors. The algorithm de- 
veloped in this thesis aims to achieve high parallelism by approximating each 
sub-system using a fast serial method. 
A brief overview of the contents of the thesis is as follows. Chapter 2 presents a 
Chapter 1. Introduction 5 
literature review that includes domain discretization methods, partial differential 
equations discretization techniques and methods used to solve systems of linear 
equations. Chapter 3 presents the formulation of the finite element method used in 
the software developed as part of this work. In Chapter 4, basic definitions used by 
iterative methods are reported and some of the methods used on the development 
of the algorithm introduced in this work, namely DCG, are discussed. Chapter 5 
presents parallel computing concepts, a set of experiments in processor scalability 
and an overview of the parallel solver used to obtain the results presented in the 
following chapters. Chapter 6 reports a preliminary study taken to develop DCG 
and also presents the derivation and parallelization of DCG. Chapter 7 reports 
the numerical results obtained. Finally, Chapter 8 presents the conclusions and 
discusses further possible developments. 





There is a vast amount of research activity concerned with the numerical solution 
of PDEs, it is still one of the most challenging areas of Scientific Computing 
due to the versatile and often complicated structure of PDEs and because of the 
large amount of variables that need to be computed for two or higher dimensional 
problems. 
The numerical solution of PDEs might be generally divided into discretization, 
both of the domain and the PDEs, and algebraic solver. Most of the methods 
to discretize PDEs are mesh-based, i. e. the solution is obtained throughout a 
mesh. The meshing process, that includes generation, partition and refinement of 
meshes, is an area of research on its own. More recently gridless methods have 
been proposed since the mesh is still a delicate component of the solution although 
meshing techniques are well developed. 
The discretized problem usually results in a system of algebraic equations. Such 
systems might be solved by direct or iterative methods. Several methods have been 
proposed and to date none has been proven to outperform the others in general. 
Each method may be optimal for one problem and diverge for another problem. 
Besides, methods that perform well in serial computers do not necessarily are 
highly parallelizable. For instance, direct methods are not highly parallelizable. 
7 
$ Chapter 2. Literature Review 
In this chapter, first techniques to discretize and partition a domain are pre- 
sented. Additionally, methods of global and local mesh refinement are discussed. 
A brief overview of the methods to discretize PDEs, highlighting the finite element 
method, is introduced in Section 2.2. The next section presents methods to solve 
systems of linear equations, with emphasis to the conjugate gradient method and 
domain decomposition methods. This section is followed by a summary of the 
methods and techniques discussed. 
2.1 Domain Discretization 
Numerical methods based on the spatial subdivision of a domain into polyhedra 
or elements (mesh-based methods) imply the need for generating a grid or mesh'. 
There are two fundamental classes of grids in multidimensional regions, namely, 
structured and unstructured meshes. These classes differ in the way the mesh 
points are locally organized. If the local organization of the grid points and the 
form of the grid cells are defined by a general rule, the mesh is called structured, 
otherwise, unstructured [71]. A third class, called multiblock or block-structured, 
is derived from the two fundamental classes. 
Structured grids have an implicit connectivity: each grid point, cell and face 
may be specified uniquely by its computational coordinates. The data structures 
lend themselves readily to vectorization. However, structured grids are very hard 
to produce for general complex geometries and often require the user to carry 
dense grids all the way into the farfield because there is no way to reduce the 
number of cells in a given logical coordinate plane [19]. 
'Often the literature refers to structured grids and unstructured meshes. In the context of 
this work the definition of grid and mesh is interchangeable. 
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Multiblock or block-structured grids were introduced to avoid the geomet- 
ric modelling difficulties associated with structured grids in complex geometries. 
Basically, the domain is divided, without holes or overlaps, into a few contigu- 
ous subdomains and a separate structured grid is generated in each block. Grids 
of this kind can be considered structured at the level of an individual block and 
unstructured when viewed as a collection of blocks. Multiblock grids are consider- 
ably more flexible than structured grids but their generation is more complicated 
than unstructured meshes. The topology of each block and the interaction be- 
tween adjacent grid blocks are crucial to obtain an acceptable solution (see [27], 
[60] and [61] for details). 
Unstructured grids consist, in contrast to structured grids, of a nearly absolute 
absence of any restrictions on grid cells, organization or structure, providing the 
most flexible tool for the discrete description of a geometry. They can, in principle, 
be composed of cells of arbitrary shapes built by connecting a given point to 
an arbitrary number of other points. They allow a natural approach to local 
adaptation by either insertion or removal of nodes. 
An unstructured mesh inherently possesses more geometric flexibility than a struc- 
tured grid. Therefore, it may require many fewer cells to model adequately a given 
geometry, decreasing memory requirements. Unstructured mesh generation is in 
theory qualitatively the same for complex as well as simple domains. Therefore, 
more of the grid generation can be automated, speeding the generation process 
considerably. For applications with complex geometry or requiring rapid turn- 
around time, the unstructured formulation appears to be the method of choice. 
In structured grids, the neighbours of the points and cells are defined directly 
from the indices. For example, the left (west) and right (east) neighbours of the 
point (i, j) in a structured grid are defined by the points (i - 1, j) and (i +'1, j), 
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respectively. This is lost in unstructured grids and makes coding and optimization 
harder. Extra memory is required to store information about the connection 
between cells and nodes of the mesh. 
Unstructured grids are usually used with finite element methods and, increas- 
ingly, with finite volume methods. Computer codes for unstructured grids are 
more flexible. They do not need to be changed when the grid is locally refined or 
when elements or control volumes of different shapes are used [42]. The main ad- 
vantages of unstructured grids lie in their ability to represent complex geometries 
and the natural grid adaptation by the insertion or removal of nodes. However, 
the numerical algorithms based on an unstructured grid topology are more com- 
plicated and are the most costly in terms of operations per time step and memory 
per grid point. 
2.1.1 Sequential and Parallel Mesh Generation 
Mesh generation is an active area of research by itself. With the availability of 
more versatile field solvers and powerful computers, analysts have attempted the 
simulation of ever-increasing geometrical and physical complexity. At some point 
(probably around 1985), the main bottleneck in the analysis process became the 
grid generation itself. The late 1980s and 1990s have seen a considerable amount 
of effort devoted to automatic grid generation, resulting in a number of powerful 
and, by now, mature techniques [72]. 
There is extensive literature on both structured and unstructured grid generation 
(e. g. [72,71,73,116,68,60]) and several web pages that attempt to compile some 
of the current literature and software available, e. g. [89] and [104]. Owen [90] 
presents a survey of some of the fundamental algorithms in unstructured mesh 
generation. A discussion and categorization of triangle, tetrahedral, quadrilateral 
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and hexahedral mesh generation methods in use in academia and industry is in- 
eluded, An informal survey of available mesh generation software is also provided 
comparing some of their main features. 
A relatively new research area is parallel mesh generation where, in general, the 
original problem is decomposed into smaller subproblems which are solved (i. e. 
meshed) concurrently using a number of processors. The subproblems can be 
formulated to be either tightly coupled, partially coupled or even decoupled. The 
coupling determines the intensity of the communication and the amount and type 
of synchronization required between the subproblems. Chrisochoides [29] presents 
a survey of parallel unstructured mesh generation methods. They show that it is 
possible to develop parallel meshing software using off-the-shelf sequential meshing 
codes without compromising in the stability of parallel mesh generation methods. 
There are several dozens of well-known mesh generation tools which may be 
stand-alone applications or part of larger pre-processing software suites. Some 
well-established industry standard tools are: Gridgen [52], ANSYS with ANSYS 
ICEM CFD [5], Fluent with GAMBIT [46], MSC PATRAN [82], AutoForm with 
AutoForm-AutoMesher [7] and Altair with HyperMesh [3]. 
2.1.2 Mesh Partitioning 
Partitioning a mesh into a number of pieces is equivalent to partitioning a graph 
since a mesh can be described by a graph. To balance the computation among 
processors and minimize communication, the partitioning of a mesh for parallel 
computation must be done so that the number of nodes assigned to each subdo- 
main (or piece) is almost the same and the number of connected cells (or elements) 
assigned to different processors is minimized, i. e. the interface is minimal. A large 
number of efficient partitioning heuristics have been developed during recent years. 
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Some of the most used packages are METIS [64,65,66], JOSTLE [123], CHACO 
[57,56] and PARTY [94]. 
2.1.3 Mesh Refinement 
The initial mesh used to solve a specific problem may not be suitable to produce 
sufficiently accurate or reliable approximations. An improved mesh is obtained 
through, in a wider sense, refining the structure of the current mesh either uni- 
formly or in specific areas. These are called global and local refinement, respec- 
tively. The indiscriminate use of uniform refinement may lead to some inefficien- 
cies [101, pp. 62]. Therefore, a mesh should ideally only be improved in regions 
where the approximation is not sufficiently accurate, i. e. should be adaptively 
refined. 
The use of adaptive refinement to obtain an improved grid for the discretization of 
a PDE has been the subject of a vast amount of research in the past few decades 
(see [77] and references therein). In order to minimize the number of nodes of 
the grid and obtain an accurate solution, the idea is to automatically construct a 
mesh which is coarse where the solution is well behaved and fine near singularities, 
boundary layers, et cetera. and has a smooth transition between the coarse and 
fine parts. A general question in this context is which criterion should be used to 
determine the elements to refine. 
Although both originally structured and unstructured meshes can be locally re- 
fined, adaptive refinement is more often applied to unstructured meshes. During 
local refinement of a structured mesh, the representation in the form of a simple 
data structure becomes more complex. Computational storage requirements in- 
crease in comparison to truly structured grids, since the position, size and shape 
of the refined regions must be stored [125, pp 16]. In addition, the grid becomes 
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nonconforming, i. e. hanging nodes are introduced and hence adequate procedures 
for the hanging node constrains must be adopted. A conforming (or compatible) 
mesh is a mesh that does not have hanging nodes. Figure 2.1 shows a conforming 
and a nonconforming grid. A hanging node may be defined as a node that is 
the vertex of one cell but is not a vertex of the adjacent cell, as illustrated in 
Figure 2.2. 
Figure 2.1: Conforming grid (left) and nonconforming grid (right) 
Figure 2.2: Local refinement of an originally conforming structured grid. The 
nonconformity is due to the hanging nodes (black dots). 
Adaptive refinement of unstructured meshes can be performed quite straightfor- 
wardly [90,62]. A number of algorithms has been shown to maintain the main 
mesh properties, i. e. after the refinement the mesh is still conforming, graded 
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or smooth (adjacent elements do not differ dramatically in size) and the angles 
within the elements remain bounded accordingly to the specification of each type 
of element. Three of the most widely used methods are the regular refinement 
algorithm of Bank et at. [11]; the longest-edge bisection algorithm proposed by 
Rivara [98] in which a triangle or tetrahedron is bisected by its longest edge; and 
the newest-node algorithm of Sewell [106] where the edge opposite to the newest- 
node is bisected. Mitchell [78] briefly describes and presents some properties of 
these methods. Throughout a series of numerical experiments, it is shown that 
none of the bisection algorithms is consistently superior. However, the adaptive 
refinement is superior to using uniform refinement, except on smooth problems. 
In a parallel or distributed environment, the complexity of algorithms and software 
for mesh adaptation is significantly greater than it is for non-adaptive computa- 
tions. Because a portion of the given mesh and its corresponding equations and 
unknowns is assigned to each processor, the refinement of an element may cause 
the refinement of adjacent elements that may be in neighbouring processors. To 
maintain the load balancing among processors the mesh must be dynamically 
repartitioned after it is refined. However, dynamical repartitioning of the mesh is 
usually much faster than the initial partitioning. 
Parallelization of adaptive refinement methods involves adaptation, repartitioning 
and rebalancing. Several algorithms have been developed. The main difficulty is 
to keep load balance without migrating a large number of elements. Jones and 
Plassman [63] present a brief review of methods for adaptive refinement and an 
algorithm to perform parallel adaptive refinement on two-dimensional meshes. 
Castanos and Savage address these problems in [21,22,23] and present PARED 
[24], an integrated system for the parallel adaptive solution of PDEs showing 
the advantages of remeshing the grid locally instead of globally. Oliker et al. 
[86] show that the performance of the parallel implementation of the 3D-TAG 
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unstructured mesh adaptation algorithm deteriorates when the refinement occurs 
on specific regions due to severe load imbalance. To address this problem they 
add the PLUM [85] load balancer to 3D TAG improving dramatically the parallel 
performance. In other words, the load balance is a very important factor to obtain 
parallel performance. 
The problem of refining and repartitioning meshes has been addressed in several 
ways. Recently, multilevel approaches that initially solve a small problem on a 
coarse mesh and use a posteriori error estimator to predict future element densi- 
ties and partition the mesh has shown to be effective. For example, the method 
presented by Bank [10] performs the refinement mostly independently on each 
processor and obtains nearly load-balanced mesh distribution. Another approach, 
used by Pebay [911, is to make adjacent elements on different processors generate 
the same refinement. Such approach avoids communication during the refine- 
ment step but does not address load balancing issues, which has been shown can 
deteriorate the performance due to severe imbalance. 
2.2 Discretization of Partial Differential Equations 
The study of partial differential equations started in the eighteenth century in 
the work of Euler, d'Alembert, Lagrange and Laplace as a central tool in the 
description of mechanics of continua and more generally, as the principal mode of 
analytical study of models in physical science. The analysis of physical models has 
remained to the present day one of the fundamental concerns of the development 
of PDEs. Beginning in the middle of the nineteenth century, particularly with 
the work of Riemann, PDEs also became an essential tool in other branches of 
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mathematics 2. 
Despite the development on the analytical study of PDEs, on a practical level, 
almost all PDEs are studied by computational means, i. e. continuous problems 
are transformed into discrete problems and numerical methods are used as solvers. 
One of the most important and striking phenomena of applications of PDEs in the 
physical sciences and engineering since the second world war has been the impact 
of high-speed digital computation. It has drastically changed the structure of 
practice in applied mathematics and has given rise to new problems and new 
perspectives. 
Various methods of discretization have from time to time been proposed. There 
are three classical families, namely finite difference3 , finite volume4 and finite 
elements methods. These methods are mesh-based, i. e. the solution is computed 
upon a mesh and depends strongly on the mesh itself. Although large progress 
has been made in the theory and practice of mesh generation, the construction of 
the mesh is still a very delicate component of the numerical solution of differential 
equations. For this reason there is an interest in the development of methods that 
eliminate or reduce the need for a mesh, namely gridless or meshless methods. 
Meshless methods date back almost thirty years and, in comparison to mesh- 
based methods, are in their initial stage of development6. 
The discretization of continuous problems has been approached differently by 
2For an historic overview on the theory of PDEs refer to Brenzi and Browder[18] and refer- 
ences therein. 
3According to Zienkiewicz et al. [131, Chapter 16, pp 446, an excellent summary of the state 
of the art of finite difference methods may be found in Orkisz [88]. 
4The finite volume method is presented in Bruner [19] and Versteeg [121]. 
'For a comparison between finite element and finite volume methods see [50,51]. Compre- 
hensive literature on finite element methods may be found in (1,2,92,95,105,115,130]. 
6For an overview of the current state of meshless methods see Atluri et al. [6], Babugka et al. (9], Weissinger [125] and references therein. 
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engineers and mathematicians. Engineers often approach the problem more intu- 
itively by creating an analogy between real discrete elements and finite portions 
of a continuum domain. Mathematicians have developed general techniques ap- 
plicable directly to differential equations governing the problem, such as finite 
difference approximations. Since the early 1960s much progress has been made 
and today the purely mathematical and analog approaches are fully reconciled 
leading to the finite element method. Table 2.3 shows the process of evolution 
which led to the present-day concepts of finite element analysis. 
The finite element method (FEM) can be analysed mathematically and has shown 
to have optimal properties for certain types of equations. An important advan- 
tage of the finite element method is the ability to deal naturally with arbitrary 
geometries, due to the use of unstructured grids [42], and with any type of bound- 
ary condition. The principal drawback, which is shared by any method that uses 
unstructured grids, is that the matrices of the linearized equations are not as well 
structured as those for regular grids, making it more difficult to find efficient so- 
lution methods. A key issue is the need to use indirect addressing that inhibits 
most hardware memory access optimization. 
A wide range of problems has been solved by FEM. However, only over the last 
few years, FEM has become an active area of research on computational fluid dy- 
namics (CFD) [50,51]. The method has been successfully used in several classes 
of problems and schemes. Examples are the works by Sherwin and Karniadakis 
[107,108], Voyages and Nikitopoulos [122] and Waltz [124]. Despite this de- 
velopment, little work has been done on direct numerical simulation (DNS) for 
turbulence. Current computations of DNS typically use finite difference schemes 
or a combination of spectral and finite difference schemes [79]. One of the reasons 
is that high-order schemes should preferably be used because they are, in princi- 
ple, more precise when the time step is small enough and the mesh fine enough. 
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However, Mathieu and Scott [74] suggest that high-order schemes could not in- 
volve less computer time for a given accuracy since they are more complicated to 
implement and require more calculations than low-order methods. 
2.3 Systems of Linear Equations 
An important aspect of numerical approximation of partial differential equations 
is the numerical solution of the finite algebraic systems that are generated by the 
discrete equations. Systems of linear algebraic equations 
Ax=b, (2. i) 
where A is an nxn matrix and x and b are vectors of size n, can be solved 
by direct or iterative methods. For systems of moderate size, the use of direct 
methods is often advantageous. However, direct methods are not well suited to 
parallel implementations mainly due to the inherent sequential nature of the for- 
ward and backward substitutions needed. Iterative methods are used primarily 
for solving large and complex problems for which, because of storage and arith- 
metic requirements, it would not be feasible or it would be less efficient to solve 
by a direct method. How to choose an iterative method from the many available 
is still an open question, since any method may solve a particular system in very 
few iterations while diverging on another. 
Iterative methods for solving linear systems find their origin in the early nineteenth 
century (work by Gauss). Since the late 1940s, the field has seen an enormous 
increase in activity mainly due to the introduction of high-speed computing ma- 
chines. The thesis of David Young [129] (1950) is referred by G. II. Golub and R. 
Kincaid as one of the monumental works of modern numerical analysis. Young's 
creation, development and analysis of the successive overrelaxation method (SOR) 









































FINITE ELEMENT METHOD 
Figure 2.3: Evolution of finite elements analysis (from [131, pp. 3]) 
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is seen as fundamental on the understanding of iterative methods for solving sys- 
tems of linear equations even though at that time, many methods that are today 
described as iterative methods were then classified as direct methods. The inclu- 
sion of iterative solvers into applications has been a slow process that is ongoing. 
An historic review of the main developments in iterative methods over the past 
century is presented by Saad and van der Vorst [103]. They attempt to relate 
the contributions to one another, giving the reader a clear picture of what has 
happened throughout the years. They understand that almost certainly the usage 
of these methods will increase substantially in application areas, partly due to 
parallel architectures. Another important observation is that direct and iterative 
methods used together may result in better, more robust, methods. 
An overview of the state-of-the-art of iterative methods, emphasizing precondi- 
tioning techniques and the effectiveness of such methods is presented in works by 
Beauwens [13] and van der Vorst [117]. The latter highlights the importance of 
Krylov subspace methods and that they have become accepted as powerful tools 
for solving very large linear systems. In [38], Duff and van der Vorst review some 
important developments and trends in algorithm design for the solution of linear 
systems of equations. 
The literature about direct and iterative methods is quite vast. This work is 
mainly concerned about domain decomposition and conjugate gradient methods 
which will be explored in the following sections. The reader is referred to the 
publications cited in this section and references therein for a better insight. Also 
worth mentioning are the books by Varga [120] and Young [128] as classical lit- 
erature with excellent historical references and the more recent publications by 
Barret et al. [12], Golub and van Loan (49] and Saad [101]. 
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2.3.1 Preconditioning 
Preconditioning is used both to improve the rate of convergence and to prevent 
divergence of the basic iterative method. It is well known that the convergence of 
iterative methods depends on spectral properties of the coefficient matrix. Hence 
one may attempt to transform the linear system into one that is equivalent in 
the sense that is has the same solution, but that has more favourable spectral 
properties. System (2.1) can be rewritten as 
M-1Ax = M-lb, (2.2) 
where M is the precondition er. Equation (2.2) is the case of left preconditioning. 
Another two options are right and symmetric preconditioning. The choice of M 
varies from purely black-box algebraic techniques which can be applied to general 
matrices to problem dependent preconditioners which exploit special features of 
a particular problem class. 
Originally, preconditioners were based on direct solution methods such as the 
incomplete LU factorization [118]. Preconditioners based on incomplete Cholesky 
and LU (ILU) factorizations are among the most widely used (see [48]). However, 
these factorizations are sometimes numerically unstable and, due to the inherently 
sequential nature of the forward and backward substitutions needed, are not well 
suited to parallel implementations. Additionally, ILU(O) algorithms (ILU with 
zero fill-in) breakdown if there is a zero pivot, making it unsuitable for indefinite 
matrices. 
A number of alternative techniques can be developed that are specifically targeted 
at parallel environments. The simplest approach is to use a Jacobi preconditioner 
that consists of the diagonal of A. To enhance performance, this preconditioner 
can itself be accelerated by polynomial iteration, i. e. a second level of precondition- 
ing called polynomial preconditioning. For more details see Saad [101, Chapters 
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12 and 13]. Another technique, similar to ILU but much more amenable to paral- 
lelization, is the sparse approximate inverse (SPAI) preconditioner. Further choice 
of parallelizable preconditioners include element-by-element preconditioners. 
Another class of preconditioners that has received attention in the past years is 
based on domain decomposition methods. In particular, Additive Schwarz pre- 
conditioners are of interest in this study (details in Section 2.3.3). For a detailed 
overview of preconditioning techniques see, for instance, [16] and [101]. 
2.3.2 Conjugate Gradients 
The method of conjugate gradients (CG) is often the method of choice for solving 
Equation (2.1) when A is a sparse symmetric positive definite (SPD7) matrix. -It 
is remarkably fast when compared to other methods like steepest descent, does 
not require the specification of any parameters and, in the absence of round-off 
errors, will provide the solution in at most n steps. Furthermore, the matrix A 
does not need to be explicitly formed; it only requires the result of a matrix-vector 
product Au for a given vector u. 
The method was first proposed by Ilestenes and Stiefel [58] in 1952 and was 
originally conceived as a direct method. Unfortunately, the method was forgotten 
for several years because, in practice, the numerical properties of the algorithm 
differed from the theoretical ones [30]. Interest in the method resurged in the early 
1970s when the work by John Reid [96] drew renewed attention to the algorithm 
and several authors proposed CG as an iterative method rather than a direct one. 
7A matrix A Is said positive-definite if XT Ax >0 for every nonzero vector x. If A is positive- 
definite the shape of its quadratic form is a paraboloid. 
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CG was developed in terms of a minimization problem of the quadratic function 
f (x) = 2xTAx -x b. (2.3) 
If A is symmetric and positive definite, f (x) is minimized by the solution of Ax =b 
(see Section 4.1.3, page 56). CG can also be used to minimize any continuous 
function f (s) for which the gradient Vf (s) can be computed. Applications include 
a variety of problems, such as engineering design, neural net training and nonlinear 
regression. The latter is called nonlinear CG and the former linear CG. 
Several changes have been proposed to enforced orthogonality conditions and im- 
prove performance of CG, especially for the nonlinear case. Murty and Husain [83] 
proposed an algorithm that incorporates an orthogonality correction as well as an 
automatic restart. More recently, Day et al. [36] presented restart procedures. 
Chen and Sun [28] report on nonlinear conjugate gradient methods in which the 
line search procedure is replaced by a fixed formula for the stepsize. For the linear 
CG method such techniques have a limited improvement on the convergence rate 
(mainly numerical). However, for the nonlinear CG method the convergence can 
vary from linear to almost quadratic. 
Concus et al. [30) presented a generalized conjugate gradient (GCG) method which 
was based on splitting off from A an approximating symmetric positive definite 
matrix M that corresponds to a system of equations easier to solve than the 
original one and then accelerating the associated iteration using CG. This method 
has become known as the preconditioned conjugate gradient algorithm. 
The use of inexact preconditioning is analysed by Notay [84] for the method 
referred as flexible conjugate gradient (FCG). The main difference to the standard 
CG lies in the explicit orthogonalization of the search direction vectors. It is 
reported that depending on the problem, if compared to CG, FCG may bring 
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more stability at the price of a fairly small overhead. For other problems, FCG is 
stable with proper parameters. 
There are some variants of CG available to solve unsymmetric systems of equa- 
tions. For instance: 
" Bi-CG - Bi-Conjugate, Lanczos, 1952 [70]; 
" CGS - Conjugate Gradient Squared, Sonneveld, 1989 [112]; 
" Bi-CGSTAB - Variant of Bi-CG and CGS, van der Vorst, 1992 [119]; 
" GCGS - Generalized CGS, Fokkema et al., 1994 [47]. 
CGS is a variant of Bi-CG that often converges twice as fast as Bi-CG. However, 
large residual norms may appear, which may lead to inaccurate approximate so- 
lutions or may even deteriorate the convergence. CGS is often competitive with 
other established methods such as GMRES [102]. Bi-CGSTAB is seen as a more 
smooth variant of Bi-CG with the speed of convergence of CGS. GCGS is yet 
another variant which uses polynomials that are similar to the Bi-CG polynomial, 
i. e. CGS and Bi-CGSTAB are particular instances of GCGS. 
2.3.3 Domain Decomposition 
The term domain decomposition, as defined by Smith et al. [111, pp ix], has 
slightly different meanings to specialists within the discipline of PDEs: 
" In parallel computing, it often means the process of distributing data from 
a computational model among the processors in a distributed memory com- 
puter. In this context, domain decomposition refers to techniques for decom- 
posing a data structure and can be independent of the numerical solution 
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method. Data decomposition is perhaps a more appropriate term for this 
process. 
9 In asymptotic analysis, it means the separation of the physical domain into 
regions that can be modelled with different equations with the interfaces 
between the domains handled by various conditions (e. g. continuity). In 
this context, domain decomposition refers to the determination of which 
PDEs to solve. 
" In preconditioning methods, domain decomposition refers to the process of 
subdividing the solution of a large linear system into smaller problems whose 
solutions can be used to produce a preconditioner (or solver) for the system 
of equations that results from discretizing the PDE on the entire domain. 
In this context, domain decomposition refers only to the solution method 
for the algebraic system of equations arose from the discretization. 
In this context, domain decomposition methods refer to divide-and-conquer tech- 
niques to solve partial differential equations by iteratively solving subproblems 
defined on smaller subdomains. The earliest known iterative domain decomposi- 
tion technique was proposed by H. A. Schwarz in 1870 to prove the existence of 
harmonic functions on irregular regions which are the union of overlapping sub- 
regions. Variants of Schwarz's method were later studied by several authors (see 
Chan et al. [25] for a survey). Domain decomposition methods have the capability 
of providing numerical solvers which are portable, efficient and highly paralleliz- 
able. An overview of these methods, their implementation, analysis and relation 
to multigrid methods may be found in the book by Smith et al. [111]. 
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2.3.3.1 Schwarz Methods 
The simplest way to apply the Schwarz method is to divide the domain into 
overlapping subdomains and solve the equations of each subdomain independently. 
The literature shows that the convergence rate and therefore the overall parallel 
efficiency of single-level Additive Schwarz (AS) methods are often dependent on 
subdomain granularity. The number of iterations required for convergence tends 
to increase as the number of subdomains increases. The reason lies in the fact that 
the only means for communicating information between subdomains is through 
the overlap region. 
Two-level methods which employ a global coarse mesh solver to provide global 
communication are often used. The convergence rate of two-level Schwarz meth- 
ods also depend on the ratio of the coarse mesh diameter and the size of the 
overlap. For structured meshes, a grid hierarchy is naturally available. However, 
for an unstructured mesh the coarse grid may not be easy to generate [26]. Thus, 
a procedure is needed that generates this grid, as well as the associated interpola- 
tion and restriction operators. Moreover, the amount of memory required to store 
a second, even coarser grid, is a disadvantage. Unlike recursive multilevel meth- 
ods, a two-level Schwarz method may require too high a resolution on the coarse 
grid, which makes it less scalable overall. Parallelizing the coarse grid solver is 
ultimately necessary for high performance [67]. 
There are a number of variants of Schwarz preconditioner and they differ from 
each other mainly by the: 
" Ordering of the coefficient matrix; 
" Method used to treat the points on the interface of the subdomains; and 
" Use of a coarse grid or restriction operator. 
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2.3.3.2 Substructuring Methods 
A common ordering adopted is such that, for example 
Al Ei xl bi 
A2 E2 x2 b2 
A= x= b= (2.4) 
A. E, x, b3 
F1 F2 ... F. Cyg 
where s is the number of subdomains; A; and b; represent the coefficients that 
are interior to each subdomain; E;, Fi and g represent the interface coefficients 
at each subdomain; C represents interface coefficients common to two or more 
subdomains; xi and y are the unknowns that are, respectively, in the interior and 
on the interface of each subdomain. 
The sub-system at each subdomain can be rewritten as 




and in each subdomain the solution may be expressed as 
'-"k = AT 1(bl, - Eky) (2.6) 
and 
(C - FkA, -'Ek)y =9- FkAk lbk, (2.7) 
The matrix 
S=C-FkA; IEk (2.8) 
is called the Schur complement. The main difficulty here is how to approximate 
S. The matrix S is dense even if all constitutive matrices in (2.8) are sparse. 
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The ongoing research is mainly on how to solve (2.7) since S does not have a par- 
ticular pattern. For instance, Smith [111] presents a new iterative substructuring 
algorithm for three dimensions which does not need to form S explicitly. 
2.3.3.3 Multigrid 
Simple iterative methods (such as the Jacobi method) tend to damp out high 
frequency components of the error fastest (see [12, pp 91]). This has led to the 
development of methods based on the following heuristic: 
1. Perform some steps of a basic method in order to smooth out the error; 
2. Restrict the current state of the problem to a subset of the grid points, the 
so-called "coarse grid", and solve the resulting projected problem; 
3. Interpolate the coarse grid solution back to the original grid, and perform a 
number of steps of the basic method again. 
Steps 1 and 3 are called pre-smoothing and post-smoothing respectively; by apply- 
ing this method recursively to step 2 it becomes a true multigrid method. Usually 
the generation of subsequently coarser grids is halted at a point where the number 
of variables becomes small enough that the direct solution of the linear system is 
feasible. 
The method outlined above is said to be a V-cycle method, since it descends 
through a sequence of subsequently coarser grids and then ascends this sequence 
in reverse order. A W-cycle method results from visiting the coarse grid twice, 
with possible some smoothing steps in between. 
Multigrid methods can be distinguished between algebraic multigrid (AMG) and 
geometric multigrid (GMG) [126] methods. In algebraic multigrid methods, no 
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information is used concerning the grid on which the governing partial differential 
equations are discretized. Therefore, it might be better to refer to them as al- 
gebraic multilevel methods instead of multigrid methods. In geometric multigrid 
methods, coarse grids are constructed from the given fine grid and coarse grid 
corrections are computed using discrete systems constructed on the coarse grids. 
Constructing coarse grids by agglomeration of fine grid cells is easy when the fine 
grid is structured but not if the fine grid is unstructured. That is where AMG 
becomes useful. The AMG method accelerates convergence by reducing the low- 
frequency components of the residual using the coarse level correction. [41]. 
Geometric multigrid [126 
" Coarse grids are constructed from the given fine grid and coarse grid correc- 
tions are computed using discrete systems constructed on the coarse grids. 
" Standard geometric multigrid has been very successful for the Euler equa- 
tions but for the Navier-Stokes equations the situation is less satisfactory. 
Algebraic multigrid [113] 
" The AMG is best-developed for symmetric positive-definite (SPD) prob- 
lems that arise from the discretization of scalar elliptic PDEs of second 
order. However, the potential range of applicability is much larger. In par- 
ticular, AMG has successfully been applied to various nonsymmetric (e. g. 
convection-diffusion) and certain indefinite problems. Moreover, important 
progress has been achieved in the numerical treatment of systems of PDEs 
(mainly Navier-Stokes and structural mechanics applications). However, 
major research is ongoing and much remains to be done to obtain efficiency 
and robustness comparable to the case of scalar applications. 
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9 AMG is also a very good preconditioner, much better then standard (one- 
level) ILU-type preconditioners. Heuristically, the major reason is due to 
the fact that AMG, in contrast to any one-level preconditioner, aims at the 
efficient reduction of all error components, short range as well as long range. 
" The extra overhead of the setup phase is one reason for the fact that AMG 
is usually less efficient than geometric multigrid approaches (if applied to 
problems for which geometric multigrid can be applied efficiently). GMG 
also has a setup phase but is usually faster than the AMG setup phase. 
" An efficient parallelization of classical AMG is rather complicated and re- 
quires certain algorithmical modifications in order to limit communication 
cost without sacrificing convergence significantly. 
Linear vs nonlinear multigrid [761 
" Linear methods can deliver superior asymptotic convergence efficiency over 
nonlinear multigrid methods for fluid flow or radiation diffusion problems. 
When exact Jacobians are available, similar asymptotic convergence rates 
per multigrid cycles are observed for equivalent linear and nonlinear multi- 
grid methods. The efficiency gains of the linear methods are largely at- 
tributed to the reduced number of costly nonlinear residual evaluations 
required and the ability to employ a linear Gauss-Seidel smoother in the 
place of a Jacobi smoother. Therefore, in cases where costly or complicated 
nonlinear discretizations are employed, the use of linear methods can be 
advantageous. 
" Additional convergence acceleration can be achieved by using both linear 
and nonlinear methods as preconditioners to a Newton-Krylov method. This 
approach is particulary beneficial in cases where an inaccurate linearization 
is employed by the multigrid solvers. 
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9 The required Jacobian storage for the linear multigrid approach can be pro- 
hibitive for many applications, particularly in three dimensions. 
2.4 Summary 
In this chapter, some of the methods used to generate and refine meshes, dis- 
cretize partial differential equations and solve system of linear equations have 
been reviewed. It has been shown that the techniques to generate meshes in serial 
computers are powerful and mature nowadays. Parallel mesh generation is a rela- 
tively new area of research. Techniques specific for parallel computers have been 
developed but it is also possible to successfully adapt serial techniques to parallel 
meshing. 
Another important areas related to meshing are mesh partition and mesh re- 
finement. Many heuristics for the partition and repartitioning of meshes were 
developed during recent years. The refinement of meshes, mainly the adaptive 
mesh refinement (AMR), has been a very active area of research. It has been 
shown that ideally a mesh should only be refined in certain regions to avoid in- 
efficiencies caused by global refinement. In parallel computing, the complexity of 
the AMR algorithms increases significantly. It involves mesh adaptation, reparti- 
tioning and re-balancing. The main goal is to develop algorithms that keep load 
balance without migrating a large number of elements. 
Despite the analytical studies, on practical level almost all PDEs are solved com- 
putationally. Various mesh-based methods were proposed and are well developed. 
More recently, gridless methods have been proposed since meshing is still a del- 
icate and expensive component of the solution, though meshing techniques are 
powerful and well developed. This work is mainly concerned with mesh-based 
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finite element methods (FEM). These methods are been used to solve CFD prob- 
lems only since a few years. They have been proven successful for many problems. 
One area that has very little work is the direct numerical simulation of turbulence. 
A very important aspect of numerical analysis is the solution of systems of linear 
equations. Problems of moderate size are commonly solved by direct methods 
whilst large complex problems are solved by iterative methods. Direct methods are 
not well suited for parallel computers due to their inherent sequential component. 
Iterative methods have as main advantages the arithmetic requirements and the 
low amount of storage needed if compared to direct methods. There are several 
methods available which performance depends on the problem to be solved. Which 
one to choose for a given problem is still an open question. 
Iterative methods are usually accelerated by preconditioners. Preconditioning 
might be used to improve the rate of convergence of a given method or to prevent 
divergence. They can be purely back-box algebraic techniques or problem depen- 
dent. Most preconditioners are based on direct methods and hence are not well 
suited for parallel computers. 
Domain decomposition methods are considered portable, efficient and highly par- 
allelizable. There are several approaches, distinguished mainly by the ordering of 
the elements of the coefficient matrix and by the number of meshes adopted. In 
particular, multigrid methods have optimal properties but they are very difficult 
to parallelize and the need of multiple meshes is not ideal when using unstructured 
meshes. Simple domain decomposition methods, that use only one mesh, are more 
suitable for unstructured meshes. However, the convergence rate of these methods 
usually deteriorates quickly as the number of subdomains increases. One remedy 
to time-wise accelerate the convergence of simple domain decomposition methods 
is the use of inexpensive local solvers such as Krylov methods. This approach has 
received little attention and is the main subject of this research. 
3 
Chapter 3 
Discretization of PDEs and the 
Finite Element Method 
The process of obtaining the computational solution of flow problems consists, ba- 
sically, of two stages: discretization and algebraic equation solver [44]. The first 
stage converts the continuous partial differential equations and auxiliary (bound- 
ary and initial) conditions into discrete algebraic equations. The second stage 
depends on the discretization technique used. Usually, the second stage requires 
the solution of a system of algebraic equations and, in some cases, the equation- 
solving stage is reduced to a marching algorithm. 
The discretization process can be divided into spatial and temporal discretization. 
Time derivatives are resolved using numerical techniques for the solution of initial 
value problems (IVPs). Spatial derivatives are discretized by either the finite dif- 
ference, finite element, finite volume, spectral methods or SPIT' gridless methods, 
typically. Each of these methods has its advantages and disadvantages. In this 
work, the finite element method on unstructured meshes is the method of choice 
because it supports unstructured grids and hence allows easier study of complex 
geometries and also because it can have certain optimality properties. 
'Smoothed Particle Hydrodynamics 
33 
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The finite element method is a numerical procedure for solving physical problems 
governed by a differential equation or an energy balance. It has two characteristics 
that distinguish it from other numerical procedures [105]: 
1. The method utilizes an integral formulation to generate a system of algebraic 
equations. Integral (variational) formulation of the problem allows a wider 
set of data to be admissible than the differential formulation. 
2. The method generally uses continuous, piecewise smooth functions for ap- 
proximating the unknown quantity or quantities. 
The second characteristic distinguishes the finite element method from other nu- 
merical procedures that utilize an integral formulation. The continuous functions 
must have only enough continuity in the derivatives to allow the integrals to be 
evaluated. Functions without continuous first derivative terms can also be solved 
with a Galerkin method by modifying the higher derivative terms using integration 
by parts. 
As in simple finite difference schemes the finite element method requires a prob- 
lem defined in a geometrical space (or domain) to be subdivided into a finite 
number of smaller regions (a mesh). In finite differences, the mesh consists of 
rows and columns of orthogonal lines; in finite elements more general subdivisions 
can be used. For example, triangles or quadrilaterals can be used in two dimen- 
sions, and tetrahedra or hexahedra in three dimensions. Over each finite element, 
the unknown variables (e. g. temperature, velocity, etc. ) are approximated using 
known functions; these functions can be linear or high-order polynomial expan- 
sions that depend on the geometrical locations (nodes) used to define the finite 
element shape. The governing equations are integrated over each finite element 
and the solution assembled over the entire problem domain. As a consequence of 
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these operations, a finite set of algebraic equations is obtained in terms of a set 
of unknown parameters over each element [92]. 
3.1 Domain Discretization - Unstructured Grids 
There are two fundamental classes of grids in the solution of problems in mul- 
tidimensional regions: structured and unstructured. These classes differ in the 
way the mesh points are locally organized. If the local organization of the grid 
points and the form of the grid cells are defined by a general rule the mesh is 
called structured [71], otherwise unstructured. A third class, called multiblock or 
block-structured, is derived from the two fundamental classes. Figure 3.1 shows 







Figure 3.1: Sketch of an unstructured mesh (left) and a structured grid (right) 
Unstructured grids consist, in contrast to structured grids, in a nearly absolute 
absence of any restrictions on grid cells, organization or structure, providing the 
most flexible tool for the discrete description of a geometry. The overall time re- 
quired to produce unstructured grids in complex geometries is much shorter than 
12 
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for structured or multiblock grids. The main advantage of unstructured grids lies 
in their ability to deal with complex geometries, while allowing one to provide 
natural grid adaptation by the insertion or removal of nodes. However, the nu- 
merical algorithms based on an unstructured grid topology are more complicated 
and are the most costly in terms of operations per time step and memory per grid 
point because memory access is indirect. 
Since an unstructured grid inherently possesses more geometric flexibility than a 
structured grid, it may require many fewer cells to adequately model a given geom- 
etry than a structured grid, thereby decreasing memory requirements. Grid gen- 
eration is qualitatively the same for complex as well as simple domains. Therefore, 
more of the grid generation can be automated, speeding the generation process 
considerably. For applications with complex geometry or requiring rapid turn- 
around time, the unstructured formulation appears to be the method of choice. 
Unstructured grids can, in principle, be composed of cells of arbitrary shapes built 
by connecting a given point to an arbitrary number of other points, thereby allow- 
ing the application of a natural approach to local adaptation by either insertion or 
removal of nodes. They also allow excessive resolution to be removed by deleting 
grid cells locally over regions in which the solution does not vary appreciably. 
In structured grids, the neighbours of the points and cells are defined directly from 
the indices. This is lost in unstructured grids and makes the coding and optimiza- 
tion harder. Location and connectivity of nodes need to be specified explicitly, 
i. e. a special procedure for numbering and ordering the nodes, edges, faces, and 
cells of the grid is needed. Extra memory is required to store information about 
the connectivity among cells of the mesh and because the linearized difference 
scheme operators are not usually band matrices, it is more difficult to use implicit 
schemes. 
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Unstructured grids are usually used with finite element methods and, increasingly, 
with finite volume methods. Computer codes for unstructured grids are more flex- 
ible since they do not need to be changed when the grid is locally refined or when 
elements or control volumes of different shapes are used [42]. To obtain accuracy 
in time higher-order formula on a fine grid might be used. However, from a prac- 
tical perspective, the accuracy that can be achieved for a given execution time 
is more important than the accuracy alone. The use of low-order formulae and 
either grid refinement or grid adaptation can improve the accuracy and maintain 
computational efficiency. 
3.2 Weighted Residuals Method 
The general weighted residuals method (WRM) statement reads 
in 
W'L(q5)d1lO1 = 0, (3.1) 
where W' is a weighting function, 11 is the domain and L(¢) denotes an operator, 
for example, the Laplace operator L(q) = VIO. The idea of the weighted residuals 
method is that a residual R(q5, x) can be multiplied by a weighting function to 
force the integral of the weighted expression to vanish, i. e., 
fn 
W (x)R(cb, x)dQ =0 (3.2) 
For example, for the equation 
00 
=f (x) (3.3) 
R(q5, x) is given by 
R(O, x) = OX - /(x) 
(3.4) 
The unknown 0 is approximated by 
q5(x) = a1N1(x) + a2N2(x) + ... = aiNi(x), 
(3.5) 
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where Ni(x) are called shape functions and ai are unknown parameters. 
A system of linear equations in the unknown parameters ai can be generated 
by choosing different weighting functions and replacing each in (3.2). This will 
determine an approximation 0 on the form of the finite series given in Equation 
(3.5). Since the number of unknown parameters a is equal to the number of 
shape functions N, a system of linear algebraic equations with the same number 
of equations as unknowns will be generated. The existence and uniqueness of the 
solution to such a system of equations is guaranteed if the boundary conditions 
associated with the differential equation are correctly posed. 
For instance, to approximate a differential equation 
Lq+f =0inil 








3.3 Boundary Conditions 
The boundary conditions can be divided into three types, namely Dirichlet, Neu- 
mann and mixed2 boundary conditions. The latter two are known as natural 
(implicit) boundary conditions and the former as essential boundary condition. 
There are two common methods used to apply Dirichlet boundary conditions 
0=s (3.9) 
2The mixed boundary condition is also known as Robin boundary condition. 
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One is to eliminate the restrained parameters from the assembled equations and 
solve the reduced system. Its major disadvantage is that it is computationally 
difficult to program it efficiently. Another is to modify the assembled equations to 
reflect the boundary constrains and solve the complete system. This modification 
should consider symmetry, round-off error and the eigenvalue distribution. The 
former is specially important when Krylov methods are used to solve the linear 
system of equations. 
The derivative boundary conditions can be described in a general form as 
ac5 00 
- -m + s, (3.10) 
where äo/On is the derivative normal to the boundary, m and s are scalars and 0 
the unknown. If m=0 it is a Neumann boundary condition and if both m00 and 
s; 0 it is a mixed boundary condition. The inclusion of the derivative boundary 
conditions into the finite element analysis is done using an integral (or weak form) 
over the boundary (see Table 3.1). Details of how to define the components are 
given in Section 3.5. 








T= -mO+ s N(m¢ - s)dI' 
r 
Table 3.1: Boundary conditions 
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3.4 Matrix Formulation 
The finite element method is based on the numerical approximation of the de- 
pendent variable at specific nodal locations (elements) and on the solution of the 
system of linear equations that is produced. The coefficient matrix is formulated 
from evaluations performed locally over each element and assembled into a global 
Galerkin matrix. In other words, the local coefficient matrices obtained from each 
element are assembled into a large matrix which contains all the local element 
contributions. 
The weighted residuals formulation of the Poisson and convection-diffusion equa- 
tions in two dimensions is described in Sections 3.4.1 and 3.4.2 respectively. The 
extension to three dimensions is straightforward. 
3.4.1 Poisson Equation 
For the Poisson equation, 
pV 2q5 =f (3.11) 
the weighted residuals method statement reads 
in 
W (µ02N) -f )dIl cj = 0. (3.12) 
Integrating by parts results in 
-µJ VW'"ONEdQ¢; -J ON{fdQ=0. (3.13) 
Diffusion term Source term 
Equation (3.11) in two dimensions is equivalent to 
µa0+ 
020 
=f (x, y) in 9 (3.14) 
y 
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Adding boundary conditions, the discrete problem over each element is given by 
TDgc - TF - TMci -Ts=O (3.15) 
where 
_ 
fn. ow{ UN; UWi UN; TD ax f` 19X 
+ oy µ ey 
dSt 
TF =f W{ f (x, y)dfZ 
iZe 
TM =%W; mNjdr 
re 
TS =JIW; sdr 
re 
The equations of each element (local system) may be written as 
AeXe = be (3.16) 
where Xe is equivalent to the dependent variable 0, 
_ aw' aN aw; aN Ae - A, 
ýn 
ax 19X 
+Oyj dSZ -mr W{ NjdI' 
ayya 
be =fJ WjdS2 +sJ Wsdr 
i2e I'e 
Given that ne is the number of elements of the mesh and 
ne ne ne 
A= E Ae, b= E be r X= 
E xe, 
e=1 e=1 e=1 
the assembled system of linear equations (global system) is given by 
Ax=b (3.17) 
As an example of assembling the system, consider the regular triangular mesh 
shown in Figure 3.2. The element connectivity data is given in Table 3.2. The 
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possible matrix entries that arise because of the mesh topology and the numbering 
of the nodes are shown in Figure 3.3. Given that A and b are initially zero and that 
the numbers represent the element number and not the value of the entries and a 
set of numbers represent summation (for instance 12 - 1+2), after evaluating all 
eight elements the assembled matrix A of Equation 3.17 is given by 
12 2 0 1 12 0 0 0 0 
2 234 4 0 23 34 0 0 0 
0 4 4 0 0 4 0 0 0 
1 0 0 156 16 0 5 56 0 
12 23 0 16 123678 38 0 67 87 
0 34 4 0 38 348 0 0 8 
0 0 0 5 0 0 5 5 0 
0 0 0 56 67 0 5 567 7 
0 0 0 0 78 8 0 7 78 






















Figure 3.2: Example of mesh 
Element I Element 2 Element 3 Element 4 
Element 5 Element 6 Element 7 
Figure 3.3: Matrix entries 
Element 8 
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Element Node 1 Node 2 Node 3 
1 1 5 4 
2 2 5 1 
3 2 6 5 
4 2 3 6 
5 4 8 7 
6 4 5 8 
7 5 9 8 
8 5 6 9 
Table 3.2: Element connectivity data 
3.4.2 Convection-Diffusion Equation 
For the convection-diffusion equation, 
-µV 0+ vV o=f (3.18) 
the weighted residual method statement reads 
j W{(-p V2Nj + vVN1- f)dSI g; = 0. (3.19) 
Integrating by parts results in 
-IL VW{"VNfdSt q5, ß+vJ N; "VN1d1Zcj-J VN'fd1 = 0. (3.20) 
nn 
Diffusion term Convection term Source term 
The diffusion and source terms of Equation (3.20) are the same as in Equation 
(3.13). Equation (3.18) in two dimensions is equivalent to 
(020 2 




=f (x, y) in 1 (3.21) -ý ax2 ay2 ax ay 
Adding boundary conditions, the discrete problem over each element is given by 
(TD+Tc)ci-TF'-TMOi-Ts=0 (3.22) 
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where 
TD _ fo 
aWi ON; 
+ ax ax 
aW; aN1 
dfZ 
ay µ ay . 
r '9Nj aN Tc J e W{ 
(Vl 
(9x 
+ v2 ay 
dS2 








J re Wisdr 
The terms of Equation (3.16) are given by 
aW" aNj aW aN aN aN Ae =µ+{' dS2+ Ws vl '+ v2 - dQ-m W{NjdI' aX Ox ay re 7( ax ay TY- -) ee 




3.5 Galerkin and Petrov-Galerkin Methods 
The type of weighting function chosen depends on the type of weighted residual 
technique selected. In the Galerkin procedure (GFEM) the shape function Nj is 
chosen as a polynomial and W; = Ni. The Petrov-Galerkin (PGFEM) procedure 
represents a generalization of the Galerkin procedure and both Ni and Ws are 
taken polynomials, but WW 54 Ni. For operators that exhibit first-order derivatives 
PGFEM may be superior to GFEM [72]. 
The Petrov-Galerkin weighting function in two dimensions is defined as 
W; =Ni +ß; (3.23) 
46 Chapter 3. Discretization of PDEs and the Finite Element Method 
where 
ah 5Nj 8N; () vlX +v2ay 3.24 Qs-21111 ä 







h is the element size, v; are the velocities, Peh is the mesh Peclet number and 
p the diffusion coefficient. Note that if ß is zero the Petrov-Galerkin method 
is equivalent to the Galerkin method. The mesh Peclet number measures the 
strength of convection versus diffusion relative to the mesh size. The greater the 
mesh Peclet number the greater the dominance of convection. For the convection- 
diffusion equation GFEM exhibits problems with spurious oscillations whenever 
Peh >1 [43]. 
The size of the element is the distance between one of the nodes to its opposite 
face or edge in the direction of the velocity vector v. The node and face or edge 
are chosen so that the vector v crosses the node and the opposite face or edge. 
Figure 3.4 sketches the size of a triangle. 
.ý 
Figure 3.4: Element size h of a triangle 
Defining 
öNs 8N; UNs ON, ON{ 0Nj D 
äX ox + öy öy + äz äz 
(3.27) 








Ox ay Uz 
as respectively the diffusion and convection terms in three dimensions, the Galerkin 
and Petrov-Galerkin formulation for linear elements for the Poisson and convection- 
diffusion equations follows. 
Poisson Equation - Galerkin 








Convection-Diffusion Equation - Galerkin 
A=DJ dc1+C Nidcl+mJ NNN; dr (3.31) 
ne aý re 
b= fJ Nidc2 +sJN; dr (3.32) 
ýe I'e 
Convection- Diffusion Equation - Petrov-Galerkin 
A=D d1 +C J N; dcz+, Q; J dcz +mJ N; Nidr (3.33) 
fe foe 
fie I'e 
b=f NNdf2 +, 6i d12 1+ sý NNdI' (3.34) na nJr ea 




Figure 3.5: Linear triangle 
3.6 Shape Functions 
3.6.1 Linear Triangular Element 
A general linear function in 2D is given by the form 
(x, y) =a+ bx + cy. 
Ik 
The natural geometric object to represent the three unknowns (a, b, c) is the trian- 
gle. The shape-functions may be derived by observing the mapping from cartesian 
(x, y) to local (ý, r)) coordinates (Figure 3.5) 
X= x1 + (x2 - x1)e + 
(x3 
- X1)17 (3.35) 
or 
x= N'x = (1 -ý- ? ))x1 + ex2 + 7)X3i (3.36) 
implying that 
N'=1-ý-rj, N2=ý' N3=11. (3.37) 
The shape-function derivatives, which are constant over the element, can be de- 
rived analytically by making use of the chain rule and the derivatives with respect 
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to the local coordinates 
NX = N{cx + N; 177, X. 
(3.38) 




X21 X31 (3.39) 
Y, E y, n Y21 Y31 
its determinant by 
and the inverse by 
det(J) =I JI = 2A,! =X21Y31 - X31Y21, (3.40) 
e, x e, v =1 
Y31 -X31 (3.41) 
77, x %, U 
ZA 
-Y21 x21 
The analytical derivatives of the shape-functions with respect to x and y are 
N' -Y31+Y21 
NZ 2A Y31 
N3 -Y21 
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Figure 3.6: Tetrahedron 
3.6.2 Linear Tetrahedral Element 
The linear trial-function in 3D follows the derivation of the 2D function. The 











l T22 N2 1 
N3 
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T13 
N1 
1 1 T23 N2 1 
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where V is the volume of the tetrahedron and 
T11 = Y24234 - Y34z24 
T21 = J34Z14 - f14Z34 
T31 = /14x24 - J24z14 
T12 = X34Z24 - X24Z34 
T22 = x14234 - X34214 
T32 = X24214 - X14224 
T13 = X2034 - X34/24 
T23 = x34/14 - X1034 
T33 = x1024 - x2014 
The basic integration is given as 
1 
J N{dS2 _41 
3.7 Summary 
There are two fundamental classes of grids, namely, structured and unstructured. 
The former is a natural choice for finite differences methods while the latter is most 
commonly associated with finite element methods. Nevertheless, both types and 
their variations can be used by different approximation techniques. Unstructured 
meshes have geometric flexibility and the inherent approach for local refinement 
that is not present on structured grids. However, approximation techniques using 
an underneath unstructured mesh are more difficult to code and optimize and are 
also computationally more expensive. 
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The process of discretizing a PDE using unstructured meshes and the weighted 
residual method has been outlined in this chapter. The formulation for the 
Galerkin and Petrov-Galerkin finite element methods for both the Poisson and 
convection-diffusion equations has been listed. Additionally, the linear shape 
function for the triangular element (two dimensions) and the tetrahedral element 
(three dimensions) were derived. For linear shape functions, the integrals needed 
might all be computed through analytical functions, i. e. there is no need for nu- 
merical integration, making the coding relatively simple. 
Chapter 4 
Systems of Linear Equations 
There are a number of iterative methods for solving symmetric and nonsymmetric 
systems of linear equations 
Ax=b, (4.1) 
where A is square and nonsingular, including: Jacobi, Gauss-Seidel, Successive 
Overrelaxation - SOR, Symmetric Successive Overrelaxation - SSOR, Conjugate 
Gradient - CG, CG on Normal Equations - CGNE and CGNR, Conjugate Gra- 
dient Squared - CGS, Bi-conjugate Gradient - BiCG, Stabilized Bi-Conjugate 
Gradient - Bi-CGSTAB, Symmetric LQ - SYMMLQ, ORTHODIR, Generalized 
Conjugate Residual - GCR, Minimal Residual - MINRES, Generalized Mini- 
mal Residual - GMRES, GMRES with Eigenvalues Estimation - GMRESEV, 
Quasi-Minimal Residual - QMR, Transpose-Free QMR - TFQMR, and Cheby- 
shev Acceleration. 
The first four methods are stationary methods and are often called basic iterative 
methods. See Section 4.2 for the definition of stationary methods. The other 
methods are nonstationary methods based on the idea of sequences of orthogonal 
vectors, except for the Chebyshev method that is based on orthogonal polynomi- 
als. Most of the nonstationary methods are projection methods based on Krylov 
subspaces. How to choose a method from the many available is still an open 
53 
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question since a method may solve a particular system in very few iterations and 
diverge on another. For a comprehensive overview of the methods cited see for 
instance [12], [20], [35], [54] and [101]. 
In this chapter, a brief review of the basic iterative methods Jacobi, Gauss-Seidel 
and SOR is given. These methods are presented because they are the basis from 
where many iterative methods were developed. They also are quite easy to un- 
derstand and implement. However, they are not very efficient by themselves but 
they can be very efficient when combined with other more-sophisticated methods. 
An overview of the steepest descent (SD), conjugate gradient (CG) and domain 
decomposition (DD) methods is also introduced. The steepest descent method 
can be seen as a simplified version of CG and, hence, CG can be derived from 
SD. Before introducing the methods, the definition and relation of residual and 
error are presented. Following, Krylov subspaces methods, the quadratic form 
and the derivative of a quadratic form are defined. Most details about derivation 
and convergence analysis of the methods are omitted since there is an extended 
literature on the subject. 
4.1 Definitions 
In this section, the definition of residual, error, Krylov subspace, quadratic func- 
tion and gradient of a quadratic function is given. These concepts are relevant for 
the understanding of the methods that follow. 
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4.1.1 Residual and Error 
In solving (4.1) with any iterative method it is assumed that an initial approxi- 
mation x(°) is given (e. g. X(°) = 0). A sequence of approximations x(l), X(Z), ... is 
then computed. The solution vector is explicitly given by 
= A-lb (4.2) 
if A is invertible. The error vector e(k) associated with the k-th iteration is 
defined by 
e(k) = X(k) -x (4.3) 
which can only be assessed if x is known, i. e. the solution has to be known. In 
order to evaluate the accuracy of the approximation x(k) the residual 
r(c) =b- Ax(k) (4.4) 
can be used. Note that r(k) can be computed at any iteration. Obviously it can 
be deduced that 
r(k) = -Ac(k) (4.5) 
The error and the residual are two different measures of the accuracy of an ap- 
proximation X(C). The error C(k) = x(k) -x is a vector that indicates how far the 
approximation X(C) is from the solution x. The residual r(k) =b- APPS) indicates 
how far the approximation x(k) is from the correct value of b. 
4.1.2 Krylov Subspace Methods 
At present time, Krylov subspace methods are considered to be among the most 
important techniques for solving large linear systems of equations. These tech- 
niques are based on projection processes onto Krylov subspaces. For solving (4.1) 
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general projection methods seek an approximate solution P) from an affine sub- 
space x(°) + Kk of dimension k by imposing the Petrov-Galerkin condition 
b- Ax(c) 1 £k, 
where G4 is another subspace of dimension k and x °) is an arbitrary initial ap- 
proximation. There are many projection methods that differ by the subspace G 
chosen and by the preconditioner applied [101, pp. 114-279]. A Krylov subspace 
method is a method for which the subspace 1C is the Krylov subspace 
lCk (A, r(°)) = span{r(°), Ar('), A2r(°>, ... , Ak-'r(°) } 
where r(°) =b- Ax(°). The approximations obtained are of the form 
A-lb X(k) = x(°) + qk-i(A)r(O), 
where qk_1 is a polynomial of degree k-1. In the simple case where x(°) =0 
A-lb , ^r x(k) = gk_1(A)b, 
i. e. A-'b is approximated by gk_l(A)b. 
Although all the Krylov techniques provide the same type of polynomial approxi- 
mation the choice of G, i. e. the constrains used to build these approximations, will 
have an important effect on the iterative technique. Two broad and best-known 
choices for £k are Gk = Kk and the minimum residual variation Ck = A1KIC. 
4.1.3 Quadratic Form 
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where A is a matrix, x and b are vectors, and c is a scalar constant [109, pp 2]. 
If A is symmetric and positive-definite (SPD1), f (s) is minimized by the solution 
to Ax = b. 
4.1.4 Gradient of a Quadratic Form 
The gradient of a quadratic form is defined as: 
8-71f(x) 
Vf (x) = aez 
f (x) (4.7) 
f( 88 x) 
The gradient is a vector field that, for a given point x, points in the direction 
of the greatest increase of f (x). The function f (x) can be minimized by setting 
Vf (x) equals to zero. Applying Equation (4.7) to Equation (4.6) gives 
Vf (x) =Z AT x+U Ax - b. (4.8) 
If A is symmetric, this equation reduces to 
Vf(x)=Ax-b. (4.9) 
Setting the gradient to zero Equation (4.1) is obtained, i. e. the solution to Ax =b 
is a critical point of f (x). If A is positive-definite as well as symmetric, then this 
solution is a minimum of f (x), hence Ax =b can be solved by finding an x that 
minimizes f (x). If A is not symmetric Equation (4.8) gives the solution to the 
system 
2(AT+A)x=b (4.10) 
Note that 1 (AT + A) is symmetric. 
'A matrix A is said positive-definite if XTAx >0 for every nonzero vector x. If A is positive- 
definite the shape of its quadratic form is a paraboloid. 
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4.2 Basic Iterative Methods 
Iterative methods used before the age of high-speed computers were usually rather 
unsophisticated methods based on relaxation of the coordinates. In Richardson's 
method, for instance, the next approximation is computed as 
X(k+1) = x(k) + wk(b - Ax(k)), k=0,1,2, ... , (4.11) 
where wk >0 are parameters to be chosen. Beginning with a given approximate 
solution, these methods modify the components of the approximation, one or a 
few at a time and in a certain order, until convergence is reached. Each of these 
modifications, called relaxation steps, is aimed at annihilation of one or a few 
components of the residual vector. 
Presently, these techniques are rarely used separately. However, when combined 
with the more efficient methods such as Krylov subspace methods they can be 
quite successful. Moreover, there are a few application areas where variations of 
these methods are still quite popular. 
4.2.1 Jacobi, Gauss-Seidel and SOR 
Assuming that A is nonsingular and moreover that its diagonal elements a1; are 
all nonzero the matrix A can be expressed as the sum 
A=D-L-U (4.12) 
where D is the diagonal of A, -L its strict lower triangular part and -U its strict 
upper triangular part, as illustrated in Figure 4.1. 
Equation (4.1) can then be written as 
Dx = (L + U)x +b (4.13) 




Figure 4.1: Initial partitioning of matrix A 
Since all the diagonal entries of A are nonzero, the following iterative method can 



















ais j=1 j=i+1 
In matrix notation Equation (4.15) becomes 
X(k+1) = D-1(L + U)x(k) + D-lb (4.16) 
The resulting iterative method is called the method of simultaneous displacements 
or Jacobi method. Note that all components of x can be updated simultaneously 
and the result does not depend on the sequencing of the equations. 
The method of successive displacements or Gauss-Seidel method differs from the 
Jacobi method by using new values x(k+1) as soon as they are available as follows 
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Isere the components are successively updated and the sequencing of the equations 
does influence the result. In matrix notation Equation (4.17) becomes 
x(k+l) _ (D - L)-1Ux(k) + (D - L)-lb (4.18) 
A backward Gauss-Seidel iteration can also be defined as 
X(k+i) = (D - U)-'Lx (k) + (D - U)-lb (4.19) 
The Jacobi, Gauss-Seidel and Richardson methods are special cases of a class of 
iterative methods which has a general form 
MP") = Nx(k) + b, (4.20) 
where 
M-N=A (4.21) 
is a splitting of the coefficient matrix A with M nonsingular. For the method to be 
practical Equation (4.20) must be "easy" to solve. This is the case, for example, 
when M is triangular. 
Iteration (4.20) is equivalent to 
X(k+1) = Bx(c) +C (4.22) 
where 
B=M'1N=I-M-'A (4.23) 
c=M -lb (4.24) 
An iteration of the form of (4.22) is called a stationary iterative method and B 
the iteration matrix. The error vector e(c) associated to the k-iteration is defined 
by 
e(k) = X(k) -x 
= B(ý(rý-i) - ý) 
= Beýrý-1) 
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Table 4.1 lists the matrix splitting (M and N) and the iteration matrix (B) of 
the Jacobi and Gauss-Seidel methods. 
Jacobi M=D 
B= D'1(L + U) 
Gauss-Seidel M=D-L 
N=U 
B= (D - L)-'U 
Table 4.1: Jacobi and Gauss-Seidel matrix splitting and iteration matrix B 
The Gauss-Seidel iteration is very attractive because of its simplicity. Unfortu- 
nately, if the spectral radius of M'1N is close to unity it may be prohibitively slow 
N=L+U 
since the error tends to zero like p(M-1N). To rectify this a relaxation parameter 
w can be introduced such that 
i-1 




E asjxi(k) + `1- w)xi(k) 
j=i+1 
(4.25) 
This defines the method of successive overrelaxation - SOR. In matrix notation 
Equation (4.25) becomes 
x(k+l) = (D - wL)-'(wU + (1 - w)D)x(c) + (D - wL)-lwb 
The relaxation method has the general form 
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Nu, = (1- w)D -- wU (4.29) 
For a few structured but important problems the value of the relaxation parameter 
w that minimizes p(M, 'N4, ) is known. However, in more complicated problems 
it may be necessary to perform a fairly sophisticated eigenvalue analysis in order 
to determine an optimal w [49, pp 514]. 
4.2.2 Convergence Analysis 
To each of the iterative methods described, an error vector e(k), as defined by 
Equation (4.3), can be associated. From the very definition of each method the 
error vectors can be expressed in each case as 
e(k) = Be(k-1) = ... = Be(o), (4.30) 
where B is the corresponding iteration matrix for the specific method. 
The necessary and sufficient condition for convergence of these methods is that 
the spectral radius of B must satisfy 
p(B) <1 (4.31) 
The asymptotic rate of convergence of the iterative method, or simply rate of 
convergence, is defined as 
R00 = -log p(B) (4.32) 
Asymptotically, a reduction by a factor of c of the error e will be obtained after 
k* iterations where 
log e k 
log p(B) 
(4.33) 
If an iterative method is symmetrisable there always exists an extrapolated version 
of the basic iterative method such that convergence is guaranteed, since (4.31) is 
satisfied. 
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The stationary iterative method, Equation (4.22), is said to be symmetrisable if 
there is a nonsingular matrix W such that the matrix W (I - B)W -1 is symmetric 
and positive-definite. For a symmetrisable method the matrix I-B has real 
positive eigenvalues. A sufficient condition for a method to be symmetrisable is 
that both A and the splitting matrix M are symmetric-positive-definite, since 
then there is a matrix W such that M= WTW and 
W(I - B)W-1 = WM-'AW'1 = WW-lW-TAW-1 = IV'TAW-l, 
which again is positive-definite. 
The extrapolated method is obtained by 
X(k+i) = -y(Gx(k) + f) + (1- 7)x(k) =G X(k) +'yf (4.34) 
where Gy = yG + (1 - y)I and y is the extrapolation factor. 
The optimum value of y is the one that minimizes p(G. y) and is given 
by 
7=2 (4.35) 2- M(G) - m(G) 
where m(G) and M(G) are the smallest and largest eigenvalues of G and the 
spectral radius of G., is then 
P(G7) = P(77G + (1- ; y)1) = 
2p(G) - M(G) G) - m(G) (4.36) 
() (G) 






The optimum-extrapolated method is then defined by 
ýýk+i) G7x(k) +; 7f (4.38) 
and is always convergent under the above hypotheses since p(Gy) < 1. 
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4.3 Steepest Descent Method 
In 1938-39 Temple [31, pp 31] showed that solving system (4.1) with A SPD is 
equivalent to the minimization of the quadratic functional 
f(x) = 2xTAx-bTx (4.39) 
(see Section 4.1.4, page 57). One of the simplest strategies for minimizing f is the 
steepest descent (SD) method where x is iteratively defined by 
X(k+1) = X(k) + a(')r(ý) (4.40) 
If the residual is nonzero, then there exists a positive a that implies global conver- 
gence. The parameter a is chosen by an exact line search such that P+l) exactly 
minimizes f (x('+1)). 
A line search is a procedure that chooses a to minimize f along a line. In the 
case of the steepest descent method the search lines are the residuals. From basic 
calculus, a minimizes f when the directional derivative äf (x(I)) is equal zero. 
By the chain rule 
d 
f(X(k+i)) =V f(x(k+i))T 
d 
x(k+1) =Vf (x(k+1))Tr(k) Ff der 
Setting this expression to zero, a should be chosen so that r(k) and f'(x(k )) are 
orthogonal. 
Therefore, given that g(x) =f I(x) is the gradient of f (x), 
9(x(ß`+i))Tr(k) =0 (4.41) 
Note that g(x) = -r(x) and hence r(X(k+1))Tr(k) = 0, i. e. the residuals are or- 
thogonal to each other. 
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Rewriting g(x(c+1)) in terms of x(k) gives 
9(X(k+l)) = Ax(k+i) -b= A(x(c) + a(k)r(ý)) -b (4.42) 
Substituting the expression for g(x( l)) into Equation (4.41) and after some al- 
gebraic manipulation a is determined by 
a(k) = 
r(k)T r(k) (4.43) 
r(c)T Ar( k) 
Equations (4.4), (4.40) and (4.43) define the steepest descent method: 
r(k) =b- Ax (k) (4.44) 
a(k) = 
r(k)T r(1) (4.45) 
r(c)T Ar(k) 
x(k+i) = x(k) + a(lc)r(k) (4.46) 
The algorithm, as written above, requires two matrix-vector multiplications per 
iteration. The computational cost of SD is dominated by matrix-vector prod- 
ucts. Fortunately, one matrix-vector multiplication can be eliminated by pre- 
multiplying both sides of Equations (4.44) by -A and adding b such that 
r(k+i) = r(k) - a(k)Ar(k) 
(4.47), 
Although Equation (4.44) is still needed to compute r(°), Equation (4.47) can 
be used for every iteration thereafter. The product Ar, which occurs in both 
Equations (4.45) and (4.47), needs only to be computed once. The disadvantage of 
using this recurrence is that the sequence defined by Equation (4.47) is generated 
without any feedback from the value of xVc) and hence the accumulation of floating 
point round-off errors may cause X( k) to converge to some point near X. This 
effect can be avoided by periodically using Equation (4.44) to compute the correct 
residual. The method is described in Algorithm 4.3.1. 
SD is very attractive for its simplicity but convergence may be prohibitively slow. 
If x °i is a good estimate of the solution, e. g. g(x(0))Tr(°) 0 and r,, (A) is small, 
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Algorithm 4.3.1 Steepest Descent 
1. ro=b - Axo 
2. for i=1,2,... 
3. a; = (r{, r{)/ (Arg, rs) 
4. xi+i =x+ air{ 
5. r{+1 = r{ - a; Ar{ 
6. end for 
convergence is quadratic (see [31, pp 32]). By Equation (4.41) every two successive 
search directions are orthogonal to each other making the points x(°), x(1), ... form 
a zig-zag path to the solution as shown in Figure 4.2. This results in small correc- 
tions to the current estimate X(c) when it is far from the solution and convergence 
becomes linear. 
Figure 4.2: Typical zig-zag pattern of steepest descent approximations 
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4.4 Conjugate Gradient Method 
In 1952, Hestenes and Stiefel [58] proposed the conjugate gradient method (CG) 
for solving systems of linear equations 
Ax=b (4.48) 
where A is assumed to be an nxn symmetric-positive-definite (SPD) sparse 
matrix. CG has the same principle of SD but uses a different approach to define 
the search directions. 
To increase the rate of convergence of steepest descent, i. e. to avoid taking steps 
in the same direction as earlier steps, the conjugate gradient method minimizes f 
along a set of orthogonal search directions {p(l), p(2).... } that are constructed by 
conjugation of the residuals. The estimate of the solution is updated by 
X(k+i) = P) +a (k) p(k) (4.49) 
By the conjugacy of the search direction vectors p(v) the residual vectors must 
satisfy 
r(ý+1) = r(k) -a (k)A p (k) (4.50) 
If the r(k)'s are to be orthogonal, then it is necessary that (r(k)-a(k)Ap(k), r(k)) =0 




a (Ap(p), r(")) 
(4.51) 
The search directions are recursively defined as a linear combination of the residual 
and the previous search direction, except for p(°), such that 
p(k) _ 
r(k) 
r(k) + ß(k-i)p(k-1) for k>0 
fork=0 (4.52) 
A first consequence of the above relation is that 
(Ap(k), r(k)) = (Ap(k), p(k) - ß(k-1)P(k-1)) = (AP(k), P(k)) 
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and p(k-1) is chosen so that the vector p(k+l) is A-orthogonal, or conjugate, to 
p(k) -A well-known formula for 0 is the Fletcher-Reeves2 formula 
[45], given by 
(k) (r(k+i), Ap(k)) 
,Q (p(k), Ap(k)) 
(4.53) 
Note that from (4.50) 
and, therefore 
Ap(k) =_1 (r(k+l) - r(k)ý 
a(k) 
ß(k) =1 
(r(r(k+1) - r(k))) 
_ 
(r(k+i), r(k+1)) 
a(k) (Ap(p), p(c)) (r(V), r(k)) 
CG may be describe as in Algorithm 4.4.1. For more details about the derivation 
and convergence analysis see for instance [8], [49], [101] and [109]3. 
Algorithm 4.4.1 Conjugate Gradient 
1. ro=b - Axo 
2. Po = ro 
3. for i=0,1,... 
4. ai = (ri, rj)/(APi Ipi) 
b. xi+i = xi + a{pi 
s. ri+i = r; - a; Api 
7. Qti = (ri+i, ri+i)/(ri, ri) 
8. Ps+i - ri+i + Pipi 
9. end for 
2For alternate p see, for instance, [83] and [28]. 
3J. R. Schewchuck derives CG in a fairly simple and easy to understand way. 
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The conjugate gradient method can be remarkably fast when compared to other 
methods like steepest descent, does not require the specification of any parameters 
and, in the absence of round-off errors, will provide the solution in at most n 
steps. However, it is not always highly parallelisable because of the vector norms 
that have to be computed twice per iteration. Each vector norm needs a global 
reduction operation, i. e. the synchronization of all processors, compromising the 
overall speedup as the number of processors grows. 
4.4.1 Convergence 
In exact arithmetic, CG converges after at most n iterations. In practice, i. e. in 
finite arithmetic, round-off errors cause the residual to gradually lose accuracy and 
the search vectors to lose A-orthogonality (conjugacy). The former problem can 
be dealt with by computing the residual from its very definition r(k) =b- AP) 
instead of using the recurrence formula. However, the latter problem is not easily 
solvable. Because of this loss of conjugacy the mathematical community discarded 
CG during the 1960s. Interest only resurged when evidence for its effectiveness 
as an iterative procedure was published in the 1970s. 
Figures 4.4 and 4.5 show the loss of orthogonality of the residual and search 
direction vectors for a system where A is the matrix NOS4 described in Figure 4.3 
and b is such that the solution is a vector of ones. The same problem is solved 
with different number of digits of precision. The legend MatLab represents the 
precision of MatLab (double precision) while the numbers 4,8 and 16 represents 
the number of digits used to truncate4 the floating point numbers. Note that as 
the precision is reduced the solution becomes completely dominated by round-off 
errors and the approximation diverges as shown in Figure 4.6. 
4For instance, 1.234567 is truncated and becomes 1.234500 with 4 digits of precision. 
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Matrix NOS4 
Lanczos with partial reorthogonalization 
Finite element approximation to a beam structure. 
from set LANPRO, from the Harwell-Boeing Collection 












a da '"' 
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Size Entries Type 
100 x 100 347 real symmetric positive definite 
Nonzeros 
total diagonal below diagonal above diagonal A- A' 
594 100 247 247 0 
Conditioning 
Frobenius norm 4.2 
condition number (est. ) 2.7e + 03 
2-norm (est. ) 0.85 
diagonal dominance no 
Figure 4.3: Matrix NOS4 from Harwell-Boeing Collection 
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k (Iteration) 
Figure 4.4: Problem NOS4; orthogonality of residual vectors - ro rk; floating point 
numbers truncated at 4,8,16 and double precision (MatLab default) digits. 
Though the loss of accuracy of the residual can be reduced by using the definition 
of r it is not practical. CG using the recursive formula to compute r requires only 
one matrix-vector multiplication and a couple of saxpy5 operations, i. e. the main 
cost of the algorithm is the matrix-vector multiplication. Computing r as b- Ax 
requires one more matrix-vector multiplication which means that the algorithm 
requires almost twice the number of flops per iteration. The storage requirements 
of CG in terms of vectors of size n (x, r, p and Ap) and disregarding the storage of 
A and b is 4n. Note that Ap is store to avoid multiplying A by p twice since Ap is 
needed twice in Algorithm 4.4.1. As it is described, Algorithm 4.4.1 requires the 
storage of three vectors of size n plus the matrix A and vector b and also requires 
A to be multiplied by p twice. 
5Saxpy operation: ax + y, where a is a scalar and x and y are vectors 
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10 20 30 40 50 60 70 80 90 100 
k (iteration) 
Figure 4.5: Problem NOS4; A-orthogonality of search direction vectors - 
(Apk+l)Tpk; floating point numbers truncated at 4,8,16 and double precision 
(MatLab default) digits. 
4.5 Domain Decomposition Methods 
In this section, a brief introduction to domain decomposition methods and the 
notation used in following chapters are presented. A more general overview can 
be found in [101, Chapter 13] and a comprehensive overview of the methods, their 
implementation, analysis and relation to multigrid methods can be found in the 
book by Smith et al. [111]. 
Domain decomposition methods can be defined as divide-and-conquer techniques 
to solve partial differential equations by iteratively solving subproblems defined on 
subdomains. These methods combine ideas of partial differential equations, linear 
k- 





Figure 4.6: Problem NOS4; conjugate gradient residual norm; floating point 
numbers truncated at 4,8,16 and double precision (MatLab default) digits. 
algebra, mathematical analysis and techniques from graph theory. Accordingly to 
Saad [101], among the new classes of numerical methods that can take advantage 
of parallelism, domain decomposition methods are undoubtedly the best known 
and perhaps the most promising for certain types of problems. 
There are a number of variants of domain decomposition methods that differ 
mainly by five features: 
" Type of partitioning: vertex-, edge- or element-based (see Figure 5.11). The 
type of partition will define the minimum amount of data replicated, i. e. 
the number of nodes or edges common to two or more subdomains without 
overlapping. Vertex-based partitions without overlapping do not have any 
common data among subdomains. Edge- and element-based partitions have 
0 10 20 30 40 50 60 70 80 90 100 
k (Iteretlon) 
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common nodes and common nodes and edges, respectively. The type of 
partition is especially important in terms of programming the algorithm 
in parallel since data needed by one process/subdomain may be held by 
another process/subdomain. See Sections 5.6.2 and 5.6.3 for more details. 
" Grid levels. The grid levels refer to the number of grids used. Single-level 
methods use only one grid. Two-level methods make use of both a fine 
grid and a coarse grid. Multilevel methods use two or more levels of coarse 
grids. The coarse grids are used as a means of communicating within the 
subdomains. 
" Overlap. Domain decomposition methods may be divided into two main 
classes named overlapping and nonoverlapping methods. 
Treatment of interface nodes. There are two main techniques used to resolve 
the interface nodes. One is to set these nodes as boundary nodes (artificial 
boundary) and apply boundary conditions to them. Another is to solve the 
interface nodes first and then solve each subproblem independently. 
" Subdomain solution. The way that each subdomain problem is solved de- 
pends on how the interface nodes are treated. Direct or iterative methods 
may be used. 
Generally, domain decomposition methods can be classified as Schwarz methods 
and substructuring, or Schur complement, methods. The former are also known 
as overlapping methods and the latter as nonoverlapping methods. Both classes 
of methods attempt to solve the problem on the entire domain SZ from problem 
solutions on the subdomains S2{. 
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4.5.1 Schwarz Methods 
Perhaps the simplest domain decomposition algorithms are the one level, explic- 
itly overlapping Schwarz methods. The solution on the whole domain problem 
is obtained by iteratively solving subproblems on subdomains by updating the 
interface unknowns which are also called artificial or virtual boundary. There are 
a number of techniques to define the artificial boundary. 
The literature shows that for such methods the number of iterations usually in- 
creases as the number of subdomains increases. The standard solution is to turn 
the method into a two level method, using a coarse grid to provide global com- 
munication among subdomains, given by 
m 
M_1 = QHAH1QH + Rh iAh'Rh, i (4.54) 
i=i 
where QH is a restriction operator from the fine grid into the coarse grid and 
Rh, i is the restriction operator from the fine grid into the i-th subdomain. The 
transpose operators QH and Rh map the coarse grid and the i-th subdomain into 
the fine grid. On unstructured grids, how to build the coarse grid is not obvious 
and could be a tedious task. Besides, the amount of memory required to store a 
second grid, even coarser, could be prohibitive. 
4.5.2 Substructuring or Schur Complement Methods 
Substructuring or Schur complement methods are a class of domain decomposition 
methods with no overlapping. Such methods have an interface solver that is not 
used in overlapping methods. The domain can be partitioned and the nodes 
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numbered such that the system of equations is written as 
Al El X1 bi 
A2 E2 X2 b2 
A= X= (4.55) 
Aa E. xa ba 
Fl F2 ... F, Cyg 
where s is the number of subdomains; A{ and b; represent the coefficients that 
are interior to each subdomain; E;, F{ and b; represent the interface coefficients 
at each subdomain; C represents interface coefficients common to two or more 
subdomains; x and y are the unknowns that are in the interior and on the interface 
of each subdomain, respectively. 
The sub-system at each subdomain can be written as 
Ak Ek Xk bk 
Fk Cy=9)1 
(4.56) 
and in each subdomain the solution may be expressed as 




S=C-FkA, 'Ek (4.59) 
is called the Schur complement. The main difficulty here is how to approximate 
S. A number of Schur complement methods have been proposed over the last few 
year and research is still ongoing. 
Chapter 4. Systems of Linear Equations 77 
4.6 Summary 
In this Chapter, a brief review of the basic iterative methods Jacobi, Gauss-Seidel 
and SOR was presented. An overview of the steepest descent method, conjugate 
gradient method and domain decomposition methods was also introduced. The 
definition and relation of residual an error were stated; Krylov subspaces methods 
and quadratic functions defined. 
From the theory presented, it is clear that basic iterative methods lack in effi- 
ciency to solve the kind of problems being solved currently. The conjugate gradi- 
ent method can be very efficient and domain decomposition methods seem a very 
good option for parallel processing. It was also showed that the convergence rate 
and sometimes the convergence itself depend strongly on round-off errors. CG, for 
instance, may lose the orthogonality properties of the residual and search direc- 
tions vectors due to round-off errors, compromising the efficiency of the method. 
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Chapter 5 
Parallel POE Solver 
In this chapter, general parallel issues such as some of the terminology associated 
with parallel computing and the classification of parallel computers is addressed. 
There are many ways to classify parallel computers based on their structure or 
behaviour. The major classification schemes consider the number of instructions 
and operands sets that can be processed simultaneously, the internal organization 
of the processors, the interprocessor connection structure, or the methods used to 
control the flow of instructions and data through the system. Two of the most 
common categorizations, namely Flynn's taxonomy and structural classification, 
are presented. Flynn's taxonomy aims to separate the computers in classes ac- 
cordingly to the notion of stream of information (instruction and data streams) 
while the structural classification is based on how the processors are connected to 
the memory. 
In Section 5.3 two main metrics used to measure the performance of parallel algo- 
rithms, namely speedup and efficiency, are defined. Theoretical limits of parallel 
performance are discussed based on Amdahl's Law. Besides, the concepts of scala- 
bility, locality and superlinearity are introduced. In the following section, parallel 
computational models are presented and the models used in this work (MPI and 
SPMD) are further elaborated. 
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Section 5.5 presents empirical and theoretical data about the scalability of the 
Sun Fire 15K system installed at Cranfield University. A comparison of the par- 
allel performance of the Sun system and an IBM 9076 system running a parallel 
RRQR factorization is given as well as the description of both systems. The actual 
latency and transfer rate of a point-to-point (round-trip) and collective commu- 
nication (broadcast) on the Sun system are computed based on the data obtained 
experimentally. 
In the last section key factors of the development of the parallel PDE solver used in 
this work are highlighted. This includes the conceptual design of the solver, mesh 
partitioning, data partitioning and the communication schemes implemented. 
5.1 Concepts and Terminology 
Some of the terms associated with parallel computing are listed below [53,55]. 
Processes and Processors A process is a software executable module and 
represents an address space and one or more threads. A processor is a piece 
of hardware containing a central processing unit (CPU) capable of executing a 
program. 
Communication Data exchange among processes. The actual event of data 
exchange is commonly referred to as communication regardless of the method 
employed. 
Synchronization The coordination of parallel tasks in real time, very often 
associated with communication. This is often implemented by establishing a syn- 
chronization point within an application where a task may not proceed further 
until another task reaches the same or logically equivalent point. Synchronization 
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usually involves waiting by at least one task and can therefore cause the wall-clock 
execution time of a parallel application to increase. 
Granularity In parallel computing, granularity is a qualitative measure of the 
ratio of computation to communication. Coarse granularity is such that relatively 
large amounts of computational work are done between communication events. 
Fine granularity is such that relatively small amounts of computational work are 
done between communication events. 
Speedup and efficiency Metrics used to measure the performance of parallel 
programs (see Section 5.3). 
Parallel overhead The extra amount of time required to coordinate parallel 
tasks. 
Massively parallel Refers to the hardware that comprises a given parallel 
system with many processors. The meaning of "many" has changed over the 
years and currently is often interpreted as more than 1000. 
5.2 Classification of Parallel Computers 
Parallel computers are systems consisting of multiple processing units connected 
via some interconnection network and the software needed to make the processing 
units work together. Parallel computers can be classified by various aspects of 
their architectures. A major factor that can be used to categorize such systems 
is how the processors are connected to the memory. The most popular taxonomy 
of computer architectures was defined by Flynn in 1966. 
Flynn's classification scheme is based on the notion of stream of information (in- 
struction and data streams). The instruction stream is defined as the sequence 
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of instructions performed by a processing unit. The data stream is defined as 
the data traffic exchange between the memory and the processing unit. Accord- 
ingly to Flynn's classification both the instruction and data streams can be single 
or multiple and the computer architecture can be classified in four distinct cate- 
gories: SISD - single-instruction single-data, SIMD - single-instruction multiple- 
data, MISD - multiple-instruction single-data, and MIMD - multiple-instruction 
multiple-data. 
Conventional single-processor von Neumanns computers are classified as SISD 
systems. Parallel computers are either SIMD or MIMD. When there is only one 
control unit and all processors execute the same instruction in a synchronized 
fashion, the parallel machine is classified as SIMD. In a MIMD machine each 
processor has its own control unit and can execute different instructions on dif- 
ferent data, i. e. the processors are independent. In the MISD category, the same 
stream of data flows through a linear array of processors executing different in- 
structions streams. In practice, there is no viable MISD machine and the class 
has been added for completeness only. However, some authors have considered 
pipelined machines as examples of MISD computers [40, Section 1.2] and a con- 
cept of systolic arrays from the early 1980s may be viewed as a prototype of a 
MISD machine. 
SIMD (single instruction stream, multiple data stream) refers to a parallel execu- 
tion model in which all processors execute the same operation at the same time, 
but each processor is allowed to operate upon its own data. This model naturally 
fits the concept of performing the same operation on every element of an array, 
and thus is often associated with vector or array manipulation. Because all oper- 
1John Von Neumann was a Hungarian Mathematician (1903-1957) who conceived the com- 
puter architecture that most modern computer systems are based on today. The Von Neumann 
architecture consists of inputs, outputs, a CPU and memory. 
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ations are inherently synchronized, interactions among SIMD processors tend to 
be easily and efficiently implemented. 
MIMD (multiple instruction stream, multiple data stream) refers to a parallel ex- 
ecution model in which each processor is essentially acting independently. This 
model most naturally fits the concept of decomposing a program for parallel exe- 
cution on a functional basis; for example, one processor might update a database 
file while another processor generates a graphic display of the new entry. This is 
a more flexible model than SIMD execution, but it is achieved at the risk of de- 
bugging difficulties called race conditions, in which a program may intermittently 
fail due to timing variations reordering the operations of one processor relative to 
those of another. 
In terms of memory-processor organization three main groups of architectures can 
be distinguished: shared-memory architectures, distributed-memory architectures 
and distributed-shared-memory architectures. Each group has advantages and 
disadvantages. The former is characterized by their comparative ease of program- 
ming with limited. scalability. Distributed-memory architectures have potential 
for high scalability but are more difficult to program. The third group attempts 
to combine the advantages of both shared and distributed-memory architectures. 
Shared-Memory Architectures 
The main property of shared-memory architectures is that all processors in the 
system have access to the same memory, i. e. there is only one global address space. 
Typically, the main memory consists of several memory modules whose number is 
not necessarily equal to the number of processors. The processors are connected to 
the memory modules via some interconnection network as sketched in Figure 5.1. 
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Interconnection network 
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Figure 5.1: Shared Memory Architecture 
Shared-memory computers are relatively easy to program since the same data 
can be accessed by all processors though a method has to be used to control 
the data access. It is common to have blocks of processors and a portion of the 
total memory associated with a block on a single board, although each processor 
can technically access the whole address space (e. g. the SGI Origin architecture). 
Many applications use message-passing methods as in a distributed system to 
control the data flow. A main disadvantage of shared-memory machines is the 
limited number of processors. Most systems do not have more than 64 processors 
due to both the centralized memory and the interconnection network. 
Distributed- Memory Architectures 
In distributed-memory computers each processor has its own, private memory. 
There is no common address space which means that the processors can only access 
their own memories. Communication and synchronization among processors is 
done by exchanging messages over the interconnection network (Figure 5.2). In 
contrast to a shared-memory architecture a distributed-memory machine scales 
very well since all processors have their own local memory which means that 
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there are no memory access conflicts. 
Memory modules I Mo II M1 II M2 I"""1 Mn 
Processors I Po II P1 II P2 I""" I Pn 
Interconnection network 
Figure 5.2: Distributed Memory Architecture 
Typical representatives of a pure distributed-memory architecture are clusters of 
computers. In a cluster each node is a complete computer. These computers are 
connected through a low-cost commodity network (e. g. Ethernet or Myrinet). A 
major advantage of clusters is the cost to performance ratio. However, to date, 
clusters are outperformed by most parallel systems. 
Distributed-Shared- Memory Architectures 
Distributed-shared-memory machines attempt to combine the advantages of the 
two architectures described above (ease of programming of shared-memory sys- 
tems and high scalability of distributed-memory systems). In such systems each 
processor has its own local memory but, contrary to the distributed-memory ar- 
chitecture, all memory modules form one common address space, i. e. each mem- 
ory cell has a system-wide unique address. In order to avoid the disadvantage of 
shared-memory computers, namely the low scalability, each processor uses a cache 
memory which keeps the number of memory access conflicts and the network con- 
tention low (Figure 5.3). The use of cache memories requires sophisticated cache 
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coherence and consistency protocols in order to keep the data in the memory and 




Figure 5.3: Distributed Shared Memory Architecture 
5.3 Parallel Performance Metrics 
There are two main metrics used to measure the performance of parallel algo- 
rithms, namely speedup and efficiency [80, pp. 36]. Given that TP is the time 








where Tl is the time of the serial algorithm. 
Theoretically the upper bounds of Sp and Ep are p and 1, respectively. Also 
theoretically, these upper bounds can only be achieved if the algorithm does not 
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have any sequential component and the computation is equally distributed among 
all processors. Accordingly to Amdahl's Law [39,17] if a fraction f of a calculation 
is inherently sequential the speedup is above limited by 
1 
Spy 
f+ (1 - f)/p' 
where 0<f<1 (sequential fraction). Amdahl's Law states that as p grows to 
infinity the maximum speedup depends on the fraction of sequential code f and 
not on the number of processors p (see Figures 5.4 to 5.7) since 
-. oo 1r l im + (i - f)/p 
However f is not constant; it depends on the number of processors among other 
parameters. In order to achieve maximum speedup f must not increase as the 
number of processors increases. This behaviour is called scalability and is a major 
condition for parallel computing [97]. Another important condition is locality. The 
data needs to be stored in the main memory as close as possible to the correspond- 
ing CPU in order to minimize the work of cache-coherence and loading/storing 
data. 
Despite the fact that theoretically Sp can only be less than p (sublinear speedup), 
the actual speedup can be either less than p (sublinear speedup), equals to p 
(linear speedup) or greater than p (superlinear speedup). Linear or superlinear 
speedups happen, for instance, when the data fits into cache-memory after being 
distributed. Given the fact that potential speedup is often affected by problem 
size and that the Amdahl's Law does not capture this effect, other laws have 
been proposed. These laws are called Gustafson's Law [110] and Ni's Law [37, pp 
247]. Gustafson's Law addresses how the increasing sizes of a program affects its 
scalability. Ni's Law summarizes the interaction between increasing problem size 
and the ability to execute the program in parallel. 
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Figure 5.4: Amdahl's Law predicted speedup (2,4,8 and 16 processors). 
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Figure 5.5: Amdahl's Law predicted speedup (256,512 and 1024 processors). 
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Figure 5.6: Amdahl's Law predicted speedup (linear, 1,5,10 and 20% serial). 
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Figure 5.7: Amdahl's Law predicted speedup (1,5,10 and 20% serial). 
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5.4 Parallel Computational Models 
Gropp et al. [53, pp 3] define a computational model as a conceptual view of 
the types of operations available to the program. It does not include syntax of a 
particular programming language or library and it is almost independent of the 
underlying hardware that supports it. In other words, any of the models can be 
implemented on any modern parallel computer given the right support from the 
operating system. However, the effectiveness of such an implementation depends 
on the gap between the model and the machine. A brief description (summarized 
from [53]) of some of the currently used models follows. A more comprehensive 
overview of the models can be found in [53] and [55] for instance. 
Message passing Message passing is a model for interactions between processors 
within a parallel system. In general, a message is constructed by software on one 
processor and is sent through an interconnection network to another processor, 
which then must accept and act upon the message contents. MPI (Message Pass- 
ing Interface) is a message passing model and has been used in this work - see 
Section 5.4.2. 
Data parallelism The parallelism comes entirely from the data and the program 
itself looks very much like a sequential program. A set of tasks work collectively 
on the same data structure but each task works on a different partition of the 
same data structure. The partition of the data that underlies this model may be 
done by a compiler, the High Performance Fortran (HPF) [69] for instance, or by 
the use of an interface such as OpenMP [87]. 
Shared memory On the shared-memory model each processor has access to all 
of a single, shared address space at the usual level of load and store operations. 
Access to locations manipulated by multiple processes is coordinated by some 
form of locking, although high-level languages may hide the explicit use of locks. 
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Threads The most common version of the shared-memory model specifies that all 
memory be shared. This allows the model to be applied to multithreaded systems 
in which a single process has associated with it several program counters and 
execution stacks. The model allows fast switching from one thread to another 
and requires no explicit communication. The difficulty imposed by the thread 
model is that any state of the program defined by the program variables is shared 
by all threads simultaneously, although in most thread systems it is possible to 
allocate thread-local memory. The most widely used thread model is specified by 
the POSIX Standard [93]. A higher-level approach in programming with threads 
is also offered by OpenMP [87]. 
Combined models Combinations of the above models are also possible. These 
combined models are also called hybrid models. Hybrid models lead to software 
complexity in which a shared-memory approach (OpenMP, for instance) is com- 
bined with a message-passing approach (MPI, for instance). 
Currently, some of the most common used parallel programming interfaces are 
OpenMP and MPI (Message Passing Interface). Among Fortran users IIPF (High 
Performance Fortran) [37, pp 289] has also been often used. IIPF is an extension 
to the Fortran 90 language to support data parallel programming and is based 
on data parallelism. OpenMP is targeted only at shared-memory systems. It 
is relatively easy and simple to use but its performance if compared to MPI is 
usually inferior (see Reuter [97] for a comparison). 
The parallel solver presented in this thesis was implemented under the message- 
passing model, using the MPI library, and the SPMD programming model (see 
Sections 5.4.1 and 5.4.2). Despite the fact that most of the development was 
done on a shared-memory system (see Section 5.5.1), the program was written to 
be portable to distributed-memory architectures. The message-passing paradigm 
was chosen for its universality (it is available on most parallel machines) and 
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performance. 
5.4.1 SPMD programming model 
One of the most popular styles of programming parallel computers is the SPMD 
(Single Program Multiple Data) programming model. The same program, though 
not necessarily the same instruction stream, is executed on all processors, each 
processor operating on a part of the data. The SPMD model can also be seen as a 
restricted version of MIMD in which all processors run the same program. Hence, 
as opposed to SIMD, each processor executing SPMD code may take a different 
control flow path through the program. For the definition of MIMD and SIMD 
see Section 5.2. 
5.4.2 Message Passing Interface - MPI 
MPI is a message-passing library that supports both distributed- and shared- 
memory systems. Historically, a variety of message-passing libraries have been 
available since the 1980s. These implementations differed substantially from each 
other making it difficult for programmers to develop portable applications. 
In 1992, the MPI Forum was formed with the primary goal of establishing a 
standard interface for message-passing implementations. Part 1 of the Message 
Passing Interface (MPI) was released in 1994 and part 2 (MPI-2) was released in 
1996. Both MPI specifications are available on the web [81]. 
MPI is currently considered the de facto standard for message passing, replacing 
virtually all other message-passing implementations. Most, if not all parallel com- 
puting platforms offer at least one implementation of MPI and very few have a 
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full implementation of MPI-2. For shared-memory architectures, MPI implemen- 
tations usually do not use a network for inter-process communications. Instead, 
they use shared memory (memory copies) for performance reasons. 
From a programming perspective, message-passing implementations commonly 
comprise a library of subroutines that are imbedded in the source code. The 
programmer is responsible for determining all parallelism. A parallel program 
written with MPI has a single source code that, after being compiled and linked 
to the MPI library, can be launched with the command mpirun2. The command 
provides many optional flags and the mandatory flag -np that defines the number 
of processes. After being launched the MPI application is replicated among the 
processes and each one of these processes should operate on a different set of data, 
i. e. the same program is executed in several processes with different sets of data. 
Hence, a program written with MPI is classified as SPMD (see Section 5.2) [32]. 
5.5 Experiments in Processor Scalability 
Experiments in processor scalability on a Sun Fire 15K parallel computer were 
performed in order to measure the actual latency and transfer rate. The parallel 
performance of a rank-revealing QR factorization [33] was also measured and 
compared to the results obtained on an IBM 9076 SP/2 parallel computer. A 
brief description of the parallel computers used follows and the results obtained 
are presented in the next sections. 
'The command to launch an MPI application may vary depending on the system. The most 
common command used is mpirun. 
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5.5.1 Sun Fire 15K Parallel Computer 
The Sun Fire 15K parallel computer is equipped with U1traSPARCTM III+ CPU 
and the Sun Fireplane Interconnect architecture running the binary-compatible 
Solaris 8 UNIX® operating environment. The Sun Fire 15K is a cache coherent 
Non-Uniform Memory Access (ccNUMA) architecture. Four processors and 16Gb 
of memory are placed on a so-called Uniboard CPU/Memory Board and a maxi- 
mum of 18 Uniboard CPU/Memory boards are connected through the Sun Fire- 
plane Interconnect which comprises of an address and a data bus. Each processor 
has equal access to the memory located on the same board but slower access to 
the memory on remote boards. The interconnect peak latency and bandwidth 
reported on the documentation [114] are briefly quantified on Tables 5.1 and 5.2, 
respectively. 
Memory Access Bandwidth Gb/sec 
Same CPU as requester 9.6 
Same board as requester 6.7 
Separate board from requester 2.4 
Table 5.1: Sun Fire 15K peak interconnect bandwidth [114, pp 4-7] 
The system installed at Cranfield University, part of the Cambridge-Cranfield 
High Performance Computing Facility (CCFHPCF), called robinson, has 721.2GHz 
CPUs with 288Gb of shared memory, which gives a 144 Gflops peak performance. 
The FORTE DEVELOPER 7 FORTRAN 95 compiler and the LAM implementation 
of MPI are available. 
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Location in Memory Clock Count 
Same board (requester local memory) 180 ns, 27 clocks 
Same board (other CPU on the same dual CPU data switch) 193 ns, 29 clocks 
Same board (other side of data switch) 207 ns, 31 clocks 
Other board (coherency cache directory hit) 333 ns, 50 clocks 
Other board (coherency cache directory miss) 440 ns, 66 clocks 
Table 5.2: Sun Fire 15K pin-to-pin latency for data in memory [114, pp 4-8]. 
Pin-to-pin latency is calculated by counting clocks in the interconnect logic design 
between the address request from a CPU and the completion of the data transfer 
back into the CPU. It is independent of what the CPU does with the data. 
5.5.2 IBM 9076 SP/2 Cluster 
The IBM 9076 SP/2 RISC-based distributed-memory multi-processor cluster, 
housed at the Brazilian Laboratorio National de Computacäo Cientifica - LNCC 
(National Scientific Computing Laboratory), has 8 WIDE RS6000 (model 590) 
processors and 32 THIN RS6000 (model 390) processors connected through a 
SWITCH Fiber Channel with multiple connections capability at 266 Mbits/s 
each. The theoretical peak performance of the IBM 9076 SP/2 is of 640 Mflops 
per processor3. The machine is equipped with the AIX 4.1.5 operating system 
(IBM Unix variant) and all the programs used in this work were compiled with 
the IBM xlf Fortran compiler and the message-passing library MPICII (MPI IBM 
implementation that allows message passing through the high speed SWITCH). 
3Reported at http: //www. top5OO. org/orsc/1998/sp2. html 
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5.5.3 Parallel RRQR Factorization Scalability 
A double-precision implementation of the parallel RRQR (PRRQR) factorization 
by da Cunha et al. [33] was used to investigate the parallel performance of the 
Sun Fire 15K system. The PRRQR algorithm computes the QR factorization of 
a matrix Amxn intended for use when m»n. The algorithm uses a reduction 
strategy to perform the factorization which in turn allows a good degree of paral- 
lelism. It is then integrated into a parallel implementation of the QR factorization 
with column pivoting algorithm due to Golub and Van Loan [48, pp. 233-236], 
which allows the determination of the rank of A. The algorithms were coded in 
FORTRAN 90 using the MPI library. 
Table 5.3 presents results of tests carried out on the Sun Fire 15K and the IBM 
9076 SP/2 parallel computers described in Sections 5.5.1 and 5.5.2. The results for 
the IBM computer were obtained from the paper by da Cunha et al. [33]. Table 5.3 
shows the running times (in seconds) and the respective speedups (SS = T1/Tp) 
of PRRQR for two large matrices, with m»n. Here Ti is the time taken by a 
sequential implementation of the RRQR algorithm where the QR factorization is 
obtained via Householder reflections [48, pp. 193-220]. The Sun system is faster 
than the IBM 9076 SP/2 parallel computer whilst the speedups are quite similar 
but slightly higher on the IBM 9076. 
5.5.4 Latency and Transfer Rate 
The actual latency and transfer rate of the Sun Fire 15K system were obtained run- 
ning a Fortran 90 message-passing (MPI) implementation of a round-trip point- 
to-point communication procedure and a broadcast collective communication pro- 
cedure, both with double-precision arithmetic (64-bit words). The original codes 
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MxN p=1 p=2 p=4 p=8 p=16 p=32 
Sun 20000 x 10 0.14 0.12 0.06 0.05 0.06 0.12 
1.16 2.33 2.80 2.33 1.16 
IBM 9076 20000 x 10 0.73 0.43 0.25 0.16 0.10 - 
1.70 2.92 4.56 7.30 - 
Sun 800000 x 10 23.02 12.37 6.59 4.60 2.97 1.11 
1.86 3.49 5.00 7.75 20.73 
IBM 9076 800000 x 10 28.39 14.79 7.56 4.55 3.30 - 
1.92 3.76 6.24 8.60 - 
Table 5.3: Timings (in seconds) and speedups for PRRQR. 
in Fortran 77 were developed by Professor R. D. da Cunha (UFRGS/Brazil). The 
Sun One Studio 8 Fortran 95 compiler (mpf 90) and the LAM implementation of 
MPI were used. 
The round-trip point-to-point communication time is measured by first sending 
a message from processor master to processor slave and then sending a message 
from processor slave to processor master. Isere, master is the processor with 
lowest rank and slave the processor with highest rank, i. e. for 4 processors, master 
and slave are the processors of rank 0 and 3, respectively. This implies that the 
measurements are taken using processors on different boards when applicable. The 
messages are sent and received using, respectively, the MPI commands MPI-SEND 
and MPII. ECV, i. e. a blocking point-to-point communication. The resulting time is 
divided by 2, since actually two send/receive pairs are performed. The measured 
bandwidth and time are listed on Tables A. 3 and A. 4, Appendix A. 
The broadcast collective communication time is measured by broadcasting a mes- 
sage of some length from processor 0 to all other processors. This is done by all 
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processors calling the MPI command MPI-BCAST with 0 as the root processor. In 
MPI, communication involving more than two processes is collective and all par- 
ticipating processes call the same routine. MPI-BCAST is an example of a collective 
communication routine. Notice that the broadcast could be performed by a series 
of send and receive calls. The use of an intrinsic routine that is implemented as 
a collective communication allows the message-passing library to take advantage 
of its knowledge of the structure of the machine to optimize and increase the 
parallelism in these operations. The measured bandwidth and time are listed on 
Tables A. 1 and A. 2, Appendix A. 
The data transfer model is assumed to be linear for the same number of processors 
or pairs of processors. Hence, the communication time (Ta) is given by a+ , ßw, 
where w is the number of words being transferred; a is the latency (in seconds) 
and ,Q is the transfer rate (in seconds per word). The latency and transfer rate for 
a given number of processors can be obtained by linear regression on a set of com- 
munication times for messages of variable lengths. For the results that follow, the 
coefficients a and ß where calculated using the MatLab function POLYFIT (fit poly- 
nomial to data). As described in the MatLab manual [75], p= polyfit (x, y, n) 
finds the coefficients of a polynomial p(x) of degree n that fits the data y best in 
a least-squares sense. 
Tables 5.4 and 5.5 depict the reckoned latency and transfer rate of the round-trip 
and broadcast routines described above. An average execution time over a series 
of repetitions is considered to compute the coefficients. In order to evaluate the 
closeness of the empirical data to the linear model, two latency data sets are pre- 
sented. The first set (namely latency) uses the linear data transfer model described 
above (linear regression). The second set (namely latency*) uses a second degree 
polynomial for fitting the data sample. Except for the case with two processors, 
both models (linear and quadratic) estimate similar latency coefficients, i. e. the 
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data sample exhibits a linear behaviour for most of the cases. 
The latency of the Sun Fire 15K system is relatively low. For the two cases 
tested, it is equivalent to approximately 800 words (51200 bits). Therefore, it is 
possible to transfer a relatively small number of words without a major overhead. 
Notice that the round-trip latency and transfer rate are roughly the same for 
different numbers of processors. However, the broadcast latency and transfer rate 
increase as the number of processors increases. This behaviour was expected since 
the round-trip is a point-to-point communication and hence is executed between 
only two processors (independently of the actual number of processors) whilst the 
broadcast is a collective communication and therefore transfers data among all 
processors. 
Processors Rate Latency Latency` 
2 3.02e-001 1.41e-005 9.67e-006 
4 3.78e-001 1.94e-005 1.52e-005 
8 4.97e-001 2.59e-005 2.23e-005 
16 9.50e-001 3.58e-005 3.55e-005 
32 1.50e+000 7.44e-005 6.85e-005 
Table 5.4: Sun Fire 15K system actual latency (seconds) and transfer rate 
(seconds/gigabit) of a broadcast collective communication. Latency is computed by 
a polynomial of degree 1 and latency" by a polynomial of degree 2. 
Figures 5.8 and 5.9 show the bandwidth of the broadcast and round-trip rou- 
tines described above. The broadcast rate decreases as the number of processors 
increases. However, this increase is not linear due to the capability of the message- 
passing library to take advantage of its knowledge of the structure of the machine 
to optimize and increase the parallelism in these operations. If the topology of 
the network of processors is a binary-tree (or another into which a binary-tree 
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Processors Rate Latency Latency* 
2 1.93e-001 9.81e-006 8.29e-006 
4 2.17e-001 9.76e-006 9.46e-006 
8 4.02e-001 1.70e-005 8.60e-006 
16 2.29e-001 1.05e-005 9.76e-006 
32 2.32e-001 1.02e-005 8.77e-006 
Table 5.5: Sun Fire 15K system actual latency (seconds) and transfer rate 
(seconds/gigabit) of a round-trip point-to-point communication. Latency is 
computed by a polynomial of degree 1 and latency* by a polynomial of degree 2. 
can be mapped, e. g. a fully connected network) the number of steps to complete 
a broadcast using p processors is (loge PI . 
5.6 Development of the Parallel Solver 
A computer code, called PUPS (Parallel Unstructured PDE Solver) has been de- 
veloped as part of the present work. The conceptual design of PUPS proposes a 
parallel solver capable of solving a variety of partial differential equations, in n 
spatial dimensions, using the finite element method with a choice of several meth- 
ods to solve systems of linear equations. Despite the conceptual design, the actual 
implementation of the solver comprises: 
" Equations: Poisson and convection-diffusion equations with Dirichlet, Neu- 
mann or mixed boundary conditions. 
" Meshes: triangular (2D) and tetrahedral (3D) unstructured meshes. 
Chapter 5. Parallel PDE Solver 101 





"1 32 1024 32768 
Words (double precision) 
Figure 5.8: Sun Fire 15K system measured bandwidth (in megabits/second) of a 
broadcast collective communication (logt scale plot). 
" Iterative methods: distributive conjugate gradient (DCG) [15], conjugate 
gradient (CG) [58], flexible conjugate gradient (FCG) [84], BICGSTAB 
[119], CGS [112], restarted generalized minimum residual (GMRES) [102], 
flexible GMRES (FGMRES) [99]. 
9 Preconditioners: Jacobi, Neumann polynomial, weighted least-squares poly- 
nomial, unweighted least-squares polynomial. 
The ultimate goal is to develop a tool to solve CFD problems on parallel com- 
puters attaining accuracy, scalability on inhomogencous computing environments, 
geometric flexibility, expansibility to new areas and problems, and modularity al- 
lowing easy upgrade. The immediate goal was to develop a parallel unstructured 
Poisson solver to validate and analyse the method proposed in this dissertation. 
E772Prod 
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Round-trip point-to-point communication 
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Figure 5.9: Sun Fire 15K system measured bandwidth (in megabits/second) of a 
round-trip point-to-point communication (loge scale plot). 
5.6.1 Solver Overview 
PUPS has been developed following an object-oriented methodology and using the 
Single Program Multiple Data (SPMD) model (see Section 5.4.1). The object- 
oriented methodology allows to design reusable and easily extended softwares. 
SPMD involves writing a single code that will run on all the processors cooperating 
on a task. The data are partitioned among the processors which know what data 
portions they will work on. 
The solver deals with three different data types: scalar values, vectors and ma- 
trices. Only the latter two are liable to data partitioning. If a scalar value is 
derived from some computation over data distributed among the processors, the 
use of a SPMD model may result in a high communication overhead while the 
result is sent to all processors. For instance, such communication is necessary 
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when computing inner products and vector norms. Sometimes it is easier and 
faster to compute BLAS-1 type operations on all processors simultaneously than 
to parallelize them. 
The actual implementation of PUPS can be fragmented into six main parts, namely: 
1. Mesh loading: stores information about the mesh in a variable called mesh. 
This procedure is entirely serial and depends on the application used to 
generate the mesh. The user can supply their own routine. 
2. Mesh partition: splits the mesh into a given number of parts using Metis. 
3. Discretization: transforms the PDE into a discrete problem using FEM. 
4. Natural boundary conditions: sets Neumann and mixed (Robin) boundary 
conditions. 
5. Essential boundary conditions: sets Dirichlet boundary conditions. 
6. Algebraic solver: solves the system of linear equations arising by the previous 
steps. 
The data partition adopted renders the discretization step to be altogether local, 
i. e. it does not involve data transfer among subdomains. The boundary condi- 
tions are set in two stages. First, the code loops through all of the boundary nodes 
storing the values of all nodes with essential (Dirichlet) boundary conditions and 
effectively setting the natural (Neumann and mixed) boundary conditions. Then, 
the essential boundary conditions are assigned by deleting the redundant coef- 
ficients and updating the right-hand side. This approach is used to retain the 
symmetry of A whenever applicable. Note that the size of the discrete problem is 
not reduced. 
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The solver is written in FORTRAN 90 using the message-passing library MPI. A 
sequential version that does not need MPI to be compiled is also available. The 
arithmetic precision is defined by a parameter through the Fortran intrinsic kind 
and the precision range depends on the characteristics of each system. PUPS has 
been successfully compiled and executed using the compilers Sun ONE Studio 8 
Fortran 95, GNU Fortran, The Portland Group Inc. (PGI) Fortran 90/95 and 
NAGWare Fortran 95. 
Geometry Optimization 
PUPS has been successfully used by Bo Xu (PhD student at the Applied Math- 
ematic and Computing Group, Cranfield University) on his research on shape 
optimization. The main goal of Bo Xu's project is to compute a geometry that 
optimizes the objective function either subject to constraints or without con- 
straints. For example, to define the shape of an airfoil that minimizes the drag 
and preserves the lift. 
A shape optimization problem may be split into four main tasks: 
" Representation of the geometry: in this work a cubic B-spline with a nominal 
uniform knot is used to parameterize the geometry. This allows the objective 
function to be described as a function of the control points rather than a 
function of shape. The control points become the design variables in this 
optimization scheme. 
" Mesh generator: a mesh generator is needed to produce a mesh for any 
suitable geometry. 
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" Poisson solver: a Poisson equation with any acceptable mesh has to be 
solved. PUPS is the current solver integrated with the geometry optimization 
solver. 
9 Optimization scheme: the optimization scheme is the core of the geometry 
optimization solver. 
The optimization scheme used by Bo Xu and a brief review on other shape op- 
timization schemes are presented in [127]. Figure 5.10 is one of the examples 
presented in [127] where the constrain was to preserve the area. As reported in 
[127], this final shape is not the best that could be obtained. It could be improved 
by reducing the error tolerance on the magnitude of the gradient vector. However, 
this implies in an increase on the computational cost. 
Figure 5.10: Shape optimization example. Initial shape nearly rectangular (left) 
and optimal shape without using mesh refinement (right). 
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5.6.2 Mesh Partitioning 
It is common to use a graph representation when partitioning a domain. In 
spite of the fact that theoretically there are no restrictions on how to partition a 
domain, a few issues have to be addressed concerning the information that should 
be kept together, i. e. in the same processor (subdomain) on parallel environments. 
Figure 5.11 shows three types of partitioning commonly used. The vertex-based 
partition divides the original set of vertices in subsets of vertices and has no 
restriction on the edges, i. e. both edges or elements are allowed to straddle among 
subdomains. Edge-based is a somewhat more restrictive partitioning that does 
not allow edges to be split between subdomains. The element-based partitioning 
does not allow elements and therefore edges to be split among subdomains, i. e. all 
information related to a given element is mapped to the same subdomain. Both 




Figure 5.11: Types of partitioning: (a) vertex-based, (b) edge-based, (c) 
element-based 
For the approach used in this work, initially the mesh has to be vertex-based 
decomposed into p non-overlapping subdomains f2i such that the number of nodes 
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assigned to each subdomain is roughly the same and the number of adjacent 
elements assigned to different processors is minimized. The goals of the first and 
second conditions are, respectively, to balance the computation among processors 
and to minimize communication. Afterwards, an overlap has to be algebraically 
introduced by enlarging the subdomains to contain the vertices within at least 
one edge from the original subdomain. Even though the initial partition is vertex- 
based, the final partition is element-based and overlapped. 
Figure 5.12 shows a domain decomposed into two subdomains with one layer of 
overlapping and introduces the definition of core and halo nodes as well as real and 
artificial boundaries. Note that the initial partition is vertex-based but with the 
overlapping it becomes element-based. Figure 5.13 shows a domain decomposed 
into two subdomains with two layers of overlapping and introduces a new type of 
node called ghost-node. Ghost nodes only arise in partitions with more then one 
layer of overlapping. 
There are two types of boundary nodes. The real boundary refers to the boundary 
nodes of the original domain S2 and are represented by U. The artificial boundary 
or interface nodes, named I's, are those nodes on the boundary created by the 
partition, i. e. the part of the boundary of 12 that is interior to 0. 
If a node that belongs to S2; is on r it is called a halo-node (or interface-node), 
otherwise it is called a local-node. Local nodes can be either core, ghost, boundary 
or ghost boundary nodes. Local nodes placed on the original partition (without 
overlapping) are called core-nodes if they are in the interior of the subdomain and 
boundary-nodes if they are on the real boundary. Nodes added by the overlapping 
and that are not halo nodes are called ghost-nodes. Remote-nodes are those nodes 
that belong to another subdomain and are not connected to any of the nodes that 
belong to a given subdomain. 
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with one layer of overlapping. 
It, is, relatively ""iºººple to p, º, rt, it. ioiº ºt structured grid. However, the partition of 
ººnst ruct. nreºI I leshes is not tarivial mid is an area of research I, y it, self. A large 
ºººººººI)er of vilicieººt part it iouiººg heuristics have 
been developed during recent years 
aºn(I t lºcre , ºrc sevº'r"ºl ºuetih pýº, rt. itiou programs available (see Section 2.1.2). Metis 
Was r imscºº for the present, work mainly due to its lvailabilit, y and approval in 
the rescirº"h OIlIºuººººit, y. I-igºue 5.1 1 shows an exanºt)lc of a mesh partitioue(j l)y. 
Niel is into 2 to 5 parts using ººn eleºueut-based algorit hni. 
Chapter 5. Parallel PDE Solver 
S2 = I)unº. º. iºº 
0Q, = Red Boundary (d Q, 
I', -- Artificial 13unn(l<<rV' (, f' S2, 
SVºu l, (, l S2, 1l2 
orc IiI'uº<, te 
e) ('() I'(' I I; ºIn/I'2 
('ori' i)S2I Iýiýºiºý, t. ýý 
(. ) Cure i)S2º II II(( ýIS22 
Q ('um (ýIºtit 
('ore OQ (: 11(»t i)St", 
o Remote ('m"(' 522 II I'º ('ný 
" licýºuý, t(' COY(' i)522 
IIi Iu i)S 2º ('urn' M22 
o (; Imtit 
C ý (; Iº(, St /)S2º ('rýý i)St z 
IU(º 
Figure 5.13: Nomenclature of nodes of a domain decomposed into two subdomains 
with two layers of overlapping. 
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Figure 5.14: Metis partitioning into 2 to 5 parts of an unstructured squared mesh 
composed of 208 elements and 125 nodes 
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5.6.3 Data Partitioning 
Data partitioning among the processors plays a major role in the design and 
efficiency of parallel algorithms. There are two main reasons for partitioning the 
data. The first is the need to solve a problem in a smaller amount of time. If a 
problem of data size n takes t units of time to be completed on a single processor 
then p processors working on subproblems of size n/p would ideally solve the same 
problem in t/p units of time. The second reason is the need to solve problems with 
a large amount of data which do not fit into the memory of a single computer. 
Figures 5.15,5.16 and 5.17 depict three of the most common data partitioning 
schemes: row-, column- and block-partitioning. In this work, the matrix A of 
Equation (6.6) is row-wise partitioned, i. e. only edges whose first node is local are 
kept. Assuming that n is the number of nodes of the mesh, p is the number of 
subdomains and ni is the number of local nodes per subdomain, each subdomain 
is represented by an ns xn matrix 
Ai = [Hp ... H{, i_l Li Hsi+l 
where Li is the matrix of local-edges and Hi j, for j=1,.. ., p and 
j; i, are 
matrices of halo-edges from neighbour j. If j is not a neighbour of i then H;, f=0. 
Note that each subdomain has all columns of A and there are no replicated data 
only if a single layer of overlapping is used. Vectors contain only the elements 
corresponding to local-nodes, i. e. they are of size ni. 
5.6.4 Communication Among Adjacent Subdomains 
There are three basic types of communication that can happen: between two sub- 
domains (point-to-point), among all subdomains (collective) and among adjacent 
subdomains. The two first cases are handle efficiently by the message-passing 
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Figure 5.15: Matrix and vector row partitioning. 
Figure 5.16: Matrix and vector column partitioning. 
Figure 5.17: Matrix and vector block partitioning. 
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Figure 5.18: Squared domain divided into four parts. 
Figure 5.19: Processors connectivity for two communication schemes. 
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Figure 5.20: Number of adjacent subdomains dropped as neighbours by the indirect 
communication scheme. Cubic mesh composed of 152,118 nodes and 934,778 
elements and partitioned into 8,16,32,64,128 and 256 parts (subdomains). 
0 10 20 30 40 50 60 70 80 90 
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5.7 Summary 
General parallel issues such as some of the terminology associated with parallel 
computing and the classification of parallel computers were addressed. There are 
many ways to classify parallel computers based on their structure or behaviour. 
Two of the most common categorizations, namely Flynn's taxonomy and struc- 
tural classification, were presented. It has been shown that these classifications 
are quite ambiguous and might lead to different interpretations. Two main met- 
rics used to measure the performance of parallel algorithms, namely speedup and 
efficiency, were defined. Theoretical limits of parallel performance were discussed 
and arguments that aim that Amdahl's Law does not capture the real behaviour 
of parallel computers were given. Although Amdalh's Law does not predict linear 
or superlinear speedups they actually happen in many cases for various reasons. 
Afterwards, parallel computational models were presented and the models used 
in this work (MPI and SPMD) were further elaborated. 
Experiments in processor scalability of the Sun Fire 15K system housed at Cran- 
field University were reported. Such experiments showed that the system has low 
latency and therefore a relatively small number of words can be transferred be- 
tween processors without a major overhead. The experiments also showed that 
the bandwidth has a roughly linear behaviour for the same number of processors 
or pairs of processors and hence a linear model can be used to calculate the actual 
latency and transfer rate of the system. 
A general overview of the parallel PDE solver developed as part of this research 
project was given. Issues like the conceptual design of the solver, mesh partition- 
ing, data partitioning and the communication schemes used were discussed. In 
summary, the solver was written in Fortran 90 with MPI, following an object- 
oriented methodology and using the SPMD model. Results that validate and 
probe the solver performance are reported in Chapter 6. 
Chapter 6 
Distributive Conjugate Gradient 
The distributive conjugate gradient (DCG) method is a novel method to solve 
symmetric systems of linear equations on parallel computers. DCG is a main 
result of the research performed for this thesis. The primary idea is to combine 
the efficiency of conjugate gradient methods and the high parallelism that can be 
obtained by domain decomposition methods. 
The use of a Schwarz type method which allocates one subdomain to each proces- 
sor was set as an initial constraint. A single-level overlapping additive Schwarz 
method on matching grids was considered. The method consists basically of par- 
titioning the domain Sl into p overlapping subdomains Sys and approximating the 
solution by solving a sequence of boundary value problems in each subdomain. 
The conjugate gradient method was initially considered to approximate the sys- 
tem of linear equations at each subdomain. A preliminary study has shown that 
the conjugate gradient method must be modified in order to achieve an acceptable 
rate of convergence. 
Before describing DCG, the problem is formulated from an algebraic standpoint 
and the notation used is stated. A preliminary study that contains an analysis 
of the CG and GMRES methods applied to a decomposed domain is presented. 
This study has led to the DCG algorithm that has its final version presented in 
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Section 6.3.1. In Section 6.3.3 the parallelization of DCG is described highlighting 
the procedure used to evaluate the stopping criteria. An extended version of the 
algorithm is also presented. 
6.1 Problem Formulation 
From an algebraic standpoint the procedure to solve a system of linear equations 
divided among subdomains (processors) could be stated as follows. Given a certain 
matrix A divided row-wise into p blocks of size ni xn and vectors x and b also 
divided into p blocks of size ns, where EP1 n{ = n, Equation (4.1) can be written 
as 
and therefore 
Al xl bi 
A2 I x2 b2 
Ap xp bp 
nxn nxl nxl 
X1 
Ai 1:: =b jLJ nixl nxl for i=1,2, ... , p. Further dividing each Ai such that 
Aj = [Hi, l ... ""s, i-l Li Hi, ti+i ... Hi, p], 
Equation (4.1) can be written as 
L1 111,2 ... Hl, p xl 
bi 
112,1 L2 ... "2, p x2 
b2 
I'p, l "p, 2 ... 
Lp xp bp 




" Local nodes 
o Halo nodes 
Figure 6.1: Domain decomposed into two subdomains - local and halo nodes 
Such a system can be the algebraic representation of a domain partitioned into 
p subdomains with one layer of overlapping (halo nodes) as illustrated in Figure 
5.12 (see Section 5.6.2 for the nomenclature description). According to the domain 
decomposition, Li is a matrix of local-edges, i. e. an edge formed by two local nodes, 
and Hij, is a matrix of halo-edges, i. e. edges formed by a local node of Pi and 
a halo node that is local to SIj. If Sly is not adjacent to f1i then If,, = 0. Note 
that each subdomain holds all columns of A; and no data are replicated and the 
vectors contain only local-nodes, i. e. they are all of size n;. 
Letting 
(6.1) H; =[ Hß, 1 ... Hi,; -i ""t, i+l ... 
Him 1 
and 
T (6.2) i; =f XI ... xi-i Xt+i ... xp 
] 
120 Chapter 6. Distributive Conjugate Gradient 
the problem to be solved at each subdomain may be written as 
L; H{ xi bi 
0I Xi Xi 
or 
L; x1 + Hjxj = bi (6.3) 
Assuming that x; is known, Equation (6.3) can be written as 
L; xi = bi - Hti; 
= bi - H; xi 
P 
= bi - Hsj xj 
jsl 
'#{ 
The solution of Equation (4.1) can be obtained by iteratively solving at each 
subdomain 
L; x{'ý) = b; - H; i; 
k-1) (6.4) 
where Li, 11i and b; are constant, and is updated at each step by data 
exchange among the blocks or neighbour subdomains. This is the basic approach 
of Schwarz methods. 
The same approach can be applied in the case of further overlapping, i. e. two or 
more layers of overlapping from a geometric viewpoint (see Figure 5.13). The 
main difference is that, in this case, there are replicated data and hence extra 
storage is needed, as depicted in Figure 6.2. The number of rows of each array is 
given by the number of core nodes plus the number of ghost nodes (for one layer 
of overlapping the number of ghost nodes is zero). Therefore, each array can be 




where v represents the core nodes and v the ghost nodes. 
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H2,1 LZ L_: 'ia bz 
Figure 6.2: System sketch of a domain partitioned with more then one layer of 
overlapping. 
6.2 Preliminary Study 
In order to develop the algorithm presented in Section 6.3.1 a study on the behav- 
iour of the conjugate gradient (CG) method as well as the generalized minimal 
residual (GMRES) method in a decomposed domain was performed. This study 
can be divided into three main cases. The first case only mimics parallelism and 
aims to examine the number of iterations for a given set of parameters. The sec- 
and case has actual parallelism and aims to analyse both the number of iterations 
and the execution time for a given set of parameters. In both cases the algorithm 
used was called KASO - Krylov Additive Schwarz with Overlapping. The third 
case addresses directly the development of a procedure to accelerate the rate of 
convergence of CG as a distributed method. 
The Parallel Iterative Methods (PIM) package by da Cunha and Hopkins [35,34] 
was chosen as the linear solver to perform this preliminary study. PIM was chosen 
mainly due to its openness of design and also because the author had used it 
before. There are many other packages available. PIM routines can be used 
with user-supplied preconditioners (left-, right- and symmetric-preconditioning 
are supported), matrix-vector multiplication, dot product, among other routines. 
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In others words, a variety of routines can be tested using PIM as the main solver. 
A brief description of the CG and GMRES methods contained in PIM follows. 
Conjugate Gradient 
The CG method is used mainly to solve symmetric positive-definite (SPD) sys- 
tems. It minimizes the residual in the A-norm and in exact arithmetic it ter- 
minates in at most n iterations. The method does not require the coefficient 
matrix; only the result of matrix-vector products Au is needed. It also requires 
a relatively small number of vectors to be stored per iteration since its iterates 
can be expressed by short, three-term vector recurrences. For more details, see 
[101,48,109], among many others, and Section 4.4. 
The preconditioned conjugate gradient (PCG) algorithm is obtained by replacing 
the inner product (r5, r1) of the (non-preconditioned) CG algorithm (Algorithm 
4.4.1, page 68) by (r3, z j), denoting by rr =b- Ax j the original residual and by 
zj = M-lr1 the residual of the preconditioned system. Algorithm 6.2.1, from PIM 
User's Guide [34], presents the PCG method which solves the system Q1AQ2x = 
Qlb, where Q1 and Q2 are preconditioning matrices. See Section 6.3.2 for the 
derivation of PCG. 
Restarted GMRES (RGMRES) 
The GMRES method is a very robust method to solve nonsymmetric systems. The 
method uses the Arnoldi process to compute an orthonormal basis {v1i v2, ... , vk} 
of the Krylov subspaces K(A, v1). The solution of the system is taken as xo+VkYk 
11Cm = JCm(Al, ' v) = span {v, Avg A2v,... , Am-lv} 
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Algorithm 6.2.1 Preconditioned Conjugate Gradient 
1. ro = Q, (b - AQ2xo) 
2. Po=ro 
3. Qo = ro ro 
4. wo = Q1AQ2Po 
5. ýo = PöWo 
6. for k=1,2, ... 
7. ak-1 = ek-1/k-1 
8. xk = Xk-1 + CYk-1Pk-1 
9. rk = rk-1 - ak-lwk-1 
10. Check stopping criterion 
11. sk = Q1AQ2rk 
12. ek = rk rk 
13. Jk = rk sk 
14. Qk = Pk/Pk-1 
15. pk = rk + Qkpk_1 
16. Wk = sk + ßkwk_1 
17. 'k=Sk - ßk-1 
18. end for 
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where Vk is a matrix whose columns are the orthonormal vectors v;, and yk is the 
solution of the least-squares problem Hkyk _II ro 1 12ej, where the upper Hessen- 
berg matrix H, k is generated using the Arnoldi process and el = (1,0,0.... , 0)T. 
This least-squares problem can be solved using a QR factorization of Hk. 
A problem that arises in connection with GMRES is that the number of vectors 
of order n that need to be stored grows linearly with k and the number of multi- 
plications grows quadratically. This may be avoided by using a restarted version 
of GMRES (RGMRES). Instead of generating an orthonormal basis of dimension 
k, one chooses a value c, c«n, and generates an approximation to the solu- 
tion using an orthonormal basis of dimension c, thereby reducing considerably 
the amount of storage needed. Algorithm 6.2.2 is the RGMRES presented in PIM 
User's Guide [34], where Q1 and Q2 are preconditioning matrices. 
Although the restarted GMRES does not breakdown [102, pp. 8651, it may, de- 
pending on the system and the value of c, produce a stationary sequence of resid- 
uals, thus not achieving convergence. Increasing the value of c usually cures this 
problem and may also increase the rate of convergence. Besides reducing the 
amount of storage and possibly the amount of computation needed, the restarted 
method can also speedup the solution as instanced in Figure 6.3. 
6.2.1 Study 1: KASO MatLab 
We consider the solution of a left-preconditioned system of n linear equations, de- 
rived from a finite element discretization (Galerkin scheme) of the Poisson equa- 
tion 
p2o = -27r2 sin(irx) sin(iry) (6.5) 
in the square [-1, -1] x [1,1], subject to Dirichlet boundary conditions. 
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Algorithm 6.2.2 Restarted GMRES (RGMRES) 
i. ro = Q, (b - AQ2xo) 
2. go=ItrotI2 
3. for k=1,2, ... 
4. g= (Qk-1, Qk-1, ... 
)T 
5. V, 1 = rk-1/Pk-1 
6. for j=1,2, ... , restart 
7. R, j = VTQ1AQ2V ,. i, 
i=1, ... 1j 
8.0 = Q1AQ2v, j - 
Ei-1 Ri, jV, i 
9. R, +1i 111412 
10. V., f+1 = v/Rf+1, j 
11. Apply previous Givens's rotations to R:, j 
12. Compute Givens's rotation to zero Rj+1, j 
13. Apply Givens's rotation to g 
14. if Ig; +1 I< RHSSTOP then 
15. Perform steps 20 and 21 with restart- j 
16. Stop 
17. end if 
18. end for 
19. Solve Ry =g (solution to least-squares problem) 
20. xk = Xk_i +VY (form approximate solution) 
21. rk = Qi(b - AQ2xk) 
22. Pk = IIrkII2 
23. end for 
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Figure 6.3: RGMRES execution time with different base sizes [14, Figure 4.16]. 
Matrix PLAT362: Platzman's oceanographic models, North Atlantic submodel; set 
PLATZ from the Harwell-Boeing Collection (http: //math. nist. gov/MatrixMarket) 
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The results that follow were obtained running a MatLab implementation of Algo- 
rithm 6.2.3. This implementation mimics parallelism but is not actually executed 
in parallel. The test problem was discretized on a 40 x 40 regular grid of triangles 
and solved using several sets of parameters for the linear solver. 
Algorithm 6.2.3 KASO 
1. for Each processor p 
2. Set xo = 0, w, FB, C 
3. for k=0,1,... 
4. if Ilb - Ax112 < le -6 then w=0.6 
5. if k>1 then xk = xk + w(b - Axk) 
6. if C then Update Xk of artificial boundary 
7. for i=1,2,..., nb 
8. Compute xP of interior nodes 
9. end for 
10. if FB then 
11. for i= nb -1, nb - 2, ..., 1 
12. Compute x ('p of interior nodes 
13. end for 
14. end if 
15. Average xpk on common nodes 
16. if Ilb - Axkll2 < tol then Stop 
17. end for 
18. end for 
Algorithm 6.2.3 depends on a set of parameters: 
" np: number of processors or subdomains; 
9 nb: number of blocks; i. e. number of parts each subdomain is divided; 
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" w: relaxation parameter; 
9 FB: true or false. If false only loops through the blocks from 1 to nb else first 
loops from 1 to nb and then from nb -1 to 1; 
9 C: true or false. If true the values of x on the artificial boundary are ex- 
changed among processors hence the only means of communication among 
processors is the relaxation step. 
The graphs are presented using the following aliases to simplify the reading: 
<method> <npxnb> [C] <F, FB><w> [ its] 
where 
" method: 
- GMRES: GMRES method without preconditioner 
- KASO: KASO method without preconditioner 
- KASO-GMRES: GMRES method preconditioned by KASO 
9 np: number of processors or subdomains 
" nb: number of blocks per subdomain 
9 C: with communication among processors (optional) 
9 F: FB is false 
" FB: FB is true 
9 its: number of iterations performed 
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The vector xkp , steps 8 and 12 of Algorithm 6.2.3, is calculated at each iteration 
using one iteration of the GMRES method. Note that this means that one sweep 
of the outer loop (step 3) of Algorithm 6.2.2 is performed and the number of inner 
loops is defined by the restarting parameter used. 
Figure 6.4 shows the residual for GMRES and KASO with several sets of parame- 
ters. It shows that with the right choice of parameters KASO can even outperform 
GMRES. Figure 6.5 shows the residual for GMRES preconditioned by KASO. It 
is clear that the number of iterations is greatly reduced by using the precondi- 
tioner for any set of parameters. Figures 6.6,6.7 and 6.8 show the residual for 
KASO with different sets of parameters and several relaxation parameters - w. 
Also in this case the efficiency of the algorithm depends strongly on the choice of 
parameters. 
Figure 6.9 shows the number of iterations performed to achieve a given accuracy 
running KASO on 1 processor with 4 blocks per subdomain. For the 4 cases 
presented, only one converges for all the 9 relaxation parameters tested. This 
shows that the relaxation parameter might improve the rate of convergence but 
has to be carefully chosen. Figures 6.10,6.11,6.12 and 6.13 show the number of 
iterations for the GMRES method and KASO preconditioner for different sets of 
parameters. It is not clear from this graphs which set of parameters is the most 
suitable. 
This first case study shows that it is possible to solve a system of linear equa- 
tions distributed over several processors (subdomains). However, the algorithm 
used does not perform well for all sets of parameters and it was not possible to 
establish a best set of parameters for any case. In the case study presented in 
the next section a slightly different algorithm is analysed from an execution time 
standpoint. 




















GMRES and KASO 1x4 
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Figure 6.4: GMRES and KASO 1x4 
KASO-GMRES w0 
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KASO-GMRES 1x2db2 it=10 
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Figure 6.5: KASO-GMRES w=0 
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Figure 6.6: KASO 1x 4cf1 
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Figure 6.7: KASO 1x 4cf2 
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Figure 6.8: KASO lx4cfb2 




Figure 6.9: KASO - Number of iterations for w=0 to 9 
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Figure 6.10: KASO-GMRES 1 processor 















Figure 6.11: KASO-GMRES 2 processors 
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Figure 6.13: KASO-GMRES 4 processors 
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KASO-GMRES 4 processors 
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6.2.2 Study 2: KASO Fortran 
A Fortran implementation of Algorithm 6.2.3 was developed to analyse ILw be- 
haviour of both the GMRES and CG methods preconditioned by KASO or the 
performance of KASO as the solver. The Fortran implementation is an actual 
parallel implementation and therefore parallelism can be examined. The results 
were obtained by solving some of the test problems described in Section 7.1. 
Mesh Partitioning 
Basically, the same procedure to partition the mesh described in Section 5.6.2 is 
used on this study, i. e. the domain SZ is vertex-based partitioned into np (number 
of processors) subdomains Q p, such that 
np np 
Uc =SZ and f S2p=o 
P=1 P=1 
Each processor stores the nodes of its own Qp and the nodes directly connected 
to them, which are called local- and halo-nodes, respectively. The halo nodes 
introduce and overlap and hence on the final partition 
lip 
7) 
Each subdomain may be further partitioned into blocks. The partitioning is done 
by repeating the procedure described above on each subdomain. The nodes are 
renumbered such that the nodes of each block have a continuous numbering and, 
therefore, the nodes of each subdomain have a continuous numbering. 
The partitioning into subdomains and blocks are distinguished because each sub- 
domain can be allocated to a different, processor whilst all blocks of a given subdo- 
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main should belong to the same processor, i. e. communication may happen among 
subdomains but not among blocks. 
Data Partitioning 
The data partitioning is an important aspect of the parallelization of any method., 
In this context, the matrix of coefficients A is row-wise partitioned which means 
that only the edges whose first node is local are kept. Edges can have two local 
nodes or one local and one halo node, which are called local- and halo-edges, ', 
respectively. Each processor stores = 
Ap = [Hp ,l... 
HH, n-1 Lp Hn, a+i ... Hp, p], 
where Lp is the matrix of local-edges and Hp, i are the matrices of halo-edges. If i- 
is not a neighbour of p then Hp,; = 0. 
Vectors and matrices rows are stored locally starting from position 1 to number of 
local nodes. This numbering can be translated to a global numbering if required. 






L1 H1,2 " .. Hl, np 
H2,1 L2 ... g2, np 
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where np is the number of processors. This is the same data partition presented in 










CPnb, l CPnb, 7 " .. DPnb 
where nb is the number of blocks, Dp, are matrices of local-edges, and Cp+,, are 
matrices of halo-edges. This gives us a set of local and halo nodes at a block 
level, that will be called block-local-edges and block-halo-edges, respectively. For 
instance, with 2 processors and 3 blocks per processor 
D11 011,2 011,3 
0121 Dl, C12 H1ý1 
C13,1 013,2 D13 
A=1 
D21 021,1 021,3 
"2,1 
ýv C22ý1 D22 C22 3 
C23,1 023,2 D23 
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Derivation 
The algorithm used in this case initially follows the same steps presented in Section 
6.1. Therefore, given the system of n linear equations 
Ax = b, (6.6) 
the partitioned system for each processor may be written as 
[ 1, p, 1 ... Hp, p-i Lp Hp, P+l ... 
HP, 
np 
Ix= bp (6.7) 
which is undetermined. 
Considering halo nodes as Dirichlet-type boundary nodes, Equation (6.7) can be 
written as 
1Lp xp = bp- Hp,, ... Hp, p-1 0 HP, p+l ... Hp, np 
11 




I: Hp, ixi =yp (6.8) 
{=1 
p 
In the same way, assuming that block-halo nodes are Dirichlet-type boundary 
nodes, the solution for each block is given by 
nb 
Dpk xpk = yPk -E 
Cpk, 
{ xp{ (6.9) 
{k 
where T [ypi 
YP2 " ynnb VP (6.10) 
The solution is given solving a new problem each time, with boundary conditions 
updated from the most recent subdomain or block solution 
nP 
yi)=bp -ýHp, ix? -1) (6.11) 
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nb 
xpk) = DPk W, - 
Cpk, 
{ XP{-1) (6.12) 
{#k 
Results 
A series of tests were performed in order to understand how both CG and GMRES 
work when combined to KASO as a preconditioner. Some tests were also per- 
formed to evaluate KASO as a solver. All tests were run using RGMRES with 
the restarting parameter set to 5 and a tolerance of 1.0E-10. In order to identify 
the method and preconditioner used, either the label method-preconditioner or 
method is applied. The latter meaning that no preconditioner is used. The para- 
meters listed on the tables (e. g. maxit and restart) refer to the preconditioner. 
The letters B, S, and M are used as alias for blocks, steps and maxit, respectively. 
The maximum number of iterations executed is called maxit and steps is the 
number of iterations of KASO. 
Tables 6.1 and 6.2 show the number of iterations and execution time of a problem 
defined on the unit square domain. Compared to the number of iterations without 
preconditioning and for most of the sets of parameters, the number of iterations 
is quite small. However, the total time is even higher then the non-preconditioned 
solution. This shows that KASO is still computationally too expensive. 
Table 6.3 shows the number of iterations and execution time of a problem solved 
by GMRES-KASO using GMRES, Jacobi and Jacobi with relaxation to solve the 
preconditioning problem. For most of the cases, the preconditioner reduces the 
number of iterations quite drastically and is faster then the non-preconditioned 
solution. However, it is only faster when the right set of parameters is used and 
how to choose the set of parameters is still not understood. 
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For this specific problem, Jacobi with relaxation was the fastest solver. The same 
technique was used on other problems without success. In some situations, the 
results were similar to the ones without relaxation. Note that the introduction 
of a relaxation step means extra parallel operations, since the residual has to be 
calculated. 
The same set of tests was run on a regular grid. Table 6.4 shows the results. 
Note that the behaviour is similar to the one on irregular grids and the fastest 
solution is quite faster than the non-preconditioned solution. Once more, the main 
drawback is how to choose the right set of parameters. 
The residual of a two-dimensional problem is shown on Figures 6.14 and 6.15. 
The convergence is monotonic for both the non-preconditioned solution and the 
preconditioned case. Note that the more steps the fewer iterations to solve the 
overall problem. However, more steps means also more time per iteration and, 
therefore, not necessarily a faster solution in terms of total execution time. 
Figures 6.16 and 6.17 show the convergence of GMRES and KASO (as a solver 
not a preconditioner). GMRES needs fewer iterations than KASO (as expected) 
and both methods convergence is monotonic. Figure 6.16 also shows that the 
convergence is slightly worse for 10 blocks than for a single block. As can be seen 
on Figure 6.17, the convergence rate may be improved increasing the number of 
iterations per step. The last case, named maxit=1+, starts with 1 iteration per 
step and increases it by 1 at each step, i. e. maxit is equal the step number. The 
result is not satisfactory. 
Figure 6.18 shows the residual of the approximation using CG and GMRES on the 
first iteration, second step, mesh square I. For CG, the magnitude of the residuals 
are closely related to the magnitude of the solution (see Figure 7.1 for a contour 
plot of the exact solution) while for GMRES the greater residuals are located on 
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Steps Maxit Procs Restart=2 Restart=5 Restart=10 
nonpre - 2 - 147 - 
- 4 - 147 - 
- 6 - 147 - 
1 1 2 73 65 - 
4 90 45 - 
6 168 125 - 
2 2 41 - - 
4 44 - - 
6 45 - - 
4 2 23 - - 
4 29 - - 
6 27 - - 
2 1 2 26 21 - 
4 25 20 - 
6 25 21 - 
2 2 20 19 18 
4 21 20 23 
6 22 22 26 
4 2 19 18 18 
4 19 20 26 
6 20 22 29 
4 1 2 21 20 - 
4 21 21 - 
6 21 19 - 
2 2 20 - - 
4 19 - - 
6 19 - - 
4 2 21 13 13 
4 21 15 16 
6 21 15 - 
Table 6.1: GMRES-KASO iterations, two-dimensional problem 
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Steps Maxit Restart=2 Restart=5 Restart=l0 
1 1 1.0 1.0 - 
2 1.0 - - 
4 1.0 - - 
2 1 0.5 1.0 - 
2 0.5 1.0 2.0 
4 1.0 2.0 3.0 
4 1 1.5 1.0 - 
2 1.5 - - 
4 1.0 1.5 4.5 
Table 6.2: GMRES-KASO - time per iteration for 2 processors, two-dimensional 
problem 
Blocks Steps GMRES(5) Jacobi Jacobi w=1.8 
Its Time Its Time Its Time 
1 nonpre 375 2.0 
1 2 13 1.5 20 1.5 13 1.0 
4 9 1.5 20 1.0 13 1.0 
16 5 4.0 9 2.0 - - 
10 2 15 1.5 29 1.0 27 1.5 
4 9 1.5 21 1.5 14 1.5 
16 5 3.0 9 2.0 - - 
For all cases, GMRES maxit=2 and Jacobi maxit=4 
Table 6.3: GMRES-KASO execution time, two-dimensional problem 
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Steps Maxit Procs Its Time 
nonpre - 2 14094 3065 
4 14094 877 
8 14094 410 
2 1 2 - - 
4 - - 
8 2456 696 
2 2 826 2700 
4 1071 1237 
8 1085 555 
4 2 443 2418 
4 498 780 
8 588 416 
4 1 2 969 3619 
4 1122 1390 
8 1333 723 
2 2 569 3437 
4 629 1238 
8 788 709 
4 2 177 1769 
4 217 653 
8 256 331* 
8 2 151 2869 
4 214 1110 
8 247 575 
8 4 2 136 2631 
4 132 746 
8 146 397 
* Fastest 
Table 6.4: GMRES-KASO iterations, two-dimensional problem, uniform grid, 
n=160,000 
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the interface of the subdomains. Figures 6.19 and 6.20 also show the residual 
but for a three-dimensional problem. The same behaviour of the two-dimensional 
problem is observed. This suggests that CG might be suitable to be used at each 
subdomain almost independently. This possibility is further discussed in the next 
sections. 
In summary, is has been shown that KASO is efficient if the right set of parame- 
ters is chosen. However, it was not possible to define how to choose these best 
parameters. The number of iterations is always reduced quite drastically by using 
KASO as a preconditioner but the total execution time is not necessarily reduced, 
i. e. the time per iteration of KASO is too high. The relaxation factor speedups 
the convergence in some cases but is not reliable. Moreover, the distribution of 
the residuals for the CG method suggests that it might be possible to adapt the 
method to solve each subdomain middling independently. 
lbh. ý 
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Figure 6.15: GMRES-KASO residual, two-dimensional problem 
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Figure 6.17: Residual of GMRES and KASO -4 blocks, three-dimensional problem 
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squaret. grd, cg, step2/3, blockl/1, procs3 
square l. grd, rgmres, step2/7, blockl/1, procs3 
Figure 6.18: KASO-CG (top) and KASO-RGMRES (bottom) residual, mesh 
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Figure 6.19: KASO-CG residual, mesh CUBE BIG, iteration 1, step 1,3 processors. 
Red dots: interface nodes; green dots: nodes directly connected to interface nodes 
(red dots); pink dots: nodes connect to "green dots" ; blue dots: all other nodes. 
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X 10-3 cube big. grd, rgmres, stepl/4, blockl/1, iterationsl, procs3 
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Figure 6.20: KASO-GMRES residual, mesh CUBE BIG, iteration 1, step 1,3 
processors. Red dots: interface nodes; green dots: nodes directly connected to 
interface nodes (red dots); pink dots: nodes connect to "green dots" ; blue dots: all 
other nodes. 
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6.2.3 Study 3: CG restarted and truncated 
In this section, a series of tests to analyse the convergence rate of the conjugate 
gradient method when used to solve a system which right-hand-side is perturbed 
at each iteration is presented. The algorithms used were called CGR and MCGR. 
CGR is the CG method implemented in such a way that p and ,Q might be passed 
as an input to CGR, i. e. p and /j are kept (output) to enable the use of a previous 
search direction at the first iteration of CGR. Note that this implies that xo has 
to be passed appropriately. MCGR is a slightly modified CGR where a and '3 are 
computed using their very definition instead of the simplification that can be done 
due to orthogonality properties of the residuals vectors and the search direction 










TT r{ APs ps-, APa-i 
The system to be solved is given by 
Ax=b+ei 
where ci is the perturbation applied to the system at each iteration. Notice that if 
e=0 both algorithms have r{ r,, =0 and p"Ap1 =0Vi; j, i. e. the orthogonality 
properties of the residuals and search directions are maintained. If -' 0 0, MCGR 
only guarantees the orthogonality for j=i -1. 
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Figures 6.21 to 6.32 show the A-norm of the residual (rTAr) for a series os tests. 
The matrix of coefficients used is the Poisson matrix from the MatLab gallery2. 
The right-hand-side vector was chosen such that the solution is a vector of ones. 
The graphs show the solution of the system without perturbation (b), the system 
perturbed by a random e with p always set as r (b+e, p=r) and with p set as the 
previous p (b+e, p=r+). The truncated term refers to setting r=b- Ax and 
p=r at each t iterations. 
These results show that either simply using the very definition of a and ,Q to 
match some orthogonality properties or restarting (truncating) the solution at 
each t steps does not result in an acceptable rate of convergence for most cases. 
However, it also shows that CG can be used to solve a system that is perturbed 
at each iteration though the rate of convergence is relatively low. This analyses 
has led to the development of Algorithm 6.3.1, presented in Section 6.3.1, that 
updates p accordingly to the perturbation applied to the system. 
2MatLab help: GALLERY('POISSON', N) is the block tridiagonal (sparse) matrix of order 
N2 resulting from discretizing Poisson's equation with the 5-point operator on an N-by-N mesh. 
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Figure 6.21: CGR - Non-truncated 
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Figure 6.23: CGR - Truncated at each 20 iterations 
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Figure 6.25: CGR - Truncated at each 60 iterations 
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Figure 6.26: CGR - Truncated at each 10 iterations if ((rj + e, rß_1)) > le -4 
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Figure 6.27: MCGR - Non-truncated 
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Figure 6.28: MCGR - Truncated at each 10 iterations 
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Figure 6.29: MCGR - Truncated at each 20 iterations 
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Figure 6.31: MCGR - Truncated at each 60 iterations 





-4 b .... 
-6 -- b+e, P'r 
- b+e, . r+ 
-80 20 40 60 80 100 120 





-6 -- b+ e, P: r b+e r+ . 
-g 0 20 40 60 80 100 120 
iteraUone 
Figure 6.32: MCGR - Truncated at each 10 iterations if I (rj + e, rf-i)) > le -4 
158 Chapter 6. Distributive Conjugate Gradient 
6.3 Distributive Conjugate Gradient 
The distributive conjugate gradient (DCG) method is a novel method to solve 
symmetric systems of linear equations on parallel computers. DCG is a main result 
of the research performed for this thesis. In the next sections, the derivation of 
DCG is presented, a preconditioned version of DCG (PDCG) is introduced and the 
parallelization of DCG is described, highlighting the procedure used to evaluate 
the stopping criteria. 
6.3.1 Derivation and Algorithm 
Consider the solution of Equation (6.4) in one subdomain. For simplicity, the 
subdomain subscripts were dropped and all the arrays that refer to the global 
system will be flagged with the symbol ", for instance Ax =b will be written as 
A=L. Equation (6.4) is written in a general form as 
Lx(k) =b- Hr(ý`'1) (6.13) 
Every time x is updated a new problem with a perturbed right-hand-side has to be 
solved. Note that solving each subdomain problem accurately does not necessarily 
mean that the overall solution is accurate. 
The algorithm proposed in this thesis updates 5 at each iteration which means 
that the right-hand side changes at each step. Solving (6.13) using one iteration 
of a conjugate gradient method per step is exactly the same as performing one 
steepest descent iteration, which degrades the convergence rate since CG has 
not fully been used. Therefore, a technique that uses information from previous 
iterations of CG needs to be adopted. 
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In the so-called distributive conjugate gradient (DCG) procedure, at each step 
k, the approximate solution x, residual r and search direction p are kept from 
the previous step. After updating i both r and p are updated according to the 
perturbation on the right-hand side: H(1(k) - (k+1)). The residual is updated 
such that 
r(k+l) =b- ft (k+i) - Lx(k+i) (6.14) 
Given that p(k) is the search direction computed before the perturbation, the up- 
dated search direction p(k) is chosen so that the conjugacy of p and r is reinstated. 
The conjugacy between the residual and the search direction vectors is perhaps 
the fundamental characteristic of CG and is exploited to avoid taking steps in the 
same direction as earlier steps. Therefore, the updated search direction p is taken 
as an orthogonal vector of p projected onto r. The updated search direction p(k) 
is defined by 
p(k) _ p(k) _ 
(r(k+l), p 
(k) 
r(k+i) (6.15) (r(k+l), r(k+l)) 
which leads to Algorithm 6.3.1. 
This approach makes PM conjugate to p(k+1) but does not guarantee any other 
orthogonality properties that CG has. However, it improves the convergence rate 
quite significantly if compared to the steepest descent method. For a given accu- 
racy, the additive Schwarz procedure with DCG as a subdomain solver achieves an 
overall convergence rate comparable to the CG method, as reported in Chapter 7. 
It is worth highlighting that the only step of Algorithm 6.3.1 that requires com- 
munication among processors to compute the solution is step eight, where each 
processor has to exchange (send and receive) the new values of i with the neigh- 
bour subdomains. This communication happens only among neighbour subdo- 
mains. Additionally, a global reduce operation has to be performed to evaluate 
the residual over the whole domain. However, the residual does not need to be 
computed at each iteration. A function that attempts to predict the number of 
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iterations needed to achieved a certain accuracy can be used reducing the number 
of global reduce operations to a fraction of the number of iterations. This function 
is explained in Section 6.3.4. 
Algorithm 6.3.1 Distributive Conjugate Gradient 
1. ro=b - Lxo 
2. po = ro 
3. Xp=0 
4. for i=0,1,... 
5. a; = (ri, ri)/(LPG, pi) 
6. x{+1 = xi '+' aip{ 
7. r; +l = ri - aiLp 
8. Update ii+1 
9. r; +l = ri+l - H(x^t+l - X^i) 
10. p= pi - 
(rti+l, pti)/(rti+ll ri+l)ri+l 
11. Pi _ -(r{+1, Lp)/(pi, LPi) 
12. pd+l = rs+l + ßIpl 
13. end for 
6.3.2 Preconditioned DCG 
The preconditioned DCG (PCG) algorithm was obtained by initially considering 
the derivation of the preconditioned conjugate gradient method presented by Saad 
[101, pp 246-247]. The system of linear equations to be solved is given by 
M-lAx = M-lb (6.16) 
where M is a preconditioner matrix. This system is no longer symmetric in 
general. In order to preserve symmetry, observe that MA is self-adjoint for the 
hkl 
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M-inner product, 
(x) y)Nr = (Mx, y) = (x, my) 
since 
(MAx, y)M = (Ax, y) = (x, Ay) = (x, M-1(MA)y) = (x, MAY)Af 
where (", ") is the Euclidean inner product and (", ")M is the M-inner product. 
Therefore, an alternative to preserve symmetry is to replace the Euclidean inner 
product by the M-inner product in the conjugate gradient algorithm (Algorithm 
4.4.1, page 68). If the CG algorithm is rewritten for the M-inner product, denot- 
ing by ri =b-A;; the original residual and by z; = Mr; the residual for the 
preconditioned system, the following sequence of operations is obtained, ignoring 
the initial step: 
ai = (zi, zi)M/(MApiepi)M 
xi+1 = xi + aipi 
ri+l = ri - aiApi 
zi = Mri+l 
Ißi = 
(zi+1, zi+1)M/(zi, zi)M 
Pi+1 = zi+l 'i' Qipi 
Since (zi, zi)M = (ri, zi) and (MApi, pj)M = (Api, p; ), the M-inner products do 
not need to be computed explicitly. With these observations, Algorithm 6.3.2 is 
obtained. 
This same approach can be used to derive a preconditioned version of DCG. In 
addition to the modifications introduced in the conjugate gradient algorithm, the 
formula used to update the search direction, Equation (6.15), has to be rewritten. 
The vector p has to be projected onto z instead of r and the inner products must 
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Algorithm 6.3.2 Preconditioned Conjugate Gradient (PCG) 
1. ro=b - Axo 
2. zo = M('1)ro 
3. po=zo 
4. for i=0,1,... 
5. a{ = (r;, z; )/(Ap1, pi) 
6.2{+1 = 2{ + a; pi 
7. r; +1 = r; - ajApi 
8. z{+1 = M('1)ri+1 
9. ßi = (ri+1, zi+l)/(ri, zi) 
10. p{+1 = zi+1 + Api 
ii. end for 
be appropriately replaced. Given that 
(z, P)Nr = (Mr, p)M = (r, p) 
and 
(r, r)m = (r, Mr)Af = (r, z), 
Equation (6.15) for the preconditioned DCG becomes 
p(k) 
_ p(k) _, 
p) 
z(k+l) ýr(k+i), z(k+l)) 
Using this equation and the derivation of PCG, the preconditioned distributive 
conjugate gradient method can be described as Algorithm 6.3.3. Notice that the 
preconditioning step is serial and therefore preconditioning methods that are not 
well-suited for parallelism can be used without loss of parallel efficiency. Numerical 
results are presented in Section 7.4.4. 
Chapter 6. Distributive Conjugate Gradient 163 
Algorithm 6.3.3 Preconditioned Distributive Conjugate Gradient 
1. ro=b - Lxo 
2. zo = Mro 
3. Po = zo 
4. ýo=0 
5. for i=0,1,... 
6. ai = (ri, zi) / (Lpi, pi) 
7. xi+1 = xi + aipi 
8. ri+l = ri - aiLpi 
9. Update : ýi+l 
10. ri+1 = ri+1 - H(: ýi+l -Vii) 
11. zi+l = Mrs+l 
12. pi = pi - 
(ri+1, 
pi)/(ri+1, zi+1)zi+1 
13. ßi = -(zi+i, Lpi) 
/ (Pi, Lpi) 
14. Pi+1 = zi+l + An 
15. end for 
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6.3.3 Parallelization 
The parallelization of Algorithm 6.3.1 becomes quite straightforward due to the 
characteristics of the algorithm. DCG has been designed to be highly parallelizable 
and hence restrain the parallel operations to a minimal. This has been achieved 
by restricting the communication among processors to exchanging data of the 
interface nodes once per step. 
In actuality, only step eight of Algorithm 6.3.1 has to be adequately parallelized 
since all the other operations are performed locally. The parallelization of step 
eight consists of the communication schemes described in Section 5.6.4. The 
2-norm of the residual vector has also to be computed in parallel in order to 
evaluate the accuracy of the approximate solution. This operation is however 
directly supported by MPI. Note that the norm is not calculated at every step as 
explained in Section 6.3.4 and that this same approach can be used on parallelizing 
Algorithm 6.3.3. 
An extended version of Algorithm 6.3.1, in pseudo-code, follows. This extended 
version describes with some detail the implementation used to produce the results 
reported in Chapter 7. The main difference from Algorithm 6.3.1 is that may not 
be updated at every iteration. Table 6.5 contains the description of the symbols 
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5. µ=0 
6. rl=rTr 
Calculate global residual and stopping tolerance 
7. yo = IIr112 
8. E=Iib112 
Set initial convergence rate and calculate iteration to check convergence 
9. ry = 0.5 
10. Ic = min([log2 (e/yo)/loge (ry)J, t) 
Loop 
11. for i=1,2, ... 
12. a= rl/(rTw) 
13. x=x+ap 
14. r=r-aw 
Update solution on interface nodes and residual 
15. if mod (i, h) =0 then 




20. r=r- (uA - uß) 
21. else 
22. UB = Hýý 
23. r=r-(u. B -uA) 
24. endif 
25. endif 
Calculate residual norm 
26.77* 77 
27.1/C = rc rc 
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28. rtc = rGrc 
29. rt = rtc + 77c 
Check stopping criterion 
30. if i=nthen 
31. y= Ifr112 
32. if (y < e) or (i = t) then stop 
33. ry. = ry 
34. 
35. 'y = ry« ý'Y 
36. if ý'- 11 < 0.02 then y=1.0 
37. /6 = min(maX WY 1092 (E/yo)/ 1082 MJ i+ 1) , 
t) 
38. endif 
Set new search direction vector 
39. if mod (i, h) =0 then 
40. C= (rT p) 177 
41. p=p-. r 
42. v= Lr 
43. w=w -ýv 
44.1 = -(rTw)/(pTw) 
45. p=r+ßp 
46. w=v+, Qw 
47. else 
48. Q= 77/x+ 
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Symbol Size Description 
nL 1 Number of local nodes (nL = no + nc) 
nH 1 Number of halo nodes 
nc 1 Number of core nodes 
nG 1 Number of ghost nodes 
nzL 1 Number of non-zeros in L 
nztl 1 Number of non-zeros in H 
np 1 Number of processors or subdomains 
t 1 Maximum number of iterations 
h 1 Updates X^ each h iterations 
1 Stopping tolerance 
ry 1 2-norm of the residual of the whole system 
1 Estimation of the rate of convergence 
1 Estimated iteration number to check stop criterion 
r nL Residual vector of local nodes 
r nc Core nodes of r 
r" nc Ghost nodes of r 
p nL Search direction vector 
x nL Approximated solution of local nodes 
x nil Approximated solution of halo' nodes 
r n Residual vector of the global system (r =- Ax) 
H nH x nil Matrix of halo edges (Equation 6.1) 
L nL x nL Matrix of local edges 
Table 6.5: Distributive Conjugate Gradient pseudocode symbols description 
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6.3.4 Stopping Criteria 
The norm of the residual is usually used as the stopping criterion for iterative 
methods. This norm has to be calculated in a global manner implying a global 
reduce operation at each time it is calculated. These global reduce operations 
might compromise the parallel performance of the algorithm. 
In order to reduce the number of global reduce operations in DCG a procedure 
is used to anticipate the number of iterations needed to achieve a given accuracy 
and the norm is only computed at these iterations. The probable iteration to stop 
the computation is updated each time the anticipated iteration is reached and the 
stopping criterion is still not satisfied. This prediction is made based on the worst 
scenario, i. e. it prefigures that the convergence rate might degrade. 
Given that yj = IIriII2 and that 5j = 'y{/yyj_1 (rate of convergence of iteration i), 
the average rate of convergence at iteration k is 
k 
'Yk = E7j Ik 
i=1 
The residual norm at iteration k can be written as 
k 
7k = 70 rj -Tj 
j=1 
and therefore the average rate of convergence at iteration k can be written as 
ryk = 
(Yk ) 1/k 
'Yo 
The probable number of iterations needed to achieve a certain accuracy, namely 
t, can be anticipated by using the average rate of convergence: 
'Yk = 
(]Lt 1/t 
t-k-t. ln("Yt/'Yo) -t 
70 "70 1n(y'k) 
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If the convergence rate is approximately stable throughout the entire solution, i. e. 
fl = '12 ="""= '1k, the prediction is fairly accurate. However, the rate of conver- 
gence can change significantly especially in the first few iterations. Therefore, a 
correction factor ' 1was introduced to DCG such that the changes on the rate are 
considered on calculating t. 
Table 6.6 lists the predicted number of iterations needed and the total number of 
iterations actually needed for three test problems. The number of global reduce 
operations is considerably reduced. Notice that if the initial rate (1) is set too 
high the actual number of iterations performed can be greater than the number of 
iterations actually needed for a given accuracy. Therefore, it is advisable to start 
using a low rate and let the procedure correct it as the calculation advances. It is 
also important to notice that the advantage of using this procedure is chiefly in 
terms of parallel performance since the inner product of the residual vectors are 
calculated at every iteration independently of computing the global norm. 
6.4 Conclusion 
In this chapter a study that led to the distributed conjugate gradient method as 
well as the method itself were presented. It has been shown that the parallelization 
of DCG became straightforward due to the design of the algorithm and that the 
parallel performance depends mainly on the routine used to exchange data among 
neighbour subdomains and on the number of global reduce operations executed. 
The procedure to select the iterations where the stopping criteria might have been 
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Initial ' 0.2 0.5 0.8 0.2 0.5 0.8 0.5* 0.5* 
Iterations 14 33 103 14 33 103 33 47 
with global 15 53 26 79 165 255 426 
reduce 43 59 126 154 215 784 1295 
52 63 188 205 237 1051 1722 
63 65 228 234 243 1149 1857 
65 66 240 242 245 1175 
66 244 245 246 1185 
246 246 247 1190 
247 247 248 1191 
248 248 249 
249 249 
Total 7 61 11 11 10 9 5 
Iterations 66 66 103 249 249 249 11191 1857 
* Different stopping criteria 
Table 6.6: Number of iterations predicted to satisfied the stopping criterion. 
satisfied reduces considerably the number of global reduce operations needed by 
the method. The numerical performance of DCG is reported in Chapter 7. 
Chapter 7 
Numerical Results 
In this chapter the more relevant results obtained with a Fortran implementation 
of DCG are reported. 
7.1 Test Problems 
The test problems are stated as: 
Problem 2D: V20 
0 
Problem 3Da: V20 
0 
0 
-21r2 sin(7rx) sin(7ry) in Sc 
0onocZ 
{(x, y)ER2: -1<x, y<1} 
12c(x2 + y2 + z2)zc-1 + 4c(2c -1)(x2 + y2 + z2)2c in 1 
(x2+y2+z2)2c on 51 
{(x, y, z)ERI: 0<x, z<20,0<y<120} 
Problem 3Db: V20 = 3ir2cos(irx)cos(irz)cos(irz) in 11 
0= cos(7rx)cos(7rz)cos(7rz) on DO 
0={ (x, y, z) E R3 :0<x, y, z< 100} 
where c is a scalar and the solution of problem 2D is sketched in Figure 7.1. The 
numerical experiments have been carried out on a SUNFIRE 15K parallel com- 
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puter (host name robinson) with 72 x 1200MHz CPUs and 288GB of shared mem- 
ory (4GB/CPU) and on a Sun Fire 15K parallel computer (host name franklin) 
with 9x 100 x 1200MIIz CPUs and 288GB of shared memory. The meshes used 
are listed in Table 7.1. See Section 5.5.1 for an overview of the Sun Fire 15K 
computer. 
7.2 Matrices Sparsity 
This section presents a simple model that relates the matrix sparsity (number 
of non-zeros) to the number of equations (n) and the number of subdomains or 
processors (p). The matrices A, L and II cited are defined in Section 6.1. The 
equations were obtained using the data fitting function polyf it of MatLab and 
the data of one two-dimensional square mesh and one three-dimensional cubic 
mesh. 
Figures 7.2 and 7.3 show the ratio nz to n of matrix A. The ratio is roughly linear 
and hence can be described by a linear equation. The number of non-zeros for 
the three- and two-dimensional meshes are given by nz = 14.4n and nz = 6.5n, 
respectively. 
The number of non-zeros of matrices L and II for a given number of processors (p) 
can be represented by power functions as shown in Figures 7.4 and 7.5. Another 
important relation is the ratio nZL to nzH (number of non-zeros of L to number of 
non-zeros of II) shown in Figure 7.6. The number of non-zeros of L decreases faster 
than the number of non-zeros of II, i. e. the amount of computation to be done 
locally by DCG decreases faster than the amount of data to be transferred among 
processors. In other words, the ratio computation to communication decreases as 
the number of processors increases for a given size of problem. 
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Figure 7.1: Problem 2D - Exact solution: 0= sin(irx) sin(iry) 
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ID Name Elements Nodes Boundaries Size (mm) Origin 
1 squarel 3,598 1880 160 20 x 20 (-1, -1) 
2 square4 208 125 40 
30 bar3.0 897,845 149,798 45,684 120 x 20 x 20 (0,0,0) 
31 bar3.1 1,795,497 294,518 72,094 
32 bar3.2 3,606,561 581,027 112,902 
33 bar3.3 7,157,449 1,144,361 179,436 
41 cube. 1 13,897 2,637 1,650 120 x 20 x 20 (0,0,0) 
42 cube. 2 31,980 6,027 4,568 
43 cube. 3 58,201 10,545 5,976 
44 cube. 4 119,532 20,445 8,342 
45 cube. 5 231,274 39,022 13,458 
46 cube. 6 470,612 77,821 22,490 
47 cube. 7 934,778 152,118 34,112 
48 cube-8 1,866,651 300,106 54,122 
51 cube2.1 648,090 106,666 26,902 120 x 20 x 20 (0,0,0) 
52 cube2.2 911,195 148,481 31,002 
53 cube2.3 1,287,653 208,373 39,438 
54 cube2.4 1,835,868 295,489 52,660 
55 cube2.5 2,592,411 415,270 65,326 
56 cube2.6 3,671,199 586,949 86,822 
57 cube2.7 5,187,042 825,563 108,020 
58 cube2.8 7,333,751 1,160,972 131,762 
Table 7.1: Meshes description 
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Figure 7.3: Number of non-zeros of matrix A, two-dimensional mesh. 
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L and H non-zeros (scaled) 
0.8- 
0H data 
0.7 "L data 
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number of subdomains (p) 
Figure 7.4: Number of non-zeros of matrices L and H, three-dimensional mesh. 
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Figure 7.5: Number of non-zeros of matrices L and H, two-dimensional mesh. 
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rate nzý to nzH 
C 
C 
Figure 7.6: Ratio of number of non-zeros of matrix L to matrix H. 
7.3 Spatial Discretization - FEM 
In this section, a comparison between the Galerkin (GFEM) and Petrov-Galerkin 
(PGFEM) finite element methods for solving the convection-diffusion equation 
is presented. Some results addressing mesh refinement and boundary conditions 
for the Poisson and convection-diffusion equations are also reported. The for- 
mulation of both the Galerkin and Petrov-Galerkin methods for the Poisson and 
convection-diffusion equations can be found in Chapter 3 (pages 33-52). The 
results were obtained using a code that was implemented with the main purpose 
of understanding the finite element method. The solvers were coded initially in 
MatLab and then in Fortran 90. 
The systems of linear equations are solved using the function LA_GESV of 
LAPACK95 - Fortran 95 Interface to LAPACK [4]. LAPACK is a library writ- 
ten in Fortran77 which provides routines for solving systems of linear equations, 
-0 10 20 30 40 50 60 70 
number of subdomains (p) 
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least-squares solutions of linear systems of equations, eigenvalue problems and 
singular value problems. LAPACK95 improves upon the original user-interface to 
the LAPACK package, taking advantage of the considerable simplifications which 
Fortran 95 allows. More information on both LAPACK and LAPACK95 libraries 
my be found in http: //www. netlib. org. The LA_GESV routine computes the 
solution to a real or complex linear system of equations AX = B, where A is a 
square matrix and X and B are rectangular matrices or vectors. Gaussian elim- 
ination with row interchanges is used to factor A as A= PLU, where P is a 
permutation matrix, L is unit lower triangular and U is upper triangular. The 
factored form of A is then used to solve the above system. 
The partial differential equations being solved are the Poisson equation 
ä 
D2U 
+a2yZ=f(X, y) (7.1) 
and the convection-diffusion equation 
a2u a2U au aU µ eX2 -}- aye -I- v äx -}- y= 9(x, y) (7.2) 
on a two-dimensional domain S2 with boundary r. 
7.3.1 Galerkin and Petrov-Galerkin FEM 
For the first set of tests performed the functions f (x, y) and g(x, y) of Equations 
(7.1) and (7.2), respectively, where chosen to be 
f (ý, y) = 2zr2 sin(irx) sin(iry) 
and 
g(x, y) =2 µir2 sin(irx) sin(iry) + vl7r cos(7rx) sin(iry) + v2ir sin(nx) 
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Figure 7.7: Mesh square8 
so that for u(x, y) =0 on I' the exact solution is given by 
u(x, y) = sin(7rx) sin(7ry) 
The results were obtained on four meshes. The first mesh or coarser mesh was 
generated by a mesh generation program (Figure 7.7). The other three meshes 
are a result of global refinement. At each refinement step each triangle is divided 
into four triangles (classical method) by bisecting each edge (see Figure 7.8). 
This scheme preserves the proprieties of the elements and also does not generate 
hanging nodes. Table 7.2 lists the number of elements, nodes and boundary 
nodes of the four meshes used. Note that the number of elements and boundary 
nodes quadruple at each refinement whilst the number of nodes does not since 
the internal edges are shared by two triangles. The element size of the smallest 
and biggest element and the mesh Peclet number (Equation (3.26)) of the meshes 
used are listed on Table 7.3. 
Tables 7.4 to 7.8 report the maximum and average error obtained for the problems 
described above, where v is kept constant and equals to 1 and p varies, in order to 
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Mesh 1 Mesh 2 Mesh 3 Mesh 4 
Nodes 83 297 1121 4353 
Elements 132 528 2112 8448 
Boundary Nodes 32 64 128 256 
Table 7.2: Number of elements, nodes and boundary nodes of mesh square8 and 
the three meshes obtained by refining mesh square8 
analyse the accuracy of the Galerkin and Petrov-Galerkin schemes under diffusion 
and convection dominance. Average error stands for the summation of the error 
of all nodes divided by the number of nodes of the mesh. 
Table 7.4 shows the error of the results obtained by solving the Poisson equation 
on the four meshes described above. The error decreases by a factor of almost 
four as the mesh is refined which indicates that the error is proportional to h2, 
since h decreases by a factor of 2. These results were expected and agree with 
the theory. The solution was obtained on all four meshes with different levels of 
accuracy. 
Tables 7.5 and 7.6 list the error of the solution of the convection-diffusion equation 
using the Galerkin method. Tables 7.7 and 7.8 list the error of the same problem 
Figure 7.8: Refinement of a triangle 
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Mesh h Peh 
Minimum Maximum Minimum Maximum 
1 0.152190 0.353553 O. 107615/µ O. 250000/µ 
2 0.076095 0.176777 O. 053807/µ O. 125000/µ 
3 0.038049 0.088388 O. 026904/µ O. 062500/µ 
4 0.019024 0.044194 O. 013452/µ O. 031250/µ 
Table 7.3: Mesh element size (h) and mesh Peclet number (Peh) for v=1 
solved by the Petrov-Galerkin approximation. For µ> 10-1, the errors of both 
approximations are similar and, as for the Poisson equation, decrease by a factor 
of almost four, which agrees with the theory. For µ< 10-1, the error of the 
Petrov-Galerkin approximation almost does not increase when p decreases whilst 
it decreases by a factor between two and three when the mesh is refined, as 
expected. On the coarsest mesh, the error of the Galerkin approximation increases 
by almost the same factor that µ decreases. However, as the mesh is refined the 
error becomes similar to the Petrov-Galerkin approximation error. 
For problems dominated by convection the Galerkin approximation solution is 
oscillatory. For coarser grids, these oscillations completely dominate the solu- 
tion and the Galerkin approximation does not perform well. On finer grids, the 
Galerkin and Petrov-Galerkin methods achieve similar error profiles. This means 
that refining the mesh, besides improving the accuracy of the solution by itself, 
reduces the oscillations observed by the Galerkin approximation and makes it 
comparable to the Petrov-Galerkin approximation. In practice, in Galerkin FEM 
the mesh needs to be refined adaptively which means that only the elements with 
Peh >1 need to be refined. 
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Error Mesh 1 Mesh 2 Mesh 3 Mesh 4 
Maximum 0.9707X10-1 0.2850 x 10-1 0.7992x 10-2 0.2224x 10-2 
3.41 3.57 3.59 
Average 0.2769 x 10" 1 0.8543x 10-2 0.2322 x 10-2 0.6103 x 10'3 
- 3.24 3.68 3.80 
Table 7.4: Maximum and average error and error ratio for the Galerkin 
approximation of the Poisson equation 
7.3.2 Boundary Conditions 
In order to validate the code used to generate the results presented in this sec- 
tion, tests were performed using different boundary conditions and compared to 
the results reported in the literature. For instance, the streamline and poten- 
tial flow around a cylinder were calculated and the results are showed in Figure 
7.9. The results obtained agree with the results reported by Segerlind [105, pp. 
132]. The streamline and potential flow are described by the Laplace equations, 
or homogeneous Poisson equations, 
aZV) 
+a2 
axe D y2 
and 020 a2o 
axe + aye 
and specific boundary conditions, as described in Figure 7.9. 
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It Mesh 1 Mesh 2 Mesh 3 Mesh 4 
1. Oe+1 0.9684x10-1 0.2844x10-1 0.7974 x 10-2 0.2215x 10-2 
- 3.41 3.57 3.60 
1, Oe+O 0.9609x10-1 0.2828x10-1 0.7996 x 10"2 0.2226x 10"2 
- 3.40 3.54 3.59 
1.0e-1 0.1011x10+0 0.2290x10-1 0.6080x 10_2 0.1594x 10-2 
- 4.41 3.77 3.81 
1.0e-2 0.1294x10+0 0.2938x10-1 0.6104x 10-2 0.1346x 10"2 
- 4.40 4.81 4.53 
1.0e-3 0.4098x10+0 0.4899x10-1 0.1012x10-1 0.2038 x 10-2 
- 8.36 4.84 4.97 
1.0e-4 0.3883x10+1 0.1835x10+1 0.1818x10-1 0.3156x 10-2 
- 21.16 10.09 5.76 
1.0e-5 0.3870x10+2 0.8101x10+0 0.4229x10-1 0.9882x 10-2 
- 47.77 19.16 4.28 
1.0e-6 0.3869x10+3 0.8338 x 10+1 0.2195 x 10+0 0.2053x10-1 
- 46.40 37.99 10.69 
1.0e-7 0.3854x10+4 0.8359 x 10+2 0.2203x10+1 0.8564x10-1 
- 46.11 37.94 25.72 
Table 7.5: Maximum error and error ratio for the Galerkin approximation of the 
convection-diffusion equation with v=1 
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A Mesh 1 Mesh 2 Mesh 3 Mesh 4 
1.0e+1 0.2762 x 10"1 0.8533 x 10-2 0.2320 x 10'2 0.6095x 10'3 
- 3.24 3.68 3.81 
1.0e+0 0.2721 x 10' 1 0.8404x 10-2 0.2285 x 10-2 0.6004x 10-3 
- 3.24 3.68 3.81 
1.0e-1 0.2629 x 10"1 0.7603 X 10'2 0.2025 X 10-2 0.5267x 10-3 
- 3.46 3.75 3.84 
1.0e-2 0.2469 x 10-1 0.5889 x 10-2 0.1411 x 10'2 0.3558 x 10-3 
- 4.19 4.17 3.97 
1.0e-3 0.6433x 10-1 0.1120x 10-1 0.1867x 10-2 0.3796x 10-3 
- 5.74 6.00 4.92 
1.0e-4 0.5810 x 10+0 0.3284x 10-1 0.3799x 10-2 0.6569 x 10-3 
- 17.69 8.64 5.78 
1.0e-5 0.5764 x 10+1 0.1647X10+0 0.4992 x 10-2 0.1581 x 10-2 
- 35.00 32.99 3.16 
1.0e-6 0.5761 x 10+2 0.1621 x 10+1 0.1225x 10-1 0.3451 x 10-2 
- 35.54 132.33 3.55 
1.0e-7 0.5737x 10+3 0.1620x 10+2 0.3284x 10-1 0.5001 x 10-2 
- 35.41 493.30 6.57 
Table 7.6: Average error and error ratio for the Galerkin approximation of the 
convection-diffusion equation with v=1 
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P Mesh 1 Mesh 2 Mesh 3 Mesh 4 
1.0e+1 0.9665x10 -1 0.2839x10' 0.7963x 10-2 0.2211 x 10-2 
- 3.40 3.57 3.60 
1.0e+0 0.9488x101 0.2760x10 -1 0.7816x 10"2 0.2178x 10-2 
- 3.44 3.53 3.59 
1.0e-1 0.1281x10° 0.3508 x 10"1 0.1005x10 -i 0.2751 x 10-2 
- 3.65 3.49 3.65 
1.0e-2 0.2530x10° 0.8960x10' 0.3122x10 -1 0.1106x101 
- 2.82 2.87 2.82 
1.0e-3 0.2767x 10+0 0.1046 x 10+0 0.4510 x 10-1 0.2044x 10-i 
- 2.65 2.32 2.21 
1.0e-4 0.2790x10° 0.1062x10° 0.4686 x 10'1 '1 0.2210x10 
- 2.63 2.27 2.12 
1.0e-5 0.2793 x 10+0 0.1063x10+0 0.4705x10'1 0.2228x10'1 
- 2.63 2.26 2.11 
1.0e-6 0.2793 x 10+0 0.1064 x 10+0 0.4707x 10'1 0-2230X10-1 
- 2.63 2.26 2.11 
1.0e-7 0.2793 x 10+0 0.1064 x 10+0 0.4707x 10-1 0.2230X10-1 
- 2.63 2.26 2.11 
Table 7.7: Maximum error and error ratio for the Petrov-Galerkin approximation of 
the convection-diffusion equation with v=1 
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A Mesh 1 Mesh 2 Mesh 3 Mesh 4 
1.0e+1 0.2761 x 10'1 0.8525 x 10-2 0.2317x 10-2 0.6086 x 10-3 
- 3.24 3.68 3.81 
1.0e+0 0.2733x101 0.8764x 10-2 0.2295x102 0.6030 x 10-3 
- 3.12 3.82 3.81 
1.0e-1 0.3973 x 10'1 0.1223 x 10-1 0.3328x 10-2 0.8680x 10'3 
- 3.25 3.67 3.83 
1.0e-2 0.6284x 10'1 0.2516x 10'1 0.1024x 10-1 0.3712x 10-2 
- 2.50 2.46 2.76 
1.0e-3 0.6635 x 10'1 0.2735X10-1 0.1279 x 10'1 0.6240 x 10-2 
- 2.43 2.14 2.05 
1.0e-4 0.6671 x 10-1 0.2756X10-1 0.1306 x 10-i 0.6523 x 10-2 
- 2.42 2.11 2.00 
1.0e-5 0.6675 x 10'1 0.2758 x 10'1 0.1308 x 10 '1 0.6552x 10-2 
- 2.42 2.11 2.00 
1.0e-6 0.6675x 10`1 0.2759 x 10'1 0.1309 x 10-l 0.6555 x 10'2 
- 2.42 2.11 2.00 
1.0e-7 0.6675X10 '1 0.2759X10-1 0.1309x101 0.6555 x 10-2 
- 2.42 2.11 2.00 
Table 7.8: Average error and error ratio for the Petrov-Galerkin approximation of 
the convection-diffusion equation with v=1 












Figure 7.9: Streamline (top) and potential (bottom) flow around a cylinder 
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7.4 Algebraic Solver - DCG 
In this section the parallel performance of DCG is addressed. A series of tests 
were run to measure DCG performance and some of the most relevant results are 
reported. 
7.4.1 Convergence Rate 
0 
Figure 7.10 shows the convergence rate of Problem 2D solved by CG (1 processor), 
DCG (2 and 4 processors) and DSD (2 processors), which is basically DCG, except 
that p (search direction) is equal to r (residual) at each iteration, i. e. a steepest 
descent iteration is performed instead of a CG iteration. It shows that DCG con- 
verges much faster than DSD. Figure 7.11 shows the 2-norm of the perturbation on 
the right-hand side at each iteration for. the same problem in 2 subdomains. Note 
that it is almost monotonic and similar on both subdomains. Similar behaviour 
has been observed with more then two subdomains. 
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Figure 7.10: Problem 2D convergence rate (mesh square4) 
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Figure 7.11: Problem 2D RHS perturbation (mesh square4) 
7.4.2 Speedup and Efficiency 
Table 7.9 shows the number of iterations, the run time (in seconds), the speedup 
and the efficiency of Problem 3Da obtained by our sequential and parallel imple- 
mentations. The speedup and efficiency are also plotted on Figures 7.12 and 7.13. 
The results presented show that the parallelization of the method led to a good 
overall performance. One can also notice that the speedup is even superlinear in 
some cases. This is mainly due to the minimized amount of communication, the 
data transfer scheme adopted and cache memory. 
The execution time per iteration of two given problems are shown in Figure 7.14. 
For this case, the mesh roughly doubles the number of nodes as the number of 
processors is doubled, i. e. the size of the mesh of each processor is approximately 
the same. There is a slightly increase on the time per iteration as the number of 
processors is increased. 
190 Chapter 7. Numerical Results 
n Procs I Iters Run-time Speed-up Efficiency 
294,518 1 380 146.0 - - 
2 561 118.4 1.23 0.62 
4 575 59.6 2.45 0.61 
8 514 19.2 7.60 0.95 
16 454 6.0 24.33 1.52 
32 752 3.9 37.44 1.17 
581,027 1 534 501.4 - - 
2 734 357.1 1.40 0.70 
4 881 241.4 2.08 0.52 
8 709 116.5 4.30 0.54 
16 691 48.2 10.40 0.65 
32 659 9.4 53.34 1.67 
Table 7.9: Number of iterations, execution time, speedup and efficiency of problem 
3Db for n=294,518 and n=581,027 

















Figure 7.12: Speedup of problem 3Db for n=294,518 and n=581,027 
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Figure 7.13: Efficiency of problem 3Db for n=294,518 and n=581,027 
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Figure 7.14: Execution time per iteration of two two-dimensional problems in a 
square domain where the number of nodes of the mesh roughly doubles as the 
number of processors doubles, i. e. the problem size of each subdomain is roughly the 
same for any number of processors. 
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7.4.3 Overlapping and Interface Update 
A important factor on the performance of DCG is the overlapping. However, 
increasing the overlapping does not necessarily reduce the number if iterations 
and mainly the execution time. Table 7.10 shows the number of iterations and the 
execution time of problem 3Db with two different meshes. In most of the cases the 
execution time increases as the overlap increases since the amount of computation 
per subdomain is increased. The number of iterations usually decreases for 8 or 
more processors but, as shown on the table, it is not always the case. For most of 
the tests run an overlap of two layers of elements achieves a given accuracy with 
least iterations and many times with least time as well. However, in comparison 
to one layer of overlapping the reduction is not relevant in most cases. 
Table 7.11 lists the number of iterations to achieve a given accuracy when i 
is only updated at each h iterations, i. e. there is exchange of data among the 
processors only if the modulus of iteration number to h is zero - mod (i, h) = 0. 
In this case, the amount of overlapping is actually relevant to obtain the solution. 
If h is increased and the overlap remains minimal, the residual norm oscillates 
greatly, decreasing at the iterations with data exchange and increasing otherwise. 
The increase on overlapping when h increases might even reduce the number 
of iterations to achieve the solution though it will in most cases increase the 
execution time. In architectures where the network speed is considerable slow, 
the use of more overlapping combined to a greater h may result in a reduction to 
the execution time. In other words, the size of h and the amount of overlapping 
to achieve a minimal execution time depends on the ratio of communication to 
computation time of the parallel computer. 
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n= 294,518 n= 581,027 
p ov=1 ov=2 ov=1 ov=2 
2 550 599 734 807 
150.2 162.5 481.3 540.8 
4 597 630 847 863 
74.5 88.1 273.1- 282.1 
8 514 501 885 710 
20.5 28.9 109.6 108.6 
16 517 462 613 657 
7.8 9.7 28.3 39.3 
Table 7.10: Number of iterations and execution time for overlap equals to 1 and 2. 
7.4.4 Preconditioning 
In order to validate the preconditioned DCG algorithm (Section 6.3.2, page 160), 
some tests were performed using the Jacobi and polynomial preconditioners. Note 
that this tests were not performed in order to evaluate the preconditioners but 
to numerically validate Algorithm 6.3.3. The Jacobi preconditioner consists sim- 
ply by the inverse of the diagonal of A, i. e. M= [diag(A)j-1. The polynomial 
preconditioners used can be expressed by 
m 
E gym, { (I - [diag(A)]-1A)' [diag(A)]-1 (7.3) 
s=o 
which can be computed as a sequence of vector updates and matrix-vector prod- 
ucts [34] and where m is the degree of the polynomial. The coefficients rym,; define 
the kind of polynomial preconditioner being used. The Neumann preconditioner is 
obtained by setting 'y,,, i =1 for all i. The weighted and unweighted least-squares 
polynomial preconditioners are described in [59]. The coefficients used in the tests 
reported in this work were obtained directly from PIM [34]. 
Chapter 7. Numerical Results 195 
Overlap p h=1 h=2 h=5 h=10 
1 2 940 1454 6373 4887 
4 2287 - - 6158 
8 1694 - - 7046 
16 1960 - - - 
32 1395 - - - 
64 1064 - - - 
2 2 953 940 999 1019 
4 1256 1268 1220 1286 
8 1097 1221 1314 1539 
16 1002 1124 1624 2176 
32 1088 1323 1824 2608 
64 962 1365 1879 2758 
4 2 1066 1031 1022 1024 
4 1977 1248 1203 1379 
8 1568 1180 1212 1369 
16 1555 1219 1429 1748 
32 - 1169 1529 2039 
64 1140 1146 1514 2197 
Table 7.11: Number of iterations for x being updated at each h iterations with 
overlapping equals to 1,2 and 4. 
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Table 7.12 lists the number of iterations needed to solve a given problem using 
the PCG and PDCG methods. The number of iterations of PCG is independent 
of the number of processors while the performance of PDCG depends strongly on 
the number of processors used. The results obtained were satisfactory although 
the number of iterations of both preconditioned and non-preconditioned cases 
increases as the number of processors increases. The same tests were run on 
a different problem and the results were similar. For this problem, the Jacobi 
preconditioner was successfully applied, reducing the number of iterations from 
281 (non-preconditioned) to 87 when used in combination to the PDCG method 
on 8 processors. Using CG, the number of iterations was reduced from 243 (non- 
preconditioned case) to 94. 
Figure 7.15 shows the residual of DCG without preconditioning and precondi- 
tioned by the Neumann polynomial preconditioner of degree 4, in 2 and 16 proces- 
sors. The rate of convergence is considerably improved in both cases. However, 
the performance deteriorates as the number of processors increases. The same 
behaviour is observed on DCG and is characteristic of the method. 
7.4.5 Boundary Conditions 
DCG as been tested primarily to solve problems with Dirichlet boundary condi- 
tions. A set of tests using a combination of Dirichlet and Neumann boundary 
conditions has shown that the method does not perform well for problems domi- 
nated by Neumann boundary conditions - Table 7.13. This is due to the fact that 
the only means of communication among subdomains is the overlapping on the 
interface. The use of multiple meshes might correct or reduce this deficiency. 
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Preconditioner Degree PCG PDCG 
p=2 p=4 p=8 p=16 
None - 38 39 38 40 39 
Jacobi - 38 37 35 35 36 
Neumann 1 180 - - - - 
2 28 26 24 25 29 
4 28 25 24 26 30 
Unweighted 1 19 24 23 25 29 
Least-squares 2 20 19 19 23 29 
4 18 19 21 27 31 
Weighted 1 19 25 23 25 29 
Least-squares 2 18 18 18 23 28 
4 17 20 22 28 31 
Table 7.12: Number of iterations of the preconditioned CG and DCG methods; 
problem 3Db 
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PDCO - Poynomlal Neumann degree 4 
s 
Figure 7.15: Residual of DCG and PDCG with Neumann polynomial preconditioner 
of degree 4; problem 3Db, 2 and 16 processors 
v20=g v20=0 
p Case 1 Case 2 Case 3 Case 1 Case 2 Case 3 
1 77 292 91 74 285 90 
2 86 2013 104 80 1713 103 
3 82 2721 99 77 2258 99 
4 84 4296 98 77 3453 98 
5 80 6233 96 76 4984 96 
6 80 6593 98 83 5268 108 
7 83 8121 100 78 6504 99 
8 82 9020 100 76 7144 99 
Table 7.13: Number of iterations for Dirichlet and Neumann boundary conditions. 
Case 1: only Dirichlet; case 2: predominantly Neumann; case 3: predominantly 
Dirichiet. g= 37r2 cos(irx/20) cos(iry/120) cos(irz/20). 
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7.5 Poisson Solver 
To measure the parallel efficiency, the Poisson solver was split into four main 
procedures, namely 
" Loading: one processor loads the mesh; 
. Initialization: the mesh is partitioned, the nodal graph is created and ar- 
rays/variables are initialized; 
" Discretization: the Poisson equation is discretized and the boundary condi- 
tions are applied; 
" Algebraic solver: the system of equations is solved by CG for a single proces- 
sor and DCG otherwise. 
The procedure loading is executed only by the root processor. Hence, it is inde- 
pendent of the number of processors and does not have any communication. The 
procedure initialization has two main parts: partitioning the mesh and creating 
the nodal graph. The nodal graph routine is totally local and therefore perfectly 
parallel. The mesh partition is initially done by the root processor and then each 
part is scattered from the root processor to the appropriate processor. The root 
keeps only its own part. This approach has been chosen for simplicity albeit 
compromising the overall speedup. The parallel efficiency could be improved by 
replacing Metis by ParMetis [641 and hence turning this procedure parallel. 
The discretization is perfectly parallel, i. e. does not involve any communication. 
Its efficiency depends mainly on memory access. The algebraic solver exchanges 
data at each iteration and is the most expensive part of the solver. DCG achieves 
almost linear speedup for Problem 3Db, as is shown on Figure 7.16 and 7.17. 
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7.6 Final Remarks 
Numerical results to measure the performance of DCG have been reported. The 
results show that DCG achieves high parallelism for most of the cases presented. 
However, the method is still not suitable for any type of boundary condition. This 
problem might be addressed in the future but is not part of the scope of this work. 
It has been shown through the numerical results that the method is efficient for 
many cases, both mathematically and computationally . 
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Chapter 8 
Conclusion and Future 
Developments 
In this thesis, a study on the solution of systems of linear equations on parallel 
computers using domain decomposition techniques and Krylov subspace meth- 
ods has been performed. The main achievement of this study is the so-called 
distributive conjugate gradient (DCG) algorithm. DCG has been shown that 
simple domain decomposition methods can achieve high scalability and efficiency 
through the use of adequate solvers at subdomain level. A comparison between the 
Galerkin and Petrov-Galerkin finite element methods for solving the convection- 
diffusion equation was also carried out. 
Most of the numerical results presented in this work were obtained using the 
parallel PDE solver implemented as part of this project, called PUPS -- Parallel 
Unstructured PDE Solver. Although the conceptual design of PUPS proposes a 
parallel solver capable of solving a variety of partial differential equations, in n 
spatial dimensions, using finite element methods with a choice of several methods 
to solve systems of linear equations, the actual implementation to date only com- 
prises the methods needed for the development of DCG. The solver has successfully 
been used in a geometry optimization project to solve the Poisson equation using 
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linear triangular elements to discretize the equation and the conjugate gradient 
method to solve the system of linear equations. 
DCG presents a novel method for approximating the solution at subdomain level. 
This method, which consists roughly of a modification of the conjugate gradient 
(CG) algorithm, uses a technique to update the information from a previous step 
according to the perturbation applied to the sub-system. This modification pro- 
duces great improvement in the convergence rate. When using CG without the 
modification as the local solver, an unacceptably high amount of computations is 
required, since each perturbed problem is solved purely as a new problem. 
The combination of a simple domain decomposition method and an efficient subdo- 
main solver led to an algorithm that is relatively easy to parallelize. Communica- 
tion among subdomains is comprised of the exchange of data of the interface nodes 
at every iteration and of the calculation of the norm of the residual over the entire 
domain which is only performed at selected iterations. The iterations where the 
norm needs to be calculated are determined by an algorithm that roughly predicts 
the number of iterations needed to achieve a certain accuracy. This prediction is 
dynamically corrected as the computation proceeds. It has been shown that the 
number of times that the norm has to be calculated is considerably reduced by 
the adoption of the prediction algorithm. 
DCG has achieved high parallelism for most of the cases tested. The parallel 
speed-up is roughly linear for up to 100 processors for many of the problems tested. 
It has been shown through the numerical results that the method is efficient both 
mathematically and computationally. However, the method is still not suitable for 
all types of boundary condition. Problems with Dirichlet, Neumann and mixed 
boundary conditions were solved but DCG requires an unacceptably large number 
of iterations when the boundary conditions are predominately Neumann or mixed. 
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Further work is needed to improve DCG for solving problems with any boundary 
conditions. The only means of communicating information among subdomains 
of the current algorithm is the overlap between subdomains. A technique that 
allows information to travel quicker over the entire domain is needed. Increasing 
the overlap between subdomains or the use of multi-level domain decomposition 
methods are two possible options. 
The emphasis of this thesis was on the development of a solver based on single- 
level domain decomposition methods and iterative methods, such as the conjugate 
gradient method, as subdomain solvers. Based on DCG, further development can 
be done in order to develop a method for nonsymmetric systems. A brief study 
took place using BiCG and BiCGSTAB as the initial subdomain solver. This study 
has shown that the technique used on DCG cannot be used straightforwardly for 
the nonsymmetric case. 
DCG could also be improved by the use of a multi-level domain decomposition 
method instead of a single-level method. In this work, multi-level methods were 
not considered because of the use of unstructured meshes and the difficulties of 
generating multiple meshes in this case. Algebraic multi-level methods can be 
considered as well as geometric multi-level methods on structured grids. 
A preconditioned version of DCG (PDCG) was also presented. Some numerical 
tests were performed using the Jacobi and polynomial preconditioners in order to 
validate the algorithm. Although the results obtained were satisfactory, further 
research is needed on the use of preconditioners with DCG and the use of DCG 
as a preconditioner. There is also a need for substantial advancement in the 
theoretical analyses of DCG to provide general conditions under which the method 
will converge. 
The Galerkin and Petrov-Galerkin finite element methods were used for solving the 
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convection-diffusion equation. The numerical results have shown that for problems 
dominated by convection the Galerkin method is outperformed by the Petrov- 
Galerkin method and, depending on the mesh, it fails. However, for problems 
dominated by convection being solved using a relatively fine mesh or for problems 
dominated by diffusion both methods are similar and the error is proportional to 
the square of the mesh size. 
The parallel PDE solver proposed in this project has only its initial state imple- 
mented. Poisson and convection-diffusion equations in two- and three-dimensions, 
with Dirichlet, Neumann and mixed boundary conditions might be solved. The 
basic modules, that comprise geometric and algebraic basic operations both in 
serial and in parallel, are relatively well developed. Also, an interface to MPI has 
been developed to an advanced state. However, only linear triangular and tetrahe- 
dral elements were implemented and therefore many more may be added. A few 
methods to solve systems of linear equations and preconditioners are available. 
To increase the algebraic capabilities of the solver, integration to a package for 
solving system of linear equations is the main option which has been considered. 
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Words p=2 p=4 p=8 p=16 p=32 
1 8.22 6.78 5.19 3.94 3.50 
2 16.49 13.58 10.36 7.98 7.16 
4 32.29 26.38 20.03 15.41 13.98 
8 62.26 50.40 37.53 28.13 25.89 
16 119.91 94.89 68.09 49.10 47.64 
32 236.62 187.41 110.95 99.47 93.89 
64 328.02 233.80 116.80 73.11 42.77 
128 622.81 430.81 243.56 136.86 29.19 
256 1062.26 705.00 440.28 250.27 146.31 
512 1605.32 1104.84 760.69 416.01 244.83 
1024 1899.69 1292.17 1030.83 553.25 334.59 
2048 2338.52 1552.96 1273.01 735.68 462.54 
4096 2637.84 2106.63 1549.31 931.28 575.38 
8192 2706.49 2175.61 1904.04 1082.27 625.34 
16384 3231.15 2658.22 1982.62 1090.41 671.33 
32768 3572.99 2820.97 2134.00 1108.56 701.47 
Table A. 1: Sun Fire 15K system measured bandwidth (megabits/second) of a 
broadcast collective communication. 
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Words p=2 p=4 p=8 p=16 p=32 
1 7.78e-006 9.45e-006 1.23e-005 1.62e-005 1.83e-005 
2 7.76e-006 9.42e-006 1.24e-005 1.60e-005 1.79e-005 
4 7.93e-006 9.71e-006 1.28e-005 1.66e-005 1.83e-005 
8 8.22e-006 1.02e-005 1.36e-005 1.82e-005 1.98e-005 
16 8.54e-006 1.08e-005 1.50e-005 2.08e-005 2.15e-005 
32 8.66e-006 1.09e-005 1.85e-005 2.06e-005 2.18e-005 
64 1.25e-005 1.75e-005 3.51e-005 5.60e-005 9.58e-005 
128 1.31e-005 1.90e-005 3.36e-005 5.99c-005 2.81e-004 
256 1.54e-005 2.32e-005 3.72e-005 6.55e-005 1.12e-004 
512 2.04e-005 2.97e-005 4.31e-005 7.88e-005 1.34e-004 
1024 3.45e-005 5.07e-005 6.36e-005 1.18e-004 1.96e-004 
2048 5.61e-005 8.44e-005 1.03e-004 1.78e-004 2.83e-004 
4096 9.94e-005 1.24e-004 1.69e-004 2.81e-004 4.56e-004 
8192 1.94e-004 2.41e-004 2.75e-004 4.84e-004 8.38e-004 
16384 3.25e-004 3.94e-004 5.29e-004 9.62e-004 1.56e-003 
32768 5.87e-004 7.43e-004 9.83e-004 1.89e-003 2.99e-003 
Table A. 2: Sun Fire 15K system measured average (over 1000 repetitions) 
communication time (seconds) of a broadcast collective communication. 
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Words p=2 p=4 p=8 p=16 p=32 
1 9.82 7.65 8.78 9.39 9.15 
2 19.57 15.38 17.40 18.80 18.28 
4 37.81 31.58 32.69 35.83 35.08 
8 70.84 60.41 63.01 65.96 65.60 
16 131.36 125.69 113.91 119.26 121.98 
32 245.88 243.82 213.89 229.38 241.51 
64 437.71 374.27 308.16 382.60 410.53 
128 817.67 756.10 567.03 714.72 772.61 
256 1358.71 1169.68 869.15 1156.58 1193.09 
512 1879.76 1803.62 1141.83 1508.03 1622.19 
1024 2735.63 2637.55 1473.28 2363.49 2356.90 
2048 3614.69 3366.34 1859.93 3140.29 3214.99 
4096 4226.61 4018.02 2020.18 3631.15 3736.08 
8192 4763.18 4501.73 2161.78 4096.04 4147.46 
16384 5074.42 4708.64 2238.52 4472.72 4252.05 
32768 5506.86 4840.34 2743.37 4603.77 4593.39 
Table A. 3: Sun Fire 15K system measured bandwidth (megabits/second) of a 
round-trip point-to-point communication. 
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Table A. 4: Sun Fire 15K system measured average (over 1000 repetitions) 
communication time (seconds) of a round-trip point-to-point communication. 
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