Resource Allocation for Low-Latency Vehicular Communications with Packet
  Retransmission by Guo, Chongtao et al.
ar
X
iv
:1
80
6.
03
34
3v
2 
 [c
s.I
T]
  1
5 A
ug
 20
18
Resource Allocation for Low-Latency Vehicular
Communications with Packet Retransmission
Chongtao Guo†, Le Liang‡, and Geoffrey Ye Li‡
† College of Information Engineering, Shenzhen University, Shenzhen 518060, Guangdong, China
‡ School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA
Email: ctguo@szu.edu.cn; lliang@gatech.edu; liye@ece.gatech.edu
Abstract—Vehicular communications have stringent latency re-
quirements on safety-critical information transmission. However,
lack of instantaneous channel state information due to high
mobility poses a great challenge to meet these requirements and
the situation gets more complicated when packet retransmission
is considered. Based on only the obtainable large-scale fading
channel information, this paper performs spectrum and power
allocation to maximize the ergodic capacity of vehicular-to-
infrastructure (V2I) links while guaranteeing the latency re-
quirements of vehicular-to-vehicular (V2V) links. First, for each
possible spectrum reusing pair of a V2I link and a V2V link,
we obtain the closed-form expression of the packets’ average
sojourn time (the queueing time plus the service time) for the
V2V link. Then, an optimal power allocation is derived for
each possible spectrum reusing pair. Afterwards, we optimize
the spectrum reusing pattern by addressing a polynomial time
solvable bipartite matching problem. Numerical results show that
the proposed queueing analysis is accurate in terms of the average
packet sojourn time. Moreover, the developed resource allocation
always guarantees the V2V links’ requirements on latency.
Index Terms—Vehicular communications, resource allocation,
latency, queueing analysis, power allocation, spectrum allocation.
I. INTRODUCTION
Recent development of autonomous driving and on-wheel
infortainment services have accelerated the interest in ve-
hicular communications. Vehicular communications include
vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and
vehicle-to-pedestrian (V2P) communications, which are col-
lectively referred to as vehicle-to-everything (V2X) commu-
nications [1], [2]. While the V2I links often require high-
capacity data delivery, the V2V links have stringent de-
mand on reliability and latency since the V2V links of-
ten exchange safety-critical information, such as common
awareness messages (CAM) and decentralized notification
messages (DENM) [3]. The IEEE 802.11p based vehicular
communications have been widely studied in recent years.
However, its carrier-sense based multiple access scheme faces
great challenges in guaranteeing strict quality-of-service (QoS)
requirements of V2X communications, especially when the
traffic load grows heavy [4]. As an alternative, the cellular
assisted vehicular communications with QoS-aware resource
allocation have a sufficient potential to guarantee the diverse
QoS requirements of different types of links, where the V2V
and V2P communications are performed based on the cellular-
assisted device-to-device (D2D) technique [5].
The D2D technique enables proximate users to communi-
cate directly with each other, which leads to the proximity,
hop, and reuse gains [5]. To largely exploit these gains,
most of the existing studies have preferred the reuse mode
to the dedicated mode [6], where the reuse mode allows
the D2D users to share the cellular users’ spectrum and the
dedicated mode assigns exclusive spectrum to the D2D users
[7]. Traditional studies on D2D communications cannot be
directly applied to vehicular communications due to the perfect
channel state information (CSI) assumed available at the base
stations (BS) or the D2D transmitters. This assumption does
not hold any more since the channel varies fast owning to
the high mobility of vehicles and it is quite difficult, if not
impossible, to estimate and feed the instantaneous CSI back
to the transmitters. To this end, the D2D-enabled vehicular
communications should carefully address the challenge caused
by the channel uncertainty. The work in [8] have considered
the case of delayed feedback of the CSI of the V2V links and
proposed a spectrum and power allocation scheme to maximize
the sum capacity of the V2I links with guarantee on the V2V
links’ signal-to-interference-plus-noise ratio (SINR) outage
probability. Resource management in [9] have maximized the
sum and minimum ergodic capacity of the V2I links while
guaranteeing the SINR outage probabilities of the V2V links,
based on only the large-scale channel information. Considering
requirements on the reliability and transmission latency of the
V2V links, resource allocation schemes have been developed
in [10] and [11] for the cases of permitting and not permitting
spectrum sharing among the V2V links, respectively.
The overall end-to-end latency of a communication link con-
tains four parts [12], [13], i.e., processing latency, propagation
latency, transmission latency, and queueing latency. When the
packet retransmission is considered in case of an unsuccessful
transmission, the queueing latency and the equivalent trans-
mission latency are the dominant parts while the other two
ones can be comparatively negligible [12]. However, most
of the existing works have only considered the transmission
latency for the V2V links while neglecting the dominant
queueing latency. In this paper, we take into consideration
the different QoS requirements of the V2I and V2V links,
i.e., the V2I links pursue high-capacity data transmission
and the V2V links require stringent latency. The latency is
described by the average packet sojourn time, i.e., the time
of waiting for transmission in the queue plus the time of
transmission and retransmission. In addition, we will assume
only the large-scale slowly varying channel fading is available
for resource allocation since the fast varying component is
quite difficult to obtain. The proposed spectrum and power
allocation is to maximize the sum ergodic capacity of the V2I
links while guaranteeing the latency of the V2V links. First,
the latency expression is derived by analyzing the queueing
system for each possible V2I-V2V spectrum reusing pair under
a fixed power allocation. Then, the optimal power allocation
for each possible V2I-V2V pair is obtained based on the
queueing analysis results. Finally, the spectrum reusing pattern
is optimized by addressing a bipartite matching problem.
II. SYSTEM MODEL
Consider a single cell with the BS located at its center,
where M vehicles, called CUEs, are performing V2I com-
munications and K (K ≤M ) pairs of vehicles, called DUEs,
require high-reliability low-latency V2V communications. As-
sume that M mutually orthogonal spectrum bands have been
assigned to the M CUEs and each DUE needs to reuse the
spectrum of one CUE. Time is divided into slots with length T ,
on the order of hundreds of microseconds, and L consecutive
slots form a block, on the order of hundreds of milliseconds.
Since the large-scale fading of channels is typically determined
by vehicle locations, which are less likely to change too
much during one block, it is assumed invariant during one
block but may change from one block to another. However,
due to the high mobility of vehicles, we assume independent
and identically distributed small-scale channel components for
different slots, which remain constant during one slot. The
BS has the knowledge of the large-scale fading information
of all channels, which can be estimated or fed back from
the DUEs once a block with low signaling overhead. As for
the small-scale fading components, we assume the BS only
knows their distributions instead of their realizations, since it
is impractical to feed full CSI back to the BS in every slot.
In the rest of this paper, we investigate the BS-side centric
power and spectrum allocation issue based on the large-scale
fading information for a particular block. Let P cm and P
d
k
denote the transmit powers of the mth CUE and the kth
DUE, respectively. The notation xm,k ∈ {0, 1} is the spectrum
reusing pattern indicator regarding the mth CUE and the kth
DUE, where xm,k = 1 indicates that the kth DUE reuses the
spectrum of themth CUE and xm,k = 0 otherwise. We assume
that the spectrum of each CUE can be reused by at most one
DUE and each DUE can share the spectrum of at most one
CUE, i.e.,
∑K
k=1 xm,k ≤ 1 and
∑M
m=1 xm,k ≤ 1.
The channel power gain from the mth CUE to the BS,
denoted by hcm, is formulated as h
c
m = α
c
mg
c
m, where α
c
m and
gcm represent the slowly varying large-scale fading and the
fast varying small-scale fading, respectively. The large-scale
fading αcm is assumed to follow α
c
m = Gβ
c
m(d
c
m)
−ϕ, where
G is the pathloss constant, dcm is the distance between the mth
CUE and the BS, ϕ is the power decay exponent, and βcm is
a log-normal shadow fading random variable with a standard
deviation ξ. The channel of the kth DUE, the crosstalk channel
from the kth DUE to the BS, and the crosstalk channel
from the mth CUE to the kth DUE are similarly defined
as hdk = α
d
kg
d
k, hk,B = αk,Bgk,B , and hm,k = αm,kgm,k,
respectively. In this paper, we consider the Rayleigh fast fading
for all channels, i.e., gcm, g
d
k, gk,B , and gm,k are independent
and exponentially distributed with unit mean for different slots.
The transmitter of each DUE has an infinite-size buffer to
store the arriving and backlogged packets. Consider that the
modulation has been determined and thus the data transmission
rates over channels are constants. The packets have equal
length corresponding to the number of bits that can be trans-
mitted during one slot, i.e., one and only one packet can be
transmitted during one slot. The packets arriving in the queue
at the transmitter of the kth DUE follow the Poisson arrival
process with intensity λk and they are served (transmitted)
according to the rule of first-come-first-served (FCFS). We
assume λkT < 1 always holds, which is a necessary condition
for guaranteeing a stable queue [13], [14]. The automatic
repeat-request (ARQ) protocol is considered and thus the suc-
cess or failure (outage) of the packet detection at the receiver
is fed back to the transmitter through an instantaneous error-
free control channel [15]–[17]. If the packet at the head-of-
line (HOL) of the queue has not been successfully transmitted
during the current slot, it will be retransmitted in the next slot
and this process continues until it is successfully received at
the receiver. We can see that there is no packet loss here and
the reliability can be surely guaranteed for the DUEs. Let µdk
denote the average packet sojourn time of the kth DUE that
accounts for the queueing time plus the service time.
With an assumption that the CUEs always have data to be
delivered, the SINR of the kth DUE, denoted by γdk , is
γdk =
P dkα
d
kg
d
k
σ2 +
∑M
m=1 xm,kP
c
mαm,kgm,k
, (1)
where σ2 is the power of the additive white Gaussion noise. In
an arbitrary slot, the packet of the kth DUE is unsuccessfully
transmitted with probability Pr{γdk < γ0}, where γ0 is the
minimum required SINR for a successful packet detection.
Even if the kth DUE shares the spectrum of the mth CUE,
it does not always pose interference to the mth CUE. This
is because the channel will not be used by the kth DUE in
some slots if the queue is empty at the beginning of these
slots. Thus, with ρdk denoting the channel busy probability of
the kth DUE, the ergodic capacity of the mth CUE, denoted
by Rcm, can be expressed as in (2).
Recognizing different QoS requirements for different types
of links, we maximize the sum ergodic capacity of the CUEs
while guaranteeing the latency for each DUE. In addition, we
provide a minimum guaranteed QoS for each CUE by setting
a requirement on the minimum achievable ergodic capacity.
The ergodic capacity of the CUEs can be computed through
the long-term average over the fast fading. In particular,
faster variation implies more slots contained within a given
block and thus the system time average throughput approaches
the computed ergodic capacity quicker [9]. To this end, the
Rcm =
K∑
k=1
xm,k
{
(1− ρdk)E
[
log2
(
1 +
P cmα
c
mg
c
m
σ2
)]
+ ρdkE
[
log2
(
1 +
P cmα
c
mg
c
m
σ2 + P dkαk,Bgk,B
)]}
(2)
spectrum and power allocation problem is formulated as
max
{P cm},{P
d
k
},{xm,k}
∑M
m=1R
c
m (3a)
s.t. µdk ≤ µ0, ∀k (3b)
Rcm ≥ R0, ∀m (3c)
0 ≤ P dk ≤ P
d
max, ∀k (3d)
0 ≤ P cm ≤ P
c
max, ∀m (3e)∑M
m=1 xm,k ≤ 1, ∀k (3f)∑K
k=1 xm,k ≤ 1, ∀m (3g)
xm,k ∈ {0, 1}, ∀m, k, (3h)
where µ0 and P
d
max are the maximum allowed average packet
sojourn time and the maximum allowed transmit power for
the DUEs, respectively, and R0 and P
c
max are the minimum
required ergodic capacity and the maximum allowed transmit
power for the CUEs, respectively.
The main challenge in solving problem (3) lies in the
coupling spectrum and power allocation variables. In addition,
constraint (3b) and the objective function are involved with
the DUEs’ queueing performance, i.e., the average packet
sojourn time and the channel busy probabilities, which have
not been explicitly expressed. To this end, we separate the
power and spectrum allocation by observing that interference
exists only between each CUE-DUE spectrum reusing pair.
For each possible CUE-DUE pair, we design the optimal
power allocation to maximize the CUE’s ergodic capacity
while guaranteeing the DUE’s latency. After that, we check
the feasibility of each spectrum reusing pair against the CUE’s
minimum capacity requirement, rule out infeasible pairs, and
construct a bipartite matching problem to find the optimal
spectrum reusing pattern.
To assure that constraint (3b) is satisfied, we first need to
find the expression of the average packet sojourn time of
the DUEs. In the next section, we will study the queueing
performance for each CUE-DUE spectrum reusing pair under
a fixed power allocation.
III. QUEUEING ANALYSIS
In this section, we analyze the queueing system of the DUE
by considering a spectrum reusing pair of the mth CUE and
the kth DUE. As the time has been divided into slots, a new
packet arriving in an empty queue should wait for the end
of the idle slot rather than be served immediately. In other
words, the server (i.e., the wireless channel) goes on vacation
for some random interval of time. Then, the behavior of the
packets at the transmitter of the DUE can be characterized
by the M/G/1 queueing with vacations [13], where M , G,
and 1 indicate that packets arrive in the queue according to
the Poisson process, the service time of packets are generally
distributed, and there is only one server, respectively. It is
worth pointing out that the queueing system should be kept
stable, i.e., the queueing length will not go to infinity as
the time approaches infinity. Otherwise, the average packet
sojourn time will go to infinity and the latency requirement
of the V2V link cannot be guaranteed. The following lemma,
proved in [13], presents a sufficient and necessary condition
of stable M/G/1 queueing systems and the average sojourn
time of customers for a stable M/G/1 queueing system.
Lemma 1: For an M/G/1 queueing system with server va-
cations with λ being the Possion arrival intensity of customers
and Y being the random service time of a customer, the server
busy probability, denoted by ρ, is given by ρ = λE{Y } and the
queueing system is stable if and only if ρ < 1. In addition,
the average sojourn time of customers for a stable M/G/1
queueing system with vacations, denoted by µ, is
µ = E{Y }+
λE{Y 2}
2(1− λE{Y })
+
E{V 2}
2E{V }
, (4)
where V is the random vacation interval of the server.
The stability condition in Lemma 1 shows that on average
the number of packets generated in a unit of time must be less
than the number of packets that can be processed [13]. This
condition should be always satisfied as the results derived in
this paper only apply to stable systems. Noticing that the server
takes a vacation for one slot when there is no packet in the
queue at the beginning of a slot, we have the first and second
moments of the vacation interval V given by E{V } = T and
E{V 2} = T 2, respectively.
The probability that a packet of the kth DUE is unsuccess-
fully transmitted during an arbitrary slot, denoted by qk, is
characterized by the SINR outage probability given by
qk = Pr
{
P dkα
d
kg
d
k
σ2 + P cmαm,kgm,k
< γ0
}
= 1−
P dkα
d
k exp
(
−
γ0σ
2
Pd
k
αd
k
)
P dkα
d
k + γ0P
c
mαm,k
,
(5)
where the second equality follows from [9, Lemma 1]. The
random service time of a packet of the kth DUE is denoted
by Yk, which has the probability mass function given by
Pr{Yk = jT } = q
j−1
k (1 − qk), j = 1, 2, · · · . (6)
The first and second moments of Yk will be
E{Yk} =
∞∑
j=1
jT qj−1k (1 − qk) =
T
1− qk
, (7)
and
E{Y 2k } =
∞∑
j=1
(jT )2qj−1k (1− qk) =
T 2(1 + qk)
(1− qk)2
, (8)
respectively.
According to Lemma 1, the channel busy probability of the
kth DUE is
ρdk = λkE{Yk} =
λkT
1− qk
, (9)
which implies that qk < 1−λkT is the sufficient and necessary
condition for guaranteeing a stable queue. The average packet
sojourn time of the kth DUE for a stable queueing system can
then be given by
µdk =
T
2
+
T
1− qk
+
λkT
2(1 + qk)
2(1− qk)(1 − qk − λkT )
. (10)
It can be found that the latency µdk monotonically increases
with qk in the region (0, 1− λkT ). Then, the infimum of the
achievable average packet sojourn time, denoted by µk,min,
shows up at qk = 0 as given as
µk,min =
T (3− 2λkT )
2(1− λkT )
. (11)
On the other hand, µdk tends to be infinite as qk approaches
1 − λkT . Therefore, if µ0 > µk,min, there must exist qk ∈
(0, 1−λkT ) such that the latency constraint (3b) is equivalent
to qk ≤ qk, where qk is the solution to the equation µ
d
k = µ0.
Otherwise, the latency requirement of the kth DUE cannot be
satisfied and problem (3) is infeasible.
To derive the closed-form expression for qk in case of
feasibility, we transform the equation µdk = µ0 to a quadratic
equation given by
(2µ0 − T )q
2
k − [2λkT
2 − 2(λkµ0 + 2)T + 4µ0]qk
+[2λkT
2 − 2(λkµ0 + 1)T − (T − 2µ0)] = 0.
(12)
One root of the above equation is 1, which is out of our
interest, and the other root is
qk =
2λkT
2 − (2λkµ0 + 3)T + 2µ0
2µ0 − T
, (13)
which lies in the region (0, 1) as declared in what follows.
First, from µ0 > µk,min =
T (3−2λkT )
2(1−λkT )
> T , we can see
2λkT
2 − (2λkµ0 + 3)T + 2µ0 > 0 and thus qk > 0.
Second, since the numerator minus the denominator leads to
2T (λkT − λkµ0 − 1) < 0, we have qk < 1.
IV. PROPOSED RESOURCE ALLOCATION
In this section, we first perform the optimal power allocation
for each possible spectrum reusing pair and then determine the
optimal spectrum reusing pattern.
A. Power Allocation for Each CUE-DUE Pair
The power allocation problem for the spectrum reusing pair
of the mth CUE and the kth DUE can be formulated as
max
Pd
k
,P cm
Rcm(P
d
k , P
c
m) (14a)
s.t. qk(P
d
k , P
c
m) ≤ qk (14b)
0 ≤ P dk ≤ P
d
max (14c)
0 ≤ P cm ≤ P
c
max, (14d)
where qk is given in (13), qk(P
d
k , P
c
m) is defined as
qk(P
d
k , P
c
m) = 1−
P dkα
d
k exp
(
− γ0σ
2
Pd
k
αd
k
)
P dkα
d
k + γ0P
c
mαm,k
, (15)
and Rcm(P
d
k , P
c
m) is expressed by
R
c
m(P
d
k , P
c
m)
=
[
1−
λkT
1− qk(P dk , P
c
m)
]
· E
{
log2
(
1 +
P cmα
c
mg
c
m
σ2
)}
+
λkT
1− qk(P dk , P
c
m)
· E
{
log2
(
1 +
P cmα
c
mg
c
m
σ2 + P dkαk,Bgk,B
)}
.
(16)
Notice that constraint (14b) ensures the latency requirement of
the kth DUE, i.e., µdk ≤ µ0, according to the previous section.
The constraint of the CUE’s ergodic capacity requirement
is dropped here and will be reconsidered in the spectrum
allocation. The following theorem, proved in Appendix A,
characterizes the optimal solution to problem (14).
Theorem 1: The optimal power allocation to problem (14)
is given by
P dk
∗
= min{P dmax, f
−1(P cmax)}, P
c
m
∗ = min{P cmax, f(P
d
max)},
(17)
where f(·) is defined as
f(P dk ) ,
αdkP
d
k
γ0αm,k
(
1
1− qk
exp
(
−
γ0σ
2
P dkα
d
k
)
− 1
)
, (18)
and the optimal objective value is
R
c
m(P
d
k
∗
, P
c
m
∗) =
[
1−
λkT
1− qk(P dk
∗
, P cm
∗)
]
·
e
1
aE1(
1
a
)
ln 2
+
λkT
1− qk(P dk
∗
, P cm
∗)
·
a
[
e
1
aE1(
1
a
)− e
1
bE1(
1
b
)
]
(a− b) ln 2
,
(19)
where a =
P cm
∗αcm
σ2
, b =
Pdk
∗
αk,B
σ2
, and E1(x) =
∫∞
x
e−ζ
ζ
dζ.
Theorem 1 yields the optimal power allocation for a single
CUE-DUE pair, where the value f−1(P cmax) can be found by
bisection searching since the function f(·) is monotonically
increasing in the region of interest. The rest is to conduct
spectrum reusing pattern optimization based on the optimal
power allocation for each possible CUE-DUE reusing pair.
B. Spectrum Allocation
Let R∗m,k denote the optimal ergodic capacity of the mth
CUE if the kth DUE reuses the spectrum of the mth CUE. For
the spectrum reusing pair of the mth CUE and the kth DUE,
the optimal power allocation (P dk
∗
, P cm
∗) can be obtained from
Theorem 1, which leads to the maximum capacity of the
mth CUE, denoted by Rcm(P
d
k
∗
, P cm
∗), while guaranteeing the
latency requirement of the kth DUE. AlthoughRcm(P
d
k
∗
, P cm
∗)
is the maximum achievable capacity, it might be still less than
the CUE’s minimum required capacity R0 since the constraint
on the CUE’s capacity has been removed in the proposed
power allocation. In this case, the reusing pair is infeasible.
To take the minimum required capacity as constrained in (3c)
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Fig. 1. DUE’s average packet sojourn time vs. DUE’s packet arrival intensity.
into consideration, we define
R∗m,k =
{
Rcm(P
d
k
∗
, P cm
∗), if Rcm(P
d
k
∗
, P cm
∗) ≥ R0
−∞, otherwise,
(20)
in the spectrum reusing pattern optimization. The spectrum
reusing pattern optimization issue can then be formulated as
max
{xm,k}
∑M
m=1
∑K
k=1 xm,kR
∗
m,k (21a)
s.t.
∑M
m=1 xm,k ≤ 1, ∀k (21b)∑K
k=1 xm,k ≤ 1, ∀m (21c)
xm,k ∈ {0, 1}, ∀k,m, (21d)
which is a weighted bipartite matching problem and can be
efficiently addressed by the Hungarian method [18].
In summary, the proposed resource allocation is globally
optimal since the reusing pattern is optimally chosen from
all possible reusing pairs based on their optimal power alloca-
tions. We now discuss the complexity of the proposed method.
First, the complexity of the power allocation for all KM
possible CUE-DUE pairs is O(KM log(1/ǫ)), where ǫ is the
error tolerance of the bisection searching. Second, the Hungar-
ian method solves the spectrum reusing pattern optimization
problem in O(M3) time. As a result, the overall complexity
of the proposed algorithm is O(KM log(1/ǫ) +M3).
V. NUMERICAL RESULTS
Considering the kth DUE sharing the spectrum of one CUE,
we verify the accuracy of the proposed queueing analysis by
simulating its queueing system for a block of L = 20, 000
time slots with slot length T = 0.2 ms under varying SINR
outage probability qk. As shown in Fig. 1, the analytical
average packet sojourn time coincides with the simulation
results for different SINR outage probabilities and packet
arrival intensities. It can also be observed that the latency
grows with the packet arrival intensity since the increasing
number of packets entering the queue will lengthen the queue
and the packets need to wait more time for transmission. In
addition, a smaller qk leads to shorter latency since the packets
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Fig. 2. CUEs’ sum ergodic capacity vs. DUEs’ packet arrival intensity.
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Fig. 3. DUEs’ average packet sojourn time vs. DUEs’ packet arrival intensity.
will less likely to need retransmission.
We now perform the proposed resource allocation and the
algorithm in [9] in a randomly generated network with M =
20 CUEs and K = 20 DUEs, where vehicles move at an
average speed 60 km/h, T = 0.2 ms, P cmax = P
d
max = 23
dBm, R0 = 0.5 Mbps, γ0 = 5 dB, µ0 = 1 ms, and other
parameters are the same as [9]. The SINR outage probability
requirement in [9] is denoted by p0. Fig. 2 and Fig. 3 present
the sum ergodic capacity of the CUEs and the latency of the
DUEs, respectively. Since the latency of the DUEs is overly
guaranteed by the strategy in [9] when p0 = 0.01 and p0 =
0.001, it has much lower sum capacity for the CUEs than
the proposed algorithm. When p0 = 0.1, the scheme in [9]
results in higher capacity for the CUEs when the packet arrival
intensity is greater than 3800 packets/s, however, at the cost
of failing to guarantee the latency for the DUEs. In summary,
there is a tradeoff between the QoS of the CUEs and the DUEs,
and the capacity of the CUEs should be improved only on the
premise of guarantee on timely delivery of the safety-critical
information for the DUEs.
VI. CONCLUSION
The developed resource allocation has maximized the sum
ergodic capacity of the V2I links while guaranteeing the
latency requirements of the V2V links in vehicular networks.
First, we have analyzed the latency of the V2V links and
provided the optimal power allocation for each V2I-V2V
spectrum reusing pair. Then, the spectrum reusing pattern has
been optimized by addressing a bipartite matching problem
using the Hungarian algorithm. Numerical results have verified
the accuracy of the proposed queueing analysis and confirmed
the effectiveness of the developed resource allocation.
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APPENDIX A
PROOF OF THEOREM 1
Given a feasible power allocation (P dk , P
c
m), we now show
that Rcm(P
d
k , P
c
m) will increase if we enlarge P
d
k and P
c
m with
the same factor θ (θ > 1) while still keep θP dk ≤ P
d
max and
θP cm ≤ P
c
max. To see this, we express R
c
m(P
d
k , P
c
m) as
Rcm(P
d
k , P
c
m) = R
c
m,1(P
d
k , P
c
m) +R
c
m,2(P
d
k , P
c
m), (22)
where Rcm,1(P
d
k , P
c
m) and R
c
m,2(P
d
k , P
c
m) are defined as
R
c
m,1(P
d
k , P
c
m) = E
{
log2
(
1 +
P cmα
c
mg
c
m
σ2 + P dkαk,Bgk,B
)}
(23)
and
R
c
m,2(P
d
k , P
c
m) =[
1−
λkT
1− qk(P dk , P
c
m)
]
E

log2

 1 + P
c
mα
c
mg
c
m
σ2
1 +
P cmα
c
mg
c
m
σ2+Pd
k
αk,Bgk,B




(24)
respectively. With the observation that qk(θP
d
k , θP
c
m) <
qk(P
d
k , P
c
m), it can be found that the power allocation
(θP dk , θP
c
m) is feasible, R
c
m,1(θP
d
k , θP
c
m) > R
c
m,1(P
d
k , P
c
m),
and Rcm,2(θP
d
k , θP
c
m) > R
c
m,2(P
d
k , P
c
m), where the detailed
proof is omitted here due to space limitation. Then, we have
Rcm(θP
d
k , θP
c
m) > R
c
m(P
d
k , P
c
m), which indicates that one
can always improve the objective value by enlarging P dk
and P cm with the same factor until one of them reaches its
maximum allowed value. Further, since problem (14) has the
same constraints with problem (6) in [9], we can derive the
optimal solution given in (17) by following [9, Appendix B].
The ergodic capacity of the mth CUE in case of suffering
no interference is
E
{
log2
(
1 +
P cmα
c
mg
c
m
σ2
)}
=
∫
∞
0
log2
(
1 +
P cmα
c
mg
c
m
σ2
)
· e−g
c
mdgcm =
e
1
aE1(
1
a
)
ln 2
,
(25)
where a =
P cmα
c
m
σ2
, E1(x) =
∫∞
x
e−ζ
ζ
dζ, and the last equation
follows from [19, eq.(3.352.4)]. Then, following the similar
steps as that in [9, Appendix C], we can derive the optimal
objective value given in (19).
REFERENCES
[1] L. Liang, H. Peng, G. Y. Li, and X. Shen, “Vehicular communications:
A physical layer perspective,” IEEE Trans. Veh. Technol., vol. 66, no. 12,
pp. 10 647–10 659, Dec. 2017.
[2] H. Peng, L. Liang, X. Shen, and G. Y. Li, “Vehicular communications:
A network layer perspective,” Submitted to IEEE Trans. Veh. Technol.,
Jul. 2017. [Online]. Available: https://arxiv.org/abs/1707.09972.
[3] K. Sjo¨berg, P. Andres, T. Buburuzan, and A. Brakemeier, “Cooperative
intelligent transport systems in Europe: Current deployment status and
outlook,” IEEE Veh. Tehnol. Mag., vol. 12, no. 2, pp. 89–97, Jun. 2017.
[4] R. Molina-Masegosa and J. Gozalvez, “LTE-V for sidelink 5G V2X ve-
hicular communications: A new 5G technology for short-range vehicle-
to-everything communications,” IEEE Veh. Technol. Mag., vol. 12, no. 4,
pp. 30–39, Dec. 2017.
[5] D. Feng, L. Lu, Y. Yuan-Wu, G. Y. Li, and G. Feng, “Device-to-device
communications in cellular networks,” IEEE Commun. Mag., vol. 52,
no. 4, pp. 49–55, Apr. 2014.
[6] G. Yu, L. Xu, D. Feng, R. Yin, G. Y. Li, and Y. Jiang, “Joint mode
selection and resource allocation for device-to-device communications,”
IEEE Trans. Commun., vol. 62, no. 11, pp. 3814–3824, Nov. 2014.
[7] D. Feng, L. Lu, Y. Yuan-Wu, G. Y. Li, G. Feng, and S. Li, “Device-
to-device communications underlaying cellular networks,” IEEE Trans.
Commun., vol. 61, no. 8, pp. 3541–3551, Aug. 2013.
[8] L. Liang, J. JoonBeom, S. C. Jha, K. Sivanesan, and G. Y. Li, “Spectrum
and power allocation for vehicular communications with delayed CSI
feedback,” IEEE Wireless. Commun. Lett., vol. 6, no. 4, pp. 458–461,
Aug. 2017.
[9] L. Liang, G. Y. Li, and W. Xu, “Resource allocation for D2D-enabled
vehicular communications,” IEEE Trans. Commun., vol. 65, no. 7, pp.
3186–3197, Jul. 2017.
[10] W. Sun, D. Yuan, E. G. Stro¨m, and F. Bra¨nnstro¨m, “Cluster-based radio
resource management for D2D-supported safety-critical V2X communi-
cations,” IEEE Trans. Wireless Commun., vol. 15, no. 4, pp. 2756–2769,
Apr. 2016.
[11] W. Sun, E. G. Stro¨m, F. Bra¨nnstro¨m, K. C. Sou, and Y. Sui, “Radio re-
source management for D2D-based V2V communication,” IEEE Trans.
Veh. Technol., vol. 65, no. 8, pp. 6636–6650, Aug. 2016.
[12] G. Yang, M. Xiao, and H. V. Poor, “Low-latency millimeter-wave
communications: Traffic dispersion or network densification?” arXiv
Preprint, 2017. [Online]. Available: https://arxiv.org/abs/1709.08410.
[13] D. P. Bertsekas, R. G. Gallager, and P. Humblet, Data Networks.
Englewood Cliffs, NJ: Prentice-Hall, 1992.
[14] G. Bolch, S. Greiner, H. Meer, and K. S. Trivedi, Queueing networks and
Markov chains: Modeling and performance evaluation with computer
science applications. Hoboken, NJ, USA: Wiley, 2006.
[15] P. Wu and N. Jindal, “Coding versus ARQ in fading channels: How
reliable should the PHY be?” IEEE Trans. Commun., vol. 59, no. 12,
pp. 3363–3374, Dec. 2011.
[16] P. H. J. Nardelli, M. Kountouris, P. Cardieri, and M. Latva-aho,
“Throughput optimization in wireless networks under stability and
packet loss constraints,” IEEE Trans. Mobile Comput., vol. 13, no. 8,
pp. 1883–1895, Aug 2014.
[17] I. Dimitriou and N. Pappas, “Stable throughput and delay anal-
ysis of a random access network with queue-aware transmis-
sion,” IEEE Trans. Wireless Commun., 2018, to be published (doi:
10.1109/TWC.2018.2808195).
[18] D. B. West, Introduction to Graph Theory. Upper Saddle River, NJ,
USA: Prentice-Hall, 2001.
[19] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and
Products, 7th ed. San Diego, CA, USA: Academic, 2007.
