A new, to my knowledge, procedure for retrieving the wave aberration from the point-spread function is presented. It uses the Levenberg-Marquardt optimization algorithm in a mutiresolution pyramidal scheme. The method, tested with simulated large aberrations without initial estimates, accelerates convergence and avoids stagnation in local minima.
Introduction
The problem of wave-aberration retrieval from the point-spread function ͑PSF͒ is a subject of interest in a number of areas, including optical testing and adaptive optics. Two methods traditionally have been used to solve this inverse problem: parametric optimization techniques to obtain a modal representation of the wave aberration, 1, 2 and techniques based in the iterative Fourier transform algorithm, 3 which provides a point-to-point, wrapped, waveaberration map. These methods are easy to implement; however, when the wave aberration is high and the initial estimate is far from the solution, I found that the low values of most of the PSF pixels cannot sufficiently restrict the solutions and the algorithms are rapidly trapped in nonconsistent local minima. Also, with contaminated PSF data the noise propagates to the phase, and the unwrapping process becomes difficult. On the other hand, nonlinear optimization techniques are numerically stable, but the stagnation problem is also present and increases with the magnitude of the wave aberration and the number of free parameters or modes to fit. In this paper I propose a recursive multiresolution pyramidal algorithm that avoids stagnation and accelerates convergence of the Levenberg-Marquardt 4 ͑LM͒ optimization method applied to this particular phaseretrieval problem in the case of large wave aberrations without initial estimates.
Parametric Wave-Aberration Retrieval
Using the Zernike 5 expansion, let us represent the wave aberration by
where is the position vector on the pupil plane in Cartesian coordinates, a ϭ ͕a 1 , . . . , a k ͖, which is a vector of coefficients, and Z k ͑r, ͒ corresponds to the base elements expressed in polar coordinates ͑r, ͒. With Eq. ͑1͒, the pupil function g͑, a͒ becomes
where m͑͒ denotes a circular exit pupil with uniform illumination, i.e., a circular binary mask, and is the wavelength. By use of the Fraunhofer approximation, the field propagated to the diffraction plane is G͑x, a͒ ϭ FT͓ g͑, a͔͒, where FT denotes Fourier transformation and the PSF is p͑x, a͒ ϭ ͉G͑x, a͉͒ 2 . Given an estimate a, the error can be defined as
where A͑ x͒ is the square root of the PSF. The value of a that minimizes the nonlinear equation ͑3͒ is the maximum-likelihood estimate for data contaminated by additive noise. 1 To use the LM method it is necessary to compute the gradient of Eq. ͑3͒, ␤ k ϭ ͑Ϫ1͞ 2͒‫ץ‬E͑a͒͞‫ץ‬a k , and the Hessian matrix, ␣ kl ϭ ͑1͞ ‫ץ͒2‬ 
The method was tested with several PSF's generated by use of the Zernike parameters up to the third order ͑a 10 ͒. A null-vector parameter corresponding to a Strehl ratio S of 1.0 was used for the initial estimate. The absolute minimum was always reached from PSF's of S of as much as approximately 0.5. One special characteristic inherent to wave-aberration retrieval from PSF data was found in these problems: with a value of S ϭ 1.0 for the initial estimate, two wave aberrations that are compatible with the same PSF can be found. One corresponds to a given set of parameters and the other to the same set with a sign change in those parameters related to even powers of the radial coordinate. This sign change is equivalent to a 180°rotation plus a sign change of the function w͑x, a͒. These two operations become one rotation of 360°, 180°for each one, in the PSF. Then the error function of Eq. ͑3͒ has two absolute minima.
Point-Spread Functions with a Low Strehl Ratio
The possibility of stagnation in local solutions far from the global minimum greatly increases when PSF's with lower values of S are considered or the number of free parameters in the problem increases. The LM method cannot avoid this local solution, and poor results are obtained. In such cases the problem can be solved with the following implementation of the LM method.
For a given estimate a, different PSF's associated with the same vector with different sampling rates can be obtained. One computes these PSF's by maintaining the dimensions of the complex image g͑, a͒, modifying the radius R of the mask m͑͒, and rescaling r in Z k ͑r, ͒, which must always be unity in the pupil limit. If subsampled versions of the data A͑x͒ are also generated, it is possible to form different optimization problems with the same number of free parameters, where each one is associated with different topologies of the multiparametric space and each is defined by a different error function. On the other hand, it was experimentally confirmed that, when the subsampled rate in the diffraction plane is increased, the number of local minimums is decreased, i.e., the topology of the parametric space is simplified. This idea was used for establishing linked optimization problems with an increase in complexity in a pyramidal scheme, as shown in Fig. 1 . If the images are recorded with W ϫ W pixels, the limit imposed by the dimension in the maximum radius of m͑͒ is W͞2. Then the algorithm begins decreasing the dimension of the data image A͑ x͒ by a ratio between 1 and the limit 1͞2. The pixels in the reduced image are computed as follows: The pixel indexes of the original image are multiplied by the reduction ratio and cast to the closer integer. Then, if several values correspond to the same pixel in the reduced image, the values are averaged. Finally, to obtain a subsampled image with the original dimensions, it is necessary to insert the reduced image in a new null image of W ϫ W pixels. The LM method is then used with R greater than the radius associated with the data sampling ͑R d in Fig. 1͒ and, with a value suited for G͑ x, a͒ in Eq. ͑3͒, has the same subsampling rate that was introduced by the reduction process of A͑x͒.
The resulting values of a serve as an initial estimate for a new optimization problem that uses a smaller radius, R Ϫ ⌬, and a lower subsampled image A͑x͒. The last estimate of a is obtained when the radius of the pupil function equals the radius associated with the original sampling rate of the image data, i.e., R ϭ W͞4 if the data were recorded at the Nyquist limit. 
Computer-Simulated Results
To demonstrate the capability of the pyramidal search to avoid stagnation and accelerate convergence, we consider two examples. In example 1 ͑test 1͒, a PSF was computed by use of the random generated coefficients listed in column 3 of Table 1 . This set provides a wave aberration with a peak-to-valley variation ͑P-V͒ of 4.4. For m͑͒ a circular binary mask with a 64-pixel radius over an image of 256 ϫ 256 pixels was used, the PSF had the Nyquist limit sampling rate, and S ϭ 0.1. The LM method and the pyramidal approach were used with 14 free parameters, one less than the modes in the simulated wave aberration, because the variation in the constant term a 1 does not change the PSF and thus is undetermined. The initial estimate used a zero parameter set ͑S ϭ 1.0͒.
The error evolution is shown in Fig. 2 . The dotted curve represents the evolution of the LM and the solid curve the pyramidal algorithm. In the latter, 300 iterations were made for each radius, with decrements of ⌬ ϭ 2 pixels. The LM algorithm was trapped in a local minimum after the first iterations. The peaks in the solid curve account for the sudden destabilization that occurs with each pupil-radius and sampling-rate change in the pyramidal search. In this case the algorithm does not stagnate and evolves to one of the two global minima. As is shown in column 4 of Table 1 , the coefficients finally obtained correspond to a solution very close to a 180°r otation and inversion of the test wave aberration. When the number of free parameters increases, the complexity of the problem in the sense of the local minima present greatly increases, and finding a solution close to the global minimum is much more difficult.
For demonstrating the pyramidal algorithm's performance in a more complicated case ͑test 2͒, the set of coefficients shown in column 5 of Table 1 was used. Figure 3͑a͒ shows a plot of the generated wave aberration; the P-V is now 4.66 and S ϭ 0.08. The parameter space now has 20 dimensions. The pyramidal method was applied with the same operational Fig. 2 . Error evolution in the retrieval of the wave aberration with 14 free parameters from the PSF with S ϭ 0.10 by use of the LM algorithm ͑dashed curve͒ and the pyramidal algorithm ͑solid curve͒. NRMSE, normalized rms error. parameters that were used in the previous experiment and with S ϭ 1.0 for the initial estimate. In this case a solution close to the global minimum is not obtained. Recursive use of the pyramidal algorithm with the previous solution for the initial estimate is needed to destabilize this local minimum. In this realization a solution close to the global minimum is reached, and no better solution can be obtained from a third recursive run of the pyramidal algorithm. The final coefficients ͑column 6͒ correspond to a solution close to the rotation and the inversion of the wave-aberration test and also present some discrepancies with the test coefficients. Figure 3͑b͒ represents the wave aberration computed from the retrieved coefficients after 180°ro-tation and inversion; the P-V is 4.7, and the associated PSF has S ϭ 0.10. Figure 3͑c͒ shows the residual aberration obtained from the subtraction of the local minimum solution from the test wave aberration; the rms is 0.2. The value of S that could be obtained if the test wave aberration were compensated with the solution is 0.23. If this result is compared with the test wave aberration ͓Fig. 3͑a͔͒, it can be seen that the final local solution is very close to the global minimum.
Conclusion
Although it provides an efficient approach to the minimum, the LM method cannot discriminate between local and global minima. With severe aberrations and a Strehl ratio of S ϭ 1.0 for the initial estimate, the probability of obtaining a local minimum far from the solution greatly increases. One option is to build different versions of the error function with progressive degrees of complexity to drive the optimization process to the global minimum or close to one. On the other hand, the transition between sampling rates destabilizes the algorithm, reducing the stagnation problem. Also, although not shown here, in the cases in which the LM algorithm converges, the pyramidal approach greatly reduces the number of iterations needed to reach the global minimum. The examples presented correspond to simulated PSF data without noise. One advantage of parametric retrieval, and of the LM method in particular, is that the noise is included in the model and is not propagated to the retrieved phase. Nevertheless, depending on the noise level, the number of local minima increases 6 and finding good solutions with the LM algorithm becomes more difficult. In this situation the multiresolution approach greatly alleviates the problem, avoiding stagnation in a manner similar to that shown in the examples.
As a practical application the proposed algorithm is currently being used to retrieve wave aberrations of the human eye from the ocular PSF, 7 where large aberrations are expected. Finally, it should be pointed out that, when this study was finished, a paper appeared 8 that described a similar pyramidal procedure for phase retrieval applied to the problem of recovering an object from the module of its Fourier transform by use of the iterative Fourier transform algorithms.
