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Summary
Polymeric materials and metals and alloys are widely used in many engineering appli-
cations. In these applications, crack growth and delamination are frequently observed
failure models. The viscoelastic characteristic of polymeric materials can give rise to
rate dependent crack growth within polymeric materials or delamination at the inter-
face where the bond strength is weak, and time dependent inelastic deformation of metals
and alloys at high temperature can cause stable rate dependent crack growth. This rate
dependent crack growth usually initiates from the cavitations of voids. Void growth and
subsequent coalescence can result in the initiation and propagation of macrocracks. Fur-
thermore, the internal pressure inside the voids can contribute to an additional driving
force for the cracking under some specific conditions.
In this thesis, detailed studies are performed to examine the steady-state fracture
toughness in polymeric materials and metals (and alloys) at high temperature based on
void growth and coalescence mechanism. The time dependent behavior of polymeric
materials and metals (and alloys) at high temperature is described by a power law creep
material model. To describe the fracture process caused by void growth and coalescence
in polymeric materials and metals (and alloys) at high temperature, the present thesis
proposes a micromechanics model for void growth and coalescence in power-law creeping
solids incorporating the internal pressure.
Without introducing any crack growth mechanism, a computational scheme based
on finite element method is then used to simulate steady-state crack growth in the elastic
nonlinear viscous solids under plane strain, small-scale yielding conditions numerically.
Thereafter, the conventional approach based on a criterion of critical strain over critical
distance ahead of crack is employed to examine the fracture toughness in comparison
with the succeeding cell element approach.
By assuming that the main crack growth mechanism is rate dependent void growth
and coalescence, steady-state fracture toughness is studied by a cell element approach
in conjunction with the proposed micromechancis model. In this approach, damage
of the fracture process is modeled by void-containing cells. The constitute behavior
of void-containing cells is governed by the proposed micromechancis material model
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incorporating the internal pressure eﬀect. The material surrounding the fracture process
zone is referred to as the background material which can be taken as traditional material
model, e.g., elastic, elastic-plastic, elastic nonlinear viscous solids.
Firstly, the cell element approach in conjunction with the proposed micromechancis
model is employed to study the steady-state crack growth in elastic nonlinear viscous
solids under mode I and small scale yielding conditions. Secondly, steady-state crack
growth at interfaces joining polymeric materials and hard substrates is examined under
small scale yielding condition where the substrate is treated as a rigid material. In
the first part, the polymeric material surrounding the process zone is assumed to be
purely elastic. In the second part, the background material is also treated as an elastic
nonlinear viscous solid. Eﬀects of mode mixity, initial porosity, rate sensitivity, as well
as the initial yield strain on toughness are studied. Thirdly, when crack propagates
at low crack velocity, the creep zone can extend to the whole specimen violating the
small scale yielding condition. The proposed micromechancis model together with cell
element approach is used to study the steady-state toughness under the extensive creep
conditions.




1.1 Crack growth in polymeric materials
Glassy polymers, such as polystyrene (PS), poly(methyl methacrylate) (PMMA), poly-
carbonate (PC), PE (polyethylenes) and epoxy (including the modified epoxy), are at-
tractive materials for many engineering applications as they are low in density, have
excellent optical clarity and are easily fabricated by processes such as injection molding,
extrusion and vacuum forming (Kramer and Berger, 1990). Applications range from
portable computers and optical lenses to automotive components and appliance hous-
ings (Danielsson et al., 2007). These materials can also be used as matrices in fiber
composites with application from complicated electronic circuit boards to wing pan-
els on high-performance aircraft. Polymeric adhesive joints (typically epoxy) are the
most critical components in multi-layered devices and plastic electronic packages in IC
packages.
Mechanical behaviors of polymers depend on loading rate and temperature. PMMA
and PS are typically considered to be brittle polymers, since under ambient temperature,
quasi-static loading, they fail in brittle manner under low stress triaxiality, such as
uniaxial tension; PC is considered to be a more ductile polymer than PMMA and PS,
since it will deform plastically in uniaxial tension. PC also exhibits brittle behavior
under certain loading conditions, such as high strain rates, highly triaxial stress states;
PE often exhibits ductile behavior due to high molecular weight and time dependent
characteristics; rubber modified glassy polymeric materials have a more ductile behavior
as a result of blending a small volume fraction of easily cavitating rubber particles
with the glassy polymers. On the other hand, near the glass transition temperature,
mechanical behaviors of glassy polymeric materials become increasingly rate dependent
and more ductile.
Many polymers experience considerable creep even at ambient temperature, espe-
cially for long term service. This is a consequence of the fact that ambient temperature
2is a significant fraction of the glass transition temperature for most polymeric materi-
als (Bradley et al., 1998). The creep, which results from the viscoelastic character of
polymeric materials, can give viscoelastic creep crack growth.
A better understanding of how to evaluate materials resistance to viscoelastic creep
crack growth and how to produce polymeric materials with high degree of resistance
to such cracking is essential for successful engineering applications and materials devel-
opment. Hence, viscoelastic crack growth attracted some rather intensive studies. The
mechanism of viscoelastic crack growth in polymeric material typically involves the rate-
dependent process of void growth and coalescence (Kramer and Berger, 1990; Estevez
and van der Giessen, 2005). Crazing in glassy polymers and cavitation in rubber mod-
ified polymeric materials are two crack growth mechanisms. Both mechanisms involve
the process of void growth and coalescence in rate dependent polymeric solids.
It has been generally accepted that all the modes of fracture, including rapid crack
growth, quasi-static fracture and slow crack growth in glassy polymeric materials, are
associated with the behavior of the craze ahead of the crack. Failure by crazing begins
with the formation of a highly localized zone of microvoids ahead of the crack (Kambour,
1973; Döll, 1983; Kramer and Berger, 1990; Estevez and van der Giessen, 2005). Void
growth and subsequent coalescence can lead to the formation of a fibrous structure.
The presence of this void-fibril network structure is revealed by transmission electron
microscopy in Fig. 1.1 and Fig. 1.2 for PMMA and PE respectively (Kambour and
Russell, 1971; Ivankovic et al, 2004). As a result, the craze widens by drawing the
bulk material into the craze fibrils and eventually ruptures at the mid-fibril or at the
craze-bulk interface, thereby propagating the crack.
In rubber-modified epoxies or polyamides, large cavities are formed by cavitation
of the filler particles — growth and coalescence of these cavities lead to crack growth
(Kinloch et al., 1986; Cardwell and Yee, 1993; Du et al., 2000). The presence of this
voided structure in rubber modified epoxy can be seen from the transmission electron
microscopy in Fig. 1.3 (Du et al., 2000).
It can be concluded that the viscoelastic creep crack growth in both systems of
polymeric materials involve two dissipative processes: rate-dependent void growth in the
fracture process zone and viscoelastic deformation in the bulk solid. For the numerical
3Figure 1.1: Crazing structure in PMMA (Kabour and Russel, 1971)
predictions of fracture toughness in polymeric materials, the fracture process of the
crazing or cavitation of filler particles is usually modeled by cohesive zone models. These
models are reviewed in Chapter 2.
1.2 Crack growth in metals and alloys
In metals and alloys at above half of their melting temperature (expressed in K), the
creep of metals and alloys is associated with time-dependent plasticity at the elevated
temperature. This time dependent creep deformation at the crack tip can cause the
stable, rate-dependent crack growth, usually referred to as creep crack growth. The
common fracture mechanisms of creep crack growth for metals and alloys at high tem-
peratures are the cavitation of voids along grain boundaries followed by growth and
interlinkage, leading to catastrophic crack growth (Riedel, 1987). It has been generally
observed that cavities frequently nucleate on grain boundaries, particularly on those
transverse to a tensile stress. Fig. 1.4 shows the presence of voids along the grain
boundary for silver, revealed by transmission electron microscopy. Cavities then grow
by the creep deformation of the material surrounding the grain boundary cavities and
the diﬀusion of matter from the cavity surface into the grain boundary. With relatively
low stresses, high temperature and small void size, the diﬀusion void growth dominates,
while with high stresses, low temperature and big void size, diﬀusion void growth is taken
4Figure 1.2: Crazing structure in PE (Ivankovic et al., 2004)
over by the creep void growth. The subsequent coalescence of cavities with each other
can result in the formation and propagation of cracks along grain boundaries (Riedel,
1987; Cocks, 1989; Kasser and Hayes, 2003).
The time-dependent creep behavior can cause the fracture toughness to depend on
the creep crack growth rate. Creep crack growth in metals and alloys at elevated tem-
peratures has been studied by many authors. Numerous experimental studies have been
conducted to correlate the crack growth rate with mechanical parameters such as elastic
stress intensity factor KI , nominal stress on the crack ligament and the contour integral
C∗ analogous to the J-integral used for elastic-plastic fracture; see, for example, Saxena
et al. (1984), Riedel and Wagner (1984), Nikbin et al. (1984), Wasmer et al. (2006)
and Kim et al. (2006).
Another related problem is the creep crack growth in steels and alloys under hydro-
gen attack conditions. In petrochemical industry, steels and alloys are often exposed to
hydrogen rich environment at high temperatures. Voids usually form preferentially along
the grain boundary. Hydrogen will diﬀuse into cavitated voids on the grain boundary
where it can react with the carbides. Methane gas is then generated. It cannot diﬀuse,
remaining in the voids. Depending on reactivity of carbide type, the methane pressure
5Figure 1.3: Scanning electron micrographs of (a) slow-crack-growth and (b) fast-crack-
growth fracture surfaces for the 10-phr rubber-modified epoxy (Du et al., 2000).
can be of the order of the remote macroscopic stresses. In the case of aggressive car-
bide, it is even larger. Voids will grow rapidly by creep deformation of the material
surrounding the grain boundary cavities in combination with grain boundary diﬀusion,
driven by the internal methane pressure, applied load and thermal stress. When the cav-
ities on the grain boundary facets have grown so large that they coalesce, microcracks
occur. Linking-up of these microcracks results in a macroscopic intergranular fracture
(Shewmon, 1987).
Experimental studies on the intergranular fracture under hydrogen attack (HA) con-
ditions have been carried out by Shewmon and co-workers (1990; 1991; 1994; 1998). The
fracture surface formed is always a dimpled, grain boundary fracture of a dimple spacing
with a few microns. Creep crack growth rate under HA conditions was also measured
by wedge-opening loaded specimens for low-carbon and 2.25 Cr-Mo steels. They showed
that the crack growth rate increases with the material strength, the applied stress in-
tensity factor and high-pressure hydrogen. Hydrogen pressure could greatly reduce the
creep ductility of steels.
It can be concluded that creep crack growth in metals and alloys involves two dissi-
pative processes: rate-dependent void growth and coalescence along the grain boundary
6Figure 1.4: Creep caused void growth in silver at ambient temperature.
and time-dependent plasticity deformation in the bulk solid. To model the voiding
caused damage along the grain boundary at the microscopic level, continuum damage
relations are often used in a smear-out average sense. There are two approaches iden-
tified in the literature. One is the purely phenomenological Kachanov-type continuum
damage relation (Hayhust and Leckie, 1984) in which the rupture process is described
by a scalar damage parameter varying from zero for the undamaged material to unity
at failure. The model is basically phenomenological without introducing any specific
microstructure. At the same time, methane pressure inside the voids under hydrogen
attack conditions are not easy to be incorporated. The other is the micromechanism-
based continuum damage model which takes into account the growth of microscopic
cavities on a certain number of grain boundary facets (van der Giessen, et al., 1996; van
der Burg et al., 1997). However, the latter model is derived from an infinite medium
and does not propose approximate plastic potentials for arbitrary non-zero porosities.
A micromechanism-based material model, considering an spherical void embedded in a
7finite cell volume and concentrating on the overall plastic potential, is developed in the
Chapter 2.
For creep crack growth in metals and alloys, theoretical and computational studies
are mainly focused on the crack tip analysis (Hui and Riedel, 1981; Ainsworth, 1982)
and the simulation of creep crack initiation (Tvergaard, 1986; Sester et al., 1997; Onck
et al., 2000). van der Burg et al. (1996) and van der Burg and van der Giessen (1997)
employed the proposed micromechanism-based continuum damage model to describe the
failure process of the grain boundary cavitation and estimate the lifetime of steels under
hydrogen attack conditions. To the best of author’s knowledge, few studies have been
carried out on creep crack growth resistance based on the mechanism of void growth
and coalescence along the grain boundary up to now.
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BACKGROUND THEORY AND MODELING
Despite significant progress in the theoretical understanding of the influence of mi-
crostructure (e.g., dislocation, voids, second phase particle, shear banding) on the frac-
ture, the development of predictive models continues to provide challenges for researchers
in the field of solid mechanics and physics. Two approaches have been widely used in
previous studies: one is the ‘bottom-up’ approach in which fundamental mechanics and
physics have been used to link the atomic scale to the macroscopic aspects of deforma-
tion and fracture. The other is the ‘top down’ approach in which continuum mechanics
coupling failure mechanism and experimental calibration at the small scales is employed
(Hutchinson and Evans, 2000). This ‘top down’ approach divides the fracture process
into two separate domains that can be analyzed independently and linked together to
express the overall behavior. One domain represents a zone near the crack front that
may experience large strains as the fracture process evolves. This zone incorporates
a model of the rupture process, referred to as an embedded process zone (EPZ). The
other domain is the physically larger inelastic zone and outer elastic region which can
be analyzed using the conventional continuum material models, e.g. elastic, plastic, vis-
coelastic materials, referred to as background material. To implement this ‘top down’
approach, behaviors of materials in two domains need to be specified.
In this chapter, two widely used ’top down’ approaches for fracture toughness pre-
diction are reviewed in Section 1. Section 2 oﬀers an appropriate material model for rate
dependent background material. At the same time, a micromechanics material model is
proposed to describe rate-dependent void growth and coalescence in the fracture process
zone incorporating internal pressure eﬀects. The modeling of vapor pressure for hygro-
scopic polymers and methane pressure under hydrogen attack condition is presented at
the end of this chapter.
92.1 Embedded process zone
There are two fracture models which employ an embedded fracture process zone within
the continuum descriptions of adjoining solids. One model specifies a traction-separation
law on the crack plane, referred to as the cohesive zone model (e.g., Tvergaard and
Hutchinson, 1992; Sha et al., 1995; Estevez and van der Giessen, 2000; Landis et al.,
2000). The other more elaborate model representing the ductile fracture mechanism
of void nucleation, growth and coalescence uses calibrated elements which simulate the
ductile mechanism at various states of stress triaxiality, referred to as the cell element
model (e.g., Xia and Shih, 1995).
2.1.1 Cohesive zone model
The cohesive zone models are well suited for the numeric predictions of a vast variety
of fracture problems. In most of the published work, the bulk behavior of material is
represented by a suitable material model while a separate constitutive law is employed
for the cohesive surfaces in the form of a traction-separation law. Cohesive surfaces
are usually taken to coincide with the boundaries of the solution domain. Most of the
work lacks a physical basis linking the parameters in the traction-separation law with
the local fracture process (Ivankovic et al., 2004).
Tvergaard and Hutchinson (1992) computed the crack growth initiation and subse-
quent resistance for an elastic-plastic solid with a traction-separation law specified along
the crack plane to characterize the fracture process. Their approach is similar in many
of its aspects to studies by Needleman (1990a,b). The Tvergaard-Hutchinson traction-
separation relation used to model the rate independent fracture process in their study
is shown in Figure 2.1.







σˆ [δc + δ2 − δ1] .
where σˆ is the peak stress, δc the critical opening displacement and δ2, δ1 are shape
parameters.
Cohesive zone models are also widely employed to simulate the fracture process of
the craze and cavitation of filler particles in glassy polymeric materials. Williams (1984)
used a modified Dugdale model to represent the crazing zone at a crack tip and study
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Figure 2.1: Traction-separation relation for fracture process (Tvergaard and Hutchin-
son, 1992)
the fracture toughness via a postulated critical opening displacement. Sha et al. (1995,
1997) modeled the fibrous structure of a craze zone by an anisotropic network of springs.
These works mainly focused on brittle failure of craze by the means of the standard linear
elastic fracture mechanics (Kinloch and Young, 1983; Williams, 1984). Hence, it can not
be used when large inelastic deformation of the bulk solids occurs because it can aﬀect
the stress distribution around the crazing zone. Improving the approach to include the
crazing mechanical response and the inelastic deformation in the bulk solids, Estevez
and van der Giessen (2000) studied the interaction between plasticity and crazing in
the crack growth by means of a complicated cohesive surface model to describe three
stages - initiation, widening and breakdown - of the crazing process. Landis et al.,
(2000) extended the static traction-separation law of Tvergaard and Hutchinson (1992)
into a rate dependent form to study velocity dependent fracture toughness of polymeric
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In the above, δ˙0 is a characteristic crack opening rate, q is the rate exponent of fracture
process zone and t0 (δp) represents the static form of the traction-separation law.
2.1.2 Cell element model
Cell element model was proposed by Xia and Shih (1995a, 1995b) to study the ductile
crack growth for metallic alloys. The ductile fracture in metallic alloys usually involves
several concurrent and mutually interactive mechanisms in multi-step processes: nu-
cleation of microscopic voids by decohesion of second-phase inclusions; growth of voids
induced by plastic deformation; localization of plastic flow and final tearing of the liga-
ments between enlarged voids (Fig. 2.2a). It is impractical to model these complicated
processes in detail. Hence, a continuum damage model is needed to describe the main
characteristic of these processes.
There is a well-documented history of eﬀorts aiming at developing a continuum dam-
age model for void growth in ductile fracture. The mechanical process of ductile growth
of cylindrical and spherical voids in plastic materials, initially put forth by McClintock
(1969) and Rice and Tracey (1969), showed the major parameters in the ductile fracture
process. A widely used porous material model for analyzing the ductile void growth was
developed by Gurson (1977). In the Gurson model, an internal variable, the void volume
fraction, is introduced to capture the growth of cavities and its concomitant influence
on material behavior. Tvergaard (1982) modified the Gurson model by introducing two
adjustment factors to account for the synergistic eﬀects of void interaction and strain
hardening.
In the works of Xia and Shih (1995a, 1995b), the material in the fracture process
zone is simulated as a layer of void-containing cells (Fig. 2.2b). These cells are em-
bedded within a conventional elastic-plastic continuum. The Gurson-Tvergaard porous
material model is used to describe the macroscopic stress-strain behavior of the cell ele-
ment. A microstructural length scale, thickness of fracture process zone, D, is naturally
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Figure 2.2: (a) Void nucleation, growth and coalescence in a material containing small
and large inclusions. (b) Cell model for hole growth controlled by large voids and
coalescence assisted by microvoids nucleated from small inclusions (Xia and Shih, 1995).
incorporated into the void nucleation, growth and coalescence process. The length scale
characterizes a length relevant to the fracture mechanism, which has a microstructural
basis. Furthermore, it can eliminate the mesh sensitivity for damage material model.
This approach showed great success in predicting model I crack growth in many appli-
cations (Xia and Shih, 1995b; Gao et al., 1999; Gullerud et al., 2002).
2.2 Rate dependent solids
The concept of rate-dependent void growth and coalescence in Chapter 1 provides key
insights into the fracture process in polymeric materials and metals (and alloys) at high
temperatures. How to interconnect the two processes - local separation involving rate-
dependent void growth and coalescence and time dependent inelastic dissipation in the
bulk solid - and study their relative contributions to the rate dependent fracture tough-
ness is an open issue. The cell element approach which can link the micromechanism
of the fracture process and continuum property of the material to the macroscopically
measured fracture resistance may give a better understanding of this issue. The present
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thesis investigates the fracture toughness in rate dependent solids by develop-
ing a porous nonlinear viscous material model oriented to the use of cell
element approach. For this purpose, material models for the rate dependent fracture
process and background material should be given first. For the background material, a
widely accepted power law creep model is employed. To simulate the rate dependent
void growth and coalescence in the fracture process zone, a micromechanics material
model is proposed.
2.2.1 Nonlinear viscous solids












Here n is the strain rate exponent, ˙0 the reference creep strain rate related to the







In the above, sij = σij − σmδij is the deviatoric stress with σm = σkk/3 signifying the








where E and ν are the Young’s modulus and Poisson’s ratio.
For metals and alloys at an elevated temperature, often greater than roughly half of
the absolute melting temperature, the inelastic behavior of uniaxial tension is usually
described in Fig. 2.3a for constant stress and Fig. 2.3b for constant strain rate (Riedel,
1987; Kassner and Hayes, 2003). Fig. 2.3 shows that three regions are delineated: stage
I, or primary creep where creep-rate (plastic strain-rate) is changing with increasing
plastic strain-rate or time; stage II, or steady-state creep where plastic strain-rate or
stress is constant over the range of strain; stage III, or tertiary creep where an increase
of strain rate or decrease of stress is observed. The power law creep relation (2.1)
describes the mechanical behaviors of metals and alloys at high temperature for stage
II. Ordinarily, this is the most important stage since the time to failure is determined
primarily by the strain-rate of steady-state creep (Riedel, 1987).
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Figure 2.3: Creep behavior of pure metals and alloys at high temperature (Kassner and
Hayes, 2003 )
Certain polymers exhibit pressure-sensitivity as well as softening after initial yield
and progressive rehardening at large strains. Some of these aspects are discussed in re-
cent works (see Estevez and van der Giessen, 2005, Cheng and Guo, 2007, and references
therein). In order to reduce the number of parameters of the material model and con-
centrate on rate eﬀects, the present thesis will adopt the power law creep relation (2.1)
to describe the mechanical behavior of polymeric materials which was used by Kramer
and Hart (1984), Kramer and Berger (1990) and Krempl and Khan (2003) 1.
We should mention that Eq. (2.1) is motivated by the creep plasticity (Kassner and
Hayes, 2003). The term “creep” as applied to plasticity of materials likely arose from
observation that at modest constant stress, at or even below the macroscopic yield stress
of the material (at a “conventional” strain rate), plastic deformation occurs over time.
1For glassy polymers, its viscoelastic behaviour is attributed to thermally induced rearrangement of
strands in a transient network of chains, whereas its viscoplastic response reflects sliding of junctions
with respect to their reference positions. Our study is confined to viscoelasticity eﬀect. It is useful to
model the glassy polymers with a power-law relationship (Kramer and Berger, 1991).
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The material model adopted in this paper is then rate-sensitive such that σ0 and ε˙0
appear to be the initial yield stress and strain rate. For the secondary power-law creep,
the uniaxial stress-strain relation also can be given by ε˙ = Bσn where B = ε˙0/σn0 .
2.2.2 Porous nonlinear viscous solids
Gurson (1977) developed an approximate model for ductile metals containing spherical
voids. Gologanu and Leblond (1994) extended the classical Gurson analysis of a hollow
rigid ideal-plastic sphere loaded axisymmetrically to an ellipsoidal volume containing
a confocal ellipsoidal cavity in order to define approximate models for ductile metals
containing non-spherical voids. Guo and Cheng (2002, 2003) extended the Gurson model
to incorporate vapor pressure as an internal variable. In these models, the matrix of
voided cell is assumed to be a rigid-plastic material2.
The aim of this section is to fill the gap and study void growth in power law creeping
solids. Following Gurson (1977), we take a thick-walled spherical shell as the starting
point of our derivation. To account for vapor pressure in certain polymeric materials
and methane pressure in hydrogen attack, we further assume that the porous solid is
infiltrated by internal pressure p (See Figure 2.4).
2.2.2.1 Macroscopic potentials
For the power-law creeping matrix, the stress σ and strain rate ε˙ can be described by

























, 1 ≤ n <∞ (2.4)
where σm is the mean stress and I is the unit tensor. As in Section 2.1, n (or m =
1/n) is the creep exponent; ˙0 and σ0 are the reference strain rate and reference stress
respectively.
Consider a macroelement of the porous creeping solid with volume V subjected to the
macroscopic stress Σ and strain rate E˙. When all the microvoids in the macroelement
2Tong et al. (1995) compared the viscoplasticity model of Becker and Needleman (1986) with their
finite element unit cell computation. Their results show that the model of Becker and Needleman can not
capture the behaviour for void growth in viscoplastic material in a wide range of triaxialities. This also
motivates us to study the void growth in power-law creeping solids based on homogenization method.
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Figure 2.4: The unit cell, a thick-walled spherical shell with inner radius a and outer
radius b, subjected to axisymmetric loading.





















Σ : E˙ = (1 +m)Φ = (1 + n)Ψ. (2.7)
In the above, VM is the volume occupied by the matrix.
When the microvoids are not traction-free but filled with water vapor of pressure
p, the above macroscopic constitutive relations remain valid if Σ in (2.6) and (2.7) is
replaced by Σ+ pI. For notational simplicity, p = 0 is assumed in what follows.
2.2.2.2 Axisymmetric cell
Figure 2.4 shows the axisymmetric unit-cell – a thick-walled spherical shell with in-
ner radius a and outer radius b, which has a void volume fraction f = (a/b)3 . With
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respect to the cylindrical coordinate system with orthonormal frames {eρ, eφ, ez} , the
axisymmetric cell is characterized by the macroscopic strain rates (E˙ρ, E˙ρ, E˙z) and the
work-conjugate stresses (Σρ,Σρ,Σz) , which define the invariant measures
E˙m = 13(2E˙ρ + E˙z), E˙e =
2
3 |E˙z − E˙ρ|,
Σm = 13 (2Σρ +Σz) , Σe = |Σz − Σρ| .
The present work next assumes E˙z ≥ E˙ρ.














ρ2 + z2 and θ = tan−1 (z/ρ) are the spherical coordinates. The eﬀective
microstrain rate, ˙e =
q
2















where ω = 2E˙m/E˙e and h (θ) = 1+3 cos 2θ. Substituting into (2.52) and neglecting the









































where 2F1 (a, b; c; z) is the Gaussian hypergeometric function. Herein the approximation
is the same as that employed by Gurson (1977).























which are highly nonlinear functions of ω through the hypergeometric function in (2.9).
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2.2.2.3 Average eﬀective stress
In light of the microscopic stress potential (2.3), an average eﬀective stress measure3 of











The trick is to construct the equation that is satisfied by σ¯.










































where η = (1 +m)
h
Φˆ (ω, f) / (1− f)
i1/(1+n)
. Equation (2.13) indicates that there exists
a bounding surface in the normalized stress space spanned by Σm/σ¯ and Σe/σ¯. A
Gurson-like loading function will follow if the parameter ω in (2.13) can be eliminated.
The resulting loading function is the defining equation of σ¯ (Σ, f ;m) .
2.2.2.4 Approximation of the loading surface
In some limiting cases, Eq. (2.13) can give simple explicit results:
















, Σe/σ¯ = 0 as ω →∞.
The last solution is exactly the same as that given by Wilkinson and Ashby (1975)
for spherically symmetric void growth in power-law creep materials under hydrostatic
loadings.
3 It is termed as the gauge factor in Leblond et al. (1994).
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On the other hand, when the material becomes rate-independent (i.e., m → 0),











= 1 + f2.













= 1 + f2
for a linear viscous solid (m = 1).




















= 1 + f2 − 2mf (2.14)
where β’s are given in (2.20). This equation encompasses all the four special cases
addressed above.
In sum, Eqs (2.61) together with (2.11) define the macroscopic (creep) strain rate,
in which σ¯ (Σ, f ;m) is implicitly determined by the loading function (2.14).
2.2.2.5 The constitutive law
Based on the previous work, the above derivation can be integrated for the constitutive
law for void growth in power-law creeping solids. In the main text including this section,
σ and ε˙ are employed to denote the macroscopic stress and strain rate, respectively
(in previous section, Σ and E˙ is empolyed respectivly). Introducing the generalized
macroscopic stress, t = σ+ p1 = s+(σm + p)1 such that te = σe and tm = σm+ p, the
macroscopic creep law can be summarized as follows







where σ¯ is an average eﬀective stress of the matrix, which is a function of the void volume
fraction, f, and the stress tensor, t. As shown in the Appendix, σ¯ can be implicitly
defined by a Gurson-like loading function

























































The macroscopic creep strain rate (2.15) can then be expressed in terms of the partial
derivatives of the loading function. Once z (te, tm, f, σ¯) is explicitly given, the creep
strain rate ε˙c and the average eﬀective stress σ¯ can be determined from (2.15) and
(2.16). These are supplemented by (2.2) which describes the elastic strain rate in the
fracture process zone as well as the background material.
























1 + f2 − 2mf
¢
(2.19)
where m = 1/n ranges from 0 to 1, and β’s are functions of m and f :
β1 =
ln f









































− (1 + f)2 .
Hence, the loading surface (2.19) reduces to the rate-independent Gurson flow potential
in the limiting case ofm = 0 and to the exact result for a linear viscous solid whenm = 1.
Within the range given by these limits, 0 < m ≤ 1, the loading surface (2.19) agrees
well with the finite element results for a thick spherical shell (see the FEM validation in
the Appendix A).
The evolution equation of the void volume fraction is given by
f˙ = (1− f) ε˙ckk (2.21)
which follows from the incompressibility of the creeping matrix.
2.3 Modeling of internal pressure
2.3.1 Vapor pressure in IC package
Surface-mount plastic encapsulated microcircuits (PEM) are susceptible to several types
of temperature- and moisture-induced package cracking during the reflow soldering
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process. This vulnerability arises from the hygroscopic nature of polymeric molding
compounds and adhesives used in fabricating PEMs. When these plastic packages en-
counter a humid environment, moisture is absorbed into pores and cavities of polymeric
materials as well as polymer/die interfaces. During reflow soldering, the entire plastic
package is heated to temperatures as high as 220-260◦C. These temperatures exceed
the glass transition temperatures, Tg, of the adhesives and molding compounds. At
such temperatures, the absorbed moisture rapidly vaporizes into steam, raising vapor
pressure to levels comparable to the yield stress of adhesives and molding compounds.
Vapor pressure-assisted void growth has been studied by Guo and Cheng (2002, 2003).
Using a rate-independent Gurson porous material model incorporating vapor pressure
eﬀects, they showed that high vapor pressure combined with high porosity causes severe
reduction in the fracture toughness (Cheng and Guo, 2003, Chew et al., 2005).
If the moisture in the void is fully vaporized, the internal pressure p may evolve
in accordance with the ideal gas law (Guo and Cheng, 2002, 2003). Under isothermal










which relates the current state (p, f) to the initial state (p0, f0). On the other hand, if
the moisture partially vaporizes, a two-phase situation exists. In this case, the internal
pressure could remain constant during subsequent void expansion. Both scenarios are
examined in the present thesis.
2.3.2 Methane pressure under hydrogen attack (HA)
Cr-Mo steels and plain carbon steels are often used in petrochemical industry under
hydrogen attack (HA) conditions. Accurate knowledge of methane pressure caused by
reaction of hydrogen with steels is essential for the modeling mechanical behavior of
steels under HA conditions. The equilibrium methane pressure can be determined by
thermodynamics (Odette and Vagarali, 1981; Pathasarathy and Shewmon, 1984; Schlögl
et al., 2000). The main points of calculation for the equilibrium methane pressure are
recapitulated here.
Let us begin with the Cr-Mo steels first. For alloy carbide type MxCy composed of
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Cr, Mo, V and Fe, the chemical reaction is
(CryCrMoyMoVyV FeyFe )xCy + 2yH2 = yCH4 + xyCrCr+ xyMoMo+ xyVV+ xyFeFe
where yCr, yMo, yV, yFe are the concentration parameters of Cr, Mo, V and Fe respec-
tively.
Chemical reaction under the constant temperature and pressure can be characterized
by ∆G ( the Gibbs energy on the right hand side minus that of left hand side of the
reaction equation). If ∆G = 0, the system is in equilibrium. The equilibrium condition
yields
yµCH4 + xyCrµCr + xyMoµMo + xyVµV + xyFeµFe − 2yµH2−µMxCy = 0 (2.23)
where µ represents the chemical potential and the subscript denotes the corresponding
material.







where µ0H2 represents the chemical potential of 1 mole of H2 in the standard state (where
pH2 = p
0 = 1 atm), pH2 denotes the hydrogen pressure, and R and Θ are the gas constant
and temperature respectively.
Under HA conditions, methane behaves as a non-ideal gas. The chemical potential







Here, µ0CH4 represents the chemical potential of 1 mole of CH4 in the standard state.
The metals Cr, Mo, V and Fe do not form separate phases and are dissolved in the
ferritic matrix. Therefore, their standard chemical potentials cannot be employed. But
sublattice model can be used to determine the chemical potentials of Cr, Mo, V and Fe
in ferritic matrix and carbide MxCy. The related thermodynamic data for sublattice
model were given in Schlögl et al. (2000).
For Cr-Mo steels, the methane fugacity fCH4 can be solved from the Eq. (2.23) with
the known chemical potentials for Cr, Mo, V and Fe in ferritic matrix and carbide MxCy.
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Odette and Vagarali (1981) suggested that the fugacity fCH4 can be directly related
to the methane pressure pCH4 through
fCH4 = pCH4 exp {C(Θ)pCH4 } (2.26)
where C(Θ) is the function of temperature which can be found in their paper. Then,
the methane fugacity can be converted to the methane pressure by (2.26). When the
void grows, decarburization will occur due to the continued supply of carbon atoms to
the growing cavity in order to maintain the equilibrium methane pressure.
The equilibrium methane pressure was reproduced in Fig. 2.4 for Cr-Mo steels. It
is observed that the equilibrium methane pressure diﬀers greatly for diﬀerent carbide
types at varying temperatures. Fig. 2.4 also shows that there is a significant diﬀerence
between hydrogen pressure and methane pressure at high hydrogen pressure range. For
certain carbide type, methane pressure can be 20 times of the hydrogen pressure.
For the plain carbon steels, there exists
fCH4 = K0 · p2H2
where






according to Odette and Vagarali (1981). The equilibrium methane pressure can be
easily obtained through (2.26) and (2.27). Detailed results were given in Odette and
Vagarali (1981).
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Figure 2.5: Methane pressure as a function of hydrogen pressure for several carbide
types of 2.25 Cr-Mo steels
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CHAPTER 3
STEADY-STATE CRACK GROWTH IN ELASTIC
POWER-LAW CREEP SOLIDS
Research scope
This chapter i) reproduces the crack tip field for steady-state crack growth in elastic-
nonlinear viscous solids; ii) predicts fracture toughness using the conventional approach
based on the critical strain over critical distance criterion; iii) makes a comparison
between the conventional approach and the cell element approach.
Main findings
The creep toughness curves based on finite element solution using a conventional ap-
proach (critical strain over critical distance criterion) exhibit mesh and size depen-
dence. In contrast, the toughness curves obtained by the cell element approach appear
to be robust and display trends that agree with experimental data. Moreover, by cou-
pling the fracture process zone to the surrounding nonlinear viscous matrix around the
growing crack, the cell element approach circumvents the issue of domain of validity of
singular crack tip fields. In this connection, the plane strain, mode I singularity field
of Hui and Riedel (1981) has been reproduced by the present full-field analysis. The
Hui-Riedel singularity has a limited range of validity for Mode I crack.
Extracts from this chapter can be found in Journal Papers [1,4].
3.1 Introduction
Loading rate strongly influences the mechanical behavior of polymers, especially for
conditions in the proximity of the glass transition temperature. Certain polymers can
experience considerable viscoelastic deformation under service conditions (and even at
room temperatures), and this can give rise to viscoelastic creep crack growth.
The mechanism of slow crack growth in polymeric material typically involves void
growth and coalescence in rate-dependent solids (cf. Chapter 1). A review article
on crack growth in viscoelastic solids has been given by Bradley et al. (1998). The
mechanics of crack growth in elastic-viscoplastic solids has been studied by Landis et
al. (2000). Employing a rate dependent cohesive law to model the fracture process
zone, their analyses of quasi-static steady-state crack growth under small scale yielding
showed that the fracture toughness can either increase or decrease with increasing crack
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velocity. The eﬀects of viscoelasticity can become even more pronounced under moisture
and high temperature assisted failure of IC packages during the reflow process (Guo and
Cheng, 2002; 2003).
Analysis of steady-state crack growth in purely elastic-nonlinear viscous solids was
initiated by Hui and Riedel (1981), who derived the near-tip stress and strain singularity
fields. To supplement the asymptotic analysis, numerical computation on steady-state
crack growth under plane strain, small scale condition was carried out by Hui (1983).
However, the latter study did not directly compare its numerical results with the Hui-
Riedel (HR) singularity fields (e.g. the angular distribution of the near-tip stresses).
Recently, Tang et al. (2007) used the cell element approach to examine rate ef-
fects on steady-state toughness of the homogeneous polymeric material. In their work,
the fracture process zone is modeled as a nonlinear viscous microporous solid described
by a Gurson-like micromechanics model while the background material is modeled as
an elastic-nonlinear viscous solid. The fracture process zone, comprising cell element,
attempts to capture key features of the process of rate dependent void growth and coales-
cence. The results shed some light on the crack velocity dependent fracture toughness
of polymeric material, as well as how the work of separation in the fracture process
zone and energy dissipation in the background material contribute to the macroscopic
fracture toughness.
In this chapter, a validation study of the computational scheme is first carried out
by comparing the full-field numerical solutions with the HR singularity fields (1981).
Using the full-field (and self-similar) solutions in conjunction with a conventional strain
criterion, the creep fracture toughness is computed . The cell element approach is then
employed to simulate steady-state crack growth in nonlinear viscous solids. Section 2
describes the problem formulation for steady-state crack growth. Section 3 presents
results for steady-state crack growth using a strain criterion. Attention in Section 4 is




In this section, the material model and numerical procedure for steady state crack growth
are presented.
3.2.1 Elastic power-law creep
The polymeric material is taken to be an elastic-nonlinear viscous solid with Young’s
modulus E and Poisson’s ratio ν (refer to Chapter 2). The viscous behavior obeys the
power-law creep (Eq. 2.1). The elastic strain rate is given by (Eq. 2.2).
3.2.2 Small scale yielding
Figure 3.1 a shows the computational model for steady-state crack growth in purely
nonlinear viscous solids with constant crack velocity a˙ under plane strain, small scale





is applied with the constant stress intensity factor, KI . Here (r, θ) are the polar co-
ordinates relative to the moving crack tip and σˆij is the universal function of stresses.
Under the mode II condition, the KI and σˆIij are replaced by corresponding KII and
σˆIIij respectively.
Under small scale yielding conditions, the mode I stress intensity factor KI is related





which is also the crack driving force. The condition for steady-state crack growth can
be stated as
Γss = J (3.3)
where Γss signifies the steady-state fracture toughness.
The finite element mesh is fixed with respect to the moving crack tip. For the mode
I loading, only the upper half plane needs to be analyzed taking advantage of the overall
symmetry. This is modeled by a large rectangular domain (Fig. 3.1b). While for the
mode II loading, the full mesh must be used to study the steady-state crack growth.
That is, the lower half plane, the symmetric part with the upper half plane along crack













Figure 3.1: (a) Steady-state crack growth in nonlinear viscous solids under small scale
yielding conditions with constant stress intensity factor KI and crack velocity a˙. (b)
Schematic of FEM model using conventional strain crack growth criterion imposed at χc.
(c) Schematic of FEM model using a layer of cell elements (of width D/2 — representing
half of the fracture process zone), which are placed both ahead of the crack and along
the crack flank
An iterative finite element solution procedure is adopted to solve the steady-state
problem, which is similar to that used by Dean and Hutchinson (1980) and Landis et
al. (2000). The finite element equations are derived from the principle of virtual work,
where inelastic strains can be integrated and represented as nodal forces on the right-
hand side. The solution of this problem is initiated by applying the linear elastic K-field
to the domain. (At the right side of the rectangular domain, the inelastic strain εcij is
set to zero). The inelastic strains are then computed by integrating the constitutive
relation along streamlines. Such integration becomes the starting point for iteration
towards the nonlinear solution for the elastic nonlinear viscous solids. This procedure is
repeated until convergence is achieved. The method of Peirce et al. (1984) is adopted to
integrate the constitutive law of elastic-nonlinear viscous solids by a modified backward
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Euler method. It has been implemented into commercial software ABAQUS (2002).
Throughout this chapter, the values assigned to the material parameters are σ0/E =
0.02, ν = 0.35 unless otherwise stated.
3.3 Creep toughness using strain criterion
In this section, a conventional critical strain criterion is applied on an element centered at
χc ahead of the crack (see Fig. 3.1b) to correlate the applied load with the crack velocity.
In the absence of a damage model involving a physical length scale, the small-scale
yielding full-field solution is self-similar. The nature of the full-field solution allows one
to examine mesh dependence of toughness-velocity curves derived from a conventional
strain criterion.
3.3.1 Validation of the Hui-Riedel field
A key step in our study is to validate our numerical procedure against the HR singularity
field of a slowly growing crack in a nonlinear viscous solid (Hui and Riedel, 1981). With
the assumption of balance between elastic and inelastic strain rate near the crack tip,






Σij (θ) , (3.4)
where αn is a numerical constant depending on n and Σij is the angular distribution
function of stress. For n ≤ 3, the asymptotic near-tip stress fields possess an inverse
square-root singularity.
Computations for n = 2 and 3 have been carried out. Results show that the near-tip
stress field does have an inverse square-root singularity.
Mode I Figs. 3.2-3.4 presented the results for strain rate exponent n = 4, 6, 10








is introduced. On the physical ground, the maximum creep zone extent attained at
θ = π/2 is a fraction of R (≈ 1/5) (see Hui, 1983). The plots in Fig. 2b are doubly
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Figure 3.2: Stress around the crack tip under plane strain mode I loading for n = 4.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
logarithmic such that the stress slopes measure the stress singularity.
Let us focus on the Figure 3.3 for middle creep exponent n = 6 first. Figure 3.3
displays the angular distribution of the near tip stresses (normalized by the maximum
σe). Observe that the computed angular distributions Σij (θ) (marked by symbols) are
in a good agreement with that given in (3.4) (marked by solid lines). As mentioned
earlier, the Poisson’s ratio is set to ν = 0.35 in all the FEM calculations throughout this
paper. However, the stress field (3.4) was derived for an incompressible solid (ν = 12).
This could explain the small diﬀerence between the two solutions for Σrr around 45◦.
Figure 3.3b plots the radial dependence of the tensile stress σ22 at θ = 0◦ and θ = 90◦.
Near the crack tip, the computed stress takes a slope of −1/5, which is consistent with
the theoretical singularity in (3.4). It can also be seen that the Hui-Riedel field (3.4)
has a limited range of dominance, less than about R/1000.
Figs. 3.2 and 3.4 showed results for n = 4 and n = 10 respectively similar to Fig.
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Figure 3.3: Stress around the crack tip under plane strain mode I loading for n = 6.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
3.3. It can be seen that the size of Hui-Riedel field dominant zone for n = 10 is larger
than that of n = 4. It suggests that the zone of Hui-Riedel singularity dominance
increases with the increasing creep exponent n. When creep exponent n approaches 3,
the zone of Hui-Riedel singularity vanishes. Hence, it can be expected that smaller creep
exponent corresponds to smaller Hui-Riedel singularity zone from the limiting trends.
Note that angular distribution of stress components of σe for n = 10 in Fig. 3.4 becomes
flat. It can be explained that the results of high creep exponent approach solution for
elastic-perfectly plastic material because of low rate sensitivity.
Mode II Let us direct to steady-state crack growth in purely nonlinear viscous solids
under mode II condition in this section.
Fig. 3.5a shows the angular distribution of normalized stress by maximum σe for
n = 4. Figure 3.5b displays the radial dependence of shear stress σ12 at θ = 0◦ and
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Figure 3.4: Stress around the crack tip under plane strain mode I loading for n = 10.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
θ = 90◦ for n = 4. Results for n = 6 and n = 10 are displayed in Figure 3.6 and Figure
3.7 respectively. The noteworthy feature of crack tip fields of mode II is that maximum
eﬀective stress is at θ = 0◦. However, for mode I case, the maximum eﬀective stress
lies in the range of 40◦ to 60◦ depending on the creep exponent. By Comparing with
the results of mode I case in Figs. 3.3-3.4, it can be concluded that the dominant zone
of Hui-Riedel singularity is much larger than that of the model I case at θ = 0◦ and
θ = 90◦.
Whether the mode I or mode II loading, the present computations show that the
dominant zone of Hui-Riedel depends on the crack speed. With the increase of crack
speed, the zone of Hui-Riedel singularity will enlarge.
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Figure 3.5: Stress around the crack tip under plane strain mode II loading for n = 4.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
3.3.2 Mesh and size eﬀects
A crack growth criterion is required to relate the steady-state crack growth rate a˙ to the








conventional strain criterion can be phrased as e = c over a critical distance χc. In the
present numerical procedure, a steady-state solution is obtained when the inelastic strain
e, averaged over an element centered at χc ahead of the crack, reaches the prescribed
critical value c. This section is confined to the mode I case aiming at comparison with
mode I results of cell element approach in Chapter 4.
Figure 3.8 presents the four toughness-velocity curves for c = 0.01 based on com-
puted eﬀective strain at the second, third, fourth and fifth elements ahead of the crack,
respectively. For a highly rate sensitive solid (n = 4), the toughness-velocity curves ex-
hibit significant mesh dependence in the low crack velocity regime, a˙/ (˙cχc) = 10
2−105.
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Figure 3.6: Stress around the crack tip under plane strain mode II loading for n = 6.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
At higher crack velocities, the four curves converge. For the case with lower rate sensi-
tivity (n = 6), the computed solutions are practically indistinguishable from one another
— as they should be given in that the full-field solutions are self similar.
In light of the behavior at low crack velocities, the sensitivity of the toughness-
velocity curves is further studied to element locations ahead of the crack. To this end,
the computations for c = 0.02 is repeated . Figure 3.9 shows toughness-velocity curves
based on the computed strains at the second, third, fourth and fifth elements. For the
higher value of c = 0.02, the curves display strong mesh dependence for both n = 4
and n = 6.
Guided by the trends shown in Figs. 3.8 and 3.9, fifth element ahead of the crack
is chosen to apply the conventional strain criterion for crack growth. Accordingly, the
toughness-velocity curves for the respective values of c = 0.01 and c = 0.02, with
n = 4, 6, 10 are presented in Fig. 3.10.
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Figure 3.7: Stress around the crack tip under plane strain mode II loading for n = 10.
(a) Comparison of angular distribution of normalized stress components Σij with HR
singularity. (b) Radial dependence of normal stress σ22 at θ = 0◦ and θ = 90◦.
It is noteworthy that in the high crack velocity regime, the computed creep toughness
exhibits a power-law function of the crack speed a˙. This trend is similar to that observed
by Hui and Riedel (1981) for a mode III crack (through deduction from their asymptotic
analysis).
3.4 Concluding remarks
In this chapter, a finite element computation has been carried out for steady-state crack
growth in elastic nonlinear viscous solids. It provides some insights into rate-dependent
fracture toughness in polymeric material. Two approaches are employed in this chap-
ter. One used the conventional criterion of critical viscoelastic strain c over a critical
distance χc, and the other used the cell element approach of Xia and Shih (1995) for
the fracture process zone. In the latter micromechancis modeling, the rate-dependent
fracture process zone is represented by a microporous strip of cell elements. These cell
elements are described by a Gurson-like micromechanics model recently proposed for
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Figure 3.8: Toughness-velocity curves applying critical strain c = 0.01 at diﬀerent
mesh points. (a) n = 4; (b) n = 6.
void growth in power-law creeping matrix Tang et al. (2007).
The creep toughness curves based on finite element solution using a conventional
critical strain over critical distance criterion exhibit mesh and size dependence. In
contrast, the toughness curves obtained by the cell element approach appear to be
robust and display trends that agree with experimental data (see references in Tang et al.
(2007)). Moreover, by coupling the fracture process zone to the surrounding nonlinear
field of the growing crack, the cell element approach circumvents the issue of domain
of validity of singular crack tip fields. The latter has be addressed in a conventional
crack growth criterion of the sort employed in Section 3. In this connection, the plane
strain, mode I singularity field of Hui and Riedel (1981) is compared against the present
full-field analysis. It is found that the Hui-Riedel singularity has a limited range of
validity.
The next chapter will proceed to the cell element approach. The disadvantage of
traditional method in this section is shown with comparison with cell element approach
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Figure 3.9: Toughness-velocity curves applying critical strain c = 0.02 at diﬀerent
mesh points. (a) n = 4; (b) n = 6.
in Chapter 4.
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Figure 3.10: Toughness-velocity curves applying critical strain c over critical distance




RATE EFFECT ON TOUGHNESS IN ELASTIC
NONLINEAR VISCOUS SOLIDS
Research scope
This chapter i) employs the foregoing developed micromechanics model together with
cell element approach to study the velocity dependent toughness in elastic nonlinear
viscous solids under mode I, small scale yielding conditions; ii) examines the competi-
tion between the rate dependent work of separation in the process zone and the energy
dissipation in the bulk material and how such competition aﬀects the relationship be-
tween fracture toughness and crack velocity.
Main findings
Computational simulations were successfully performed for crack velocities spanning
more than 6 orders of magnitude. These simulations show that: i) a rate-dependent
material can exhibit two regimes of behavior — one in which toughness increases with
crack velocity and another where toughness decreases. The existence of these regimes
appears to be related to the material’s strain rate sensitivity as well as its porosity; ii)
how the size of the creep zone depends on crack growth rate. iii) eﬀects of initial void
volume fraction in the fracture process zone on the fracture toughness are analyzed;
iv) the influence of vapor pressure on toughness is examined for two scenarios - ideal
gas and two-phase situation.
The computational simulations predict the experimentally obtained fracture toughness
vs. crack velocity data for glassy polymers and rubber-modified epoxies (Atkins et al.,
1975; Döll, 1983; Du et al., 2000). The crack velocities for glassy polymers ranged
from 10−5 mm/s to 102 mm/s while those for rubber-modified epoxy were of the order
of mm/s.
Extracts from this chapter can be found in Journal Papers [1].
4.1 Introduction
Chapter 1 has addressed that crazing in glassy polymers and cavitation in rubber mod-
ified polymeric materials are two crack growth mechanisms that have been studied ex-
tensively. Both mechanisms involve the process of void growth and coalescence in rate
dependent polymeric solids.
Several experimental studies also have shown that the fracture toughness of certain
polymers and polymer-based materials do not have a unique trend with respect to crack
velocity (e.g. Atkins et al., 1975; Scott et al., 1980; Döll, 1983; Du et al., 2000). In certain
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velocity regimes, toughness increases with crack velocity and in others it decreases with
crack velocity. Webb and Aifantis (1995) have argued that both regimes can exist in the
same material. Landis et al. (2000) studied crack growth in elastic-viscoplastic solids
employing a rate dependent cohesive law to model the fracture process zone. Their
analyses of quasi-static steady-state crack growth under small scale yielding showed
that the macroscopic toughness can either increase or decrease with increasing crack
velocity.
In this chapter, a micromechanics model, derived for vapor pressure assisted void
growth in a nonlinear viscous material, is proposed to study crack velocity dependent
fracture toughness (see Chapter 2). Crack advance by void growth is treated as a rate
dependent mechanism. Computational results are presented for a range of strain rate
sensitivity including highly rate sensitive and less rate sensitive polymeric materials.
The results for crack velocities, spanning more than six orders of magnitude, pertain to
crack growth regimes where inertial eﬀects can be neglected. Figure 4.1 is a schematic
of a computational model for a steady-state analysis of Mode I crack growth under
plane strain conditions in small scale yielding. Adopting the cell element approach
proposed by Xia and Shih (1995), the fracture process zone is represented by a row
of void-containing cell elements placed ahead of the crack as well as along the crack
flank (see Fig. 4.1). Such cell elements with relevant length scales are governed by
a micromechanics-based constitutive relation for a porous solid. Section 2 introduces
a material model for a porous solid and the bulk material surrounding the fracture
process zone. Section 3 describes a procedure for the steady-state crack growth analysis
under small-scale yielding. In Section 4, the micromechanics-based constitutive model in
conjunction with the cell element approach is employed to study strain rate and porosity
eﬀects on fracture toughness—crack velocity relationship. Comparisons of numerical
simulations and experimental results are provided in Section 5.
4.2 Material model
In this chapter, the background material is governed by conventional constitutive laws,
e.g., elastic, elastic-plastic, or viscoelastic. By contrast, the fracture process zone is
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Figure 4.1: (a) Schematic of craze-like microporous zone surrounding a crack growing
steadily under small-scale yielding conditions. (b) Finite-element mesh showing a layer
of void-containing cell elements that form the fracture process zone.
initiation, growth and coalescence (Xia and Shih, 1995). While the fracture processes are
typically rate-dependent for the polymeric materials of interest here, some have argued
that linear elasticity might oﬀer a better description of the bulk polymer for temperatures
well below the glass transition temperature. When the background material is prescribed
to be linear elastic, the approach adopted in this work can be viewed as embedding a
rate-dependent mechanism for crack growth into a Dugdale approach. In this regard,
crack growth in viscoelastic solids employing a Dugdale-type model has been reported
in the literature — see Bradley et al. (1998) for a review. The viscoelastic constitutive
model for the background material is taken as elastic power low creep. The constitutive
law for porous viscoelastic solids that form the fracture process zone is presented (cf.
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Chapter 2).
4.3 Simulation of steady-state crack growth
A quasi-static plane strain analysis is carried out for a semi-infinite crack propagating
at constant velocity a˙ under mode I loading. With constant crack growth velocity in
the x direction, any rate quantity can be related to the spatial derivative with respect




Under small-scale yielding, the stress field far away from the crack tip is governed





where (r, θ) are the polar coordinates relative to the moving crack tip and σˆij is the
universal function of stresses (Eq. 3.1 in Chapter 3). The mode I stress intensity factor





which is also the crack driving force (Eq. 3.2 in Chapter 3). The condition for steady-
state crack growth can be stated as
J = Γss (4.4)
where Γss signifies the steady-state fracture toughness.
The steady-state crack growth problem is depicted in Figure 4.1. Taking advantage
of the overall symmetry, only the upper half plane of the boundary value problem needs
to be analyzed. This is modeled by a rectangular domain with outer dimensions of the
order of 8, 000D. The finite element mesh, comprising 3200 quadrilateral elements, is
fixed with respect to the moving crack tip. Along the remote boundary of the domain,
the stress field (3.1) with constantKI is applied. Motivated by the cell element approach
developed by Xia and Shih (1995) and Xia et al. (1995), the steady-state fracture process
zone, with half width D/2, is modeled by a single row of cell elements placed ahead of
the crack and along the crack flank (see Figure 4.1). The inelastic response of the cell
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elements is governed by our proposed constitutive relation described in Chapter 2. The
background material surrounding the process zone obeys an elastic power-law viscous
relationship given by (2.1) and (2.2).
An iterative finite element solution procedure is adopted to solve the steady-state
problem. Our procedure is similar to that used by Dean and Hutchinson (1980) and
Landis et al. (2000). The finite element equations are derived from the principle of
virtual work, where the inelastic strains can be integrated and represented as nodal
forces on the right-hand side. The solution of this problem is initiated by applying the
elastic K-field to the domain. (At the right side of the rectangular domain, the inelastic
strain εcij is set to zero and the porosity f takes the initial value f0). The inelastic
strains as well as the porosity are then computed by integrating the constitutive relation
along streamlines. Such integration becomes the starting point for iteration towards the
solution for the elastic nonlinear viscous background solid and the growing voids in the
FPZ. This procedure is repeated until convergence is achieved. The modified backward
Euler method of Peirce et al. (1984) is adopted to integrate the constitutive relations
for the FPZ and the bulk material.
4.4 Results and discussion
Microscopic observations of fracture surfaces in polymers have been reported by Kinloch
et al. (1986) and Du et al. (2000). The fracture surfaces consist of dimples separated
by flat, seemingly brittle ligament failures. The void volume fraction is nearly constant
throughout the process zone and this is indicative of a significant regime of steady-
state crack growth. A critical porosity of 17% has been estimated from the size of the
dimples (Du et al., 2000). Guided by this observation, a critical void volume fraction
criterion for crack advance under steady-state conditions is adopted, viz. f = fE. In
particular, fE = 0.2 is chosen. During the iterative solution of the steady-state problem,
the applied KI is adjusted until the average void volume fraction over the first element
at the crack tip reaches fE. Computational studies by Shih and Xia (1995) on the cell
element approach have demonstrated that toughness depends strongly on f0 and less so
on fE .
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Dimensional analysis suggests that the steady-state toughness Γss depends on di-















The thickness of the steady-state process zone, D, enters explicitly as a scaling length.
Experimental studies showed that the width of the process zone is only weakly dependent
on the crack velocity a˙ and can be regarded as a material constant. For crack growth
in a rubber-modified epoxy, Du et al. (2000) showed that the nominal width of the
process zone is greater than 50 µm (see Fig. 6 therein). For crazing, D represents the
craze zone thickness, ranging from 0.1 µm to 5 µm (Kambour, 1973; Döll, 1983). In
some polymeric systems, the thickness of fracture process zone may change with the
crack velocity. For such systems, D can be considered as representative of the average
thickness.
Analyses are performed for several parameters of particular interest: a˙/ (˙0D), n,
and f0. The values assigned to the other parameters are σ0/E = 0.02, ν = 0.35 and
p = 0, unless otherwise stated. The small scale yielding condition is maintained by
controlling the size of the zone, dominated by accumulated inelastic strains, to less than
5% of the outer dimensions of the domain. In the light of the earlier work of Hui and
Riedel (1981), our parametric study focuses on n > 3.
Attention is now directed to studying the eﬀect of strain rate sensitivity n on the
steady-state toughness. In this set of calculations, the same rate sensitivity is prescribed
to both the fracture process zone as well as the background material. A process zone
with low initial porosity, f0 = 0.01 is considered first. Figure 4.2a plots the steady-state
macroscopic toughness as a function of crack velocity, the latter encompassing six orders
of magnitude. Results are presented for highly rate-sensitive materials, n = 4, 5, and 6,
and a lower rate-sensitive material n = 10. For high rate sensitivities, it can be seen that
the fracture toughness does not have a unique trend with respect to the crack velocity.
For n = 4, the toughness curve transits from a negative slope to a positive slope in
the interval a˙/ (˙0D) = 104 and 105. By contrast, the computed toughness increases
monotonically with increasing crack velocity for low rate sensitivity, n = 10. Similar
trends are also observed for a process zone with higher porosity, f0 = 0.05 — see Figure
4.2b.
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Firstly, it is useful to compare the trends in 4.2b with those in Figure 3.10. The
comparison suggests that a conventional strain criterion for crack growth in Figure 3.10
can reproduce some of the toughness trends obtained from a micromechanics model
based on void growth and coalescence using cell elements here. The connection between
the two approaches can be made by identifying the pair of correspondences of χc ∼ D
and c ∼ fE . Taking note of the above observation, the cell element computations is
repeated using a diﬀerent cell size to explore the mesh and size (block size of the FEM
model) eﬀects on the toughness-velocity curves. The computed solutions displayed no
significant changes. In this regard, the cell element approach appears to be much more
robust than the conventional strain criterion.
4.4.1 Competition between work of separation and background dissipation
Under steady-state crack growth, two dissipative processes contribute to the overall work
rate,
Γss = Γf + Γb (4.6)
Here Γf represents the intrinsic toughness defined by the work of separation in the FPZ,
and Γb the extrinsic toughening contribution from energy dissipation in the background
material (with a small contribution from the stored elastic energy in the wake). To gain
some insight into the relative contributions of the intrinsic and extrinsic toughening in
diﬀerent velocity regimes to the macroscopic toughness, it is helpful to consider two
cases in which the response of the background material is diﬀerent from that of the
FPZ.
For the first case, the background material is prescribed to be purely elastic (εcij = 0)
while the FPZ is rate-dependent. This facilitates a study of crack velocity eﬀects on the
intrinsic toughness, Γf . In the absence of energy dissipation in the background material,
Γss = Γf (4.7)
The toughness-velocity curves are computed using the process zone parameters described
in Fig. 4.2b. The results for a purely elastic background material are displayed in Figure
4.3a. Observe that (i) the macroscopic toughness is a monotonically increasing function
of the crack velocity and (ii) toughness increases more rapidly for high rate sensitivity,
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Figure 4.2: Steady-state toughness Γss/σ0 as a function of the crack velocity a˙/ (˙0D)
for several strain rate exponents and σ0/E = 0.02. (a) f0 = 0.01; (b) f0 = 0.05.
n = 4 and 5. Both behaviors can be explained by the enhanced resistance to void growth
related to strain-rate strengthening of the microporous strip at high strain rates. The
results in Fig. 4.3a are of particular interest for several reasons. They exhibit trends
that were experimentally observed for crack growth in amorphous polymers such as
PMMA — see Fig. 2 in Bradley et al. (1998) as well as references therein. Moreover,
the combination of an elastic bulk material and a rate-dependent FPZ can be viewed as
an extended Dugdale approach (reviewed by Bradley et al. 1998) which incorprates a
rate-dependent micromechanism of crack growth.
To study crack velocity eﬀects on energy dissipation in a rate-dependent background
material, it is desirable to employ a rate-independent FPZ. By trial and error, n = 25
was found to provide an adequate approximation to the rate-independent case (n→∞)
as well as being computationally eﬃcient for the range of crack velocity and material
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Figure 4.3: Steady-state toughness as a function of the crack velocity for f0 = 0.05 and
σ0/E = 0.02. (a) Elastic background material and rate-dependent fracture process zone.
(b) Rate-dependent background material and rate-independent fracture process zone.
parameters considered here. For a rate-independent FPZ,
Γss = Γ0 + Γb (4.8)
where Γ0 represents the rate-independent intrinsic toughness.
Figure 4.3b plots the toughness-velocity curves for background material, obeying
(2.2) and (2.1), for several strain rate exponents: n = 4, 5, 6 and 10. Since Γ0 can be
taken to be a material constant, the macroscopic toughness curves suggest that Γb is a
decreasing function of crack velocity. For crack velocities greater than about a˙/ (˙0D) =
103, all four toughness curves converge to a single value, which is practically independent
of the crack velocity as well as the rate sensitivity of the background material. The
‘residual’ toughness value is indicative of the rate-independent intrinsic toughness Γ0.
(The small slope can be attributed to using n = 25 to represent a rate-independent
FPZ).
At this point, it may be noted that the two processes — void growth in the FPZ and
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energy dissipation in the background material — are nonlinearly coupled. While it is
not possible to construct the macroscopic toughness-crack velocity curves using results
of the type in Figure 4.3, the results provide indications of the relative contributions
Γf and Γb in diﬀerent crack velocity regimes as well as oﬀer insights on the U-shaped
macroscopic toughness-velocity curves.
4.4.2 Inelastic zone size and crack velocity
To gain a better understanding of energy dissipation in the background material, how
inelastic zone size is aﬀected by crack velocity is examined. To this end, the background
material is taken to be elastic nonlinear viscous in this and the rest of this section.
Its strain rate exponent is the same as that for rate-dependent fracture process zone.
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The accumulated inelastic strain, c =
R
˙cdt, of a particle X at the current position x,
can be integrated spatially from right (at x =∞) to left:










via the steady-state relationship of coordinates: x = X − a˙t.
Figure 4.4a displays the contour maps for accumulated inelastic strains of 2%, in the
vicinity of the crack tip, for diﬀerent crack velocities for a highly rate sensitive material.
These plots pertain to n = 4 and f0 = 0.05 in Fig. 4.2b. It can be seen that the spatial
extent of the inelastic zone decreases dramatically when the crack velocity, a˙/ (˙0D) ,
increases from 103 to 104. For crack velocities greater than about 104, the inelastic zone
size is negligible.
To study this aspect more systematically, the maximum inelastic zone height in the
wake region is denoted by hw. Figure 4.4b plots the normalized zone height, hw/D,
against the crack velocity, a˙/ (˙0D) , for n = 4, 5 and 6, with f0 = 0.05. For n = 4,
hw/D is about 400 at a˙/ (˙0D) = 103, and it practically vanishes at a˙/ (˙0D) = 104. For
moderate rate sensitivity of n = 6, the inelastic zone size is relatively small and is a
slowly decreasing function of crack velocity. This behavior explains the unique trend of
the toughness-velocity curve for n = 6 in Figure 4.2b.
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Figure 4.4: (a) Contour plots of the accumulated inelastic strain, c = 0.02, for several
crack velocities and n = 4. (b) The normalized inelastic zone height in the wake region,
hw/D, vs. the crack velocity for several strain rate exponents.
Figure 4.4 shows that at high crack velocities, there is insuﬃcient time for inelastic
strains to spread across the background material. This results in lower levels of energy
dissipation in the background material. By contrast, the high crack velocities drive high
strain rates in the FPZ which in turn induce strain-rate strengthening. This elevates
the work of separation in the process zone.
4.4.3 Eﬀects of initial void volume fraction
The eﬀects of initial porosity on fracture toughness-velocity curves are taken up next.
Three levels of initial porosity, f0 = 0.001, 0.01 and 0.05, are considered together with
two strain rate exponents, n = 4 and 10 (the same strain rate exponent is employed for
the FPZ and the background material). Figure 4.5 shows that the steady-state fracture
toughness generally decreases with increasing f0. This trend has been observed for
rate-independent elastic-plastic materials (e.g., Xia and Shih, 1995). For a highly rate
50
Figure 4.5: Steady-state toughness as a function of the crack velocity for several initial
void volume fractions and σ0/E = 0.02. (a) n = 4; (b) n = 10.
sensitive material, n = 4, all three porosities display U-shaped toughness-crack velocity
behavior to varying degrees (see Fig. 4.5a). With low rate sensitivity, n = 10, the
U-shaped behavior is found only for f0 = 0.001 (see Fig. 4.5b).
Figure 4.6 further demonstrates the eﬀects of porosity on Γss. Toughness as a function
of f0 are plotted for three crack velocities, a˙/ (˙0D) = 103, 104 and 105, and two strain
rate exponents, n = 6 and 10. Attention is directed to the n = 10 case in Fig. 4.6b. For
fixed a˙/ (˙0D), one can see that toughness decreases as f0 increases. A closer examination
of the three curves at the same f0 reveals interesting trends. For f0 < 0.005, the
toughness decreases with increasing crack velocity. This corresponds to the left part of
the U-shaped curve of toughness vs. crack velocity (see curve labeled f0 = 0.001 in Fig.
4.5b). A diﬀerent trend is observed for f0 > 0.005. Here, the fracture toughness is a
monotonically increasing function of the crack velocity. As noted earlier, this can be
attributed to strain-rate strengthening in the FPZ dominating energy dissipation in the
bulk material.
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Figure 4.6: Steady-state toughness as a function of the initial void volume fraction for
several crack velocities. (a) n = 6; (b) n = 10.
Landis et al. (2000) computed the toughness-crack velocity curves for steady-state
crack growth in an elastic viscoplastic material. They employed a phenomenological
rate dependent traction-separation law with parameters that can be calibrated using
micromechanical void cell computations. Their simulations show that fracture toughness
can either increase or decrease with increasing crack velocity. The plots of toughness
vs. σˆ in Fig. 4.6 of Landis et al. (2000) bear resemblance to those shown in the present
Fig. 4.6, if a connection is made between σˆ in their traction-separation law and f0 in
the present work.
It may be noted that U-shaped fracture toughness-crack velocity curves were also
obtained in steady-state dynamic crack growth computations for elastic-viscoplastic ma-
terials by Freund et al. (1986) and Kumar et al. (1992). These results are based on a
near-tip energy release-rate criterion or a strain/stress criterion for steady-state crack
growth.
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Figure 4.7: Steady-state toughness as a function of the crack velocity for several vapor
pressure levels; n = 6 and σ0/E = 0.02. (a) f0 = 0.01; (b) f0 = 0.05.
4.4.4 Eﬀects of vapor pressure
Vapor pressure eﬀects on toughness-crack velocity relationship is examined for a moder-
ately rate sensitive material, n = 6. Figure 4.7a presents results for f0 = 0.01. The solid
line labeled p/σ0 = 0 (zero vapor pressure) is included for comparison purpose. This
curve displays a U-shaped trend. The solid curves labeled p/σ0 = 0.5 and 1 show vapor
pressure eﬀects on toughness-crack velocity relationship under the assumption that the
pressure is maintained throughout the growth of the void. For p/σ0 = 1, the computed
toughness is a monotonically increasing function of the crack velocity. Vapor pressure
eﬀects are less pronounced when the ideal gas law assumption is invoked — see dashed
line labeled p0/σ0 = 1.
Figure 4.7b shows toughness-crack velocity behavior for a larger initial porosity,
f0 = 0.05. In all the cases considered, toughness is a monotonically increasing function
of the crack velocity. It appears that vapor pressure eﬀects are most pronounced at low
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crack velocities. In the vicinity of a˙/(˙0D) = 103, an increase in p/σ0 from 0 to 1 causes
a ten-fold drop in toughness (compare solid lines in Fig. 4.7a as well as those in Fig.
4.7b). At higher velocities, a˙/(˙0D) = 105, the reduction is significantly smaller.
4.5 Comparison with experimental results
Crack growth in glassy polymers by crazing has been studied by several authors (e.g.
Atkins et al., 1975; Scott et al., 1980; Döll, 1983; Brown, 1991; Sha et al., 1995).
The craze structure consists of a network of multiple voids and polymer fibrils. While
crazing is generally thought to proceed in three stages — (i) initiation; (ii) widening; (iii)
breakdown of fibrils — much more attention has been directed to the latter stages of
crazing. For example, Brown (1991) studied the fibril breakage through a mathematical
description of local fibril peak stress near the crack tip. Sha et al. (1995, 1997) modeled
fibrous structure of a craze zone with an anisotropic network of springs still focusing on
fibril rupture. Some studies suggest initiation of crazing and widening of the craze zone
is caused by nucleation and growth of microvoids accompanying a meniscus instability
mechanism (e.g. Argon and Hannoosh, 1977). Based on void growth and coalescence,
Tijssens and van der Giessen (2002) proposed a possible mechanism for cross-tie fibril
generation in crazing of amorphous polymer. It appears that more work is needed to
gain a better understanding of the three diﬀerent stages of crazing (Estevez and van der
Giessen, 2005). The latter studies suggest that voiding plays an important role in the
early stages of craze zone formation.
Figures 4.8a and 4.8b direct attention to crack growth by crazing in glassy polymers.
In Fig. 4.8a, the experimentally obtained toughness vs. crack velocity for PMMA at
room temperature (marked by open circles) is plotted. This is taken from Atkins et
al. (1975) (see Fig. 13 therein). Figure 4.8b shows the experimental toughness data
of a commercial grade PMMA from Döll (1983) (see Fig. 10 therein). The predicted
toughness-crack velocity curves using our computational model are also shown in Fig.
4.8a and 4.8b. The solid line is computed by prescribing the same rate sensitivity, n,
for both the FPZ and the surrounding background material. The dash line is computed
for a rate-sensitive FPZ and a purely elastic background material (i.e. the dash line
can be regarded as an extended Dugdale model prediction). Both figures show good
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Figure 4.8: Experimental data for glassy polymers (PMMA) are marked by open circles.
The computational simulations are obtained for two types of background material —
nonlinear viscoelastic (solid lines), and purely elastic (dash lines). (a) Atkins et al.
(1975); (b) Döll (1983).
agreement between the experimental toughness data and FEM simulations over a wide
range of crack velocities. The material parameters used in our numerical simulations
are provided in Table 4.1.
Figure 4.9 addresses rubber modified epoxies in which cavitation of the rubber par-
ticles is the mechanism of crack growth. The experimental toughness data is taken from
Du et al. (2000) for rubber-modified epoxy (see Fig. 12 therein). The predicted tough-
ness curve (solid line, n = 6 for both FPZ and background material) is based on the
material parameters shown in the last row of Table 1. Some support for these values
can be found in studies by Cardwell and Yee (1993). While it has been suggested that
toughening and rate-dependence originates from cavitation and growth of the rubber
particles, they argued that plastic dilatation and the shear yielding of the epoxy matrix
also contribute to rate-dependence and toughening of rubber-modified epoxy. Indeed,
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Figure 4.9: Experimental data for rubber modified epoxy from Du et al. (2000) are
marked by open circles. The solid line is obtained by computational simulations for
nonlinear viscolelastic background material and fracture process zone.
Table 4.1: Material properties/parameters used in Figs. 4.8-4.9.
E (GPa) ν n ˙0 (s−1) σ0 (MPa) D (µm) f0
Fig. 4.8a (solid line) 2.5 0.35 10 2.5× 10−4 50 4.0 0.014
Fig. 4.8a (dash line) 2.5 0.35 14 1.11× 10−3 50 9.02 0.01
Fig. 4.8b (solid line) 2.5 0.35 7 2.6× 10−5 50 3.78 0.05
Fig. 4.8b (dash line) 2.5 0.35 8 1.03× 10−5 50 6.16 0.05
Fig. 4.9 (solid line) 2.6 0.35 6 6.0× 10−2 26 52.5 0.06
our simulations indicate that reduced plasticity (related to strain rate eﬀects) in the
background material oﬀers a plausible explanation for toughness to decrease with in-
creasing crack velocity, as measured by Du et al. (2000). In the simulation for the
comparison with the experiments, the material parameters, Young’s modulus, Poisson
ratio and the yielding stress is taken from the corresponding experiments. The reference
strain rate lies in the range listed by Gibson and Ashby (1995). The microstructural
parameters D and f0 are the fitting parameters.
4.5.1 Concluding remarks
In this chapter, the constitutive equation (see Chapter 2), which takes into account
porosity and strain rate sensitivity, can be used to study rate-dependent void growth,
a mechanism of crack advance in some polymeric materials as well as metals. Creep
crack growth in metals under K-controlled and C∗-controlled regimes is the subject of a
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subsequent study. The present chapter addresses crack growth in polymeric materials.
An approach developed by Xia and Shih (1995) is adopted in which the fracture
process zone is modeled by a layer of void-containing cell elements. In the present work,
the porous material in the process zone is governed by the constitutive relation proposed
in Section 2.2 and the Appendix A. The cell element computational model has two mi-
crostructural parameters — the process zone width D and the initial void volume fraction
f0. Both parameters can be calibrated by matching computational simulations against
a set of experimental data. Computational simulations were successfully performed for
crack velocities spanning more than 6 orders of magnitude. These simulations show that
a rate-dependent material can exhibit two regimes of behavior — one in which toughness
increases with crack velocity and another where toughness decreases. The existence of
these regimes appears to be related to the material’s strain rate sensitivity as well as its
porosity.
In Section 5, it has been shown that the computational simulations can predict
fracture toughness vs. crack velocity data for glassy polymers and rubber-modified
epoxies (Atkins et al., 1975; Döll, 1983; Du et al, 2000). The crack velocities for glassy
polymers ranged from 10−5 mm/s to 102 mm/s while those for rubber-modified epoxy
were of the order of mm/s. It is noteworthy that the values of the fitted material
parameters, including D and f0, in Table 1 appear to be consistent with those typically
associated with the material systems under consideration.
The cell element approach as formulated assumes that the primary mechanism for
crack advance is rate-dependent void growth. In this sense, the present model appears
to better suit for earlier stages of craze growth in glassy polymers and cavitation induced
failure in rubber-modified epoxies. With respect to modeling the latter stage of craze
growth, it may be necessary to augment the cell element with a failure criterion based on
a critical stretch for craze fibril breakdown. Notwithstanding the simplicity of the pro-
posed model, the good agreement between computational simulations and experimental
toughness data is encouraging.
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CHAPTER 5
MODE MIXITY AND NONLINEAR VISCOUS
EFFECTS ON TOUGHNESS OF INTERFACE
Research scope
This chapter i) examines the steady-state crack growth at interfaces joining polymeric
materials and hard substrates by using the developed micromechanics model together
with cell element approach; ii) predicts the resistance to velocity dependent quasi-static
debonding under small-scale yielding conditions.
Main findings
The interface fracture toughness of a nonlinear viscoelastic material/rigid solid can
exhibit a non-monotonic U-shaped trend as a function of crack velocity. It depends
on competition between viscoelastic dissipation in the background material and work
of separation in the fracture process zone under the influence of mode mixity.
The interface toughness vs. mode mixity curves are not symmetric, giving rise to a
minimum. The minimum interface toughness and corresponding mode mixity increase
with crack velocity. The increase of interface toughness with the increasing mode
mixity results from the viscoelastic dissipation outside of the fracture process zone.
The non-monotonic fracture toughness vs. initial yield stress in some experiments
(Kinloch and Young, 1983) has been explained by taking into account the rate eﬀects.
For the non-monotonic U-shaped curve of fracture toughness vs. crack velocity, there
exists a minimum of interface fracture toughness Γ∗ss with the corresponding crack ve-
locity a˙∗. Γ∗ss and a˙
∗ are shown to be a strong function of mode mixity, rate sensitivity
and initial void volume fraction. It has also been shown that increasing mode mixity
can cause the increase of Γ∗ss and a˙
∗. High rate sensitivity as well as low initial volume
fraction can also elevate Γ∗ss and a˙
∗.
The present computational simulation shows a good agreement with two experimental
toughness data (Conley et al., 1992; Korenberg et al. 2004).
Extracts from this chapter can be found in Journal Papers [3].
5.1 Introduction
The debonding of an interface between a polymeric material and a stiﬀer substrate
can compromise the reliability and long term durability of devices for electronic appli-
cations. For example, the delamination of polymer-Si interfaces is frequently observed
during surface mounting of electronic packages onto the printed circuit board under high
temperatures in IC package industry (Omi et al., 1991). To gain a better understanding
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of interface delamination in these applications, it would appear that one would have to
take into account the time-dependent behavior of polymers as well as mixed mode and
rate eﬀects on the process of delamination.
Experimental studies on interface crack growth have been widely reported in the
literature for polymers bonded to stiﬀ substrates (e.g. Conley, et al., 1992; Liechti and
Wu, 2001; Korenberg et al., 2004). These studies suggest that delamination typically
involves the process of void growth and coalescence, on the scale of microns, at the
interface. Further examination of fracture surfaces shows that such surfaces consist
of dimples separated by flat, seemingly brittle ligament failures (Creton et al., 1992;
Liechti and Wu, 2001). These studies point to the significant role of cavity growth and
coalescence in the delamination of interfaces. Among other things, certain experiments
report data in which the fracture toughness is a non-monotonic function of the crack
velocity (e.g. Korenberg et al., 2004).
Rate-dependent debonding at an interface between a fiber-reinforced polymer and
a hard substrate has been studied using a cohesive zone model (Roy et al., 2006).
Their work demonstrates the strong influence of rate-dependence of the cohesive zone
on the relationship between the work of fracture and speed of debonding. In an ear-
lier study, Tvergaard and Hutchinson (1993) employed a cohesive zone model with a
rate-independent traction separation law to compute the crack growth resistance for
bimaterial interface delamination. This work clarified the contribution of separation en-
ergy at the interface vis-à-vis plastic dissipation in the material surrounding the interface
to the macroscopic fracture toughness. Computational studies on interface delamination
taking account of void growth mechanism and vapor pressure eﬀect were made by Cheng
and Guo (2003) and Chew et al. (2005), using an extended rate-independent Gurson
model (Guo and Cheng, 2002, 2003). They showed that accelerated void growth and
coalescence caused by vapor pressure can greatly reduce the fracture toughness.
In this chapter, the crack velocity-dependent interface toughness is studied for an
elastic nonlinear viscous solid bonded to a rigid substrate. Continuing along the line of
the study of Tang et al. (2007), rate-dependent void growth is incorporated into the
modeling of the interface fracture process zone (FPZ). This is eﬀected by utilizing the
cell element approach proposed by Xia and Shih (1995). In this approach the FPZ is
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represented by a row of void-containing cell elements placed ahead of the crack as well
as along the crack flank (see Fig. 5.1). Such cell elements, with size scales relevant to
the failure mechanism, are governed by a micromechanics-based constitutive relation.
Surrounding the array of cell elements is the background material which can be described
by conventional constitutive relations. The constitutive relations for the background
material and the FPZ are discussed Section 2. Included here is the boundary layer
formulation for small-scale yielding under plane strain conditions. Section 3 describes the
numerical procedure employed to solve the steady-state interface crack growth problem.
Interface toughness for crack velocities spanning more than six orders of magnitude and
a range of mode mixity are presented in Sections 4 to 7. Section 8 concludes this chapter.
5.2 Problem formulation
Figure 5.1 shows the schematic of an interface crack between two dissimilar materials.
The material above the interface is an elastic nonlinear viscous solid with Young’s mod-
ulus E, Poisson’s ratio ν and yielding stress σ0. The material below is taken to be elastic
with Young’s modulus, Es and Poisson’s ratio, νs. As shown by elastic-plastic analyses
of bimaterial interfaces (Shih and Asaro 1988; Tvergaard and Hutchinson, 1993), the
computed plastic zones and interface toughness are not strongly aﬀected by neglecting
the elasticity of the stiﬀer substrate. Moreover, assuming the lower half space to be rigid
greatly facilitates the computations by reducing the set of parameters as well as the size
of the computational model. Hence, lower half space is taken to be rigid in the present
study. The elastic bimaterial K-fields are applied at distances that are large compared
to the size of the inelastic zones.
5.2.1 Small scale yielding















σ˜IIij (θ, ) (5.1)
where K is the complex stress intensity factor, i in the power function of r is the
imaginary number, Re and Im are the real and imaginary part of complex arguments,
and the polar coordinates (r, θ) relative to the crack tip are defined in Fig. 1. The
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Figure 5.1: Schematic of the steady-state crack growth along bimaterial interface under
small scale yielding conditions with the constant complex stress intensity factor, K =
KI + iKII .
angular stress functions σ˜Iij and σ˜
II
ij can be found in (Shih, 1991). The oscillation index















1− ν . (5.3)
The mode mixity ψ, a measure of shear stress relative to normal stress at the interface,




















where Γ0 is the work of separation at fracture, approximated as Γ0 = σ0D (see, e.g.,
Cheng and Guo, 2003). As shown in Fig. 1, D is the thickness of the steady-state
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fracture process zone. For crack growth in a rubber-modified epoxy, Du et al. (2000)
showed that the nominal width of the process zone is greater than 50 µm. For crazing
of polymeric material, D represents the craze zone thickness, ranging from 0.1 µm to 5
µm (Kambour, 1973; Döll, 1983). With the above choice of L, ψ measures the relative
proportion of shear to normal stress on the interface at a distance from the crack tip
comparable to the inelastic zone size.
A quasi-static plane strain analysis is carried out for a semi-infinite crack propagating
at constant velocity a˙ along the bimaterial interface. Due to assumption of lower rigid
substrate, only the upper half plane needs to be analyzed. It is modeled by a large
rectangular domain with the outer dimensions of 16, 000D. The finite element mesh is
fixed with respect to the moving crack tip. Along the remote boundary of the domain,
the stress field (5.1) is applied with constant |K|. The steady-state process zone as
formulated next is represented by a layer of cell elements. This cell element approach
assumes that the primary mechanism for crack advance is rate-dependent void growth.
5.2.2 Rate dependent material model
In this chapter, the background material can be governed by conventional constitutive
laws, e.g., elastic, elastic-plastic, or viscoelastic. By contrast, the fracture process zone
is represented by cell elements which models micromechanism of separation, e.g., void
initiation, growth and coalescence (Xia and Shih, 1995). While the fracture processes are
typically rate-dependent for the polymeric materials of interest here, some have argued
that linear elasticity might oﬀer a better description of the bulk polymer for temperatures
that are well below the glass transition temperature. When the background material
is prescribed to be linear elastic, the approach adopted in this work can be viewed as
embedding a rate-dependent crack growth mechanism into a Dugdale-type approach
(Dugdale, 1960). The viscoelastic constitutive models for the background material and
the fracture process zone have been presented (cf. Chapter 2 and appendix).
5.3 Steady-state crack growth
For steady-state crack growth in the x direction, any rate quantity can be related to the






An iterative finite element solution procedure is adopted to solve the steady-state prob-
lem, which is similar to that used by Dean and Hutchinson (1980) and Landis et al.
(2000). The finite element equations are derived from the principle of virtual work, in
which inelastic strains can be integrated as the right-hand force. The solution of this
problem is initiated by applying the elastic K-field to the domain (At the right side of
the rectangular domain, the inelastic strain εcij is set to zero and the porosity f takes
the initial value f0). Nonzero inelastic strains as well as the porosity are then computed
by integrating the constitutive law along streamlines in the x direction. Such integra-
tion becomes the starting point for iteration towards the nonlinear solution for elastic
nonlinear viscous materials. This procedure is repeated until convergence is achieved.
A modified backward Euler method is adopted to integrate the constitutive relations for
the fracture process zone and the bulk solid.
Guided by experimental observations (e.g. Kinloch et al., 1986; Du et al., 2000), a
critical void volume fraction criterion is employed for crack advance under steady-state
conditions, viz f = fE. In particular, fE = 0.2 is chosen. During the iterative solving
of the steady-state problem, the applied |K| is adjusted until the average void volume
fraction over the first element at the crack tip reaches fE. Computational studies by
Shih and Xia (1995) on the cell element approach have demonstrated that toughness
depends strongly on f0 and less so on fE.









for elastic-rigid substrate system. The condition for steady-state crack growth can be
stated as
J = Γss (5.8)
where Γss signifies the steady-state toughness.
Dimensional analysis suggests that the steady-state toughness Γss depends on di-














Thickness of the steady-state process zone, D, enters explicitly as a scaling length.
Under steady-state crack growth, two components contribute to the overall work,
Γss = Γf + Γb (5.10)
where Γf represents the intrinsic toughness defined by the work of separation in the FPZ,
and Γb the extrinsic toughening contribution from inelastic dissipation in the background
material (and a small contribution from the stored elastic energy in the wake).
Attention is directed to the eﬀects of ψ, n and σ0/E on interface toughness over a
range of crack velocities. Unless otherwise stated, the material parameters σ0/E = 0.02,
ν = 0.35 are assumed. The small scale yielding condition is maintained by controlling
the maximum spatial extent of the accumulated inelastic strain (comparable to σ0/E)
to within 5% of the outer dimensions of the domain.
5.4 Elastic background material with rate-dependent process
zone
In this section, the fracture process zone is modeled by rate-dependent cell elements
while the background material is taken to be purely elastic. For this case, only the work
of separation in the FPZ, Γf , contributes to the steady-state toughness Γss.
5.4.1 Mode mixity eﬀect
To study mode mixity eﬀects, a fracture process zone with moderate strain-rate sen-
sitivity n = 6 is chosen. Figure 5.2 displays the normalized steady-state toughness,
Γss/ (σ0D) , as a function of mode mixity ψ for several crack velocities. Observe that
the interface toughness-mode mixity curves are not symmetric relative to the phase an-
gle ψ = 0◦. The minimum toughness is typically attained at the positive range of phase
angles. As the crack velocity increases, minimum toughness is found at larger values of
the phase angle. For example, when the crack velocity is a˙/ (˙0D) = 108, the minimum
toughness is located at about ψ = 45◦— see Fig. 5.2a for f0 = 0.01. A similar trend is
observed in Fig. 2b for f0 = 0.05. The locations of these minima are quite diﬀerent from
those reported in the literature for rate-independent elastic-plastic materials. While
these interface toughness vs. mode mixity curves are also asymmetric, their minima lie
in the vicinity of ψ = 0◦ (Tvergaard and Hutchinson, 1993).
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Figure 5.2: Schematic of the steady-state crack growth along bimaterial interface under
small scale yielding conditions with the constant complex stress intensity factor, K =
KI + iKII .
Figure 5.2 also shows that the interface toughness under negative shear, ψ < 0, is
higher than that for positive shear ψ > 0. This behavior suggests that negative shear is
more eﬀective in suppressing void growth in the fracture process zone and hence elevate
the fracture toughness.
5.4.2 Strain-rate eﬀect
Attention is directed to the strain-rate eﬀects on the relationship between interface
toughness and crack velocity. Delamination at polymeric/silicon interfaces in electronic
packaging typically occurs near mode II dominated phase angles. As such, ψ = 45◦
is chosen. Figure 5.3 shows the steady-state interface toughness for four strain rate
exponents, n = 4, 6, 10, and 25.
Observe from Fig. 5.3 that the computed interface toughness is a monotonically
increasing function of the crack velocity. This trend has been observed experimentally
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Figure 5.3: Steady state toughness as a function of crack velocity for several strain rate
exponents with σ0/E = 0.02, ψ = 45◦. (a) f0 = 0.01; (b) f0 = 0.05. The background
material is purely elastic.
by Conley et al. (1992). Such behavior has also been reported for crack growth in
homogenous polymeric materials — see Tang et al. (2007) for computational simulations
as well as for additional references to experimental results. Tang et al. (2007) have
argued that as the crack velocity increases, voids grow in a strain-rate strengthened
microporous strip. As a result, the work to rupture a unit cell in the fracture process
zone increases for fast growing crack, thereby elevating the fracture toughness.
The above argument can also be corroborated by comparing toughness-velocity
curves for high rate sensitivity, n = 4, 6 with those for low rate sensitivity, n = 10, 25.
The former curves lie well above the latter over a wide range of crack velocities. The
absence of strain-rate strengthening is evident for the nearly rate-independent process
zone, n = 25. Here the increase of toughness with crack velocity is negligible.
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5.5 Rate-dependent background material and process zone
In this section, the rate-dependent background material obeys the elastic nonlinear vis-
cous relation described in Section 2. With attention on moderate strain-rate sensitivity,
n = 6, for both the FPZ and the background material, Figure 5.4 plots the steady
state toughness vs. mode mixity for several crack velocities. Observe that the interface
toughness-mode mixity curves are also asymmetric. The minimum toughness increases
with crack velocity. At the same time, the minima of the toughness curves shift to higher
phase angles. While a similar trend can be seen in Fig. 5.2, it is more distinct in Fig.
5.4.
By comparing the toughness values in Figs. 5.2 and 5.4, one could infer that at
high crack velocity, e.g. a˙/ (˙0D) = 108, the work of separation in the FPZ is the
main contributor to the macroscopic fracture toughness. At the lower velocity, e.g.
a˙/ (˙0D) = 104, the energy dissipation in the background material is dominant. These
observations can be confirmed in connection with discussion on rate-independent FPZ
in the next section.
5.5.1 Maps of inelastic zones
To gain a better understanding of energy dissipation in the background material, how
inelastic zone size is aﬀected by mode mixity and crack velocity is first examined. To this
end, we consider three phase angles: ψ = −30◦, 0◦, 45◦. In the interest of space, results
are presented for background material and FPZ of moderate rate sensitivity n = 6, with
f0 = 0.01.
Figure 5.5a shows the contours of the accumulated inelastic strain c = 0.005 around
the interface crack for a˙/ (˙0D) = 107. Of the three mode mixity, the positive shear
ψ = 45◦ generates the largest inelastic zone size and ψ = 0◦ the smallest. The case
of negative shear ψ = −30◦ lies between them. One other feature is worth noting. In
contrast to ψ = 0◦, −30◦, positive shear (ψ = 45◦) induces a creep zone that extends
well ahead of the crack tip.
Figure 5.5b plots the normalized inelastic zone height in the wake region, hw/D, vs.
the crack velocity a˙/ (˙0D) for ψ = −30◦, 0◦, 45◦. It can be seen that the inelastic zone
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Figure 5.4: Steady-state toughness as a function of mode mixity for several crack ve-
locities with σ0/E = 0.02, n = 6. (a) f0 = 0.01; (b) f0 = 0.05.
size is a decreasing function of crack velocity. This behavior supports an earlier obser-
vation that background energy dissipation decreases as crack speed increases. Another
point can also be made by comparing the creep zones in Fig. 5.5a for ψ = −30◦ and 45◦
with the respective toughness values shown in Fig. 5.4a — see curve for a˙/ (˙0D) = 107.
It is clear that a large inelastic zone size does not necessarily imply large fracture re-
sistance. One can also infer that negative shear is more eﬀective in suppressing void
growth in FPZ and this contributes to a larger work of separation. The end result is a
higher overall toughness value.
It is useful to examine the eﬀective stresses around the growing crack at two typical
crack velocities, a˙/ (˙0D) = 105 and 107, for n = 6 and f0 = 0.01. Figure 5.6a displays
contours of the eﬀective stress σe/σ0 = 1.0 at a˙/ (˙0D) = 105 for ψ = −30◦, 0◦, 30◦.
When the remote load shifts from negative to positive shear, the zone size of the eﬀective
stress increases. For ψ = 30◦, the contour encompasses a large zone ahead of the crack,
implying large energy dissipation in the background material.
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Figure 5.5: (a) Contour plots of the accumulated inelastic strain, c = 0.005; (b) the
normalized inelastic zone height in the wake region, hw/D, vs. the crack velocity for
several mode mixity for f0 = 0.01, n = 6, and a˙/ (˙0D) = 107.
Figure 5.6b shows contours of the eﬀective stress σe/σ0 = 1.0 at a˙/ (˙0D) = 107
for ψ = −30◦, 0◦, 30◦, 45◦. The contours for ψ = −30◦ and 0◦ are similar to those
at a lower crack velocity (a˙/ (˙0D) = 105). However as the phase angle shifts towards
positive angles, the contour maps display an unusual feature. The contour for ψ = 30◦
terminates at the crack flank with a surprising tail. This tail is even more distinct for
ψ = 45◦. This phenomenon appears to depend nonlinearly on the crack velocity and
mode mixity.
5.5.2 Mode mixity eﬀect
Figure 5.7 displays the steady-state interface toughness vs. crack velocity for two dif-
ferent initial void volume fractions and several phase angles ranging from −30◦ to 40◦.
f0 = 0.01 is discussed first in Fig. 5.7a. Observe that all four toughness vs. crack
velocity curves do not have a unique trend with respect to the crack velocity. It can
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Figure 5.6: Contour plots of the eﬀective stress σe/σ0 = 1.0 around the growing crack for
several mode mixity with n = 6 and f0 = 0.01: (a) a˙/ (˙0D) = 105; (b) a˙/ (˙0D) = 107.
also be seen that the toughness curve for ψ = −30◦ lies well above those for positive
phase angles. At high crack velocities, a˙/ (˙0D) ≥ 107, an interesting feature develops.
The toughness curves for positive phase angles, ψ ≥ 0, appear to converge towards a
single curve. A similar behavior can also be detected in Fig. 5.7b for f0 = 0.05. At this
higher level of initial porosity, a diﬀerent behavior is also observed. For ψ = −30◦ and
0◦, toughness is a monotonically increasing function of crack velocity.
To sum up, U-shaped toughness-crack velocity curves are obtained over a wide range
of mode mixity. Indeed such behavior has been observed experimentally for interface
crack growth in strain rate dependent polymers bonded to hard substrate (Korenberg
et al., 2004). While this behavior also appears to be prevalent in the course of this
study, toughness that increases monotonically with crack velocity are found under some
conditions, e.g. ψ ≤ 0, and for higher initial porosity, e.g. f0 = 0.05.
The factors contributing to U-shaped toughness-crack velocity curves arise from the
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Figure 5.7: Steady state toughness as a function of crack velocity for several mode
mixity with σ0/E = 0.02, n = 6. (a) f0 = 0.01; (b) f0 = 0.05.
competition between energy dissipation in the background material and work of sepa-
ration in the FPZ (Tang et al., 2007). As the crack velocity increases, voids grow in a
strain-rate strengthened microporous strip thereby elevating the work of separation. By
contrast, viscoelastic dissipation in the background material decreases as crack velocity
increases. In the regime where the work of separation dominates, interface toughness
increases with increasing crack velocity. In the regime dominated by viscoelastic dissi-
pation, interface toughness decreases with crack velocity. The latter behavior has also
been reported experimentally by Saulnier et al. (2004).
For U-shaped curves of fracture toughness vs. crack velocity, the minimum fracture
toughness and the corresponding crack velocity by Γ∗ss and a˙
∗ is denoted respectively.
It can be seen from Fig. 5.7 that Γ∗ss and a˙
∗ increase with ψ for positive shear. The
behavior of the minima of the toughness curves appears to be related to high (positive)
mode mixity enhancing both the energy of separation in the FPZ and energy dissipation
in the background material.
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5.5.3 Strain rate and viscous eﬀects
Figure 5.8 displays the steady-state interface toughness vs. crack velocity for four levels
of strain-rate sensitivity: n = 6, 7, 8, 10. The phase angle is fixed at ψ = 30◦. The U-
shaped behavior in Fig. 5.8a is more distinct and this can be attributed to the low initial
porosity f0 = 0.01. Low initial porosity means that more work is required to separate
the voided material in the FPZ. That is, a larger amount of energy of separation, Γf , is
brought into the competition with the energy of dissipation in the background material,
Γb. At the same time, strain rate sensitivity enhances the competition between Γf and
Γb to the overall toughness, e.g. see toughness curve for n = 6. Also observe that the
rising and falling parts of the toughness curve for n = 6 are much sharper than those
for n = 10. Such rate eﬀects are moderated by a higher porosity f0 = 0.05, resulting in
flatter U-shaped curves as found in Fig. 5.8b. With low rate sensitivity, n = 8 and 10,
the work of separation in the FPZ becomes dominant, and results in toughness slowly
increasing with crack speed. This behavior is similar to the one shown in Fig. 5.3b for
n = 10 (for crack growth in an elastic background material).
5.5.4 Yield strain eﬀects
Guided by the experimental results (Kramer and Berger, 1990; Döll et al., 1983), σ0
is associated in our material model with the initial yield stress of polymeric material
exhibiting yield-like behavior. The results presented thus far pertain to (normalized)
initial yield strain σ0/E of 0.02 which is typical for some polymeric materials. To explore
yield strain eﬀects, results for σ0/E = 0.01 and 0.04 are presented next.
Figure 5.9 displays toughness vs. crack velocity curves for materials exhibiting dif-
ferent initial yield strains. In the low crack velocity range, a˙/ (˙0D) < 105, high yield
strain results in lower toughness. This shielding eﬀect is similar to that observed for
rate-independent elastic-plastic material (Cheng and Guo, 2003). (In the limiting case
a˙ → 0, the present computational results can reduce to those for rate-independent
elastic-plastic material). However, a diﬀerent trend is observed at high crack velocities
— high yield strain results in high toughness.
In the mid range of crack velocities, interface toughness is a non-monotonic function
of yield strain. This behavior is consistent with the work reported by Kinloch and
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Figure 5.8: Steady state toughness as a function of crack velocity for several strain-rate
exponents at ψ = 30◦ with σ0/E = 0.02, n = 6. (a) f0 = 0.01; (b) f0 = 0.05.
Young (1983, p.311). This may be explained by that at higher initial yield stress involve
a smaller plastic zone in a intermediated crack velocity regime. They tested several
polymeric materials and showed that the fracture toughness is a non-monotonic function
of yield stress.
5.6 Comparisons with experiments
Korenberg et al. (2004) measured interface fracture toughness vs. crack velocity using an
adhesively-bonded tapered double-cantilever beam specimen with monotonically loaded
tests. The adhesive employed in their experiment is hot-cured, rubber toughened epoxy-
paste adhesive based upon a diglycidyl ether of bisphenol. The substrate is steel (Grade
BS 970 070M55). The experimental data of toughness vs. crack velocity, shown in Fig.
5.10a, is taken from their Fig. 3 of their paper.
Conley et al. (1992) have studied the crack growth at a viscous adhesive/glass
interface. A four-point flexure apparatus coupled with an inverted optical microscope
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Figure 5.9: Steady state toughness as a function of crack velocity for three initial yield
strains, σ0/E = 0.01, 0.02 and 0.04, at ψ = 0◦ with n = 6, f0 = 0.05.
Table 5.1: Material properties for experimental comparison in Figs. 5.10a-b




σ0 (MPa) D (µm) f0
Fig. 10a 2.6 0.35 6 2× 10−4 52 1.02 0.01
Fig. 10b 0.26 0.35 6 0.32× 10−4 5.2 0.1 0.01
was used to characterize the fracture toughness of a urethane acrylate/glass interface.
The experimental toughness data, shown in Fig. 5.10b, is taken from their Fig. 7.
Figure 5.10a and 5.10b plot the computed interface toughness vs. crack velocity
(represented by solid lines) against the two sets of experimental data (marked by open
circles). The material parameters used to generate the simulations are summarized in
Table 5.1. One can see that the simulated toughness curves are in a good agreement
with the experimental data. It is also worth noting that calibrated values of the model
parameters used in the simulation are consistent with values reported in experimental
observations. It should also be added that in generating the toughness curve displayed
in Fig 5.10b, the background material is assumed to be linear elastic. This is motivated
by the fact that the experiments involve thin adhesive layer of urethane acrylate joined
to thick and stiﬀ substrates.
In the simulation for the comparison with the experiments, the material parameters,
Young’s modulus, Poisson ratio and the yielding stress is taken from the corresponding
experiments. The reference strain rate lies in the range listed by Gibson and Ashby
(1995). The microstructural parameters D and f0 are the fitting parameters.
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Figure 5.10: Comparison with experimental results. The solid lines are the present
FEM results of bimaterial computation. The open circles are the experimental data
from: (a) Korenberg et al. (2004); (b) Conley et al. (1992).
5.7 Discussion on rate-independent fracture process zone
In this section, the crack velocity eﬀect on energy dissipation in a rate-dependent back-
ground material is examined. Here it is obviously desirable to employ a rate-independent
FPZ. By trial and error, n = 25 was found to provide an adequate approximation to
the rate-independent case (n→∞) as well as computationally eﬃcient for the range of
crack velocity and material parameters considered here. For rate-independent FPZ, the
macroscopic steady-state toughness is
Γss = Γ0 + Γb
where Γ0 represents the intrinsic toughness from rate-independent FPZ. As defined
previously, Γb is the extrinsic toughening contribution from inelastic dissipation in the
background material.
Using a nearly rate-independent FPZ (n = 25), crack growth is simulated in a rate
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Figure 5.11: Steady-state toughness as a function of crack velocity with rate-dependent
background material (n = 6) and rate-independent fracture process zone: (a) f0 = 0.01;
(b) f0 = 0.05.
dependent background material n = 6 , and two initial porosities, f0 = 0.01 and 0.05.
Figure 5.11 displays the toughness-velocity curves for three mode mixity, ψ = −30◦, 0◦,
45◦. In low crack velocity regime, the toughness (with primary contribution from Γb)
is shown to be a decreasing function of crack velocity. In high crack velocity regime,
the toughness curves with diﬀerent phase angles appear to converge to ‘residual’ values.
This ‘residual’ toughness value is indicative of the rate-independent intrinsic toughness
Γ0 for the prescribed mode mixity.
Direct attention to the toughness curves for ψ = −30◦ and 45◦ in Fig. 11. Relative
to ψ = 45◦, it can be inferred that ψ = −30◦ induces lower energy dissipation in the
background material at low crack velocity and comparable residual toughness at high
crack velocity. This observation can be used to interpret the toughness curves in Fig.
5.4. It appears that the higher toughness for ψ = −30◦ (compared to that for ψ = 45◦)
arises from the work of separation in the FPZ.
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5.8 Concluding remarks
In this chapter, crack growth at the interface between an elastic nonlinear viscous solid
and a rigid substrate has been studied by a micromechanics-based constitutive law for
porous nonlinear viscoelastic solid. The cell element approach is adopted in which the
FPZ is modeled by an array of cell elements placed at the interface. The cell element
is governed by the aforementioned constitutive law. As formulated, the computational
model assumes that the primary mechanism for interface crack advance is rate-dependent
void growth.
The present computation oﬀers some insights on the relationship between interface
fracture toughness and crack velocity. In one regime, interface toughness can be a
decreasing function of crack velocity. In another, it can be an increasing function of crack
velocity. Sometimes both behaviors are found over diﬀerent ranges of the crack velocity
in the same bimaterial. These diﬀerent behaviors reflect the competition between energy
dissipation in the viscoelastic background material and the work of separation in the
rate-sensitive FPZ. The competition is also aﬀected by mode mixity and strain rate
sensitivity, as well as the initial porosity of the FPZ.
In this chapter, the above competition is addressed using three computational mod-
els: (i) elastic background material with rate dependent process zone; (ii) rate-dependent
background material and process zone; (iii) rate dependent background with rate inde-
pendent process zone (see the appendix). These models can contribute to our under-
standing of mode mixity and rate eﬀects on the relationship between interface toughness
and crack velocity. As a rule, when the work of separation dominates over background
energy dissipation, toughness increases with crack velocity. In contrast, toughness de-
creases when background energy dissipation is dominant.
For the non-monotonic U-shaped curve of fracture toughness vs. crack velocity,
there exists a minimum of interface fracture toughness Γ∗ss with the corresponding crack
velocity a˙∗. Our studies show that Γ∗ss and a˙
∗ are strong functions of mode mixity, rate
sensitivity and initial void volume fraction. In particular, it has been argued that higher
mode mixity can raise Γ∗ss and shift a˙
∗ to the right.
Notwithstanding the simplicity of present computational model, the good agreement
between computational simulations and experimental toughness data is encouraging
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(Conley et al., 1992; Korenberg et al. 2004). This study also oﬀers a plausible ex-
planations for experimental results showing that fracture toughness is a non-monotonic
function of yield stress (Kinloch and Young, 1983).
78
CHAPTER 6
C∗ CONTROLLED CREEP CRACK GROWTH BY
GRAIN BOUNDARY CAVITATION
Research scope
This chapter i) studies the C∗ controlled steady-state creep crack growth under the
extensive creep conditions for creep rupture of polycrystalline metals and alloys at high
temperature; ii) checks competition between the rate dependent work of separation
in the process zone and the energy dissipation in the bulk material and how such
competition aﬀects the relationship between fracture toughness and crack velocity
under mode I, extensive creep conditions; iii) quantitatively calculates the hydrogen
induced toughness drop.
Main findings
This chapter shows that the convergent C∗ value under steady-state conditions is not
a monotonic function of crack velocity but an inverted U-shaped curve. This curve
is the consequence of the competition between work of separation in the process zone
and creep dissipation in the background material. It is also demonstrated that the rate
sensitivity (or creep exponent) and initial void volume fraction have great influence on
the peak fracture toughness and the corresponding crack velocity.
For steels under hydrogen attack, internal methane pressure can greatly reduce the
steady-state creep toughness. In addition, the model predictions have been verified
and showed a good agreement with several experimental results of creep crack growth
in some steels.
Extracts from this chapter can be found in Journal Papers [2].
6.1 Introduction
Creep rupture of polycrystalline metals and alloys at high temperature has long been
of interest. The primary mechanism of creep rupture is well known to be growth and
coalescence of voids on the grain boundaries. Voids can nucleate at the grain boundary,
subsequently grow by creep of the adjacent grains in combination with grain boundary
diﬀusion driven by applied loading and residual stress. In particular conditions such as
hydrogen attack, internal pressure within the voids can greatly accelerate void growth.
When cavities have become so large, the coalescence of neighboring cavities can form
microcracks which will propagate along the grain boundary (cf. Chapter 1).
The creep of polycrystalline metals and alloys surrounding the grain boundary is
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associated with time-dependent plasticity at the elevated temperature. This time-
dependent creep behavior can cause the fracture toughness to depend on the creep
crack growth rate. Numerous experimental studies have been conducted to correlate
the crack growth rate with mechanical parameters such as elastic stress intensity fac-
tor KI , nominal stress on the crack ligament and the contour integral C∗ analogous to
the J-integral used for elastic-plastic fracture; see, for example, Saxena et al. (1984),
Riedel and Wagner (1984), Nikbin et al. (1984), Wasmer et al. (2006) and Kim et
al. (2006). Theoretical and computational studies are mainly focused on the crack tip
analysis (Hui and Riedel, 1981; Ainsworth, 1982) and the simulation of creep crack ini-
tiation (Tvergarrd, 1986; Sester et al., 1997; Onck et al., 2000). In this chapter, the C∗
controlled creep crack growth is studied by grain-boundary cavitation. Void growth and
coalescence along the grain boundary is described by a micromechanics-based constitu-
tive model proposed for porous nonlinear viscous solid (Tang et al., 2007). Numerical
simulation of steady-state creep toughness vs. crack velocity is performed for a wide
range of model parameters.
Tang et al. (2007) recently studied steady-state crack growth in a rate dependent
polymeric material under small scale yielding conditions. It was found that two processes
contribute to the macroscopic fracture toughness — the work of separation in the fracture
process zone and creep dissipation in the background material. The competition between
the two dissipative processes produces a U-shaped fracture toughness — velocity curve.
In other words, the fracture toughness of rate dependent polymeric material increases
greatly with the decrease of crack velocity. This phenomenon was also observed in the
steady-state crack growth in an elastic-viscoplastic material at relatively low dynamic
crack velocity by Freund et al. (1986). As they pointed out, it is a shortcoming of
their model that fracture toughness can become asymptotically infinite as crack velocity
approaches zero. Tang et al. (2007) also found that the creep zone can extend to
the whole geometry when the crack velocity is suﬃciently low. The extensive creep
zone at such a low crack velocity obviously violates the small scale yielding condition
assumed. This motivates the present chapter to explore C∗— controlled crack growth
under extensive creep conditions. The computational model assumes that the primary
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mechanism for creep crack growth is void growth and coalescence induced by grain-
boundary cavitation. Experimental results indicate that C∗ correlates with the crack
velocity well (Saxena et al., 1984; Nikbin et al., 1984; Riedel, 1987; Wasmer et al., 2006;
Kim et al., 2006). Hence, C∗ is an appropriate loading parameter for creep crack growth
at low crack velocity.
In this chapter, the steady-state creep fracture toughness is computed under plane
strain conditions. Particular emphasis is on slow crack growth such that inertial eﬀects
can be neglected. Figure 6.1 shows the computational model for the steady-state analysis
of mode I crack growth under the plane strain, extensive creep conditions. An approach
developed by Xia and Shih (1995) is adopted in which the fracture process zone (voided
grain boundary) is modeled by a layer of void-containing cell elements. The cell element
is governed by a micromechanics-based constitutive law for porous power-law creep
solid. The fracture process zone is surrounded by the unvoided background material.
The cell element is placed both ahead of the crack and along the crack flank. In section
2, the material models is presented in the present computation. Section 3 describes
the procedure for the steady crack growth under the extensive creep condition. The
numerical results are given in Section 4. Comparisons of numerical simulations and
experimental data are provided in Section 5. Section 6 concludes with a short summary.
6.2 Material Model
The fracture process zone is represented by cell elements which models micromechanism
of separation, e.g., void initiation, growth and coalescence (Xia and Shih, 1995). The
background material is prescribed to be power law creep solids. The viscous constitutive
models have been presented for the background material and the fracture process zone
(cf. Chapter 2 and appendix).
6.3 Steady-state crack growth under extensive creep
A steady quasi-static plane strain analysis is carried out for a semi-infinite crack propa-
gating at constant velocity a˙ under model I tensile loading. With constant crack growth
















Figure 6.1: (a) Grain boundary cavitation. (b) Schematic of the steady-state crack
growth under extensive creep conditions with constant C∗. (c) Finite element mesh
showing a layer of void-containing cell elements that form the fracture process zone.




Under extensive creep conditions, the stress field far away from the crack tip is
governed by the C∗-integral. By the Hoﬀ analogy the HRR solution for power-law






σ˜ij (θ, n) . (6.2)
where (r, θ) are the polar coordinates relative to the moving crack tip, the subscript,
ij, stands for the components of stress, In is a dimensionless constant and C∗ is the
time-independent amplitude. The angular functions σ˜Iij and values of In are tabulated
and available in the report by Symington et al. (1988).
Motivated by Xia and Shih (1995) and Xia et al. (1995), the fracture process zone
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embedded within the unvoided background material is represented by a narrow strip
of voided material of thickness D. The voided material is governed by the proposed
constitutive law in Chapter 2 while the background material obeys the elastic power-
law creep relationship in (2.1).
Due to overall symmetry, only the upper half plane needs to be analyzed, which
is modeled by a large rectangular domain with the outer dimensions of 23000D. The
finite element mesh is fixed with respect to the moving crack tip. Along the remote
boundary of the domain, the stress field (6.2) is applied with constant C∗. The steady-
state process zone is represented by a single row of quardrilaterial elements — a layer of
void-containing cell elements. The cell element is placed both ahead of the crack and
along the crack flank. Generally, the crack can grow along inclined grain boundaries.
Fracture micrographs reveal that coalescence of voids along the grain boundaries can
result in an uneven zigzag fracture path. For convenience of mathematical modelling,
our study focused on (straight) steady-state crack growth on the symmetry plane ahead
of the initial crack.
An iterative finite element solution procedure is adopted to solve the steady-state
problem, which is similar to that used by Dean and Hutchinson (1980) and Landis et
al. (2000). The finite element equations are derived from the principle of virtual work,
where creep strains can be integrated and represented as nodal forces on the right-hand
side. The solution of this problem is initiated by applying the linear elastic field (εcij = 0)
to the domain. (At the right side of the rectangular domain, the creep strain εcij is set
to zero and the porosity f takes the initial value f0). The creep strains as well as the
porosity are then computed by integrating the constitutive relation along streamlines.
Such integration becomes the starting point for iteration towards the nonlinear solution
for the elastic power-law creeping background solid and the growing voids in the fracture
process zone. This procedure is repeated until convergence is achieved. A modified
backward Euler method is adopted (Peirce et al., 1984) to integrate the constitutive
relation for both materials.
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6.4 Results and Discussion
In this section, the results are presented for steady-state fracture toughness under the
extensive creeping condition (6.2). As estimated from the experimental results of Brown
and Embury (1973), Xia and Shih (1995) used a porosity of 20% for element extinction.
Guided by this observation, the critical void volume fraction criterion is adopted for crack
advance under steady-state conditions viz f = fE. In particular, fE = 0.2 is chosen.
During the iterative solving of the steady-state problem, the applied C∗ is adjusted until
the average void volume fraction over the first element at the crack tip reaches fE.
Dimensional analysis suggests that the steady state C∗ value depends on dimension-















Thickness of the steady-state process zone, D, enters explicitly as a scaling length. For
intergranular creep crack growth, the thickness of fracture process zone is approximately
the average width of bubble spacing on the grain boundary and can be regarded as
a material constant. Parthasarathy (1985) showed that the average width of bubble
spacing is about 0.5 — 5 µm.
Unless otherwise stated, σ0/E = 0.002, ν = 0.3 and p = 0 are assumed.
Attention is directed to the eﬀect of creep exponent n on the steady-state toughness.
In this set of calculations, the same creep exponent is prescribed for the fracture process
zone as well as the background material. A fracture process zone with low initial porosity
f0 = 0.001 is considered first. Fig. 6.2a plots the steady-state macroscopic toughness as
a function of crack velocity, the latter encompassing eight orders of magnitude. Results
are presented for highly rate-sensitive materials, n = 5, 7 and a lower rate sensitive
material n = 10.
Observe from Fig. 6.2a that C∗ appears to be a linear function of the crack velocity
a˙ over a wide range. In other words, with the increase of crack velocity C∗ increases
almost linearly before attaining a peak value C∗max. After the peak, it then drops rapidly.
It suggests that under extensive creep conditions the void growth mechanism of creep
crack growth gives rise to an inverted U-shaped fracture toughness curve. This is in
contrast to the U-shaped toughness curve observed under the small scale yielding (Tang
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Figure 6.2: C∗ as a function of crack velocity for several creep exponents with σ0/E =
0.002. (a) f0 = 0.001; (b) f0 = 0.01.
et al., 2007).
A close examination shows that the peak value C∗max and the corresponding critical
velocity a˙c are increasing with creep exponent n. For a lower rate sensitive material
n = 10, C∗max and a˙c are bigger; for highly rate-sensitive materials, n = 5, 7, they are
smaller.
Similar trends of linear relationship between C∗ and a˙ are also observed for higher
porosity, f0 = 0.01 (see Fig. 6.2b). But for f0 = 0.01, the relationship between the peak
(C∗max, a˙c) and the strain-rate sensitivity is not so clear as for f0 = 0.001 in Fig. 6.2a.
Under extensive creep conditions, the creep zone can extend to the whole specimen.
With the increase of crack velocity the creep zone size decreases less than what could
be expected with the assistance of strengthening voiding process, resulting in increased
C∗ value. This nearly linear increasing fracture resistance with creep crack growth rate
fits many experimental data (Saxena et al., 1984; Riedel and Wagner, 1984; Nikbin et
al., 1984; Wasmer et al., 2006; Kim et al., 2006).
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The decreasing branch of the curves indicate that creep dissipation in the background
material decreases with crack velocity and cannot be compensated by elevation of the
work of separation due to strengthening in the fracture process zone. In other words, the
energy dissipation in the background material decreases much faster than the increase
of voiding induced strengthening in the fracture process zone. As far as we know, the
above mentioned decreasing fracture resistance has not been reported experimentally. A
careful examination of some experimental data (Saxena et al., 1984; Riedel and Wagner,
1984; Nikbin et al., 1984; Wasmer et al., 2006; Kim et al., 2006) shows that the measured
creep crack growth rate is much lower than the critical crack velocity a˙c at which C∗
attains its maximum.
As also noted from the linear part of curves in Fig. 6.2, the curve slope decreases
with n. Riedel (1987, p.275) has shown that the relationship between C∗ and crack
growth rate a˙ is C∗ ∼ a˙(n+1)/n based on a local critical-strain criterion from the analysis
of crack tip fields. Relative to the double logarithmic coordinates used in Fig. 6.2, the
theoretical slope is (n+ 1) /n which is a decreasing function of the creep exponent n.
This prediction agrees with some experimental results (Riedel, 1987, p.276). Compared
to (n+ 1) /n, our numerical slope appears to be slightly smaller.
Using strain-controlled cavity growth and stress-controlled nucleation criteria, Riedel
(1987) also proposed a linear relationship between C∗ and a˙. But this relation did not
agree with their experimental result.
6.4.1 Competition between work of separation and background dissipation
As the crack driving force, C∗ is also the overall work rate of fracture per unit area of
creep crack advance. Under steady-state conditions, the work rate of fracture process
Γ0 and the creep dissipation rate in the background material Γb contribute to the overall
work rate
C∗ = Γ0 + Γb. (6.4)
The separation process of the metals and alloys at high temperature in intergranular
creep crack growth is due to void growth along grain boundaries. This separation process
is built into our study via a layer of void-containing cell elements. In contrast to a rate
independent material for which the separation energy does not depend on the crack
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velocity, Γ0 and Γb exhibits a strong dependence on the crack velocity a˙ in the creep
crack growth. The competition between the work rate of separation process Γ0 and
creep dissipation in the background material Γb determines the final shape of curve of
fracture resistance versus crack growth rate.
At this point, it is helpful to review the recent findings of Tang et al. (2007).
They have shown that the introduction of a rate dependent fracture process zone can
create a competition between creep dissipation of the background material and strain-
rate strengthening of the fracture process zone when crack grows steadily in an elastic
nonlinear viscous solid under small scale yielding conditions. Faster growing crack will
increase the work to separate the unit cell, that is, Γ0 will increase with crack velocity.
On the other hand, with the increase of crack velocity, Γb will decrease with the crack
velocity because there is no suﬃcient time for viscoelastic creep deformation to occur in
the bulk solid. This K controlled crack growth exhibits a U-shaped toughness curve.
To identify contributions of creep dissipation in the background material to the
macroscopic creep toughness, a nearly rate-independent fracture process zone has been
studied. Consider a fracture process zone with the porosity f0 = 0.01 and a background
material with fixed creep exponent n = 5. Fig. 6.3 demonstrates the results for variation
n of the FPZ from n = 5 to n = 20 (representative of a nearly rate independent FPZ).
Observe that with the increase of n the slope decreases significantly and the toughness
curves becomes lower and more flat, exhibiting a trend towards a constant before a
critical crack velocity is achieved. In other words, the background material can only
absorb finite energy when crack velocity is below a threshold. When crack velocity
exceeds the threshold, energy dissipation in the background material appears to be
exhausted.
6.4.2 Creep zone size and crack velocity
A further study of the inverted U-shape of toughness curves is carried out by direct-
ing our attention to the relationship between creep zone size and crack velocity. The















Figure 6.3: C∗ as a function of crack velocity for f0 = 0.01. For the background material,
n = 5 is fixed while for the fracture process zone n is varied from n = 5 to n = 20,
showing a trend to the rate-independent limit n =∞.
The accumulated creep strain, εc =
R c ε˙cdt, of a particle X at the current position x,
can be integrated spatially from right (at x =∞) to left










via the steady-state relationship of coordinates: x = X − a˙t.
Figure 6.4 displays contour maps of the accumulated creep strain εc = 0.05 in the
vicinity of the crack tip for several crack velocities with n = 5. The fracture process
zone is defined by f0 = 0.001 in Fig. 4a and by f0 = 0.01 in Fig. 6.4b. Recall from
Fig. 6.2 that there exists a critical velocity ac over which the C∗ value is a decreasing
function of a˙; below which C∗ is a monotonically increasing function of a˙. This inverted
U-shaped toughness curve can be explained by examining Fig. 6.4. Here it is seen for
a˙ > a˙c that increasing the crack velocity results in the decrease of creep zone size; that
is, creep dissipation in the background material, Γ˙b, is a strong decreasing function of
the crack velocity, a˙.
Note also that the normalized critical crack velocity a˙c/ (ε˙0D) is about 107.85 for
f0 = 0.001 and 107.5 for f0 = 0.01. Correspondingly, the spatial extent of the creep zone
decreases dramatically beyond the critical velocities.
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Figure 6.4: Contour maps of the accumulated creep strain εc = 0.05 for several conver-
gent crack velocities with n = 5. (a) f0 = 0.001; (b) f0 = 0.01.
6.4.3 Eﬀect of initial void volume fraction
Figure 6.5 displays the computed toughness curves for several diﬀerent values of f0 and
two typical creep exponents n = 5 and 10. Results in Fig. 6.5 show that a reduction in
f0 generally increases the steady-state fracture resistance. This trend has been widely
observed (e.g., Xia and Shih, 1995; Guo and Cheng, 2002; Tang et al., 2007). It should
be noted that the C∗ value increases less and less with the decrease of initial void volume
fraction. For example, at the crack velocity a˙/ (ε˙0D) = 106, the C∗ value for n = 5 (see
Fig. 6.5a) increases by two times as f0 decreases from 0.05 to 0.01. However, there is
only one-fold increase as f0 decreases from 0.01 to 0.001. This suggests that for very
small initial void volume fraction, the C∗ value does not have a significant change.
With other parameters fixed, decreasing f0 can elevate the critical crack velocity a˙c.
Comparing Figs. 6.5a and b, it can be seen that f0 has a significant influence on a˙c
when combined with a higher creep exponent n.
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Figure 6.5: C∗ as a function of crack velocity for several initial void volume fractions
with σ0/E = 0.002. (a) n = 5; (b) n = 10.
6.4.4 Eﬀect of internal pressure: hydrogen attack
In petrochemical industry and power plants, metals and alloys work under hydrogen rich
environment. The hydrogen will diﬀuse into the steels and react with carbides forming
methane gas. The methane gas traps in the steels and can not diﬀuse. The internal
pressure is thus built up in the cavities along the grain boundary and drive void growth
with the assistance of the applied loading and residual stress (Needlman and Rice, 1980;
van der Giessen et al., 1995; Shewmon and Anderson, 1998). The methane pressure
pCH4 can be of the order of ten times the hydrogen pressure pH2 , depending on the
carbide type and temperature.
Steels exposed to hot (> 300 ◦C) high pressure (> 2MPa) hydrogen suﬀer a loss in
mechanical properties after a long incubation time. This phenomenon, termed Hydrogen
Attack (HA), is known to be caused by the formation of methane bubbles (Shewmon,
1976; Parthasarathy, 1985). The underlying mechanics of hydrogen assisted cracking in
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Figure 6.6: C∗ as a function of crack velocity for several levels of internal pressure with
σ0/E = 0.002, f0 = 0.01. (a) n = 5; (b) n = 10.
such steels is similar to vapor pressure assisted delamination and popcorn cracking in
plastic IC packages. For the latter, it has been shown that high internal vapor pressure
combined with high initial porosity brings about the severe reduction in the fracture
resistance (Guo and Cheng, 2002; Cheng and Guo, 2003; Chew et al., 2005).
Guided by the earlier works (Odette and Vagarall, 1981; Schlögl et al., 2000), the
hydrogen induced methane pressure pCH4 can be evaluated at various temperatures.
For 2.25 Cr-Mo steels (Schlögl et al., 2000), the methane pressure pCH4 is at the level
comparable with the initial yield stress σ0; for plain carbon steels (Odette and Vagarall,
1981), pCH4 is greater than 3σ0 when pH2 = 20MPa at the temperature T = 673K. For
the purpose of this discussion, Table 6.1 lists the equilibrium methane pressures for the
two kinds of steels.
The internal (methane) pressure eﬀect on the steady-state creep toughness is next
examined mainly for 2.25 Cr-Mo steels under several levels of the methane (plus hydro-
gen) pressure (p/σ0 ≤ 1). Consider the fracture process zone with a high initial void
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Table 6.1: Equilibrium methane pressure pCH4 (MPa) generated by hydrogen attack (†
The initial yield stress σ0 is taken to be a fraction of the temperature dependent Young’s
modulus: E/500, which can be found at http://www.engineeringtoolbox.com/.)



















volume fraction f0 = 0.01. Fig. 6.6 displays the results for two strain-rate materials
n = 5 and 10. It is seen that internal (methane) pressure does not change the non-
monotonic toughness trend but greatly reduces the C∗ value; particularly in the regime
of low crack velocity. As observed from Fig. 6.6b for n = 10, when p/σ0 is increased
from 0 to 0.75 at a˙/ (ε˙0D) = 104 the creep fracture resistance suﬀers a drop of five
orders of magnitude. At the higher velocity a˙/ (ε˙0D) = 106, the drop is of two orders of
magnitude.
Comparing Fig. 6.6a and b, the C∗ values for n = 10 suﬀer a greater loss than those
for n = 5 for the same level of internal pressure. This may suggest that internal pressure
is more severe for low strain-rate sensitivity (or higher creep exponent n). It can also be
seen from Fig. 6.6 that the critical crack velocity a˙c at which C∗ attains its maximum
decreases with the increase of internal pressure.
Fig. 6.7 summarizes the maximum C∗ value, C∗max, and the corresponding critical
crack velocity, a˙c, as functions of internal pressure for f0 = 0.001 and 0.01. These values
are taken from Fig. 6.6b by a more detailed calculation around the peaks. Both C∗max
and a˙c are shown to be a decreasing function of the internal (methane) pressure.
6.4.5 Renormalized toughness-velocity curves
In the foregoing analysis, the steady-state toughness is normalized according to (6.3).
Taking B as a unique independent parameter instead of σ0 and ε˙0, the following dimen-










in the absence of internal pressure.
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Figure 6.7: Dependence of the maximum toughness C∗max and the corresponding critical
velocity a˙c on the internal pressure for two initial porosities.
Figs. 6.8a shows the renormalized toughness curves for n = 5, 7, 10. Before its peak,
the renormalized C∗ exhibits a linear relationship with the renormalized crack velocity.
It appears to be self similar for diﬀerent creep exponents since diﬀerent creep exponents
occupy diﬀerent range of normalized crack velocity in the plot.
For n > 3, the toughness curves in Fig. 6.8a also exhibit inverted U-shapes, the
same as in the earlier plots. For the purpose of comparison, Fig. 6.8b displays the result
for n = 2 for which the the toughness curve is always linear.
Fig. 6.9 shows the maximum C∗ value and the corresponding crack velocity as
functions of creep exponents for f0 = 0.001, 0.01 and 0.05. These values are taken from
Fig. 8a by a more detailed calculation around the peaks. Both C∗max and a˙c are found
to be a decreasing function of the creep exponent n.
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Figure 6.8: (a) Renormalized toughness for ductile creep crack growth; (b) a typical
toughness-velocity curve for brittle creep crack growth (n = 2).
6.5 Comparison with experimental results
In this section, we will compare our model predictions with experimental observations.
As assumed, creep void growth and coalescence along the grain boundary is the dominant
failure mechanism for steels and alloys. The material parameters used in our numerical
simulation are given in Table 6.2. In Fig. 6.10a, the experimental data for Cr-Mo-V
steels are taken from Saxena et al. (1984); in Fig. 6.10b, the experimental data for Cr-
Mo steels are from Riedel and Wagner (1984); in Fig 6.11a, the experimentally measured
C∗ value for austenitic stainless steel 316 is fromWasmer et al. (2006); in Fig. 6.11b, the
experimentally measured C∗ value for 316LN stainless steel is from Kim et. al (2006).
It is seen from Figs. 10 and 11 that the present computational simulations predict trend
that agree well with creep toughness vs. crack velocity data quoted above.
For void growth model in Chapter 2, contributions of surface diﬀusion to void growth
is neglected since diﬀusion plays an important role only in the very early stage of creep
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Figure 6.9: Dependence of the maximum toughness C∗max and the corresponding critical
velocity a˙c on the creep exponent for several initial porosities.
deformation such as cavitation along grain boundaries at elevated temperature (Needle-
man and Rice, 1980; Shewmon and Anderson, 1998). From the experimental data for
creep cavitation and growth (Parthasarathy, 1985), the void volume fraction f0 is esti-
mated around 0.0001 — 0.01. In order to capture experimental results of creep toughness,
larger void volume fractions (compared to cavitation), f0 = 0.005 and 0.01, have been
used in Figs. 6.10 and 6.11 as the primary mechanism for creep crack growth is rate-
dependent void growth rather than cavitation. Creep fracture resistance can then be
Table 6.2: Material properties for experimental comparison in Figs. 6.10a-b and Figs.
6.11a-b
Materials in E (GPa) ν nreal A (hr−1MPan) D (µm) f0 n
Fig. 10a 189.6 0.3 10.5 5.18× 10−31 1.0 0.005 10
Fig. 10b 150.0 0.3 8.6 2.01× 10−21 1.0 0.005; 0.01 7; 10
Fig. 10c 193.7 0.3 13.30 1.2× 10−32 1.0 0.005; 0.01 10
Fig. 10d 149.0 0.3 11.8 6.35× 10−33 1.0 0.005; 0.01 10
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Figure 6.10: Comparison with the experimental results. The solid lines are the present
FEM results and the open circles represent the experimental data from: (a) Saxena et
al. (1984); (b) Riedel and Wagner et al. (1984);
anticipated to come mainly from the cavity growth but not the diﬀusional growth.
In the simulation for the comparison with the experiments, all the material parame-
ters are taken from the corresponding experiments. The microstructural parameters D
and f0 are the fitting parameters.
6.6 Concluding remarks
In this chapter, a micromechanics-based constitutive model is adopted for a porous
power-law creeping solid to study the C∗ controlled steady-state creep crack growth.
The fracture toughness is computed numerically by a cell element approach in which the
fracture process zone is modeled by a continuous microporous strip. This computational
model is a good representation of void growth along the grain boundary in steels and
alloys at high temperature.
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Figure 6.11: Comparison with the experimental results. The solid lines are the present
FEM results and the open circles represent the experimental data from: (a) Wasmer et
al. (2006); (b) Kim et al. (2006).
Results in this chapter show that the convergent C∗ value under steady-state condi-
tions is not a monotonic function of crack velocity but an inverted U-shaped curve. This
curve is the consequence of the competition between work of separation in the process
zone and creep dissipation in the background material. Our results also demonstrate
that the rate sensitivity (or creep exponent) and initial void volume fraction have great
influence on the peak fracture toughness and the corresponding crack velocity.
For steels under hydrogen attack, internal methane pressure can greatly reduce the
steady-state creep toughness. In addition, the model predictions have been verified and




CONCLUSION AND RECOMMENDATION FOR
FUTURE WORK
This thesis systematically studied the steady-state fracture toughness in rate dependent
solids based on void growth and coalescence mechanism. Results provided some insights
into the rate-dependent fracture toughness in polymeric materials and metallic materials.
The major findings have been recapitalized here.
Focusing on the rate eﬀect, the present work attempts to unify the behaviour of
polymeric materials and metals and alloys at high temperature as the power-law creep-
ing solids. Base on the homogenization method, a micromechanics-based constitutive
relation for porous nonlinear viscous solid has been developed in this study. The explicit
form of the loading function is similar to the Gurson yield function (Gurson, 1977). The
loading function has been tested against finite element computations for a unit cell and
a good agreement was obtained over a wide range of stress triaxiality ratios. The con-
stitutive equation, which takes into account porosity and strain rate sensitivity, can be
used to study rate-dependent void growth and coalescence, a failure mechanism of crack
advance in polymeric materials as well as metals and alloys at high temperature.
Without introducing any crack growth mechanism, a computational study based on
finite element method for steady-state crack growth in elastic-power-law creeping solids
found that the Hui-Riedel singularity has a limited range of validity for mode I crack.
In comparison with the cell element approach, the conventional approach is less robust
and versatile.
For steady-state crack growth in elastic nonlinear viscous solids under mode I and
small scale yielding conditions, two dissipative processes contribute to the macroscopic
fracture toughness — the work of separation in the strip of cell elements and energy
dissipation by inelastic deformation in the background material. As the crack velocity
increases, voids grow in the strain-rate strengthened microporous strip thereby elevating
the work of separation. By contrast, the energy dissipation in the background material
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decreases as the crack velocity increases. In the regime where the work of separation
dominates energy dissipation, toughness increases with crack velocity. In the regime
where energy dissipation is dominant, toughness decreases with crack velocity. Com-
putational simulations show that the two regimes can exist in certain range of crack
velocities for a given material. The existence of these regimes is greatly influenced by
the rate dependence of the void growth (and the initial void size) as well as that of the
bulk material. This competition between the two dissipative processes produces a U-
shaped toughness-crack velocity curve. Computational simulations predict trends that
agree with fracture toughness vs. crack velocity data reported in several experimental
studies for glassy polymers and rubber modified epoxies.
For steady-state crack growth at interfaces joining polymeric materials and hard
substrate under small scale yielding condition, when the polymeric material surrounding
the process zone is assumed to be purely elastic, the computed interface toughness is
found to be a monotonically increasing function of crack velocity. These trends are
attributed to voids growth in the strain-rate strengthened process zone. When the
background material is also treated as an elastic nonlinear viscous solid, the competition
between work of separation in the process zone and energy dissipation in the background
material also leads to a U-shaped toughness-crack velocity curve. The toughness vs.
crack velocity is modulated by mode mixity eﬀect. The simulations predict trends that
agree with interface toughness vs. crack velocity data reported in experimental studies
for rubber toughened epoxy-paste adhesive and urethane acrylate adhesive.
For the steady-state crack growth in elastic-power-law creeping solids under extensive
creeping conditions, two processes contribute to the macroscopic fracture toughness — the
work of separation in the fracture process zone and creep dissipation in the background
material. The competition between the two dissipative processes produces an inverted
U-shaped toughness— velocity curve in low crack velocity regime under extensive creep
conditions. The simulations predict trends that agree with fracture toughness vs. crack
velocity data reported in several experimental studies for steels.
Altough a intial study on toughness in rate dependent solids has been carried out,
there are several areas that further investigation on crack growth in rate dependent
solids are worth pursuing.
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An immediate application is to study the velocity dependent toughness of delami-
nation for sandwiched structures bonded by polymeric adhesives. Polymeric adhesives
sandwiched between two elastic substrates are commonly found in multi-layer struc-
tures and IC packages. The integrity of adhesive joint is critical to the functionality and
reliability of structure. The joint in question could fail by interface delamination. It
is evident that one would take into account the time-dependent behavior of polymeric
adhesives as well as the rate dependent process of delamination. The computational
approach can be applied with a minor modification.
One possible extension of the present work is to study dynamic crack growth in
amorphous polymeric materials based on the void growth and coalescence mechanism.
Similar to the quasi-static crack growth in the present thesis, dynamic crack growth is
also thought to be associated with the formation and break down of crazing zone ahead
of crack tip in amorphous polymeric materials (Aranson et al., 2000). In addition, crack
branching accompanying dynamic crack growth has been widely reported for amorphous
polymeric materials (Dally, 1979; Kobayshi and Mall, 1978; Ravi-chandar and Knauss,
1984a,b,c,d; Finberg and Marder, 1999; Hauch and Marder, 1998). Guided by experi-
mental observations, Ravi-chandar and Knauss (1984c) proposed a mechanism for crack
branching in which present or nucleated voids in the main crack or ahead of main crack
play an important role. The present work can be extended to predict dynamic fracture
toughness taking into account the void growth mechanism in the fracture process. In
fact, this work is nearly finished and will be submitted for review soon.
Another possible extension of the present work is to study the initiation toughness
of rate dependent solids based on void growth mechanism. The present thesis focused
on the steady-state toughness in rate-dependent solids. An accurate evaluation of the
loading rate, temperature and microstructural mechanism on initiation toughness is also
essential for the assessment of the safety of structures subjected to various loading con-
ditions. Experimental data on initiation toughness in rate dependent solids were well
documented. The proposed micromechanics material model (cf. Chapter 2) for void
growth in rate dependent solids can be integrated and incorporated into general pur-
pose finite element code ABAQUS. The initiation toughness can be predicted by solving
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boundary value problems using the proposed micromechancis material model and a cri-
terion for crack initiation. Therefore, eﬀects of loading rate, initial void volume fraction,
rate sensitivity on initiation toughness of rate dependent solids can be systematically
studied, and can be validated by the available experimental data.
In the present work, the numerical scheme for steady-state crack growth is based
on the pioneering work of Dean and Hutchinson (1980). Their work was confined to
the analysis of small strain. Guided by Stroth (1962), the steady-state crack growth
problem can be solved within the framework of finite deformation. Taking account of
the finite elastic deformation associated with the fracture process, Gao (1996) showed
that dynamic steady-state crack motion is limited not only by the macroscopic Rayleigh
wave speed but also by a local wave speed governed by finite elastic deformations near
the crack tip. His work suggested that the generalization from the infinitesimal strain
to finite strain might provide some new insights into dynamic crack growth. This work
is now in progress.
It was mentioned in Chapter 2 that certain polymers exhibit pressure-sensitivity
as well as softening after initial yield and progressive rehardening at large strains. To
simulate the real behavior of the polymeric material, these eﬀects deserve to be included
in material models for the background and the fracture process zone under the steady
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APPENDIX A
VERIFICATION OF THE LOADING FUNCTION
To assess the range of validity of the loading function, finite element solutions are ob-
tained for the model shown in Fig. A.1. The calculations are carried out using ABAQUS
(Hibbit et al., 2002). Due to symmetry, only a quarter of the unit-cell needs to be ana-
lyzed. The matrix material is assumed to be an elastic power-law creeping material with
Poisson’s ratio ν = 0.499 and normalized Young’s modulus E/σ0 = 6.0 × 108. These
parameters represent almost rigid and incompressible power law creeping material. The
boundary conditions at θ = 0 and θ = π/2 are prescribed to have zero normal velocity
and to be shear traction free.
Two kinds of boundary conditions are imposed on the outer surface. One is the
uniform traction:
Tρ = Σρ sin θ, Tz = Σz cos θ. (A.1)
The other is the uniform strain rate:
vρ = E˙ρρ, vz = E˙zz. (A.2)
Under the traction boundary conditions (A.1), the macroscopic strain rates are com-




























(σzρ sin θ + σzz cos θ) sin 2θdθ, (A.4)
where σij are the local stresses along the remote boundary (r = b) . In both cases, the








Figure A.1: Comparison of the present model with finite element results in the axisym-
metric stress space (Σm/σ¯,Σe/σ¯) for f0 = 0.001 and f0 = 0.01. The solid line is the
analytical solution (2.13) based on the upper bound approach while the dash line is the
approximate loading surface (2.14). The FEM results marked by stars and open circles
are based on the velocity and traction boundary conditions, respectively.
in view of (2.7) and (2.11)
To validate the parametric loading surface (2.13) and its approximate form (2.14),
a comparison with the full-field finite element (FE) solutions is made in the normalized
stress space (Σm/σ¯, Σe/σ¯). Under proportional stressing (i.e., the stress triaxiality
ratio, Σm/Σe, is kept constant during the loading), the FE loading surface is computed
as the limiting points (marked by circles for traction and by stars for velocity, controlled
boundary conditions).
Figures A.2 through A.3 show the comparison of loading surfaces for three typical
void volume fractions, f = 0.001, 0.01 and 0.05. In each figure, the simulation covers a
wide range of creep exponents, n = 1 — 20. These plots show that the loading surface
(2.14) is a good approximation to the parametric one (2.13). Both surfaces also agree
well with the finite element predictions. For completeness, the Gurson yield surface
corresponding to n =∞ in each sub-plot is also included.
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Figure A.2: Comparison of the present model with finite element results in the axisym-
metric stress space (Σm/σ¯,Σe/σ¯) for f0 = 0.05. The solid line is the analytical solution
(2.13) based on the upper bound approach while the dash line is the approximate load-
ing surface (2.14). The FEM results marked by stars and open circles are based on the
velocity and traction boundary conditions, respectively.
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APPENDIX B
UNIT CELL STUDY OF VOID GROWTH IN A
PRESSURE SENSITIVE MATRIX AT FINITE STRAIN
Research scope
This appendix i) carries out unit cell computation under the fixed triaxiality within the
framework of finite strain for spherical unit cell; ii) studies the eﬀects of internal vapor
pressure, pressure sensitivity, void shape, and triaxiality on void growth for popcorn
failure in IC Packages.
Main findings
A computational method for spherical unit cell under fixed triaxiality loading has been
proposed. In the earlier cylindrical cell studies (Koplik and Needleman, 1988; Pardoen
and Hutchinson, 2000), the shift to uniaxial straining mode was thought to be the on-
set of void coalescence. However, lack of distinct uniaxial straining mode for spherical
unit cell suggests that uniaxial straining mode is not the intrinsic characteristic of void
coalescence. Results showed that high internal vapor pressure can accelerate the void
growth, greatly reducing the loading capacity and leading to popcorn failure. High
pressure sensitivity and oblate void shape can also greatly reduce the loading capacity
of the unit cell. Compared with earlier results in high triaxiality range, macroscopic
eﬀective stress continues to increase without softening with progressive deformation
in low triaxiality range. In connection with fracture toughness, the curves of peak
macroscopic eﬀective stress vs. triaxiality imply that higher initial void volume frac-
tion, higher yielding strain, more oblate initial void shape and high pressure sensitivity
can result in low fracture toughness.
Extracts from this chapter can be found in Journal Papers [5] and Conference Paper
[1].
B.1 Introduction
Polymeric materials have been widely used in many fields such as space technology, mi-
croelectronic packaging, aerospace and automobile industry. For example, in IC pack-
ages, the packaging components such as die attach, interlayer dielectrics, molding com-
pound and underfill are often made of polymeric material. Therefore, failure of polymeric
materials has attracted considerable attention in recent years. Interface delamination
and popcorn cracking are frequently observed failure models during the surface mount-
ing of electronic packages on to the printed circuit board during reflow process in IC
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packages. These failures often have been attributed to high internal pressure generated
in micropores by the evaporation of moisture under the reflow temperature absorbed by
the hygroscopic polymeric material (Gallo and Munamarty, 1995).
Since mechanical properties of polymeric materials are highly sensitive to temper-
ature, the Young’s modulus E and the initial tensile yield stress σ0 of epoxy at two
relevant temperatures are listed below:
E = 3 GPa, σ0 = 30− 80MPa at 25 ◦C
E = 300 MPa, σ0 = 2− 5MPa at 240 ◦C
These values are taken from Fig. 3.4 in Gibson and Ashby (1997). When the sur-
face mounting of electronic packages has been put onto the printed circuit board, the
temperature is raised rapidly to reflow temperature (about 210 ◦C~260 ◦C). At these
high temperatures, the condensed moisture vaporizes. The rapidly expanding vapor
creates high internal pressure within the voids. In the vicinity of reflow temperature ,
the pressure generated by moisture ranges from 3 to 5 MPa (Liu and Mei, 1995) which
is comparable with Young’s modulus. Assisted by high internal vapor pressure, rapid
voids growth and coalescence can lead to popcorn failure (Fukuzawa et al., 1985; Gallo
and Munamarty, 1995).
Drawing upon these earlier results, Guo and Cheng (2002, 2003) sought to under-
stand the extent to which vapor pressure assisted void growth contributes to void rup-
ture, crack-growth and interface delamination in polymeric material quantitatively, by
extending Gurson’s porous ductile model incorporating internal vapor pressure eﬀect.
However, hydrostatic pressure sensitivity of polymeric material on initial yielding and
subsequent plastic deformation (Quinson and Perez, 1997) is not included. Chowdhury
and Narasimhan (2000) and Madhusudhana and Narasimhan (2002) examined station-
ary crack tip fields and steady-state fracture toughness for polymeric material taking
account of hydrostatic pressure sensitivity on initial yielding and subsequent plastic de-
formation. They showed that hydrostatic pressure sensitivity has a significant eﬀect on
near tip stress field, plastic zone and thereby fracture toughness. The eﬀect of hydrosta-
tic pressure sensitivity as well as softening after initial yield and progressive rehardening
at large strains of certain polymeric materials on coalescence were also discussed in re-
cent work of Cheng and Guo (2007). They gave some insight on eﬀect of hydrostatic
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pressure sensitivity and softening after initial yield and progressive rehardending on void
coalescence.
Moisture analysis indicates that polymeric materials in question are highly porous
in IC package industry. Highly porous polymeric material can be considered as an
array of unit cells. Each cell is a representative material volume (RMV) containing a
void. The pioneering study of RMV on void growth in elastoplastic material under fixed
stress triaxiality was carried out by Koplik and Needleman (1988). In their study, the
stress triaxiality ratio, T , defined as the ratio of the hydrostatic stress to the eﬀective
stress, was used as a parameter to characterize the eﬀect of the triaxiality stress states.
They suggested that uniaxial deformation mode is the mark of onset of void coalescence
under fixed triaxiality and RMV study can improve Gurson’s model to simulate void
growth and coalescence. Following the line of Koplik and Needleman (1988), Pardoen
and Hutchinson (2000) employed RMV to scrutinize eﬀects of void shape, void spacing
and initial porosity on void coalescence. A coalescence criterion was proposed covering
a wide range of triaxiality, initial volume fraction and void shape by intensive RMV
computations.
Eﬀects of applied stress triaxiality, hydrostatic pressure sensitivity and internal pres-
sure inside the void all can contribute to the process of void growth and coalescence in
polymeric materials. In this chapter, RMV approach is employed to study how such
these coupled eﬀects influence macroscopic behavior of voided polymeric material. In
Section 2, a material model accounting for the hydrostatic pressure sensitivity of poly-
meric material is introduced. Section 3 reiterates the homogenization theory for finite
deformation and its application to an axisymmetric spherical unit cell (RMV). Section
4 describes a numerical procedure for the void growth in axisymmetric spherical unit
cell under fixed stress triaxiality. Section 5 presents the numerical results.
B.2 Material model
The deformation rate d can be decomposed into an elastic part de and a plastic part
dp :
d = de + dp (B.1)
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where the elastic part is taken to be governed by the hypo-elastic law
de = L−1 : Oσ (B.2)
in terms of the Jaumann (Cauchy) stress rate
O
σ. Here L is the fourth-order isotropically









where E is the Young’s modulus, ν the Poisson’s ratio, and δij the Kronecker delta.
Experimental evidence shows that the plastic behavior of polymeric materials is
considerably diﬀerent from von Mises materials. Such behavior can be explained by
assuming a hydrostatic pressure dependent yield criterion. Quinson and Perez (1997)
suggested that the hydrostatic pressure-dependent yielding of polymeric material can
be described by:
Φ = σe + 3βσm − σˆ = 0; tanα = 3β (B.4)
where σe is the eﬀective stress, σm = σkk/3 the mean stress, β the pressure sensitivity
index, α the friction angle, and σˆ the flow stress of the subsequent yielding surface.
When β = 0, the yielding function can reduce to the conventional von Mises yielding
function.










p : ep is the equivalent strain rate in which ep is the deviatoric part of
dp. The flow stress σˆ is a function of the accumulated plastic strain εp =
R
ε˙pdt. For a










where N is the hardening exponent ranging from 0 to 1, σ0 is the initial yielding stress






(1 + β)σt0, for tension
(1− β)σc0, for compression
(B.7)
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The typical friction angle α lies between 0◦ and 23◦ for polymeric materials (Quinson
and Perez, 1997).
B.3 Computational void cell model
B.3.1 Homogenization
Let Ω be the region occupied by a body, consisting of a hole part and a solid part, in an
unstressed reference configuration with bounding surface S. A material particle X ∈ Ω
moves to the current position x by a displacement u:
x = X+ u(X), X ∈ Ω. (B.8)
It is well-known that the deformation gradient tensor F (= ∂x/∂X) and the first Piola-
Kirchhoﬀ stress tensor P constitute one basic work-conjugate pair. Corresponding to
the microscopic fields deformation gradient and the first Piola-Kirchhoﬀ stress, homog-
enization of the micro-structure at finite strains yields the macro-variables F¯ and P¯.













where V is the volume of the body Ω, N the outward normal vector to S, and t = P ·N
the traction vector (Hill, 1972). The macroscopic Cauchy stress Σ is defined by
Σ = J¯−1P¯ · F¯T (B.11)
where J¯ = det F¯.
B.3.2 Axisymmetric model
Figure B.1 shows the schematic of the an initially axisymmetric spherical cell containing
a elliptical void with internal pressure. The outer boundary of the cell has an initial
radius R and the void has the radial and axial semi-axes a and b. The initial void shape
is then specified by the aspect ratio w0 = a/b and the initial void volume fraction is f0 =
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Figure B.1: The unit cell, a spherical cell with elliptic void with maximum radius a and
minimum radius b, subjected to axisymmetric loading with internal pressure.
a2b/R3. For the assumed axisymmetric deformation, it is convenient to introduce the
cylindrical coordinate system with orthonormal frame {eρ, eφ, ez} . The generic material
particle X is labeled by the coordinates ρ and z.
Guo and Cheng (2002) showed that the vapor pressure p for fully vaporized moisture
can be derived from the ideal gas law and was shown to be dependent on the current
void volume fraction f . This is true for low moisture content. For high moisture content,
the moisture is not fully vaporized and water and vapor gas coexist. For this two-phase
moisture, the vapor pressure could be simplified to be a constant as we know from the
phase diagram of water; e.g. vapor pressure vs specific volume. In this chapter, the
vapor pressure is taken to be a constant during the deformation to describe the high
moisture content case. In other words, the void surface is subject to a Cauchy-type
traction: t = −pn where n is the inward normal vector of void surface in the current
deformed configuration.
Due to the assumed symmetry, only the solid quarter of the region shown in Fig.
B.1 is analyzed numerically. The boundary conditions on the symmetry lines are given
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by
uz = 0, tρ = 0 at ρ = 0,
uρ = 0, tz = 0 at z = 0
(B.12)
where tρ and tz are the components of the traction vector, t = tρeρ+tzez. At the remote
boundary of the spherical cell, the homogenous deformation is applied
x = F¯ ·X (B.13)
where
F¯ = λρ (eρ ⊗ eρ + eφ ⊗ eφ) + λzez ⊗ ez (B.14)
in which λρ and λz are the principal stretches in the ρ- and zdirections, respectively. In
terms of the displacement vector u, the remote boundary condition can be rewritten as
u = (λρ − 1) ρeρ + (λz − 1) zez at
p
ρ2 + z2 = R. (B.15)
It can be seen that (λρ, λz) are the only loading parameters for displacement controlled
loading of the cell model.
For the applied homogeneous deformation (B.14), one can compute the macroscopic
principal strains (Eρ, Ez) and one eﬀective strain measure Ee :
Eρ = lnλρ, Ez = lnλz, Ee =
2
3
|Ez −Eρ| . (B.16)
Moreover, substituting (B.14) into (B.11) and invoking (B.10) yield












tz sin 2θ dθ. (B.18)
Here tρ and tz can be numerically computed from the nodal reaction force at the outer
boundary of the cell and θ is defined in Fig. B.1. The macroscopic eﬀective stress Σe
and macroscopic mean stress Σm are given by:
Σe = |Σz − Σρ| , Σm = 1
3
(Σz + 2Σρ) (B.19)
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which defines the stress triaxiality T = Σm/Σe. When taking λz and T as the loading






3T+2λzz if Σz −Σρ > 0
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Thus, the factor z appears to be an implicit function of the triaxiality and axial stretch.
It should be noted that Eq.(B.20) holds true except the special cases:
T = ±13 , Σρ = 0 if Σz ≷ 0
T = ±23 , Σz = 0 if Σρ ≷ 0
The former corresponds to uniaxial/axial stressing while the latter corresponds to equi-
biaxial/radial stressing. For both cases, there are no lateral tractions. As a consequence,
the remote boundary condition (B.15) should be replaced by
uz = (λz − 1) z, tρ = 0
and
uρ = (λρ − 1) ρ, tz = 0
respectively.
B.3.3 Numerical procedure
The unit cell computations were carried out within the finite strain setting at a pre-
scribed fixed triaxiality T . In present work, the principal stretch in z direction λz is
prescribed while the principal stretch in ρ direction λρ is adjusted using an iterative
method until the desired T is attained. That is, the Eq. (B.20) should be satisfied in
deformation history.
To evaluate λρ at the first step of iteration, a smeared continuum is considered
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z if Σz − Σρ < 0
for displacement loading conveniently. For a cell containing a void with initial porosity
f0, the Poisson ratio ν in γ should be replaced by
ν∗ =
2ν (7− 5ν) + (1 + ν) (3− 5ν) f0
2 (7− 5ν) + (1 + ν) (13− 5ν) f0
(B.25)
(Tandon and Weng, 1988).
The nonlinear constraint equations (B.20, B.24) are implemented in ABAQUS by
using a MPC subroutine. If internal pressure is expected to be exerted on the void
surface suddenly from the beginning, it would cause the numerical instability. For trial
and error, a compromise method has been employed. In the first several steps, the
nonlinear constraint equation (B.24) has been used. When the macro mean stress goes
up to a relatively big value, pressure is exerted on the void surface in one increment
and kept as constant thereafter. One thing should keep in mind that macro elastic state
should be ensured in the beginning several steps.
B.4 Results and discussion
The numerical analyses were performed using the finite element program ABAQUS.
A typical finite element mesh used in present computation consists of 3074 four-node,
isoparametric, quadrilateral, axis-symmetric elements (with reduced integration), in-
cluding 69 elements around the void and 40 elements in the radial direction. Applying
the procedures presented in Section 3, the results of macroscopic stress-strain behavior,
plastic deformation and evolution of the void volume fraction of hexagonal cylinder cell
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Figure B.2: (a) Macroscopic stretch in ρ direction as a function of macroscopic eﬀective
strain. (b) Evolution of void volume fraction as a function of macroscopic eﬀective
strain.
initially put forth by Koplik and Needleman (1988) were able to be reproduced. This
serves as a validation of our numerical implementation.
Here, the conjoint eﬀects of internal pressure, pressure sensitivity, stress triaxiality
and initial void shape on void growth and coalescence is examined. As mentioned above
in the introduction, vapor pressure can reach levels comparable to yielding stress during
the reflow process, so p/σ0 ranges from 0 to 1.5. Diﬀerent triaxiality levels T = 1/3, 1,
2, 3 are considered , which in general cover the ranges from rather blunt notched bar
specimens to the triaxiality prevailing in crack tip fields for lightly hardening solids
(Koplik and Needleman, 1988). For typical IC polymeric material, the estimated void
volume fractions range from 1% to 5%. The present computation is confined to initial
void volume fractions f0 = 0.05.
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B.4.1 Eﬀect of the internal pressure
Let us direct to the internal vapor pressure eﬀect first. Figure B.2a displays the varia-
tions of λρ (radial displacement) as a function of macro eﬀective strain Ee under constant
triaxiality T = 1 with three levels of internal pressure and two friction angles (α = 0◦
and 20◦). The lines labeled p/σ0 = 0 are also included for comparison purpose. For
cylindrical unit cell without internal pressure, λρ gradually decreases until it reaches
state of uniaxial tension. That is, as λz continues to increase, λρ keeps as a constant.
The uniaxial straining has been generally considered as the onset of void coalescence
(Koplik and Needleman, 1988; Pardoen and Hutchinson, 2000). However, for the present
spherical cell without internal pressure p/σ0 = 0 , the radial displacement continues to
decrease. This suggested that uniaxial straining may not the intrinsic material property
of voided material. Geometry eﬀect (non-smooth cylindrical cell boundary) may result
in deformation mode of uniaxial straining. When high internal pressure is exerted on
the void surface, deformation mode alters. Focusing on p/σ0 = 1.0, λρ decrease to a
minimum value. As deformation continues, λρ gradually increase. This deformation
mode is expected to result from the high internal pressure in comparison with that of
p/σ0 = 0. Figure B.2b displays the variations of void volume fraction f as a function of
macro eﬀective strain Ee under constant triaxiality T = 1 with the same parameters as
in Figure B.2a. It can be seen from Fig. B.2b that void grows much faster with internal
pressure than that without the internal pressure.
Fig. B.3a displays the variation of macroscopic eﬀective stress as a function micro-
scopic eﬀective strain under four levels of internal pressure for initial spherical void and
low triaxiality T = 1. The results for T = 3 are displayed in Fig. B.3b. It can be seen
that generally, the maximum macroscopic eﬀective stress is reached first and decreases
as deformation progresses. Fig. B.3 showed that the maximum of macroscopic eﬀective
stress with vapor pressure assisted void growth (p/σ0 = 0.5, 1.5, 1.0 ) are significantly
lower than those without the internal pressure. The higher internal pressure, the lower
maximum of macroscopic eﬀective stress. After the peak, the macroscopic eﬀective stress
drops oﬀ more rapidly with the higher internal pressure.
It can be seen from Fig. B.3 that the curve of macroscopic eﬀective stress vs.
macroscopic eﬀective strain has a remarkable diﬀerence between two diﬀerent friction
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angle α = 0◦ and 20◦ without the internal pressure. However, with the increasing
internal pressure, the curves of macroscopic eﬀective stress vs. macroscopic strain for
α = 0◦ and 20◦ become more and more similar except for that in the proximity of
maximum eﬀective stress. This implies that pressure sensitivity has a strong eﬀect
on mechanical behaviors of unit cell without the internal pressure. The high internal
pressure can weaken the pressure sensitivity eﬀect in the latter stage of deformation.
Fig. B.3 suggests that the voided polymeric material becomes ’brittle’ with the greater
internal pressure. That is, less plastic dissipation takes place for voided polymeric
material. It can be expected that the toughness of voided polymeric material with high
internal pressure can be greatly reduced.
Fig. B.4 presents the analogous results for initial oblate void w0 = 6 with same
material parameters in Fig. B.3. It is interesting to note that the maximum eﬀective
stresses of initial oblate void do not reach the yielding stress of the matrix material.
Compared with that of initial spherical void, the unit cell with initial oblate void can
not bear the high internal pressure. Results in Fig. B.4 implies that high internal
pressure combined with initial oblate void shape can greatly weaken the loading capacity.
This should be avoided in practical application in IC packages. It should be mentioned
that high internal pressure will cause numerical instability especially under the high
triaxiality with initial oblate void shape. It can be seen from Fig. B.4b that internal
pressure p/σ0 = 0.5 is the upper limit for stable computation with T = 3.
B.4.2 Eﬀect of pressure sensitivity
Fig. B.5 shows the macroscopic eﬀective stress as a function of eﬀective strain for three
typical pressure sensitivities under three diﬀerent triaxialities together with two initial
void shape w0 = 1/3, 3. It can be seen from Fig. B.5 that macroscopic eﬀective stresses
decrease with the increase of pressure sensitivity. This implies that higher pressure sen-
sitivity can result in less plastic dissipation and thereby decrease the fracture toughness
for voided polymeric material. Because of constant triaxiality in present computation,
then macroscopic mean stress also decreases with increasing pressure sensitivity. That
is, void growth is retarded by increasing pressure sensitivity. This is also can be partly
seen from Fig B.2b.
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Figure B.3: Evolution of macroscopic eﬀective stress as a function of macroscopic eﬀetive
strain with initial spherical void under several internal vapor pressure levels. (a) stress
triaxility T=1; (b) stress triaxility T=3.
Fig. B.5 shows that the curve of macroscopic eﬀective stress vs. macroscopic eﬀective
strain has a remarkable diﬀerence for two diﬀerent pressure sensitivities (α = 0◦ and
20◦) at T = 1. However, the triaxiality T = 3 can reduce this diﬀerence. This implies
that the high triaxiality can weaken pressure sensitivity eﬀect.
B.4.3 Low triaxiality eﬀect
The high triaxiality eﬀect has been well documented in previous studies (Koplik and
Needleman, 1988; Pardeon and Hutchinson, 2000). The present study focuses on the
low triaxiality which has not been addressed clearly for pressure sensitive solids. Fig
B.6a shows that macroscopic eﬀective stress as the function of microscopic eﬀective
strain with three diﬀerent initial void shapes under the low triaxialities T = 1 and 1/3
with moderate pressure sensitivity α = 10◦. It can be seen from Fig B.6a that for
triaxiality T = 1, the macroscopic eﬀective stress first goes up to a maximum value
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Figure B.4: Evolution of macroscopic eﬀective stress as a function of macroscopic eﬀetive
strain with initial oblate void w = 6 under several internal vapor pressure levels. (a)
stress triaxility T=1; (b) stress triaxility T=3.
and decreases very slowly; for triaxiality T = 1/3, the macroscopic eﬀective stress is a
monotonic increasing function of macroscopic eﬀective strain without decreasing even
for initial oblate voids a/b = 6. Fig B.6b displayed the shape of void as the deformation
progresses under diﬀerent levels of macroscopic eﬀective strain. Fig B.6b showed that
for T = 1, void shape changes accompanying void expansion to some extent. However,
for T = 1/3, void size in ρ direction has nearly no variation in comparison with great
increase in z direction . This suggests that in low triaxiality regime, more energy is
dissipated into change of void shape.
B.5 Maximum macroscopic eﬀective stress
The previous study showed that macroscopic eﬀective stress first goes up to a maximum
value and then decrease except in lower triaxiality range. The maximum macroscopic
eﬀective stress can be related with σˆ in the cohesive law (Tvergaard and Hutchinson,
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Figure B.5: Evolution of macroscopic eﬀective stress as a function of macroscopic eﬀec-
tive strain under several levels of triaxility with three typical pressure sensitivities: (a)
initial prolate void; (b) initial oblate void.
1992). They showed that σˆ can be calibrated using micromechanical void cell compu-
tation. It also has been shown that fracture toughness will increase with the σˆ. Under
the diﬀerent triaxialities, the maximum macroscopic eﬀective stress was computed with
varying pressure sensitivity, initial void shape, initial void fraction and initial yielding
strain.
Fig B.7a showed that the maximum macroscopic eﬀective stress as a function tri-
axiality under three typical pressure-sensitivity with initial spherical void. It can be
seen from Fig B.7a that the peak stress decreases with the increasing triaxiality The
higher pressure sensitivities correspond to lower maximum macroscopic eﬀective stress.
Fig B.7b displayed that the maximum macroscopic eﬀective stress varies with triaxiality
under three diﬀerent initial void shapes with moderate pressure sensitivity. Fig B.7b
showed that the more oblate initial void shape, the lower maximum macroscopic eﬀec-
tive stress. Fig. B.8a displays variation of maximum macroscopic eﬀective stress with
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Figure B.6: (a) Evolution of macroscopic eﬀective stress as a function of macroscopic
eﬀective strain at low triaxiality with three initial void shape. (b) Void shape change at
low triaxiality as the progress of deformation.
triaxiality under three initial void volume fraction with moderate pressure sensitivity
and initial spherical void. It can be seen from Fig. B.8a that the maximum macroscopic
eﬀective stress decrease with increasing initial void fraction. Fig. B.8b displays varia-
tion of maximum macroscopic eﬀective stress with triaxiality under three initial yielding
strain with moderate pressure sensitivity and initial spherical void. It can be seen from
Fig. B.8b that the maximum macroscopic eﬀective stress decreases with increasing ini-
tial yielding strain. Referring to the eﬀect of σˆ on fracture toughness, it can be expected
that increasing pressure sensitivity, more oblate void shape, higher initial void fraction
and higher initial yielding strain can decrease the facture toughness.
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Figure B.7: The maximum eﬀective stress as a function of triaxiality for f0 = 0.05,
σ0/E = 0.01 and N = 0: (a) under several levels of pressure sensitivities; (b) under
several initial void shapes.
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Figure B.8: The maximum eﬀective stress as a function of triaxiality for f0 = 0.05,
σ0/E = 0.01 and N = 0.1 with initial spherical void: (a) under several initial void
volume fraction; (b) under several levels of initial yielding strain.
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APPENDIX C
RATE DEPENDENT INTERFACE DELAMINATION IN
PLASTIC IC PACKAGES
Research scope
This appendix studies a model problem of delamination at the interface joining vis-
coelastic polymeric material and hard substrates in IC packages assisted by the internal
vapor pressure.
Main findings
The present computation oﬀers some insights on the relationship between interface
toughness and crack velocity under the influence of internal vapor pressure. At the
lower crack velocity and higher mode mixity regime, the internal vapor pressure can
greatly decrease the energy dissipation in the background material and work of sepa-
ration in the fracture process zone, therefore reducing the fracture toughness. In this
regime, vapor pressure eﬀect on the energy dissipation in the background material is
more distinct than that of work of separation in the fracture process zone. However, at
the high crack velocity regime, the vapor pressure eﬀect on fracture toughness becomes
negligible.
For the non-monotonic U-shaped curve of fracture toughness vs. crack velocity, there
exists a minimum of interface fracture toughness and corresponding crack velocity. It
has been argued that higher internal vapor pressure can reduce them by several folds.
The interface toughness vs. mode mixity curves are not symmetric, exhibiting a min-
imum. Mode mixity corresponding to the minimum interface toughness shifts to right
with the increasing crack velocity. For less strain-rate sensitivity case, the shift is not
significant.
Mode mixity eﬀects on rate dependent interface toughness have been investigated.
Higher mode mixity does not imply higher fracture resistance. The mode mixity
eﬀects are modulated by the rate eﬀects.
Extracts from this chapter can be found in Conference Papers [2].
C.1 Introduction
A typical IC package often comprises a multilayer structure of interfaces joining poly-
mers and stiﬀ substrate. Polymeric material in plastic electronic packages is well known
to absorb the moisture when exposed to humid ambient conditions. During the reflow
soldering, the package temperature is rapidly raised to above 220◦. The moisture at the
interface will vaporize into steam which can generate the high internal pressure inside
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the voids along the interface. Assisted by the vapor pressure, popcorn delamination be-
tween polymeric components and stiﬀ substrate can occur frequently during the surface
mounting of electronic packages onto the printed circuit board under high temperatures
(Omi et al., 1991; Fukuzawa et al., 1985; Gallo and Munamrty, 1995).
The mechanical behavior of polymeric material is strongly influenced by the loading
rate and temperature. Certain polymers can experience considerable viscoelastic defor-
mation even at room temperature. In the proximity of glass transition temperature,
the polymeric material is no doubt highly rate dependent. For example, the underfill
is a typical polymer material used for the underfilling of a flip-chip package to disperse
stress on the solder bumps. Its glass transition temperature is around 125◦. It strongly
exhibits the viscoelastic behavior over the temperature 105◦ (Wang et al., 1998). This
viscous behavior of polymeric material can cause interface toughness to depend on crack
velocity.
Experimental studies on interface crack growth have been reported for polymers
bonded to stiﬀ substrate (Conley et al., 1992; Liechti and Wu, 2001; Korenberg et al.,
2004). These works suggest that debonding of interface typically involves the rate-
dependent process of void growth and coalescence, on the scale of microns, at the inter-
face. Combined with the further examination on fracture surface, these studies showed
that the cavity growth and coalescence play an important role in the delamination of
interfaces.
Stress analysis of interface considering the viscoelastic property of underfill, solder
ball (Wang et al., 1998) or molding compound (Xiong et al., 2000) in IC packages was
carried out. These works suggest that viscoelastic behavior can relieves the stress at
the interface and thereby prevent interface from cracking. Computational studies on
interface delamination and package cracking taking account of vapor pressure eﬀects
were performed in (Guo and Cheng, 2002; 2003; Cheng and Guo, 2003) employing rate-
independent dilatant plasticity. It was shown that high vapor pressure within cavities
can accelerate the void growth and coalescence; vapor pressure can shift the mode mixity
from shear dominated to tensile dominated stress fields. Both can result in the reduction
of fracture toughness.
To gain a better understanding of interface delamination under high temperature in
132
IC packages, it would appear that one has to take account of the viscoelastic behavior of
polymers as well as internal vapor pressure and mode mixity in the process of delamina-
tion. The present appendix will study the rate dependent interface delamination using
a micromechanics model (Tang et al., 2007) together with cell element approach. In this
approach, the fracture process was modeled by confining void growth and coalescence
to a narrow material layer of thickness (see Fig. C.1). The material outside this strip,
referred to as the background material, is undamaged by void growth. Material models
for the background material and fracture process zone are given in the next section. In-
cluded here is the boundary layer formulation for small-scale yielding under plane strain
conditions. In the sequel, the computational algorithm is described for steady-state
crack growth. Finally the numerical results is presented and this appendix will conclude
with a short discussion.
C.2 Problem formulation
Figure C.1 shows the schematic of an interface crack between two dissimilar materials.
The material above the interface is an elastic nonlinear viscoelastic solid with Young’s
modulus E, Poisson’s ratio ν and yielding stress σ0. The material below is a rigid
substrate. The assumption of rigid lower half space can reduce the set of parameters
and size of computation. As shown by Tvergaard and Hutchinson (1993), interface
toughness prediction is not strongly aﬀected by neglecting the elasticity of the lower
material.
The elastic bimaterial K-fields are applied at the distance that is large compared to
the extent of the fracture process zone. The elastic stress field for a bimaterial interface















σ˜IIij (θ, ) (C.1)
where K is the complex stress intensity factor, i in the power function of r is the
imaginary number, Re and Im are the real and imaginary part of complex arguments
and the polar coordinates (r, θ) relative to the crack tip are defined in Figure C.1.The
angular stress functions and can be found in Shih (1991). The oscillation index of is
given by
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Figure C.1: Schematic of the steady-state crack growth along the bimaterial interface















.The mode mixity ψ, a measure of shear stress relative to normal stress at the interface,

















where Γ0 is the work of separation at fracture, approximated as Γ0 = σ0D (see, e.g.,
Cheng and Guo, 2003). As shown in Fig. 1, D is the thickness of the steady-state
fracture process zone. It is of the order of -100 for diﬀerent polymeric material system
(Kambour, 1973; Du et al, 2000).
A quasi-static plane strain analysis is carried out for a semi-infinite crack propagating
at constant crack velocity along the bimaterial interface. Due to the rigid substrate, only
the upper half plane needs to be analyzed. It is modeled by a large rectangular domain
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with the outer dimensions of 16000D. The finite element mesh is fixed with respect
to the moving crack tip. Along the remote boundary of the domain, the stress field
(C.1) is applied with constant |K|. The steady-state process zone as formulated next
is represented by a layer of cell elements. This cell element approach assumes that
the primary mechanism for crack advance is rate-dependent void growth in the present
study.
C.3 Material models
In this paper, the background material is governed by conventional nonlinear viscoelastic
material (cf. chapter 2). Some have argued that linear elasticity might oﬀer a better de-
scription of the polymers for temperatures well below the glass transition temperatures.
On the other hand, the fracture process is typically rate-dependent for the polymeric
material (cf. chapter 2).
C.4 Steady-state crack growth
Dimensional analysis suggests that the steady-state toughness Γss depends on dimen-














Thickness of the steady-state process zone, D, enters explicitly as a scaling length.
Under steady-state crack growth, two components contribute to the overall work,
Γss = Γf + Γb
where Γf represents the intrinsic toughness defined by the work of separation in the FPZ,
and Γb the extrinsic toughening contribution from inelastic dissipation in the background
material (and a small contribution from the stored elastic energy in the wake).
Following the line of Tang et al. (2007), a critical void volume fraction criterion is
employed for crack advance under steady-state conditions, viz f = fE. In particular,
fE = 0.2 is chosen. During the iterative solving of the steady-state problem, the applied
|K| is adjusted until the average void volume fraction over the first element at the crack
tip reaches fE. Computational studies by the cell element approach (Shih and Xia,
1995) have demonstrated that toughness depends strongly on f0 and less so on fE.
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For steady-state crack growth in the direction, any rate quantity can be related to
the spatial derivative with respect to x through the crack velocity . An iterative finite
element solution procedure is adopted to solve the steady-state problem which is similar
to that used by Dean and Hutchinson (1980). The modified backward Euler method is
used to integrate the constitutive relations for the fracture process zone and the bulk
solid.
C.5 Numerical results
The eﬀects of p/σ0, ψ on interface toughness over a range of crack velocities will be
presented in this section. Unless otherwise stated, the material parameters σ0/E = 0.02,
ν = 0.35 are assumed. The small scale yielding condition is maintained by controlling
the maximum spatial extent of the accumulated inelastic strain (comparable to σ0/E)
to within of the outer dimension of the domain.
C.5.1 Eﬀect of internal pressure
Attention in this subsection is directed to internal vapor pressure eﬀect on the fracture
toughness.
The generalized Dugdale approach is presented first (Dugdale, 1960) in which the
fracture process zone is modeled by rate-dependent cell elements while the background
material is taken to be purely elastic. In this case, only the work of separation in the
FPZ, Γf , contributes to the steady-state toughness Γss. This can oﬀer some insights
into the vapor pressure eﬀects on the intrinsic toughness Γf .
Figure C.2 displays the normalized steady-state toughness as a function of crack
velocity for several levels of internal pressure. The solid curves correspond to the phase
angle ψ = 0◦ while the dotted curves correspond to ψ = 60◦. Observe that the intrinsic
toughness is a monotonic increasing function of crack velocity. This trend, in the absence
of vapor pressure, has been predicted in Tang et al. (2007) for a mode I crack in
the homogeneous viscoelastic solid. It can also be seen that the intrinsic toughness
decreases with the increase of internal vapor pressure. In this generalized Dugdale
approach, the intrinsic toughness comes from work of separation by void growth in
the microporous strip. The internal vapor pressure can accelerate the void growth in
the fracture process zone. As a result, the work to rupture a unit cell in the fracture
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Figure C.2: The steady-state toughness as a function of crack velocity for several levels
of internal vapor pressure with σ0/E = 0.02 , n = 6, f0 = 0.05 and two mode mixity.
The background material is purely elastic.
process zone decreases with increasing internal vapor pressure. Relative to results of
ψ = 0◦, vapor pressure eﬀect is more evident at high mode mixity (ψ = 60◦), causing
reduced intrinsic toughness. This suggests that vapor pressure combined with high mode
mixity is even more detrimental to the integrity of IC packages. With a rate-independent
Gurson porous material model extended to incorporate vapor pressure eﬀects, it has been
shown that high vapor pressure combined with high porosity causes severe reduction in
the fracture toughness (Guo and Cheng, 2002, 2003; Cheng and Guo, 2003).
The vapor pressure eﬀect on interface toughness of a nonlinear viscous material/rigid
solid system is examined. The background material is also taken to be elastic nonlinear
viscous solids.
Figure C.3 displays the steady-state interface toughness for two phase angles, ψ = 0◦,
40◦ with three levels of vapor pressure: p/σ0 = 0, 0.5, 1.0. The initial porosity is chosen
as f0 = 0.05. The solid curves represent the phase angle ψ = 0◦ while the dotted
curves represent the phase angle ψ = 40◦. Compared to the curves in Figure C.2 (for
elastic background material), vapor pressure induces much more significant reduction of
toughness when the background material exhibits a nonlinear viscosity.
It can be seen that internal vapor pressure plays a dominant role in reducing the
interface toughness especially at high mode mixity and low crack velocity. For example,
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at the low crack velocity a˙/ (ε˙0D) = 105, the fracture toughness for ψ = 0◦ suﬀers one-
fold reduction and seven-fold reduction for ψ = 40◦, when the internal vapor pressure
is comparable to the initial yield stress σ0; i.e. p/σ0 = 1.0. At the high crack velocity
regime a˙/ (ε˙0D) = 107, however, the toughness becomes less distinguished between the
two phase angles, ψ = 0◦ and ψ = 40◦.
The phase angle ψ = 40◦ is the representative of the likely state of interface loading
for plastic encapsulated microcircuits in IC packages, since the residual stress resulting
from the film-substrate thermal mismatch induces a predominantly mode II components.
While the presence of mode II components can increase interface fracture toughness at
low crack velocity regime greatly, our results show that this beneficial eﬀect can be
neglected at the higher internal vapor pressure.
For ψ = 40◦, the curves of p/σ0 = 0 and 0.5 in Figure C.3 exhibit a non-monotonic
fracture toughness trend. But this trend disappears when vapor pressure is comparable
to the initial yield stress: p/σ0 = 1.0. This suggests that high internal vapor pressure
can completely alter the trend of interface toughness vs. crack velocity curve.
For a U-shaped curve of fracture toughness vs. crack velocity, the minimum fracture
toughness and the corresponding crack velocity are denoted by Γminss and a˙
∗ respectively.
Figure C.3 shows that Γminss and a˙
∗ decrease with the increasing internal vapor pressure.
Such a U-shaped toughness-velocity curve arises from the competition between energy
dissipation in the background material and work of separation in the fracture process
zone (Tang et al., 2007). It seems that the competition can be greatly influenced by the
high internal pressure.
To further explore the vapor pressure eﬀects on interface toughness vs. mode mixity,
two initial void porosities (f0 = 0.01, 0.05) and a low rate sensitivity (n = 10) are
chosen. Figure C.4a shows the plots for a˙/ (ε˙0D) = 104. The plots for a˙/ (ε˙0D) = 106
are displayed in Figure C.4b. While the minima of these curves lie in the vicinity of
ψ = 0◦, the interface toughness curves are not symmetric. For higher rate sensitivity, e.g.
n = 6, it has been shown that the minima of interface toughness vs. mode mixity curves
can shift to higher positive phase angle with the increasing crack velocity (see Figure
3 in Tang et al., 2007). However, this shift is not so evident for low rate sensitivity
in Figure C.4. At the same time, Figure C.4 further demonstrates that the adverse
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Figure C.3: The steady-state toughness as a function of crack velocity for several levels
of internal vapor pressure with σ0/E = 0.02, n = 6, f0 = 0.05 and two mode mixity.
eﬀect of vapor pressure is even more distinct when the porous interface is subjected to
loading with a strong mode II component. By comparing results of Figure C.4a with
that of Figure C.4b, it can be concluded that eﬀect of vapor pressure is more distinct
for a˙/ (ε˙0D) = 104 than that for a˙/ (ε˙0D) = 106.
To gain a better understanding of energy dissipation in the background material,
we next examine how inelastic zone size is aﬀected by the internal vapor pressure. We
present results for background material and FPZ for moderate rate sensitivity (n = 6)
and high initial porosity (f0 = 0.05).
Figure C.5 displays the contour maps of the accumulated eﬀective inelastic strain
around the interface crack at a˙/ (ε˙0D) = 105 for three levels of internal vapor pressures.
Figures C.5a and C.5b demonstrate the mode mixity eﬀect on the inelastic zone size. A
close examination also reveals that the highest internal pressure generates the smallest
inelastic zone size.
The contour maps of accumulated eﬀective strain at high crack velocity a˙/ (ε˙0D) =
108 also have been examined. The results show that the inelastic zone has only a little
contraction with the increase of internal vapor pressure.
Results in Figure C.3 can be corroborated by results in Figure C.5 in which at
the low crack velocity and high mode mixity regime, the vapor pressure can cause a
great loss of energy dissipation in the background material. Although internal vapor
pressure also can reduce the work of separation by void growth in fracture process zone
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Figure C.4: Vapor pressure eﬀects on interface fracture toughness for a range of mode
mixities. (a) a˙/ (ε˙0D) = 104; (b) a˙/ (ε˙0D) = 106.
(Cf. Figure C.2), decrease of energy dissipation in the background material caused by
increasing vapor pressure appears to be more significant on fracture toughness at low
crack velocity and high mode mixity regime.
C.5.2 Mode mixity eﬀect
Figure C.6 displays the steady-state interface toughness vs. crack velocity for two diﬀer-
ent initial void volume fractions and several phase angles ranging from ψ = 45◦ to 60◦
using the generalized Dugdale approach where the background material is purely elastic.
Observe that the intrinsic toughness vs. crack velocity curves have a monotonic increas-
ing trend with respect to the crack velocity. At the diﬀerent crack velocity regime, the
mode mixity eﬀect on interface toughness varies. It is clear that higher mode mixity
does not necessarily imply larger intrinsic fracture resistance. This phenomenon appears
to depend on the nonlinear rate eﬀects on void growth in the fracture process zone under
diﬀerent shear mode.
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Figure C.5: Contour plots of the accumulated inelastic strain, c = 0.01 , around the
growing crack for several levels of internal vapor pressure with σ0/E = 0.02, n = 6
under the crack velocity a˙/ (ε˙0D) = 105: (a) ψ = 40◦; (b) ψ = 0◦.
When both the fracture process zone and the background material are rate depen-
dent, the computation of steady-state interface toughness under several phase angles
also has been carried out (see Fig. 7 in Tang et al., 2007). With competition be-
tween the energy dissipation in the background and work of separation in the fracture
process zone under a mixed mode loading, the fracture toughness can be a monotonic
or non-monotonic function of crack velocity.
C.6 Conclusion
In this appendix, crack growth at the interface between a nonlinear viscoelasitc solid
and a rigid substrate has been studied by a micromechanics-based constitutive law for
porous nonlinear viscous solid incorporating the internal vapor pressure eﬀect. The cell
element approach is adopted in which the fracture process zone is modeled by an array
of elements placed at the interface. This model can be employed in the application for
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Figure C.6: Steady-state toughness as a function of crack velocity for several mode
mixity with σ0/E = 0.02, n = 6. (a) f0 = 0.01; (b) f0 = 0.05. The background material
is purely elastic
interface delamination or popcorn cracking of polymeric material/Si during the surface
mounting of electronic packages onto the printed circuit board under reflow soldering
assisted by internal vapor pressure.
The present computation oﬀers some insights on the relationship between interface
toughness and crack velocity with internal vapor pressure eﬀect. At the lower crack
velocity and higher mode mixity regime, the internal vapor pressure can greatly decrease
the energy dissipation in the background material and work of separation in the fracture
process zone, therefore decreasing the fracture toughness. In this regime, vapor pressure
eﬀect on the energy dissipation in the background material is more distinct than that
of work of separation in the fracture process zone. However, at the high crack velocity
regime, the vapor pressure eﬀect on fracture toughness becomes negligible.
For the non-monotonic U-shaped curve of fracture toughness vs. crack velocity, there
exists a minimum of interface fracture toughness Γminss and a˙
∗. It has been argued that
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higher internal vapor pressure can decrease Γminss and a˙
∗ to a smaller value.
The interface toughness vs. mode mixity curves are not symmetric, exhibiting a
minimum. Mode mixity corresponding to the minimum interface toughness shifts to
right with the increasing crack velocity. For less strain-rate sensitivity case, the shift is
not evident.
Mode mixity eﬀects on rate dependent interface toughness have been investigated.
Higher mode mixity does not imply higher fracture resistance. The mode mixity eﬀects
are modulated by the rate eﬀects.
