In many global Optimization Problems, it is required to evaluate a global point (min or max) in large space that calculation effort is very high. In this paper is presented new approach for optimization problem with subdivision labeling method (SLM) but in this method for higher dimensional has high computational. SLM Genetic Algorithm (SLMGA) in optimization problems is one of the solutions of this problem. In proposed algorithm the initial population is crossing points and subdividing in each step is according to mutation. RSLMGA is compared with other well known algorithms: DE, PGA, Grefensstette and Eshelman and numerical results show that RSLMGA achieve global optimal point with more decision by smaller generations.
environment seeks best solution more effectively [1] . Therefore, GA is a heuristic search technique that mimics the natural evolution process such as selection, crossover and mutation operations. The selection pressure drives the population toward better solutions while crossover uses genes of selected parents to produce offspring that will form the next generation. Mutation is used for avoiding of premature convergence and consequently escaping from local optimal. The GAs have been very successful in handling combinatorial optimization problems which are difficult [2] . SLM method in high dimension have high search space, GA provides a comprehensive search methodology for optimization.
GA is applicable to continuous optimization problems. In global optimization scenarios, GAs often manifests their strengths: efficient, parallelizable search; the ability to evolve solutions with different dimension; and a characterized and controllable process of innovation. This paper starts with the description of related work in section 2. Section 3 gives the outline of Model and Problem Definition SLM and text problems of SLM method and comparision of SLM method with RS, RSW and SA [3, 4] . In section 4, we have a discussion about how genetic algorithm can be used to SLM. In section 5, we present schemata for SLM with GA. In section 6, test functions used in simulation studies and test problems of De Jong by SLMGA method are in sections 6 and 7. In section 8 is shown Experimental Results and comparison of SLMGA with other methods: DE, PGA, Grefensstette and Eshelman [5] .The discussion ends with a conclusion and future trend.
Related work
In the early 1960s and 1970s, new search algorithms were initially proposed by Holland, his colleagues and his students at the University of Michigan. These search algorithms which are based on nature and mimic the mechanism of natural selection were known as Genetic Algorithms (GAs) [1, 3, 6, 7, 8] . Holland in his book "Adaptation in Natural and Artificial Systems" [1] initiated this area of study. Theoretical foundations besides exploring applications were also presented. The population of solutions is initialized by applying the GAs operators such as the crossover and mutation [1, 3, 6] . And with their natural selection they have an iterative procedure usually used to optimize and select the best chromosome (solution) in the population. This population consists of various solutions to hard complex problems and is usually generated randomly [6, 9] . Zhang et al. [10] introduced triangulation theory into GA by virtue of the concept of relative coordinate genetic coding , design corresponding crossover and mutation operator.
Hayes and Gedeon [11] considered infinite population model for GA where the generation of the algorithm corresponds to a generation of a map. They showed that for a typical mixing operator all the fixed points are hyperbolic. Gedeon et al. [12] showed that for an arbitrary selection mechanism and a typical mixing operator, their composition has finitely many fixed points.
Qian et al. [13] proposed a GA to treat with such constrained integer programming problem for the sake of efficiency. Then, the fixed-point evolved (E)-UTRA PRACH detector was presented, which further underlines the feasibility and convenience of applying this methodology to practice.
Model and Problem Definition SLM
In this section, Model of SLM is expressed then SLM is implemented on the Goldstein-Price function and the Easom function and be traced all operations step by step. At the end, SLM method is compared three methods: RS, RSW [3] and SA and results are shown.
At present, Supposing Fሺ ‫ݔ‬ ଵ , ‫ݔ‬ ଶ , ‫ݔ‬ ଷ … . . , ‫ݔ‬ ሻ with constraint ܽ ≤ ‫ݔ‬ ≤ ܾ , we want to earn global point to this in order to following serial algorithm SLM:
Step1: Draw the diagrams for ‫ݔ‬ = ܾ ܽ݊݀ ‫ݔ‬ = ܽ for i=1, 2,…, n ; then, we find crossing points which equal ݊ ଶ and h= min
Step2: Suppose that the pointሺܽ ଵ , ܾ ଵ , ܾ ଶ … . . ܾ ିଵ ሻ is one of the crossing points. Consider the values of ℎ ି ା gained by step1 and then do the algebra operations on this crossing point as shown in Table 1 . Their maximum number in dimensional space is 2 * ሺ൫ ଵ
Step 3: The function value is calculated for all points of step 2 and the value of these functions is compared with fሺܽ ଵ , ܾ ଵ , ܾ ଶ … . . ܾ ିଵ ሻ . At the end, we will select the point which has the minimum value and we will call itሺܿ ଵ , ܿ ଶ , ܿ ଷ … . . ܿ ሻ.
Note:
If we want to find the optimal global max, we should select the maximum value. Step 4: In this step, the equation1is calculated:
Step 5: According to the result of step 4, the point ሺܽ ଵ , ܾ ଵ , ܾ ଶ … . . ܾ ିଵ ሻ is labeled according to equation (2) .
Step 6: Go to step 7 if all the crossing points were labeled, otherwise repeat the steps 2 to 5.
Step 7: In this step, the complete labeling polytope is focused. In fact, a polytope will be chosen that has complete labeling in different dimensions as shown in Table 2 .
Complete Label Dimension
Step 8: In this step, all sides of the selected polytope (from step 7) are divided into 2 according to equation 3 and we repeat steps 3 to 7for new crossing points.
Step 9: Steps 2 to 8 are repeated to the extent that h → 0and the result is global min or max point.
(2) 
Test Problems of SLM:
In this section, we have three test problems that is implemented by SLM.
Test Problem 1
The Goldstein-Price function [GP71] is a global optimization test function. function definition:
Global minimum: 
Test problem2
The Easom function [Eas90] is a unimodal test function, where the global minimum has a small area relative to the search space. The function was inverted for minimization.
function definition:
global minimum: 
Initialization
Initially many individual solutions are generated to form an initial population. The population size depends on the nature of the problem; the initial population in SLMGA is generated according to dimension for example initial population for 2-dimensional is four, for 3-dimensional is eight and in this manner for n-dimensional is 2 according to Table 11 .Initial population in this method earns through crossing points with Table 11 . In genetic algorithm like other evolutionary algorithms, its optimal solutions are points that the algorithm improves keeps or returns to them after a certain number of iterations because these points meet required criteria of the algorithm. 
Dimensional

Selection
During each successive generation, a proportion of the existing population is selected to breed a new generation. Individual solutions are selected through a fitness-based process, where fitter solutions (as measured by a fitness function) are typically more likely to be selected. Certain selection methods rate the fitness of each solution and preferentially select the best solutions.
Supposing that algorithm is searching a point x which can make continuous function of f to achieve its minimum. The necessary and sufficient condition of extreme point is that this point gradient is 0 that is ∇fሺ‫ݔ‬ሻ = 0. 
The square with all different kinds of integer label is called a completely labeled unite, when ℎ → 0 within iteration stages, vertices of that square approximately converge to one point which is a fixed point.
Mutation Operator
For each point coded (݇ ଵ , ݇ ଶ , … , ݇ ), the GA is trying to improve it to reach optimal solution by mutation operator searching all points surrounding it in certain step determined by ℎ ାଵ .
For instance, (݇ ଵ , ݇ ଶ , … , ݇ ) in P(0), initial population, addressing ‫ݔ(‬ ଵ + ݇ ଵ ℎ , ‫ݔ‬ ଶ + ݇ ଶ ℎ , … , ‫ݔ‬ + ݇ ℎ ) will be changed as ‫ݔ(‬ ଵ + ߙ ଵ , ‫ݔ‬ ଶ + ߙ ଶ , … , ‫ݔ‬ + ߙ ), ߙ ଵ , ߙ ଶ , … , ߙ ∈ ሼ0, ±ℎ ାଵ ሽ. Subsequently, the algorithm saves the best-mutated individual among all possible (2) offspring. Therefore, this operator produces new population located on intersection of the next grid. Because of this, coming polytopes are specified to evaluate and label. Furthermore, the next generation is producing from the previous one.
Schemata Analysis for SLMGA
Save best individual as P (t+1) This improved algorithm makes grid in given scope and encodes each intersection by integer while it starts from the lowest point of the domain. After calculating fitness of each point, it generates the best offspring and computes integer label of the last population for every polytope. When it found the polytope labeled completely, subdivides them in order to seek the solution closely.
As following, we demonstrate the performance of the improved algorithm by different examples and show how it can categorize fixed points. This schema is shown in Figure 10 .
Test Function Used in Simulation Studies
Five test functions (F1-F5) presented in Table 12 have been firstly proposed by De Jong [15] to measure the performance of GAs. After Jong, they have been extensively used by GA researchers and other algorithm communities. The test environment includes functions which are convex (F1), non-convex (F2), discontinuous (F3), stochastic (F4) and multimodal (F5).
Implementing SLMGA on De Jong's functions:
In this section, SLMGA is implemented on F1 and F5.
Test problem 1
Equation (3) is De Jong's second function (Rosenbrock's saddle) that by SLM is implemented. Table12. The structure of the first three Dejong
Although ݂ ଶ ሺ‫ݔ‬ ଵ , ‫ݔ‬ ଶ ሻ has just two parameters, it has the reputation of being a difficult minimization problem. The minimum is ݂ ଶ ሺ1,1ሻ = 0. In this function; figures from 11 to 14 are shown.
Test problem 2
This is test problem of Fifth De Jong function (Shekel's Foxholes). 
The global minimum for this function is ݂ ହ ሺ−32, −32ሻ ≅ 0.998004.
Evolution
In this section, we present the experimental results of the proposed approach for solving some nonlinear numerical functions. Also, this approach was implemented by modifying the Genesis program of John Grefenstette.
In this implementing, all problems (F1 to F5) [De Jong, 1975] were run with the elitist strategy, complete label's selection procedure and a population size depend on dimensional space according Table 12. As table 13 shows, for all functions, each experiment consisted of running the genetic algorithm for 100 trials (function evaluations). Results were saved for the best performance; the best performance (BV) is the smallest value of the objective function obtained over all function evaluations. In order to select good parameter settings, multi runs were done for the SLMGA with different settings for mutation sizes (real) but mutation rates in all of experimental is 0.5 because our mutation became half than before step every time.
In We have compared the performance of the RSLMGA to that of other some well known genetic algorithms: DE, PGA, Grefensstette and Eshelman [5] . PGA, Grefensstette and Eshelman algorithms were run 50 times; the DE algorithm was run 1000 times and SLMGA 50 times for each function to achieve average results [5] . When the results produced by the RSLMGA for all functions were evaluated together, it was observed that the best of the average of number of generations for De Jong's functions. It is seen in Table 14 that the convergence speed of the SLMGA achieves the optimal point with more decision by smaller generation. As Table 14the 
Conclusion
SLMGA is a new method for finding the true optimal global optimization is based on Subdividing Labeling Method (SLM). In this work, the performance of the SLMGA has been compared to that of some other well known GAs. From the simulation studies, it was observed that SLMGA achieve the optimal point with more decision by smaller generation. Therefore, SLMGA seems to be a promising approach for engineering optimization problems.
