Abstract. We completely determine the set of s, t > 0 for which the function
Introduction
Euler's gamma function Γ(x) is defined by Γ(x) = ∞ 0 t x−1 e −t dt for x > 0. Its logarithmic derivative ψ(x) = Γ (x)/Γ(x) is called the psi or digamma function and the derivatives ψ (n) (x) are called polygamma functions. These functions are perhaps the most important of all special functions.
In this paper we continue the investigations of [10] , [11] , and [12] , and extend and strengthen some of the results obtained there by presenting some sharp inequalities concerning the function
for the best possible range of the parameters s, t > 0 and x > 0. Such inequalities are of importance in establishing sharp estimates for certain trigonometric sums. For more information and an extensive bibliography concerning inequalities of this type we refer to [10] and [12] . Most of the inequalities of the present work are obtained by verifying the complete monotonicity of certain functions. A function f : (0, ∞) → R is said to be completely monotonic if it has derivatives of all orders and satisfies (1.1) (−1) n f (n) (x) ≥ 0 for all x > 0 and n ≥ 0.
J. Dubourdieu [4] proved that if a nonconstant function f is completely monotonic, then strict inequality holds in (1.1). See also [6] for a simpler proof of this result. A necessary and sufficient condition for complete monotonicity is given by Bernstein's theorem (see [21, p. 161] ) which states that f is completely monotonic on (0, ∞) if and only if
where m is a nonnegative measure on [0, ∞) such that the integral converges for all x > 0.
Some important subclasses of completely monotonic functions have been considered in [14] . Koumandos and Pedersen [14] The following special case will be used in the sequel. The class of completely monotonic functions order 1 coincides with the class of strongly completely monotonic functions introduced in [20] (see also [14, 
An important counterpart of completely monotonic functions are the Bernstein functions. A function f : (0, ∞) → (0, ∞) is called a Bernstein function if f has derivatives of all orders and f is completely monotonic on (0, ∞). It is easy to see, for example, that x → x t/(x + t) is a Bernstein function on (0, ∞) for all t > 0.
We refer to [3] for additional properties and background information about Bernstein functions.
In this paper, we determine the set of all (s, t) with s, t > 0 for which L s, t (x) is a Bernstein function on (0, ∞). We also show that some functions involving the function L s, t (x) are completely monotonic of certain positive order. As applications we obtain sharp estimates of the function L s, t (x) for the best possible set of the parameters s, t.
We organize the paper as follows. In the next section we recall some basic definitions and facts from [10] . In Section 3 the main results of the paper are stated. We give some additional remarks in Section 4. Section 5 contains several lemmas which are important for the proofs of the main results presented in Section 6.
In the final section we show how our results can be applied to obtain sharp estimates for certain trigonometric sums.
Preliminaries
We first define some auxiliary functions. For s, t > 0 and x > 0 let
Of course, we have
It is easily seen that
We also have
where
An important ingredient of our method is the representation (cf. [10, (3.5) 
and σ s,t (u) :
It is easy to see that
and (2.8)
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The sets P 1 , P 2 , P * 1 , and P * 2 . H is equal to the union of P 1 and P 2 . H * is equal to the union of P * 1 and P * 2 . P is equal to the union of P 1 , P 2 , P * 1 , and P * 2 . E is the first quadrant. The dashed lines describe the boundary of the set E \ P . The graphs in this paper were created by using the KETpic package for Maple [7] .
The following subsets of the first quadrant E := {(s, t) ∈ R 2 : s, t > 0} will be important in our further considerations (see Figure 1) :
Moreover, if M is any subset of R 2 , then we will denote by M * its reflection with respect to the line
It is also easy to check that L s,s+1 (x) = −s, Δ s,s+1 = −1, and Φ s,s+1 (x) = 0 for all s, x > 0. In the following we will therefore tacitly assume that for (s, t) ∈ E we always have t = s, s + 1.
The next result gives information about the sign of the functions L s, t (x) and Δ s, t (x) on (0, ∞).
Proof. Using the well-known formulae (see for example [2, p. 615]),
we see that (2.10)
In order to prove Statement (i ), it will therefore suffice to show that
which is equivalent to
where g(u) := (log(e u − 1) − log u)/u. It is easy to see that
This establishes (2.11) and thus Statement (i ).
Using the asymptotic formula (see [1, 6.1.47]) (2.12) 
On the other hand,
The last two formulae imply Statement (ii ).
An immediate consequence of Proposition 2.1 is the following. A is equal to the union of A 1 , A 2 , and A 3 . The dashed lines describe the boundaries of the sets P 1 , P 2 , P * 1 , and P * 2 from Figure 1 . The dotted curves describe the parts of the parabola p(s, t) = 0 that lie outside P . The hatched area is the set of points (s, t) ∈ E \ P with p(s, t) > 0.
Main results

Let
A := {(s, t) ∈ P : p(s, t) ≥ 0} and set
is as in (2.13) (see Figure 2 ).
Our first result concerns complete monotonicity of Φ s, t (x) of positive order.
Our next theorem describes the set of all (s, t) ∈ E for which L s, t (x) is a Bernstein function.
Theorem 3.2.
(
is strictly increasing and concave on (0, ∞) but not a Bernstein function. In this case we have
is a Bernstein function on (0, ∞) and
is completely monotonic on (0, ∞) and (1)]. K is the set of all (s, t) ∈ E for which the function ϕ s,t (u) is convex on (0, ∞); see Lemma 5.2 below. In the present work we extend this result to the larger area (s, t) ∈ A 1 \ P 1 by employing a totally different method that enables us to cover the case (s, t) ∈ K \ P 1 as well. (Compare with Remark 5.8). It is necessary here to correct a misprint that appears on page 1700 of [11] , where Theorem 1.2 is stated. The correct definition of the set S 2 is
All bounds in the inequalities
The proof of the whole of [11, Theorem 1.2] is then unaffected.
As a consequence of Theorem 3.2 we derive the following.
Corollary 3.4.
We shall also prove the following closely related result.
The following result is shown in [5] (see also [19] ). 
L s, t (x) changes sign in (0, ∞) when s+t < 1. This is another proof of Corollary 2.1.
Using Theorem 4.1 we are able to obtain some estimates for the function L s, t (x). First, we prove the following elementary lemma.
is strictly increasing and concave on [0, ∞) and
is strictly decreasing and convex on [0, ∞) and
Proof. : We first observe that w α,β (0) = 0 for β < 1, while
we easily obtain
Then we observe that 2 , whence all our claims in the lemma follow. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
(ii ) For (s, t) ∈ P 2 we have
(iv ) For (s, t) ∈ P 1 we have
We observe that only (iv ) above yields the upper bound
which is sharp, because by (2.12) we have
Theorem 3.2 is therefore of interest because it establishes (4.1) in all cases through monotonicity of the function L s, t (x).
Lemmas
For the proof of our main results we need the following lemmas. We begin with monotonicity and convexity properties of the function ϕ s, t (u) defined in Section 2.
Proof. See [18] (or [17] for a simpler proof).
Lemma 5.2. Let ε(s, t) := 2s
2 + 2st + 2t 2 − 3s − 3t + 1 and
Proof. See [11] . This information will be useful when dealing with the function
Observe that ϕ s,t (u) = −ϕ t,s (u) and that therefore, since σ s,t (u) = −ϕ s,t (u),
We will prove the following. 
In order to verify this lemma, the change of coordinates
will prove useful. Observe that the (α, β)-plane is the (s, t)-plane rotated by an angle of − π 4 and stretched by the factor √ 2. Setting (cf. Figure 4 )
then it is clear that the following lemma implies Lemma 5.3 for (s, t) ∈ P * 2 ∪ A 3 , and thus, because of (5.1), also for (s, t) ∈ P 2 .
Lemma 5.4. For all
Observe that, for α, β, x > 0, 
Hence, α → ρ β,x (α) is a parabola for all β, x ∈ R (this explains the relevance of the coordinate transformation T ). Before we will present the proof of Lemma 5.4, we will first determine for which β, x > 0 this parabola opens up-or downward.
Proof. Set a β (x) := a(β, x).
It is easy to check that for all β > 0 we have a Proof of Lemma 5.4. We will prove the lemma separately for the three sets B 1 , B 2 , and B 3 .
The case (α, β) ∈ B 1 . Fix β ∈ (0, 1), x > 0. We have to prove that for all α ≥ 1 we have ρ β,x (α) < 0. Because of Lemma 5.5 this will follow once we show that (5.2) ρ β,x (1) < 0 and ρ β,x (1) < 0.
Set f β (x) := ρ β,x (1). We calculate
β (0) = 0 for j = 0, . . . , 5, and set
For β ∈ (0, 1) we then obtain 
which is clearly negative for all β ∈ (0, 1) and x > 0. Hence, also the second inequality in (5.2) is true. The case (α, β) ∈ B 2 . Fix β ∈ (1, 2), x > 0. We have to prove that for all α > 1 with μ(α, β) > 0 or, equivalently, for
we have ρ β,x (α) > 0. Because of Lemma 5.5 this will follow once we show that
and (note that 1 + (β 2 − 1)/3 > β for β ∈ (1, 2))
Set f β (x) := 3ρ β,x (1 + (β 2 − 1)/3). Then we have
it is straightforward to check that for β ∈ (1, 2),
Further, we find
where once again it is straightforward to check that for β ∈ (1, 2), β (x), and find that for β > 1,
We further have
Since it is easy to see that 4β 2 − 5β + 4 > 0 for β > 1, (5.8) follows from (5.14)-(5.17).
The case (α, β) ∈ B 3 . Fix β > 2, x > 0. We have to prove that for all α > β we have ρ β,x (α) > 0. Because of Lemma 5.5 and (5.8) this will follow once we show that
β (0) = 0, for j = 0, . . . , 4 and we set (5.20) f β (x) := (x + 1)
Then f β (0) = 0 and
for β > 2 has at most one zero in (0, ∞) and is positive for small x > 0, we thus see that f β (x) > 0 for all β > 2, x > 0. (5.19) and (5.20) therefore imply (5.18).
Lemma 5.4 is therefore proven and we can show the following.
Lemma 5.6. For s, t, u ∈ R let
Proof. Observe first that
and, for t > s,
Hence, for (s, t) ∈ H * \(A 2 ∪ A 3 ) the function Θ s,t (u) changes sign in (0, ∞) and for every (s, t) ∈ A 2 ∪ A 3 there is a δ > 0 such that Θ s,t (u)Θ s,t (v) > 0 for all u ∈ (0, δ) and v > 1/δ. This implies that for every (s, t) ∈ A 2 ∪ A 3 the function Θ s,t (u) has to have an even number of zeros in (0, ∞) (counted according to multiplicity). Suppose now that there are (s, t) ∈ A 2 ∪ A 3 and u * ∈ (0, ∞) such that
Because of Lemma 5.2 this is equivalent to σ s,t (u
holds. Since A 2 ⊂ P * 2 , Lemmas 5.1, 5.2, and 5.3, thus imply Θ s,t (u)Θ s,t (v) > 0 for every pair u, v ∈ (0, ∞) of zeros of Θ s,t (u). Hence, Θ s,t (u) can have at most one zero in (0, ∞) and since it has to have an even number of zeros it follows that Θ s,t (u) = 0 for all (s, t) ∈ A 2 ∪ A 3 and u ∈ (0, ∞). Because of (5.21) and
Our next lemma concerns monotonicity and convexity properties of the function F s, t (u) defined in Section 2.
Lemma 5.7.
Proof. First, we prove Statement (i ). For (s, t) ∈ K we immediately obtain F s, t (u) > 0 for all u > 0 by employing (2.8) and Lemmas 5.1 and 5.2. In order to prove (i ) also for (s, t) Figure 3) , we make use of (2.8) and write
Making the change of variables τ = u − v in the second integral, we get
By Lemma 5.3 we have Ξ s,t (v) < 0 for all v > 0 when (s, t) ∈ P 2 and this implies that r s,t (v) is strictly decreasing. Because of Lemma 5.1 we therefore obtain
and thus (2.8), (5.23), and the fact that
It remains to show that σ s,t (0)σ s,t (u) − σ s,t (u) > 0 for u > 0, or, equivalently (because of Lemma 5.1), that r s,t (u) < σ s,t (0).
Since r s,t (u) is strictly decreasing this reduces to r s,
The last inequality is clearly valid for (s, t) ∈ A 1 ∩ P 2 and this completes the proof. For the proof of (ii ) and (iii ) we make use of (2.7) and write
By the change of variables τ = u − v in the second integral we get 
Combining (5.24) with (5.25) we obtain
We define
By Lemma 5.3 we have Ξ s,t (v) < 0 for all v > 0 and (s, t) ∈ A 2 . Therefore the function r s, t (v) is strictly increasing on [0, ∞) so that
Therefore the function γ s, t (v) is strictly decreasing on [0, u/2] and since σ s, t (0) = 1 we obtain γ s, t (v) < γ s, t (0) = σ s, t (u) for 0 < v < u/2. It follows from this and (5.26) that
which, because of (2.7), means that F s, t (u) < 0 for all u > 0 and (s, t) ∈ A 2 . (ii ) is thus proven.
In the case where (s, t) ∈ A 3 , the reverse inequalities hold in (5.25), (5.26) and (5.27) and therefore the reverse inequalities also hold in (5.28) and (5.29) . From this we conclude that F s, t (u) > 0 for all u > 0 and (s, t) ∈ A 3 . Hence, (iii ) is proven and the proof of the lemma is complete. Nevertheless, given (5.21) and our proof of Lemma 5.7, it is clear that the sign of the function F s,t (u) (and thus also the complete monotonicity of the functions Φ s,t (x) and L s,t (x), as we will see below) is naturally explained by the signs of the composite functions Θ s,t (u) and Ξ s,t (u) and not so much by the signs of the single functions ϕ (j) s,t (u), j = 0, . . . , 3.
Proofs of the main results
Proof of Theorem 3.1. From Lemma 5.7 (i ) and the expressions (2.7) and (2.8) we infer that for (s, t) ∈ A 1 we have
It therefore follows from (2.6) and Corollary 1.2 that x 2 Φ s, t (x) is completely monotonic on (0, ∞), which shows that Statement (i ) is true.
In a similar manner, applying (ii ) and (iii ) of Lemma 5.7 and taking into consideration Theorem 1.1, we infer that if (s, t) ∈ A 2 , then −x Φ s, t (x) is completely monotonic on (0, ∞), while if (s, t) ∈ A 3 , then x Φ s, t (x) is completely monotonic on (0, ∞). Hence, Statements (ii ) and (iii ) are also true.
Statement (iv ) of the theorem follows by studying the asymptotic behaviour of the function Φ s, t (x) for x → 0 + and x → ∞. Indeed, using the expressions given in Section 2, it is easy to see that
Since (s, t) ∈ P \ A implies p(s, t) < 0, it follows directly from these formulae that for (s, t) ∈ P \ A the function Φ s, t (x) changes sign in (0, ∞). On the other hand, for (s, t) ∈ E \ P (note that E \ A = (E \ P ) ∪ (P \ A)) we have L s,t (0) = 0 and therefore, as explained in the proof of Theorem 3.2 below (see (6.5)), the positivity (resp. negativity) of the function Φ s, t (x) for all x > 0 implies positivity (resp. negativity) of L s, t (x) for all x > 0. Hence, since by Corollary 2.1 for (s, t) ∈ E \ P the function L s, t (x) changes sign in (0, ∞), also the function Φ s, t (x) has to change sign in (0, ∞) if (s, t) ∈ E \ P . Our result is therefore best possible as far as the sign of the function Φ s, t (x) is concerned. The proof is complete.
Proof of Theorem 3.2. Using (2.4), (2.5), and (2.12), we obtain results concerning the asymptotic behaviour of L s, t (x) and L s, t (x) for x → 0 and x → ∞. Indeed, we have
Observe that (6.1) in particular implies that L s,t (x) → 0 as x → ∞ for all (s, t) ∈ E. Because of (2.5) we therefore have
for all (s, t) ∈ E and an analogous chain of implications holds if Φ s,t (x) < 0 for all x > 0. Relation (6.5), together with Theorem 3.1 (i ), shows that for (s, t) ∈ P 1 the function L s, t (x) is strictly increasing and concave on (0, ∞). Inequality (3.1) therefore follows from (4.2) and the fact that L s, t (0) = 0. If L s, t (x) is completely monotonic on (0, ∞), then so is −L s, t (x). But for (s, t) ∈ P 1 this is impossible because of the first equality in (6.4). We have shown Statement (i ).
In order to prove Statement (ii ) suppose now that (s, t) ∈ A 1 \ P 1 . Rewriting (2.5) as −L s, t (x) = Γ(x + t) Γ(x + s)
and using Theorem 3.1 (i ) and (2.9), we see that −L s, t (x) is completely monotonic on (0, ∞) as a product of completely monotonic functions. Because of (6.5) it follows that also L s, t (x) is completely monotonic on (0, ∞ 2) ) is completely monotonic on (0, ∞). Combining this with (6.6) and Theorem 3.1 (ii ), we deduce that for (s, t) ∈ A 2 the function L s, t (x) is completely monotonic on (0, ∞) as a product of completely monotonic functions. Because of (6.5) (applied with the reversed inequalities) this implies that L s, t (x) < 0 for all x > 0. Therefore the function −L s, t (x) is positive and has a completely monotonic derivative on (0, ∞) and is thus a Bernstein function. In particular, the function L s, t (x) is strictly decreasing and convex on (0, ∞) and therefore inequality (3.3) is valid because of (4.2) and L s, t (0) = 0. Statement (iii ) is verified.
In the case where (s, t) ∈ A 3 , we use Theorem 3.1 (iii ) and (6.6) to deduce that the function −L s, t (x) is completely monotonic on (0, ∞). Because of (6.5) this implies that the function L s, t (x) is completely monotonic on (0, ∞). Hence, since −L s, t (x) > 0 for all x > 0, also −L s, t (x) is completely monotonic on (0, ∞). In particular, the function L s, t (x) is strictly increasing and concave on (0, ∞) and respectively.
