This paper concerns the correspondence matching of ambiguous feature sets extracted from images. The "rst contribution made in this paper is to extend Wilson and Hancock's Bayesian matching framework (Wilson and Hancock, IEEE Trans. Pattern Anal. Mach. Intell. 19 (1997) 634}648) by considering the case where the feature measurements are ambiguous. The second contribution is the development of a multimodal evolutionary optimisation framework which is capable of simultaneously producing several good alternative solutions. Previous multimodal genetic algorithms have required additional parameters to be added to a method which is already over-parameterised. The algorithm presented in this paper requires no extra parameters: solution yields are maximised by removing bias in the selection step, while optimisation performance is maintained by a local search step. This framework is in principle applicable to any multimodal optimisation problem where local search performs well. An experimental study demonstrates the e!ectiveness of the new approach on synthetic and real data.
Introduction
Graph matching has a long history in computer vision. Graphs have been used as representations since the early 1970s, when Barrow and Popplestone used them in Ref. [2] to represent spatial relationships between scene components. Minsky extended this idea by suggesting a hierarchical representation with image features at the bottom level and scene knowledge at the top, which he called framesa [3] . More recently, less top-heavy representations such as aspect graphs and part-primitive hierarchies [4, 5] have found favour. Comparing such relational representations is a central task in many areas of computer vision, among which are stereo matching [6] , image registration [1] , object recognition [5] and image labelling [7] . The main problem in such tasks is that the two graphs are often di!erent, so that it is not possible to locate an isomorphism. The inexact graph matching problem is to locate the best match between the graphs. Early attempts at inexact matching used heuristics to reconcile dissimilar structures [8, 9] . These heuristics have been augmented by information theoretic and probabilistic criteria [5, 10, 11] . Over the last ten years, however, there has been more interest in using statistical evidence from the scene, instead of purely structural matching [12, 13] . Wilson and Hancock have recently developed a Bayesian formulation which naturally combines evidence from the scene with the structural constraints imposed by the graphs [1] . This formulation provides a proximity measure which can be optimised with gradient ascent, relaxation or genetic algorithms [14}16] .
Statistical classi"cation techniques, such as that used by Wilson and Hancock [1] , make the assumption that there is a single best match. Such an approach works best when the feature sets to be matched are genuinely unambiguous, i.e. when each feature is distinctly located in the feature space. When this condition is met, it is possible to make an unambiguous assignment by minimising the Bayes risk, ignoring all other possibilities. However, when the features are poor in the sense that there is considerable overlap in the feature space, restricting attention to the most probable assignments incurs a substantial risk of ignoring alternatives which are only slightly less good. For example, in a situation where there are two possible assignments with probabilities close to 0.5, it would be unwise to ignore the less likely one. This paper will demonstrate how to overcome this di$culty for graph matching in the context of Wilson and Hancock's Bayesian framework.
The standard method of enumerating a set of good solutions to an optimisation problem is to restart the optimiser, possibly with modi"cations to avoid revisiting optima [17] . However, this implies discarding valuable information uncovered in the optimisation process. An alternative is to use population based optimisation techniques, of which the genetic algorithm [18, 19] is the most well-known. Genetic algorithms belong to a family of stochastic global optimisation methods based on the concept of Darwinian evolution in populations. They have been proposed independently by several authors [18,20}22] , but it is Holland's formulation in Ref. [18] which is regarded as the standard. The population is composed of individuals which interact with the environment and each other over a number of algorithm iterations or`generationsa. Interaction with the environment takes two forms: "rst, mutation in which parts of the individual are changed at random, and second, selection in which individuals are selected for future reproduction based on their quality. Individuals may also interact with each other via crossover, which is analogous to genetic recombination, and in which information is exchanged between (two)`parenta individuals to form (two) o!springa individuals. The idea is that over time, individuals better suited to the environment will emerge, and come to dominate the population. The quality measure used is usually called the`"tnessa: high values of "tness correspond to better individuals. Most implementations terminate when either a speci"ed number of iterations or "tness evaluations has taken place, or a maximally "t individual has emerged. The algorithm is controlled by the population size, terminating criterion, and mutation and crossover probabilities, in addition to crossover and selection mechanisms. Genetic algorithms have been applied over a wide range of disciplines. The most famous applications are possibly`arti"cial lifea [23] , and Koza's evolutionary programminga [24] . In vision, genetic algorithms have been used for image segmentation [25] , object recognition [26] , stereo matching [27] , edge extraction [28] , and graph matching [16] .
The idea that genetic algorithms can be used to simultaneously "nd more than one solution to a problem was "rst mooted by Goldberg and Richardson in Ref. [29] . They attempted to prevent the formation of large clusters of identical individuals in the population by de-rating the "tness function. In Ref. [30] , Ceden o and coworkers presented a`multiniche crowdinga algorithm, which successfully "nds several optimal solutions after about twenty generations. However, since the optima do not share the same "tness, it is not clear whether the di!erent nichesa are stable over long periods. An alternative method inspired by Glover's tabu search [31] was used by Beasley and coworkers in Ref. [17] . The algorithm is restarted with the "tness function modi"ed to suppress solutions found in previous program runs. This method has the disadvantages that, "rst, it is inherently sequential (an optimum must be found before it can be suppressed), and, second, that it is di$cult to determine an appropriate radius of suppression. Recently, Jelasity and Dombi claim to have solved this problem, but their solution involves the introduction of several extra parameters [32] . A more radical approach is the distributed genetic algorithm, in which the population is explicitly subdivided, with restricted communication between the sub-populations [33}35]. It is not entirely clear that this approach is very di!erent from parallel multiple restarts, and it has been argued that the sub-populations are not stable in the long run [35] . A common feature of these approaches has been the necessity for extra parameters. Niching and crowding strategies typically require two or three extra parameters to be controlled. These parameters are needed, for example, to determine when to de-rate the "tness of an individual, by how much, and the distance scale of the de-rating function. In distributed algorithms, it is necessary to decide how to arrange the sub-populations, their sizes, and under what conditions migration between them may occur. In Ref. [36] , Smith and co-workers demonstrated a situation in which niching could occur in a standard genetic algorithm, without the need for any extra parameters. The authors have demonstrated elsewhere that unmodi"ed genetic algorithms are capable of "nding many solutions to line labelling problems [37] . This paper will obtain similar behaviour for graph matching, and show how suitable algorithm modi"cations can improve solution yield without introducing any new parameters. This paper will show that using a genetic algorithm as an optimisation framework for graph matching could allow a vision system to follow Marr's principle of least commitment [38] . High-level processes could select the best solutions from the genetic algorithm's population. To realise this goal it will be necessary not only to establish the capability of the algorithm as a matching technique, but also to demonstrate that it can produce su$ciently many good quality matches. The outline of this paper is as follows. The next section reviews and extends Wilson and Hancock's Bayesian graph matching criterion. Section 3 considers the implementation of a genetic algorithm for ambiguous graph matching problems. An experimental study is presented in Section 4. Finally, Section 5 draws some conclusions and suggests avenues of further study.
Bayesian matching criterion
The problems considered in this paper involve matching attributed relational graphs [39] . An attributed relational graph is a triple, G"(V, E, A), where V is the set of vertices or nodes, E-V;V is the set of edges, and ALV;RI is the set of measurement k-vectors relating to the original scene. Graph matching is the problem of establishing a correspondence between a data graph, G "
), and a model graph,
,, is a labelling of the nodes in V " with nodes from V + or a special null label, , for unmatchable nodes.
In [1] , Wilson and Hancock described a framework in which both neighbourhood structure and node attributes were combined in a single measure of matching consistency. The goal is to optimise the a posteriori probability of the match given the measurements:
where P( f ) is the structural component of the criterion. The joint measurement density, p(A " , A + ), only depends on the measurements and is thus a static property of the problem which can be ignored when comparing matches. The conditional measurement density, p(A " , A + " f ), depends on both the current match and the measurements. Wilson and Hancock showed that, assuming conditional independence of these measurements given the current match, the conditional measurement density can be factorised over the tuples in f to give
where the posterior matching probability, P(u, v"x S , x T ), is the probability of node u from the data graph matching node v in the model graph given their measurements,
, is independent of the current match, f. Assuming that the matching priors, P (u, v) , are uniformly distributed, Eq. (1) can be written
Wilson and Hancock used this relationship to formulate the MAP update rule given in Ref. [1] for iteratively improving the match, f. The mapping of data graph node u, was chosen from the union of the model graph node set, V K , with the null label, +,, according to:
The structural component of the criterion, P( f ), although an essential ingredient, is not a primary concern in this paper. To summarise, the structural constraints on matching can be explicitly captured by de"ning a dictionary of legal assignments, H , over the neighbourhood of each node, j, in the data graph. Wilson and Hancock then applied Hancock and Kittler's Bayesian formulation of dictionary based relaxation [40] , in which a memoryless error process is assumed to have produced the current assignments of the jth neighbourhood, H , by corrupting the dictionary item, S G . This error model leads to a structural consistency criterion which is exponential in the distance between assignments and dictionary items, D.
where
. The probability of assignment corruption, P C , can be used as a control variable in a manner analogous to the temperature in simulated annealing [1] . In Ref. [41] , Myers et al. have shown that the Levenshtein distance was the most appropriate choice for D [42] .
Wilson and Hancock also used a feasibility heuristic to screen out highly unlikely mappings. If the di!erence in the neighbourhood sizes of a data graph node, u, and a model graph node, v, is above some threshold, the mapping, f (u)"v, is considered infeasible. This heuristic has been very successful in reducing the size of the search space.
Measurement ambiguity
The measurement information contributes to the matching criterion via the posterior matching probability, P(u, v"x S , x T ), which has yet to be de"ned. In Ref.
[1], Wilson and Hancock de"ned it in terms of the Euclidean distance between attribute pairs for non-null mappings:
where P ( is the prior probability of a null match, f (u)", which may be taken as
, and ( T is the estimated variance of x T . This e!ectively regards the model graph node measurement, x T , as a mean about which the data graph node measurement, x S , varies with estimated variance ( T , under the null hypothesis that the two measurements are the same (because the nodes match). This approach requires the assumption that a data measurement is only likely to be statistically close to one of the model measurements. This is ideal when there is little overlap between classes, e.g. for possible angles of line-fragments segmented from a radar image. However, if there is signi"cant overlap, e.g. in the average intensities of regions, such a scheme will not re#ect these ambiguities in its classi"cation of features.
The alternative is to compare the data measurements to the model measurements using an arti"cial scale. This can be done by considering the number of standard deviations separating the data measurement from its class mean under the null hypothesis that the nodes match. Table 1 gives an example of such a scale for the arbitrary classes`similara,`comparablea, and`di!erenta.
Consider the standardised distance,
is twice the standard Normal integral from a to b:
Each of the classes in Table 1 corresponds to a separate interval which must be considered. Rather than introduce so many extra parameters, it is better to simplify the classi"cation to`similara if ST 3[0, a] and`dissimilara otherwise. Thus, P(u, v"x S , x T ) can be de"ned as follows:
For convenience, the original unambiguous de"nition is used when a"0. At the cost of an extra parameter, a, ambiguous measurements can now be handled. The important property of Eq. (8) is that when a'0, it assigns the exact same probability to sets of mappings, thus enabling di!erent alternatives to be considered. The ambiguity parameter, a, has a direct interpretation as the number of standard units beyond which data measurements are considered dissimilar from the model. However, it has a more useful indirect interpretation in terms of`matching tolerancea. The matching tolerance, ¹, is de"ned as the average proportion of model measurements similar to each data measurement, and is a function of a for any particular graph pair as shown in Eq. (9) . The feasibility of mappings, feasible (u, v), is determined according to the neighbourhood size di!erence constraint mentioned at the end of Section 2. Fig. 1 shows ¹ as a function of a for several synthetic graphs. The tolerance reaches a plateau of between 0.4 and 0.7 at values of a higher than about 2. This plateau is the limit imposed by the feasibility constraint, feasible (u, v). These graphs suggest that it should be possible to determine an appropriate value of a by estimating the proportion of`similara features in the data set. For example, if this proportion is estimated to be 10%, a should be about 0.5.
Genetic algorithms
The feasibility of using a genetic algorithm as an optimisation framework for graph matching in general was established by Cross et al. in Ref. [16] . That work showed that the algorithm outperformed other optimisation techniques such as gradient ascent and simulated annealing. However, relatively little attention was paid to the relative importance of the genetic operators or the interactions between them. In particular, a rather namK ve method of estimating the required population size was used. This section complements the previous work, adapting it with a view to enhancing solution yield, and giving detailed consideration of the possible interactions between crossover and local search, the selection step, and population size.
To solve a problem with a genetic algorithm, it is necessary to de"ne a suitable encoding and "tness function for the problem, choose an algorithm variant, choose or de"ne a crossover operator, decide on a selection strategy, and "nally choose suitable values for population size, crossover rate, mutation rate, and a terminating criterion.
Encoding
A match is a list of assignments drawn from the label set, "V + 6+,, applied to each of the nodes in V " . In the terminology of genetic algorithms, each element of this list corresponds to a`genea, the list of genes is à chromosomea, and the position of a gene in a chromosome is its`locusa. The standard encoding used in genetic algorithms is binary [18, 19, 43] , in which each assignment, f (u), would correspond to a sequence of U log " " V bits in the chromosome. There are two problems with this standard scheme. The "rst is that, if " " is not a multiple of 2, there will be certain bit patterns which do not correspond to valid labels. This creates signi"cant di$-culties in the implementation of the mutation and particularly the crossover operators. These operators should be unbiased, and yet must be constrained to produce only legal bit combinations. The second di$culty is that the labels used here are semantically indivisible: it makes sense to consider crossover only between label sequences, not single labels. The implementation is much more natural if the requirement for binary encoding is dropped, as Michalewicz among others suggests in Ref. [44] . Mutation and crossover now act at a genic level and cannot produce illegal assignments, although they may still produce inconsistent ones.
Fitness
As in Ref. [16] , Eq. (3) can be used directly as the "tness of the ith match in the population.
The constant of proportionality depends on the joint measurement density, p(A " , A + ), the unconditional density, p(x S , x T ), and the matching priors, P(u, v), which are assumed to have a uniform distribution. Since selection is based on the ratio of the "tness of a particular individual to the total "tness of the entire population, this constant need not be explicitly calculated.
Algorithm variant
The most common variant of the genetic algorithm is Goldberg's simple genetic algorithm [19] . At every generation, a sub-population of parents is selected according to "tness. The mating population undergoes recombination and the o!spring replace their parents. This algorithm tends to bias search towards the "tter individuals in a population * that is, the population is likely to become homogeneous. In Ref. [45] , Eshelman proposed Fig. 2 . Geometric crossover. Two-dimensional structure is preserved by this operator. the CHC algorithm, in which recombination can only occur between chromosomes when the Hamming distance between them is above a certain threshold. If the population becomes too homogeneous, catastrophic mutation occurs. This is a rather radical step, which amounts to a restart of the algorithm. The algorithm used in this paper is a variant of the simple genetic algorithm. Rather than restrict mating to the "ttest individuals, it is allowed to occur at random. This models more closely the panmitic populations observed in nature. After reproduction, both parents and o!spring are subject to selection to produce the parent population for the next generation. This process is designed to better exploit the diversity in the population.
An important class of genetic algorithm is the hybrid genetic algorithm, sometimes called`memetic algorithma, in which evolutionary optimisation is coupled with a local search step [16, 46, 47] , or even simulated annealing [48] . The local search step improves individuals deterministically prior to selection and is seen as a more e$cient alternative to stochastic exploration of the search space by crossover and mutation. Such a step would seem ideal for labelling problems since gradient ascent is a standard technique for solving them in an optimisation framework [1, 40, 49, 50] . The major drawback of gradient ascent, that it gets trapped in local optima, is no great disadvantage in the context of a global optimiser such as the genetic algorithm. It is widely believed that the bene"t of this approach is that the population is pushed into its best possible state at each iteration, so that the algorithm is more likely to have found the global optimum by the time the population has converged. This study adopts the local search step used by Cross et al. [16] , which is gradient ascent according to the MAP update rule of Eq. (4).
Crossover
The standard crossover operators are uniform and multipoint crossovers. Uniform crossover swaps parental genes with probability 0.5 at each locus; multipoint crossover exchanges sequences of genes between crossover points. These operators can be thought of as belonging to two classes, contiguous and non-contiguous. Contiguous crossovers preserve substantial sections of the parent chromosomes whereas non-contiguous crossovers do not. These very di!erent operators re#ect di!ering views in the genetic algorithm literature as to whether it is better to proceed by slowly assembling partial solutions of high quality, in which case the more conservative contiguous crossover would be preferred [18, 51, 52] , or whether it is better to aggressively disrupt chromosomes in a broader exploration of the search space [45, 53, 54] . In Ref. [45] , Eshelman de"ned`half-uniforma (HUX) crossover, in which exactly half of the di!ering parental genes are exchanged. This can be seen as a limit which uniform crossover approaches as the chromosomes get longer. Similarly, as the number of crossover points increases, multipoint crossover becomes more like uniform.
In Ref. [16] , Cross et al. addressed an important shortcoming in the standard crossover operators when applied to two-dimensional problems. Adjacent genes are strongly linked under two point crossover in the sense that they are highly likely to appear in the same o!spring. Distant genes are weakly linked in this sense. However, in a problem with two-dimensional structure such as graph matching, there is no guarantee that nodes connected by an edge will be strongly linked in the chromosome. This means that the supposedly conservative two point crossover may well disrupt the label assignments of neighbourhoods, which is inconvenient. Cross et al. proposed `geometric crossovera, in which the labels of nodes lying on either side of a random line drawn through the centroid of the graph are exchanged. Fig. 2 gives an example of geometric crossover. Thus, for two-dimensional problems, geometric crossover should be considered as an alternative to two point crossover in cases where a conservative operator is required.
Because the constraints in matching problems are local, gradient ascent should be expected to establish regions of local consistency. Cross et al. took the view that crossover should be conservative to avoid disrupting these regions, which motivated the development of geometric crossover. In this paradigm, the genetic algorithm is seen as assembling globally optimal solutions from the results of the gradient ascent step. In other words, gradient ascent provides`initial guessesa for the genetic algorithm, which serve as`building blocksa for future solutions. Holland originally proposed the building block hypothesis for the standard genetic algorithm in Ref. [18] . Although this hypothesis is plausible for the standard genetic algorithm, it may not be valid for the hybrid genetic algorithm. In the population of a hybrid genetic algorithm, individuals with regions of local consistency are by de"nition in local optima. Therefore, it could be argued that they should be disrupted as much as possible in order to allow the algorithm to proceed to the global optimum. Crossover only a!ects regions of disagreement between parent chromosomes. If it is assumed that the number of local optima greatly exceeds the number of global optima, it is arguable that these regions of disagreement are more likely to represent local than global optima. This argument suggests a second paradigm, in which the gradient ascent step can be seen as improving on the`guessesa made by the genetic algorithm. These two paradigms represent opposing views of the relative importance of the genetic algorithm and the gradient ascent step. The "rst holds that the hybrid algorithm is really a genetic algorithm with modi"cations to improve e$ciency; the second holds that the hybrid algorithm is gradient ascent in a framework that enables it to escape local optima. If the second view is more accurate, it may not be the case that contiguous crossovers should be preferred in hybrid algorithms. Given the vast superiority of the hybrid genetic algorithm over the non-hybrid reported by Cross et al. [16] , the authors incline towards the latter paradigm.
Selection
In a standard genetic algorithm, selection is crucial to the algorithm's search performance. Whereas mutation, crossover and local search are all`next-statea operators, selection imposes a stochastic acceptance criterion. The standard`roulettea selection algorithm, described by Goldberg in Ref. [19] , assigns each individual a probability of selection, p G , proportional to its "tness, F G . Recall that the genetic algorithm used here allows the population, , to grow transiently and then selects the next generation from this expanded population. Denoting the expanded population by C , the selection probability of the ith individual, p G , is given by
The algorithm then holds selection trials for each`slota in the new population, for a total of " " trials. Since selection is with replacement, the constitution of the new population is governed by the multinomial distribution, and the copy number of a particular individual, N(i), is distributed binomially:
and so the expectation of
. The search power of the standard genetic algorithm arises from the fact that if the individual in question is highly "t, p G will be much larger than the average, and hence the expectation will be that the copy number will increase. This approach has two disadvantages. The "rst is that for small populations, sampling errors may lead to copy numbers very much higher or lower than the expected values. This can lead to premature convergence of the algorithm to a local optimum. In [55] , Baker proposed`stochastic remainder samplinga, which guarantees that the copy number will not be much different from the expectation by stipulating that
However, the larger the population, the less need there is for Baker's algorithm [43] . The second disadvantage is that less "t individuals have lower expectations, and that the lower the "tness, the lower the variance of the copy number. In other words, less "t individuals are increasingly likely to have lower copy numbers. When E[N(i)] falls below 1, the individual will probably disappear from the population. In general, the copy number variance decreases with decreasing "tness. Only when p G '0.5 does the variance decrease with increasing "tness. This occurs when the "tness of one individual accounts for at least half the total "tness of the population, i.e. when it is at least " C "!1 times as "t as any other individual. In short, the problem with roulette selection is that it imposes too strict an acceptance criterion on individuals with below average "tness. Several alternative strategies have been proposed to avoid this problem.`Sigma truncationa, rank selection and tournament selection [19, 56] all seek to maintain constant selection pressure by requiring individuals not to compete on the basis of their "tness, but on some indirect "gure of merit such as the rank of their "tness, or the distance between their "tness and the average in standard units. Taking rank selection as a typical example of these strategies, the selection probabilities are assigned based on rank, with the best individual having the highest rank:
Assume without loss of generality that ties in ranks are resolved by random assignment of ranks. With this assumption, the denominator of Eq. (13) is simply the sum of the "rst " C " integers, so the equation becomes
The "ttest individual has rank " " C and the least "t has rank 1. The expected copy numbers of the best and worst individuals are given by
So, the expected copy number of the "ttest individual di!ers from that of the least "t by a factor of " C ". Moreover, if " C " is even moderately large, E[N(worst)] will be much less than 1. Indeed, E[N(i)] will be less than 1 for about half the population. Thus, under rank selection, less "t individuals are highly likely to disappear, even if they are quite good.
A second alternative to roulette selection is Boltzmann selection [57, 58] , in which an additional parameter is introduced. The selection probability is assigned as follows:
where is the inverse temperature. This strategy borrows the idea from simulated annealing that at thermal equilibrium the probability of a system being in a particular state depends on the temperature, and the system's energy. The idea is that as is raised, high energy (low "tness) states are less likely. The di$culty with this analogy is that it requires the system to have reached thermal equilibrium. In simulated annealing, this is achieved after very many updates at a particular temperature (see Chapter 10, Section 9 of [59] for details and an implementation). However, in a genetic algorithm this would require many iterations at each temperature level to achieve equilibrium, coupled with a slow increase of . Within the 10 or so iterations allowed for hybrid genetic algorithms, equilibrium cannot even be attained, let alone annealing occur.
Alternative methods
It would appear, then, that there is a tradeo! between premature convergence and the strength of the selection operator. The problem arises from the fact that expected copy numbers of "t individuals may be greater than one, while those of un"t individuals may be less than one. One way of preventing the increase in copy number of highly "t individuals is to use`truncation selectiona, as used in Rechenberg and Schwefel's evolution strategies [60, 61] . Truncation selection would simply take the best " " individuals from the expanded population, C , to form the new population. The copy number of each individual is simply
Although no individual may increase its copy number, the selection pressure might still be quite severe, since for the algorithm used in this paper, " C " can be as large as 3" ". In other words, less "t individuals still disappear at an early stage. The fact that individuals never increase their copy number makes this a relatively weak search operator, and probably unsuitable for a standard genetic algorithm. However, the argument at the end of Section 3.4 suggested that the local search step is mostly responsible for the optimisation performance of the algorithm. If this is so, selection is a much less important search operator for hybrid algorithms than for standard genetic algorithms. It may therefore be bene"cial to trade search performance for greater diversity.
Neutral selection
The bene"ts of stochastic selection can be combined with the evenness of truncation selection by selecting without replacement. Strictly speaking, selection without replacement should be done by recomputing the p G after every selection event, because the population, C , is changed by selection. However, this extra computation can be avoided by increasing the probability of the next "ttest individual. Suppose individual i is selected, and that the next "ttest individual is j. The selection probability of j is increased by p
If there is no next "ttest individual, the least "t individual which is "tter than i has its probability increased. This strategy can be called`biased selection without replacementa, since it is biased "rst in favour of "tter individuals, although it may also favour less "t ones.
The alternative is to abandon "tness based selection altogether, and rely on the local search step to do all the optimisation. If the genetic algorithm's ro ( le is explicitly limited to assembling a good initial guess for the local search operator, the selection probabilities can be assigned uniformly, i.e. ∀ GZ C p G "1/" ". This operator is called`neutral selectiona. Neutral selection without replacement can be implemented very e$ciently by shu%-ing C and choosing the`topa " " individuals. This strategy shares the advantage with truncation selection, that the minimum number of individuals are excluded from the new population, but also maintains the global stochastic acceptance properties of standard selection operators.
Elitism
Elitist selection guarantees that at least one copy of the best individual so far found is selected for the new population. This heuristic is very widely used in genetic algorithms. In Ref. [62] , Rudolph showed that the algorithm's eventual convergence cannot be guaranteed without it. The elitist heuristic can be modi"ed in two ways to help maintain diversity. First, it seems natural that if the goal is to simultaneously obtain several solutions to the problem in hand, several of the "ttest individuals should be guaranteed in this way. This is called`multiple elitisma. Second, if one wishes to avoid losing too many un"t individuals, the worst individual can also be granted free passage to the new population. This is called`antielitisma. These heuristics, together with the selection strategies discussed earlier, are evaluated at the end of Section 4.
Population size
The argument of Section 3.4 implies that the main function of the genetic algorithm is to assemble initial guesses for the gradient ascent step. It has been established elsewhere that a relatively poor initial guess is good enough for gradient ascent when matching graphs [1, 41] . Gradient ascent is capable of correcting 90% initialisation error to around 10%. So the genetic algorithm need only assemble an initial guess with about 10% of the mappings correct for gradient ascent to have a good chance of success within a few iterations.
Under the hypothesis that, for graphs in which a fraction, r, of the nodes are corrupt, there are on average 1#r correct assignments per node, the probability of at least one correct assignment appearing at a given locus at least once in the initial population is given by
since the initial population is generated at random. Denoting the probability that at least some fraction, s, of the loci will have at least one correct assignment by P Q , one obtains
For a 50-node problem and a population size of 10, the probability that 10% of the initial mappings are correct is P "0.98. So even for moderately large graphs, relatively small populations should be adequate. The population sizes estimated using this method are typically much smaller than those obtained by Cross et al.'s patternspace argument [16] . However, the requirement that multiple solutions be found dictates that larger populations be used.
Experiments
This experimental study establishes the suitability of the genetic algorithm for ambiguous graph matching, and considers some control parameter sets. The algorithm was tested on 30-node synthetic graphs like the one in Fig. 3 . The point sets were generated at random, and then triangulated by connecting each point to six of its nearest neighbours. Data graphs were generated by randomly perturbing the node attributes, and then duplicating 10% of the nodes and perturbing their attributes. The intention was to simulate segmentation errors expected of region extraction, such as the splitting of one region into two similar ones. The triangulations used are generally rather more dense than Delaunay triangulations, and the addition of even 10% clutter causes more These should be regarded as di!erent algorithms, not merely di!erent parameter sets for a genetic algorithm, because a genetic algorithm with no crossover or mutation is fundamentally di!erent from one which has these operators. For example, the hGA-xm algorithm is really just multiple restarts of gradient ascent with a selection step. Note: Each algorithm, apart from HC, made approximately 700, 000 "tness evaluations. Abbreviations: hGA"hybrid genetic algorithm, hGA-m"hGA without mutation, hGA-x"hGA without crossover, hGA-xm"hGA with neither mutation nor crossover, hCHC"hybrid CHC, and HC"gradient ascent (hillclimbing). Table 3 Graph matching results
Algorithm
Average fraction Average fraction correct distinct Note: Standard errors are given in parentheses. Abbreviations: hGA"hybrid genetic algorithm, hGA-m"hGA without mutation, hGA-x"hGA without crossover, hGA-xm"hGA with neither mutation nor crossover, hCHC"hybrid CHC, and HC"gradient ascent (hillclimbing).
relational disruption than in the Delaunay graphs used by Wilson and Hancock in Ref. [1] .
Comparative study
Since Cross et al. found in Ref. [16] that graph matching was not feasible with non-hybrid algorithms, this study only considers hybrid algorithms * i.e. algorithms augmented with a local search step. The algorithms used were the hybrid genetic algorithm with and without mutation, crossover or both (hGA, hGA-m, hGA-x and hGA-xm), a hybrid version of Eshelman's CHC algorithm [45] (hCHC), and plain gradient ascent (HC). The experimental conditions are summarised in Table 2 .
Each of the algorithms listed in Table 2 , except HC, was run 100 times. Since HC is deterministic, it was only run once per graph. The results for the di!erent graphs were pooled to give 400 observations per algorithm. Algorithm performance was assessed according to two criteria. The "rst was the average fraction of correct mappings in the "nal population. The second was the proportion of distinct individuals in the "nal population with more than 95% correct mappings. The results are reported in Table 3 .
At "rst sight, pure gradient ascent appears to outperform all the other algorithms. The reason for this is partly that the gradient ascent algorithm starts from an initial guess in which about 50% of the mappings are correct, whereas the other algorithms start with random initial guesses. More importantly, the "nal population of a genetic algorithm typically contains solutions much better and worse than the average. Thus, this comparison is not really fair: a fairer comparison of optimisation performance comes from considering hGA-xm, which is multiple random restarts of gradient ascent. Furthermore, gradient ascent is deterministic, and therefore always gives the same result, but the genetic algorithm is stochastic and may do signi"cantly better or worse than gradient ascent. Indeed, the genetic algorithm occasionally found matches with 100% correct mappings. However, the performance of gradient ascent alone suggests that for unambiguous problems, genetic algorithms may not necessarily be the method of choice. Apart from pure gradient ascent, the best optimiser was hCHC, which is only slightly better than hGA. The results for hGA-m and hGA-x indicate that crossover and mutation are playing an active part in the optimisation process. Turning to the fraction of distinct individuals with over 95% correct mappings, it is clear that pure gradient ascent is incapable of "nding more than one solution.
The hCHC algorithm appears to converge to fewer solutions than the hGA algorithm. In all, the hybrid genetic Note: Each set required approximately 700, 000 "tness evaluations. algorithm (hGA) combines strong optimisation performance with the highest solution yield, and it is this algorithm which will be the subject of the remainder of this study. Table 4 shows the parameter sets for the preliminary study of the hybrid genetic algorithm. Sets¸1 and¸2 are drawn from the genetic algorithm literature [51, 63] ; sets A to D were chosen to investigate the relative importance of population size and iteration limit. All sets required about 700,000 "tness evaluations. The results are given in Table 5 .
Parameter choice
The di!erences in algorithm performance between setş 2, A, B and C are small. For these sets, optimisation is as well served by a large population as it is by a large number of iterations. The poor performance of set D, and to some extent set¸1, can be attributed to the small number of iterations. Presumably, the algorithm needs more than three iterations regardless of population size. For solution yield, the best sets appear to be sets A, B and C. However, the solution yield is only a proportion, and although set A produced a mean yield of 16%, this corresponds to only 1.92 solutions on average. By contrast, sets B and C yielded 2.64 and 3.9 solutions on average. It would require at least two restarts of set A to achieve the same number of solutions as set C, and yet both sets make the same number of "tness evaluations, and so have approximately equal running times. So it would appear that the small improvement in optimisation performance with more iterations is o!set by a larger e$ciency gain in solution yield with a larger population, provided that the number of iterations is su$cient to ensure adequate optimisation performance.
Crossover
One possible additional reason for the poor performance of set¸1 is that it used two point crossover, where all the other experiments so far used uniform or HUX crossovers. Table 6 gives the results of a study of di!erent crossover types for the hybrid genetic algorithm using parameter set C from Table 4 .
It seems that the contiguous crossovers, one point, two point and geometric, all give roughly the same optimisation performance. The non-contiguous crossovers, uniform and HUX, appear almost identical, which is not surprising since for chromosomes containing 33 genes (one for each node in the data graph), the e!ect of uniform crossover on the chromosomes should be statistically indistinguishable from that of HUX. Although, the di!erences are small, there is a case to be made that uniform and HUX are the better operators. Nevertheless, this is a surprising result. Geometric crossover was designed speci"cally for two-dimensional problems, and yet it performs no better than two point and worse than uniform. The most likely explanation of this is that the hybrid algorithm requires disruptive crossover. Indeed, the results obtained with uniform crossover are very good. This observation "ts with the implication of Section 3.4, that the genetic algorithm assembles initial guesses which are pushed into local optima by the gradient ascent step. These local optima must be disrupted by crossover for the algorithm to achieve adequate search. Note: Yields are given as proportions of the population size. Data from all four graphs has been pooled. Neutral selection is signi"cantly better than the other strategies. The di!erences between elitism strategy are not signi"cant. Note: Yields are given as proportions of the population size. Data from all four graphs has been pooled. Neutral selection is signi"cantly better than the other strategies. The di!erences between elitism strategy are very small. 
Selection
Two sets of experiments were conducted to evaluate di!erent selection strategies with and without elitism. In each case, a hybrid genetic algorithm was used, with a population size of 20, and uniform crossover was used at a rate of 1.0. The mutation rate was "xed at 0.4. The "rst set of experiments used 20, 30, 40 and 50 node graphs, and for these the population size was set to 10, and the algorithm run for 5 iterations. The second set of experiments used four 30 node graphs, with a population size of 20 and 10 iterations. Five di!erent selection strategies were compared: they were standard roulette, rank, and truncation selection, and neutral and biased selection without replacement. Five combinations of elitist heuristics were considered: they were no elitism, single elitism, multiple elitism, anti-elitism, and a combination of multiple and anti-elitism. The experimental design was therefore a 5;5;4 factorial with 100 cells. The "rst set of experiments had 40 replications for a total of 4000 observations; and the second set had 50 replications for 5000 observations. Tables 7 and 8 Both plots show that neutral selection without replacement produced the best yields, and that truncation selection produced the worst. Biased and roulette selection strategies gave similar results, and were both outperformed by rank selection. Linear logistic regression analysis of both data sets con"rmed this ranking of selection strategies. The results for elitism heuristic were not so convincing. It is questionable whether elitism has any overall e!ect: the regression analysis of the second data set found no signi"cant e!ect of varying the elitism strategy. The analysis of the "rst data set did show that either standard (single) or multiple elitism gave signi"cantly better yields, but that the e!ect was small.
Real images
The problem motivating this paper is the registration of point sets derived from image features. Unlike Wilson and Hancock's point sets [1] , the problems considered here do not generally produce unambiguous measurements. Take for example the case of the stereogram in Fig. 6 . Regions were extracted from the greyscale image pair (panels (a) and (b), an o$ce scene taken with an IndyCam) using a simple thresholding technique. Each image contained 50 regions. The region centroids were Delaunay triangulated using Triangle [64] , as shown in panels (c) and (d). The average grey level over each region was used for the attribute information. Panel (e) shows the average grey levels of each region. The overlap between left and right image measurements indicates that the images are matchable. However, the overlap between left and left, and right and right, image attributes suggests that unambiguous assignments will not be possible. The Delaunay triangulations were matched using a hybrid genetic algorithm with neutral selection. The population size was set to 5, and 5 iterations were allowed. The crossover and mutation rates were 1.0 and 0.5 respectively. Panel (a) of Fig. 7 shows an initial guess in which none of the mappings is correct. Panels (b)}(d) show the three distinct solutions found. There were 50 regions in the left image of which 42 had feasible correspondences in the right. The amount of relational corruption between the two triangulations was estimated at around 35% by counting the number of inconsistent supercliques given the ground truth match. Despite the signi"cant relational corruption, the three solutions had 98, 93 and 95% correct mappings.
A more challenging example is given in panels (a) and (b) of Fig. 8 . Each of these images yielded about 100 regions. The region centroids were Delaunay triangulated as before (panels (c) and (d)). It can be seen that there is considerable relational corruption between the two images. Panel (e) shows the average grey levels of each region: as before, overlap indicates that the features are not well separated. The two graphs where matched using a hybrid genetic algorithm with neutral selection. The population size was set to 10, and 10 iterations were allowed. The crossover and mutation rates were 1.0 and 0.5 respectively. Panel (a) of Fig. 9 shows an initial guess. Panels (b)}(g) show six out of the nine distinct solutions found. There was no ground truth for this example, but it can be seen that the initial matching errors have been largely corrected.
Conclusion
This paper has presented a method of matching ambiguous feature sets with a hybrid genetic algorithm, which does not require any additional parameters to achieve multimodal optimisation. This allows the principle of least commitment [38] to be applied to such problems. The "rst contribution made was to adapt the Bayesian matching framework, due to Wilson and Hancock [1] , to handle ambiguous feature measurements. Rather than "nding the most probable assignment, the new framework appeals directly to the underlying measurement distributions to classify data features as similar or dissimilar to model features, and to assign probabilities to those classes.
The second contribution has been to explore the genetic algorithm as a suitable optimisation framework for ambiguous graph matching. The key observation made at the end of Section 3.4 is that, for the problem studied here, the optimisation in a hybrid genetic algorithm could be driven by the gradient ascent step, rather than the other genetic algorithm operators. This observation suggested that disruptive crossovers, such as uniform, should be better suited to such an algorithm than conservative ones, such as geometric. The experiments in Section 4.3 showed that this is in fact the case, con"rming the original observation. Two important considerations arose from the fact that the genetic algorithm is really furnishing initial guesses for the gradient ascent step. The "rst was that the initial population does not need to be as large as previously thought [16] . Although this could be useful in general, it was found in Section 4.2 that larger populations yielded more solutions for the same computational e!ort. The second consideration was that the tradeo! between e!ective search and maintenance of diversity, which must be made in choosing a selection operator for standard genetic algorithms, can be abandoned. Neutral selection without replacement maximises the diversity in the next generation with no regard to individuals' "tnesses. This operator was shown in Section 4.4 to provide the highest solution yields.
There are a number of interesting directions in which this work could be taken. First, the ambiguity parameter or matching tolerance, de"ned in Section 2.1 must at present be estimated graphically by considering what proportion of features are statistically similar. It should be possible to infer suitable values of this parameter more robustly, given a set of training examples. Second, it would be convenient to have a closed form for Eq. (19) , so that the population size could be estimated from the desired probability of obtaining reasonable guesses in the initial population. Third, the experiments reported in Section 4.2 should be expanded. Although the poor performance of parameter set L1 could be attributed to the small number of iterations, this remains to be veri"ed experimentally. It would also be interesting to see whether the use of uniform crossover would improve the performance of this parameter set. The experimental study was very goal-directed: a deeper understanding of the algorithm might be furnished by looking at both positive and negative "ndings. A "nal observation is that in Figs. 7 and 9 , the variations in the solutions tend to concern assignments which are incorrect. This raises the possibility of directing a vision system's focus of attention to those parts of a scene which are most problematic.
