We examine three variations of the regularization methods for response adaptive randomization (AR) and compare their operating characteristics. A power transformation is applied to refine the randomization probability. The clip method is used to bound the randomization probability within specified limits. A burn-in period of equal randomization (ER) can be added before AR. For each method, more patients are assigned to the superior arm and overall response rate increase as the scheme approximates simple AR, while statistical power increases as it approximates ER. We evaluate the performance of the three methods by varying the tuning parameter to control the extent of AR to achieve the same statistical power. When there is no early stopping rule, PT method generally performed the best in yielding higher proportion to the superior arm and higher overall response rate but with larger variability. The burn-in method showed smallest variability compared with the clip method and the PT method. With the efficacy early stopping rule, all three methods performed more similarly. The PT and clip * Corresponding author. Tel.:(1)-713-794-4158. E-mail address:jjlee@mdanderson.org. 1 methods are better than the burn-in method in achieving higher proportion randomized to the superior arm and higher overall response rate but burn-in method required fewer patients in the trial. By carefully choosing the method and the tuning parameter, RAR methods can be tailored to strike a balance between achieving the desired statistical power and enhancing the overall response rate.
Introduction
In clinical research, randomization plays an important role. Usually, the ultimate goal of a clinical trial is to evaluate the effect (e.g., efficacy and safety) of a tested treatment compared to that of a control (e.g., a placebo or a standard therapy). The appropriate use of a randomization procedure is important, not only to provide an unbiased assessment regarding the efficacy and safety of the tested treatments, but also to form the theoretical basis of valid hypothesis testing. Detailed discussions about randomization in clinical trials can be found in Zelen [1] , Rosenberger and Lachin [2] , and Hu and Rosenberger [3] . An increased trend of randomization in phase II trials has also been reported [4] .
Adaptive randomization designs are methods that change the randomization probability over time depending upon the cumulative information obtained from the previously enrolled patients.
The application of adaptive randomization designs in clinical trials has received more attention in recent years and response-adaptive randomization (RAR) methods have been developed in different settings [5] . Adaptive randomization designs can have advantages over conventional randomization schemes because they can adaptively assign more patients to the better treatment in the trial based on the accrued data. Moreover, the randomized probability within the RAR can be constructed to balance the goals of maximizing the statistical power for testing the treatment efficacy (group ethics) and treating each patient with the best possible treatment (individual ethics). A detailed review of adaptive randomization methods in clinical trials can be found in Chow and Chang [6] .
In 2010, a guidance draft issued by the U.S. Food and Drug Administration on adaptive designs in clinical trials highlighted the importance of such designs, including RAR designs. The guidance discussed the need for a clear definition of the scope of the term "adaptive design" in clinical trials, and considered adaptive designs as a critical component of a development program in clinical trials [7] .
In randomized trials, patients are assigned to the different treatment arms with certain probabilities. Equal randomization (ER) assigns patients to the treatment arms with equal probability throughout the trial. In RAR, the probability of treatment assignment changes according to the outcome of patients who have already been treated in the trial, with the goal of assigning more patients to the more effective treatment(s) based on the observed interim data. The original concept of RAR can be traced back to Thompson [8] , who was devoted to the theoretical derivation and calculation of randomization probability. Incorporating the sequentially accruing outcome data into future randomized probabilities, RAR procedures have been successfully applied in clinical trials [2] , [9] . One of the earliest applications of RAR for treatment assignment was Zelen's play-the-winner design [10] . Subsequently, a generalization of that design, the randomized play-the-winner design, was developed by Wei and Durham [11] . A further development of this type of design was the doubly-biased-coin-design, proposed by Hu and Zhang [12] . RAR methods have more recently been extended to address the issue of delayed response [13] , [14] , incorporate multiple treatment arms in a trial [15] , and to implement covariates [16] . Zhang and Rosenberger developed RAR designs with continuous endpoints [17] and later discussed the application of RAR on the basis of survival outcomes [18] . In this paper, we focus on the use of RAR to compare two treatment arms with binary outcomes based on the Bayesian framework. Since the characteristics of a Bayesian adaptive trial will depend on the definition of the design parameters and the randomization probabilities, the operating characteristics presented in this paper are not trying to match the entire class of adaptive design. A detailed evaluation of the RAR design for binary outcomes can be found in Hu and Rosenberger [19] . In addition, the value of RAR has been debated in Korn and Freidlin [20] and Lee et al. [21] . Recently, Thall et al. [22] , [23] simulated some response adaptive randomization designs and pointed out that the designs could have large variability in the allocation ratio and a non-ignorable percentage of patients randomized into the inferior arms. Furthermore, the ethical implications of the response adaptive designs have been reviewed and discussed in recent articles [24] , [25] , and [26] .
In this paper, we compare three variations of response-adaptive randomization under a Bayesian framework. We vary the tuning parameters in the allocation probabilities to approximate either simple response-adaptive randomization (SAR) or ER. The paper is constructed as follows: In Section 2, we introduce the three regularization methods as compromises between SAR and ER. We describe the simulation settings in Section 3. In Section 4, we report the simulation results for trials both with and without an efficacy early stopping rule. We evaluate the operating characteristics of the three regularization methods with respect to the mean proportion of patients assigned to the superior treatment arm, mean overall response rate, statistical power, and mean total number of patients required in the trial when using an efficacy early stopping rule. We also study the variability of the three methods by reporting the 10% and 90% qunatiles of these measures. We provide some recommendations for designing adaptive randomization designs in Section 5. We present additional plots and detailed simulation results in tabular form in the Appendix. Note that the characteristics of Bayesian adaptive designs depend on the definition of the design parameters and the randomization probabilities etc., the operating characteristics presented in this paper are not trying to match the entire class of adaptive designs.
4
A primary goal of clinical trials is to compare efficacy among different treatment arms. In addition, it is desirable to treat more patients with the better treatment, if any, in the trial. Data accumulate sequentially as the clinical trial moves along. If one treatment seems to be more efficacious than another, it is ethically appealing to consider treating more patients with the superior treatment and fewer patients with the less promising treatments until a definitive conclusion in comparing the treatment efficacy can be drawn. We can use the available patients' outcomes observed at the time of randomization to skew the allocation probability of a new patient toward the treatment(s) that show a better results. This is the RAR scheme. ER is commonly used as the conventional randomization design in clinical trials. It provides a scientifically valid inference for comparing treatment effects. However, either from prior knowledge or based on interim results, when there is compelling evidence that one treatment is likely to be superior to the other(s), continuing to use ER in the trial may raise ethical concerns. ER holds a constant probability of randomization throughout the trial, which may result in treating more patients than necessary with a treatment that is inferior.
Clinical trials often have multiple and sometimes competing objectives. Maximizing the statistical power and maximizing the benefit to the individual patient within the trial can be considered as competing goals. Several approaches of RAR that incorporate different preferences or objectives in a trial design have been proposed to explore more efficient and ethical approaches in the development of clinical trials. Thall and Wather [27] introduced the method using the tuning parameter n/2N , which varies with the number of patients that have been previously randomized in the trial.
In this paper, we examine the operating characteristics of three adaptive randomization methods by varying the tuning parameter in the allocation probabilities. The tuning parameter can be chosen such that the randomization scheme leans toward ER or toward SAR.
We consider a two-arm trial with a binary outcome. Let θ i be the probability of response on arm i, where i is 1 or 2. We assume a beta prior for θ i with the distribution:
Therefore, the SAR design under the Bayesian framework assigns treatment i with probability p = P r (θ i > θ j |data), i = j.
(
To avoid extreme allocation of the randomization probability under SAR, we propose three regularization methods, the power transformation method, clip method, and burn-in method.
Power Transformation (PT) Method
In the first method, we adjust the posterior probability in equation 1, and apply a power transformation to that probability
for a given λ ≥ 0. That is, rather than assigning treatment i with probability p, we first calculate p and assign treatment i with probability f (p, λ). We represent this approach as PT(t), where t denotes the tuning parameter. Note that f (p, 1) = p; thus, the PT method reverts to the SAR design when t = 1. Also, f (p, 0) = 1/2 for all 0 < p < 1; therefore, when t = 0, the PT randomization scheme reduces to the ER scheme. We show that as we vary t between 0 and 1, the operating characteristics change continuously between those of ER and SAR.
Therefore,    p falls below r, treatment i is assigned with probability r. By symmetry, this implies that if the probability p rises above 1 − r then the treatment is assigned with probability 1 − r. For moderate values of p, those probabilities are between r and 1 − r, and thus are left unchanged. Explicitly, a patient is assigned treatment i with probability g(p, r) = max (r, min(p, 1 − r)) .
We note that when r = 0, the clip method is reduced to the SAR scheme; it is equivalent to the ER scheme when r = 0.5. We refer to this approach as Clip(t) where t is the tuning parameter. To be consistent in notation and the extent of AR, we let t = 1 − 2r.
Therefore,
Clip(1) = SAR.
Burn-in Method
The third variation on RAR we consider is the adoption of a burn-in period of ER. Let N be the maximum accrual of a trial in which the first n patients are assigned to the treatments using blocked randomization (i.e., n/2 patients randomized to each treatment), and the remaining N − n patients are randomized to treatment i with probability p as defined in equation 1. We denote this design as Burn(t), where t = 1 − n/N is the tuning parameter.
We note that when t = 0, n = N the burn-in method is the ER scheme, and when t = 1, n = 0 it corresponds to the SAR scheme. 
An Illustrative Example
Next, we demonstrate how these three approaches perform when applied to a specific example.
For a two-arm trial with 80 patients, we simulated 20 realizations of the trial to illustrate the underlying variabilities. The prior distribution is assumed that θ i ∼ Beta(0.6, 1.4). Setting the power to 80%, tuning parameters are 0.43, 0.58, and 0.65 for the PT, clip and burn-in methods,
respectively. Under the scenario θ 1 = 0.2 and θ 2 = 0.5, we plot their performances of the allocation probability in Figure 1 . The x-axis represents the total patients in the trial; the y-axis represents the probability of allocation to the superior arm (arm 2). For the PT method, the change in the allocation probability as the trial evolved is illustrated in the top panel. In several trials, the probabilities of randomization to arm 2 dropped to below 0.4. Such trends reverted as the trial evolved. As the sample size reached 80, the probability of allocation to arm 2 is increased to greater than 0.8 for most realizations. We can see the variablity of the process is larger in the beginning of the trial but gets smaller toward the end of the trial. Regarding the change in the allocation probability of the clip method (the middle panel), the highest probabilities are 0.79 according to the threshold assigned. We can see that the allocation probability is bounded between 0.21 and 0.79. The variability is larger in the beginning of the trial and diminishes toward the end of the trial with the randomization probability reaches to 0.79. For the burn-in method (the bottom panel),
given t = 0.65, there were 28 patients for burn-in period with equal randomization probability to each treatment. After 28 patients, we see a large variability in the randomization probability when AR begins. As the trial evolved, the allocation probabilities are larger than 0.9 for most trials.
Simulation Setting
In this section, we describe the simulation settings we use in this work. In consideration of striking a balance between group ethics and individual ethics, researchers may use different criteria when evaluating a trial. It is desirable that clinical trials have a high probability of being able to identify effective treatments being evaluated (statistical power) and also have a high proportion of patients assigned to the superior treatments, which is associated with a high overall response rate. We examine the proportion of patients assigned to the superior arm, overall response rate, statistical power, and total number of patients required in the trial when adding an efficacy early stopping rule among these three randomization regularization approaches.
In clinical trial design, there usually exists a trade-off between correctly inferring the results at the end of the trial and assigning more patients to the superior treatment arm during the trial.
Generally, ER designs provide higher statistical power (with the exception of the Neyman allocation ratio, which attains the highest power). Adaptive randomization designs generally assign a larger proportion of patients to the better treatment arm and thus obtain a higher favorable response rate at the end of the trial. By varying the tuning parameters of the three regularization methods to achieve the same power, we compare the operating characteristics between the two extremes (ER or SAR), and provide recommendations regarding their use.
To explore and compare the operating characteristics of the three regularization approaches, we simulated a two-arm trial with a maximum of 80 patients. We assumed the prior for the response probabilities θ i distributed as Beta(0.6, 1.4), and examined the following scenarios. In each we assumed the true probability of response on arm 1 was 0.2. The probabilities of response on arm 2 were {0.2, 0.3, 0.4, 0.5}. We also denoted the observed data as x. We calibrated the threshold, denoted by C T , so that the trial could fulfill the frequentist operating characteristics of controlling the type I error rate. Without an early stopping rule, one of the following decisions would be made at the end of the trial:
1. If P r (θ 2 > θ 1 |x) ≥ C T , we claim that treatment 2 is superior.
2. If P r (θ 1 > θ 2 |x) ≥ C T , we claim that treatment 1 is superior.
3. Otherwise, we claim that the two treatments are equally effective.
For each method, we performed 100,000 simulations for each value of the tuning parameter t. We controlled the type I error rate at α = 0.10, and set each value of t between 0 and 1 using increments of 0.1. Note that except for the boundaries cases (t=0 or 1), the same tuning parameter t in different regularization methods could result in different randomization probabilities. To provide a fair comparison, we choose different t's in the three methods yielding the same statistical power in testing the treatment effect. We present the average performance and the percentiles in some cases.
Similarly, implementing an efficacy early stopping rule, we stop the trial early if at any point
where C S is the threshold to control the type I error rate at 0.10. It was calibrated under the null hypothesis (θ 1 = θ 2 = 0.2) with 100,000 simulations and chose the value of C S such that the proportion of claiming treatment 1 or 2 better equalled to 0.05, respectively. If we reach the maximum number of patients without either arm satisfying the inequality above, we declare that the two treatments are equally effective.
We first discuss the results for the three regularization methods without using an early stopping rule, accruing the maximum enrollment of 80 patients in each simulation. Then we consider the scenarios with the addition of an efficacy early stopping rule.
Results

Simulation Results Without An Early Stopping Rule
We present the simulation results in figures and provide detailed information in tabular form in the online Supplemental Tables 1-3 summarizing the simulation results for the three methods (PT, clip, and burn-in) by varing the tuning parameters from 0 to 1 without adding an efficacy early stopping rule. In the tables, we present the mean proportions of patients assigned to the superior arm, mean overall response rates, and probabilities of determining which treatment is superior (or that the treatments are equally effective) under 4 scenarios with θ 1 = 0.2 and θ 2 = 0.2, 0.3, 0.4 and 0.5, respectively. We provide the thresholds for the decision rules in the tables.
In Figure 2 , we compare the performance of the three methods without early stopping. The distributions of the overall response rate and proportion of patients assigned to the superior arm yielding the same power are shown in the box plots. We chose the scenario θ 1 = 0.2 and θ 2 = 0.5, and plotted these distributions resulting in 70%, 80%, and 85% power, respectively. From the figures, we see that in terms of having higher overall response rate and more patients assigned to the better arm, the PT method performs the best among all three methods. The burn-in method had the smallest variability in the percentage of patients assigned to better arms among all three methods in all settings. The clip method assigns more patients to the better arm at 75% power but fewer at 80% and 85% power compared with the burn-in method.
Also, in Supplemental Figure 1 we present the performances of mean proportion of patients assigned to the superior arm (arm 2), mean overall response rate, and probability of declaring that arm 2 is better (statistical power) under 4 scenarios where θ 1 = 0.2 and θ 2 ∈ {0.2, 0.3, 0.4, 0.5} as the tuning parameter t varies between 0 and 1. When t = 0, the randomization approach represents the ER design, and when t = 1, it represents the SAR design. For example, when θ 1 = 0.2 and θ 2 = 0.5, the mean proportion randomizing to Arm 2 increased from 0.5 to 0.85 but the power reduced from 0.89 to 0.69 as t increase from 0 to 1.
In addition, we provide the comparisons of the variability of the three regularization methods in Supplemental Figure 2 showing the performance of the 10% and 90% quantile estimates of the proportion to the superior arm (arm 2) and overall response rate for the 3 methods under 3 scenarios, when θ 1 = 0.2 and θ 2 ∈ {0.2, 0.4, 0.5}. In each figure, the bottom three lines represent the 10% quantile estimates and the upper three lines represent the 90% quantile estimates. Under the null hypothesis (θ 1 = θ 2 = 0.2), the 10% and 90% quantile estimates for the proportion to the superior arm were around 40% and 60% respectively for ER design. As the tuning parameter increased, the difference between the 10% and 90% quantile estimates for the proportion on arm 2 widened. The three regularization methods performed similarly. For SAR, the proportion on arm 2 was 0.15 for the 10% quantile and 0.85 for the 90% quantile, and the overall response rate was close to 0.15 for the 10% quantile and more than 26% for the 90% quantile. For the scenarios θ 2 = 0.4 and θ 2 = 0.5, in terms of the proportions to the superior arm, the PT method had the largest variability followed by the clip method. The burn-in method was least variable. In terms of the overall response rate, the differences in variability among all methods were less pronounced. Generally speaking, the PT method yielded the highest overall response rate for both the 90% and 10% quantiles compared to the clip or the burn-in method. The differences in the overall response rate among the three methods were not as large as that in the proportion to the better arm. One caveat in examining the figures by varying the tuning parameter t is that the same t could result in different adaptive randomization proportions in different regularization methods.
In general, both the mean proportion of patients assigned to the superior arm and the mean overall response rate increased when the methods were closer to SAR; whereas the statistical power increased when the methods were closer to ER. SAR obtained both the higher mean proportion of patients assigned to the better treatment arm and higher mean overall response rate, while the ER design provided larger power. However, when the difference in the true probability of response between the two arms increased, SAR designs can also achieve sufficiently high power.
Simulation Results With An Early Stopping Rule
In this section, we discuss the simulation results when we add the efficacy early stopping rule given in equation 2. We present the results in stopping, we present the characteristic performances for θ 1 = 0.2 and θ 2 = 0.5 in Figure 3 . With the early stopping rule applied, we provide the distributions of the overall response rate, proportion of patients assigned to the better arm, and total patients enrolled in the trial for three methods resulting in 72%, 75%, and 80% power, respectively. PT method and clip method performed similarly and better than the burn-in method in terms of the overall response rate and proportion of patients assigned to the better arm, but burn-in method enrolled slightly fewer patients in the trial than the other two methods.
In addition to the mean proportion of patients assigned to the superior arm, mean overall response rate, and power, Supplemental Figure 3 also shows the mean total number of patients required in the trial for the 3 methods. The addition of the early stopping rule leads to somewhat different operating characteristic curves. In Supplemental Figure 3 , we also observed an increasing trend of the mean proportion of patients assigned to the superior arm and mean overall response rate; a decreasing power trend when the three regularization methods were close to the SAR design;
and larger power when the three methods were close to the ER design. Furthermore, since the SAR design required more patients than the ER design, the curves of the mean total patients required in the trial were decreasing when the tuning parameter was reduced to closer to the ER design.
Supplemental Figure 4 presents the performance of the 10% and 90% quantile estimates of the 3 methods. Similar to the scenario without early stopping, when θ 1 = θ 2 = 0.2, SAR had larger variability than ER, providing smaller 10% quantile estimates and larger 90% quantile estimates in terms of the proportion of patients assigned to the superior arm. For the scenarios θ 2 = 0.4 and θ 2 = 0.5, the patterns of the 10% and 90% quantile estimates were consistent with the mean estimates. Considering the total patients in the trial, all methods had very similar 90% quantiles across the range of the tuning parameters (i.e., from ER to SAR). Regarding the 10% quantile, the curves of the total sample size required were also largely flat when the tuning parameter ranges from 0 to 1 for all three methods except that the burn-in method had smaller sample size especially when tuning parameter is around 0.9.
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[27] P. Supplemental Table 1 : Simulation results for the PT method without an early stopping rule. "Mean proportions on arm 2" is the mean proportion of patients assigned to treatment arm 2; "Arm 2 better" is the probability that treatment arm 2 is declared better at the end of the trial; "Equal" is the probability that the trial declares that the two treatments are equally effective; "Arm 1 better"
is the probability that treatment arm 1 is declared better at the end of the trial. In each case θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for the decision rule was C T , and the type I error rate was controlled at 0.10. The tuning parameter is specified by the value of t. Table 2 : Simulation results for the clip method without an early stopping rule. "Mean proportions on arm 2" is the mean proportion of patients assigned to treatment arm 2; "Arm 2 better" is the probability that treatment arm 2 is declared better at the end of the trial; "Equal" is the probability that the trial declares that the two treatments are equally effective; "Arm 1 better"
is the probability that treatment arm 1 is declared better at the end of the trial. In each case θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for the decision rule was C T , and the type I error rate was controlled at 0.10. The tuning parameter is specified by the value of t. Table 3 : Simulation results for the burn-in method without an early stopping rule.
"Mean proportions on arm 2" is the mean proportion of patients assigned to treatment arm 2;
"Arm 2 better" is the probability that treatment arm 2 is declared better at the end of the trial;
"Equal" is the probability that the trial declares that the two treatments are equally effective; "Arm 1 better" is the probability that treatment arm 1 is declared better at the end of the trial. In each case, θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for the decision rule was C T , and the type I error rate was controlled at 0.10. The tuning parameter is specified by the value t. Table 4 : Simulation results for the PT method with an early stopping rule. "Mean proportions on arm 2" is the mean proportion of patients assigned to treatment arm 2; "Arm 2 better" is the probability that treatment arm 2 is declared better at the end of the trial; "Equal" is the probability that the trial declares that the two treatments are equally effective; "Arm 1 better"
is the probability that treatment arm 1 is declared better at the end of the trial. In each case, θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for early stopping was C S , and the type I error rate was controlled at 0.10. The tuning parameter is specified by the value of t. Supplemental Table 5 : Simulation results for the clip method with an early stopping rule. "Mean proportions on arm 2" is the mean proportion of patients assigned to treatment arm 2; "Arm 2 better" is the probability that treatment arm 2 is declared better at the end of the trial; "Equal" is the probability that the trial declares that the two treatments are equally effective; "Arm 1 better"
is the probability that treatment arm 1 is declared better at the end of the trial. In each case, θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for early stopping was C S , and the type I error rate was controlled at 0.10. The tuning parameter is specified by the value of t. Supplemental Table 6 : Simulation results for the burn-in method with an early stopping rule.
"Equal" is the probability that the trial declares that the two treatments are equally effective;
"Arm 1 better" is the probability that treatment arm 1 is declared better at the end of the trial. In each case, θ 1 = 0.2, and θ 2 ∈ {0.2, 0.3, 0.4, 0.5}. For each scenario, the trial was simulated 100, 000 times, the threshold for early stopping was C S , and the type I error rate was controlled at 0.10.
The tuning parameter is specified by the value of t. 
