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Abstract
This work concerns the use of optimization methods to systematically im-
prove the agreement of chemical kinetic combustion models with available
experimental profiles. Under many circumstances, chemical kinetic param-
eters can neither be evaluated analytically from experiments nor accurately
calculated through quantum chemistry methods. Thus, optimization meth-
ods relying on the numerical solution of the underlying differential equations
(accounting for the experiments) are needed [14].
The program package Kinefit has been developed in C++. Based on the
software Homrea, for the simulation of gas phase homogeneous systems, it
allows the optimization/estimation of parameters against experimental data.
It uses four optimization methods, namely an adaptive Random Search (RS),
a Genetic Algorithm (GA) and CONDOR and BOBYQA, two optimization
programs based on trust regions. Since in many cases several sub-optimal
local minima exist, the three local optimization methods (RS, BOBYQA and
CONDOR) were globalized through the introduction of random restarts in
the parameter space.
The classical analysis methods for reaction mechanisms (sensitivity analyses
and reaction flow analysis) have proven to be insufficient for identifying the
influential parameters suitable for the optimization. Thus, a new method,
called ”reaction significance analysis” has been developed. It shows the influ-
ence of all parameters on the global distance between model prediction and
experimental values. Only the parameters having a significant influence are
candidates for the optimization. Box constraints on each parameter are often
not sufficient if several parameters of the same reaction are optimized simul-
taneously. Consequently, penalty terms were implemented to put constraints
on the whole reaction rate coefficient.
Numerical tests were created to validate the optimization methods. They use
the H2 − O2 sub-mechanism of the GRI-mechanism [54]. Artificial experi-
mental profiles were generared using all initial values of the parameters. The
most influential parameters were then identified and modified in such a way
to introduce great discrepancies with the ”experimental” profiles. One cause
of the oscillations of the distance as a function of separately varied parame-
ters was identified: it is related to the exponential decrease of concentrations
due to self-ignition. Optimization problems based on six experiments with
respectively three profiles were constructed. The optimization methods were
first validated for problems without self ignition. It was shown that they can
reliably identify optimal parameter sets for problems involving respectively 6
pre-exponential factors, six pre-exponential factors located on bounds while
using the penalty terms and 6 pre-exponential factors, temperature coeffi-
cients and activation energies. The optimization methods were then validated
for problems where a significant amount of oscillations occur. All methods
were able to solve a problem involving seven parameters, all methods except
one could solve a problem with 7 temperature coefficients and activation en-
ergies. All optimization methods failed for a complex problem involving seven
pre-exponential factors, temperature coefficients and activation energies.
The program package Kinefit was then used to evaluate whether or not the
GRI-mechanism is refuted by real experiments involving the pyrolysis of CH3
and C2H6 [47]. With the initial parameter values, considerable discrepancies
exist whereas after the optimization good agreements were achieved.
Mechanism reduction methods are often utilized for chemical kinetic opti-
mization and can be relevant for problems pertaining to soot formation, al-
ways characterized by very large reaction mechanisms. As a consequence a
C++ reduction program was developed during this work. The reliability of
reduction approaches in the contex of parameter optimization was evaluated
on an example involving the experiments of CH3 and C2H6 pyrolysis to which
the GRI-mechanism was optimized [47]. The results indicate that reduction
methods are only reliable for optimization problems where parameters are
varied within narrow ranges.
Finally, the program package Kinefit was employed for an optimization prob-
lem involving a semi-detailed reaction mechanism accounting for the pyrolyses
of the propargyl radical and 1,5-hexadyine [59]. Propargyl is a vital species
for accurate simulations of PAH (PolyAromatic Hydrocarbons) and soot for-
mation since it plays a crucial role for the formation of the first aromatic ring
[33].
Zusammenfassung
Diese Arbeit betrifft die Verwendung von Optimierungsmethoden, um sys-
tematisch die U¨bereinstimmung zwischen kinetischen Verbrennungsmodellen
und verfu¨gbaren experimentellen Verla¨ufen zu verbessern. Oft ko¨nnen chemi-
sche kinetische Parameter weder aus Experimenten analytisch eingescha¨tzt
noch durch quantenchemische Methoden berechnet werden. Deswegen wer-
den Optimierungsverfahren beno¨tigt, die auf der numerischen Lo¨sung von
den die Experimente beschreibenden Differentialgleichungen beruhen. [14].
Das Programm-Packet Kinefit wurde in C++ entwickelt. Es beruht auf der
Software Homrea, fu¨r die Simulation von homogenen Systemen der Gasphase,
und erlaubt die Optimierung/Scha¨tzung von Parametern in Bezug auf experi-
mentelle Daten. Es benutzt vier Optimierungsverfahren, na¨mlich eine adapti-
ve Randomssuche (RS), einen genetischen Algorithmus (GA) und CONDOR
und BOBYQA, zwei Trust-Region basierte Optimierungsprogramme. Da in
vielen Fa¨llen mehrere suboptimale lokale Minima existieren, werden die drei
lokalen Optimierungsmethoden (RS, BOBYQA und CONDOR) globalisiert,
indem zufa¨llige Neustarts im Parameterraum eingefu¨hrt werden.
Die klassichen Analalysmethoden fu¨r Reaktionsmechanismen (Sensitivita¨ts-
analysen und Reaktionsflußanalysen) haben sich als ungenu¨gend herausge-
stellt, um die fu¨r die Optimierung geeigneten sensitiven Parameter zu identi-
fizieren. Deswegen wurde eine neue Methode, die Reaktionsignifikanzanalyse,
entwickelt. Sie zeigt den Einfluß von allen Parametern auf die globale Distanz
zwischen den Vorhersagen des Modells und den experimentellen Werten. Le-
diglich die Parameter, die einen bedeutsamen Einfluß haben sind Kandidaten
fu¨r die Optimierung.
Box constraints fu¨r jeden Parameter reichen oft nicht aus, wenn mehrere Pa-
rameter der selben Reaktion gleichzeitig optimiert werden mu¨ssen. Deshalb
werden Strafterme implementiert, um Nebenbedingungen dem gesamten Re-
aktionsgeschwindigkeitkoeffizient zu erzwingen.
Numerische Tests wurden zur Validierung der Optimierungsverfahren aus-
gefu¨hrt. Sie beruhen auf dem H2 − O2 Teilsystem des GRI-Mechanismus.
[54]. Ku¨nstliche experimentelle Verla¨ufe wurden durch Verwendung aller ur-
spru¨ngliche Parameterwerte generiert. Die sensitivsten Parameter wurden
dann identifiziert und so modifiziert, dass große Diskrepanzen mit den pseudo-
experimentellen Verla¨ufen eingefu¨hrt wurden. Eine Ursache der Oszillationen
der Distanz als Funktion von getrennt variierten Parametern wurde identifi-
ziert: es ha¨ngt mit der exponentialen Abnahme von Konzentrationen wegen
der Selbstzu¨ndung zusammen. Optimierungsprobleme wurden konstruiert, die
auf sechs Experimenten mit jeweils drei Verla¨ufen beruhen. Die Optimie-
rungsverfahren wurden zuerst fu¨r Probleme ohne Selbstzu¨ndung validiert.
Es wurde gezeigt, dass sie zuverla¨ssig sind, um optimale Parametersa¨tze fu¨r
Probleme zu identifizieren, die jeweils 6 pra¨-exponentiale Faktoren, 6 sich auf
Grenzen befindenden pra¨-exponentialen Faktoren und 6 pra¨-expopentialen
Fakoren, Temperaturkoeffizienten und Aktivierungsenergien involvieren. Die
Optimerungsmethoden wurden dann fu¨r Probleme validiert, wo viele Oszil-
lationen auftreten. Alle Methoden waren im Stande, ein Problem mit sieben
pra¨-exponentiallen Faktoren zu lo¨sen. Alle Methoden außer eine konnten ein
Problem mit 7 Temperaturkoeffizienten und Aktivierungsenergien lo¨sen. Al-
le Optimierungsverfahren scheitertem an einem komplexen Problem, das 7
pra¨-exponentielle Faktoren, Temperaturkoeffizienten und Aktivierungsener-
gien involvierte.
Das Programm-Packet Kinefit wurde dann verwendet, um herauszufinden,
ob der GRI-Mechanismus von realen Experimenten widerlegt wird, die die
Pyrolyse von CH3 und C2H6 [47] involvieren. Wa¨hrend erhebliche Diskre-
panzen mit den urspru¨nglichen Parameterwerten vorlagen, wurde eine gute
U¨bereinstimmung durch die Optimierung erreicht. Reduktionsmethoden fu¨r
Reaktionsmechanismus werden oft fu¨r die chemische kinetische Optimierung
benutzt und ko¨nnen relevant fu¨r die die Rußbildung betreffenden Probleme
sein, da solche Probleme immer durch sehr breite Reaktionsmechanismen cha-
rakterisiert werden. Als Konsequenz wurde ein C++ Reaktionsprogramm im
Laufe dieser Arbeit entwickelt. Die Zuverla¨ssigkeit von Reduktionsverfahren
im Rahmen von Parameteroptimierung wurde an einem Beispiel eingescha¨tzt,
das die oben genannten Experimente mit CH3 und C2H6 Pyrolyse involvier-
te. Die Resultate weisen darauf hin, dass Reduktionsmethoden nur fu¨r Opti-
mierungsprobleme zuverla¨ssig sind, wo Parameter innerhalb engen Grenzen
optimiert werden.
Letzlich, das Programm Packet Kinefit wurde fu¨r ein Optimierungsproblem
verwendet, das einen halbdetaillierten Mechanismus involviert, der die Py-
rolyse von Propargyl und 1,5-Hexadyine beschreibt [59]. Propargyl ist eine
wesentliche Spezies fu¨r pra¨zisen Simulationen der PAK (PolyAromatischen
Kohlenwasserstoffe)- und Rußbildung, da es eine entscheidende Rolle fu¨r die
Bildung des ersten aromatischen Ringes spielt.
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Chapter 1
Introduction
Ever since the first industrial revolution, combustion technologies have proven
a crucial driver of development, from the global economy point of view to the
every day life of billions of people all over the Earth, whose environment has
been heavily impacted. Among others, combustion has been used for heating,
for car engine locomotive energy, for producing electricity and incinerating
non-recyclable wastes. Two major concerns have arisen with respect to the
use of combustion processes. On the one hand, optimizing the combustion
conditions is highly desirable from an economical standpoint in such a way
that greater quantities can be produced at a lesser cost. Optimal conditions
include among others fuel and oxidant with their initial concentrations, shape
and size of the reactor, initial temperature and pressure, and duration of the
process. On the other hand, it has become quite clear over the last century
that combustion processes also release many harmful compounds for both the
environment and the health of human beings. Among those, soot particles
and their precursors PAH (Polycyclic Aromatic Hydrocarbons) can penetrate
deeply into the lungs and be absorbed on their surfaces. There, they become
important factors of heart attacks, strokes, cardiovascular deaths [11] and
lung cancer [42]. However noxious, soot can also be a useful product in the
form of carbon black [19] which is employed among others in the production
of automotive tires as a reinforcing agent for rubbers or to provide colour for
printing ink, painting, paper, and plastics.
To find good combustion conditions, which ideally should both maximize the
desired outcome and minimize the amount of pollution emitted, the past
traditional method would carry out great numbers of actual experiments in
complex practical systems like car engines in such a manner that better condi-
tions could be identified. This approach proves however to be very expensive,
thus driving to developing models capable of simulating the combustion pro-
cesses under various conditions. If a model were able to accurately reproduce
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realistic situations, calibration would need only a limited number of exper-
iments to estimate parameters of the model, which would then bring about
optimal initial conditions in terms of efficiency and pollutants. All these rely
on mathematical optimization methods instead of numerous costly experi-
ments. Such models for the simulation of combustion processes are basically
composed of two highly interacting parts:
1. the physical description of the systems including flow and diffusion ef-
fects, heat transport and thermodynamics,
2. the chemical description of the systems which consists in reaction mech-
anisms accounting for the chemistry going on under the conditions of
the process.
Since the computation time required for the simulation of real three-dimensional
industrial systems is extremely high, the reaction mechanisms used in such
cases are extremely simplified. To decouple the study of the physical aspects
of the problem from the chemical description, experiments targeting the chem-
istry alone are carried out on simplified systems such as shock tubes, rapid
compression machines, laminar flow reactors, and pre-mixed flames where
the concentrations and other variables depend only on either time or dis-
tance. Since simplified empirical reaction mechanisms for intensive CFD cal-
culations cannot describe the real chemistry under every possible situation,
fitting their parameters through a series of practical experiments is enough as
long as they encompass all conditions of the real system. It is however uni-
versally recognized among researchers that the development of micro-kinetic
detailed reaction mechanisms has been a great step forward for both the
chemical understanding and the predictability of combustion systems. Such
reaction mechanisms include all possible elementary reactions that can occur
with certain combustibles under a wide variety of conditions. They allow a
detailed description of the chemical processes taking place on a molecular
level.
The determination of parameters corresponding to the chemical reality is a
complex task. Traditionally, it has been realized under three different man-
ners
1. By designing experiments isolating some reactions in such a way that
the model concentrations corresponding to the measured ones can be ex-
pressed analytically as a function of parameters of interest. The optimal
values can then mathematically be identified through a least-squares re-
gression.
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2. By using methods from theoretical chemistry such as Density Functional
Theory (DFT) calculations [64] coupled with Transition State Theory
(TST). Depending on the assumptions and simplifications done, eg.
through limited computer ressources, some methods, especially semi-
empirical methods, can lead to great uncertainties with respect to the
evaluated parameters.
3. By analogy with similar reactions with known rate coefficients. An
unknown uncertainty is also introduced by this approach.
If the reaction mechanism contains all possible reactions playing a role in the
experiments and enough profiles are available for an unambiguous estimation,
the first method is the most promising for obtaining parameter values with
great accuracy. Nevertheless, most chemical kinetic system cannot be sim-
plified enough to provide analytical expressions within a reasonable accuracy
suitable for the parameter estimation. In such a case, an optimization method
minimizing the distance d(p) between experimental results and model predic-
tions by solving numerically the underlying system of differential equations
for different set of parameter values must be engaged.
Many researchers in the chemical kinetics community are sceptical of the
greedy use of optimization techniques, for good reasons. If they are employed
only for fitting some parameters to a small number of experimental profiles, it
is extremely likely that the resulting parameters will prove false. This in turn
will lead to apparent discrepancies for other profiles which were previously
well predicted. Another concern is the completeness of the reaction mecha-
nism: if reactions that are significant for the profiles at hand are absent, the
parameter optimization will lead to false values even if the discrepancies have
been considerably reduced by the minimization of the distance d(p).
A good parameter estimation/optimization must therefore always include all
relevant reactions for the experiment set. The complete set of experiments
should ideally include all existing experiments where the parameters of in-
terest play a role. Often, all experiments owing to the computational time
cannot be included. Frequently, identifying groups of similar experiments is
sufficient, enabling the selection of just one representing the whole group for
the estimation. The optimized mechanism is then often capable of well pre-
dicting the experiments not considered during the minimization. The purpose
of the present work is to evaluate how relevant optimization methods are for
the systematic improvement of reaction mechanisms in simplified combustion
systems. A particular application field is the formation of PAH and soot.
In chapter 2, the fundamental elements of combustion kinetics necessary to
understand this work are provided. The mathematical formulation of such
problems is also shown.
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In chapter 3, the mathematical formulation of parameter optimization prob-
lems in chemical kinetics is described in detail, and the optimization program
Kinefit, developed during the course of this thesis in C++, is presented.
In chapter 4, the four different optimization methods present in Kinefit are
validated by building up artificial optimization problems. Pseudo-experimental
profiles are first produced using the exact parameter values of a reaction mech-
anism. Afterward, huge variations of sensitive parameters are introduced, in
order to lead to great discrepancies with the experimental profiles. The abil-
ities of the optimization approaches to retrieve the initial perfect agreement
are then compared.
In chapter 5, the consistency of the GRI-mechanism 3.0 (a reaction mech-
anism aiming at describing the combustion of methane [54]) with a set of
experiments is evaluated. Considerable discrepancies exist for the initial pa-
rameter values. The following question i then asked: are there reasonable
ranges of parameter values consistent with the mechanism, or in other words,
is the model refuted by the experimental profiles or not ?
Since reaction mechanism reduction/simplification methods are widely used
in the combustion community, also for the optimization of parameters (see
[14], [46], and [54]), the reliability of the results obtained through such tech-
niques has been evaluated in chapter 6.
Due to their tremendous impact on human health, environnment, and
economy, a better understanding of the chemistry pertaining to soot and its
precursors is vital. Thus, in chapter 7, the optimization of a semi-detailed
reaction mechanism relevant for soot formation against real experimental data
is carried out.
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Chapter 2
Basics of chemical kinetics
applied to combustion problems
2.1 Chemical Kinetics
2.1.1 Thermochemistry
The most obvious and fundamental feature of combustion consists of the re-
lease of energy. The chemical reactions taking place in combustion systems
are accompanied by the release or consumption of energy, thereby determining
the temporal evolution of the temperature which exerts itself a strong influ-
ence on many reaction rates. The enthalpy change provoked by the reaction
vAA + vBB→ vCC + vDD is given by ∆H = vCHC + vDHD − vAHA− vBHB.
More generally for a reaction
nSp∑
i=1
viSpi = 0
∆H =
nSp∑
i=1
viHi, (2.1)
that is the sum of the enthalpy of each species Spi multiplied by the stochioe-
metric coefficient vi which is positive for products and negative for reactants.
Similarly, the entropy change is
∆S =
nSp∑
i=1
viSi. (2.2)
For each species Spi the free enthalpy is defined as
Gi = Hi − TSi, (2.3)
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T being the temperature of the system. The free enthalpy change correspond-
ing to the reaction is then
∆G =
nSp∑
i=1
viGi. (2.4)
The heat capacity Cp at constant pressure describes the temperature change
dT of a system receiving an heat quantity δQ:
Cp =
δQ
dT
. (2.5)
If the reaction rate (see subsection 2.1.2) of the forward reaction
∑nSp
i=1 viSi =
0 is known, then the reaction rate of the backward (or reverse) reaction∑nSp
i=1 − viSi = 0 is given by:
kr(T ) =
k(T )
K(T )
, (2.6)
whereby K(T ), the equilibrium constant of the reaction, can be deduced from
the thermodynamic data. In effect,
K(T ) = Kp(T )
(
p0
RT
)∑nSp
i=1 vi
with Kp(T ) = e
−∆G0
RT , (2.7)
where Kp is the equilibrium constant in pressure units, p0 the standard pres-
sure which is equal to 1.013 bar, R the ideal gas constant, T the temperature,
and ∆G0 is the molar free enthalpy of the reaction under standard conditions
as defined above. To express the standard free enthalpy G0i and heat ca-
pacity C0p,i of a species as a function of the temperature T of the system,
interpolations have been carried out and series of coefficients have been de-
termined and regrouped within thermodynamic tables such as those of Stull
and Prophet [57], Kee et al. [21] , Burcat [8] and so on. For a given species,
the three thermodynamic variables are then given in the form of so-called
NASA polynomials, according to the formula below.
C0p
R
= a1 + a2T + a3T
2 + a4T
3 + a5T
4 (2.8)
H0
RT
= a1 + a2
T
2
+ a3
T 2
3
+ a4
T 3
4
+ a5
T 4
5
+
a6
T
(2.9)
S0
RT
= a1LnT + a2T + a3
T 2
2
+ a4
T 3
3
+ a5
T 4
4
+ a7, (2.10)
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where a1, a2, a3, a4, a5, a6, a7 are the numerical coefficients stored in NASA
thermodynamic files. The values of the three thermodynamic functions used
for the interpolations stem from experiments or theoretical and semi-empirical
calculations based on quantum chemistry. For the atom oxygen in the GRI-
mechanism 3.0 (a reaction mechanism aiming at describing the combustion
of methane [54]), they are given in the following form in a thermodynamic file
Figure 2.1: Thermodynamic data of oxygen
The seven first coefficients are valid on the interval [1000, 3500 K] whereas
the seven last coefficients are valid on the interval [200, 1000 K]. This sep-
aration in two temperature intervals applies to all species present in such
thermodynamic tables. It allows a more accurate interpolation of the three
thermodynamic functions.
2.1.2 Elementary reactions
An elementary reaction describes the reactive encounter between molecules
or atoms and its outcomes as it really takes place at the molecular level.
For example, an important reaction of the H2 − O2 system as found in the
GRI-mechanism 3.0 [54] is the H-abstraction of an hydrogen molecule by an
oxygen radical
O + H2 → H + OH 3.87E + 04 2.70 26.209
where the three values after the reaction are respectively the pre-exponential
factor A (in mol/cm3 ), the temperature coefficient n and the activation
energy Ea (in kJ/mol). The reaction rate of the reaction is then given by
r = −d [O]
dt
= −d [H2]
dt
=
d [H]
dt
=
d [OH]
dt
= kr [O] [H2] (2.11)
with kr being the reaction rate coefficient. Generally, the number of reactants
and the number of products of an elementary reaction never exceed three
since it is extremely unlikely that a greater number of molecules or radicals
would meet simultaneously and react during one single physical collision. The
rate of an elementary reaction is always equal to the product of the reaction
rate coefficient with the concentrations of all reactants participating in the
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reaction. The reaction rate coefficient itself is given by
kr = A T
ne−
Ea
RT . (2.12)
The so-called collision theory of bi-molecular reactions [3] gives a simplistic
explanation of this law. The extended pre-exponential factor AT n accounts
for the frequency of the collision between molecules which meet each other in
the appropriate orientation. For a bi molecular reaction A + B→ C + D the
number of collisions per time and volume units can be approximated as
Z = σ
(
8kT
piµ
) 1
2
N2A[A] [B] . (2.13)
NA is the Avogadro’s constant, the number of species in one mole, equal to
6.022.1023mole−1.
σ is the collision diameter σ = pid2 with d = 1
2
(dA + dB), dA and dB being
the diameters of A and B respectively. µ =
mAmB
mA +mB
is the reduced mass of
A and B . A sterical factor P is introduced in order to account for the fact
that collisions between two molecules must satisfy geometrical constraints in
order to allow a reaction to occur. The pre-exponential factor in mole per
volume units is therefore
A = Pσ
(
8kT
piµ
) 1
2
NA. (2.14)
The molecules must then have enough energy in order to react. The activation
energy Ea corresponds to the threshold of bond energies that the molecules
must overcome in order to react and form the product. The frequency of
molecules overcoming this barrier is then given by e
−Ea
RT . The reaction rate in
moles per volume units is thus
kr = Pσ
(
8kT
piµ
) 1
2
NAe
−EA
RT . (2.15)
The temperature coefficient n describes the temperature influence on the col-
lision frequency and would always be 0.5 if the collision theory were correct.
Due to some shortcomings, this theory is only useful to get an intuitive repre-
sentation of what is really happening during an elementary reaction. In many
respects, the Transition State Theory (TST) [3] provides a much better de-
scription of the processes taking place here. The TST postulates that there
exists a continuous trajectory between the reactants and the products marked
by a transition state which corresponds to a saddle point of the hyperspace
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representing the potential energy of the molecular system. Let us visualize
this with the bi-molecular reaction A + B → C + D. According to the TST,
the reaction can be divided into A + B → AB# and AB# → C + D, that
is the reactants first come together to form the so-called activated complex
AB# which will itself decomposes into the products. The energetic aspect of
the process can be visualized in figure 2.2.
Figure 2.2: Energy profile of an elementary reaction
In a figurative sense, Ea is the energy necessary to climb up the mount before
getting into the slope towards the valley. It is assumed that the rate coefficient
of decomposition of the activated complex kd is proportional to the frequency
of oscillations along the reaction coordinate ν :
kd = κν, (2.16)
where κ is the so-called transmission coefficient which is close to unity in
many cases. The reaction rate kr is then given by the Eyring-equation [3]:
kr = κ
kT
h
K. (2.17)
k designates the Boltzmann’s constant, h the Planck’s constant whereas K is
akin to an equilibrium constant of the reaction A + B → AB# and is given
by the formula
K =
RT
p−
NAqAB
qAqB
e−
Ea
RT , (2.18)
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where qA, qB and qAB are the partition functions of A, B and the activated
complex AB# respectively. p− designates the standard pressure equal to
1 bar. Through methods from quantum chemistry like ab-initio and DFT
calculations, the configuration and geometry of the activated complex AB#
must be determined. The partition functions can then be calculated according
to the laws and principles of statistical thermodynamics. At the same time,
the theoretical calculations also allow to evaluate the activation energy Ea
which is the difference between the potential energy of the activated complex
and the sum of the potential energies of the reactants.
2.1.3 Pressure dependent reactions
Many reactions taking place in the gas phase are strongly dependent on pres-
sure. This is the case because they need a third body (or collision partner)
M, which can be an arbitrary species, in order to either bring up the energy
for a molecule dissociation or to receive the energy produced by the formation
of a molecule (recombination). As an example, four recombination reactions
from the GRI-mechanism 3.0 [54] are given in table 2.1.
Reaction A n Ea
O +O + M(2) → O2 + M(2) 1.20E+17 -1.00 0.00
H + H + M(6) → H2 + M(6) 1.00E+18 -1.00 0.00
H + OH + M(9) → H2O + M(9) 2.20E+22 -2.00 0.00
H + O2 + M(5) → HO2 + M(5) 2.80E+18 -0.86 0.00
Table 2.1: Recombination reactions
A third body is needed in the forward direction because otherwise the ac-
tivated molecule (e.g. O∗2 ) would very quickly decompose into the initial
reactants. A third body is also required in the backward direction in order
to transmit the energy necessary for breaking the compound. Obviously, the
efficiency of this energy transfer depends on the nature and geometrical shape
of the collision partner. This fact is taken into account through the intro-
duction of collision efficiency coefficients ηi for each species Si. The effective
concentration of the third body is then
[M ] =
nT∑
i=1
ηi[Si], (2.19)
with [Si] as the concentration of the species Si, nT being the number of species
participating in the definition of the third body. For instance, the third bodies
of the first reaction in table 2.1 with collision efficiencies not equal to 1 are
H2 with nH2 = 2.40, H2O with nH2O = 15.4 , CH4 with nCH4 = 2.00, CO
with nCO = 1.75 , CO2 with nCO2 = 3.60, C2H6 with nC2H6 = 3.00, and Ar
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with nAr = 0.83. According to Lindemann (1922), a unimolecular reaction
A + M → B + M, whereby bonds of A are broken through the collision, can
be understood as two elementary steps: A + M 
 A∗ + M and A∗ → B.
Let us call k1 the rate coefficient of the reaction A + M → A∗ + M , k−1 the
rate coefficientof the reverse reaction and k2 the rate coefficientof A
∗ → B.
The rate of the product formation is then
d[B]
dt
= k2[A
∗]. (2.20)
Since the activated molecule A∗ is extremely unstable, its concentration will
always remain very low. The steady state approximation can therefore be
assumed. Thus
d[A∗]
dt
= k1[A][M ]− k−1[A∗][M ]− k2[A∗] = 0, (2.21)
which allows to express [A∗] as follows:
[A∗] =
k1[A][M ]
k2 + k−1[M ]
. (2.22)
As a consequence, the rate of the reaction may be expressed as a function of
the kinetic parameters and reactant concentrations:
d[B]
dt
=
k2k1[A][M ]
k2 + k−1[M ]
. (2.23)
For very high pressures, the decomposition of A∗ becomes the rate-limiting
step.
k−1[M ] >> k2, hence one gets approximately
d[B]
dt
=
k2k1[A]
k−1
. (2.24)
For very high pressures, the reaction is first order in A and the rate coefficient
is thus
k∞ =
k2k1
k−1
. (2.25)
Now, for very low pressures, the activation of A by the third body becomes
the rate limiting step. The reaction is second order in A and M and the
reaction rate coefficient becomes
k0 = k1 (2.26)
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and
d[B]
dt
= k1[A][M ]. (2.27)
Generally, the reaction parameters of Lindemann’s three elementary steps
are difficult to evaluate experimentally or theoretically. It is usually much
easier to estimate the high-pressure and low-pressure rate constants k∞ and
k0. Consequently, these are the parameters which are given in every reaction
mechanism containing pressure dependent reactions. The rate coefficient is
then given by the following equation:
k =
k∞k0
k∞ + k0[M ]
. (2.28)
While Lindemann’s model is useful and provides accurate predictions for the
extreme cases, it cannot capture well the domain located in between, the
so-called ”fall-off” domain. The formalism developed by Troe ( [62], [63] and
[16] ) is an extension of Lindemann’s model which allows precise predictions
of the reaction rate for all pressures in the transition domain. According to
this formulation, the rate coefficient can be expressed as follows:
k =
k∞k0
k∞ + k0[M ]
F. (2.29)
F is the broadening factor, which can be calculated according to the expression
logF =
Fcent
1 +
(
logPr+c
n−d(logPr+c
)2 , (2.30)
whereby
c = −0.4− 0.67logFcent (2.31)
n = 0.75− 1.27logFcent (2.32)
d = 0.14 (2.33)
and
Fcent = (1− α)exp(− T
T ∗∗∗
) + αexp(− T
T ∗
) + exp(−T
∗∗
T
). (2.34)
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In the format of the chemical kinetic simulation software Homrea used in this
work, a Troe-reaction must be written as in the following example from the
GRI-mechanism.
Reaction A (mol, cm, s) n Ea (kJ mol
−1)
H + CH2 + M = CH3 + M 6.00E+14 0.00 0.00
LOW 1.04E+26 -2.76 6.70
α T ∗∗∗ T ∗ T ∗∗
TROE 0.562 91.00 5836.0 8552.0
Table 2.2: Recombination reaction
The Arrhenius parameters of the first line correspond to the high-pressure
coefficient whereas the parameters of the second line correspond to the low
pressure coefficient.
2.2 Simplified Combustion systems
2.2.1 General characteristics
Practical combustion systems hinge on a very large number of overlapping
phenomenons, which not only make realistic predictions hard to attain, but
also hinders researchers from deducing the values of parameters out of a class
of similar experiments. In effect, the behavior of these systems is extremely
overdetermined in that many (if not an endless number of) combinations of
physical and chemical parameters can lead to the same simulation results (see
[71] for an example concerning chemical kinetics alone). This stems from the
fact that models typically contain much more parameters than the quantity
estimable through experimental information [15]. To reduce the sources of
uncertainty and keeping focused on the chemistry, it is thus necessary to de-
couple the different processes occurring by devising experiments where only
a small part of them is active. Homogeneous systems have turned out to be
extremely useful for kinetic studies of combustion problems.
Homogeneous systems are constrained in such a way that all variables (in-
cluding concentrations, temperature, pressure, and sometimes volume) are
only time-dependent. This means that the physical phenomenons may either
be neglected or happen so fast that the evolution of the system is only driven
by its chemistry. In this case, a system of ordinary differential equations (see
next section) must be solved and the simulations can be carried out with less
resources than for other, more complex types of systems.
Ignition delay times are often measured during experiments carried out in
either shock tubes or rapid compression machines. They are defined as the
period between the beginning of the reactions in the system and the sharp
increase in the concentration of free radicals resulting from the onset of chain
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reactions. [18]
In every of the three cases described below, output profiles only hinge on
initial conditions, kinetic parameters and thermodynamic data.
2.2.2 Shock tubes
Shock tubes have been shown to be appropriate for the investigation of high
temperature chemistry (usually for temperatures greater than 1200 K) [30],
[17]. They consist of tubes made up of two sections: a driver section at high
pressures and a driven section (containing the experimental mixture) at low
pressures separated by a membrane. At the beginning of an experiment, the
aluminum membrane is burst provoking a strong shock wave which after hav-
ing been reflected will heat up the mixture very quickly (in less than 1 µs ).
Close to the end flange of the tube, the temperature and pressure remain con-
stant for several milliseconds during which the experimental measurements
are made. The concentration values are estimated through several techniques
based on the emission/absorption properties of molecules like mass spectrom-
etry, gas chromatography, and laser absorption [65].
Figure 2.3: Scheme of a typical shock tube, Karlsruhe institute for technology,
http://www.ipc.uni-karlsruhe.de/mol/84.php
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2.2.3 Rapid Compression Machines
Rapid compression machines are currently used by many researchers all over
the world for the study of combustion reactions at lower temperatures (500
K - 950 K) [9], [17]. The gaseous mixture containing the reactants and pos-
sibly the inert gas is compressed homogeneously and rapidly so as to reach
predetermined reaction conditions (pressure and temperature). Afterward,
the temporal evolution of the system is followed with the same diagnostic
techniques as those utilized for shock tube studies.
2.2.4 Plug Flow reactors
A third kind of systems consists of plug flow reactors [53], [17] for the inves-
tigation of intermediate temperature regimes (900 K - 1300 K). According to
given temperature and possibly pressure profiles the reacting flow is steadily
going through the system which is assumed to be homogeneous in the plane
perpendicular to the flow direction. In such a way, the variables only depend
on the distance from the inlet point, which can be easily converted into the
reaction time. The analyses of the mixture can be done at several points of
the flow using the methods evoked above.
2.3 Mathematical handling and analysis of the
problem
2.3.1 Formulation of the underlying ODE system
A reaction mechanism consists of an ensemble of elementary reactions aim-
ing at quantitatively describing the combustion chemistry for a given set of
conditions. In order to formulate a homogeneous combustion problem, the
following elements are required:
1. a reaction mechanism
2. thermodynamic data for all involved species
3. initial conditions in terms of reactant and diluent concentrations, tem-
perature and pressure
4. duration of the experiment
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5. possibly, additional conditions like constant volume, pressure, or tem-
perature.
If the system is considered to be homogeneous, all variables only depend
on the reaction time t and chemistry is the only origin of the concentration
changes.
Their derivatives are therefore given by the formula:
dci
dt
=
n∑
R=1
vi,R kR
j=NRrea∏
j=1
cj (2.35)
that is the sum of all stochioemetric coefficients multiplied by the reaction
rates, obtained by multiplying the rate coefficients with the concentrations of
all reactants. In this formula, n designates the number of reactions whereas
NRrea is the number of reactants which take part in the R-th reaction. It is
assumed here that the reaction mechanism contains only elementary reactions
whereby the rate is obtained by multiplying k by the products of all present
reactants. Let C be the vector regrouping the concentrations of all species.
All these reactions form a set of coupled ordinary differential equations which
can be written as:
dci
dt
= fi(t, C, k) and C(t = 0) = C0, t ∈ [0, te], i = 1, 2, ..Nsp (2.36)
or
dC
dt
= f(t, C, k) and C(t = 0) = C0, t ∈ [0, te] (2.37)
where k represents the rate constants of all reactions. For solving the system,
it is necessary to introduce initial conditions for each species, for the temper-
ature and for the pressure. One equation characterizing the evolution of the
temperature T alongside another one concerning the volume and/or pressure
must also be added to uniquely characterize the system. In the case of adi-
abatic systems (like those considered in this work), the differential equation
characterizing the evolution of the temperature is:
dT
dt
= − 1
Cp(T )
NSp∑
i=1
dci
dt
hi(T ). (2.38)
Cp(T ) is the heat capacity of the entire system, defined as:
Cp(T ) =
NSp∑
i=1
cicp,i(T ). (2.39)
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hi(T ) and cp,i(T ) are respectively the molar enthalpy and the heat capacity
of the i-th species (see 2.1.1).
Owing to the different orders of magnitudes of the reaction rates involved,
stiffness has long been a major stumbling block for solving such systems. This
means that time steps of classical numerical techniques are obliged to be very
small for correctly accounting for the fast rates whereas the total computa-
tional time is determined by the slow rates [15]. Allowing both cost-efficient
and realistic simulations implies the use of implicit methods of numerical in-
tegrations like DASAC[27], the Cash-Karp Runge-Kutta, or Bader-Deuflhard
integrators [20]. After having solved the system of differential equations for
a fixed set of k values, one gets more or less a good approximation of the
species temporal evolution, provided of course that the rate constants are
correct from the very beginning. As we will see in the following chapters, this
is often not the case, so that the values of parameters must be adapted to the
experimental measurements by some fitting procedure.
2.3.2 Sensitivity analyses
The ultimate goal of detailed reaction kinetics is to give an accurate and
complete description of all that can take place at the molecular level. To de-
scribe the pyrolysis and rich oxidation of simple fuels such as methane (CH4),
acetylene (C2H2) or ethylene (C2H4) or the lean oxidation of greater alkanes
like iso-octane (i-C8H18) under all possible pressure, temperature and con-
centration conditions, several hundreds of species and thousands of reactions
are necessary. However, in almost every case, only a smaller number of them
will play an important role for the species concentrations or variables (like
temperature or ignition delay time) of interest. Identifying the most impor-
tant reactions is highly desirable since they are the ones underlying the whole
chemical behavior of the system under given conditions.
Sensitivity analyses are a common way to measure the influential strength of
parameters on a particular variable which could be either a concentration, the
temperature or possibly the ignition delay time. In most cases, sensitivity co-
efficients of first order are computed according to an OAT (One-At-a-Time)
framework whereby the influence of one parameter on the output is evalu-
ated while all other parameters are fixed (see for example [18], [37], [70]).
The definition of the sensitivity coefficients si is then straightforward and is
based upon the derivative of the interesting variable A with respect to the
parameters pi:
si =
δA
δpi
. (2.40)
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Usually, relative sensitivities are considered in chemistry. These are defined
as follows:
si =
pi
A
δA
δpi
=
δlnA
δlnpi
. (2.41)
Sensitivity coefficients for concentrations ccali as a function of time can gener-
ally be computed simultaneously along the solution of the differential equa-
tion system with some additional computational cost [68] according to the
formula:
δ
δt
(
δccali
δkj
) =
δ
δkj
(
δccali
δt
) =
δ
δkj
(fi(C
cal, kj)) (2.42)
and if one further develops :
δ
δt
(
δccali
δkj
) =
Nspe∑
s=1
δfi
δccals
(
δccals
δkj
) +
δfi
δkj
(2.43)
where f is the right hand-side function characterizing the system of differen-
tial equations described in the previous section. The δfi
δccals
form the Jacobian,
defined as the matrix of partial derivatives of f with respect to the concentra-
tions. δc
cal
s
δkj
is the sensitivity coefficient of the concentration ccals at time t with
respect to the j -th kinetic coefficient and δfi
δkj
is the derivative of the right
hand-side term with respect to the j -th coefficient. It is noteworthy that the
differential equation system obtained in this way is always linear, regardless
of the non-linearities characterizing the concentrations. The reliance upon
first derivatives can however be too simple in that the correlated effects of
parameter variations is not at all considered although such non-linear effects
can often occur for complex reaction mechanisms such as those encountered
in combustion systems. To overcome this limitation, methods considering
the correlations between the parameters can be employed. Among them, the
FAST (Fourier Amplitude Sensitivity Test) [48] has shown promising suc-
cesses in other fields of chemical kinetics and could be successfully applied to
combustion problems in the near future.
In any case, sensitivity analyses allow for a particular situation to make a
distinction between the parameters which must be determined accurately
(because having a tremendous impact on the simulated variables due to high
sensitivities) and those whose knowledge may be less precise. It is nonethe-
less not sufficient to trust sensitivity analyses alone for the identification of
unimportant reactions because it can often occur that fast reactions with low
sensitivity coefficients play a critical role. To see how this can happen, one
has just to consider the simple (imaginary ) chain C2H6 → C2H5 + H and
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C2H5 → C2H4 + H with rate coefficients k1 and k2, if k1 is much greater than
k2, then the second reaction will be the limiting one whereas the first one
will be nearly infinitely fast from this perspective. Thus, to modify the pre-
exponential factor of the first reaction slightly (say 0.9 k1,0 or 1.1 k1,0 instead
of k1,0 ) would have very limited impact on the formation of the product so
that the sensitivity would be rather small. To exclude it from the reaction
mechanism on the ground of this criterion alone would however lead to the
rather undesired result that no more C2H4 would be produced at all! This
shows the importance of also considering the flow followed by the element C
and H between C2H6 and C2H4.
2.3.3 Reaction flow analyses
Generally, for the atom sort a and the reactants i and j, the two following
normed flow parameters [55] are introduced: faij, the flow of the atom a during
the formation of species i from species j relative to the global formation of i,
whereas caij is the flow of the atom a during the consumption of species i for
forming species j relative to the global consumption of i :
faij =
∑n
k=1 rkv
′
jkv
′′
ik
nai
∆nak∑k=n
k=1 v
′′
ik rk
(2.44)
caij =
∑n
k=1 rkv
′
jkv
′′
ik
nai
∆nak∑k=n
k=1 v
′
ik rk
. (2.45)
n is the number of uni-directional reactions over which it is summed, rk is the
reaction rate of the k -th reaction, nai is the number of atom a in the species i
whereas v
′′
ik and v
′
jk are the stochioemetric coefficients of the species i and j in
the k -th reaction. The number of atoms nai are normalized to the total num-
ber of atoms transported in the k -th reaction: ∆nak =
∑l=NRspe
l=1 v
′
lkn
a
l . Both
normed flows take on values between 0 and 1 which correspond to the flux part
from, respectively, towards species i with respect to species j. In such a way,
flow diagrams showing the relative importance of all formation/consumption
pathways for an set of species can be generated. They can be defined either
for particular points in time or the flows may be integrated over a defined
time interval. If a reaction has small sensitivities according to all variables of
interest and if its role in the reaction flow is negligible, then there are good
grounds for believing it can be excluded from the mechanism without conse-
quences. The thresholds for faij and c
a
ij to be respected depend however on
the particular context and have often to be chosen arbitrarily.
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Chapter 3
Optimization and estimation of
kinetic parameters
3.1 Theoretical bases
3.1.1 Motivation
Several possibilities exist for the determination of kinetic parameters. Due
to an increased theoretical as well practical knowledge in quantum chemistry,
methods like ab-initio [23] or DFT [66] coupled by TST (Transition State
Theory) (see section 2.1.2 ) calculations are now currently employed for esti-
mating the activation energies, temperature coefficients and pre-exponential
factors of reactions. These techniques cannot however always guarantee a
good precision of the values obtained in this way, especially for big molecules
such as polyaromatic compounds. The estimation of parameters through
experimental data remains therefore extremely relevant. Generally, experi-
ments are designed in such a way that the evolution of one or several measured
species only depends on one reaction. For example, while investigating the
pyrolysis of propargyl C3H3, Scherer [50] remarked that the initial rate of de-
composition
d[C3H3]
dt
depended linearly on C3H3 concentration. He concluded
therefore that the recombination of propargyl towards benzene
C3H3 + C3H3 → A1 (3.1)
can be neglected and that only the reaction
C3H3 → C3H2 + H (3.2)
played a significant role at the beginning of the experiment, where the initial
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reaction rate was measured. By varying the temperature and the initial
concentration it was then possible to deduce the Arrhenius parameters of
this reaction through the use of simple least squares regression, since the
initial decay rates
d[C3H3]
dt
can be expressed analytically as a function of the
Arrhenius parameters according to the basic formula
d[C3H3]
dt
= −AT ne−EaRT [C3H3]. (3.3)
Similarly, other reactions are investigated in the literature in such a way that
the measured species concentrations can be expressed as analytical functions
of the parameters to be estimated. Unfortunately, many reactions cannot be
handled in such a trivial manner because it is not possible to isolate them.
As a consequence, their rate coefficients come up in complex systems of dif-
ferential equations involving a great number of reactions which can only be
solved through numerical methods. The kinetic coefficients of such reactions
have been mainly estimated by analogy with known reactions or through the
use of methods from quantum chemistry evoked above which often leave their
values with significantly large uncertainty value intervals. There is however a
way to more precisely estimate such parameters by using appropriate exper-
imental data and extending the least squares regression method as described
earlier.
Let a detailed reaction mechanism with reactions having parameters charac-
terized by given uncertainty intervals be considered.
First, a set of experimental data must be constructed in such a way that every
possible reaction not included in the mechanism only plays a negligible role
for every profile.
Second, a set of uncertain reaction parameters must be identified and realistic
lower and upper limits must be assigned to each of them.
Third, the distance d(p) between the model and the experiments as a func-
tion of all adjustable parameters must be defined and minimized. For given
values of the parameters p, the evaluation of d(p) then involves solving the
ODE systems underlying the set of experiments.
Fourth, all combinations of parameters able to predict the experimental mea-
surements within their uncertainty intervals have to be determined. It may
then be possible to discriminate between them by using additional data not
included in the optimization or information originating from computational
chemistry.
As Frenklach pointed out [14], this approach is a natural and legitimate ex-
tension of the methods used by chemical kineticists over the past century to
estimate parameters. It allows however to systematically employ a signifi-
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cantly greater amount of information, including the majority of experimental
data which cannot be expressed analytically as functions of the parameters to
be determined. As emphasized by Singer et al [52], since kinetic parameters
are frequently only known within considerable uncertainty intervals, consider-
able disagreement between a reaction mechanism using the initial parameter
values and experimental data is not enough to dismiss the model as being
erroneous. The reaction mechanism may actually be the correct one, the dis-
crepancies stemming from inaccurate values of certain parameters. Only a
rigorous optimization of the model parameters within realistic bounds may
ensure the conclusion that it does not correspond to reality by identifying the
best minimum. On the other hand, the optimizability of a reaction mecha-
nism does not guarantee that it is true, but it may increase the accuracy of its
predictions under similar circumstances. This aspect is particularly relevant
for reaction mechanisms aiming at describing the formation of pollutants such
as soot, since a more accurate model may allow industrial users to spare a
significant amount of the costs related to reducing pollution.
It is also worth noting that a rigorous optimization in the above sense is not
the same thing as what is commonly referred to in the literature as parameter
adjustment to a given profile. Most of the time, parameters are successively
adjusted so as to produce a better agreement with a given isolated experiment
as e.g. in [38] for the adjustment of the pre-exponential factor of the reaction
C2H6 → CH3 + CH3 (3.4)
among others. The whole goal of a parameter estimation problem is however
to obtain a good agreement with the set of all known experimental data,
thereby finding realistic parameter values valid in the ideal case under every
possible circumstance.
3.1.2 Choice of the norm
Now, an appropriate norm must be chosen as it is essential for every optimiza-
tion process. It must allow the simultaneous consideration of variables with
very different orders of magnitude without favoring one over the other. Let
N be the number of measured profiles, ni the number of measurements for
the i-th profile with i ∈ {1...N} whereas mi,j and ei,j designate respectively
the model and experimental concentrations of the i-th species profile at the
j-th time point.
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Intuitive approach
The problem can first be approached from an intuitive standpoint. While
being commonly used for parameter estimation problem, the least squares
and least absolute values norms, defined respectively by
d =
N∑
i=1
ni∑
j=1
(mi,j − ei,j)2 (3.5)
and
d =
N∑
i=1
ni∑
j=1
|mi,j − ei,j| (3.6)
are not apt to the task at hand, for their use would lead some variables (like
the temperature T ≥ 1000 K) to completely overwhelm other variables (like
a concentration c ≤ 1e-08 mol/cm3), thereby wholly erasing a great deal of
the experimental information available for the parameter optimization. To
overcome this hurdle, modified forms of the two norms, the so-called relative
least squares and least absolute values norms have revealed themselves to be
adequate. They are defined like the norms above except that the terms within
the sum are divided by the experimental values of the variable. In Kinefit, a
modified form of the relative least squares norm was used
d =
N∑
i=1
ni∑
j=1
d2i,j . (3.7)
For the i-th profile, let us call emax,i the greatest value of the experimental
variable. Usually, the very small values of ei (less than  emax,i, where 0 <
 < 1 is a constant determining the threshold under which the experimental
values are taken to be negligible) are going to have huge uncertainties. This
also stems from the practical fact that they often must be extracted from
experimental plots in logarithmic scale and lie then very close to the time-
axis, which makes their values extremely low and imprecise. Consequently
they will be ignored by the optimization (offsets). Let us call  emax,i the
zero-limit of the i-th profile. The terms of the double sum are defined in the
following manner:
i) for ei,j >  ei,max di,j =
mi,j−ei,j
ei,j
ii) for ei,j <  ei,max di,j = 0 ,
These rules also keep numerical and measurement instabilities for very low
concentrations from influencing the optimization procedure.
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Mathematical and pragmatic justification
Let σi,j denote the standard deviations corresponding to the experimental
values. From statistical theories [43] it is known that the ideal parameters
are found by minimizing the so-called Chi-squared norm:
X2 =
N∑
i=1
ni∑
j=1
(
mi,j − ei,j
σi,j
)2
. (3.8)
Generally, the standard deviations are not measured directly and must be
approximated. If one assumes that they are proportional to the measurements
for a given profile (i.e. σi,j = υdev,i ei,j), the formula becomes:
X2 =
N∑
i=1
1
υ2dev,i
ni∑
j=1
(
mi,j − ei,j
ei,j
)2
. (3.9)
If one further supposes that the proportionality constant is the same for all
profiles, one gets the expression:
X2 =
1
υ2dev
N∑
i=1
ni∑
j=1
(
mi,j − ei,j
ei,j
)2
. (3.10)
As explained in the last subsection, owing to both numerical and experimen-
tal high imprecision for the lowest values, the experimental data below the
threshold  ei,max are ignored (offset) in the previous formula. Minimizing
this expression is akin to minimizing the relative least squares norm evoked
above. The problem can thus be expressed as follows:
d =
N∑
i=1
ni∑
j=1
(
mi,j − ei,j
ei,j
)2
(3.11)
and
X2 =
1
υ2dev
d . (3.12)
in which the experimental points with the lowest values are ignored. This
norm, nevertheless, does not suit all the purposes of optimizing/ estimating
kinetic parameters because it automatically gives more importance to the
experiments having a greater number of points. As an illustration, let us
consider the following situation: for optimizing seven parameters, three ex-
perimental profiles are taken at three different conditions:
1. [CH4] = 2%, [Ar] = 98%, p = 3.2 bar, T = 1400 K with 120 time points
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2. [C2H6] = 5%, [Ar] = 95%, p = 20 bar, T = 1200 K with 15 time points
3. [C2H4] = 0.3%, [Ar] = 99.7%, p = 120 bar, T = 1600 K with 15 time
points.
Clearly, a good model would be one capable of correctly describing the trends
for these three very different conditions. However, the norm defined above
would privilege the first experiment: a model which captures perfectly well the
first profile but poorly performs for the two other ones would be considered
as being better than a model giving a good agreement for all three. To
overcome this hurdle, it is necessary to impose weights on the contributions
of each experiment in such a way that they receive the same importance
regardless of the number of points. Generally, let there be N experimental
profiles containing m =
∑N
i=1 ni experimental points. The average number of
points per profile is then nmean =
m
N
. The weighted norm is then defined as
d =
N∑
i=1
nmean
ni
ni∑
j=1
(
mi,j − ei,j
ei,j
)2
(3.13)
X2 =
1
υ2dev
d (3.14)
under the assumption that all standard deviations are proportional to the
experimental concentrations and that the very small experimental values are
ignored. If this is not the case, the norm to be minimized can be generally
written as:
X2 =
N∑
i=1
nmean
ni
ni∑
j=1
(
mi,j − ei,j
σi,j
)2
. (3.15)
The problem at hand now consists of determining a set of parameters p min-
imizing the distance X2(p) or d(p) in the favorable case. This is a non-linear
optimization problem which has been handled in this work by four optimiza-
tion methods described in section 3.2. Before going into this practical aspect,
it is necessary to turn our attention to the mathematical formulation of the
optimization problem and then to the statistical meaning and ways of inter-
preting an optimized set of parameters.
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3.1.3 Mathematical formulation of a kinetic parameter
optimization problem
Let us consider the general formulation of a kinetic parameter optimiza-
tion/estimation problem consisting in a complete reaction mechanism . Some
parameters q ( q1, q2, ..., qf ) are accurately known and will thus be fixed as
such. Other parameters p ( p1, p2, ..., pu) are only known within uncertainty
intervals of varying widths and should therefore be adjusted to experimental
measurements between the constraint box [low, up] such that
lowi ≤ pi ≤ upi with i ∈ {1...u} (3.16)
hold. Vectorially, the inequality
low ≤ p ≤ up (3.17)
holds component-wise.
Likewise, the parameters may also be subject to a certain number of non-
linear constraints which are summed up here in vectorial form as:
g(p) ≥ 0 . (3.18)
In subsection 3.2.3 the frequent case of constraints on the whole reaction rate
kj will be addressed. Let there be data from N profiles from Ne experiments
which stand at disposal. These may be temporal or temperature-dependent
concentration profiles or ignition delay times or any other variable which may
be deduced from the concentration trajectories (like peak concentrations).
Let ni be the number of points of the i-th profile. Let E be defined as
E = {ei,j, i ∈ {1...N} and j ∈ {1...ni} }, ei,j being the variable measured at
the j -th point for the i -th profile. The goal is to find a set of parameters popt
which minimizes the distance between the results of the model and those of
the experiment, where
dmin = min {d(Y (C(p)), E), with low ≤ p ≤ up and g(p) ≥ 0 } (3.19)
The variable C(p) consists of the concentration trajectories ( C1, C2, ..., CNe)
for all simulated experiments. For the k-th experiment, Ck must fulfill the
ensemble of differential equations mentioned in the last chapter:
dCk
dt
= f(t, Ck, p, q) and Ck(t = 0) = Ck,0, t ∈ [0, te] (3.20)
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along other equations concerning the evolution of the pressure, temperature
and volume. Y (C(p)) are the variables corresponding to the experimental
measurements, which are deducible from the concentration set.
3.1.4 Statistical interpretation of an optimization prob-
lem
Basic functions
For a model with np optimizable parameters and ne experimental points, the
degree of freedom of the system is defined as
v = ne − np . (3.21)
The following function allows to evaluate the consistency between an opti-
mized model and a series of experiments: [52]:
Pr(X2) =
Γ(v
2
, X
2
2
)
Γ(v
2
)
. (3.22)
where Γ is the so-called incomplete Gamma function [43]. It is defined as
Γ(a, x) =
∫ ∞
x
ta−1e−t dt. (3.23)
Formally, Pr represents the probability that the observed chi-square would
exceed the value X2 by chance if the optimized model is correct, provided
that the number of experimental points considerably exceeds the number of
parameters. Singer et al. [52] state that values superior to 0.75 indicate that
the model is in good agreement with the experiment, values inferior to 0.25
indicate that the model is refuted by the experiments, whereas values between
0.25 and 0.75 are ambiguous and show the need for additional experimental
information or the consideration of other parameters. However this indicator
is only reliable if the errors are normally distributed and if the standard
deviations are at least approximately known. If this is not the case, values as
low as 0.001 may be acceptable. [43].
If ne is considerably greater than np, low values of Pr(X
2) indicate that the
model could not be satisfactorily optimized with the active parameters taken
into consideration. If np ≈ ne the problem is over-determined, low values
of Pr(X2) do not mean that the optimized model is inconsistent with the
experiment but rather that more experimental data are needed for the un-
ambiguous optimization of the parameters.
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To simply estimate the agreement of a fixed model with experiments, for-
mula 3.1.4 can be applied with the number of fitted parameters equal to zero:
Pr0(X
2) =
Γ(ne
2
, X
2
2
)
Γ(ne
2
)
. (3.24)
The interpretation and the recommanded values are the sames as those of
Pr(X2).
Application to the evaluation of kinetic models
Let a given reaction mechanism lead to important discrepancies with given
experiments. While trying to fit a model to a set of experimental data, the
first question arising can be formulated as follows:
Is the reaction mechanism consistent with the ensemble of experimental data
available? In other words, is there a set of reasonable parameter values
(i.e.contained within their uncertainty intervals), for which the model agrees
with the experiments [52] ?
To answer this question, three steps are necessary:
- identifying all parameters having a significant influence on the experiments
- optimizing them within reasonable ranges of values and identify the global
minimum
- calculating Pr0(X
2) and evaluating the agreement with the experiments
according to the recommendations given above.
It is worth noting that Pr0(X
2) rather than Pr(X2) must be employed here.
If the number of significant parameters is relatively small, Pr(X2) will be
close to Pr0(X
2).
If however the number of significant parameters is relatively large, small val-
ues of Pr(X2) will mean that more data are needed for fitting the parameter,
but not necessarily that the considered experimental data refute the model.
If Pr(X2) is low whereas Pr0(X
2) is high, the model is consistent with the
data, but additional experiments are to be brought up in order to fit the
parameters in a statistically meaningful way.
If Pr0(X
2) and Pr(X2) have high values, indicating that the fit allowed the
determination of new parameter values consistent with the experiment, the
second question is how to estimate the uncertainties of the optimized param-
eter values. A current method used for determining the standard deviations
of the parameters is described in what follows.
Let mi be the simulated variable corresponding to the i-th measurement. The
matrix J is defined as:
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J =

1
σ1
δm1
δp1
1
σ1
δm1
δp2
... 1
σ1
δm1
δpnp
1
σ2
δm2
δp1
1
σ2
δm2
δp2
... 1
σ2
δm2
δpnp
... ... ... ...
1
σne
δmne
δp1
1
σne
δmne
δp2
... 1
σne
δmne
δpnp
 .
The information matrix H (see [24]) is them formed as :
H = JTJ . (3.25)
If J rank is the same as the number of parameters, C the inverse of H, is
then the covariance matrix. The diagonal of C contains the squared standard
deviations of the parameters, according to:
σpi =
√
cii . (3.26)
The parameter covariances are then given by:
σpi,l =
√
cil . (3.27)
3.2 The optimization program library Kinefit
For the optimization and evaluation of kinetic parameters, a C++ set of
programs called Kinefit has been created.
3.2.1 General characteristics of the optimization inter-
face
As input, Kinefit must receive the following information:
1. the reaction mechanism alongside the parameters to be optimized and
the uncertainty intervals in which they may vary. Bounds for the global
rate coefficient k of each reaction must also be provided,
2. the set of all experiments to be simulated with the target variables
which may be time or temperature-dependent,
3. the choice of the optimization method along its intrinsic parameters,
4. the choice of the norm for the distance d(p).
As output, Kinefit returns:
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1. the optimal set of parameter values minimizing d(p),
2. the distance between optimized model and experiment,
3. the derivatives of the variables as functions of the parameters.
From this information, it is then possible to obtain (using software like
Matlab or Octave) :
4. the likelihood that the optimized model is consistent with the measure-
ments,
5. the uncertainties of the final parameter values deducible from the ex-
perimental errors (provided the problem is well defined)
It is not possible to force Homrea to compute the concentrations at exactly the
time points of the measurements. Consequently, the values from the model are
systematically interpolated to the experimental time points or temperature
points by using a monotone cubic interpolation.
3.2.2 Optimization methods used by Kinefit
In this subsection, np denotes the number of optimizable parameters.
Adaptive Random Search method (RS)
The Adaptive Random Search (referred to as RS) is an intuitive optimization
method allowing convergence to a local minimum of the objective function
d(p). Four parameters maxfail, stepbeg, factor and Nsteps are to be given
by the user. They determine the behavior of the minimization technique.
Starting from an initial set of parameters p0, a series of point leading to a
local minimum is generated according to the following recurrence formula,
which is valid for j ∈ {1...np}:
pj,i+1 = pj,i + rj,i+1wstepi+1(upj − lowj) (3.28)
where rj,i+1 is a random real number belonging to the interval [−1, 1] and
wstepi is the width of the current search interval. Up and low designate the
upper and lower bounds. The series wstepi is defined according to the formula:
wstepi =
1
factorstepi
. (3.29)
factor is a real number greater than one determining the widths of the search
region during the optimization.
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stepbeg = step0 is a integer greater than or equal to zero. It is an index
designating the step number. The greater it becomes, the smaller becomes
the width wstepi .
Let us define di as the distance corresponding to the i-th set of parameters.
An iteration i > 0 is considered as a success if di < di−1, otherwise it is viewed
as being a failure.
If the number of successive failures becomes greater than the threshold
maxfail, the width of the search region is reduced by increasing the index
stepi with one unity (which is akin to dividing the width by factor).
In this way, as the method approaches a local minimum, large steps can
no longer bring any improvement and the diameter of the search becomes
smaller, thereby allowing a greater precision. Nsteps is the maximum number
for the step index stepi before the local search converges. Since the first local
minimum identified can be insufficient for the problem at hand, the search has
been globalized. This is done by resetting the index stepi to its initial value
stepbeg and starting an other local search with a new set of initial parameters
p0, chosen completely randomly between the lower and upper limits.
As stopping criterion of the global search, the user can either give a number
of iterations or a threshold the distance between model and experiment must
reach. Contrarily to the three other optimization methods which are going to
be described, the RS has been written in C++ as an integral part of Kinefit,
allowing it to work as a stand-alone program for the estimation of kinetic
parameters.
Genetic algorithm Galib (GA)
A genetic algorithm is a method used to minimize or maximize non-linear
functions which are not necessarily differentiable or even continuous. It is
based on the Darwinian principles of natural selection and survival of the
fittest. Each set of parameters is coded as a genome and is associated to a
fitness value which must be maximized. A population of genomes containing
Npop individuals is then generated and evolves until a criterion (i.e. sufficient
reduction of the distance) has been reached. The working of the kind of
genetic algorithms used in this work is characterized by the following steps:
1. Initialization: a sufficient quantity of genomes or individuals Npop is
generated so as to form a population. In this work, all individuals of
the first generation are generated randomly with the Adaptive Random
Search. The step stepbeg defining the width of the search must be given.
If stepbeg = 0, the initial individuals making up the population are
chosen completely randomly in the feasible region. This is appropriate
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if no good point is known at the beginning. If however a set of parameter
values corresponding to a small distance is known, it may be interesting
to start the genetic algorithm at this point with a smaller width for
the generation of the population. In this way, the information already
available can immediately be exploited by the genetic algorithm.
2. Evaluation: a fitness value f(p) related to the quantity to be optimized
is assigned to each genome, and the GA will try to maximize it. Here,
since the goal consists of minimizing the distance d(p) between model
and experiment, the fitness value may either be defined as −d(p) or as
1
K+d(p)
, where K is a constant like 1e − 06 preventing the appearance
of numerical instabilities as the distance d(p) tends towards zero. The
last option has been chosen during the entirety of the present work.
3. If a completion criterion is fulfilled, the search stops here.
4. Selection: random choice of the parents of the next generation. The in-
dividuals with the greatest fitness values are more likely to get selected.
5. Recombination: the genomes of the selected individuals are mixed up
to produce the next generation of offsprings.
6. Mutation: random modifications of the new individuals, allowing thus
a diversification, that is an exploration of the unknown regions of the
search space.
7. Forming the new generation: the members of the new generation are
selected out of the offspring generations as well as out of the previous
generation.
8. Return to step 2.
For each step, many options exist which lead to a great diversity of genetic al-
gorithms. During the present work, Galib, a C++ library of genetic algorithm
objects was considered, coupled with and adapted to Kinefit.
Quadratic model based minimization: CONDOR and Bobyqa
The function d(p) to be minimized is often characterized by a regular mathe-
matical structure, which may mean for example that it is twice differentiable.
Global heuristics like genetic algorithms do not exploit this underlying struc-
ture. On the one hand it is one of their main strengths since it allows to solve
minimization problems with extremely complex functions presenting many lo-
cal minima and irregularities. On the other hand, it considerably reduces the
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convergence rate for problems with smooth functions as well as the precision
of the obtained solutions. On the contrary, derivative based techniques like
the quasi-Newton and the conjugate gradient methods systematically utilize
the information contained in the derivatives, thereby ensuring a faster con-
vergence to the next local minimum than the Adaptive Random Search which
only use function values to get information about the function structure.
In what follows, < A,B > denotes the multiplication of the matrix or vector
A with the matrix or vector B. Within a trust-region framework, Newton and
quasi-Newton methods approximate the function d(p) in the neighborhood
of p with a quadratic function m(s) defined in the following manner:
m(p+ s) = d(p)+ < g, s > +0.5 < s,H, s > for − s ≤ ∆. (3.30)
g is the gradient of d(p) and H is its hessian matrix, which may be either di-
rectly computed (Newton methods) or indirectly evaluated through algebraic
techniques (Quasi-Newton Methods). The model m(s) is then minimized,
leading to a new point p + smin, where the function d(p) is evaluated. The
width of the trust region ∆ is then either decreased or increased according to
the extent of the improvement or worsening. With Homrea however, only the
derivatives of the pre-exponential coefficients may be determined through the
use of sensitivity analyses. Since the temperature coefficients and the activa-
tion energies may also be taken as parameters to be optimized, an alternative
approach had to be employed. The optimization softwares CONDOR and
Bobyqa works with the same principles as the quasi-Newtons methods, but
they only need function values. The quadratic model evoked above is then
formed through a judicious interpolation of a sufficient number of points cho-
sen appropriately. These optimization techniques evaluate thus indirectly the
derivatives and Hessian of the function to be minimized through the forma-
tion of local quadratic models, by-passing the numerical instabilities which
may be generated by the use of automatic differentiation techniques.
3.2.3 Consideration of non-linear constraints
The mere consideration of box constraints on each kinetic parameter is often-
times not satisfying if several parameters of the same reaction are optimized
simultaneously. If for instance the realistic bounds
A0
10
≤ A ≤ A0 ∗ 10 (mol, cm, s),
n0 − 0.6 ≤ n ≤ n0 + 0.6,
Ea,0 − 5 ≤ Ea ≤ Ea,0 + 5 (kJ mol−1)
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are imposed, each coefficient will be coerced to only accept realistic values,
but it may well be the case that the rate coefficient
k = AT ne
−Ea
RT (3.31)
will significantly diverge from its original value by a factor of 100 or even
more. Often, such a change is too great to be physically meaningful. It it
thus necessary to establish global constraints on the rate such that for every
temperature T ∈ [Tinf , Tsup] the inequality system
k0(T ) ∗ qi ≤ k(T ) ≤ k0(T ) ∗ qs (3.32)
holds. qi and qs are constants taking on values like 0.1 and 10 in such a
manner that k(T ) will only vary within a realistic range. Since the inequalities
must be true for every temperature, they imply non-linear constraints which
cannot be expressed analytically at the beginning of a minimization process.
Penalty functions are particularly apt to tackle the task at hand. They work
through the systematic addition of terms penalizing the non-consideration of
constraints which rapidly increase the more the constraints are violated.
Let us define
Q(T ) =
k(T )
k0(T )
(3.33)
this function must satisfy :
qi ≤ Q(T ) ≤ qs . (3.34)
Due to the mathematical nature of the function, there always exists two
temperatures Tmin and Tmax such that for each temperature T ∈ [Tinf , Tsup]
Qmin = Q(Tmin) ≤ Q(T ) ≤ Qmax = Q(Tmax) (3.35)
is true, hence if the inequalities qi ≤ Qmin and Qmax ≤ qs hold, one can be
certain that for every temperature T between Tinf and Tsup the inequalities
qi ≤ Q(T ) ≤ qs are satisfied.
The temperatures Tmin and Tmax however depend on the combination of the
reaction parameters (A, n,Ea) and must be determined for each new values,
thus prohibiting the declaration of constraints generally valid at the begin-
ning of the optimization procedure.nGiven (A, n,Ea), it is now necessary to
determine the inflexion point Ti of the function Q(T ), that is the point where
the derivative of Q(T ) dQ(T )
dT
changes its signs. This is the same inflexion
point as for the function f(T ) = log(Q(T )) , where df(T )
dT
= 0. If one develops
f(T ) = log
(
AT ne
−Ea
RT
A0T n0 e
−Ea0
RT
)
(3.36)
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f(T ) = log
(
A
A0
)
+ (n− n0)log(T )− Ea − Ea0
RT
(3.37)
As a consequence
df(T )
dT
=
n− n0
T
+
Ea − Ea0
RT 2
(3.38)
and
df(Ti)
dT
= 0 (3.39)
thus
(n− n0)
Ti
+
(Ea − Ea0)
(RT 2i )
= 0 (3.40)
which leads to the expression:
Ti =
(Ea0 − Ea)
(R(n− n0)) (3.41)
considering that n 6= n0, otherwise the function Q(T ) is monotone on the
interval [Tinf , Tsup] which leads to a straightforward determination of Qmin
and Qmax.
Now, if
Tinf ≤ Ti ≤ Tsup (3.42)
Qmin andQmax are given by:
Qmin = min{Q(Tinf ), Q(Ti), Q(Tsup)}andQmax = max{Q(Tinf ), Q(Ti), Q(Tsup)} .
(3.43)
If Ti is outside of the temperature range or n = n0 or Ea = Ea0, then
Qmin = min{Q(Tinf ), Q(Tsup)} and Qmax = max{Q(Tinf ), Q(Tsup)}.
All what is required are the values Qmin and Qmax which must fulfill qi ≤ Qmin
and Qmax ≤ qs. Whatever the values are, a penalty term
pen =
(
qi
Qmin
)2np
+
(
Qmax
qs
)2np
(3.44)
is added to the distance d(p) between model and experiment, whereby np
must be chosen in such a way to quickly penalize faulty points as well as
to keep the objective function continuous. In this work, np = 10, except if
specified otherwise.
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Above, the case where all three parameters of a reaction are optimizable was
considered. If only some of the parameters are considered, like for example
just A and Ea, then n in the equation only takes on the value n0. This
penalty method was sucessful during the course of this work for keeping the
rates between their bounds, as shown in 4.2.2.
3.2.4 Analyses of reaction significances
The sensitivity analyses defined in the second chapter are a useful tool for
identifying the most significant reactions at given time points. For the pur-
pose of optimizing parameters, they present however one drawback: they are
limited at one species, whereas one is typically interested in the global impact
of a parameter on the distance d(p) between experiment and model. This is
why a new method called ”Analyses of Reaction Significances” (ARS) has
been introduced in the present work.
Let the following general situation be considered: the distance d between ex-
periment and model for an arbitrary quantity of experimental points must be
minimized. The reaction mechanism contains N reactions ri, i = 1..N , some
are much more significant for d than others. Each pre-exponential factor Ai
must be be bound between a lower Ali and an higher values Aui and has
the initial value A0,i. While Ai varies separately, the significance of the i-th
reaction for the distance d is defined as
Si = max{d(Ai), Ali ≤ Ai ≤ Aui} −min{d(Ai), Ali ≤ Ai ≤ Aui} . (3.45)
Usually, Ai is discretely varied between its bounds according to
Ai,j = {Ali + j Aui − Ali
M
j = 1..M } (3.46)
so that if M is great enough, the following approximation holds:
Si ≈ max{d(Ai,j), j = 1..M} −min{d(Ai,j), j = 1..M} . (3.47)
The reactions are then sorted according to their significances Si in a decreas-
ing order, and the most significant reactions are considered for the optimiza-
tion. It may however be the case that certain reactions significantly increase
the distance d(Ai) with respect to d(Ai,0) but fail to decrease it, which may
indicate that this parameter has already reached its optimal value. To ex-
clude it from the optimization process on that ground alone is however not
advisable because the modification of other parameters could lead to a new
minimum for it. As a rule, it is desirable to include all paramerers having a
significant influence on the distance.
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Chapter 4
Numerical tests
To evaluate the capacities and performance of Kinefit, the H2 - O2 sub-system
from the GRI-mechanism 3.0 [54] was considered. The GRI-mechanism 3.0
[54] is a compilation of elementary reactions along with reaction rate coef-
ficient values and thermodynamic parameters which aims at describing the
oxidation of methane (CH4). Without the chemistry involving nitrogen N2,
it contains 38 species and 422 (uni-directional) reactions and is valid over
a wide range of conditions for fuel lean to stochioemetric flames. For given
combustion conditions, artificial experimental data were first generated using
the initial values of the parameters p0. The most influential parameters were
then varied to the values pvar in such a way as to produce a significant dis-
tance d(pvar) from the results obtained with the initial parameter values. The
”experimental time points” generated are less numerous than the time points
considered by the model so as to reflect real situations where there are less
experimental measurements than points originating from the simulation. The
solution of such a parameter estimation problem d(p0) = 0 is exactly known,
thereby enabling the evaluation and comparison of the different minimization
techniques employed by Kinefit. By convenience, the pseudo-experimental
data will be referred to as experimental data henceforth.
The norm d(p)
d =
N∑
i=1
nmean
ni
ni∑
j=1
(
mi,j − ei,j
ei,j
)2 (4.1)
was used. In all simulations, Argon is the diluent. In the first part of this
section, a problem often encountered in practice, namely the oscillation of the
distance d as a function of separately varied parameters, is presented through
a representative example and its causes are analyzed. In the second part, the
optimization methods are compared for a problem where such oscillations do
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not appear. In the third part, the behavior of the minimization techniques is
visualized for an example where oscillations do play a significant role. In the
fourth part, an example showing the link between experimental information
and parameter accuracies is presented.
4.1 Oscillation of the distance
While in many cases the distance d(pi) as function of a parameter pi has
a smooth shape with one unique local minimum, oscillations of its values
sometimes occur. An example (whose conditions are given below) has been
constructed to identify the causes of this behavior.
Experiment [H2] (%) [O2] (%) T (K) p (bar) t (s) Target-species
1 5 5 1000 300.08 0.0011 H2O2
Table 4.1: Initial conditions
The great pressure chosen here have proven suitable for generating oscilla-
tions. The target variables from which the distance between experiment and
model d was calculated were the mole fractions of H2O2. The experimental
data contained 70 time points to which the results of the model were com-
pared. Originally, six Arhenius factors were modified as reported in table 4.2,
while the other parameters of the rate coefficients were unchanged.
N Reaction A Amod n Ea
1 O + H2 = H + OH 3.87E+04 1.00E+05 2.70 26.198
2 H + O2 + AR = HO2 +AR 7.00E+17 1.00E+17 -0.80 0.00
3 H + O2 = O + OH 2.65E+16 8.00E+17 -0.67 71.32
4 H + HO2 = O2 + H2 4.48E+13 1.00E+15 0.00 4.47
5 H + HO2 = OH + OH 8.40E+13 1.00E+13 0.00 2.66
6 OH + OH + M = H2O2 + M 7.40E+13 1.00E+12 -0.37 0.00
Table 4.2: Modified reactions for the example which causes oscillations
While the five last parameters were maintained at their fixed modified values,
the variation of the distance as a function of the first parameter d(p1) between
3.01E+04 and 1.97E+05 was computed and is given in figure 4.1.
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Figure 4.1: Distance between the modified model and the experiment as
function of the first parameter
As can be seen in fig. 4.1 several oscillations appear in the curve, thereby
creating diverse local minima. To identify the cause of this behavior, the
evolutions of the H2O2-concentrations [H2O2]i, i = 1, ..., 70 for the 70 time
points as function of the first parameter were computed. The concentrations
as function of A1 have a smooth form at the first sixty-two time points, as is
well illustrated in figures 4.2 and 4.3 representing two time points.
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Figure 4.2: [H2O2](A1) at the 21-th time point
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Figure 4.3: [H2O2](A1) at the 38-th time point
However, the concentration at at the 63-th and 65-th time points has an
almost discontinuous form as is reported in figure 4.4 and 4.5.
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Figure 4.4: [H2O2](A1) at the 63-th time point
46
 0
 0.0002
 0.0004
 0.0006
 0.0008
 0.001
 0.0012
 0.0014
 0.0016
 30000  40000  50000  60000  70000  80000
[H
2O
2]
65
 (m
ol
/c
m
3)
A (cm3 /mol/s)
Figure 4.5: [H2O2](A1) at the 65-th time point
These sharp decreases of the concentrations while the parameter A1 takes on
greater values are due to the exponential decrease of the concentration [H2O2]
as a function of time, as will be explained below. Let us consider to that end
the evolution of the 63-th concentration as a function of A1. In figures 4.6
- 4.8, temporal profiles of H2O2 are given for different values of A1 whereas
the 63-th time point is highlighted in pink. The value of the first parameter
is progressively increased so as to visualize the corresponding evolution of the
concentration at the 63-th time point.
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Figure 4.6: [H2O2](t)
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Figure 4.7: [H2O2](t)
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Figure 4.8: [H2O2](t)
As can be seen, the exponential decrease of H2O2 concentration occurs ear-
lier if the parameter is increased. For the parameter values considered here,
the fast decrease always occurs after the sixty-two first time points, this is
why their curves remain smooth and regular. For the 63,64,65, and 66-th
points however, the transition occurs after a certain threshold of the param-
eter value has been reached. This is the cause of the strong decrease in the
four curves and thus also of the oscillations of the distance d as function of
A1. This suggests the possibility that systems without self-ignition and ex-
ponential changes will produce few local minima whereas systems undergoing
a self-ignition process may be characterized by an extremely complex opti-
mization landscape. This rule however only indicates the likely features of
chemical kinetic optimization problem. Due to the complex interaction of pa-
rameters which may have contradictory effects on different measured profiles,
local minima may also show up in the case without self-ignition. It is there-
fore necessary to be cautious before choosing and configuring the appropriate
optimization method.
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4.2 Optimization when no oscillations hap-
pen
4.2.1 Optimization of six pre-exponential factors
A parameter estimation problem was constructed in such a way that no igni-
tion and no exponential decrease or increase of any concentration took place.
It is thus expected that only a few local minima will be present. The condi-
tions of six artificial experiments are given in table 4.3.
Experiment [ H2 ] (ppm) [ O2 ] (ppm) T (K) p (bar) t (s) Target-species
1 500 500 1000 300.08 0.0081 OH, H2O and H2O2
2 100 1000 1000 200.00 0.0081 OH, H2O and H2O2
3 1000 4000 1000 100.90 0.0081 OH, H2O and H2O2
4 4000 1000 1020 100.90 0.0081 OH, H2O and H2O2
5 400 100 1020 100.90 0.0081 OH, H2O and H2O2
6 200 200 1000 70.9 0.0081 OH, H2O and H2O2
Table 4.3: Initial conditions
The high dilution of the compounds and the low temperatures prevent an
ignition to occur. The reactions considered here are reported in the following
lines. They are written in the following form: A + B + C = D + E + F
A (mol/cm3/s), n, Ea (kJ/mol). The modified value of the pre-exponential
factor is then given along the bound constraints between which all values of
the parameters must be included during the optimization.
H + O2 + AR = HO2 + AR 7.00E+17 -0.80 0.00
A1,mod = 4.48E + 16 , 3.80E + 16 ≤ A1 ≤ 2.30E + 19
H + O2 = O + OH 2.65E+16 -0.67 71.316585
A2,mod = 5.00E + 15, 1.00E + 15 ≤ A2 ≤ 4.00E + 17
H + HO2 = O2 + H2 4.48E+13 0.00 4.46958
A3,mod = 7.40E + 14, 1.00E + 13 ≤ A3 ≤ 2.20E + 15
H + H2O2 = HO2 + H2 1.21E+07 2.00 21.762
A4,mod = 3.80E + 07 , 1.00E + 06 ≤ A4 ≤ 6.00E + 07
OH + H2 = H + H2O 2.16E+08 1.51 14.35455
A5,mod = 2.00E + 06 , 1.00E + 06 ≤ A5 ≤ 1.00E + 10
OH + OH + M(3) = H2O2 + M(3) 7.40E+13 -0.37 0.00
A6,mod = 1.00E + 12 , 7.00E + 11 ≤ A6 ≤ 1.00E + 15
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The distance d as function of separately varied parameters (see figures 4.9
- 4.14, the units of the parameters being mol, cm, and s) has always a smooth
shape without fluctuations, thus considerably reducing the number of local
optima while all parameters are varied simultaneously.
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Figure 4.9: d(A1)
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Figure 4.11: d(A3)
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Figure 4.14: d(A6)
Given enough time, all four methods converged towards a satisfying min-
imum, where no difference is visible with the ”experiment”, as illustrated
in figures 4.15, 4.16 and 4.17 showing the profiles of OH for the first experi-
ment, H2O2 for the fourth experiment and H2O for the sixth experiment. The
agreement for the other profiles is similar and well represented by these three
profiles. The points denoted by ”exp” correspond to the pseudo-experimental
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data generated with the ”true” values of the GRI-mechanism. The curves re-
ferred to as ”modified” are the new profiles after modification of the initial
values. The curves referred to as ”best” correspond to the best fit found by
the current optimization method. They were brought about by the Random
Search (RS) method.
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Figure 4.15: OH, 1-st experiment
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Figure 4.16: H2O2, 4-th experiment
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Figure 4.17: H2O, 6-th experiment
The values of the optimized parameters are given in table 4.4. ri =
Ai,ini−Ai
Ai,ini
is
the relative difference of the parameter Ai with respect to its initial (optimal)
value.
Method RS CONDOR BOBYQA GA Initial Modified
A1 6.70E+17 6.94E+17 7.69E+17 9.72E+17 7.00E+17 4.48E+016
r1 0.043 0.008 -0.098 -0.389 0 0.936
A2 2.51E+16 2.62E+16 2.91E+16 3.52E+16 2.65E+16 5.00E+015
r2 0.0539 0.0111 -0.0991 -0.328 0 0.811
A3 4.35E+13 4.49E+13 4.46E+13 4.56E+13 4.48E+13 7.40E+014
r3 0.0285 -0.003 0.005 -0.0175 0 -15.518
A4 1.22E+07 1.21E+07 1.21E+07 1.20E+07 1.21E+07 3.80E+007
r4 -0.009 0.003 0.000 0.005 0 -2.140
A5 2.02E+08 2.16E+08 2.15E+08 2.19E+08 2.16E+08 2.00E+006
r5 0.066 0.001 0.007 -0.016 0 0.991
A6 7.02E+13 7.41E+13 7.33E+13 7.60E+13 7.40E+13 1.00E+012
r6 0.052 -0.001 0.009 -0.027 0 0.986
d 0.525 0.003 0.015 0.498 0 6.12E+08
Table 4.4: Optimized parameters
All methods converged towards the original parameter values. The local opti-
mization methods were capable of retrieving them with greater accuracy than
the GA. The performance of the four optimization techniques is illustrated
in fig. 4.18 which represents the evolution of the smallest distance found as a
function of the iteration number.
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Figure 4.18: Compared performances of the optimization techniques
The solution found by Condor was more accurate than the one found by
Bobyba which itself fared better than the two other methods. The genetic
algorithm and the random search reached approximately the same solution.
The genetic algorithm was however less performing than the RS in that the
distance reduction from the starting point was less considerable.
4.2.2 Optimization of six pre-exponential factors lo-
cated on bounds
To check the reliability of the penalty-term method allowing the consideration
of non-linear constraints in subsection 3.2.3, the same example as in 4.2.1
was considered in such a way that the optimal values were located on bounds
defined by the penalty functions. The reactions considered here as well as the
initial values of the pre-exponential factors (used to generate the experimental
profiles) are the same as in 4.2.1. The new modified parameter values are
given in table 4.5.
Parameter Initial Modified Lower bound Upper bound
A1 7.00E+17 7.00E+16 3.80E+16 2.30E+19
A2 2.65E+16 2.65E+17 1.00E+15 4.00E+17
A3 4.48E+13 4.48E+14 1.00E+13 2.20E+15
A4 1.21E+07 1.21E+06 1.00E+06 6.00E+07
A5 2.16E+08 2.61E+07 1.00E+06 1.00E+10
A6 7.40E+13 7.40E+14 7.00E+11 1.00E+15
Table 4.5: Chosen parameters
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In addition to the lower and upper bounds, which are box constraints nat-
urally taken into account by each of the four optimization approaches, con-
straints handled through penalty functions as explained in subsection 3.2.3
were imposed, with qi = 0.1 and qs = 10. At the beginning of the optimiza-
tion, the initial parameter values A0 are the modified values of table 4.5, and
the additional bounds defined by the penalty terms are reported in table 4.6.
The initial values of the H2 − O2 system are also the optimal values for the
minimization of the distance d(A).
Parameter Initial Modified Lower penalty bound Upper penalty bound
A1 7.00E+17 7.00E+16 7.00E+15 7.00E+17
A2 2.65E+16 2.65E+17 2.65E+16 2.65E+18
A3 4.48E+13 4.48E+14 4.48E+13 4.48E+15
A4 1.21E+07 1.21E+06 1.21E+05 1.21E+07
A5 2.16E+08 2.61E+07 2.61E+06 2.61E+08
A6 7.40E+13 7.40E+14 7.40E+13 7.40E+15
Table 4.6: Chosen parameters
A factor ten was used for the definitions of the bounds in such a way to
produce a relatively simple optimization problem whereby attention can be
focused on the validity of the penalty terms. As can be seen in table 4.6, all
optimal values are located on a bound defined by a penalty function.
Method RS CONDOR BOBYQA GA Initial Modified
A1 7.00E+17 7.00E+17 6.91E+17 6.91E+17 7.00E+17 7.00E+16
r1 0.000 0.000 0.013 0.013 0.000 0.900
A2 2.65E+16 2.65E+16 2.62E+16 2.66E+16 2.65E+16 2.65E+17
r2 0.000 0.000 0.011 -0.004 0.000 -9.000
A3 4.48E+13 4.48E+13 4.48E+13 4.60E+13 4.48E+13 4.48E+14
r3 0.000 0.000 0.000 -0.027 0.000 -9.000
A4 1.21E+07 1.21E+07 1.21E+07 1.20E+07 1.21E+07 1.21E+06
r4 0.000 0.000 0.000 0.008 0.000 0.900
A5 2.16E+08 2.16E+08 2.16E+08 2.25E+08 2.16E+08 2.61E+07
r5 0.000 0.000 0.000 -0.042 0.000 0.879
A6 7.40E+13 7.39E+13 7.46E+13 7.63E+13 7.40E+13 7.40E+14
r6 0.000 0.001 -0.008 -0.031 0.000 -9.000
d 0 0.000 0.006 0.262 0 6.12E+08
Table 4.7: Optimized parameters
ri =
Ai,ini−Ai
Ai,ini
is the relative difference of the parameter Ai with respect to its
initial (optimal) value. Each of the four optimization method could identify
the global minimum of the problem, showing thus that the introduction of
penalty terms does not hinder the convergence to solutions located at the
boundaries. As in 4.2.1 , the optimal and optimized curves could not be visu-
ally distinguished despite the fact that the original values were not retrieved.
The performance of the optimization methods is shown in figure 4.19.
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Figure 4.19: Compared performances of the optimization techniques
This time the GA brought the poorest fit whereas the RS led to the best
solution and the performances of CONDOR and BOBYQA were in between.
4.2.3 Optimization of six pre-exponential factors, tem-
perature coefficients and activation energies
The same problem (experimental conditions, target species and reactions) was
considered, but this time the temperature coefficients and activation energies
were modified and optimized alongside the pre-exponential factors, thereby
resulting in a minimization problem of 18 variables. The modification of the
eighteen coefficients reported in table 4.8 led to important changes of the
concentration profile but not to irregularities/fluctuations of the distance d
as a function of separately varied parameters. Nevertheless, the existence of
more local minima is expected here. In effect, the three parameters of one
reaction are highly correlated, and several combinations of their values will
correspond to local optima if they lead to reaction rates k(T ) with similar
values within the prescribed bounds.
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Parameter Initial value Modified values Lower bound Upper bound
A1 7.00E+17 8.00E+16 5.00E+16 1.00E+19
n1 -0.80 -0.30 -1.2 -0.2
Ea,1 0.00 15.00 -10 15
A2 2.65E+16 4.00E+17 1E+14 5E+17
n2 -0.67 -1.40 -1.5 -0.25
Ea,2 71.32 60.00 55 80
A3 4.48E+13 1.00E+15 1.0E+12 5E+15
n3 0.00 0.80 -0.4 1.0
Ea,3 4.47 -7.00 -10 20
A4 1.21E+07 8.00E+07 1.00E+06 1.00E+08
n4 2.00 2.30 1.6 2.4
Ea,4 21.76 15.00 10.00 30.00
A5 2.16E+08 5.00E+06 1.00E+06 5.00E+09
n5 1.51 1.80 0.6 2.0
Ea,5 14.35 22.00 0 25
A6 7.40E+13 2.00E+12 1.00E+12 1.00E+16
n6 -0.37 -1.00 -1.5 0.5
Ea,6 0.00 13.00 -15 15
Table 4.8: Chosen parameters
The optimized parameters are reported in table 4.9.
Method RS CONDOR BOBYQA GA Initial Modified
A1 2.79E+18 3.02E+17 9.50E+16 1.49E+17 7.00E+17 8.00E+16
n1 -0.831 -0.827 -0.535 -0.304 -0.80 -0.30
Ea,1 10.177 -6.763 -5.983 13.913 0.00 15.00
A2 9.15E+16 4.67E+15 3.66E+17 1.80E+17 2.65E+16 4.00E+17
n2 -0.885 -0.483 -0.972 -0.891 -0.67 -1.40
Ea,2 69.134 69.937 71.773 71.506 60.00
A3 1.84E+13 1.10E+13 1.43E+13 2.91E+12 4.48E+13 1.00E+15
n3 0.224 0.280 0.179 0.520 0.00 0.80
Ea,3 9.905 8.661 5.861 12.241 4.47 -7.00
A4 5.04E+07 2.63E+07 8.70E+07 1.10E+06 1.21E+07 8.00E+07
n4 1.728 1.843 1.787 2.199 2.00 2.30
Ea,4 17.958 19.0971 26.1091 12.967 21.76 15.00
A5 2.00E+07 4.14E+09 2.84E+06 1.23E+07 2.16E+08 5.00E+06
n5 1.934 0.993 1.999 1.953 1.51 1.80
Ea,5 18.722 8.923 7.735 15.352 14.35 22.00
A6 1.50E+14 7.38E+12 3.12E+12 2.88E+12 7.40E+13 2.00E+12
n6 -0.428 -0.202 0.255 0.178 -0.37 -1.00
Ea,6 2.397 -9.813 11.227 4.889 0.00 13.00
d 0.041 0.152 3.060 0.935 0 2.01E+13
Table 4.9: Optimized parameters
As in 4.2.1, the optimal and optimized curves could not be visually distin-
guished. However, the optimized parameters are often very different from one
another. To avoid self-ignition and the appearance of oscillations (see 4.1),
initial temperatures equal or close to 1000 K had to be chosen. Since the
temperature remained almost constant during all six experiments, the six
reaction rate coefficients always kept the same values, thereby preventing a
discrimination between pre-exponential factors, temperature coefficients and
activation energies. This stems from the fact that several combinations of the
three parameters of one reaction will lead to the same value of the reaction
rate coefficient. The reaction rates at 1000 K had close values, as can be seen
in table 4.10. ri =
Ai,ini−Ai
Ai,ini
is the relative difference of the parameter Ai with
respect to its initial (optimal) value.
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Method RS CONDOR BOBYQA GA Initial Modified
k1 2.64E+15 2.26E+15 4.86E+15 3.43E+15 2.79E+15 1.66E+15
r1 0.054 0.190 -0.742 -0.229 0.000 4.050E-01
k2 4.95E+10 3.70E+10 7.91E+10 7.00E+10 1.90E+11 2.52E+13
r2 0.739 0.805 0.584 0.632 0.000 -1.316E+02
k3 2.62E+13 2.70E+13 2.44E+13 2.42E+13 2.62E+13 5.83E+17
r3 0.000 -0.031 0.069 0.076 0.000 -2.225E+04
k4 8.90E+11 8.92E+11 8.62E+11 9.16E+11 8.83E+11 1.05E+14
r4 -0.008 -0.010 0.024 -0.037 0.000 -1.179E+02
k5 1.34E+12 1.35E+12 1.11E+12 1.40E+12 1.30E+12 8.91E+10
r5 -0.031 -0.038 0.146 -0.077 0.000 9.315E-01
k6 5.84E+12 5.94E+12 4.72E+12 5.47E+12 5.74E+12 4.19E+08
r6 -0.017 -0.035 0.178 0.047 0.000 9.999E-01
d 0.041 0.152 3.060 0.935 0 2.02E+13
Table 4.10: Optimized rate coefficients at 1000 K
Most rate coefficient values are close from one another but some differences
exist, as example for k1 and k2, reflecting the presence of several local minima.
The performances of the optimization methods are depicted in figure 4.20.
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Figure 4.20: Compared performances of the optimization techniques
The efficiencies of the methods were relatively close to one another, the Ran-
dom Search bringing in the end the best results.
4.3 Optimization when fluctuations take place
4.3.1 Optimization of seven pre-exponential factors
Six experimental conditions were chosen in such a way that the systems un-
derwent ignition with exponential increases and decreases of the species con-
centrations, thereby creating fluctuations of the distance d(p) and thus many
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local minima. The conditions of the six artificial experiments are given in
table 4.11.
Experiment [ H2 ] (ppm) [ O2 ] (ppm) T (K) p (bar) t (s) Target-species
1 50000 50000 1200 3.08 6.00E-04 OH, H2O and H2O2
2 5000 5000 1300 100.08 2.0E-03 OH, H2O and H2O2
3 9000 1000 1600 5.08 2.0E-03 OH, H2O and H2O2
4 700 300 1500 60.00 2.0E-03 OH, H2O and H2O2
5 500 500 1700 300.00 2.0E-03 OH, H2O and H2O2
6 3000 2000 1450 51.0 2.0E-03 OH, H2O and H2O2
Table 4.11: Initial conditions
Artificial experimental profiles for OH,H2O, and H2O2 were generated with
the initial reaction mechanism. The sensitive reactions considered here are re-
ported in the following lines. Like previously, they are written in the following
form:
A + B + C = D + E + F A (mol, cm, s), n, Ea(kJ/mol). The modified value
of the pre-exponential factor is then given along the bound constraints.
H + O2 + AR = HO2 + AR 7.00E+17 -0.80 0.00
A1,mod = 5.00E+19 , 7.00E+14 ≤ A1 ≤ 7.00E+20
H + O2 = O + OH 2.65E+16 -0.67 71.316585
A2,mod = 1.00E+18, 2.65E+13 ≤ A2 ≤ 2.65E+19
H + HO2 = O2 + H2 4.48E+13 0.00 4.46958
A3,mod = 5.00E+15 , 4.48E+10 ≤ A3 ≤ 4.48E+16
H + HO2 = OH + OH 8.40E+13 0.00 2.657
A4,mod = 1.00E+16 , 8.40E+10 ≤ A4 ≤ 8.40E+16
OH + H2 = H + H2O 2.16E+08 1.51 14.35455
A5,mod = 5.00E+06 , 2.16E+05 ≤ A5 ≤ 2.16E+11
OH + HO2 = O2 + H2O 1.45E+13 0.00 -2.0925
A6,mod = 5.00E+15 , 1.45E+10 ≤ A5 ≤ 1.45E+16
OH + OH + M(3) = H2O2 + M(3) 7.40E+13 -0.37 0.00
A7,mod = 1.00E+12 , 7.40E+10 ≤ A7 ≤ 7.40E+16
The evolution of the distance between model and experiment as a function of
seperately varied parameters is given in figures. 4.21 - 4.27. The units of the
pre-exponential factors are mol, s, cm.
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Figure 4.21: d(A1)
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Figure 4.22: d(A2)
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Figure 4.23: d(A3)
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Figure 4.24: d(A4)
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Figure 4.25: d(A5)
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Figure 4.26: d(A6)
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Figure 4.27: d(A7)
Due to the fluctuations coming up in most of the curves, the distance d(p)
encompasses numerous local minima. The genetic algorithm, CONDOR and
the random search converged to a satisfying solution indistinguishable from
the optimum with respect to the target concentrations. The optimized values
are given in table 4.12. ri =
Ai,ini−Ai
Ai,ini
is the relative difference of the parameter
Ai with respect to its initial (optimal) value.
Method RS CONDOR BOBYQA GA Initial Modified
A1 7.41E+17 7.23E+17 9.39E+17 6.78E+17 7.00E+17 5.00E+19
r1 -0.059 -0.033 -0.341 0.031 0 -70.429
A2 2.64E+16 2.73E+16 2.45E+16 2.65E+16 2.65E+16 1.00E+18
r2 0.004 -0.03 0.075 0 0 -36.736
A3 5.31E+13 4.50E+13 9.02E+13 4.46E+13 4.48E+13 5.00E+15
r3 -0.185 -0.004 -1.013 0.004 0 -110.607
A4 1.17E+14 7.82E+13 1.87E+14 8.58E+13 8.40E+13 1.00E+16
r4 -0.393 0.069 -1.226 -0.021 0 -118.048
A5 2.21E+08 2.19E+08 2.37E+08 2.21E+08 2.16E+08 5.00E+06
r5 -0.023 -0.014 -0.097 -0.023 0 0.977
A6 1.19E+13 1.53E+13 1.71E+11 1.46E+13 1.45E+13 5.00E+15
r6 0.179 -0.055 0.988 -0.007 0 -343.828
A7 6.69E+13 7.87E+13 1.30E+14 5.96E+13 7.40E+13 1.00E+12
r7 0.096 -0.064 -0.757 0.195 0 0.986
d 3.235 1.084 63.740 2.162 0 83.637
Table 4.12: Optimized parameters
It is worth noting that in almost every case each method converged to the
optimal value altough the optimization landscape was very complex. Small
discrepancies were present for some of the profiles optimized with Bobyqa
as illustrated in figures 4.28- 4.30. For all other minimization methods,no
differences between the experimental and optimized profiles are visible.
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Figure 4.28: OH-profile for the second experiment
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Figure 4.29: H2O2 -profile for the second experiment
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Figure 4.30: H2O2-profile for the fourth experiment
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The different performances of the optimization methods are plotted in fig-
ure 4.31 .
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Figure 4.31: Compared performances of the optimization techniques
Ga and Condor led to the best solution whereas the Random Search was
approaching it. Bobyqa performed the most poorly but found a solution
consistent with the experimental data.
4.3.2 Optimization of seven temperature coefficients
and seven activation energies
To test the flexibility and performance of Kinefit, the same experiments and
reactions were considered, but this time the temperature coefficients and ac-
tivation energies were modified and then optimized as reported in table 4.13.
Parameter Initial value Modified values Lower bound Upper bound
n1 -0.80 -1.50 -2.0 0.0
Ea,1 0.00 15.0 -20 20
n2 -0.67 -1.00 -1.5 0
Ea,2 71.32 89.0 55.00 90.00
n3 0.00 0.50 -0.5 1.0
Ea,3 4.46 -3.00 -5.00 0.0
n4 0.00 1.00 -0.5 1.50
Ea,4 2.66 10.00 -10.00 15.00
n5 1.51 0.40 0.30 2.00
Ea,5 14.35 30.00 0 35.00
n6 0.00 0.75 -0.5 1.5
Ea,6 -2.09 -15.00 -20.00 15.00
n7 -0.37 -1.50 -2.0 0.5
Ea,7 0.00 17.00 -10 20
Table 4.13: Chosen parameters
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The optimized values are given in table 4.14.
Method RS CONDOR BOBYQA GA Initial Modified
n1 -0.625 -0.786 -0.456 -0.864 -0.800 -1.500
Ea,1 15.03 -9.721 -0.456 -7.553 0.00 15.0
n2 -0.596 -0.829 -0.558 -0.757 -0.67 -1.00
Ea,2 77.621 57.226 81.158 63.771 71.32 89.0
n3 -0.082 -0.040 -0.2300 -0.0457 0.00 0.50
Ea,3 -3.974 -4.117 -4.362 -0.896 4.46 -3.00
n4 0.074 0.423 0.591 0.161 0.00 1.00
Ea,4 6.353 14.448 -4.864 7.648 2.66 10.00
n5 1.405 1.398 1.520 1.625 1.51 0.40
Ea,5 3.811 6.337 9.846 25.237 14.35 30.00
n6 -0.118 0.027 0.083 -0.174 0.00 0.75
Ea,6 -11.0593 11.915 6.459 -8.903 -2.09 -15.00
n7 -0.262 -0.383 -0.839 -0.218 -0.37 -1.50
Ea,7 10.214 2.713 -8.536 15.061 0.00 17.00
d 8.874 37.326 299.854 15.867 0 2.37E+06
Table 4.14: Optimized parameters
The final optimum identified by Bobyqa is characterized by great discrepan-
cies with the perfect solution for the OH and H2O2-profiles as illustrated by
figures 4.32- 4.34.
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Figure 4.32: Bobyqa, H2O2-profiles, 1-st experiment
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Figure 4.33: Bobyqa, H2O2-profiles, 4-st experiment
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Figure 4.34: Bobyqa, OH-profile, 5-th experiment
Nevertheless, the H2O-profiles are very well predicted by Bobyqa’s optimal
solution as can be visualized in figure 4.35.
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Figure 4.35: Bobyqa, H2O-profile, 3-rd experiment
Condor, the Genetic Algorithm and the Random Search brought up a good
solution with almost perfect agreements for most profiles and minor discrep-
ancies for some of them. As typical examples, three profiles optimized by
Condor are reported in figures 4.36- 4.38.
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Figure 4.36: Condor, H2O-profile, 1-st experiment
For this profile, the optimal and optimized curves are completely identical.
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Figure 4.37: Condor, H2O2-profile, 3-rd experiment
 1e-20
 1e-18
 1e-16
 1e-14
 1e-12
 1e-10
 1e-08
 1e-06
 0.0001
 0.01
 0  0.0006  0.0012  0.0018
M
ol
e 
fr
ac
tio
ns
Time (s)
"H2O_best6"
"H2O_exp6"
"H2O_modified6"
Figure 4.38: Condor, OH-profile, 6-th experiment
The performances of the optimization methods are given in figure 4.39 .
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Figure 4.39: Compared performances of the optimization techniques
At the end, the randonm search brought the best results whereas the genetic
algoritm was not far from an optimal solution. Condor and Bobyqa did not
converge to a solution of a similar quality.
4.3.3 Optimization of seven pre-exponential factors, tem-
perature coefficients and activation energies
Considering the same six experiments and seven reactions, the pre-exponential
factors, temperature coefficients and activation energies of all reactions were
modified and then optimized (see 4.15 ), resulting thus in an extremely com-
plex minimization problem of 21 factors, containing many valleys, ridges and
local minima. Due to the huge number of local minima stemming from the
natural oscillation of the distance (see chapter 4.1) and the width of the search
space, no optimization method was able to converge to an optimum solution,
although significant improvements were reached through the random search
method and Condor. Condor led to a global improvement, whereby some
profiles (see figures 4.40 and 4.41 ) are perfectly reproduced.
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Parameter Initial Modified Lower bound Upper bound
A1 7.0E+17 1.0E+17 1.00E+16 1.00E+20
n1 0.8 -1.5 -2.0 0.0
Ea,1 0.0 15.0 -20 20
A2 2.65E+16 1.0E+18 1.00E+15 1.00E+19
n2 -0.67 -1.0 -1.5 0
Ea,2 71.32 89.0 55.0 90.0
A3 4.48E+13 8.0E+15 1.0E+12 1.0E+16
n3 0.0 0.50 -0.5 1.0
Ea,3 4.47 -3.0 -5 0.0
A4 8.4E+13 1.0E+16 1.0E+12 1.0E+17
n4 0 1 -0.5 1.5
Ea,4 2.66 10.0 -10 15
A5 2.16E+08 5.0E+16 1.0E+06 1.0E+10
n5 1.51 0.4 0.30 2.0
Ea,5 14.35 30.0 0 35
A6 1.45E+13 5.0E+15 1.0E+12 1.5E+16
n6 0 0.75 -0.5 1.5
Ea,6 -2.0925 -15 -20.0 15.0
A7 7.40E+13 5.0E+12 1.0E+12 1.0E+15
n7 -0.37 -1.50 -2.0 0.5
Ea,7 0.0 17 -10 20
Table 4.15: Modified parameters
The optimized results are reported in table 4.16.
Method BOBYQA RS CONDOR GA Initial Modified
A1 2.35E+18 6.56E+18 1.36E+18 5.12E+19 7.00E+17 1.00E+17
n1 -0.396 -1.213 -1.106 -1.683 0.8 -1.5
Ea,1 19.564 -0.7071 -5.667 -12.440 0.0 15.0
A2 2.20E+16 5.35E+16 2.37E+15 2.72E+16 2.65E+16 1.0E+18
n2 -0.742 -0.734 -0.340 -0.598 -0.67 -1.0
Ea,2 68.202 72.051 71.480 77.938 71.32 89.0
A3 3.85E+12 1.05E+13 1.38E+15 1.25E+12 4.48E+13 8.0E+15
n3 0.31 -0.104 -0.490 0.452 0.0 0.50
Ea,3 -4.510 -0.518 -3.399 -0.556 4.47 -3.0
A4 3.99E+12 1.98E+16 2.24E+12 2.33E+15 8.40E+13 1.0E+16
n4 1.198 0.457 0.524 -0.331 0 1
Ea,4 -0.808 9.742 12.148 14.427 2.66 10.0
A5 8.16E+08 6.15E+08 4.97E+08 6.96E+09 2.16E+08 5.0E+16
n5 1.444 1.312 1.571 1.055 1.51 0.4
Ea,5 4.262 11.290 2.226 7.169 14.35 30.0
A6 2.11E+13 9.91E+15 3.35E+15 1.41E+15 1.45E+13 5.0E+15
n6 0.198 0.904 0.576 1.165 0 0.75
Ea,6 -6.850 4.221 -11.061 12.291 -2.093 -15
A7 1.20E+13 1.19E+14 2.96E+14 8.80E+12 7.40E+13 5.0E+12
n7 -0.061 -0.705 -0.831 -0.313 -0.37 -1.50
Ea,7 5.090 -7.593 -5.605 5.883 0.0 17
d 334.492 265.878 267.508 259.05 0 1.38E+10
Table 4.16: Optimized parameters
Since it is clear that most parameters widely diverge from the optimal values,
the relative differences are not reported.
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Figure 4.40: Condor, OH-profile, 1-th experiment
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Figure 4.41: Condor, OH-profile, 3-rd experiment
The improvements are more modest for other profiles (fig. 4.42 and 4.43).
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Figure 4.42: Condor,H2O2-profile, 5-th experiment
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Figure 4.43: Condor, H2O2-profile, 6-th experiment
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However the predictions of some profiles, like OH for the second experiment
(fig. 4.44), are considerably worse than at the beginning of the minimization.
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Figure 4.44: Condor, OH-profile, 2-th experiment
Such a situation comes up very often when the parameter optimization land-
scape contains numerous local minima like in the present case. To further
test the optimization methods and to avoid this type of difficulties, the same
problem was considered but with more realistic bounds, as reported in ta-
ble 4.17.
Parameter Initial Modified Lower bound Upper bound
A1 7.0E+17 9.00E+16 7.00E+16 7.00E+18
n1 0.8 -1.10 -1.2 -0.4
Ea,1 0.0 4.00 -5 5
A2 2.65E+16 1.60E+17 2.6E+15 2.6E+17
n2 -0.67 -0.97 -1.1 -0.27
Ea,2 71.32 74.3166 66.3166 76.3166
A3 4.48E+13 3.50E+14 4.5E+12 4.5E+14
n3 0.0 -0.33 -0.53 0.4
Ea,3 4.47 8.47 -0.53042 9.4696
A4 8.4E+13 6.40E+12 8.4E+12 8.4E+14
n4 0 0.20 -0.4 0.4
Ea,4 2.66 1.34253 -2.34253 7.65747
A5 2.16E+08 1.2E+07 2.2E+07 2.2E+09
n5 1.51 1.7 1.1 1.9
Ea,5 14.35 17.355 9.3545 19.355
A6 1.45E+13 3.4E+12 1.4E+12 1.4E+14
n6 0 -0.3 -0.4 0.4
Ea,6 -2.0925 1.908 -7.092 2.908
A7 7.40E+13 9.4E+12 7.4E+12 7.4E+14
n7 -0.37 -0.13 -0.77 0.03
Ea,7 0.0 -3.00 -5 5
Table 4.17: Modified parameters
Due to the smaller bounds, better solutions could be reached, as reported in
table 4.18.
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Method BOBYQA RS CONDOR GA Initial Modified
A1 3.78E+17 1.86E+18 5.93E+17 7.60E+17 7.00E+17 9.00E+16
n1 -0.744 -0.910 -0.806 -0.745 0.8 -1.10
Ea,1 -2.949 1.615 -3.523 3.651 0.0 4.00
A2 3.96E+16 5.91E+16 5.75E+16 5.97E+15 2.65E+16 1.60E+17
n2 -0.696 -0.769 -0.777 -0.503 -0.67 -0.97
Ea,2 73.238 71.8151 70.7332 68.1719 71.32 74.3166
A3 1.60E+13 5.32E+12 1.06E+14 3.48E+14 4.48E+13 3.50E+14
n3 0.111 0.245 -0.127 -0.235 0.0 -0.33
Ea,3 2.059 0.091 2.777 6.715 4.47 8.47
A4 7.62E+13 5.79E+13 9.35E+13 1.42E+14 8.40E+13 6.40E+12
n4 -0.028 -0.003 -0.0469 -0.105 0 0.20
Ea,4 5.362 -0.948 -1.097 -1.984 2.66 1.343
A5 3.44E+08 7.30E+07 2.03E+08 3.17E+08 2.16E+08 1.20E+07
n5 1.523 1.730 1.478 1.542 1.51 1.7
Ea,5 15.509 17.728 12.507 18.468 14.35 17.355
A6 2.98E+13 3.63E+13 7.30E+12 1.24E+14 1.45E+13 3.40E+12
n6 -0.057 -0.102 0.068 -0.327 0 -0.3
Ea,6 -6.696 -0.460 -1.139 1.824 -2.093 1.908
A7 3.74E+14 7.09E+14 4.75E+13 1.28E+14 7.40E+13 9.4E+12
n7 -0.418 -0.677 -0.316 -0.287 -0.37 -0.13
Ea,7 -3.793 -0.426 -1.485 1.198 0.0 -3.00
d 24.401 0.857 0.266 9.008 0 4.37E+09
Table 4.18: Optimized parameters
The results from Condor, Bobyqa and the genetic algorithm are almost iden-
tical to the experimental values. The optimized profiles from Bobyqa are
nearly indistinguishable from the solutions except for the second experiment
whereby small discrepancies exist, as reported in figures 4.45 and 4.46.
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Figure 4.45: Condor, H2O2-profile, 2-nd experiment
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Figure 4.46: Condor, OH-profile, 2-nd experiment
The reaction rate coefficients at T = 1200 K and T = 1700 K obtained
with the different methods were calculated with the units mol, cm, s. ri =
Ai,ini−Ai
Ai,ini
is the relative difference of the parameter Ai with respect to its initial
(optimal) value.
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Method BOBYQA RS CONDOR GA Initial Modified
k1(1200) 2.60E+15 2.49E+15 2.78E+15 2.68E+15 2.03E+20 2.47E+13
r1(1200) 1.000 1.000 1.000 1.000 0.000 1.000
k1(1700) 1.84E+15 1.90E+15 1.89E+15 2.30E+15 2.69E+20 1.90E+13
r1(1700) 1.000 1.000 1.000 1.000 0.000 1.000
k2(1200) 1.85E+11 1.89E+11 1.94E+11 1.82E+11 1.80E+11 9.60E+10
r2(1200) -0.028 -0.050 -0.078 -0.011 0.000 0.467
k2(1700) 3.96E+16 5.91E+16 5.75E+16 5.97E+15 2.65E+16 1.60E+17
r2(1700) -0.494 -1.230 -1.170 0.775 0.000 -5.038
k3(1200) 2.86E+13 2.99E+13 3.26E+13 3.37E+13 2.86E+13 1.44E+13
r3(1200) 0.000 -0.045 -0.140 -0.178 0.000 0.497
k3(1700) 1.60E+13 5.32E+12 1.06E+14 3.48E+14 4.48E+13 3.50E+14
r3(1700) 0.643 0.881 -1.366 -6.768 0.000 -6.813
k4(1200) 3.66E+13 6.23E+13 7.49E+13 8.21E+13 6.43E+13 2.31E+13
r4(1200) 0.431 0.031 -0.165 -0.277 0.000 0.641
k4(1700) 4.24E+13 6.05E+13 7.13E+13 7.46E+13 6.96E+13 2.58E+13
r4(1700) 0.391 0.131 -0.024 -0.072 0.000 0.629
k5(1200) 3.55E+12 2.63E+12 2.06E+12 2.80E+12 2.29E+12 3.62E+11
r5(1200) -0.550 -0.148 0.100 -0.223 0.000 0.842
k5(1700) 9.53E+12 8.09E+12 4.98E+12 8.26E+12 5.91E+12 1.09E+12
r5(1700) -0.613 -0.369 0.157 -0.398 0.000 0.816
k6(1200) 3.89E+13 1.84E+13 1.32E+13 1.02E+13 1.79E+13 3.35E+11
r6(1200) -1.173 -0.028 0.263 0.430 0.000 0.981
k6(1700) 3.13E+13 1.75E+13 1.31E+13 9.59E+12 1.68E+13 3.19E+11
r6(1700) -0.863 -0.042 0.220 0.429 0.000 0.981
k7(1200) 2.82E+13 6.09E+12 5.87E+12 1.47E+13 5.37E+12 5.05E+12
r7(1200) -4.251 -0.134 -0.093 -1.737 0.000 0.060
k7(1700) 2.18E+13 4.75E+12 5.03E+12 1.38E+13 4.72E+12 4.42E+12
r7(1700) -3.619 -0.006 -0.066 -1.924 0.000 0.064
d 24.401 0.857013 0.266179 9.00813 0 4.37E+09
Table 4.19: Optimized reaction rate coefficients
Oddly, the four methods converged towards similar values for the rate co-
efficients of the first two reactions, which were however very distant from
the optimal values. This may be due to the insignificance of these rates at
those temperature, or to the insignificance of the temperature coefficients,
table 4.18 shows that the pre-exponential factors are relatively close from one
another. Altough most other rate coefficients are very similar, a comparison
between the results from RS and CONDOR for the coefficient k3 have dif-
ferent values at T = 1700 K ( 5.31741E+12 and 1.06145E+14 respectively)
whereas the values T = 1200 K are very close (2.99E+13 and 3.26E+13 re-
spectively). The relative differences of reaction rates account for the different
distances (0.857013 and 0.266179 respectively) and shows that at T = 1700
K, reaction 3 plays only a small role.
It is worth noting however that Bobyqa probably did not converge towards
a local minimum. In effect, a local random search with small steps and high
precision was started from Bobyqa’s best solution (d = 24.401) and converged
towards a local minimum where d equals 9.40567. The performances of the
optimization methods are given in figure 4.47.
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Figure 4.47: Compared performances of the optimization techniques
While in the beginning it was the least effective method, Condor outshined
finally all other ones and led to the best results. The random search led to a
close distance. The genetic algorithm and Bobyqa had average performances
but had a smaller number of iterations as the computations were stopped.
4.4 Experimental information and parameter
accuracy
Below, an example illustrating the relationship between the experimental data
used for the optimization and the accuracy of the estimated parameter was
designed. Considering this time the whole GRI-mechanism 3.0, the initial
conditions reported below have been chosen to generate pseudo-experimental
data.
[CH4] = 9 %, [O2] = 18 %, T = 1300 K, and p = 1bar
Target-species: CO, CH3, O, OH, H2O2, C2H4, and H2.
The reactions considered here are reported in the following lines. They are
written in the following form:
A + B + C = D + E + F A (mol, cm, s) n Ea (kJ/mol). The modified
value of the pre-exponential factor is then given along the bound constraints
between which all values of the parameters must be included during the op-
timization.
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O + H2 = H + OH 3.87E+04 2.70 26.1981
A1,mod = 1.00E + 06 , 1.00E+04 ≤ A1 ≤ 1E+10
O2 + CO = O + CO2 2.50E+12 0.00 200.043
n2,mod = 0.50, −1 ≤ n2 ≤ 2
H + O2 = O + OH 2.65E+16 -0.67 71.316585
n3,mod = −0.40,−1.5 ≤ n3 ≤ 0.5
OH + CH4 = CH3 + H2O 1.00E+08 1.60 13.0572
A4,mod = 1.00E+07 , 1E+06 ≤ A4 ≤ 1E+09
HO2 + CH3 = O2 + CH4 1.00E+12 0.00 0.00
A5,mod = 9.00E+12 , 1E+11 ≤ A5 ≤ 1E+13
CH3 + CH3 + M(3) = C2H6 + M(3) 6.77E+16 1.18 2.73699
A6,mod = 1.00E+18 , 1E+16 ≤ A5 ≤ 1E+20
The distance d between experimental values and model predictions proved to
be particularly sensitive to the previous reactions under the chosen conditions.
As in the previous examples, these modifications led to important changes for
the profiles of the target species. The four optimization methods converged
towards optimal minima indistinguishable from the original solution. The
values of the optimized parameters are given in table 4.20. ri =
Ai,ini−Ai
Ai,ini
is
the relative difference of the parameter Ai with respect to its initial (optimal)
value.
Method RS CONDOR BOBYQA GA Initial Modified
A1 8.11409E+06 10394.4 726821 107374 3.87E+04 5.00E+09
r1 -208.666 0.731 -17.781 -1.775 0.000 -129197.966
n2 0.874523 -0.885409 0.760483 -0.314122 0 1.75
n3 -0.671 -0.672 -0.672 -0.681 -0.67 0.25
r3 -0.001 -0.003 -0.003 -0.016 0.000 1.373
A4 1.00E+08 1.00E+08 1.00E+08 9.28E+07 1.00E+08 4.00E+06
r4 0.000 0.000 0.000 0.072 0.000 0.960
A5 1.00E+12 1.00E+12 1.00E+12 9.86E+11 1.00E+12 9.00E+12
r5 0.000 0.000 0.000 0.014 0.000 -8.000
A6 6.77E+16 6.77E+16 6.77E+16 6.73E+16 6.77E+16 8.00E+19
r6 0.000 0.000 0.000 0.006 0.000 -1180.684
d 0.001 1.97E-05 1.26E-04 0.312 0 2.21E+06
Table 4.20: Optimized parameters
The four last parameter could be unequivocally estimated by the optimization
methods because their optimal values are located in sharp local minima, as
shown in figures ??- ??.
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Figure 4.49: Distance as function of A4
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Figure 4.50: Distance as function of A5
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Figure 4.51: Distance as function of A6
The strong slopes at the optima allowed convergence towards the true values
with great accuracy. The two first parameters A1 and n2 nevertheless have
much weaker slopes, as shown in figures 4.52 and 4.53 .
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Figure 4.52: Distance as function of A1
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Figure 4.53: Distance as function of n2
A great part of the variation intervals of A1 and n2 lead to a satisfactory
agreement with the pseudo-experimental profiles generated with the initial
parameter values. In spite of that, the differences are so small that they
cannot be visualized, as can be seen from two typical profiles optimized with
the Genetic Algorithm (figures 4.54 and 4.54 ).
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Figure 4.54: CO-profile optimized by the GA
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Figure 4.55: C2H4-profile optimized by the GA
Such a situation comes up very often in the field of parameter estimation: the
experimental information available is insufficient for precisely determining the
true values of some parameters. This hurdle can be overcome through the
introduction of additional experimental information to which the concerned
parameters are more sensitive. Three other experiments with specific profiles
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were added, as reported in table 4.21 encompassing all experimental informa-
tion used for the new estimation.
Experiment Reactant1(ppm) Reactant2 (ppm) T (K) p (bar) t (s)
1 [CH4] = 90000 [O2] = 180000 1300 1.0 2.00E-03
2 [O] = 60 [H2] = 400 1400 6.0 2.00E-03
3 [O2] = 30000 [H2] = 30000 1500 9.0 2.00E-03
Table 4.21: Initial conditions
The target species for the first experiment are CO, CH3, O, OH, H2O2, C2H4,
and H2. Those of the second experiment are O, H, and H2. Those of the third
experiment are O and CO2. This time, the two first parameters were located
at a true minimum as illustrated by figures 4.56 and 4.57.
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Figure 4.56: Distance as function of A1
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All three local methods converged towards the true original values of the two
parameters (see table below).
Method RS CONDOR GA BOBYQA Original Modified
A1 3.87E+04.4 3.87E+04 3.65E+04 3.82E+04.9 3.87E+04 5.00E+09
n2 -0.002 0.004 -0.253 -0.005 0.00 1.75
It is worth noting that the GA did not lead to the optimal value of n2. This is
due to the fact that there is no convergence guarantee to any local minimum
for a genetic algorithm given a finite amount of time. An optimal solution
for n2 could nevertheless be achieved by starting a local random search from
the best point of the GA. The value of n2 was -0.00153062, very close to the
optimal value 0.
4.5 Conclusion of the validation of the opti-
mization methods
As seen in the previous subsections, the program Kinefit has been success-
fully validated for what pertains to the determination of kinetic parameters
in a combustion context. The three local optimization methods (that is RS,
CONDOR and BOBYQA) were superior to the genetic algorithm. Overall,
their performance are very close to one another. The initial expectation was
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that the genetic algorithm would outperform the other approaches for prob-
lems with a huge number of local minima due to its alleged better capacity
to converge to the global optima. This could not be confirmed here as the
local minimization methods with random restarts considered globally were al-
ways at least as good as as the genetic algorithm and tend to converge more
rapidly. Most optimizations were carried out for very large parameter spaces
which do not generally appear for real problems. It was believed that a good
performance for such problems would be a more reliable indicator of good
performances for realistic systems. In spite of such lengths, the algorithms
were able to retrieve an optimal solution in all but one cases. The methods
employed by Kinefit are therefore reliable for parameter estimation problems
in combustion kinetics.
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Chapter 5
Application of the optimization
methods to the GRI-mechanism
As explained in 3.1.4, an important question in combustion kinetics concerns
the compatibility of models with experiments, in other words the question
whether or not a model is contradicted by given experimental measurements.
The GRI-mechanism 3.0 [54] is a reference for the combustion of methane
and is employed all over the world for many kinds of applications. With its
original values, it is in disagreement with data from Saito et al. [47] who
carried out a series of experiments whereby temporal profiles of O and H
radicals were measured. It is interesting to dermine if the GRI-mechanism is
really not able to account for the experimental data under the given conditions
or if reasonable changes of parameters can potentially lead to a satisfactory
agreement. The experimental conditions are given in table 5.1.
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Table 5.1: Initial conditions
Exp Reactant1 (mol/cm3) O2 (mol/cm
3) T (K)
1 [ C2H6 ] = 2.00E-05 1.00E-03 1520.0
2 [ CH3 ] = 2.00E-05 1.00E-03 1550.0
3 [ C2H6 ] = 1.00E-05 2.00E-03 1620.0
4 [ C2H6 ] = 1.00E-05 2.00E-03 1660.0
5 [ CH3 ] = 1.00E-05 2.00E-03 1700.0
6 [ C2H6 ] = 1.00E-05 2.00E-03 1740.0
7 [ C2H6 ] = 1.00E-05 2.00E-03 1750.0
8 [ CH3 ] = 2.00E-05 1.00E-03 1800.0
9 [ CH3 ] = 1.00E-05 2.00E-03 1930.0
10 [ CH3 ] = 2.00E-05 1.00E-03 1940.0
11 [ CH3 ] = 1.00E-05 2.00E-03 2000.0
12 [ CH3 ] = 1.00E-05 2.00E-03 2150.0
Exp p (bar) pmin (bar) pmax (bar) Measured species
1 1.620 1.54 1.69 H
2 1.610 1.46 1.77 H
3 1.720 1.64 1.8 H
4 1.770 1.68 1.85 O
5 1.770 1.6 1.94 O
6 1.850 1.77 1.94 H
7 1.860 1.78 1.95 O
8 1.870 1.69 2.05 O
9 2.010 1.81 2.2 H
10 2.020 1.82 2.21 H
11 2.080 1.88 2.28 O
12 2.230 2.02 2.45 O
Only those free radicals were measured during the experiments. The duration
of each experiment is 0.6 ms. The authors gave the initial pressures within
significant uncertainty interval, thus adding to the measurement uncertainties
further uncertainties from the model input. The first step of every optimiza-
tion process (see 3.1.4 )was carried out here: verifying that the model (GRI
reaction mechanism 3.0) is consistent with the 12 experimental profiles, that
is seeing if there exists a set of reasonable parameter values in good agreement
with the experiments. First of all, an analysis of the reaction significances
(see 3.2.4)was done. Thirty reactions were identified and are reported in
table 5.2.
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Table 5.2: Reactions chosen for the optimization
Number Reaction A (mol, cm, s) n Ea (kJ mol
−1)
1 O + CH3  H + CH2O 5.06E+13 0.00 0.00
2 O + CH2O  OH + HCO 3.90E+13 0.00 14.8149
3 O + C2H6  OH + C2H5 8.98E+07 1.92 23.81265
4 O2 + CH2O  HO2 + HCO 1.00E+14 0.00 167.4
5 H + CH2O  HCO + H2 5.74E+07 1.90 11.47527
6 H + CH2OH  OH + CH3 1.65E+11 0.65 -1.18854
7 OH + CH3  CH2 + H2O 5.60E+07 1.60 22.6827
8 OH + CH3  CH2(S) + H2O 6.44E+17 -1.34 5.930145
9 OH + CH2O  HCO + H2O 3.43E+09 1.18 -1.870695
10 OH + C2H6  C2H5 + H2O 3.54E+06 2.12 3.64095
11 CH2 + O2 → OH + H + CO 5.00E+12 0.00 6.2775
12 CH2 + CH4  CH3 + CH3 2.46E+06 2.00 34.60995
13 CH2(S) + O2  CO + H2O 1.20E+13 0.00 0.00
14 CH2(S) + CH4  CH3 + CH3 1.60E+13 0.00 -2.38545
15 CH3 + O2  O + CH3O 3.56E+13 0.00 127.5588
16 CH3 + O2  OH + CH2O 2.31E+12 0.00 85.018275
17 CH3 + CH3  H + C2H5 6.84E+12 0.10 44.361
18 CH3 + CH2O  HCO + CH4 3.32E+03 2.81 24.5241
19 CH3 + C2H6  C2H5 + CH4 6.14E+06 1.74 43.73325
20 O + CH3 → H + H2 + CO 3.37E+13 0.00 0.00
21 OH + CH3 → H2 + CH2O 8.00E+09 0.50 -7.344675
22 CH2 + O2 → H + H + CO2 5.80E+12 0.00 6.2775
23 CH2 + O2  O + CH2O 2.40E+12 0.00 6.2775
24 H + CH2 + M(3)  CH3 + M(3) LOW 1.04E+26 -2.76 6.70
25 H + CH3 + M(4)  CH4 + M(4) LOW 2.62E+33 -4.76 10.2114
26 H + HCO + M(3)  CH2O + M(3) LOW 2.47E+24 -2.57 1.778625
27 H + C2H5 + M(3)  C2H6 + M(3) LOW 1.99E+41 -7.08 27.976725
28 CH3 + CH3 + M(3)  C2H6 + M(3) 6.77E+16 -1.18 2.73699
29 CH3 + CH3 + M(3)  C2H6 + M(3) LOW 3.40E+41 -7.03 11.55897
30 CH + H2 + M(3)  CH3 + M(3) LOW 4.82E+25 -2.8 2.46915
For pressure-dependent reactions with a third body, LOW means the param-
eters of the reaction for the low-pressure limit as explained in 2.1.3. The
absence of LOW in such reaction lines means that the parameters correspond
to the high-pressure limit. The pre-exponential factors, temperature coeffi-
cients and activation energies of the thirty reactions were optimized between
the following bounds:
A0
20
≤ A ≤ 20A0,
n0 − 0.8 ≤ n ≤ n0 + 0.8,
Ea, 0− 0.8 ≤ Ea ≤ Ea,0 + 0.8, and
k0
20
≤ k ≤ 20k0.
The initial pressures (p1 to p12) were also optimized within their uncertainty
limits. The random search method brought up the best optimized values
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which are reported in the lines below.
Optimized parameters
Parameters Original values Optimized values
O + CH3  H + CH2O
A1 5.06058E+13 1.84077E+13
n1 0 -0.08
Ea,1 0 -1.64
O + CH2O  OH + HCO
A2 3.90032E+13 4.0411E+13
n2 0 0.18
Ea,2 14.8149 12.64
O + C2H6  OH + C2H5
A3 8.98008E+07 1.51524E+08
n3 1.92 2.24
Ea,3 23.8127 23.69
O2 + CH2O  HO2 + HCO
A4 1E+14 5.62341E+13
n4 0 0.05
Ea,4 167.4 167.28
H + CH2O  HCO + H2
A5 5.73997E+07 6.11209E+07
n5 1.9 1.78
Ea,5 11.4753 8.03
H + CH2OH  OH + CH3
A6 1.65006E+11 8.72369E+11
n6 0.65 0.81
Ea,6 -1.18854 -2.22
OH + CH3  CH2 + H2O
A7 5.60003E+07 2.79608E+07
n7 1.6 1.53
Ea,7 22.6827 22.94
OH + CH3  CH2(S) + H2O
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A8 6.44021E+17 4.39643E+17
n8 -1.34 -1.36
Ea,8 5.93015 7.11
OH + CH2O  HCO + H2O
A9 3.42997E+09 4.6489E+09
n9 1.18 1.14
Ea,9 -1.87069 -0.59
OH + C2H6  C2H5 + H2O
A10 3.53997E+06 562121
n10 2.12 2.06
Ea,10 3.64095 4.33
CH2 + O2 → OH + H + CO
A11 5.00035E+12 1.41221E+13
n11 0 0.09
Ea,11 6.2775 -0.02
CH2 + CH4  CH3 + CH3
A12 2.46003E+06 757269
n12 2 2.01
Ea,12 34.6099 33.01
CH2(S) + O2  CO + H2O
A13 1.20005E+13 6.09818E+12
n13 0 0.01
Ea,13 0 -1.26
CH2(S) + CH4  CH3 + CH3
A14 1.59993E+13 9.4254E+12
n14 0 0.11
Ea,14 -2.38545 -3.76
CH3 + O2  O + CH3O
A15 3.55959E+13 3.25162E+13
n15 0 0.09
Ea,15 127559 126.49
CH3 + O2  OH + CH2O
A16 2.30994E+12 8.59409E+11
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n16 0 -0.05
Ea,16 85.0183 85.55
CH3 + CH3  H + C2H5
A17 6.84069E+12 2.90135E+12
n17 0.1 -0.15
Ea,17 44361 45.7
CH3 + CH2O  HCO + CH4
A18 3320.01 1407.44
n18 2.81 2.79
Ea,18 24.5241 24.21
CH3 + C2H6  C2H5 + CH4
A19 6.14002E+06 8.34142E+06
n19 1.74 1.42
Ea,19 43.7332 40.1
O + CH3 → H + H2 + CO
A20 3.36977E+13 3.71108E+13
n20 0 -0.22
Ea,20 0 1.8
OH + CH3 → H2 + CH2O
A21 8E+09 8.91148E+09
n21 0.5 0.19
Ea,21 -7.34467 -5.69
CH2 + O2 → H + H + CO2
A22 5.79963E+12 3.26137E+12
n22 0 0.42
Ea,22 6.2775 7.69
CH2 + O2  O + CH2O
A23 2.39994E+12 5.68198E+11
n23 0 -0.07
Ea,23 6.2775 3.26
H + CH2 + M(3)  CH3 + M(3) LOW
A24 1.03992E+26 2.6996E+26
n24 -2.76 -2.51
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Ea,24 6.7 5.13
H + CH3 + M(4)  CH4 + M(4) LOW
A25 2.61999E+33 1.16038E+33
n25 -4.76 -4.87
Ea,25 10.2114 10.04
H + HCO + M(3)  CH2O + M(3) LOW
A26 2.47002E+24 7.27612E+23
n26 -2.57 -2.23
Ea,26 1.77862 0.88
H + C2H5 + M(3)  C2H6 + M(3) LOW
A27 1.99022E+41 1.19729E+41
n27 -7.08 -6.92
Ea,27 27.9767 25.38
CH3 + CH3 + M(3)  C2H6 + M(3)
A28 6.77018E+16 2.8655E+16
n28 -1.18 -1.14
Ea,28 2.73699 2.47
LOW CH3 + CH3 + M(3)  C2H6 + M(3)
A29 3.40017E+41 4.62914E+41
n29 -7.03 -7.05
Ea,29 11559 14.5
CH + H2 + M(3)  CH3 + M(3) LOW
A30 4.81948E+25 7.47137E+25
n30 -2.8 -2.61
Ea,30 2.46915 5.4
p1 (bar) 1.62 1.58
p2 (bar) 1.61 1.59
p3 (bar) 1.72 1.8
p4 (bar) 1.77 1.72
p5 (bar) 1.77 1.72
p6 (bar) 1.85 1.94
p7 (bar) 1.86 1.79
p8 (bar) 1.87 2.04
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p9 (bar) 2.01 1.81
p10 (bar) 2.02 2.19
p11 (bar) 2.08 2.08
p12 (bar) 2.23 2.44
d 30.7424 3.15
For each reaction, the ratio Qi = ki,opt/ki,0 was always included between 0.05
and 20 for all relevant temperatures, as can been seen in figures 5.1- 5.3
reporting this ratio for the three first optimizable reactions.
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Figure 5.1: Q1 for O + CH3  H + CH2O
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Figure 5.2: Q2 for O + CH2O  OH + HCO
 15.5
 16
 16.5
 17
 17.5
 18
 18.5
 19
 19.5
 20
 1000  1200  1400  1600  1800  2000  2200  2400  2600
Q
 =
 k
[o
pt
]/k
[in
i]
T (k)
Figure 5.3: Q3 for O + C2H6  OH + C2H5
For most reactions, the rate changes were rather limited. The optimized
curves are reported in figures 5.4 - 5.15 ” exp” denotes the experiment, ” fit”
the best fit found during the optimization and ” ini” denotes the results
obtained with the initial parameter values.
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Figure 5.4: First experiment
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Figure 5.5: Second experiment
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Figure 5.6: Third experiment
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Figure 5.7: Fourth experiment
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Figure 5.8: Fifth experiment
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Figure 5.9: Sixth experiment
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Figure 5.10: Seventh experiment
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Figure 5.11: Eighth experiment
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Figure 5.12: Ninth experiment
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Figure 5.13: Tenth experiment
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Figure 5.14: Eleventh experiment
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Figure 5.15: Twelvth experiment
A significant amelioration can be easily recognized for all measured profiles.
If one assumes that the standard deviation is the same for all experimental
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concentrations (e.g. 20 % of the value), the chi-squares norm can be employed
according to the formula:
X2 =
1
υ2dev
d (5.1)
whereby d = 3.15.
It is then possible to deduce the likelihood that model and experiments are
consistent with each other
Pr0(X
2) =
Γ(ne
2
, X
2
2
)
Γ(ne
2
)
. (5.2)
which has been plotted out as a function of the standard deviation (fig. 5.16
).
Figure 5.16: Consistency likelihood as function of the standard deviation
For standard deviation values greater than 20%, the probability of consistency
becomes superior to 75%, thereby indicating that the reaction mechanism is
in good agreement with the experiments. For the kind of free radicals mea-
sured, it is likely that the uncertainty would exceed 20%. It is thus legitimate
to draw the conclusion that the GRI-mechanism is potentially capable of ac-
counting for these profiles without introducing additional reactions. Since the
number of optimized parameters (112) is greater than the number of experi-
mental points (89), the optimization cannot be considered as an estimation of
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the parameters. Most involved parameters have an influence on many exper-
imental profiles originally used to optimize and validate the GRI-mechanism
3.0. To estimate their values in such a way that they will also be consistent
with Saito’s experiments would require a long-lasting large scale optimiza-
tion including all experiments already considered for the validation of the
GRI-mechanism 3.0 and Saito’s experiments simultaneously.
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Chapter 6
Mechanism reduction
6.1 Motivation
As previously explained, reaction mechanisms covering a large range of pres-
sures and temperatures must include many species and reactions. However,
only a limited number of them are going to play a role for the simulation
of specific experiments. The potential relevance of mechanism reduction for
parameter optimization is twofold:
- it allows to only retain the most important reactions, facilitating then the
identification of the most sensitive reactions
- it may allow to suppress reactions playing no significant role, thereby alle-
viating the computational burden.
The last point is of particular interest because the computational burden is
one of the biggest hurdle hindering the application of optimization meth-
ods to large scale problems involving numerous experiments as well as many
parameters. In order to converge to the global minimum (see chapter 3), opti-
mization methods often needs thousands of iterations, whereby all systems of
differential equations corresponding to the experiments must be solved. This
may cost a tremendous amount of time if the mechanism comprises thousands
of reactions and hundreds of species. As a consequence, methods for reducing
mechanisms are indispensable if there are many optimizable parameters and
experiments. Methods like surface mapping [51], widely employed in the field
of chemical kinetics for parameter estimation/optimization, are in the case
of combustion problems crucially dependent on the identification of impor-
tant and negligible parameters. However, there is no guarantee that removed
reactions with the original optimized parameter values will not play a role
with the final optimizable parameter values. This may in turn possibly inval-
idate the results of the optimization. A program for the reduction of reaction
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mechanism has therefore been developed during this work, with the scope of
evaluating the general applicability of reduction methods to the problems of
optimizing and estimating kinetic parameters for combustion mechanisms.
6.2 Overview of existing approaches
Several methods have been developed for the practical reduction of kinetic
differential equation systems for a particular set of conditions. They may be
divided in two categories: those which preserve the structural integrity of the
mechanism and those which do not. According to Androulakis definition [1],
we will say that a reduced mechanism maintains the structural integrity of
a detailed mechanism if all species and reactions of the reduced mechanism
were already present in the initial one. This implies that the chemical de-
scription of the system in terms of reaction flux remains the same over the
whole reduction process, only those chemical species and reactions which play
no significant role for the desired output are removed.
An intuitive method [49] belonging to this class consists of the successive
application of a reaction flow analysis to distinguish between slow and fast
reactions, followed by a sensitivity analysis carried out only for the slow re-
actions to identify those which are crucial for the variables of interest. The
rapid reactions and the slow reactions with high sensitivity values are then
kept within the reduced mechanism.
Other methods imply the stepwise removals of a group of reactions followed
by the evaluation of the discrepancies introduced with respect to the orig-
inal model. For example, Petzold and Zhu [40] reformulated the mecha-
nism reduction as a non-linear integer-programming problem which was itself
transformed into a continuous optimization problem solved with a sequential
quadratic programming method. Androulakis [26] et al. also formulated the
mechanism reduction as a non-linear integer-programming problem which he
solved with the help of a branch and bound algorithm.
The methods belonging to the second group modify the structure of the prob-
lem either by lumping reactions and species or by resorting to algebraic sim-
plification of the differential equation system underlying the detailed kinetic
scheme. The most traditional approaches consist of applying the assump-
tion of steady state to very reactive radicals (which means that the tem-
poral derivatives of their concentrations must remain close to zero over the
whole interval) which leads to algebraic relations allowing the simplification
of the underlying system of differential equations and the lumping of groups
of species and reactions. This approach usually involve skillful kineticists
and intuitions [40], although Montgomery et al. [36] have proposed an auto-
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mated procedure for doing this. The system of differential equations can also
be simplified by considering very fast bidirectional reactions to be in equi-
librium. These methods, which consist in fact of a differentiation between
slow and rapid modes of the differential equation system, can be replaced by
more general frameworks like the ILDM (Intrisic Low Dimensional Manifolds)
[29] or the CSP (Computational Singular Perturbation) [25] methods. How-
ever, such methods cannot be employed for parameter estimation since they
do not conserve the mathematical structure upon which the detailed chem-
istry is based. Thus, only the first class of approaches is of interest for the
parameter estimation problem at hand. In the following section, an easily
implementable method maintaining the structural integrity of the reaction
mechanism developed recently will be presented and demonstrated for one
concrete example concerning the oxidation of methane CH4.
6.3 Description and validation of the program
Mechacut
For quickly obtaining a simplified mechanism accurately reproducing the vari-
ables of interest resulting from the detailed mechanism, the tool Mechacut
has been developed by the author. It relies on the software Homrea for the
simulation of homogeneous kinetic systems [18].
As input, it requires the following information:
- the conditions of all experiments considered
- the reaction mechanism
- the thermodynamic data
- the target variables (concentrations or temperature) whose profiles must be
reproduced
- the tolerance in terms of relative differences e ( say e = 2% )
Like several methods cited above, it is based upon the fact that typically
reactions containing species with small concentrations tend to play a minor
role for the whole system.
In a first step, for each species k, k ∈ {1...nS}, the greatest molar fraction
value over all experiments and time points Ck,max is determined. The use of
molar fractions instead of concentration units allows the simultaneous consid-
eration of experiments with different orders of magnitude of initial reactant
and diluent concentrations. Then, for a given reaction R : ΣiviRi = ΣjvjPj,
the greatest molar fractions Ck,max of all participating species are compared,
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and the species having the lowest (in comparison with the other species of
the reaction) value of the greatest molar fractions is identified and the cor-
responding value is assigned to the reaction. The reactions are then sorted
according to this characteristic value in a decreasing order. Therefore, the
reactions situated towards the end of the mechanism will typically contain
some species having very low concentrations, whereas the reactions located
at the beginning will only have species with greater concentrations. There
may be however situations where small concentrations of some participating
species do not necessarily entail the unimportance of the reaction, especially
in the case where the reactants or products include free radicals which usu-
ally have low concentrations but do play a crucial role for the whole reaction
system.
To discriminate important and unimportant reactions, it is therefore nec-
essary to proceed in a stepwise fashion, removing a group of reactions and
accepting the change if the variations of the target variables are less than a
pre-defined threshold e.
To introduce flexibility, random numbers are employed to choose the first
line of the group to be suppressed n ∈ {1...nreac} and the number of reactions
m to be deleted which is included in the interval {0...mmax}. m, the current
number of deletable lines, is generated according to an uniform distribution
function, whereas n follows a probability law strongly biased towards the end
of the interval {1...nreac}, so as to target most of the time the reactions with
minor species.
The current maximum number of lines mmax is multiplied by a pre-defined
factor a (a > 1) if the deletion could be accepted, otherwise (the deletion led
to some discrepancies greater than the tolerance) it is multiplied by an other
pre-defined factor b (0 < b < 1). The maximum number of lines mmax is
however never allowed to exceed the threshold mmaxmax. A species is suppressed
from the input file if it no longer appears in the reaction mechanism either
as reactant, product or third body.
In this manner, large numbers of reactions may be deleted at the beginning of
the process, as long as unimportant reactions are considered. From a certain
point, the deletion of more influential reactions is tried out and rejected what
reduces the length of the interval. If the number of failures exceeds a given
threshold, the algorithm leaves the probabilistic mode and tries to delete each
reaction one by one.
In what follows, an application example is given to illustrate the algorithm
and its efficiency. As will be presented in detail in the next chapter, the
estimation or optimization of kinetic parameters out of experimental data
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requires solving the differential equations systems underlying the simulated
variables for many possible combinations of parameters (several thousands of
times for a dozen of adjustable parameters). If several experiments are con-
sidered simultaneously for extracting the best set of parameters matching the
measurements, each simulation for fixed values of the parameters may cost
several minutes if the whole reaction mechanism is employed. This situation is
clearly not satisfying for practitioners who often must consider different com-
binations of adjustable parameters before finding the one which will lead to
acceptable discrepancies with the experiment: the optimization process will
then last a considerable time before either the optimal solution will be found
or it may be concluded that the current mechanism is inconsistent with the
data. Reaction mechanism simplification techniques offer here an interesting
option to considerably reduce the time of each iteration (corresponding to the
simulation of all measured variables), thereby leading to significantly shorter
CPU time usage for parameter optimization. The GRI-mechanism 3.0 [54] is
widely used for simulating the combustion of methane. This reaction mech-
anism has been reduced using Mechacut for a set of experiments concerning
the oxidation of CH4 whereby the temporal profiles of carbon monoxide CO
and hydroxyl OH have been measured. These compounds have been consid-
ered as target species, that is the reduced mechanism must reproduce the
profiles from the detailed mechanism within a given tolerance e. The condi-
tions of the four chosen experiments are given below. [CH4] and [O2] denote
the molar fractions of methane and oxygen, T the temperature in Kelvin, p
the pressure in bar and t corresponds to the duration of the experiment in
seconds.
Table 6.1: Experimental conditions considered
Experiment [CH4] [O2] p(bar) T (K) t(s)
1 0.4% 20% 1.48 1711 6.0e-04
2 0.5% 10% 1.53 1752 6.0e-04
3 0.5% 10% 1.62 1843 6.0e-04
4 0.4% 5% 1.57 1821 6.0e-04
The rest of the mixture is made up of argon. In what follows, the reaction
mechanism has been reduced to reproduce the concentration profiles of CO
and OH within a tolerance of 2 %. The parameters had the following values:
a = 2, b = 0.6 and mmaxmax = 150.
After the end of the procedure, the reduced reaction mechanism contained 172
reactions and 31 species which amounts to a reduction of 59.24% in number
of reactions and 18.42% in number of species respectively. To illustrate the
accuracy of the reduced model, two characteristic profiles were considered and
a comparison between detailed and reduced mechanism used in the simulation
is given in figures 6.1 and 6.2.
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Figure 6.1: Comparison between the detailed and reduced mechanisms for
the CO profile of the second experiment
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Figure 6.2: Comparison between the detailed and reduced mechanisms for
the OH profile of the second experiment
The differences between the two profiles are extremely small and the results
are similar for the 6 remaining profiles. A considerable reduction in terms
of reactions could thus be reached, showing that many reactions of the GRI-
mechanism 3.0 play a negligible role for the evolution of the species CO and
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OH during the combustion of methane under the conditions considered here.
6.4 Application to the optimization of large
reaction mechanisms
As already explained, the optimization of large reaction mechanisms such as
those encountered in combustion is an extremely challenging task in many
respects. On the one hand, the presence of numerous parameters having
overlapping influences on measured variables hinders the unequivocal deter-
mination of parameter value sets. On the other hand, the handling of large
mechanisms involves considerable computational times, especially in cases
where hundreds of experimental conditions must be simulated at the same
time. For a given reaction system, the reduction methods described above
may potentially come into play by removing all reactions and species insignif-
icant for the outcomes of interest. The surface mapping approach [51], [46]
relies on an even greater approximation in that the whole ODE system is
replaced by algebraic (usually polynomial) relations including only the most
sensitive reactions. However, there is a-priori no warrant that reduction tech-
niques may be systematically used in such a manner for optimizing complex
mechanisms. In fact, the reduction of the mechanism occurs before the be-
ginning of the minimization with the initial, unoptimized parameter values
p0. It is then conceivable that reactions excluded for p0 are going to play a
more important role for other sets of values p during the optimization so that
they may no longer be neglected. The errors adding up in this way may dra-
matically change the shape of the minimization landscape, thereby creating
local minima which do not exist in the true problem. To estimate the extent
of these difficulties, the real optimization problem of chapter 5 involving the
GRI-mechanism 3.0 was considered. First, the reaction mechanism was re-
duced two times separately with thresholds of 1% and 2% with respect to the
twelve profiles. The pre-exponential factors of the fourteen most important
reactions reported in table 6.2 were taken as optimizable variables.
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Table 6.2: Reactions chosen for the optimization
Number Reaction A n Ea
1 O + CH3  H + CH2O 5.06E+13 0.00 0.00
2 H + CH2OH  OH + CH3 1.65E+11 0.65 -1.18854
3 OH + CH3  CH2 + H2O 5.60E+07 1.60 22.6827
4 OH + CH3  CH2(S) + H2O 6.44E+17 -1.34 5.930145
5 OH + CH2O  HCO + H2O 3.43E+09 1.18 -1.870695
6 CH2 + CH4  CH3 + CH3 2.46E+06 2.00 34.60995
7 CH2(S) + O2  CO + H2O 1.20E+13 0.00 0.00
8 CH2(S) + CH4  CH3 + CH3 1.60E+13 0.00 -2.38545
9 CH3 + O2  O + CH3O 3.56E+13 0.00 127.5588
10 CH3 + O2  OH + CH2O 2.31E+12 0.00 85.018275
11 CH3 + CH3  H + C2H5 6.84E+12 0.10 44.361
12 CH3 + C2H6  C2H5 + CH4 6.14E+06 1.74 43.73325
13 O + CH3 → H + H2 + CO 3.37E+13 0.00 0.00
14 CH3 + CH3 + M(3)  C2H6 + M(3) 6.77E+16 -1.18 2.73699
LOW 3.40E+41 -7.03 11.55897
The reactions were present in all reduced models so that a comparison of
the predictions of the complete and reduced models for different values was
possible. The simulated profiles are the same as the experimental ones, as
reported in table 5.1 in chapter 5. The pre-exponential factors were first
varied within a factor of hundred, that is in the interval [0.01 p0, 100 p0 ]. This
corresponds to a situation whereby the parameters are completely unknown
and must be estimated (ideally unequivocally) from experimental data alone.
800 points were randomly generated in this way. For each of those, the
relative difference d = |m−e|
e
between detailed and reduced mechanism for each
concentration at each time point was calculated. The greatest value among
those was then identified and related to the corresponding parameter value
set. In this way, the number of points whose greatest relative discrepancies
di are located in a certain interval could be calculated. For example, for the
first reduced model (tolerance 1 %) 5 points had di included in the interval
[0 0.01]. The results for all intervals are reported in figures 6.3 - 6.4.
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Figure 6.3: Distribution of the maximum error for a reduction tolerance of
0.01
Figure 6.4: Distribution of the maximum error for a reduction tolerance of
0.02
In both cases, the discrepancies at a great number of points are too large for
allowing a reliable optimization using the reduced mechanism. Next, the pre-
exponential factors were varied within a factor of ten, that is in the interval
[0.1 p0 10 p0 ]. This correspond to a situation where the orders of magnitude
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of the parameters are already known. The results are given in figures 6.5 -
6.6.
Figure 6.5: Distribution of the maximum error for a reduction tolerance of
0.01
Figure 6.6: Distribution of the maximum error for a reduction tolerance of
0.02
No reliable optimization can be carried out with the second reduced mech-
anism. The result of the first reduced mechanism remain closer to those of
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the detailed one but may still change the optimization landscape. Thirdly,
the pre-exponential factors were varied within a factor of four, that is in the
interval [0.25 p0 4 p0 ]. The results are given in figures 6.7 - 6.8.
Figure 6.7: Distribution of the maximum error for a reduction tolerance of
0.01
Figure 6.8: Distribution of the maximum error for a reduction tolerance of
0.02
In the first case, most of the discrepancies are small. As a consequence,
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the optimization problem should remain the same. For the second reduced
mechanism the discrepancies are more important and might modify the op-
timization landscape. Finally, the pre-exponential factors were varied within
a factor of two, that is in the interval [0.5 p0 2 p0 ] as given in figures 6.9 -
6.10.
Figure 6.9: Distribution of the maximum error for a reduction tolerance of
0.01
Figure 6.10: Distribution of the maximum error for a reduction tolerance of
0.02
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These results suggest that chemical kinetic reduction methods including the
surface mapping method [46] may be only reliable when parameters are varied
within narrow ranges such as factors two or four and for low values of the
tolerance such a 0.01. Otherwise, an error difficult to evaluate is introduced.
For the estimation of unknown kinetic parameters, methods relying on solving
the underlying ODE systems like Kinefit seem to be more trustworthy than
methods relying on reduced models like surface mapping [14] which might
be more apt to optimize parameters already known within small intervals of
uncertainty.
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Chapter 7
Parameter estimation for
benzene formation during
propargyl pyrolysis
7.1 Relevance for soot formation and charac-
terization of the system
Historically, the formation of particulate matter during pyrolysis and rich-
combustion of fuels has been viewed as either owing to the formation and
growth of poly-acetylene /polyyne ([4],[5]) or to the appearance and growth
of Polycyclic Aromatic Hydrocarbons (PAH) ([13] and [44]) that is compounds
which contain at least two benzene-type rings. During the last years, a great
deal of experimental and theoretical results ([6], [34],[35], and, [39]) have made
it clear that soot is overwhelmingly formed through the aromatic route, and
that the polyacetylene route could at most only play a minor role by leading
to the formation of certain Polycyclic Aromatic Hydrocarbons (PAH). Soot
plays an enormous economical role in modern industrial nations. On the one
hand, it is a harmful pollutant capable of penetrating deeply into lungs ([10],
[42]) and it may be partially responsible for the decay of the ozone layer [7].
On the other hand, soot may also lead to financial gains through the pro-
duction of carbon black [19], used for example in automotive tires, and by
optimizing the heat exchange in some kinds of burners. Its precursors Poly-
cyclic Aromatic Hydrocarbons (PAHs) have carcinogenic properties both in
humans and animals [42] and are a frequent outcome of incomplete combus-
tion. On these grounds, it is primordial for combustion researchers to attain
a better comprehension of the chemical and physical processes involved, so
that operative conditions minimizing (or sometimes maximizing) PAH and
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soot release may be optimized. Starting from aliphatic fuels, the formation of
the first aromatic ring (benzene or phenyl radical) has been shown to be a rate
limiting step for the formation of growing PAH and eventually of soot itself
[33]. Accurate predictions of soot emission in complex industrial systems like
car engines and gas turbines require therefore the appareance of the first rings
to be accurately described. Historically, this process has mainly been viewed
as either the addition of C2-species with C4-species (even pathway, [67]) or
the recombination of propargyl C3H3 radical (odd pathway, [33]). Over the
last decades, evidences for the predominance of the odd pathway have accu-
mulated ([22], [33], [56], and [69] ), and it is now widely acknowledged that
a precise description of its chemistry is a crucial step for the prediction of
PAH and particulate matter. In almost every detailed reaction mechanism
aiming at simulated PAH and soot formation, the recombination chemistry
is lumped into two or three steps involving the recombination of propargyl
to form benzene, fulvene and possibly phenyl (see [45], [53], [2] and [41] ).
To determine accurate parameter values, Scherer [50] carried out a series
of shock tube experiments at high temperatures and relatively high pres-
sures to determine coherent rate coefficients for a C3H3-subsystem including
primary reactions of benzene and phenyl. Nevertheless, recent results from
computational chemistry have revealed the involved chemistry to be much
more complex and to imply many more species and reactions than previously
thought. Miller and Klippenstein [32] carried out a detailed quantum chemi-
cal analysis of all species and pathways participating in this transition regime.
Their results from their Potential Energy Surface (PES) confirmed that the
chemistry is in fact extremely complex, the cyclic compounds being produced
through isomerisation of linear C6H6-species which themselves are the direct
recombination products of propargyl radicals.
7.2 First trial to determine an optimal propargyl-
subsystem
7.2.1 Structure of the mechanism
Relying on Miller and Klippenstein results, Tang et al. [59] developed a semi-
detailed mechanism with 14 steps aiming at describing the chemistry involved
in the C3H3-C3H3 recombination as shown in table 7.1.
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Figure 7.1: A semidetailed kinetic model of propargyl recombi-
nation and subsequent C6H6 isomerization. 15HD, 1,5-hexadiyne;
1245HT, 1,2,4,5-hexatetraene; 12HD5Y, 1,2-hexadiene-5-yne; 34DMCB, 3,4-
dimethylenecyclobutene; 13HD5Y, 1,3-hexadiene-5-yne; 2E13BD, 2-ethynyl-
1,3-butadiene. Taken from Tang et al. [59]
The kinetic parameters are given in table 7.1 along with their sources.
Table 7.1: Tang et al. C3H3-mechanism
Number
in
Fig. 7.1
Reaction A (mol, s,
cm)
n Ea
(kJ/mol)
Ref
1 C3H3 + C3H3 → 15HD 4.40E+12 0.000 0.000 [12]
1 C3H3 + C3H3 → 34DMCB 1.80E+12 0.000 0.000 [12]
1 C3H3 + C3H3 → 12HD5Y 3.80E+12 0.000 0.000 [12]
2 15HD→ 34DMCB 6.50E+10 0.000 139.67 [61]
4 34DMCB→ fulvene 1.44E+13 0.000 214.15 T.w.2006
5 13HD5Y → benzene 3.78E+12 0.000 204.36 T.w.2006
6 12HD5Y → 2E13BD 2.75E+10 0.000 143.86 [60]
7 2E13BD→ fulvene 6.61E+12 0.000 244.34 T.w.2006
9 fulvene→ benzene 9.89E+14 0.000 296.17 T.w.2006
11 C3H3 + C3H3  C6H5 + H 3.67E+26 16.24 28.963 [32]
12 2E13BD→ C6H5 + H 3.09E+43 -7.928 496.76 [32]
13 fulvene  C6H5 + H 8.51E+24 -2.505 474.49 [32]
14 benzene  C6H5 + H 5.50E+38 -6.178 552.66 [32]
15 C3H3I→ C3H3 + I 1.32E+08 0.000 87.470 [60]
16 I + I→ I2 1.0E+13 0.000 0.000 [28]
3 34DMCB→ 13HD5Y 4.10E+12 0.000 211.56 T.w.2006
8 fulvene→ 2E13BD 9.12E+15 0.000 346.25 T.w.2006
10 benzene→ fulvene 5.53E+18 0.000 420.35 T.w.2006
T.w.2006 referred to the parameter values optimized by Tang et al. as re-
ported in their article [59]. By convenience, the reaction were reported in
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the same order as they appeared in the Homrea mechanism file, whereby a
certain format must be respected, but the reaction numbering is the same
as in figure 7.1. The species corresponding to the symbols are given in fig-
ure 7.1. This was achieved using their recently developed Physically bounded
Gauss-Newton method (PGN) [60]. The other reactions kept their original
values whereas both pre-exponential factors and activation energies of the
numerated reactions were optimized by Tang et al [59].
They considered for that purpose three series of experiments. First, they
took their experimental data on the pyrolysis of 1,5-hexadiyne in a shock
tube at an average pressure of 25 bar and temperatures varying from 800
K to 1350 K for an initial mole fraction of 42 ppm 1,5-hexadyine in Argon
[61]. They also included the experimental results of their study of propargyl-
pyrolysis in a shock tube at an average pressure of 25 bar for temperatures
between 720 K and 1340 K for initial mole fractions of 40 ppm and 60 ppm
in Argon [58]. In both cases, the profiles of most of the species involving the
C3H3 + C3H3 reaction system were reported. They were measured at each
temperature after an average reaction time of 1.75 ms. If concentrations at
the end of a reaction time are given as a function of the initial temperature,
the other parameters (initial concentrations, pressure) are generally constant
through the experiments, making it legitimate to represent the model results
as curves. However, this was not the case of the experiments considered here.
In effect, the pressure, reaction time, and initial concentrations vary over the
experiments. Consequently, the data were always represented with a set of
points in this chapter. Finally, Tang et al. considered experimental data of
an older study of 1,5-Hexadyine at atmospheric pressure for temperatures
between 250 K and 600 K. Since the purpose of the present work concerns
experimental conditions reigning in combustion systems such as car engines,
only the two first series of experiments were taken into consideration. The
readers is referred to [59] for the comparison between the experimental profiles
and those stemming from their optimized model. It was verified with Kinefit
that the values coming out of their optimization methods really correspond to
local minima. The four optimizations techniques of Kinefit were employed for
optimizing the same parameters as the authors (that is the pre-exponential
factors and activation energies of the seven reactions denoted by T.w.2006
in table 7.1) with respect to the pyrolysis experiment series of 1,5-hexadyine
and propargyl, but no improvement could be achieved. The evolution of the
distance as function of separetely varied parameters indicates that the values
are already optimal. The fourth reaction is characterized by strong slopes
at the local minimum, as can be visualized in figures 7.2 and 7.3 describing
respectively the evolution of the pre-exponential factorA4 (s
−1) and activation
energy Ea,4 (kJ/mol) of the fourth reaction of figure 7.1, that is 34DMCB→
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fulvene.
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Figure 7.3: Distance as a function of Ea,4 (kJ mol
−1)
The slopes for the other reactions are not so strong as is well illustrated in
figures 7.4 and 7.5 for the fifth reaction 13HD5Y → benzene.
120
 100
 200
 300
 400
 500
 600
 700
 800
 1e+11  1e+12  1e+13  1e+14
D
is
ta
nc
e
A5
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In such cases the minimum is not unequivocally determined by the experimen-
tal data, as explained in section 4.4. This may be the case because the third
series of experiments at atmospheric pressure was not considered. Alterna-
tively, additional information in the form of other profiles or thermodynamic
properties can be included in the parameter estimation problem in order to
121
reduce the uncertainties. What is more, the work of the authors rely on four
assumptions:
• It was assumed that optimizing separately the reaction rates of forward
and backward reactions would automatically lead to thermodynamically
consistent results. However, due to the lack of information illustrated
above, there is no guarantee this will hold true,
• Owing to the lack of thermodynamic data, the authors further supposed
that the reverse steps of most reactions play no role. There is yet no
warrant that it will turn out to be the case under all relevant conditions,
• Other reaction steps between the isomers were neglected. They may be
however necessary for the mechanism to capture the chemistry really
taking place, as indicated in a subsequent publication of the authors
[31],
• the authors assumed that the decomposition of C3H3 towards smaller
hydrocarbon than C6-species plays a negligible role. This appears war-
ranted for temperature inferior to 1200 K as Scherer showed in his work
[50].
If both the reaction mechanism and the thermodynamic data are consistent,
the automatic computation of the reverse reactions of such uni-directional
steps should have no influence on the results from the model. A set of con-
sistent and reliable thermodynamic data for each participating species was
provided by Dr. Elke Goos, Institute of Combustion Technology, DLR, Ger-
man Aerospace Center, Stuttgart,Germany. Two derived reaction mecha-
nisms were built up on this ground. Both of them include the thermodynam-
ically defined reverse steps of all uni-directional reactions. As can been seen
in figure 7.1, four optimized reaction steps were the reverse of one another,
namely:
• R7 (2E13BD→ fulvene) and R8 (fulvene→ 2E13BD),
• R9 (fulvene→ benzene) and R10 (benzene→ fulvene).
In the first mechanism (Ma), the reaction rate coefficients for the forward
reactions R7 and R9 were kept whereas the rates of the reverse reactions
R8 and R10 were systematically calculated through use of thermochemistry.
Likewise, the second mechanism (Mb) used the reaction rates of R8 and R10
as forward coefficients and calculated the rates of reactions R7 and R9 as
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reverse reactions through the thermodynamic data. Both mechanisms are
represented in figure 7.6.
Figure 7.6: New mechanisms Ma(left) and Mb (right)
Given the accuracy of the thermodynamic data, if Tang et al’s optimized
reaction mechanism has the true kinetic data the results from their mechanism
should be the same as those given by the mechanisms Ma and Mb. In what
follows, the pyrolysis of 1,5-hexadyine is referred to as the first experiment
(”exp1”) whereas the second experiment (”exp2”) denotes the pyrolysis of
propargyl. Neither mechanism Ma nor Mb have been optimized to rematch
all profiles.
7.2.2 Comparison between Tang’s mechanism and mech-
anisms Ma and Mb
For five profiles,13HD5Y, 15HD, 34DMCB for the pyrolysis of 1,5-hexadyine
([61]) and 15HD and C3H3I for the pyrolysis of propargyl ([58]), the differ-
ences between the three models are small or even insignificant. This is well
illustrated by the profiles of 15HD and 34DMCB for the pyrolysis of 15HD
in figures 7.7 and 7.8 .
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Figure 7.7: 15HD-profile for its pyrolysis
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Figure 7.8: 34DMCB-profile for the pyrolysis of 1,5-Hexadyine
For these profiles, models Ma and Mb give exactly the same result and the
curves cannot be distingushed. For the profiles of 12HD5Y, 13HD5Y and
34DMCB ( pyrolysis of propargyl), the differences are moderate (figures 7.9
and 7.10).
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Figure 7.9: 12HD5Y-profile for C3H3-pyrolysis
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Figure 7.10: 34DMCB-profile for C3H3-pyrolysis
2E13BD and fulvene profiles for 15HD and C3H3 pyrolysis, respectively, are
characterized by great discrepancies between the models as shown in fig-
ures 7.11 - 7.13.
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Figure 7.11: 2E13BD-profile for 15HD-pyrolysis
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Figure 7.12: 2E13BD-profile for C3H3-pyrolysis
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Figure 7.13: Fulvene-profile for C3H3-pyrolysis
In both pyrolysis experiments, the discrepancies between model Ma and
model Mb are big for benzene. Whereas the profile Ma is relatively close
to the profile from Tang et al., Mb produces considerably erroneous results
as shown in figures 7.14 and 7.15.
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Figure 7.14: Benzene-profile for 15HD-pyrolysis
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Figure 7.15: Benzene-profile for C3H3-pyrolysis
The three species characterized by the greatest differences (benzene, fulvene
and 2E13BD) are the ones involved in the four optimizable reactions (R7-
R10) which are the reverse of each others. The consideration of the species
thermodynamic data leads thus to considerable differences for the three mod-
els. This shows that the kinetic coefficients optimized separately by Tang
et al. are inconsistent with the available thermodynamic information. As a
consequence, it is desirable to determine a new thermodynamically consistent
mechanism in order to enable reliable inclusions into PAH and soot models.
7.3 Optimization of the mechanism Ma
Since Ma is closer to the experiments, it has been chosen as starting point for
the optimization. The greatest discrepancies concern the profiles of 2E13BD
during the pyrolyses of 1,5-hexadyine and propargyl as shown in figures 7.11
and 7.12. The other profiles are relatively in good agreement with the ther-
modynamically consistent mechanism Ma. In all following sections, the four
optimization methods were employed but solely the results of the one with
the smallest discrepancies are shown. The optimized parameters are not re-
ported if it is obvious that the optimized model is largely inconsistent with
the experimental measurements.
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7.3.1 Use of the chi-squares Norm
First, the weighted chi-squares norm (designated here as norm 1) (see 3.1.2)
has been employed, whereby the standard deviations were proportional to the
measurements (equation 3.1.2):
d =
N∑
i=1
nmean
ni
ni∑
j=1
(
mi,j − ei,j
ei,j
)2
.
For each profile, only those experimental values greater than 5% of the great-
est value of the profile were considered, because due to both experimental
uncertainties and numerical errors, the other values had proven to be unreli-
able and to lead to incoherent results.
Optimization of the seven isomerisation reaction
In the first place, the seven isomerisation reactions were optimized using pre-
exponential factors, temperature coefficients and activation energies.
Reaction A n Ea (kJ/mol)
15HD =34DMCB 6.50E+10 0.00 139.61
34DMCB =fulvene 1.44E+13 0.00 214.06
13HD5Y =benzene 3.78E+12 0.00 204.27
12HD5Y =2E13BD 2.75E+10 0.00 146.31
2E13BD =fulvene 6.61E+12 0.00 244.24
fulvene =benzene 9.89E+14 0.00 294.92
34DMCB =13HD5Y 4.10E+12 0.00 211.47
Since the initial values have not been precisely determined by Tang et al.,
large variation intervals were allowed for all parameters. The bounds are
defined by Aini
Amin
= Amax
Aini
= 100, nmax − nini = nini − nmin = 1.70, and
Ea,max−Ea,ini = Ea,ini−Ea,min = 20 kJ mol−1. Despite such a broad search
width, negligible improvements were reached globally. All profiles except
those of 2E13BD remain almost unchanged, as well illustrated by the profile
of 13HD5Y-profile for propargyl pyrolysis (figure 7.16).
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Figure 7.16: 13HD5Y-profile for propargyl pyrolysis
Whereas the profile of 2E13BD was improved for the pyrolysis of 1,5-hexadyine,
it was worsend for the pyrolysis of C3H3, as shown in figures 7.17 and 7.18
respectively.
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Figure 7.17: 2E13BD-profile for 15HD-pyrolysis
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Figure 7.18: 2E13BD profile for propargyl pyrolysis
This situation is due to the nature of the chi-square norm defined above: due
to the absence of information about the experimental errors, it has been as-
sumed they are proportional to the measurement values. As a consequence,
each term of the chi-squares sum consists of the difference between the values
from the model and those from the experiment divided by the experimen-
tal values. Considering the initial parameter values, the predictions of Ma
are considerably higher for the 2E13BD profile during the pyrolysis of 1,5-
hexadyine than the experimental values. On the contrary, the predictions
of the model are lower than the experimental values of 2E13BD during the
pyrolysis of propargyl in such a way that the term
mi,j−ei,j
ei,j
never exceed the
value 1. However this term takes on great values, often more than 100, for
2E13BD profile during the pyrolysis of 1,5-hexadyine. As a consequence, the
optimization methods have tried to lower 2E13BD profile during the pyrolysis
of 15HD without giving much consideration to the other profiles, including
the one of 2E13BD during C3H3 pyrolysis. It is clear that the mechanism Ma
optimized in this way is inconsistent with the experimental data.
Optimization of the seven isomerisation reaction and three recom-
bination reactions
A reaction significance analaysis (see 3.2.4) was carried out and showed that
the three propargyl recombination steps play a crucial role for the concen-
treation of 2E13BD. Consequently, a new optimization was started with the
three C3H3 recombination reactions alongside the six isomerisation reactions
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already considered. The profiles of 2E13BD for the pyrolyses of 1,5-hexadyine
and pyrolysis are better predicted by the current optimized model than by
the old one (see figures 7.19 and 7.20).
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Figure 7.19: 2E13BD-profile for 15HD-pyrolysis
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Figure 7.20: 2E13BD-profile for propargyl pyrolysis
The prediction of the optimized model are almost identical with those of the
initial model for the profiles of 13HD5Y and benzene for 1,5-hexadyine and
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propargyl pyrolyses as exemplified by figure 7.21.
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Figure 7.21: 13HD5Y profile for 1,5-hexadyine pyrolysis
The predictions of 15HD profile for its own pyrolysis and of C3H3I also for
its own pyrolysis were slightly improved, as shown in figures 7.22 and 7.23.
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Figure 7.22: 15HD profile for its own pyrolysis
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Figure 7.23: C3H3I profile for its own pyrolysis
The profile of 34DMCB for C3H3I pyrolysis is much better predicted by the
optimized mechanism than by the initial one (figure 7.26 ).
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Figure 7.24: 34DMCB profile for the pyrolysis of propargyl
The predictions are slightly worse for the profiles of 12HD5Y for propargyl
pyrolysis and 34DMCB for 1,5-hexadyine pyrolysis (figures 7.25 and 7.26).
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Figure 7.25: 12HD5Y profile for the pyrolysis of propargyl
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Figure 7.26: 34DMCB profile for the pyrolysis of 1,5-hexadyine
The predictions are considerably worsened for 15HD profile for the pyrolysis
of propargyl as shown in figure 7.27.
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Figure 7.27: 15HD profile for the pyrolysis of propargyl
It is evident that the optimized model is in disagreement with the experi-
ments.
7.3.2 Use of a new customized norm
As explained above, if the standard deviations are proportional to the experi-
mental measurements (provided they are not too small), the chi-squared norm
tend to reduce the values from the model at all cost whenever they are higher.
To overcome this problem, a new relative least-squares norm (designated here
as norm 2) was defined:
d =
N∑
i=1
nmean
ni
ni∑
j=1
(
mi,j − ei,j
max(ei,j,mi,j)
)2
, (7.1)
where N is the number of profiles whereas ni is the number of experimental
points for the i-th profile. For each profile, only those experimental values
greater than 5% of the greatest value of the profile were considered.
Optimization of the six isomerisation reaction
As previously, the six isomerisations were optimized simultaneously which led
to a similar result as with the previous norm.
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Optimization of the six isomerisation reaction and three recombi-
nation reactions
The same reactions than in 7.3.1 were optimized with norm 2. This time,
a satisfactory agreement was attained. The profiles of 2E13BD were hugely
improved.
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Figure 7.28: 2E13BD-profile for Hexadyine-pyrolysis
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Figure 7.29: 2E13BD-profile for C3H3-pyrolysis
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The profiles of 13HD5Y and 34DMCB during the pyrolysis of propargyl were
also better predicted.
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Figure 7.30: 13HD5Y-profile for C3H3-pyrolysis
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Figure 7.31: 34DMCB-profile for C3H3-pyrolysis
However, the prediction of 15HD during the pyrolysis of propargyl was slightly
worse.
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Figure 7.32: 15HD-profile for C3H3-pyrolysis
Globally, the optimized mechanism is in good agreement the experiments.
Unfortunately, the reaction rates of the propargyl recombination steps have
been reduced by several orders of magnitude by the optimizing methods.
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Figure 7.33: Ratio k/k0 for C3H3 +C3H3 =15HD
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Figure 7.34: Ratio k/k0 for C3H3 +C3H3 =34DMCB
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Figure 7.35: Ratio k/k0 for C3H3 +C3H3 = 12HD5Y
At the same time, the rates of the isomerisation reactions are only slightly
modified, as shown in figures 7.36 and 7.37.
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Figure 7.36: Ratio k/k0 for 15HD = 34DMCB
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Figure 7.37: Ratio k/k0 for 34DMCB = fulvene
Since the reaction rate coefficient of the propargyl recombination is known
within a factor ten [59], the values lowered by a factor greater than hundred
(figures 7.33 - 7.35) are unphysical. The same optimization was carried out
with bounds equal to ten for the three recombination reaction rate coefficients
ki, but only a negligible improvement could be achieved in comparison with
the initial values. Such a situation often comes up in parameter estimation
141
problems of all kinds: a satisfactory agreement can only be reached if some
parameters take on unrealistic values, which shows that the underlying model
is erroneous.
7.3.3 Sucessive optimization of Ma
In this part, all recombination and isomerization reactions (reactions 1 and
2-10, respectively, see figure 7.1) were optimized using norm 1 (see 7.3.1)
within very large intervals, defined in the following way:
A0
1000
≤ A ≤ 1000A0
n0 − 2.7 ≤ n ≤ n0 + 2.7
Ea,0 − 50 ≤ Ea ≤ Ea,0 + 50
and for the first three recombination reactions
k0
10
≤ k ≤ 10k0 .
Despite such extremely wide intervals, all optimized solutions had physically
meaningful values, as shown later.
Optimization of Mechanism Ma to the pyrolyses of 1,5-hexadyine
alone
First, the mechanism Ma was optimized with the experimental results of the
pyrolysis of 1,5-hexadyine only. An excellent agreement was achieved.
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Figure 7.38: 13HD5Y profile for the pyrolysis of 1,5-Hexadyine
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Figure 7.39: 15HD profile for the pyrolysis of 1,5-Hexadyine
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Figure 7.40: 34DMCB profile for the pyrolysis of 1,5-Hexadyine
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Figure 7.41: Benzene profile for the pyrolysis of 1,5-Hexadyine
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Figure 7.42: Fulvene profile for the pyrolysis of 1,5-Hexadyine
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Figure 7.43: 2E13BD profile for the pyrolysis of 1,5-Hexadyine
The profile of 2E13BD was considerably better predicted and poses an inter-
esting problem for the optimized model of Tang et al which, by convenience,
is given once again in figure 7.44.
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Figure 7.44: Reproduction of Tang’s mechanism, added for the sake of clarity.
15HD, 1,5-hexadiyne; 1245HT, 1,2,4,5-hexatetraene; 12HD5Y, 1,2-hexadiene-
5-yne; 34DMCB, 3,4-dimethylenecyclobutene; 13HD5Y, 1,3-hexadiene-5-yne;
2E13BD, 2-ethynyl-1,3-butadiene. Taken from Tang et al. [59]
According to Tang’s model, during the pyrolysis of 1,5-hexadyine, 2E13BD
can only be produced from fulvene through reaction 8. This possibility it-
self is rejected by the authors in a previous publication [61], owing to the fact
that the thermal excitation under their conditions is not high enough to drive
fulvene back to 2E13BD. But since this was the only possibility in their mech-
anism, their optimization method forced the coefficients of the isomerization
Fulvene→ 2E13BD to produce 2E13BD in order to better fit the experimen-
tal profile, thereby creating a physically meaningless step. On the contrary,
the mechanism Ma (see figure 7.6) optimized in this way here includes the
reverses of the isomerization reactions, therefore enabling the formation of
C3H3 from 15HD and 34DMCB (reverse of reaction 1) and the reaction of
the propargyl radicals appearing in this manner towards 12HD5Y. However,
this route towards 12HD5Y and 2E13BD may not be the only reaction path-
way involved. In effect, Tranter et al. [61] pointed out that an isomerization
step between 15HD and 12HD5Y could not be excluded. Likewise, Miller
et al. [31] found an apparent isomerization between 12HD5Y and 34DMCB
which predominantly removed 12HD5Y. As guaranteed by the optimization
methods of Kinefit, the optimized reaction rate coefficients of the three re-
combination steps were kept within a factor 10 from their original values, as
shown in figures 7.45 - 7.47 representing reactions C3H3 + C3H3 → 15HD,
C3H3 + C3H3 → 34DMCB and C3H3 + C3H3 → 12HD5Y respectively.
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Figure 7.45: Initial and optimized rate coefficients for C3H3 +C3H3 → 15HD.
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Figure 7.46: Initial and optimized rate coefficients for C3H3 + C3H3 →
34DMCB.
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Figure 7.47: Initial and optimized rate coefficients for C3H3 + C3H3 →
12HD5Y.
It makes sense that the reaction rate coefficient of C3H3 + C3H3 → 15HD is
reduced since it allows greater quantity of propargyl to be produced through
the reverse reaction. However, there is no obvious explanation for the increase
of the rate coefficient of C3H3 + C3H3 → 34DMCB and the decrease of the
rate coefficient of C3H3 + C3H3 → 12HD5Y since this should increase the
formation of 12HD5Y. In spite of the absence of bounds, the reaction rate
coefficients of all isomerization reactions had realistic optimized values, as is
exemplified in figures 7.48 - 7.51 corresponding to the reactions
15HD  34DMCB,
34DMCB  fulvene,
13HD5Y  benzene,
12HD5Y  2E13BD.
148
 1.5e+10
 2e+10
 2.5e+10
 3e+10
 3.5e+10
 4e+10
 4.5e+10
 5e+10
 5.5e+10
 6e+10
 6.5e+10
 600  800  1000  1200  1400  1600  1800  2000
R
at
e 
co
ef
fic
ie
nt
 (m
ol
|cm
|s)
T (K)
k0
kOpt
Figure 7.48: Initial and optimized rate coefficients for 15HD  34DMCB.
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Figure 7.49: Initial and optimized rate coefficients for 34DMCB  fulvene.
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Figure 7.50: Initial and optimized rate coefficients for 13HD5Y  benzene.
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Figure 7.51: Initial and optimized rate coefficients for 12HD5Y  2E13BD.
Such physically meaningful results are encouraging because they seem to in-
dicate that the experiments are at least partially captured by the mechanism
Ma. If the system did not correspond to the model, one would have expected
parameters to take on unrealistic values.
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Prediction of the newly optimized mechanism for 1,5-hexadyine
pyrolysis on propargyl pyrolysis
The reaction mechanism Ma has been optimized independendtly from the
pyrolyses of propargy and is now being employed for the simulation of the
propargyl experiments. Four profiles remain relatively well predicted al-
though no improvement was achieved. They are the profiles of 13HD5Y,
benzene, C3H3I, and fulvene (see figures 7.52 - 7.53). Sp T new2 designates
the temperature-dependent concentration of the species Sp predicted by the
newly optimized mechanism.
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Figure 7.52: 13HD5Y and benzene profiles for the pyrolysis of propargyl
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Figure 7.53: C3H3I and fulvene profiles for the pyrolysis of propargyl
The four remaining profiles 2E13BD, 12HD5Y, 15HD, and 34DMCB, are
characterized by gigantic discrepancies (figures 7.54 - 7.55 ).
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Figure 7.54: 2E13BD and 12HD5Y profiles for the pyrolysis of propargyl
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Figure 7.55: 15HD and 34DMCB profile for the pyrolysis of propargyl
It was the hope of the author that a system at least valid for 1,5-hexadyine
pyrolyses could be found in this manner, but this proved not possible. The
extent of the differences is by far too great to be attributed to unknown reac-
tion pathways playing a role for propargyl pyrolysis but not for 1,5-hexadyine
pyrolysis. The optimization problem of this sub-section was underdetermined
in that many sets of reasonable parameter values could lead to an agreement
with the 1,5-hexadyine experiments alone. If no further information from
propargyl experiments is introduced, an almost perfet fit having nothing to
do with reality was attained. This shows the importance to always include as
much experimental information as possible while carrying out an optimiza-
tion. The same optimization was then started with inclusion of the pyrolyses
of propargyl. No significant improvement was achieved in comparison with
the initial concentration values, neither with norm 1 nor with norm2.
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7.4 Addition of two isomerization reactions
to the mechanism Ma
As it has been shown previously, the greatest discrepancies between the model
predictions and the experiments concern the profile of 2E13BD, which is
formed from 12HD5Y. The reaction mechanism of Tang et al. [59] and the
mechanism Ma do not include however all potentially important reaction
pathways related to 12HD5Y. Tranter et al. [61] pointed out that an iso-
merization step between 15HD and 12HD5Y could not be excluded. Like-
wise, Miller et al. [31] found an apparent isomerization between 12HD5Y
and 34DMCB which predominantly removed 12HD5Y. Thus those two steps
were added in order to start a new optimization. The initial parameters of
15HD  12HD5Y were the same as those of 15HD  34DMCB, namely A0
= 6.50E+10 s−1, n0 = 0.00 and Ea,0 = 139.61 kJ mol−1. Since the true values
are unknown, large variation intervals were allowed:
6.5E+07 ≤ A ≤ 6.5E+13 s−1,
−2.7 ≤ n ≤ 2.7,
0 ≤ Ea ≤ 1.9E+02 kJ mol−1.
Similarly, the initial parameters of 34DMCB  12HD5Y were set equal to
those of 34DMCB  13HD5Y, namely A0 =4.10E+12 s−1, n0 = 0.00 and
Ea,0 = 211.46805 kJ mol
−1. The parameters were also allowed to vary within
large bounds:
4.1E+09 ≤ A ≤ 4.1E+15 s−1,
−2.7 ≤ n ≤ 2.7,
0 ≤ Ea ≤ 261.47 kJ mol−1.
As in the previous sections, the following inequalities had to hold for all other
parameters:
A0
1000
≤ A ≤ 1000A0,
n0 − 2.7 ≤ n ≤ n0 + 2.7,
Ea,0 − 50 ≤ Ea ≤ Ea,0 + 50 kJ mol−1,
and for the first three recombination reactions additional constraints were
k0
10
≤ k ≤ 10k0 .
In spite of the absence of bounds, the optimized rate coefficients of all iso-
merization steps are included within a factor ten from the initial values for all
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considered temperatures. The optimization improved the predictions of the
profiles of 2E13BD, 13HD5Y, benzene and fulvene for the pyrolysis of 1,5-
hexadyine; benzene and fulvene for the pyrolysis of propargyl, as reported in
figures 7.56 - 7.58.
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Figure 7.56: 2E13BD and 13HD5Y profiles for the pyrolysis of 1,5-Hexadyine
 0
 5e-06
 1e-05
 1.5e-05
 2e-05
 2.5e-05
 3e-05
 3.5e-05
 4e-05
 800  900  1000  1100  1200  1300  1400
M
ol
e 
fra
ct
io
n
T (K)
"benzene_T_ini1"
"benzene_T_best1"
"benzene_T_exp1"
 0
 5e-06
 1e-05
 1.5e-05
 2e-05
 2.5e-05
 3e-05
 3.5e-05
 800  900  1000  1100  1200  1300  1400
M
ol
e 
fra
ct
io
n
T (K)
"fulvene_T_ini1"
"fulvene_T_best1"
"fulvene_T_exp1"
Figure 7.57: Benzene and fulvene profiles for the pyrolysis of 1,5-Hexadyine
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Figure 7.58: Benzene and fulvene profiles for the pyrolysis of propargyl
The quality of the predictions was unchanged for the profiles of 12HD5Y,
15HD and C3H3I for the pyrolysis of propargyl and for the profile of 34DMCB
for the pyrolysis of 1,5-hexadyine. The optimization made the predictions of
the profiles of 2E13BD, 13HD5Y and 34DMCB for the pyrolysis of propargyl
worse, as shown in figures 7.59 and 7.60.
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Figure 7.59: 2E13BD and 13HD5Y profiles for the pyrolysis of propargyl
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Figure 7.60: 34DMCB-profile for C3H3-pyrolysis
It is clear that the optimized model is not in agreement with the experiments.
7.5 Conclusion of the optimization trials
After having carried out wide-ranging experiments about the pyrolysis of 1,5-
hexadyine [61] and then propargyl [58], Tang et al. assumed that a semi-
detailed mechanism consisting of 14 reaction steps would be sufficient to
accurately describe the chemistry underlying the C3H3 system [59]. Since
the kinetic coefficients were largely unknown, they decided to optimize them
against their own experimental data. The resulting model was in fairly good
agreement with the set of experimental data. However, their model is un-
physical for two reasons:
1. they carried out their optimization independently from thermochem-
istry, the inclusion of reliable thermodynamic coefficients (7.2.2) showed
some reaction rates to be thermodynamically inconsistent,
2. their mechanism can only account for the formation of 2E13BD during
the pyrolysis of 1,5-hexadyine by transforming fulvene molecules into
2E13BD, which is physically very unlikely (see 7.3.3).
During the present work, it has been tried to determine a physically meaning-
ful reaction mechanism consistent with all experimental data about the C3H3
system at higher temperatures (700 K - 1400 K). A new reaction mechanism
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(Ma) accounting for the thermochemistry was built based on the mechanism
of Tang et al (see 7.2.1 ). Since the agreement of Ma with the experiments
was already good for many profiles, the initial expectation was that the re-
optimization of the isomerization reaction parameters would be enough to
match the experimental observations. The greatest discrepancies concerned
the profiles of 2E13BD: for the pyrolysis of 1,5-hexadyine, the concentration
increase is too strong and too early, for the pyrolysis of propargyl the con-
centration remains too low. The optimization of all isomerisation reactions
within large intervals failed to improve the situation. Optimal profiles in
agreement with the experiments could be obtained while optimizing at the
same time the three recombination reactions, but only by imposing unreal-
istically low values for the reaction rate coefficients. The recombination and
isomerization reaction parameters could be successfully adapted to the profiles
of 1,5-hexadyine pyrolysis. The model optimized in this way failed however to
accurately predict the measurements from propargyl pyrolysis. The addition
of two additional isomerization reactions which were optimized along with
the other reactions considered previously failed to lead to results consistent
with the experiments. This shows that contrarily to the initial expectation,
the C3H3 reaction system is more complex than the reaction steps proposed
by Tang et al [59]. Further experimental investigations are required in or-
der to resolve the problems involved here. Shock tube pyrolyis experiments
of 12HD5Y and 2E13BD should prove extremely valuable to bring up the
information necessary for understanding the yet unknown reaction pathways.
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Chapter 8
Conclusion
The use of detailed reaction mechanisms in combustion chemistry has brought
up a substantial gain of conceptual and practical knowledge. Once suitable
elementary reactions have been found, the determination of accurate param-
eters in agreement with the experiments lies at the very core of the undertak-
ing. Over the recent decades, methods from computational chemistry have
become more widely utilized but often lead to considerable uncertainties.
Therefore experimental measurements remain extremely relevant for the es-
timation of chemical kinetic parameters.
The traditional approach has been to chose experimental conditions in such a
way that only a few reactions play a role and an analytical solution of the un-
derlying system of ordinary differential equations is possible. In this manner,
concentrations and other variables like ignition delay times can be expressed
as analytical functions of the parameters p, which then define the value of
the distance d(p) between the experimental results and the model predic-
tions. This distance itself may be minimized by differentiating it, thereby
determining the optimal values of the parameters within the measurement
uncertainties. The main shortcoming of this method is the extreme difficulty
or even impossibility to isolate many elementary reactions in a way that would
enable an analytical solution.
The use of numerical optimization methods relying on the solution of the
ODE systems describing the experiments is a natural and legitimate exten-
sion of the approach followed by kineticists for decades.
In the present work, the package Kinefit has been developped for the op-
timization of kinetic parameters. It relies on the software Homrea for the
numerical solution of the ODE systems describing homogeneous combustion
systems whereby variables only depend on time. The distance d(p) can then
be numerically calculated, and four optimization methods were implemented
to minimize it: a genetic algorithm, an adaptive random search, and two
158
trust-region based methods, Bobyqa and Condor.
To verify the reliability of the minimization methods, parameter estimation
problems were constructed using the H2−O2 part of the GRI-mechanism 3.0
[54]. Artificial experimental data were generated using the initial values of the
parameters, some of which were then modified in a such a way to introduce
discrepancies between model and experiment. It was then checked that the
optimization methods are capable of retrieving the perfect agreement existing
for the initial parameter values. One cause of oscillations of the distance d(p)
and local minima was identified, it is the exponential decrease of concentra-
tions related to self-ignition phenomenon. Optimization problems based on
six experiments with respectively three profiles were constructed. The opti-
mization methods were first validated for problems without self ignition. It
was shown that they can reliably identify optimal parameter sets for prob-
lems involving respectively 6 pre-exponential factors, six pre-exponential fac-
tors located on bounds while using the penalty terms and 6 pre-exponential
factors, temperature coefficients and activation energies. The optimization
methods were then validated for problems where a significant amount of os-
cillations come up. All methods were able to solve a problem involving seven
parameters, all methods except one could solve a problem with 7 temper-
ature coefficients and activation energies. All optimization methods failed
for a complex problem involving seven pre-exponential factors, temperature
coefficients and activation energies.
The GRI-mechanism 3.0 with its initial values leads to considerable discrep-
ancies with real experiments involving the pyrolysis of CH3 and C2H6 [47].
Through the program package Kinefit it was shown that these experiments
do not refute the GRI-mechanism since a good agreement could be achieved
with realistic parameter values.
Methods for reducing reaction mechanisms are frequently employed in the
context of chemical kinetic optimization and can be relevant for problems re-
lated to soot formation, which involve the use of large reaction mechanisms.
Consequently, a mechanism reduction program was developed in C++ and
validated during this work. The reliability of reduction methods for param-
eter optimization was investigated with an example involving the previous
experiments of CH3 and C2H6 pyrolysis. The results indicate that parame-
ters must be varied within narrow intervals for the reliable use of reaction
mechanism reduction methods.
Since propargyl C3H3 is an important species for the formation of soot and its
precursors PAH [50], [33], Kinefit was used to optimize a semi-detailed reac-
tion mechanism accounting for the pyrolyses of the propargyl radical and 1,5-
hexadyine [59]. A good agreement with all experimental profiles could only
be attained by strongly decreasing the reaction rate coefficients of propar-
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gyl recombination reactions. The optimized values are unlikely because they
contradict numerous measurements and theoretical calculations of the global
C3H3 recombination rate coefficient. This shows that several reaction steps
are probably unknown and that further experimental investigations of the
system are needed.
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