ABSTRACT This paper aims to evaluate the feasibility and performance of two related applications in agricultural big data: hyperspectral imaging and parallel computing. After selecting two oilseed rape varieties (NingYou 22 and NingZa 19) as the objects of study, we captured hyperspectral images of these siliques following their exposure to three different waterlogging stress levels (0, 3, and 6 days). The machine learning library for Spark was used to realize both artificial neural network (ANN) and support vector machine (SVM) classification algorithms, and to conduct hyperspectral classification analysis of the oilseed rape siliques under the various levels of waterlogging stress on the parallel computing platform. From the classification data sets, 70% of the data were randomly selected for training, and the remaining 30% were used for prediction. The experimental results indicate that, when the hyperspectral image of a region of interest (400-1000 nm) was extracted and combined with the spectrum image data, the oilseed rape waterlogging detection model based on the Spark parallel computing framework was feasible and efficient. For the multiclass classification problem, the accuracy of the ANN algorithm was superior to that of the SVM, but its convergence time exceeded that of the SVM algorithm. Using the ANN and SVM algorithms for binary classification of the samples from both varieties, the results indicate that the performance of the SVM algorithm was superior in terms of the binary classification problem. Meanwhile, of the two oilseed rape varieties, the NZ 19 waterlogging samples yielded better classification results. Five optimal wavebands (512, 621, 689, 953, and 961 nm) were selected as the inputs for the classification algorithm. The results show that the classification accuracy of full-waveband hyperspectral imaging was slightly higher than that of optimal waveband imaging, while the ANN algorithm was more accurate than the SVM algorithm. Finally, the three indices of speedup, scaleup and sizeup were used to evaluate the operation performance of the hyperspectral data set algorithm based on the Spark parallel computing platform.
I. INTRODUCTION
At present, oilseed rape is the second most widely produced oil-bearing crop worldwide, with its yield surpassed only by that of soybeans. The global oilseed rape yield is expected to reach 74.28 million tons during the 2017-2018 growth season, and plans are underway in several countries to increase oilseed rape crops to satisfy the robust supply and export demand [1] . Rapeseed oil boasts the highest oleic acid and linoleic acid levels among various vegetable oils, and its saturated fat content is less than half that of soybean oil, which is widely regarded as a wholesome cooking oil. Additionally, the residual rapeseed dregs following oil extraction may be used as animal feed. Rapeseed oil can also be used to manufacture clean, renewable fuel-biodiesel, which has the potential for broad application.
Agricultural production is highly dependent on weather conditions and, as one of the main abiotic stresses, waterlogging is a severe problem that increasingly afflicts agricultural production. With continuous precipitation and high underground water levels, oilseed rape is very likely to become waterlogged, and this may cause a decline in the number of effective branches, siliques and particles per plant, ultimately leading to a decline in overall yield (if it occurs during the crop's growth) [2] . In particular, during the plant's reproduction phase, if waterlogging stress exceeds the self-adjustment threshold value of the oilseed rape's body, part of the photosynthetic apparatus of the leaves may suffer irreversible damage, which will ultimately affect normal growth and precipitate a decline in oilseed rape yield and quality [3] . Furthermore, when soil water content is too high the field humidity is elevated, the transmission and proliferation of various germs and diseases will be promoted, including downy mildew, club root and weeds, resulting in secondary disasters associated with waterlogging [4] .
A hyperspectral image has more than 100 spectral bands and thus may form a continuous spectrum. In addition to the 2D plane graph, each image pixel contains a spectral dimension together they form a 3D data cube, which contains rich visual and spectral information; these data may be applied in the development of a complex model for detecting, classifying, and identifying the materials, textures, and components in the spectral image [5] . Hyperspectral image technology can be used to simultaneously obtain spatial and spectral information. As such, it has attracted significant attention and emerged as a robust tool for researchers evaluating agricultural crops according to various indices. Other applications of hyperspectral image technology include testing fruit quality and nutrient content [6] - [8] , detecting plant biomass, diseases and insect pests [9] , [10] , and seed identification [11] .
Cloud computing has also attained prominence in the agricultural sector, particularly in the field of precision agriculture. The collection of high volumes of diverse agriculture data is ongoing [12] , and high-performance computation based on parallel computing is highly applicable in this multidisciplinary, data-intensive field, facilitating the collection, analysis, mining, and prediction of agricultural big data. By combining prior knowledge with machine learning and deep learning methods, data mining and decision-making abilities can be enhanced; furthermore, the method may also facilitate faster and more precise agricultural management, improve decision quality, reduce the occurrence of asymmetric information, and produce other benefits [13] , [14] . Hitherto, big data and parallel computing technology have been applied to various aspects of precision agriculture, including crop quality management, monitoring and decision-making with respect to the greenhouse environment, and facilitation of crop performance [15] - [17] .
In this paper, we propose a method for detecting and classifying crop waterlogging by combining hyperspectral images and parallel computing technology, and apply these techniques to actual production scenarios. The methods involved in this analysis are as follows: ROI selection, data preprocessing, format conversion of hyperspectral data, use of the Machine Learning Library (MLlib) to realize artificial neural network (ANN) and support vector machine (SVM) algorithms, multi-class and binary classification analyses on hyperspectral data and optimal wavebands, and evaluation of the accuracy of the classification performance achieved using parallel computing.
The rest of this article is organized as follows: in Section II, the objectives and methods of the experiment are introduced. The machine learning algorithm and experimental details are described in Section III. Analyses of the experiment results, and of the performance of the parallel computing framework, are presented in Section IV. Finally, Section V presents the conclusions based on the analyses and findings.
II. RELATED WORK
This section discusses three elements of the design in this research: (1) the design of the oilseed rape waterlogging experiment; (2) the design of the hyperspectral image collection system; and (3) design scheme of the parallel computing platform.
A. OILSEED RAPE WATERLOGGING EXPERIMENT SCHEME
The oilseed rape waterlogging experiment was conducted at the experimental farm of Jiangsu Academy of Agricultural Sciences, at north latitude 32.03 • and east longitude 118.87 • . Two oilseed rape varieties which cultivated by Jiangsu academy of agricultural sciences were selected for seeding and planting: NingYou 22 (NY 22 non-hybrid variety) and NingZa 19 (NZ 19 hybrid variety). Comparison of the two varieties was done to optimize the experimental results. The waterlogging experiment involved seedbed seedlings and pool-culture waterlogging. During the 2017/2018 growth season, both oilseed rape varieties tested in this study (i.e., NY 22 and NZ 19) were used in a water-control pool-culture test. During the early flowering period (March 7, 2018), the waterlogging level was determined at 0, 3 and 6 days. The sowing date was October 2, 2017, and the transplanting date was November 3, 2017. The planting scheme of the experiment is depicted in Fig. 1 , in which C2 and C3 represent NY 22 and NZ 19, respectively; I, II and III refer to the experimental areas under waterlogged conditions for 0, 3, and 6 days, respectively. The waterlogging site is depicted in Fig. 2 . A water pipe was employed to continuously inject water into the experimental areas for 0, 3, and 6 days; no area was sealed at the bottom, and the water pipe simulated the waterlogging conditions that may be expected under normal growth conditions in the field. The pool-culture area as follows: 20 fresh oilseed rape silique samples that were devoid of disease, insect pests and damage were randomly collected from each area; in total, there were 36 groups of 20 samples, 18 for each rape variety. Thus, there were 720 silique samples in total (n = 360 per rape variety), and hyperspectral images of fresh silique samples were acquired in the laboratory.
B. THE HYPERSPECTRAL IMAGING SYSTEM
The camera used to capture the hyperspectral images was the Resonon Pika XC camera. The hyperspectral imaging system consisted of: (1) a Pika XC hyperspectral imaging camera; (2) a linear translation stage; (3) a mounting tower; (4) a lighting rig; and (5) a software-based control system. The hyperspectral imaging camera has a spectrum collection scope of 400-1,000 nm, with a spectral resolution of 2.5 nm; it also has 240 spectral channels and 1,600 spatial channels. A high-performance laptop (Dell Latitude E6450, i7-4610M CPU @3.00 GHz, installed memory 8 GB, 64-bit Windows 7 operating system) and SpectrononPro software were used to obtain the hyperspectral images, the dimensions of which were 1,600 ×800 × 240 pixels. The hyperspectral image was saved in band-interleaved-by-line (.bil) format with a header file.
Prior to collecting the hyperspectral data, the parameters of the collection system were calibrated. First, a standard test whiteboard (BaSO 4 ) was used to determine the frame rate and integration time of the hyperspectral camera; then, paper was printed with black lines to adjust the camera focal length; the dark current of the hyperspectral camera and reflectivity of the reference whiteboard were ascertained to eliminate dark current noise and complete automatic calibration of the instrument; finally, paper was printed with circular patterns to adjust the aspect ratio of the camera. Following the calibration, 10 silique samples collected from the same area were placed onto the linear translation platform for analysis of the hyperspectral images. The collection parameters were established as follows: the distance between the linear platform and camera was 21 cm; the angle between the light source and sample was 30 degrees; the integration time of the camera was 12.01 ms; the frame rate was 31.23 Hz; the number of scanning lines was 800; and the scanning speed was 0.23 cm/s.
Both the oilseed rape silique sampling and hyperspectral image collection were completed at the Institute of Agricultural Information, Jiangsu Academy of Agricultural Sciences.
C. THE PARALLEL COMPUTING PLATFORM
Huawei routing and switching devices, and a Dell Rack Mount Server, were used to assemble the parallel computing platform. As illustrated in Table 1 , one router and one switch were used for network connection and data exchange; six servers (Master, Nodes 1-5) formed the parallel computing cluster based on the Spark framework; the cluster was connected to the Internet (IP address: 202.119.84.75:6800) and functioned in standalone mode, that is, the Master node was responsible for resource allocation and job scheduling while Nodes 1-5 executed the computation tasks as the worker nodes. The Master node also processed tasks as a worker node. The allocation of nodes within the parallel computing cluster, and the operating environment, are detailed in Table 2 . The cluster nodes were set up using the CentOS 6.8 operating system; Spark 2.2.0 was used as the parallel computing framework for the entire cluster; and the Hadoop Distributed File System (HDFS) was used to distribute storage and read files. Cloudera Manager 5 was used to monitor the functionality of the entire cluster; IntelliJ IDEA was used as the VOLUME 6, 2018 integrated development environment (IDE); Scala 2.118 was used as the programming language; and MLlib for Spark was used to program and execute the classification algorithms. Classification analysis was performed on the collected hyperspectral data and images.
Development and testing of the parallel computing platform was performed at the School of Computer Science and Engineering, Nanjing University of Science and Technology.
III. PROBLEM STATEMENT AND ALGORITHM MODEL
The key stages in the experimental procedure are presented in Fig. 3 ; the hyperspectral images of the silique samples were acquired in the laboratory. As Fig. 4 illustrates, three ROIs on the hyperspectral image of each silique sample were selected, and each ROI had an area of 58 × 40 (2,320) pixels. Then, 3 × 10 pixel ROIs were drawn for extracting sample information from the image. The original hyperspectral data exhibited noise and drift, and the 5-point Savitzky-Golay method was applied for smoothing and denoising [18] , [19] .
We used our in-house program to convert the hyperspectral data to LibSVM format: the category label was added to each training data set, so that the classification algorithm could train the classification model. The HDFS was used for distributed storage and management of the training and verification datasets. The Master node was used as the NameNode to manage the entire HDFS file system and directory tree, and one copy was stored in all of the other nodes. Via the Spark platform, the ANN and SVM algorithms were used for classification modeling of the hyperspectral data. For the training set, 70% of the data were randomly selected, with the remaining 30% used as the prediction set to analyze the classification results of both algorithms and the classification performance of the hyperspectral images data, based on the Spark platform Figure 5 presents the mean reflectance spectra of six types of experimental sample. It is evident that, in the blue waveband at 440 nm and the red waveband at 680 nm, the chlorophyll of the oilseed rape siliques exhibited strong radiation absorption (> 80%), shown by the two red valleys. The absorption between these two wavebands (near 550 nm) declined, forming a green peak (25-45% absorption). Reflectivity increased (65-85%) between the visible light band and near-infrared band (near 760 nm), and formed a red edge. Between 780-900 nm, the reflectivity of the green plant spectrum was maintained at 60%-85%. The reflectance spectrum of 800-1,000 nm is related to the cell structure and water content of the silique [20] . Sclerotinia rot of colza was previously diagnosed based on similar spectra curves in a hyperspectral image of oilseed rape stems (wavelength range: 384-1,034 nm) [21] ; the stem had a spectral curve similar to that of the corresponding leaves [22] . Another study evaluated seed output, detecting similar spectral curves on a hyperspectral image of oilseed rape leaves [23] . In our study, the silique leaves and stems contained similar natural pigments, such as chlorophyll, xanthophyll and carotenoid; thus, we found that the silique stems and leaves exhibited similar hyperspectral curves in the visible light and nearinfrared bands. Additionally, as the waterlogging level increased, so too did the reflectivity of both varieties of silique in the visible light and near-infrared bands (400-1,000 nm). The reflectivity of the NZ 19 silique exceeded that of NY 22, and a higher waterlogging level was associated with higher reflectivity. The green peak near the green waveband at 550 nm, and the red valley near the red waveband at 680 nm, were the major peaks within the visible light spectrum for plant chlorophyll. Differences in the green peaks and red valleys of siliques under different waterlogging levels may be attributable to differences in chlorophyll content.
A. NEURAL NETWORK ALGORITHM
A multi-layer feedforward neural network algorithm was realized by adopting the MLlib for Spark. IntelliJ IDEA 2016 was used as the IDE, and Scala was the programming language. Hadoop 2.7.5 was used as the distributed storage framework; Spark was used as the distributed computation framework for compiling and executing the algorithm.
The feedforward neural network had a three-layer structure. As illustrated in Fig. 6 , the first layer was the input layer, and the number of nodes on the input layer corresponded to the number of sample characteristics; the second layer was the hidden layer, for which the node number was set manually; the third layer was the output layer, wherein the node number corresponded to the target number of sample characteristics. During forward propagation of the signal, the input layer nodes were input into the hidden layer and the output nodes of the hidden layer were used as the input to the output layer [24] , [25] .
The neural network parameters included the weights and bias terms of the input layer and the hidden layer. w k i was the connection weight between the i th unit on the k th layer and the i th unit on the (k + 1) th layer; b k was the bias term on the k th layer. The signal was transmitted forward, and the node output of output layer was as follows:
The sigmoid function was used as the activation function for the intermediate layer. The output neuron computed the output value of the entire neural network, according to the input value and activation function.
During the backpropagation of errors, the partial derivative of the objective function, which has various neuronal weights, was computed layer by layer from the output layer. The weights and threshold values of various layers were adjusted using the gradient descent algorithm, and the weight value was updated until the final output value of the network approximated the expected value after modification. Because the vanishing gradient problem tends to arise in the sigmoid function, the SoftMax function was applied to the gradient descent algorithm for dealing with multiple classification problems during backpropagation.
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B. SUPPORT VECTOR MACHINE ALGORITHM
The SVM algorithm was initially designed for application to binary classification problems. For handling multi-class problems, we constructed a suitable SVM to achieve multiclass classification, as shown in Fig. 7 . We used MLlib for Spark and realized the one-against-rest (OAR) classifier via multiple binary classifiers [26] . During assembly of the training sample, the samples of one oilseed rape type were classified into one class, and the samples of the other oilseed rape type were classified into another class. Thus, for samples of k categories, k SVM functions were built and, during the classification process, the unknown samples were classified into a class with the highest classification function value [27] . Assuming n training data (x 1 , y 1 ) , · · · (x n , y n ), the i th SVM trainer was required to solve the following problem:
In which ω is a high-dimension vector, C is the penalty function, and φ (x i ) and C maps x i to high-dimensional space. In Formula (4), the minimum value of 1 2 ω T ω refers to the maximize term 2 ω , which represents the margin between two groups of data; C l i=1 ξ i represents the penalty term, which is used to minimize training errors. SVM primarily solves the balance problem between the regularization term and the training error [26] . Following the resolution of Formula 4, k classification decision functions may be obtained:
During the SVM classification, the unknown sample x was classified into the category with the largest decision function value.
By building multiple SVM classifiers, we can realize the multi-class SVM classifier.
C. CLASSIFICATION MODEL BASED ON SPARK
The hardware and software in a data center together comprise the ''cloud'' Internet computing platform. The purpose of parallel computing is to provide reliable and scalable services based on virtualization, massive data management, and the deployment of resources to perform tasks while ensuring quality of service (QOS) [28] . Spark is a distributed parallel computing framework based on Resilient Distributed Datasets (RDDs) and memory computing, which was developed with support from The Apache Software Foundation. As Spark boasts the characteristics of rapidity, ease of use, high performance and scalability, it has emerged as an important parallel computing platform.
Spark is also equipped with a special MLlib that optimizes support for machine learning algorithms; in logistic regression tests, its computing speed is was 100 times higher than that of Hadoop's MapReduce model [29] . The advantages of Spark are highly suited to realizing multiple iterations in machine learning, and this has significantly improved the operational speed of algorithms.
D. EVALUATION OF CLASSIFICATION RESULTS

1) ACCURACY
In the below formula 7, TP refers to the number of positive samples and TN to the number of negative samples; N is the total number of samples.
Higher accuracy denotes better classification results.
2) F-SCORE
Precision is the ratio between the number of accurately classified samples and the number of actually detected samples in the classified samples; Recall is the ratio between the number of accurately classified samples and the total number of samples. In the below formula 8 for F-Score, P represents Precision and R represents Recall.
The F-Score is the weighted harmonic mean of Precision and Recall. Generally, α = 1
A higher F1 score indicates a more effective classification algorithm. 
IV. EXPERIMENT AND RESULT ANALYSIS A. HYPERSPECTRAL MULTI-CLASS DETECTION OF SILIQUE WATERLOGGING
Prior to hyperspectral classification of the oilseed rape siliques, 70% of the data were used for training, and the remaining 30% for prediction. To minimize errors in classification and the running time, each hyperspectral sample was analyzed 50 times; the mean value was used for classification of the sample and the running time was recorded.
Tables 3 present the classification results for both oilseed rape varieties, obtained using the ANN and SVM algorithms, respectively. The results indicate that for the NY 22 variety, the ANN algorithm had a classification accuracy of 85.18% and an F1 score of 85.20%; the SVM algorithm had a classification accuracy of 80.55% and an F1 score of 80.13%. For the NZ 19 variety, the ANN algorithm had a classification accuracy of 91.71% and an F1 score of 91.51%; and the SVM algorithm had a classification accuracy of 88.89% and an F1 score of 89.01%. Finally, the samples of both varieties were combined (720 samples in total) for the classification of waterlogging levels. Again, 70% of the data were used for training, and 30% for verification. The ANN and SVM algorithms were used for classification training and prediction, and the training results are presented in Table 4 .
The ANN algorithm had an accuracy of 89.81% and an F1 score of 90.11%, while the SVM algorithm had an accuracy of 86.56% and an F1 score of 86.84%. For multi-class problems, the accuracy of the ANN algorithm was therefore superior overall to that of the SVM algorithm. Previously, various classification and discrimination methods were used to analyze hyperspectral images of farmed salmon, including a computer vision system (CVS), partial least squares discriminant analysis (PLS-DA), the SVM algorithm, and the random forest (RF) algorithm. The results indicate that the discrimination analysis method was well-suited to the classification and identification of hyperspectral images, and the SVM algorithm yielded the highest classification accuracy [30] . Furthermore, support vector machine and neutral network were used for hyperion hyperspectral image for classification of cluttered units in an ophiolite set, the results show that the SVM and NN method have overall accuracies of 52% and 65% respectively [31] . In the literature [32] , MATLAB was used previously for machine learning via ANN and SVM, to analyze hyperspectral images of peaches with different degrees of chilling injury; the results indicated that, for multiclass problems, the accuracy of the ANN algorithm was superior to that of the SVM algorithm. Our results demonstrate that, using the parallel computing platform and hyperspectral data to solve a multi-class problem involving, the ANN algorithm exhibited higher accuracy than the SVM algorithm. The feedforward neural network fitted the function relation between features and targets via the activation function, and the multi-layer neural network with the hidden layer provided excellent classification results. Multi-class classification can be realized by creating multiple binary SVM classifiers using the OAR method; when the volume of data is high, better generalization results can be obtained through data regularization, which can in turn minimize generalization errors. The ANN and SVM algorithms were used to classify and discriminate two varieties of oilseed rape siliques (NY 22 and NZ 19). Both algorithms were applied to all silique samples for binary classification and discrimination; 70% of the data were used for training, while 30% for prediction. The results are as shown in Table 5 . The ANN algorithm had an accuracy of 87.49% and an F1 score of 87.30%, and the SVM algorithm had an accuracy of 90.73% and an F1 score of 90.54%; thus, for the binary classification problem of oilseed rape siliques, the accuracy of the SVM algorithm was higher than that of the ANN algorithm. Moreover, owing to simplification of the classification model, SVM could be applied to obtain a better hyperplane and compute the classification decision function, so that the accuracy of the SVM algorithm was significantly improved.
B. CLASSIFICATION AND DISCRIMINATION OF OPTIMAL WAVEBANDS
Because the hyperspectral image contains a large amount of information, it is time-consuming to model and verify the classification algorithm. Currently, extraction of the optimal waveband of a spectral image appears to be the most effective method for reducing data volume. In this study, the optimal waveband was determined by obtaining the maximum M value of the original average spectrum and conducting normalization processing. As shown in the following diagram (Fig. 8) , wavebands with wavelength M values of 512, 621, 689, 953 and 961 nm were selected as the optimal wavebands. The corresponding greyscale single waveband is illustrated in Fig. 9 . Applying the same experimental method, three ROIs were selected from each silique sample, and each ROI had an area of 58 × 40 (2,320) pixels. For each image, 3 × 10 ROIs were then drawn for extracting sample information from the image.
The optimal waveband was used for classification of the hyperspectral data of oilseed rape waterlogging.The results obtained using optimal wavebands for classification and discrimination are shown in Tables 6. For the NY22 oilseed rape variety, the ANN algorithm had a prediction accuracy of 80.56% and an F1 score of 80.68%, and the SVM algorithm had a prediction accuracy of 81.48% and an F1 score of 81.48%. For the NZ 19 variety, the ANN algorithm had a prediction accuracy of 90.73% and an F1 score of 90.35%, and the SVM algorithm had a prediction accuracy of 87.35% and an F1 score of 87.17%. It is clear, therefore, that for the classification and discrimination of optimal wavebands, the ANN algorithm had superior average accuracy and F1 scores to those of the SVM algorithm. In a previous study, five optimal wavebands were identified, and the ANN algorithm was used to classify and discriminate hyperspectral images of Red Delicious apples that had sustained chilling injury, with the average classification accuracy being 98.4% [33] . Elsewhere, eight optimal wavebands were identified for hyperspectral images of chilling injuries sustained by peaches; in that study, the ANN algorithm was used for classification and the classification accuracy was 95.8% [34] . Our experimental results indicate that, the classification accuracy of full-waveband hyperspectral imaging was slightly higher than that of optimal waveband imaging.
We combined the optimal waveband data of both varieties of silique, and used the SVM and ANN algorithms for classification and analysis; the results are presented in Table 7 . The ANN algorithm had an accuracy of 84.25% and an F1 score of 84.25%, and the SVM algorithm had an accuracy of 79.16% and an F1 score of 79.12%. Again, the performance of the ANN algorithm was superior to that of the SVM algorithm. Additionally, we observed that the hyperspectral optimal waveband classification result for the NZ 19 variety was better than that of the NY 22 variety, as was the case in the full-waveband analysis. The classification results indicate that using the optimal waveband for classification and modeling can reduce the hyperspectral data volume, and the complexity of the classification model. Although the optimal waveband denotes key data within the training set, it also minimizes the volume of classification and modeling data. Therefore, its accuracy was decreased in comparison to that of the full-waveband classification.
C. PERFORMANCE EVALUATION OF PARALLEL COMPUTING 1) SPEEDUP
Speedup refers to the ratio between the time taken to run a task in the stand-alone versus parallel environment, and is used to measure the parallel computation performance and results of a parallel system. By maintaining the same dataset volume, system performance can be optimized by altering the number of nodes participating in the computation. The computational formula for speedup is:
Where T 1 is the execution time when running an algorithm on a single node, and T n is the execution time when n nodes are running the same algorithm on the same dataset. The ANN and SVM algorithms were run for all of the collected hyperspectral datasets when there were 1-6 nodes, and the algorithm running time was recorded. Each hyperspectral dataset had a size of 43 MB, and the total dataset size was 3.09 GB (43 MB × 72). According to the running time, the SVM algorithm was more cost-efficient than the ANN algorithm. With the increase in node number, speedup of both algorithms increased linearly with the increase in nodes; speedup exhibited a continuously increasing trend, indicating that VOLUME 6, 2018 both algorithms had excellent linear speedup performance when applied to hyperspectral big datasets. Additionally, Fig. 10 indicates that the neural network training time exceeded that of the SVM algorithm in a single-node environment, such that the ANN algorithm exhibited superior speedup performance versus the SVM algorithm. However, regarding the algorithm running times, the SVM algorithm was faster than the ANN algorithm.
2) SCALEUP
Scaleup refers to the ability of an algorithm to improve its performance proportional to an increase in node number. The computational formula is:
Where n is the node number, and Speedup(n) represents the speedup of n nodes [35] .
As Fig. 11 illustrates, when the node number was between 1 and 3, the scaleup of both algorithms gradually declined. This indicates that with an increase in node number, Spark would spend more time on task scheduling and communication. When the node number exceeded 3, the scaleup of both algorithms increased significantly. When the node number was 4 or 5, the scaleup of the ANN algorithm declined slightly, while the SVM algorithm exhibited a slight increase in scaleup; when the node number was 6, the scaleup of both algorithms exhibited a significant decline. This indicates that the modeling and prediction time of classification algorithms can be significantly reduced when the node number is increased, where this is associated with the greater time requirements of the system.
3) SIZEUP
Sizeup refers to alterations in parallel algorithm performance in association with an increase in data volume. When the node number is unchanged, sizeup can be calculated by changing the size of the dataset. The computational formula is as follows: (12) where T db refers to the execution time when the system applies the algorithm to the original dataset, and T ndb refers to the time required to run the same algorithm following expansion of the original dataset by n time [36] . To test the sizeup performance of big datasets on the Spark platform, we expanded the original hyperspectral dataset, making six copies having data volumes of 3.09, 6.19, 9.28, 12.38, 15 .48 and 18.57 GB, respectively [37] . Both the ANN and SVM algorithms were tested on the various nodes. As Figs. 12 and 13 illustrate, the sizeup of the ANN algorithm was significantly greater than that of the SVM algorithm, indicating that the SVM algorithm was more timeefficient for big data classification. When the node number was at least three, the sizeup of the ANN algorithm exhibited significant decline, thus indicating that its efficiency was improved significantly such that the computational performance of the nodes could be better-exploited. Compared to the ANN algorithm, the sizeup of the SVM algorithm was more stable and, with increased data volume, the consumption time exhibited linear growth.
V. CONCLUSION
In this study, parallel computing technology was used to classify hyperspectral images of oilseed rape siliques under different waterlogging conditions, and the experimental results verify the feasibility and efficiency of combining parallel computing technology and machine learning methods for analyzing agricultural hyperspectral data. Among the multiclass classification algorithms, the classification accuracy and F1 score of the ANN algorithm were higher than those of the SVM algorithm; among the binary classification algorithms, the classification accuracy and F1 score of the SVM algorithm were higher than those of the ANN algorithm. Therefore, for multi-class classification on the parallel platform, the ANN algorithm is more suitable, while the SVM algorithm is better suited to binary classification problems. The classification model was assembled by selecting the optimal waveband, and the results indicated that, for the classification of hyperspectral optimal wavebands, the accuracy of the ANN algorithm was superior to that of the SVM algorithm. When hyperspectral datasets were run on the parallel platform, both algorithms exhibited excellent linear speedup performance. When the number of nodes was less than three, the sizeup of both algorithms showed a decreasing trend; with a continuous increase in node number, the sizeup of the ANN algorithm showed a slight decrease, while the sizeup of the SVM algorithm showed a slight increase. When the node number reached six, the sizeup of both algorithms declined. When the node number was at least three, the sizeup of the ANN algorithm decreased significantly, but no major change was detected in the sizeup of the SVM algorithm. With the increasingly wide application of hyperspectral technology in various academic fields, hyperspectral data mining and pattern recognition based on parallel computing technology and machine learning methods provide new research and development venues combining computer science with other academic disciplines. 
