Purpose: In this work, the LET-dependence of the response of synthetic diamond detectors is investigated in different particle beams. Method: Measurements were performed in three nonmodulated particle beams (proton, carbon, and oxygen). The response of five synthetic diamond detectors was compared to the response of a Markus or an Advanced Markus ionization chamber. The synthetic diamond detectors were used with their axis parallel to the beam axis and without any bias voltage. A high bias voltage was applied to the ionization chambers, to minimize ion recombination, for which no correction is applied (+300 V and +400 V were applied to the Markus and Advanced Markus ionization chambers respectively).
INTRODUCTION
Many detectors are used for clinical dosimetry applications, e.g., ionization chambers, radiochromic films or diodes. The behavior and performances of dosimetry detectors depend on their physical characteristics and properties, such as linearity, dose rate dependence, energy dependence, or spatial resolution. In particle therapy, another quantity can influence the response of the detector: the energy transferred per unit length of the track, i.e., the linear energy transfer (LET). This paper addresses the LET dependence of the response of PTW-60019 microDiamond detectors in particle beams.
Details of the operational principle of this detector, which is based on a Schottky diode, can be found in papers by Almaviva et al. 1 and Di Venanzio et al. 2 Characteristics of the PTW-60019 detector can be found in PTW manuals. 3, 4 In photon, electron and proton beams, this detector is described as suitable for small field dosimetry. [5] [6] [7] [8] [9] [10] Also in protons, most dosimetry studies conclude that the response of the PTW-60019 microDiamond detector exhibits no LET dependence nor quenching effect (Mandapaka et al., 11 Marinelli et al., 12 Yuichi et al., 13 Rossomme et al., 14 Akino et al. 13 ). In, 15 which is based on an intercomparison of four microDiamond detectors in a clinical 138 MeV proton beam, authors reported a nonreproducibility between devices in terms of stability, sensitivity, and LET dependence. The response of the PTW-60019 microDiamond detector has been little investigated in carbon ion beams. A study by Marinelli et al. 16 indicates that the response of this type of detector exhibits no LET dependence, although this study was performed in highenergy clinical beams, where the energy spread in the Bragg peak is large and small quenching effects would not be very apparent. In a second study, Rossomme et al. 17 observed a 20% relative under-response of a PTW-60019 microDiamond detector compared to that of a Markus ionization chamber, in the Bragg peak region of a 62 MeV/n carbon ion beam. Relating the data to the variation in the LET of the carbon ion beam, Rossomme et al. concluded that the response of the microDiamond detector used in the study is LET dependent compared to that of a Markus ionization chamber.
In this paper, we investigate the LET-dependence of the response of five different PTW-60019 microDiamond detectors, in three particle beams. The response of the detectors is studied as a function of beam LET-values, and by comparison with ionization chamber response.
METHOD
The experimental work in this study was performed at Clatterbridge Cancer Centre (CCC) in United Kingdom and Istituto Nazionale di Fisica Nucleare-Laboratori Nazionali del Sud (INFN-LNS) in Sicily. At CCC, a clinical 60 MeV nonmodulated proton beam, produced by a Scanditronix MC62PF cyclotron, was used. The measurements at INFN-LNS were performed in a 62 MeV/n nonmodulated carbon ion beam and a 62 MeV/n nonmodulated oxygen ion beam, produced by a K800 superconducting cyclotron, using the beam line named "0 degree beam line". The configurations of the beam lines at CCC and INFN-LNS are similar. After being scattered by a tantalum foil (at LNS), the beam exits the vacuum tube through a Kapton window. In the nozzle, a 25 mm diameter brass aperture was used as a final collimator. All of these beams have a very sharp distal fall-off of less than 1 mm, which would indicate a good energy resolution.
The experimental procedure consisted of measuring the response of each detector as a function of the depth in water. To this end, a computer controlled motorized water phantom was used in all measurements. Five PTW-60019 microDiamond detectors with serial number SN 122030, SN 122140, SN 122180, SN 122260, and SN 122274 (sensitive volume: circular, radius = 1.1 mm, thickness 1 lm; water-equivalent window thickness = 1.0 mm) 3 and two different ionization chambers were used. Except the detector with the serial number 122030, other detectors (with the serial numbers 122140, 122180, 122260, and 122274) are noncommercial microDiamond detectors because of a slightly lower sensitivity. A Markus plane-parallel ionization chamber with serial number SN 862 (sensitive volume: radius 2.65 mm, depth 2 mm; entrance foil = 0.03 mm polyethylene CH 2 ; protection cap = 0.87 mm PMMA and 0.4 mm air, guard ring width < 0.2 mm) was used at CCC and an Advanced Markus plane-parallel ionization chamber with serial number SN 0068 (sensitive volume: radius 2.5 mm, depth 1 mm; entrance foil = 0.03 mm polyethylene CH 2 ; protection cap = 0.87 mm PMMA and 0.4 mm air, guard ring width = 2 mm) at INFN-LNS. 3 Measurements made with the microDiamond detectors were performed with their axis parallel to the beam axis. As recommended, the microDiamond detectors were used without any bias voltage. Figure 1 shows the schematic experimental set-up for the measurements using the ionization chamber or the microDiamond detector.
The rated maximum high voltages were applied to the ionization chambers (+300 V at CCC and +400 V at INFN- LNS), to minimize ion recombination. 18, 19 Therefore, no ion recombination correction factor was applied to the response of the ionization chambers. Furthermore, the experimental data used in the analysis were restricted to a depth range from the surface up to the depth proximal to the Bragg peak, where the response of the ionization chamber is 80% of the peak. In this region, recombination is not expected to be substantial nor substantially LET dependent, 19 justifying not to apply recombination corrections. Beyond this depth, a strong increase in ion recombination is expected, 19 requiring the determination of ion recombination corrections which was not feasible with the beam time available. As reported by Rossomme et al., 19 due to the increase in the LET in the Bragg peak region, initial recombination increases in that region. Consequently, this will induce an underestimation of the response of the ionization chamber in the Bragg peak region. As no temperature and pressure variation was observed during the depth dose acquisition and as only relative dosimetry measurements were performed, no temperature and pressure correction was applied.
The integral of the response of each detector was normalized to unity over a depth range of few millimeters, to minimize the effect of the instabilities of the nonclinical beams. The normalization region is chosen in the entrance dose region, between 0.18 cm and 0.4 cm for the carbon ion beam and 0.18 cm and 0.3 cm for the oxygen ion beam (0.18 cm corresponds to the first water depth where we measured a signal with the detector). For the proton beam, due to a technical positioning problem with the Markus chamber when it was too close to the phantom window, the shallowest points are excluded of the analysis. For this reason, the normalization region was chosen between 1 cm and 1.28 cm. Based on previous experimental work for protons published in, 14 as long as the normalization region is in the entrance dose region, its position will not influence the results due to the low LET-variation. For each beam, the depth-ionization curves obtained with all detectors were shifted so as to have the same values of the continuous slowing down approximation (CSDA) range in order to account for small positioning errors and the small variation in the nominal thickness of the entrance window of each detector. The CSDA range was to this end experimentally determined as the depth on the distal edge of the Bragg peak where the dose drops to 80% of the maximum. The final results presented in this paper are the ratio of the normalized response of raw data obtained with the microDiamond detectors and a polynomial fit of the normalized response of the ionization chamber, as a function of LET-values. These LETvalues were determined using Monte Carlo simulations, based on the Geant4 code, as explained in. 20 Figures 2, 3 and 4 show the ratio between the normalized responses of the microDiamond detector and of the ionization chamber, as a function of LET in proton, carbon, and oxygen ion beams respectively. Uncertainty bars shown take into account the reproducibility of the measurement (uncertainty of type A), the fit of the ionization chamber data (uncertainty of type B) and the range determination (uncertainty of type B). The uncertainty due to the Monte Carlo evaluation of the LET was not included in the analyses, because it will not contribute significantly to the total uncertainty given the much higher experimental uncertainty. The uncertainty contribution due to the range uncertainty was estimated as the variation in the ratio presented in Figs. 2, 3 and 4 due to shifting the curve obtained with the ionization chamber toward lower and higher depths. The shift was chosen as 0.1% of the water range value, which corresponds to 31 lm for the proton beam, 9 lm for the carbon ion beam and 7 lm for the oxygen ion beam. The profiles of carbon ion beam and oxygen ion beam used during the experimental session were not perfectly uniform. Due to the difference between the diameter of the Advanced Markus ionization chamber and the diameter of the microDiamond detectors, a correction should be applied to the ratio presented in Figs. 3 and 4 . The variation in the beam profiles was not investigated in detail during the experimental session but it was assumed to be dominated by the divergence of the beam and thus it can be assumed that no correction needs to be applied for the small nonhomogeneity of the beam. Figure 2 shows the results obtained in a 60 MeV proton beam. For the five microDiamond detectors, a linear fit of the ratio between the normalized response of the microDiamond diamond and the normalized response of the ionization chamber was determined. The average of these five linear fits, given by the following equation In the 60 MeV proton beam, the LET-value is relatively low. Its value increases slowly in the entrance dose region, from 1.5 to 2 keV/lm. LET-value increases upto~20 keV/lm, at the depth corresponding to the range 80%. As expected, results confirm the LET-independent response observed in previous experimental work. [11] [12] [13] [14] Considering the uncertainties of the results, a LET dependence of the microDiamond detectors is not measurable and we conclude that there is agreement between the normalized response of the microDiamond detectors and the normalized response of Markus ionization chamber. Figures 3 and 4 show the results obtained in a 62 MeV/n carbon ion beam and a 62 MeV/n oxygen ion beam respectively. Unlike the results obtained in Fig. 2 , we observe an under-response of the microDiamond detectors compared to the response of the Advanced Markus ionization chamber, when the LET-value increases. This observation highlights the dependence of the response of the microDiamond detector on LET. Taking into account the uncertainties, no significant difference in the LET dependence of the response of the five microDiamond detectors is observed.
RESULTS
With carbon ions (Fig. 3) , the microDiamond detectors SN 122030, SN 122180, and SN 122260 have a significant LET-dependence response, when the LET value is higher than 100 keV/lm. At 346 keV/lm, the under-response of the microDiamond detector SN 122030 equals 13 (AE4) %. Results obtained with the microDiamond detector SN 122030 confirm those obtained using the same detector, in the same beam, and published in. 17 The microDiamond detectors SN 122140 and SN 122274 show a much smaller LET-dependence that can be observed above 300 keV/lm. The continuous line in Fig. 3 represent the average of the five fits of the ratio between the normalized response of the microDiamond diamond and the normalized response of the ionization chamber, which is given by confirmed by the experimental data obtained in protons (Fig. 2) , in which no LET dependence is observed. These conclusions are in agreement with previous experimental work obtained with a single microDiamond detector (SN 122030). 14, 16 As for the microDiamond detector under-response in carbon and oxygen beams, the authors believe that it could be explained in terms of certain recombination effects in the thin synthetic diamond layer due to the LET value. Electrons and holes in the synthetic diamond layer might recombine before being collected, causing a decrease in the collection efficiency of the detector. The substantial uncertainty of the LET dependence of the PTW-60019 microDiamond detector determined in this study results from a combination of two potential effects: detector-to-detector variability (as, for example, also observed by Marsolat et al. 9 for protons and Ralston et al. 10 for small photon fields) and instabilities of the non clinical beams in which the investigations were performed.
CONCLUSIONS
The objective of this study was to evaluate the LET dependence of the PTW-60019 microDiamond detector, in three nonmodulated particle beams (proton, carbon, and oxygen). The response of five microDiamond detectors was studied by comparison with the response of a Markus ionization chamber (proton beam) or an Advanced Markus ionization chamber (carbon and oxygen ion beams). Results were presented as the ratio between the normalized response of the microDiamond detector and the normalized response of the ionization chamber, as a function of the LET-values. No correction was applied to the response of the ionization chamber or the response of the microDiamond detector. To minimize the under-response of the ionization chambers due to absence of ion recombination correction, they were used with a high bias voltage. Taking into account the uncertainties, the behavior of all microDiamond detectors is similar as function of LET. By combining results obtained in carbon and oxygen ion beams, an average LET dependence of the PTW-60019 microDiamond detector of about 0.026% (AE 0.013%) per keV/lm is estimated. A negligible dependence is thus to be expected with protons due to the lower LET-values, which is demonstrated by the described results.
