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Abstract

An extended instrument paradigm is proposed, developed and shown in various applications. The CBM (Chin, Blass, Mahan) method is an extension to the linear systems model of
observing systems. In the most obvious and practical application of image enhancement of an
instrument characterized by a time-invariant instrumental response function, CBM can be used
to enhance images or spectra through a simple convolution application of the CBM Þlter for a
resolution improvement of as much as a factor of two. The CBM method can be used in many applications. We discuss several within this work including imaging through turbulent atmospheres,
or what we’ve called Adaptive Imaging. Adaptive Imaging provides an alternative approach for
the investigator desiring results similar to those obtainable with adaptive optics, however on a
minimal budget. The CBM method is also used in a backprojected Þltered image reconstruction
method for Positron Emission Tomography. In addition, we can use information theoretic methods to aid in the determination of model instrumental response function parameters for images
having an unknown origin. Another application presented herein involves the use of the CBM
method for the determination of the continuum level of a Fourier transform spectrometer observation of ethylene, which provides a means for obtaining reliable intensity measurements in
an automated manner. We also present the application of CBM to hyperspectral image data of
the comet Shoemaker-Levy 9 impact with Jupiter taken with an acousto-optical tunable Þlter
equipped CCD camera to an adaptive optics telescope.

v

Table of Contents
1.

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2

Review of Resolution Enhancement Systems . . . . . . . . . . . . . . . . 3
1.2.1

Linear Image Enhancement Systems . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2

Non-Linear Image Enhancement Systems . . . . . . . . . . . . . . . . . . . 6
Structure of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3

Early Results of Enhancement with CBM . . . . . . . . . . . . . . . . . . . . . . 9

2.
2.1

Early Historical View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2

Image Restoration and Super-Resolution by Novel
Applications of a Neural Network . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.2

Image and Spectrum Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.2.1 General Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2.2 HST-Like and HST Image Reconstruction . . . . . . . . . . . . . . 18
2.2.3

Recovery of Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.3.1 Tunable Diode Laser Spectroscopy . . . . . . . . . . . . . . . . . . . . 24
2.2.3.2 Numerical Apodization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.3.3 Numerical Apodization Plus Spectral Recovery:
FTS Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3.4 Deconvolution by a Novel Neural Network . . . . . . . . . . . . . . 27
2.2.4

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
vi

2.3

3.

Image enhancement and the convolution connection
neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1

Convolution Connection Paradigm Neural Network . . . . . . . . . 32

2.3.2

Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.3

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

CBM on a Sound Theoretical Basis . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Taking Control of the Instrument Response Function . . . . . . . . 44

3.1
3.1.1

Fredholm Integral or the Convolution Equation . . . . . . . . . . . . . 45

3.1.2

A New Instrument Design Paradigm . . . . . . . . . . . . . . . . . . . . . . 46

3.1.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.2.2 Direct Recovery of the Object (Θ) . . . . . . . . . . . . . . . . . . . . 48
3.1.2.3 The Neural Network Approach to Recovery of
the Object (Θ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1.3

A More Detailed look at the Novel ArtiÞcial Neural
Network and Solution to the Convolution Equation . . . . . . . . . 52

3.1.4

Illustrative Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.1.5

Theoretical Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Applied CBM - Structural Forms . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.2
3.2.1

Iterative CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.2.2

Fourier Transform Based CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Applications of CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.
4.1

Image Enhancement for ScientiÞc Research: Jovian
Comet Crash . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
vii

4.1.2

Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1.3

Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1.4

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2

Baseline Determination for Fourier Transform
Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.2

Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.3

Solving the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.4

Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Positron Emission Tomography Image Reconstruction . . . . . . . 76

4.3
4.3.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3.2

The Physics of PET Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.3

The Geometry of a PET Scanner . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3.4

Image Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3.4.1 Use of CBM Techniques in PET . . . . . . . . . . . . . . . . . . . . . . 85
4.3.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Information Complexity and Blind Deconvolution . . . . . . . . . . . 88

4.4
4.4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.4.2

Linear Systems Imaging Model and Deconvolution . . . . . . . . . . 89

4.4.3

Information Complexity Criteria . . . . . . . . . . . . . . . . . . . . . . . . . 91
viii

4.4.4

Blind Deconvolution Parameter Selection and
Image Quality Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.4.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.5

5.

Adaptive Imaging: Imaging through Turbulence
with Low-Cost Instruments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.5.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.5.2

Adaptive Imaging Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.5.3

Adaptive Imaging Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.5.4

Experimental Results of Adaptive Imaging
Observations of M42 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.5.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A

The Collision of Comet SL-9 with Jupiter:
Determination of Site Properties from Visible/NearInfrared Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

ix

List of Figures
1

A neural network recovery (top) of a simple two Gaussian
“mountain” object simulation (middle) that was corrupted
with a HST-Like point spread function resulting in the
blurred neural network input (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2

A simple HST-Like model instrument response function
(left) compared with an actual HST WF/PC-I instrumental
response function (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3

A demonstration of the CBM enhancement technique.
The M82 source image is a ground based observation that
will serve as the object (Left Top - Image, Left Bottom Surface Plot), the object to the left was convolved with an
HST-Like PSF to produce an Image of M82 (middle). An
enhancement of the Image (middle) by the CBM image
enhancement method (right) shows the validity of the
method when one compares the right image with the left image. . . . . . 12

4

Comparison of CBM enhancement method (middle) with
the Richardson-Lucy deconvolution method (right) of a
blurred HST WF/PC-I image of Jupiter (left). . . . . . . . . . . . . . . . . . . . . 13

5

CBM resolution enhanced image (right) of an HST
WF/PC-I image of Saturn (left). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

6

CBM enhancement test given IRAF simulation of M51
(Upper Left). The simulation was blurred with a typical
HST PSF with and without noise and recovered using
CBM (Lower Left - no noise, Lower Right - Noise). A
noiseless Richardson-Lucy recovery (Upper Right) is shown
for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

7

Recovery of M82 based on a noise free blurring of the image
by an Hubble-like PSF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

8

Recovery of a blurred, noisy image of M82 (signal to noise
ratio = 30:1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

9

Sample recovery of an HST image of Jupiter (middle)
compared with a Richardson-Lucy recovery (right) from a
WF/PC-I blurred image from HST (left). . . . . . . . . . . . . . . . . . . . . . . . . 21

10

Sample recovery (right) from an HST image of Saturn (left). . . . . . . . . 22

11

Example recovery of a simulated HST image based on an
IRAF simulation of M51. The true simulated object is
located in the upper left of the image. The upper right
image is a Richardson-Lucy recovery provided by STScI.
x

The lower two panels are CBM recoveries with (right) and
without (left) noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
12

Resolution enhancement of diode laser spectrum of propane.
Top row: original data. Second row: constrained signal
space deconvolution. Third, fourth and bottom rows:
examples of restorations using the CBM procedure with
various target functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

13

Examples of numerical apodization. Trace (a) is a sinc
point spread function. Trace (b) is the results of mapping
the sinc function to a sinc2 function. Trace (c) demonstrates
a mapping from the top image to a Gaussian function. . . . . . . . . . . . . . 26

14

Trace A is a simulated distribution of spectra lines. Trace
B is the results of modeling the instrument as a Fourier
Transform Spectrometer and passing this data through
that instrument. We then numerically apodize the data
with CBM as shown in trace C. Then if we desire to have
more resolution then we implement CBM or other signal
enhancement technique to enhance the data as shown in
trace D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

15

Connection schemes for a traditional feed-forward, error
back-propagation neural network (a) and the convolution
connected neural network (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

16

Resolution enhanced image (right) of an HST WF/PC-I
image of Saturn (left) by application of the convolution
connection neural network enhancement algorithm. . . . . . . . . . . . . . . . . 37

17

Comparison of a convolution connection neural network
enhancement (middle) and the iterative Richardson-Lucy
enhancement (right) of an HST WF/PC-I image of Jupiter (left). . . . . . 38

18

Resolution enhancement (right) of a high-noise HST
WF/PC-I image (left) of SL-9 cometary fragments. . . . . . . . . . . . . . . . . 40

19

Mapping results. Synthetic Gaussian (top left) and Sinc
(bottom left) instrumental response functions are presumed.
The Gaussian (Sinc on bottom) functions are then mapped
to Sinc (Gaussian) functions and returned to Gaussian
(Sinc) functions using CBM. The mapping results have
been oﬀset to also include an error trace that has been
multiplied by 1x106 to show the reliability of th eCBM method. . . . . . 41

20

An application of a convolution neural network for Gaussian
apodization of a segment of an ethylene spectrum from Kitt
Peak National Observatory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

21

The left side of the block diagram indicates the existing
instrument which produces observations noted as D. The
xi

right side of the diagram proposes the extended instrument
paradigm where the observed data, D, can be mapped by
various q functions which provide diﬀerent functionality for
the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
22

On the left is a fully interconnected artiÞcial neural network
conÞguration where the image on the right shows the
simplicity of the convolution connected neural network paradigm. . . . . . 53

23

Convolution network enhanced HST WFPC-I image of Saturn. . . . . . . 57

24

Convolution network mapping demonstration. . . . . . . . . . . . . . . . . . . . . 58

25

Convolution network applied to Gaussian apodization of
FTS spectral data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

26

An observation with the acousto-optical tunable Þltered
equipped camera yielded a series of images of the impact
sites of the comet Shoemaker-Levy 9 fragments into Juipter.
The images correspond to images that have been CBM
enhanced. The observations are at peak and in valley of
the methane absorption bands. The Þgure on the right
shows the discovery of propagating exjected material from
the impact site at the ring diameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

27

A region of FTS spectra is shown on the left while the
results of CBM mapping are shown on the right. The
second and third rows display two regions (A, B) highlighted
in the Þrst row to demonsrate the numerical apodization. . . . . . . . . . . . 70

28

Mapping results. Synthetic Gaussian (top left) and Sinc
(bottom left) instrumental response functions are presumed.
The Gaussian (Sinc on bottom) functions are then mapped
to Sinc (Gaussian) functions and returned to Gaussian
(Sinc) functions using CBM. The mapping results have
been oﬀset to also include an error trace that has been
multiplied by 1x106 to show the reliability of th eCBM method. . . . . . 75

29

The tube of response for two detectors in coincidence. . . . . . . . . . . . . . . 78

30

Possible sources of detected coincidence in a PET study.
The left is the result of a true single annihelation event.
The middle image shows the result of scattering of the
emitted photon which could indicate a false contribution
from another region in the object under study. While the
right image indicates the possibility of two synchronous
annihelations which would lead to possible confusion about
the origin of each event. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

31

A line of response corresponding to one point in a sinogram. . . . . . . . . 81

32

The coordinate system for projections of a 2-D function. . . . . . . . . . . . 82
xii

33

The sinusoidal curve that composes the sinogram of an
oﬀ-center point of activity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

34

The tomographic Þlter with a generalized Hamming window
shown as a function of spatial frequency for α = 1 (a ramp)
and α = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

35

This simulation shows the results of CBM post Þltered
back-projection reconstruction. TRU is the known phantom
that we simulate. UBP is an unÞltered backprojection of
TRU. FBP is the Þltered backprojection reconstruction of
the rings in TRU. While CBM is our post Þltering approach
to backprojection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

36

Clinical observations provide no equivalent to the Truth we
discussed in the previous Þgure. We begin with UBP, being
an unÞltered backprojection of the observed sinogram (raw
PET data). REC is an image reconstruction using Þltered
backprojection computed by the manufacturer’s system
provided to us by the staﬀ at Paul Scherrer Institute. FBP
is the Þltered backprojection reconstruction of the sinogram
which should compare with REC. And Þnally CBM is our
post Þltering approach to backprojection. . . . . . . . . . . . . . . . . . . . . . . . 87

37

Hubble Space Telescope WF/PC-I observed image of
Saturn before (left) resolution enhancement (right) applying
an apodized inverse instrument response function Þlter. . . . . . . . . . . . . 92

38

A deconvolved image of Saturn observed with Hubble Space
Telescope’s WF/PC-I camera (left) is used as a known
object for this study. The original object is blurred with
a model instrument response function having a Gaussian
shape (4 pixels wide). The result is a simulated observation
of Saturn with an instrument having an instrumental
response function modeled by a 4 pixel wide Gaussian.
From hence forward, we use no information about the left
“object” to recover a higher resolution estimate of the
“image” on the right or to evaluate the enhancement quality. . . . . . . . 95

39

An array of image recoveries with varying target and
instrumental response function widths in the noise free
case. The IRF width increases horizontally left to right
from 3.0 to 5.0 in .5 pixel increments, while the target
width increases vertically from bottom to top from 1.0 to
3.5 in .5 pixel increments. ICOMP selects image having the
position of 3rd column and 2nd row from bottom. . . . . . . . . . . . . . . . . . 97

40

Information COMPlexity (ICOMP) results for each of the
images shown in the array of Figure 39. The minimum
value of ICOMP represents the “best” model. The method
clearly selects the expected instrument response function
xiii

having a width of 4.0 pixels and a narrow target. The
actual values are the entries multiplied by 1x106 . . . . . . . . . . . . . . . . . . . 98
41

Square root of the sum of the squares per pixel (RMS) of
the cost function used in the ICOMP evaluation of the noise
free case. The actual values are the entries multiplied by 1x10−4 . . . . . . 99

42

An array of image recoveries with varying target and
instrumental response function widths in the case of
normally distributed noise having a variance of 1 and mean
of 0. The IRF width increases horizontally left to right from
3.0 to 5.0 in .5 pixel increments, while the target width
increases vertically from bottom to top from 1.0 to 3.5 in .5
pixel increments. ICOMP selects image having the position
of 3rd column and 2nd row from bottom. . . . . . . . . . . . . . . . . . . . . . . . 101

43

ICOMP of the cost function of the uniform distributed
noise case having a signal to noise ratio of 30:1. The actual
values are the entries multiplied by 1x106 . . . . . . . . . . . . . . . . . . . . . . . . 102

44

RMS of the cost function for the uniform distributed noise
case. The actual values are the entries multiplied by 1x10−4 . . . . . . . 103

45

ICOMP of the cost function of the normally distributed
noise case. (σ=1, m=0, SNR=30:1) The actual values are
the entries multiplied by 1x106 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

46

RMS of the cost function of the normally distributed noise
case. (σ=1, m=0, SNR=30:1). The actual values are the
entries multiplied by 1x10−4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

47

An image plot of a chaotic simulation of a turbulent
atmosphere used in the Globular Cluster simulation. . . . . . . . . . . . . . . 111

48

A simulation of a globular cluster (right) after being
distorted by a model atmosphere yields a degraded image
(left). With the application of Adaptive Imaging to each
of the frames during observation we can correct for this
degradation (middle). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

49

A long exposure of the trapezium region of M42. . . . . . . . . . . . . . . . . . 114

50

A series of short exposure snapshots of M42 simply added
together. This demonstrates the tracking and noise
problems we face in imaging through turbulence. . . . . . . . . . . . . . . . . . 115

51

The series of exposures after shifting data and aligning the
images as if there were no tracking problem. This is known
as the Shift-and-Add method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

52

The dark current in a 10ms exposure is a major noise
contributor as shown to the right. So the dark frame,
xiv

center, is measured as an exposure of the same length as
the observation, 10ms in this case. The observation is then
processed by subtracting the dark frame from the raw data
to correct for this CCD chip resident error. . . . . . . . . . . . . . . . . . . . . . . 117
53

After removal of the readout noise, the adaptive imaging
result seems much more quiet than as shown previously. . . . . . . . . . . . 119

54

A 10s exposure demonstrates what we are observing is
shown in the upper left panel. The sum of twenty 10ms
exposures is shown in the upper right panel. While the
adaptive imaging result is shown in the lower left panel.
For comparison, the same region is shown in the lower right
panel from a much higher resolution 1.5 m adaptive optics
telescope at StarÞre Optical Range (SOR). Note that the
orientation and scale has been prepared so one can make a
direct comparison of each image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

xv

Chapter 1
Introduction

1.1 Motivation
The CBM image restoration work began life from an interest in the Hubble
Space Telescope’s (HST’s) errors in primary mirror speciÞcations which led to
errors in the mirror manufacture. These errors introduced spherical aberration
which needed to be addressed.

A subset of the astronomical community then

began to turn to the signal processing community to pursue computational solutions. Since my mentor, William Blass, has had a great deal of experience in
signal enhancement primarily in one dimension, he recommended that we begin to
address this problem with neural networks. We began to pursue this problem in
1990 using fully interconnected backpropagation neural networks [Simpson 1990]
[Hertz 1991] [Hinton 1992] [Kosko 1992] which led to promising results as shown
in Fig. 1. In Fig. 1, we demonstrate a surface plot of a simulated binary star system (middle) as if observed by HST (bottom). The bottom image was processed
by a back propagation neural network which led to the result shown at the top of
Fig. 1.
Our collegue at NASA Goddard, Gordon Chin, began that summer to discuss these problems with Professor Blass [Chin 1990]. From 1992 through 1995,
Dr. Chin sponsored my research through a NASA Graduate Student Researchers
Program fellowship.

During this time, we pursued various ideas such as mul-

tidimensional minimization algorithms which then led to a new neural network
architecture which we call a convolution connected neural network. In a convolution connected neural network the connection weights are actually the kernel of
a convolution. Instead of a full matrix multiply to propagate the neural network
inputs to the neural network outputs, a convolution of a small weight kernel with
1

Figure 1. A neural network recovery (top) of a simple two Gaussian “mountain”
object simulation (middle) that was corrupted with a HST-Like point spread function resulting in the blurred neural network input (bottom).

2

the input yields the output.

Professor Blass, Gordon Chin and our col-

laborators at NASA decided that we needed a name for our technique, we began
calling it CBM after the primary investigators- Chin, Blass and Mahan.

The

breakthrough occured when we began to look at a the simple feed forward, error
backpropagation neural network architecture and we began to try to understand
an alternative error function that we desired to minimize. This alternative led us
to this convolution connected neural network which then formed the iterative form
of CBM. The Fourier transform method of CBM was a result of the reorganization of thought and inßuenced by a paper written by Brault [Brault 1971]. We
then began to pursue applications in various areas of interest.

1.2 Review of Resolution Enhancement Systems
The image enhancement techniques used today fall into two primary categories: linear and non-linear deconvolution techniques. The following discussion
provides insight into the progress of research in these areas. Detailed surveys of
the methods used in deconvolution can be found in Jansson’s book and the periodic focus editions of Journal of the Optical Society A [Jansson 1997].

1.2.1 Linear Image Enhancement Systems
A variety of linear deconvolution methods exists for resolution enhancement.
The most intuitive approach for deconvolution is known as a direct approach. This
direct method involves the discrete decomposition of the observed signal in signal
space where one tried to determine estimates of the object by looking at each
point as a sum of speciÞc products of elements from the object being observed
with the point spread function. For a simple point spread function that has only
a few valid points this is feasible. However, with the exception of only a few very
speciÞc cases, this method is sensitive to noise and is not reliable [Davies 1997].
3

Another straight forward approach is the direct Fourier solution. The imaging
equation is shown by Eq. 1. The integral equation which we model image formation
has been abreviated by the use of the ⊗ symbol which we use throughout the text
to represent a convolution integral or sum as it is with observed data. When we
take the Fourier transform (F T ) the instrument response function, p, and observed
image, i, we can Þnd a direct estimate of the observed object prior to corruption
by the instrument, ô , by inverse Fourier transformation (F T −1 ) as shown in Eq.
2.
p⊗o=i

(1)

¸
F T (i)
(2)
ô = F T
F T (p)
This solution is ill-posed and the frequency extension of p with respect to that of
−1

·

i, which also contains noise, assures failure in all but pathological cases when the
Fourier space representation of i is more compact than the Fourier space representation of p.
The next linear method was arrived at by Van Cittert and named after him
[Van Cittert 1931]. He proposed that the observation itself could be considered
the Þrst approximation to the observed object such that

ob(0) = i

(3)

This seems like a Þne presumption since in the absence of consideration of the
instrumental eﬀects on the data, one does not typically distinguish the diﬀerence
between the data (i) and the object (o).
So Van Cittert proposed that one can blur the previous estimate of the object
to obtain an estimate of the data and an iterative form was established as shown
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in Eq. 4.
ô (x)(n+1) = ô (x)(n) + i (x) − p (x) ⊗ ô (x)(n)

(4)

The Van Cittert method is a very intuitive approach and has enjoyed wide use and
independent rediscovery thoughout the years.
However, it has been identiÞed and has been shown equivalent to inverse
Fourier Þltering [DiCola 1967] [Jansson 1968] [Jansson 1970]. Since one can magnify noise and obtain unreliable results that are not physically possible we should
be careful. The convergence of the Van Cittert method has been studied by others
[Hill 1976] [Crilly 1997].
Another method having similar ßavor to Van Cittert and also having the
same problem of being equivalent to inverse Þltering is a method known as matrix
inversion.

The problem is placed in a matrix equation where the point spread

function is placed in a Toeplitz matrix. A Toeplitz PSF matrix is a matrix having
an initial row representing the point spread function, the data in the second row
is the point spread function shifted by one data point, and we continue to Þll the
matrix with these shifted representations of the point spread function. The end
result provides a way of doing a convolution with a simple matrix multiply since
the shifting requirement hat we have in the convolution is provided by the Toeplitz
matrix.To solve the problem, we must invert this Toeplitz matrix.
The similarity of the rows of the Toeplitz point spread function matrix indicates that we do not have a high conÞdence that we have an independent set of
equations. If the PSF Toeplitz matrix has no inverse this is known as singular.
However, often the case is that the PSF Toeplitz matrix is ill-conditioned meaning
that any small amount of noise in the observed image can possibly cause oscillations and errors in the object estimate. More detail on these methods can be
found in the literature [Andrews 1977].
Even though we previously discussed Fourier inverse Þlters, we would like to
revisit this topic.

Research has been done in the area of bandlimiting data to
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aid in reliability of inverse Þltering [Frieden 1975].

Another Þlter approach is

the Wiener Þlter. If we consider the imaging equation with noise, then Bracewell
(1958) and Helstrom (1967) have derived a Wiener Þlter to provide an inverse Þlter
for resolution enhancement. Image processing algorithms have been devised on a
similar basis and tested by Marmolin (1978)

1.2.2 Non-Linear Image Enhancement Systems
Nonlinear methods for deconvolution have enjoyed a great deal of interest and
use. We begin by looking at ratio methods. Gold (1964) introduced a method
similar to Van Cittert, however instead of an additive correction term he introduced
a multiplicative correction. So we begin with the imaging equation

i=p⊗o

(5)

and the iterative method becomes
i
(6)
p ⊗ o(k)
The Gold method was developed for use with data from nuclear-physics counto(k+1) = o(k)

ing experiments. This method has been used by a number of researchers in diverse Þelds.

Siska (1973) applied Gold’s method to molecular-beam scattering

data. MacNeil and Dixon (1977) applied the method to photoelectron spectra.
Independently Richardson (1972) and Lucy (1974) developed another ratio
method known as the Richardson-Lucy method. Their method comes from a maximum likelihood argument in which the image is modeled with Poisson statistics.
Maximizing the image model’s likelihood function yields

o (x)(k+1) = o (x)(k) p (−x)
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i
p (x) ⊗ o (x)(k)

(7)

The Richardson-Lucy method has enjoyed success through wide applications
to Hubble Space Telescope imagery. An approach we mentioned earlier has been
the use of a Wiener Þlter, however it can produce nonphysical negative results. In
1965, Schell addressed this problem of nonphysical results by seeking the positive
solution in his work.
Jansson’s method introduced a relaxation function and be multiplied by the
linear correction found in Van Cittert. Other variations on the constraining function began by Willson (1973) when the Jansson triangular relaxation function was
replaced by a simple quadradic while in 1981 Blass and Halsey have used higher
powers as the relaxation function.

1.3 Structure of the Dissertation
The dissertation contains this introductory chapter which is intended to demonstrate to the reader a need for investigation of image enhancement techniques. We
were initially concerned primarily with those that can be used for enhancement of
Hubble Space Telescope imagery, however as we will demonstrate the CBM technique has a wide range of application.

The literature review indicates that the

bulk of work done in the area of image enhancement is applied iteratively. Therefore a need exists for eﬃcient techniques requiring little computational resources.
In the second chapter we present two publications that show the evolutionary development of the CBM method. Section 2.1 is a historical overview of the beginnings of these investigations. Section 2.2 was presented at the Space Telescope
Science Institute’s workshop on Restoration of Images and Spectra II and published in the proceedings resulting from that workshop. Section 2.3 is an invited
paper published in a special image enhancement in astronomy issue of the International Journal of Imaging Systems and Technology and extends upon the work
on the previous proceedings article..
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Section 3.1 presents the concepts and theory of CBM image enhancement.
Section 3.2 includes an overview of the application of this discussion in the development of two forms of CBM that can be applied to physical observations. Chapter 4 provides insight into the versatility and broad scope of application which
CBM provides. The applications include image enhancement leading to investigation of the Jovian atmosphere which was presented at the 1995 International
Astronomical Union 156 Colloquium on the science of Comet Shoemaker/Levy 9 and its impact with Jupiter. We discuss work to aid in the removal of undesired “feet” present in Fourier transform spectroscopy. Presented is an alternative
method for image enhancement of reconstructed Positron Emission Tomography
data. We also include the work that was presented as an invited talk at the 1997
annual meeting of the ClassiÞcation Meeting of North America at American University in Washington, DC - that is an application of information complexity to
blind deconvolution. And the Þnal topic is an application of imaging through turbulence which we call adaptive imaging. We end this dissertation with Chapter 5
providing the conclusions.
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Chapter 2
Early Results of Enhancement with CBM

2.1 Early Historical View
The Hubble Space Telescope (HST) was placed in orbit with a ßawed primary
mirror in April 1990. The 11,600kg f/24 Ritchey-Chretien telescope was designed
for operation in the near-ultraviolet through near-infrared wavelengths (115nm to
1000nm). HST is roughly cylindrical in shape being 13.1m in length and 4.3m in
diameter at its widest point.
The method presented herein is the result of several years of collaborative
work between Mahan and Blass at The University of Tennessee and Chin at NASA
Goddard Space Flight Center. The telescope’s eﬀectiveness was reduced by the
introduction of the spherical aberration caused by the ßawed primary mirror. In
December, 1993, corrective optics were placed within the instrument leading to a
much improved system. However, the CBM numerical extension to the instrument
that we present within this dissertation can provide yet further enhancement to
current HST observations.
The procedure used to recover HST images is Þrst to select an appropriate
instrumental response or point spread function (PSF). Then one selects an appropriate target for the CBM mapping process. For resolution enhancement, the
target should not be less than 1/2 the width of the PSF to be consistent with
the Nyquist sampling theorem and theory discussed in the CBM Theory chapter.
The target will become the eﬀective new extended instrumental response function.
The CBM method is then used to determine an apodized inverse instrumental response function.

That is, determine q such that p convolved with q yields the

desired target. The determined q is computed based upon only the instrumental
characteristics.
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This contrasts greatly with the more typical data centered applied deconvolution techniques. The apodized inverse instrumental response function is then
applied to observations, D, by Eq. 8 yielding an enhanced observation, Denhanced .

Denhanced = D ⊗ q

(8)

We Þrst made preliminary studies investigating recovery of images that have
been broadened by the HST’s mirror by modeling its PSF as shown in Fig. 2.
At left is a simple PSF based on a superposition of two Gaussians, and at right
is a typical simulated point spread function from the Space Telescope Science
Institute’s (STScI’s) Tiny Tim space telescope imaging model for HST’s Wide
Field/Planetary Camera I (WF/PC-I).
The results of applying our procedure outlined above are given in Fig. 3. At
left is the original ground-based image of M82. The middle image shows the M82
data degraded by our model PSF. At right is the recovered estimate of the image
using the procedure outlined previously. Note that the estimated image does not
use any knowledge of the original image.
We have also applied our recovery procedure to HST images accessible from
the STScI image restoration test data sets provided from the STScI archives. Our
results for HST images are shown in the following Þgures.

Figure 4 is an HST

image of Jupiter, our enhancement, and a comparison with a Richardson-Lucy
enhancement [Hanisch 1993b]. The PSF used is a Tiny Tim model PSF. Figure
5 shows our recovery of an HST image of Saturn using an observed 53x53 point
HST PSF. Figure 6 is based on an Image Reduction and Analysis Facility (IRAF)
simulated M51 image from the STScI test data set. The Tiny Tim PSF blurred
image used as a starting point in our processing is also from the image restoration
test data set that was prepared for the use by the participants of
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Figure 2. A simple HST-Like model instrument response function (left) compared
with an actual HST WF/PC-I instrumental response function (right).
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Figure 3. A demonstration of the CBM enhancement technique. The M82 source
image is a ground based observation that will serve as the object (Left Top - Image,
Left Bottom - Surface Plot), the object to the left was convolved with an HST-Like
PSF to produce an Image of M82 (middle). An enhancement of the Image (middle)
by the CBM image enhancement method (right) shows the validity of the method
when one compares the right image with the left image.
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Figure 4. Comparison of CBM enhancement method (middle) with the Richardson-Lucy deconvolution method (right) of a blurred HST WF/PC-I image of
Jupiter (left).
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Figure 5. CBM resolution enhanced image (right) of an HST WF/PC-I image of
Saturn (left).

14

Figure 6. CBM enhancement test given IRAF simulation of M51 (Upper Left).
The simulation was blurred with a typical HST PSF with and without noise and
recovered using CBM (Lower Left - no noise, Lower Right - Noise). A noiseless
Richardson-Lucy recovery (Upper Right) is shown for comparison.
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The Restoration of HST Images and Spectra II workshop where this work was
presented. Our recoveries from test images with and without noise are shown with
a Richardson-Lucy recovery with noise.

The CBM method compares well with

the results provided by the Richardson-Lucy method.
A new instrument paradigm is proposed on the discovery of a method to determine a robust inverse point spread function for a scientiÞc observing instrument
modeled as a linear system. As a result of this discovery, it is possible to contemplate an instrumental extension which results in the recovery of a major portion
of lost resolution due to the blurring eﬀects of the PSF. Implementation of the
instrumental extension and the resulting resolution enhancement is independent
of prior knowledge of or access to the observed data. The method is applied to
HST images as well as several one dimensional spectral data sets. Results of HST
recoveries are compared to Richardson-Lucy recoveries.
The work in section 2.2 is published in the proceedings of The Restoration
of HST Images and Spectra II held at the Space Telescope Institute in 1994
[Chin 1994].

The work in section 2.3 is published as an invited paper in the

International Journal for Imaging Systems and Technology in 1995 [Blass 1995].

2.2 Image Restoration and Super-Resolution by Novel Applications of a Neural Network

2.2.1 Introduction
All scientiÞc instruments share a common basis when viewed as a linear system. An observing system I, for example, has an input Θ, and an output D, a
response (or point spread function) p, and additive noise n, as represented in Eq. 9:

Θ −→ I(p) −→ D + n
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(9)

We can characterize such a system mathematically using the deÞnition in Eq.
9, which describes a linear instrument model in continuous space. We can deÞne
an extended instrument, as in Eq. 10, by adding another linear processing system
L, having a response function q that produces an output φ given the input D
D+n

Θ −→ I(p) −→ L(q) −→ φ

(10)

The idea of an extended instrumental system such as Eq. 10 gives us a powerful
way of looking at the processes that we wish to describe in this paper.
A numerically based, extended linear system instrument Using the extended
linear system instrument model, our goal is to obtain an enhanced instrument with
useful, data independent properties; φ may be, for example, a simple estimator of
q, in which case our extended instrument model can be used for resolution recovery
for both spectra and images. Or the model can be used to transform from one type
of point spread function to another such as a positive semi-deÞnite estimator of q
in order to make possible an accurate determination of the continuum level from
a sinc apodized spectrum as from an Fourier Transform Spectrometer. We will
Þrst give examples of these applications below. Then we will brießy explain our
methodology in obtaining the linear Þlter q from a novel application of a neural
network, speciÞcally a convolution network.

2.2.2 Image and Spectrum Recovery

2.2.2.1 General Procedure
The procedure used to recover both spectra and images or, alternatively, to
map from one type of PSF to another, is the same and is outlined below:
• Generate a model instrumental point spread function or obtain an observed
one.
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• Determine the net instrument response desired. That is, determine what
p ⊗ q, the eﬀective PSF of the extended instrument should be.
• Use a numerical algorithm, the convolution network (discussed in detail below), to search for the solution that provides the desired mapping of the observed
data to the desired form. That is, Þnd a q such that p ⊗ q is the desired extended
instrument PSF. Note that the extended instrument is implemented totally independent of the speciÞc output data of the instrument, i.e., q is data independent.
• Apply the convolution network’s solution to the observations to be mapped,
i.e., compute D ⊗ q=Denhanced .
2.2.2.2 HST-Like and HST Image Reconstruction
We Þrst made preliminary studies investigating recovery of images that have
been broadened by the HST’s mirror by modeling its PSF as shown in Fig. 2. At
left is a simple PSF based on a superposition of two Gaussians, and at right is a
typical Tiny Tim PSF for HST’s Wide Field/Planetary Camera. The results of
applying our procedure outlined above are given in Fig. 7. At left is the original
ground-based image of M82. The middle image shows the M82 data degraded by
our model PSF. At right is the recovered estimate of the image using the procedures
outlined above. Note that the estimated image does not use any knowledge of the
original image. Fig. 8 shows how well the recovery process works in the presence
of artiÞcially added noise. We have also applied our recovery procedure to HST
images accessible from the STScI image restoration test data sets. Our results
for HST images are shown in the following Þgures. Fig. 9. is an HST image of
Jupiter, our enhancement, and a comparison with a Richardson-Lucy enhancement
[Hanisch 1993b]. The PSF used is a Tiny Tim model PSF. Fig. 10. shows our
recovery of an HST image of Saturn using an observed 53x53 point HST PSF. Fig.
11. is based on an IRAF M51 image from the STScI test data set. The Tiny TimPSF processed image used as a starting point in our processing is also from the
18

Figure 7. Recovery of M82 based on a noise free blurring of the image by an
Hubble-like PSF.
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Figure 8. Recovery of a blurred, noisy image of M82 (signal to noise ratio = 30:1).
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Figure 9. Sample recovery of an HST image of Jupiter (middle) compared with a
Richardson-Lucy recovery (right) from a WF/PC-I blurred image from HST (left).
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Figure 10. Sample recovery (right) from an HST image of Saturn (left).

22

Figure 11. Example recovery of a simulated HST image based on an IRAF simulation of M51.

The true simulated object is located in the upper left of the

image. The upper right image is a Richardson-Lucy recovery provided by STScI.
The lower two panels are CBM recoveries with (right) and without (left) noise.
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image restoration test data set. Our recoveries from test images with and
without noise are shown with a Richardson-Lucy recovery with noise (also from
the STScI test data set). We believe that our method compares well with the
Richardson-Lucy method, but have not made any quantitative comparisons.

2.2.3 Recovery of Spectra

2.2.3.1 Tunable Diode Laser Spectroscopy
Our recovery procedure was applied also to spectral data, in this case to a
tunable diode laser (TDL) spectrum. The TDL observation of 13 µm propane is
shown in Fig. 12. The second row shows an example of a constrained signal space
deconvolution of this spectrum, using a nonlinear method [Blass 1981] [Blass 1984].
The other plots are examples of resolution enhancement using the our procedure
with the target function being Gaussians having a full width at half maximum
(FWHM) of 2 data points, 3 data points, and a unit impulse function, respectively.
The TDL PSF is modeled with a Gaussian having a FWHM of 6 data points. The
use of targeted PSFs is discussed in more detail below.
2.2.3.2 Numerical Apodization
Fig. 13 shows that it is practical to map a spectrum from a sinc apodization
to a positive semi-deÞnite distribution using our numerical procedure. A sinc point
spread function (top, Fig. 13) is mapped to a sinc2 function (middle, Fig. 13),
and to a Gaussian function (bottom, Fig. 13) using the linear Þlters derived from
our procedure.
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Figure 12. Resolution enhancement of diode laser spectrum of propane.

Top

row: original data. Second row: constrained signal space deconvolution. Third,
fourth and bottom rows: examples of restorations using the CBM procedure with
various target functions.
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Figure 13. Examples of numerical apodization. Trace (a) is a sinc point spread
function. Trace (b) is the results of mapping the sinc function to a sinc2 function.
Trace (c) demonstrates a mapping from the top image to a Gaussian function.
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2.2.3.3 Numerical Apodization Plus Spectral Recovery: FTS Spectrum
One beneÞt of applying our extended instrument model is the ability to cascade
a series of Þlter functions to achieve a desired end result. For example, we can
model the response of a Fourier Transform Spectrometer (FTS) spectrum whose
PSF is a sinc function and to map its response to a sinc2 apodized spectrum
using our procedure. The numerically apodized spectrum was then deconvolved
(restored) using a nonlinear constrained signal space deconvolution algorithm. The
“true” spectrum (before observation) is shown at the top of Fig. 14. The second
row of Fig. 14 shows an observation from a simulated FTS spectrometer. The
third row shows the sinc2 apodized spectrum. An estimate of the true spectrum
derived from the apodized spectrum is shown in the bottom row by applying a
further inverse Þlter.
2.2.3.4 Deconvolution by a Novel Neural Network
The instrumental convolution is characterized by Eq. 11, a Fredholm integral
equation of the Þrst kind. In principle, one can analytically solve for q by using
Fourier transform theory. The instrument model equation is d = p ⊗ θ + n and
its Fourier Transform then is D = P Θ + N . Rearranging and using the inverse
Fourier Transform, one recovers an estimate of
−
θ (→
x) =

Z

∞
−∞

→
−
→
−
→−
→
D( k ) − N( k ) −i−
k ·→
x n−
d k
√ n −
→ e
2π P ( k )

This direct inversion has serious problems:

→
−
→
−
D( k )−N( k )
→
−
P( k )

(11)

is not well behaved, in

particular it ampliÞes noise. The convolution network searches for an approximate
q that minimizes an error function, e2 =[p ⊗ q − T ]2 , where T is the target function.
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Figure 14. Trace A is a simulated distribution of spectra lines.

Trace B is

the results of modeling the instrument as a Fourier Transform Spectrometer and
passing this data through that instrument. We then numerically apodize the data
with CBM as shown in trace C. Then if we desire to have more resolution then
we implement CBM or other signal enhancement technique to enhance the data
as shown in trace D.
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The convolution network is derived from the error-backpropagation neural
network model with a slightly more complex, yet more natural connection scheme
for imaging systems. Many deconvolution algorithms use a correction term, e, of
the form: e = p⊗denhanced −dobserved . The convolution network involves a correction
that has the form: e = p ⊗ q − tdesired where p is the point spread function and
tdesired is the desired result of the mapping (i.e., for a sinc(x) function mapped to
a sinc2 (x/2) function, tdesired is the sinc2 (x/2) function, p is a sinc(x) function,
and q is the function that minimizes e). After determining q, the application of
the convolution network is computationally inexpensive since it involves only a
convolution. It is feasible to build an instrument that can be tailored for real-time
data enhancement/processing via several Þlter functions, qi , as shown below.

D+n

Θ −→ I(p) −→ L(q)


q1


−→ ω Positive DeÞnite


qi

−→ τ Arbitrary Mapping



qn
 −→
φ Resolution Recovery

(12)

2.2.4 Conclusions
As a result of our explorations, we can set forth several points in conclusion.
• The convolution network has proven to be a robust method for determination of an eﬀective solution to a class of Fredholm integral equations of the Þrst
kind.
• The convolution network was originally developed to search for an eﬃcient,
data independent method of image reconstruction of Hubble Space Telescope imagery. This has proven to be highly satisfactory and work is continuing.
• The convolution network has proven successful in resolution enhancement
of many imaging systems.
• The convolution network can successfully be applied for the processing
of sinc apodized spectra to obtain a positive semi-deÞnite representation of the
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spectra. This provides a means for obtaining a baseline for the sinc apodized
spectra.

2.3 Image enhancement and the convolution connection neural
network
ScientiÞc models infer that observables are continuous functions of some parameter such as time or frequency. Our scientiÞc instruments, on the other hand,
are only capable of discretely sampling these observables. ScientiÞc data, D(y),
recorded using discrete sampling techniques (essentially all “non-counting” scientiÞc data) is usually modeled by a continuous integral equation [Blass 1981]
[Blass 1984]

D(y) =
or in a more compact notation

Z

p(x, y)Θ(x)dx

D =p⊗Θ

(13)

(14)

where p is the kernel or response function or point spread function (PSF) of the
instrument, Θ is the observable, D is the measured data and ⊗ is the convolution
operator.
While the Fredholm integral equation of the 1st kind[Lovitt 1950] [Morse 1953],
Eq. 13, forms the basis of a model of an instrument [Kraniauskas 1992] [Cadzow 1973]
[Lathi 1968] [Franks 1969], it is the discrete version
X
Dj =
pj−i Θi

(15)

which forms the more precise instrumental model since it reßects the sampled
nature of nearly all instrumental data.
The analytical solution of Eq. 13 for Θ(x) is the analytical solution to the instrumental distortion problem represented by Eq.13. Finding an inverse kernel q
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such that q ⊗ D = Θ is not a tractable problem analytically nor has it proven to be
practicable in discrete sampling cases[Twomey 1977]. Continuous function theory,
however, provides little more than guidance in addressing the discrete instrumental
inverse problem - often referred to as the deconvolution problem[Blass 1981]. Since
it is the sampled data problem which resolution and image enhancement treat, we
seek to “solve” the discrete instrumental convolution problem represented specifically by Eq.15 and in general by Eq. 14. Direct methods for Þnding Θ given D
and p result in solutions that are unstable in the presence of noise [Frieden 1975].
We have recently discovered a simple numerical technique that Þnds a robust
estimator of the inverse of the instrumental response or point spread function, p.
The inverse is robust and appears to work well, even on data with substantial noise
content. This technique, is based on a two layer neural network [Simpson 1990]
[Hertz 1991] [Kosko 1992] model with linear processing elements which we call a
convolution connection paradigm (CCP) neural network [Chin, In Progress]. The
approach taken evolved from a heuristic training scheme of artiÞcial neural network image enhancement study [Chin 1990]. Once an eﬀective discrete inverse
instrumental response function, q, has been found using the neural computational
paradigm, the estimator of Θ follows from a simple linear computation,
X
qk−i Di .
Θest
k =

(16)

Applying the inverse to retrieve the estimator of the object Θest is a very quick

operation.
Other restoration schemes employ iterative algorithms that operate on the
measurements themselves rather than on the instrumental response function to attack the deconvolution problem [Buck 1991] [Lucy 1974] [Blass 1981] [Frieden 1975].
These iterative schemes may maximize entropy or apply other constraints to the
observed data in order to Þnd an estimator of the true observable, Θ. Iterative
techniques are successful, yet practitioners often stress the dominance of art over
science in the application of the techniques[Blass 1981] [Daunt 1984]. Recent im31

portant Hubble Space Telescope discoveries using WFPC-I (Wide Field Planetary
Camera - I) were made possible by the recovery of some portion of the lost resolution from its ßawed images using numerical methods such as these iterative
deconvolution methods [Hanisch 1993a].
On the other hand, the principal restoration technique described in this work is
independent of the observed data as discussed in the following. As described herein,
the technique is simply linear inverse Þltering in the parlance of the linear systems
theorist. However, this technique is linear inverse Þltering with major diﬀerences
from previous attempts at linear inverse Þltering. For this method, the starting
point is a measured or modelled point spread function (PSF). Using the CCP neural
network, an estimator of the inverse PSF which we choose to call q is determined.
An estimator of the true instrumental input data Θest is then produced using Eq.
16. The typical restoration or enhancement is only a factor of two, generally taken
as the limit of truely linear inverse methods[Frieden 1975]. However, the technique
is robust and as a result, useful. The technique also oﬀers insights into image
enhancement and generalization in feed forward back propagation error correction
neural networks. In addition, the technique lends itself to numerical apodization
of existing data and real time resolution enhancement of instrumental data as well
as post observation resolution and image enhancement.

2.3.1 Convolution Connection Paradigm Neural Network
A fully interconnected, three layer feed forward, error back-propagation neural
network [Simpson 1990] is shown in Fig. 15a. Each input element is connected to
each middle layer processing element which is connected in turn to each output
layer processing element. In the general case the neural processing elements output
the value of a non-linear function applied to the sum of the processing node’s input
[Simpson 1990]. The convolution neural network, shown in Figure 15b, connects
only a few of the neighboring values of the input layer to the output layer.
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Figure 15. Connection

schemes

for

a

traditional

feed-forward,

error

back-propagation neural network (a) and the convolution connected neural
network (b).
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The reduction in the dimensionality of the weight space is the result of applying
constraints to the neural network connection scheme based on the convolution
model [Chin, In Progress]. It is readily shown that if Fig. 15b represents Eq. 17,
then the inputs are the estimators of the true data, elements of Θest , the outputs
are elements of D, the instrumental output and the constrained weights (W ) are
the elements of the PSF, p. Thus, the neural network weights are just the discrete
values of the kernel of the convolution. The technique used go Þnd the kernel
values (weights) is described in the following.

D = p ⊗ Θest

(17)

The weights making up the kernel, of the convolution neural network are
physically meaningful. In the case of image enhancement, the kernel represents
an estimator of the inverse point spread function. The issue of constructing an
appropriate neural network training set is eliminated since this network has only
one input/output set during its training phase. The initial training is iterative,
just as a standard supervised training neural network, but the process is even
faster since the convolution neural network has greatly reduced the number of
distinct connection weight values and therefore the number of operations required
for processing the observed data.
The convolution connection neural network is based upon a two layer, feed
forward, error back-propagation neural network employing a convolution connection scheme with linear processing elements at the output layer. We begin with
the governing equation for the process we desire to model,
p⊗q =δ

(18)

where p is the PSF, q is the desired inverse PSF and δ is a unit impulse. We pursued this avenue for some time and with some success based on a multivariate minimization algorithm using a routine AMOEBA [Press 1986] and a cost function
e =p⊗q−δ
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(19)

which led to estimators for q such that calculation of δ using Eq. 18 led to a result
that was similar to a sine cardinal (sinc) function. The results when applying
Θ=q⊗D

(20)

were reasonable but less than perfect. We then chose to replace the unit impulse
δ by a target function T which generally is set to be a very narrow Gaussian
function when an inverse PSF is sought. At this point, we also changed from the
multivariate minimization routine AMOEBA to a neural network backpropagation
error correction process [Simpson 1990].
The back-propagation formalism applied to the convolution neural network
yields the following iterative formula:

q (i+1) = q (i) − cp ⊗ (p ⊗ q (i) − T )

(21)

Equation 21 is derived using the mean square error
1
(22)
e2 = (p ⊗ q − T )2
2
as the cost function, p is the instrumental response function, T is the target function, c is a constant scale factor and q (n) is the nth iteration of the solution that
maps the instrumental response function into an eﬀective instrumental response
function represented by the target function T . Note that Eq. 21 holds for both
one and two dimensional data, such as spectra and images, respectively. Equation
21 can be used to solve diﬀerent problems depending on the selection of the target
function:
• For most of our investigations, T is an extremely narrow Gaussian function.
With the narrow Gaussian function as the target, the retrieved solution, q, is an
estimator of the inverse of p. To retrieve the deconvolved data, q is convolved with
the observed data. Note that only knowledge of the instrument response function,
p, is required to obtain q. The inverse estimator, q, can then be applied to all data
observed with the same instrumental response function to obtain super-resolution
or for image enhancement.
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• If T is the observed data, and p is the instrumental response function, then
q is the deconvolved object. This scheme is similar to other iterative deconvolution
algorithms that require operation on the observed data.
• If p is an instrumental response function with high sidelobes, such as a sinc
function in a Fourier transform interferometer, and the target function is a positive
semi-deÞnite function such as a Gaussian, then Eq.21 will yield a function q that
can transform or reduce the sidelobes of observed data.

2.3.2 Examples
Initial work directed toward the resolution enhancement of Hubble Space Telescope imagery has proven successful. Figure 16 shows original and recovered images of Saturn before the HST servicing mission in December 1993. The restoration used an inverse instrument response function determined using the convolution network based solely on an observed HST response function. The enhanced
image (on the right) was obtained by the convolution of the inverse PSF with the
observed data on the left of the display. The observed Saturn image was not used
to determine the inverse instrument response function.
A similar enhancement of an HST WF/PC-I observation of Jupiter is shown
in Fig. 17. The PSF was calculated using a PSF modeling program, Tiny Tim,
from the Space Telescope Science Institute (STScI). An inverse PSF was determined using a very narrow Gaussian target T. The observed image of Jupiter (left
image ) was convolved with the eﬀective inverse PSF to yield the restoration (center image). For comparison, a STScI provided Richardson-Lucy image restoration
(right image) of the observed data is shown. As evident in this example, the convolution neural network can achieve results comparable to other iterative restoration
methods operating directly on the observed data.
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Figure 16. Resolution enhanced image (right) of an HST WF/PC-I image of Saturn (left) by application of the convolution connection neural network enhancement
algorithm.
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Figure 17. Comparison of a convolution connection neural network enhancement (middle) and the iterative Richardson-Lucy enhancement (right) of an HST
WF/PC-I image of Jupiter (left).
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The third example, shown in Fig. 18, consists of an enhancement of a low
signal to noise ratio image of an SL-9 cometary fragment (right). The instrumental
response function of WF/PC-I was calculated using Tiny Tim, the inverse kernel
was calculated using a the convolution neural network and the restoration (left)
was calculated as the convolution of the inverse kernel with the observed cometary
fragment.
The next example demonstrates the capacity to take control of the instrument
response function.

Figure 19 shows the mapping process from a Fourier trans-

form spectrometer’s instrument response function (sinc apodized) to a Gaussian
apodized, or dispersive-like spectrometer’s instrumental response function. The
mapping error is shown magniÞed by a factor of a million on the scale of the plot.
On the far right of the top row of plots, the mapping of the mapping back to the
FTS instrument response function is shown with the mapping error magniÞed by a
factor of a million. The second row displays the mapping of a dispersive spectrometer response function to a typical FTS instrument function (in atom of molecule
space.) Figure 19 is based on simulated instrument response functions.
Figure 20 further emphasizes that the convolution neural network provides a
great deal of control over the instrument response function. Figure 20 illustrates,
using observed ethylene data from Kitt Peak National Observatory, that the convolution network can reduce or eliminate the impact of sinc function feet in a
spectrum of under-resolved lines observed with a Fourier transform spectrometer.
The instrument response function was determined based on the seventh line from
the left in the original data display. Notice the quality of the mapping from the
dispersive-like spectrum back to the FTS representation. This method provides a
robust, faithful means of custom data mapping. In this case, our mapping dampens the ringing eﬀect in the region around each line, which can assist us in the
determination of the continuum level of the observed spectrum.
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Figure 18. Resolution enhancement (right) of a high-noise HST WF/PC-I image
(left) of SL-9 cometary fragments.
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Figure 19. Mapping results. Synthetic Gaussian (top left) and Sinc (bottom left)
instrumental response functions are presumed. The Gaussian (Sinc on bottom)
functions are then mapped to Sinc (Gaussian) functions and returned to Gaussian
(Sinc) functions using CBM. The mapping results have been oﬀset to also include
an error trace that has been multiplied by 1x106 to show the reliability of th eCBM
method.
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Figure 20. An application of a convolution neural network for Gaussian apodization of a segment of an ethylene spectrum from Kitt Peak National Observatory.
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2.3.3 Conclusions
Work shown here demonstrates the power of the convolution network paradigm applied to image and spectral data processing. The key points include the
following:
• The convolution neural network can provide a method of obtaining a stable
eﬀective inverse instrumental response function.
• Resolution enhancement is possible with the inverse instrumental response
function discussed in this work.
• The convolution neural network is robust in low signal to noise ratio environments.
• Data mapping that will result in a robust dampening of the sidelobes of
Fourier transform interferometric data is possible.
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Chapter 3
CBM on a Sound Theoretical Basis

3.1 Taking Control of the Instrument Response Function
The Chin-Blass-Mahan (CBM) method has an interesting application in that
the eﬀective application of this technique allows us to modify the performance
characteristics of an instrument. We call this modiÞcation process an extended
instrument paradigm since the original instrument is modiÞed in a manner consistent with the model for imaging and the data is processed downstream from
the initial observation in a way that can be transparent to the person using the
instrument, thus an extension to the observing instrument.
To understand the CBM technique we need to deÞne some variables with
which we base the research. The term point spread function is a characteristic
function of the instrument which is typically determined through a combination of
modeling and observations with the instrument, we also call this the instrumental
response function.

The term apodized inverse point spread function is as one

might guess a function estimation of the inverse point spread function we also
call this in a more general manner the mapping function. The mapping function
can act as an apodized inverse instrumental response function in cases where we
desire image enhancement, thus we do not have a need to distinguish between
a mapping function and inverse instrumental response function until we address
issues where we actually desire to degrade an instrument’s performance for some
other beneÞt as we discuss later in this work.
We concentrate on a numerical technique which has wide-ranging and, as a
result, multi-disciplinary application potential. The technique is based on work
sponsored by the NASA Goddard Space Flight Center’s Director’s Discretionary
Fund in 1992 and 1993 and NASA Graduate Student Research Program from 1992
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through 1995. The work on deconvolution can be found in a variety of publications such as [Blass 1981] [Daunt 1984] [Blass 1984] [Jansson 1984] [Jansson 1997]
[Chin 1994] [Blass 1995].

3.1.1 Fredholm Integral or the Convolution Equation
ScientiÞc models infer that all observables are continuous functions of some
parameter such as time or frequency. Our scientiÞc instruments, on the other
hand, are only capable of discretely sampling these observables. ScientiÞc data,
D(y), recorded using discrete sampling techniques (essentially all “non-counting”
scientiÞc data) is usually modeled by a continuous integral equation D (x) =
R
p (x, x0 ) Θ (x0 ) dx0 or in a more compact notation D = p ⊗ Θ where p is the re-

sponse or point spread function (PSF) of the instrument, Θ is the observable, D

is the measured data, and ⊗ is the convolution operator. Thus, while the Fredholm equation [Morse 1953] forms the basis of our model of an instrument, it is the
P
pj−i Θi ) which forms a more accurate instrumental
discrete version (i.e. Dj =
model. The analytical solution for the Fredholm integral equation is the analytical solution to the instrumental distortion problem. Continuous function theory,
however, provides little more than guidance in addressing the discrete instrumental inverse problem - often referred to as the deconvolution problem [Blass 1981].
Finding an inverse kernel q such that q ⊗ D = Θ is not an analytically tractable
problem [Twomey 1977]. Direct methods of Þnding the inverse results in solutions
that tend to be unstable in the presence of noise.
We have discovered a simple numerical technique that Þnds a robust estimator
of the inverse of p by operating on the measured point spread function, p, itself
for a discretely sampled data space. The retrieved “inverse point spread function”
is actually an apodized inverse point spread function. The meaning of the term
apodized inverse point spread function is discussed below. The apodized inverse is
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robust and appears to work well even on data with substantial noise content. Once
an eﬀective discrete inverse PSF, q, has been found using a neural computational
paradigm, the estimator of Θ follows from a simple linear computation Θk =
P
qk−i Di or more compactly Θ = q ⊗D. Applying the apodized inverse to retrieve
the required object is a very quick operation. General properties of the method,

which are presented below, show how solutions are related to the object, Θ, and
oﬀer insights to deconvolution. It is especially illuminating with regard to the
discrete nature of the sampled data and its relationship to the properties of the
retrieved solution.
Other restoration schemes employ iterative algorithms that operate on the
measurements themselves rather than on the PSF to attack the deconvolution problem. These iterative schemes may maximize entropy [Buck 1991] or apply other
constraints [Jansson 1984] [Jansson 1997] [Blass 1981] [Twomey 1977] [Lucy 1974]
to the observed data in order to Þnd an estimator of the true observable, Θ. Iterative techniques are successful yet practitioners stress the dominance of art over
science in the application of the techniques.
Important Hubble Space Telescope discoveries using WF/PC-I were made
possible by the recovery of some portion of the lost resolution from its ßawed
images. That resolution recovery was only possible using numerical methods - in
most instances the iterative Richardson-Lucy[Lucy 1974] deconvolution method.

3.1.2 A New Instrument Design Paradigm
A new instrument paradigm is based on the discovery of a method to determine
a robust estimator of the inverse point spread function for a scientiÞc observing
instrument modeled as a linear system. As a result of this discovery, it is possible
to contemplate an instrumental extension which results in the recovery of a major
portion of lost resolution due to the blurring eﬀects of the PSF. Implementation of
the instrumental extension and the resulting resolution enhancement is independent
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of prior knowledge of or access to the observed data. The method has been applied
to HST images as well as several one dimensional spectral data sets.[Chin 1994]
[Blass 1995] Results of HST recoveries have been compared to Richardson-Lucy
recoveries [Chin 1994] [Blass 1995].
3.1.2.1 Introduction
All scientiÞc instruments share a common basis when viewed as a linear system. An observing system, for example, has an input Θ, and an output D, a
response (or point spread function) p, and additive noise n, as represented by a
linear instrument model:
D =p⊗Θ+n

(23)

We characterize such a system mathematically in Eq. 23. We deÞne an extended instrument by adding another linear processing system having a response
function q that produces an output φ given the input D.[Blass 1981] Equation 24
models the extended instrument which may be a real integrated instrument or a
virtual extended instrument where the processing inferred by the second linear instrument section is carried out post-observationally.
φ= q⊗D =q⊗p⊗Θ+q⊗n

(24)

The idea of an extended instrumental system described by Eq. 24 gives us a
powerful way of looking at instrument processes.
In the past, Eq. 24 represented what many would call inverse Þltering. The
methods which enable us to Þnd a robust estimator of the inverse PSF using neural
computational methods make inverse Þltering work contrary to the expectations
of the “folklore of physics.” These results have led us to develop a conceptual tool
which we call the extended instrument.
Using the extended linear system instrument model, our goal is to obtain
an enhanced instrument with useful, data independent properties; φ may be, for
example, a simple estimator of Θ, in which case our extended instrument model
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can be used for resolution recovery for both spectra and images. Or the model
can be used to transform from one type of point spread function to another such
as a positive semi-deÞnite estimator of Θ in order to make possible an accurate
determination of the continuum level starting from a sinc (sine cardinal) apodized
spectrum as from a Fourier Transform Spectrometer. Such applications have been
described in detail [Chin 1994] and will be illustrated below.
3.1.2.2 Direct Recovery of the Object (Θ)
The instrumental convolution is characterized by a Fredholm integral equation
of the Þrst kind. [Morse 1953] In principle, one can analytically solve for Θ by
using Fourier transform theory. The instrument model equation is D=p⊗ Θ +n
and its Fourier Transform then is d = P θ + N . Rearranging and using the inverse
Fourier Transform, one recovers an estimate of
Z

d (k) − N (k)

e−k·x dn k

(25)
P (k) (2π)
is not well behaved, in parThis direct inversion has serious problems: d(k)−N(k)
P (k)
Θ=

n
2

ticular it ampliÞes noise. Noise is less a problem for our processes since the PSF
can generally be measured and/or modeled to high precision at very high signal to
noise ratios.
3.1.2.3 The Neural Network Approach to Recovery of the Object (Θ)
The convolution network, on the other hand, searches for an approximate q
that minimizes an error function, e2 = (p ⊗ q − T )2 , where T is called the target
function. That is, we attempt to solve the convolution equation

T =p⊗q

(26)

using the convolution connection network paradigm. The choice of T determines
what the character of the q will be and what use may be made of q. We speak to
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this point shortly. First, however, we consider the process of solving Eq. 26 for an
arbitrary T .
The convolution connection network is derived from the feed forward, errorbackpropagation neural network model [Simpson 1990] with a slightly more complex, yet more natural connection scheme for imaging systems. Many deconvolution algorithms use a correction term, e, of the form:

e = p ⊗ Denhanced − Dobserved

(27)

The convolution network involves a correction that has the form:

e = p ⊗ q − Tdesired

(28)

where p is the point spread function and Tdesired is the desired result of the mapping, i.e., for a sinc(x) function mapped to a sinc2 (x/2) function, Tdesired is the
sinc2 (x/2) function, p is a sinc(x) function, and q is the function that minimizes e.
After determining q, the application of the convolution network is computationally
inexpensive since it involves only a single convolution step. It is feasible to build
an instrument that can be tailored for real-time data enhancement/processing via
several Þlter functions, qi , as illustrated in Fig. 21.
This Þgure is really the conceptual heart of the elusive point we attempt to
make by discussing an extended instrument paradigm. For example:
• If the target function in Eq. 26 is an estimator of a unit impulse (remember
that we are always working in sampled data space) then qi in the Þgure above is an
estimator of the inverse PSF and our object is to retrieve an estimator of the true
data from the observed data (resolution enhancement). We Þnd that this works
very well [Chin 1994].
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Figure 21. The left side of the block diagram indicates the existing instrument
which produces observations noted as D. The right side of the diagram proposes
the extended instrument paradigm where the observed data, D, can be mapped by
various q functions which provide diﬀerent functionality for the system.
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• If the PSF is a sinc (sine cardinal) function such as is the case for the instrument response function of a Fourier Transform Spectrometer and the target
function is a properly chosen (i.e. one with appropriate bandwidth) Gaussian function, then qi will be a mapping function taking a spectrum with a sinc instrument
response function to one with a Gaussian response function. This is consequential when the underlying physical line shape function is narrower or comparable
to the sinc instrument function width. Such spectral lines then take on the shape
of a sinc function and compound the problem of determining a continuum level in
the spectrum and thus making absolute intensity determination less accurate than
desired. An example is presented below. It is noted that, of course, the apparent
resolution of the spectrum is degraded in mapping a sinc to a Gaussian. This type
of activity trades resolution for a more accurate continuum determination.
• Conversely, if a high resolution dispersive spectrometer with a PSF having
a full width at half maximum of, say, 0.0067cm−1 ( characteristic resolution limit
of a 20x40cm grating at 65◦ in double pass), then mapping to an appropriately
chosen sinc function will result, upon convolution of qi with the spectrum, in a
FTS like spectrum with a resolution of 0.51 ∗ 0.0067 = 0.0034cm−1 . While unusual
this is still, nonetheless, a real possibility and could be useful where resolution of
strong features was the goal and the sinc feet would not be a problem.
These illustrative points serve to highlight the possibilities for both data post
observation processing to meet various project goals and a new way to approach instrument design in the pursuit of a speciÞc set of instrument goals and constraints.
These are examples of the type of things we mean when we speak of “Taking control of the Instrument Response Function.”
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3.1.3 A More Detailed look at the Novel Artificial Neural Network
and Solution to the Convolution Equation
We discovered this technique to obtain solutions to the convolution equation
in our study of artiÞcial neural networks. ArtiÞcial neural networks provide a new
computational paradigm which can often solve previously intractable problems. A
neural network is a parallel computational system composed of individual nodes,
or ”neurons,” modeled loosely on biological neurons. Diﬀerent neural network architectures exist. Each type diﬀers by the way the elements connect, by the operations each node performs, and by the training method that shapes its performance.
Figure 22(left) illustrates a typical neural network architecture.
Three distinctive features are characteristic of neural networks: (1) An artiÞcial neural network may be structured in such a way that it learns or generalizes
from an initial training set to solve examples that it has never encountered before.
(2) Neural networks can Þnd solutions without using problem-speciÞc algorithms.
(3) A general feature of traditional neural networks is that while training may be
costly, both in computing time and large memory requirements, using the network
to Þnd solutions is inexpensive and rapid.
Neural networks are proving to be both powerful and robust in their ability to
solve a wide range of complicated problems such as artiÞcial speech generation and
recognition, image and character recognition, feature extraction, association, optimization, etc. More recently neural networks have successfully controlled adaptiveoptic systems on ground-based telescopes to eliminate the turbulent blurring of the
earth’s atmosphere.
These factors have motivated us to try using this new computational paradigm to attack the deconvolution problem. We formulated a system that is similar
to a traditional neural network, since it beneÞts from the three properties mentioned above, but circumvents the cost of training by using a novel type of network
connection.
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Figure 22. On the left is a fully interconnected artiÞcial neural network conÞguration where the image on the right shows the simplicity of the convolution connected neural network paradigm.
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Figure 22(right) shows this new and simple architecture. It is simply a convolution of a kernel with the input layer to form an output layer. We train the
network by presenting an appropriate normalized PSF at the input and using, for
example the unit impulse, located at the center of the PSF, as the target function. Originally we used a multi-dimensional minimization algorithm, AMOEBA,
adapted from Numerical Recipes [Press 1986], to search for the weights that minimize the mean square error between the target and the output of the network.
The kernel weights returned by AMOEBA form the inverse of the PSF. AMOEBA
is a robust algorithm that has the advantageous property of systematically searching for a minimum in complicated multi-dimensional functions but in a brute force
manner. More recently we have formulated a minimization routine derived from
the traditional neural network technique called back-propagation. Our newly derived convolution back propagation algorithm has greatly increased the speed of
retrieving a solution. However, the intent of both numerical methods is the same;
to Þnd the weights of the network that minimize the cost function, in this case,
the mean square error between the output of the network and the target.
It is important to contrast a traditional neural network and our novel convolution architecture. In a typical feed-forward hidden layer neural network architecture (as in Fig. 22(left)), there are L input elements, M hidden layer elements, and
N output elements. A non-linear function, such as a sigmoid, is applied to each
node after summing all the weighted inputs to the node. The number of parameters or weights that are required to characterize this network is LxM + MxN. In
our convolution neural network architecture (Fig. 22(right)) a simple connection
scheme occurs between two layers. The connection is deÞned by the convolution
of the input with a kernel to form the output. We do not employ any non-linear
function with this architecture. The kernel values are the weights for the network.
Here the number of parameters we need to optimize is independent of the size of
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the input and output layer, and is determined only by the kernel size. The size of
the kernel can be kept small compared to either the input or output nodes.
The simplicity of the back-propagation solution for a convolution network can
be illustrated by outlining the various steps needed to solve the equation, q⊗p = T ,
where p is a given function such as the PSF, T is the target function, and q is the
solution we seek. Then the back-propagation formalism applied to the convolution
network yields the following iterative formula:

qi+1 = q i − Cp ⊗ (p ⊗ q i − T )

(29)

where C is a constant step size, and qi is the ith estimate of the solution
Equation 29 is derived using the mean square error as the cost function. Note
that Eq. 29 holds for both 1 dimensional data such spectra or to 2 dimensional data
such as images. Equation 29 can be used to solve diﬀerent problems depending on
the type of functions used as the target:
Type A For most of our investigations, T is an extremely narrow Gaussian
function. With the narrow Gaussian function as the target, the retrieved solution,
q, is an estimator of the inverse of p. To retrieve the deconvolved data, q is
convolved with the observed data. Note that only knowledge of the PSF, p, is
required to obtain q. The inverse estimator, q, can then be applied to all data
observed with the same instrumental PSF to obtain super-resolution or for image
enhancement.
Type B If T is the observed data, and p is the PSF, then q is the deconvolved
object. This scheme is similar to other iterative deconvolution algorithms that
require operations on the observed data.
Type C If p is a PSF function with high sidelobes such as the sinc function
in a Fourier Transform Interferometer and the target function is a positive semideÞnite function such as the sinc2 , then q will give a function that can transform
or reduce the sidelobes of observed data.
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3.1.4 Illustrative Examples
Initial work directed toward the resolution enhancement of Hubble Space Telescope imagery has proven successful.[Chin 1994] Figure 23 shows original and recovered images of Saturn before the HST servicing mission in December 1993. The
restoration used an inverse PSF determined using the convolution network based
solely on an observed HST response function. The enhanced image (on the right)
was obtained by the convolution of the inverse PSF with the observed data on
the left of the display. The observed Saturn image was not used to determine the
inverse PSF.
The next example demonstrates the capacity to take control of the instrument
response function. Figure 24 shows the mapping process from a Fourier Transform Spectrometer’s instrument response function (sinc apodized) to a Gaussian
apodized, or dispersive-like spectrometer’s instrument response function. The
mapping error is shown magniÞed by a factor of a million on the scale of the plot.
On the far right of the top row of plots, the mapping of the mapping back to the
FTS instrument response function is shown with the mapping error magniÞed by a
factor of a million. The second row displays the mapping of a dispersive spectrometer response function to a typical FTS instrument function (in atom or molecule
spectrum space.) Figure 24 is based on simulated instrument response functions.
Figure 25 further emphasizes that the convolution neural network provides a
great deal of control over the instrument response function. Figure 25 illustrates,
using observed ethylene data from Kitt Peak National Observatory, that the convolution network can reduce or eliminate the impact of sinc function feet in a
spectrum of under-resolved lines observed with a Fourier Transform Spectrometer.
The instrument response function was determined based on the seventh line from
the left in the original data display. Notice the quality of the mapping from the
dispersive-like spectrum back to the FTS representation. This method provides a
robust, faithful means of custom data mapping.
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Figure 23. Convolution network enhanced HST WFPC-I image of Saturn.
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Figure 24. Convolution network mapping demonstration.
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Figure 25. Convolution network applied to Gaussian apodization of FTS spectral
data.
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In this case, our mapping dampens the ringing eﬀect in the region around
each line, which can assist us in the determination of the continuum level of the
observed spectrum.

3.1.5 Theoretical Insights
The reader will recall that we presented an image enhancement example solving for q where T was speciÞed as a very narrow Gaussian to estimate the sampled
data space identity element. We have found that this works extremely well and is
the practical solution to the enhancement problem. In our earlier work, we used a
unit impulse for the target T . Some very intriguing results ßowed from these early
attempts and we believe that there is more to learn by pursuing better understanding of our results — perhaps further insights into an algebra of sampled data space.
In cases we have examined in which we solved for the “true” inverses of PSFs,
the deconvolved PSFs are sinc functions, i.e. q ⊗ p = sinc. This is not a coincidence. It appears, instead, to be a property of the discrete Þnite data space that
all physical measurements share.
The unitary relationships, q ⊗ p = i and i ⊗ X = X, where i is the convolution
identity and X is any distribution in data space, must hold in order that the inverse
of p works properly. If p ⊗ Θ = D and q ⊗ p = i, where q is the putative inverse for
p, then q ⊗D = q ⊗(p ⊗Θ) = (q ⊗p)⊗ Θ = i⊗Θ = Θ . The common assumption is
that i in sampled data spaces is a unit impulse which seems to be analogous to the
Dirac δ - function in analytic space. This assumption is wrong. Our process returns
an inverse q such that q ⊗D = Θ and p⊗(q ⊗D) = D to within experimental error.
This infers that we have found an inverse and that q ⊗ p = i. However, the i we
Þnd in our process is not the unit impulse we used as a target but a sinc function.
This suggests that the unitary relationship should be q ⊗ p = S(B), where S(B)
is the sinc function of bandwidth B. This new relationship is consistent with our
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original intuition, since in the limit as B → ∞ , S(B) → δ - function. The unit
impulse does not share the property of transitioning to the δ - function in the limit.
S(B) has interesting properties. These properties combined with the convolution unitary relationship reveal more details about the deconvolution process. (a)
We require that S(B) ⊗ X(b) = X(b) if b ≤ B, where b and B are the respective
bandwidths of the corresponding distributions. In particular S(B)⊗S(B) = S(B).
(b) These properties are trivial to prove in discrete Fourier-transform space where
convolution translates to point-by-point multiplication. However, certain normalP
izations must hold. They are
S(B) = 1 in data space and S(B), the transform
of S(B), is a constant 1 throughout the bandwidth B in transform space. There-

fore there is a natural and logical order for the normalization of the discrete Fourier
transform (i.e. data transform, normalization = 1; transform → data, normaliza-

b = q ⊗D
tion = 1/B). (c) Now the deconvolution process becomes the following; Θ

= q ⊗ (p ⊗ Θ) = S(B) ⊗ Θ, where is an estimate for Θ. If the bandwidth of Θ is
b = Θ and we succeed in the deconvolution process. (d) Otherwise,
≤ B, we get Θ

b is optimum. We can show this
if the bandwidth of Θ is > B, then the estimate, Θ,
by noticing that Θ = S(B) ⊗ Θ is just the convolution equation where p = S(B)

and D = Θ. Since S(B) is its own inverse, applying the deconvolution process one
more time results in S(B) ⊗Θ = S(B)⊗ (S(B) ⊗ Θ) = S(B) ⊗ Θ = Θ. This shows
we cannot improve upon Θ = S(B) ⊗ Θ. Also, sinceΘ = q ⊗ D, then S(B) ⊗ q = q,
which means that the retrieved inverse, q, must have bandwidth which is ≤ B and
thus cannot provide information which has bandwidth > B such as any high frequency features of Θ. We have conÞrmed many of these theoretical considerations
by numerical examples.
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3.2 Applied CBM - Structural Forms
CBM has been derived from two directions.

We have an iterative method

which was a result of our focus on error back-propagation neural networks which
led to what we have called the convolution connected neural network. Then there
is another formulation which was arrived at after reßection upon the nature of
data and with the knowledge that we should limit how far we attempt to enhance
resolution. The second method is very similar to the form of the obvious solution,
however care must be given to the selection of the target function for the computation to be valid.

3.2.1 Iterative CBM
The iterative method of CBM is derived by a gradient descent minimization
of a cost function
1
(30)
E = (P ⊗ Q − T )2
2
In the form shown by Eq. 30 we have an error function that is actually a quantity
that has many sampled values. So lets look at one component of this error function.

1 X
Ek = (
Pk−i Qi − Tk )2
(31)
2 i
If we consider the function Q to be the the “weights” in a back-propagation
neural network scheme, this derivation follows along the lines of the correction
scheme for the backpropagation neural network. However, we only have a single
layer of “weights” leading to simple gradient descent minimization. We begin by
taking the derivative of Ek with respect to Qi .
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∂E
= P ⊗ [P ⊗ Q − T ]
(37)
∂Q
Now if we use this term as a correction to the previous estimate of Q, we can
now establish an iterative relationship for the mapping function, Q as shown.

Q(n+1) = Q(n) − η

£
¤
∂E
= Q(n) − ηP ⊗ P ⊗ Q(n) − T
(n)
∂Q

(38)

3.2.2 Fourier Transform Based CBM
After realization that we are not trying to linearly enhance data from the
natural instrumental response function to a delta function having inÞnite frequency
content.

We revisited the direct Fourier transform inversion techniques.

In

addition to the fact that we limit the frequencies that we wish to enhance we
were motivated to revisit this simple approach after reading [Brault 1971]. This
technique for the determination of the CBM mapping function, q, works well cases
where the instrumental response function can be characterized with little noise
in the estimate.

So if speed is an issue and you have a good representation
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of the instrumental response function, this is may merit this simpler method of
application. .
We begin the derivation of the direct Fourier transform method by Þrst writing
the convolution equation which we are concerned, we then take the Fourier transform of both sides and solve for Q. The convolution theorem allows such a simple
solution since the Fourier transform of a convolution of two functions is equivalent to the direct product of the Fourier transforms of the two functions. In most
approaches, we would start this adventure by the following incorrect assumption:

P ⊗Q= δ

(39)

However, we desire to limit the frequency content as discussed previously by deÞning T to have frequency content similar to P and for resolution enhancement we
desire T to have a width of approximately 12 that of P .

P ⊗Q= T

(40)

We take the Fourier transform of both sides
e = Te
Pe · Q

e
e= T
Q
Pe
b
So the result is a quick, simple estimate of the mapping function Q.
b=
Q

¶
µg
Te
Pe
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(41)

(42)

(43)

Chapter 4
Applications of CBM

4.1 Image Enhancement for Scientific Research: Jovian Comet
Crash

4.1.1 Introduction
The collision of the fragments of comet Shoemaker-Levy 9 with Jupiter’s predawn southern hemisphere provided a unique opportunity to observe and study
a comet, the stratosphere of Jupiter and the collision events themselves.

Pre-

collision predictions concerning energy deposition and subsequent observed phenomena ranged from explosive plumes [Zahnle 1994] [Boslough 1994] [Ahrens 1994]
and large-scale waves [Ingersoll 1994] [Harrington 1994] to no observable eﬀects
[Weissman 1994].
Our team made observations during the July 16-22, 1994 collision sequence
at the StarÞre Optical Range (SOR) in Albuquerque, NM. SOR is an adaptive
optics telescope facility operated jointly by Phillips Laboratory and Kirtland Air
Force Base [Fugate 1994].
The observations, although coming from one of the highest resolution telescopes available, were still less than ideal and degraded by blurring from the
atmosphere located above the focal point of the laser that was used as a synthetic
star which was used for correction of the incoming wavefront as is often the case
with adaptive optics systems.
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4.1.2 Objective
Our objective was to use observations of the impact to probe into our understanding of Jupiter’s atmosphere. The atmosphere model was constructed using
data from two particular impact sites known as sites “H” and “G/D” for the respective comet fragment which impacted into Jupiter. For example, site “A” was
the result of the Þrst comet fragment impact into Jupiter.

Site “G” and “D”

occurred at the same location. The details of the observations, image enhancement using CBM techniques, and ultimately the construction of a Jovian model
atmosphere are presented in Appendix A. This appendix is a draft manuscript
detailing the team’s SL-9 observation and analysis.

4.1.3 Method
The Acousto-Optical Tunable Filter (AOTF) equipped camera making the observations was tuned for speciÞc wavelengths that correspond to peaks and valleys
in the absorption spectrum of Methane. By studying images taken at these varying wavelengths one actually probes the Jovian atmosphere to diﬀerent depths.
The images were acquired, a point spread function was modeled and enhancements were computed.

The point spread function was modeled in an iterative

fashion from the observation of a shadow of Ganymede on the Jovian cloud-tops.
The point spread function was approximated [Northcott 1994] as the sum of a
near-diﬀraction limited Gaussian core representing the adaptive optics corrected
portion (up to the focus altitude of the laser beacon which provides stimulus to
the adaptive optics system for wavefront correction) and a broad long exposure
pedestal representing the uncorrected “seeing” portion [Molina 1989] as shown in
Eq. 44. The point spread function model contains a weight value a which represents the fractional component of each part of the point spread function model, wc
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which represents the Gaussian core width, wp corresponding to the pedestal width
while r is the radial distance from the center of the point spread function. This
basic model was iteratively convolved with the model of the shadow of Ganymede
until the parameterization produced a point spread function that resulted in an
image that closely matched the observed shadow of Ganymede on the surface of
Jupiter.

2

p(r) = (1 − a)e−(r/wc ) + a(1 + (r/wp )2 )−3

(44)

The point spread function was characterized in this iterative manner, CBM
techniques were used with the point spread function model yielding an eﬀective
inverse instrumental response function, which we also call a CBM mapping function. The resulting CBM mapping function was then applied by a convolution to
each of the images to enhance resolution by approximately a factor of two.

4.1.4 Results
The image enhancement results of an impact site can be seen in Fig. 26. The
two images on the left are example enhancements at diﬀerent wavelengths from
various images taken over the week of observations.

The image on the right of

Fig. 26 shows an intensity proÞle across the image. This intensity proÞle indicates
a ring that exists around the impact site itself. We initially had questions that
we may have attempted to be too aggressive in our enhancement or that we may
have found a weakness of some kind in the CBM methodology. These Þndings,
however, are consistent with the current knowledge from Hubble Space Telescope
observations that validated that these rings are real. They exist for other impact
observations and they are resonating waves of ejected material from the impact
propagating away from the impact site.
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Figure 26. An observation with the acousto-optical tunable Þltered equipped
camera yielded a series of images of the impact sites of the comet Shoemaker-Levy
9 fragments into Juipter. The images correspond to images that have been CBM
enhanced.

The observations are at peak and in valley of the methane absorp-

tion bands. The Þgure on the right shows the discovery of propagating exjected
material from the impact site at the ring diameter.
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4.1.5 Conclusions
The impact of a comet with a solar system object such as Jupiter is an unusual astronomical phenomenon.

The impact provided an opportunity for the

study of a comet, a planet’s atmosphere and the physics of the impact itself. We
used an acousto-optical tunable Þlter equipped CCD camera attached to a 1.5m
adaptive optics telescope to provide hyperspectral imagery in interesting areas of
the Methane absorption band. The CBM method has been used here as a tool to
provide higher resolution estimates of real physical phenomena that may only be
observable once in a millennium. The research presented provided the atmosphere
model parameters for a model discussed as another document within the Appendix.

4.2 Baseline Determination for Fourier Transform Spectroscopy

4.2.1 Introduction
In studies of absolute intensities using very-high-resolution FTS spectra, it is
possible, in high density spectral regions (i.e., many observed absorption or emission lines per cm−1 ), to encounter serious problems in establishing the zero absorption or emission signal level. The left panel of the top row of Fig. 27 displays a
short section of the ν 7 band of ethylene observed at 0.025 cm−1 resolution (nominal). Notice the confusing addition of sinc-function “feet.” The sinc-function is the
eﬀective instrumental response function in wavenumber space (ethylene spectrum
space) resulting from the use of a box-car apodizing function in interferogram space
(FTS instrument space). This additive aggregation of sinc-function feet makes determining a convincing (and precise) zero level very diﬃcult. A similar but less
compelling assessment can be made regarding the zero level in less dense regions
of the spectrum.
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Figure 27. A region of FTS spectra is shown on the left while the results of CBM
mapping are shown on the right. The second and third rows display two regions
(A, B) highlighted in the Þrst row to demonsrate the numerical apodization.
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We do not intend to infer that a zero level cannot be established by careful
measurement and sophisticated modeling and analysis of a sinc-apodized spectrum.
Rather, we present a linear systems technique for obviating this diﬃculty of baseline determination. We do, however, Þnd that the method works and works well
while minimizing the eﬀort and maximizing the net productivity of our studies.

4.2.2 Background
From a linear systems viewpoint, we can represent the Fourier transform Spectrometer as a black box with speciÞc properties. We choose to work initially in
wavenumber space which works conceptually but is generally not a physically realizable space from an instrumental point of view. That is, we work in spectrum
space rather than interferogram space to begin this discussion. We shall use an optical image-object paradigm. A generalized optical imaging system is represented
by

O −→ p −→ I

(45)

where

I(x) =
or

Z

p(x − x0 )O(x0 )dx0

I =p⊗O

(46)

(47)

where p is often called the point spread function (psf). (In linear systems
theory p would be called the instrumental response function.)
Putting this in the context of a Fourier transform spectrometer, if we represent
the Fourier transform of p by pe, then the imaging equation becomes
e
Ie = pe · O
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(48)

by virtue of the convolution theorem [Bracewell 1965].
e is the interferogram of the spectrum
For a Fourier transform spectrometer, O

as a function of optical path diﬀerence (or the relative optical retardation of the
e is the actual observable in a FTS system. The
interferometer wavefront). O

Fourier transform of p is the apodizing function pe, often a boxcar function of unit

amplitude which extends from −L to +L where L is the maximum path diﬀerence
of the interferometer scan.
The resulting spectrum, after the Fourier transform of Ie is
I =p⊗O

(49)

where p is the Fourier transform of the boxcar apodizing function and is the effective FTS instrumental response function in “spectrum space”. The response
function, p, possesses unit area and is consistent with the FTS apodizing function
having unit amplitude at path diﬀerence zero. I is the Fourier transform spectrum and if the apodizing function is the boxcar function described above, the
instrumental response function or point spread function is a Sine Cardinal (sinc)
function.
The left column of Fig. 27 displays a section of the ethylene spectrum observed
at a resolution of 0.025cm−1 where the sinc instrument function is apparent. The
sinc response function can confound the accurate determination of the zero level
(or continuum or baseline, as may be.)

4.2.3 Solving the Problem
Let us begin with the spectrum space imaging equation, Eq. 50

I = p ⊗ O.

(50)

I is the recorded spectrum (the FT of the interferogram), p is the FT of the
interferometer-space apodizing function, and O is the idealized spectrum. The
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idealized spectrum may be thought of as the spectrum observed with an inÞnite
resolution spectrometer which has a Dirac delta function as an instrument function
(which infers that I = δ ⊗ O = O.)
It is categorically impossible Þnd p−1 and thereby recover the idealized spectrum, O, for any conceivable and realizable Fourier transform spectrometer. To
assert otherwise is to ignore the reality of living and observing in a sampled data
world and to deny the very real requirements of the sampling theorem. While we
may write
p ⊗ p−1 = δ

(51)

the Nyquist sampling theorem tells us that while formally correct, Eq. 51 cannot
successfully be solved for p−1 . The extent of δ in FT-space is inÞnite while the
extent of p in FT-space is necessarily Þnite in any practically realizable instrument.
It follows that p−1 (if it were to exist in the context of Eq. 51) is a function which
when convolved with p, a function of Þnite extent in FT-space, would yield an
inÞnite extent δ.
While much has been written about failed attempts to solve Eq. 51 for p−1 ,
there exists an approach based on a somewhat diﬀerent mindset which, interestingly, leads to very useful results.
Let us modify Eq. 51 by convolving it with a function T which we shall call
the “apodizing target function.” T is chosen to have a (Fourier) frequency content
which is extent-compatible with the point spread function, p. For example, if p is
a function which has 99.99% of its spectral power between −f99.99 and +f99.99, we
would choose an initial estimator of T which has 99.99% of its spectral power in the
same frequency range. Thus our modiÞed (apodized) theoretical inverse equation
can be written as
T ⊗ p ⊗ p−1 = T ⊗ δ

(52)

where we deÞne a mapping function, q, as
q = T ⊗ p−1
73

(53)

so that Eq. 52 becomes
p⊗q =T

(54)

Equation 54 is a solvable form of the theoretical inverse psf equation. The function,
q, is not the inverse psf. Rather, we call q the apodized inverse psf. The function
q is a very versatile and valuable function as we shall see.
The rationale behind the name, mapping function, is made clear by convolving
the imaging equation, Eq. 49, with the mapping function, q, i.e.
q⊗I =q⊗p⊗O

(55)

which upon substitution of Eq. 54 yields
q⊗I =T ⊗O

(56)

which shows that q maps I into T ⊗ O. Recall that O is the desired object that
we are using the FTS spectrometer to observe. If T is chosen, for example, as
an appropriate width Gaussian, then q obtained by solving p ⊗ q = T, maps the
sinc-apodized FTS spectrum into a Gaussian apodized spectrum, T ⊗ O.
Figure 28 shows the mapping of a sinc-apodized δ − f unction spectrum line
to a Gaussian-apodized δ − function spectrum line. The lower panels of Fig.
28 show the “reverse” process, that is, the mapping of the result of the original
process back to a sinc-apodized δ − f unction spectrum line and the errors incurred
by the process (applied twice - successively.)
The right column of Fig. 27 shows a section of the same ν 7 ethylene spectrum
that has been Gaussian apodized and obtained per the above-deÞned process. The
simplicity of determining a zero-absorption level in the Gaussian apodized spectrum is obvious as is the potential diﬃculty and confusion in such a determination
in the sinc-apodized case.
As usual, there is a cost associated with this simpliÞcation. The Gaussian
which is transform-space-extent compatible with the sinc-point spread function
has a minimum width of twice that of the sinc function.
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Figure 28. Mapping results. Synthetic Gaussian (top left) and Sinc (bottom left)
instrumental response functions are presumed. The Gaussian (Sinc on bottom)
functions are then mapped to Sinc (Gaussian) functions and returned to Gaussian
(Sinc) functions using CBM. The mapping results have been oﬀset to also include
an error trace that has been multiplied by 1x106 to show the reliability of th eCBM
method.
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4.2.4 Generalization
The method described in this work evolved from an image enhancement project
motivated by the Hubble Space Telescope initial ßawed optical system [Chin 1994]
[Blass 1995]. The parent image enhancement system is a linear system based on
linear system theory [Cadzow 1973] The enhancement system follows the exact
same development but the choice of T and the meaning and use of q is diﬀerent.
For example, if an imaging system psf is a central limit function function of FWHM
10 data points, and T is chosen as a Gaussian of 5 points FWHM, then the recovered q will map the observed object, I, into T ⊗ O which is an apodized version
of the object. The limit of enhancement is approximately a factor of two. The
method is, however, moderately noise-immune and with reasonable signal to noise
ratios in the observed data, we do not see any artifact generation which plagues
many non-linear enhancement systems.
Finally, if T is chosen as a Gaussian, say, broader than the psf, p, the result
of the process is a simple smoothing process.

4.2.5 Conclusions
The method we present provides a great potential obtain an estimation of the
true baseline of under-resolved Fourier transform spectra by mapping the observed
data to a form having a positive semi-deÞnite form.

4.3 Positron Emission Tomography Image Reconstruction

4.3.1 Introduction
Positron Emission Tomography (PET) is used to indirectly image the concentration of a radionuclide tracer in a system to provide some information about the
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ßow of the tracer throughout the system. The data comes from coincidence detection of gamma radiation resulting from the positron-electron annihilation process.
In medicine, this technique is used for investigation of physiological phenomena. In
essence, the data is a set of integrated intensities over various angles that are then
reconstructed using tomographic reconstruction methods. The prominent method
in use today for clinical reconstruction of PET imagery is the Þltered backprojected
image reconstruction method.
The CBM image enhancement method is used with an unÞltered backprojection process to provide a more objective selection of the Þlter, instead of the adhoc
preÞltering, used in Þltered backprojection image reconstruction. In the next sections we review the physics of PET imaging and the geometry of PET scanners.
We then look at image reconstruction as practiced today and show that CBM
methods can be used to improve image reconstruction.

4.3.2 The Physics of PET Imaging
Positron Emission Tomography is a diagnostic medical imaging tool permitting the measurement of the concentration of positron-emitting radionuclide
within a physiological active system, while the well known X-Ray Computed Tomography (CT) techniques only provide anatomic information. In a PET study,
as illustrated in Fig. 29, the patient consumes a solution containing the desired
designer tracer that is tailored to bind to speciÞc agents that are used by the organ in question. When the tracer has reached these organs, the PET scanner is
used to measure the concentration of the tracer within the organ and its surroundings. The PET scanner detects a pair of 180◦ coincident 511 keV photons that
are emitted from the annihilation of the emitted positron with a nearby electron.
The PET scanner essentially performs a discrete Radon transform by counting all
events within given energy and time windows, hence performing a series of line
integrals (also referred to as lines of response) sampled over 180◦ .
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Figure 29. The tube of response for two detectors in coincidence.
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The key to PET imaging is to be conÞdent that the events counted are
from the same positron annihilation, this is achieved through restricting the allowed
events by energy and time diﬀerence in detection. As shown in Fig. 30, actual
PET data can contain data from three types of coincident events.

The source

produces these 511 keV photons isotropically, hence the scanner should be used to
detect signal from each possible angle. The photons are detected at these angles
producing data in an image form that is known as a sinogram. As an example,
Figure 31 shows a sinogram of an oﬀ centered point source.

4.3.3 The Geometry of a PET Scanner
The pet scanner measures the intensity of activity, hence the presence of a
positron emitting tracer, between two of its detectors. This line is known as the
line of response (or tube of response if one considers the Þnite resolution of the
detectors as shown in Fig. 29. A typical geometry to quantize these systems is
shown in Fig. 32.
Now that we’ve discussed the formation of a sinogram, we present an example
of a sinogram. Figure 33 demonstrates a complete sinogram of an oﬀ-center, point
source within the pet scanner.

4.3.4 Image Reconstruction
Typical clinical reconstruction techniques are largely based upon the Þltered
backprojection (FBP) algorithm [Cho 1993].

A typical Þlter used in the FBP

scheme is the Hamming windowed ramp Þlter. Figure 34 shows a typical range for
the ramp Þlter where a ramp (α = 1) provides an unwindowed Þlter and as one
reduces α the ramp is attenuated to dampen high frequency content in an attempt
to prevent noise ampliÞcation.
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Figure 30. Possible sources of detected coincidence in a PET study. The left is
the result of a true single annihelation event. The middle image shows the result
of scattering of the emitted photon which could indicate a false contribution from
another region in the object under study.

While the right image indicates the

possibility of two synchronous annihelations which would lead to possible confusion
about the origin of each event.
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Figure 31. A line of response corresponding to one point in a sinogram.
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Figure 32. The coordinate system for projections of a 2-D function.
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Figure 33. The sinusoidal curve that composes the sinogram of an oﬀ-center point
of activity.
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Figure 34. The tomographic Þlter with a generalized Hamming window shown
as a function of spatial frequency for α = 1 (a ramp) and α = 0.5.
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Our goal is to reconstruct a synthetic point source using an unßitered backprojection approach. The results of this reconstructed point provides an eﬀective
point spread function that characterizes the image blurring present in the backprojection process. We then use this estimate of the blurring eﬀect to construct a
mapping function to enhance the resolution of the unÞltered backprojected image.
4.3.4.1 Use of CBM Techniques in PET
The CBM method uses a point source phantom (simulation) that has been
reconstructed using the unÞltered backprojection algorithm to build the estimate of
the eﬀective point spread function of the system. We then select a target function,
as discussed previously, such that the frequency content of the target is consistent
with that of the point spread function, it should not violate the Nyquist Sampling
theorem [Gaskill 1978] and it should also be approximately 1/2 the width of the
point spread function estimate for optimal resolution. Once the CBM Þlter has
been computed, we apply the Þlter to unÞltered backprojected images in a post
processing manner to achieve high quality image reconstructions while avoiding
the introduction of artifacts that is often encountered in Þltered-backprojection
reconstruction
Figure 35 demonstrates the results of the CBM backprojection enhancement
with other reconstructions using no Þlter and Þltered-backprojection compared to
the true synthetic (phantom) image marked TRU.
Another demonstration with physical observations from a brain study is shown
in Figure 36. The image denoted as REC is a Þltered-backprojected image provided
by our collaborators at the Paul Scherrer Institute in Villigan Switzerland. While
the UBP is the unÞltered backprojected image from the provided sinogram. The
FBP is our attempt in computing a Þltered-backprojected image of this actual
brain data. While the CBM panel is the CBM post-Þltered image reconstructed
from the sinogram.
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Figure 35. This

simulation

shows

the

results

of

CBM

post

Þltered

back-projection reconstruction. TRU is the known phantom that we simulate.
UBP is an unÞltered backprojection of TRU. FBP is the Þltered backprojection
reconstruction of the rings in TRU. While CBM is our post Þltering approach to
backprojection.
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Figure 36. Clinical observations provide no equivalent to the Truth we discussed
in the previous Þgure.

We begin with UBP, being an unÞltered backprojection

of the observed sinogram (raw PET data).

REC is an image reconstruction

using Þltered backprojection computed by the manufacturer’s system provided
to us by the staﬀ at Paul Scherrer Institute. FBP is the Þltered backprojection
reconstruction of the sinogram which should compare with REC. And Þnally CBM
is our post Þltering approach to backprojection.
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We present this method as an alternative to Þltered backprojection providing consistent results with less artifact generation with a more justiÞable Þltering scheme that is consistent with the Nyquist sampling theorem.

4.3.5 Conclusions
The use of CBM in a post processing implementation of the backprojection
process has been demonstrated. This technique provides results that rival clinical
techniques currently being used. The CBM implementation is eﬃcient and most
importantly it avoids the introduction of artifacts that are commonly found in
standard Þltered-backprojection reconstructions found in the clinical setting.

4.4 Information Complexity and Blind Deconvolution

4.4.1 Introduction
Knowledge of the instrumental response function (IRF), or point spread function (PSF), is required for image enhancement techniques used for high quality
deconvolution of scientiÞc data.[Blass 1981] However, techniques have been developed for enhancement of imagery when accurate knowledge of the instrumental
response function is not available. [Hanisch 1993a] These techniques are commonly known as blind deconvolution methods due to the successful enhancement
of images and spectra when very little information about the instrumental response
function is assumed.
We propose an image quality assessment method based upon informational
complexity [Bozdogan 1990] to aid one in the selection of parameters for a particular deconvolution method developed by Chin, Blass and Mahan.[Chin 1994]
[Blass 1995] The deconvolution method provides a linear systems approach yield88

ing a factor of two enhancement of resolution and will be discussed in more detail
below.
We Þrst introduce the results of this deconvolution method applied to imagery
when the instrumental response function is known for a demonstration of its utility. The information theoretic method that we use for parameter selection and a
measure of image quality is then introduced. In the last section we integrate these
two methods to approach a simple example of blind deconvolution. We use an
image of Saturn from the Hubble Space Telescope as an example during the discussion of the deconvolution method as a basis for an investigation into the use of
informational complexity as a measure of image quality and parameter selection
by the scoring of a variety of enhanced images using model instrumental response
functions that we use to approximate the actual instrument response function, the
direct knowledge of the actual instrument response function is withheld from the
experiment.

4.4.2 Linear Systems Imaging Model and Deconvolution
The problem we wish to solve with deconvolution is deÞned by the linear
systems model for image formation. We must invert a discrete formulation of a
Fredholm integral equation of the Þrst kind.[Morse 1953] If we have an observing
system characterized by an instrument response function, p, then an object, o,
observed with this system results in an image, i, as shown in continuous form
by Eq.

57. For a short hand notation we use the symbol, ⊗, to represent the

convolution.

i(x, y) =

Z

o(x0 , y 0 )p(x − x0 , y − y 0 )dx0 dy 0 + n(x, y) ≡ o ⊗ p + n

(57)

Many techniques have been developed for the estimation of the object, o,
with knowledge of the instrument response function, p, and observed image, i.
[Jansson 1997] The technique we use for this work involves a strategy for the
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recovery of an estimate of the object, o, based upon the solution of a particular convolution problem for an apodized inverse instrument response function,
q. [Chin 1994][Blass 1995] If one desired an inverse Þlter of the image formation
process as described in Eq. 57, then we would need to solve Eq. 58 for q.

T =p⊗q

(58)

In the continuous function domain, the inverse of the instrumental response
function when convolved with the instrument response function would yield a Dirac
delta function. Such an inverse does not exist in practice since the physical constraints placed upon observing systems do not enable an inÞnite bandwidth system. Hence, we construct a discrete approximation to Eq. 58 as follows. We deÞne
an apodizing function having Þnite frequency extension in lieu of the Dirac delta
function, a Gaussian or Sine Cardinal function for example. When discretized and
Þnite frequency extension is taken into consideration, Eq. 58 becomes the form
shown in Eq. 59. The selection of an apodizing function instead of a Dirac delta
function results in the enhanced estimate of the object having characteristics as if
the object was observed with a new instrument having an instrumental response
function characterized by the apodizing function. The introduction of the apodizing function permits a more stable solution of the inverse Fredholm integral equation since we are no longer trying to achieve inÞnite frequency information.

Ti,j =

X
i0 ,j 0

pi,0 j 0 · qi−i0 ,j−j 0

(59)

When we solve this problem for the apodized inverse instrument response
function, q, the convolution of q with p yields an apodizing function, T . The
solution for the apodized inverse instrument response function is derived from a
convolution connected minimization scheme yielding the iterative form shown in
Eq. 60.
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q (n+1) = q(n) − p ⊗ (p ⊗ q (n) − T )

(60)

The resulting apodized inverse instrument response function can then be applied to many observations from the instrument characterized by p in a noniterative fashion through a simple convolution as shown in Eq. 61.

ob = i ⊗ q = [o ⊗ p ⊗ q] = [o ⊗ T ]

(61)

Equation 61 demonstrates the application of q as well as a proof that the
eﬀective instrument response function is now characterized by T . Note that the
information elements within the brackets are not separable although this is implied
by the formal expression.
As an example of this deconvolution method we use an image of Saturn observed with Hubble Space Telescope’s (HST’s) original WF/PC-I instrument. The
instrumental response function, p, of HST’s WF/PC-I instrument is from an observation of an isolated star and we select an apodizing function to be a Gaussian
of about

1
2

the width of the instrumental response function. We use the instru-

mental response function and apodizing to iteratively solve for an apodized inverse
instrumental response function that is then applied to the observation of Saturn
(Fig. 37- left) resulting in an enhancement in resolution (Fig. 37- right). We will
use the enhanced image of Saturn as the basis for the example shown after we
introduce the ICOMP technique that we use for blind deconvolution parameter
selection and image quality assessment.

4.4.3 Information Complexity Criteria
We assume the residuals of an image before enhancement and the enhanced
image convolved with the instrument response function to have nearly normal
statistics for suﬃciently large number of pixels.
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Figure 37. Hubble Space Telescope WF/PC-I observed image of Saturn before
(left) resolution enhancement (right) applying an apodized inverse instrument response function Þlter.
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We accommodate deviations from Gaussianity by incorporating 3rd and 4th
order moments (skewness and kurtosis) into account during the derivation of the
criterion.
We state Bozdogan’s ICOMP informational complexity criterion applied to
imagery. Let us assume that we are dealing with an image having n pixels and a
model with m free parameters. Akaike’s Information Criteria, AIC, was introduced
as an informational approach for statistical modeling as shown in Eq. 62.
AIC = L(m∗) + 2m = n log(2π) + n log(b
σ 2 ) + 2m

(62)

Where L(m*) is the maximized likelihood and m* is the set of m model parameters for this maximized likelihood. The maximized likelihood term is a measure
of inaccuracy, lack of Þt, or bias while the m term is a measure of complexity or
a penalty for the increased unreliability for the bias in the Þrst term. AIC is an
asymptotic measure of “expected Kullback information”, “expected entropy”, or
“expected log likelihood”. For a Gaussian distributed system,
AIC = n log(2π) + n log(b
σ 2 ) + 2m.

(63)

AIC provides the foundation for informational complexity ICOMP measure of
Bozdogan. The Þrst term remains the same as AIC, while the second term not only
takes into account the lack of parsimony, but also the profusion of complexity as

ICOM P 1 = L(m∗) + n + 2C1 (Σ)

(64)

Where L(m∗) is again the maximized likelihood and C1 (Σ) is the complexity
of an estimate of the covariance matrix. The complexity, C1 (Σ) is given as
1
m
T r{Σ} + |Σ|
(65)
2
2
In the case of the assumption of Gaussian distributed image residuals with in
C1 (Σ) =

the following example, the ICOMP criterion becomes
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ICOMP 1 = n log(2π) + n log(b
σ 2 ) + n + 2C1 (Σ)

(66)

where the estimate of the covariance matrix is

Σ = F −1 RF −1

(67)

with the inverse Fisher information matrix given by


σ
b2
n

F −1 = 

0
and the correlation matrix is given by


R=

n
σ
b 3/2
nSk
2b
σ3

0
2b
σ4
n




nSk
2b
σ3
n(Kt−1)
4b
σ4




(68)

(69)

with the variance being , the skewness being S, the kurtosis being K and n
being the number of pixels in the observed image.

4.4.4 Blind Deconvolution Parameter Selection and Image Quality
Assessment
The eﬀectiveness of ICOMP for the selection of high quality imagery and
parameters for blind deconvolution can now be investigated. We begin with the
resolution enhancement of the HST image of Saturn, left of Fig. 38, being the
object under observation for this numerical simulation. The object is blurred with
an instrumental response function simulated by a 4 pixel wide at half maximum
Gaussian function to yield the image shown to the right in Fig. 38. We now leave
knowledge of the instrumental response function and original object only in our
memory for comparison with the results of ICOMP; we do not use this information
in any way during these computations.
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Figure 38. A deconvolved image of Saturn observed with Hubble Space Telescope’s WF/PC-I camera (left) is used as a known object for this study. The original object is blurred with a model instrument response function having a Gaussian
shape (4 pixels wide). The result is a simulated observation of Saturn with an
instrument having an instrumental response function modeled by a 4 pixel wide
Gaussian. From hence forward, we use no information about the left “object” to
recover a higher resolution estimate of the “image” on the right or to evaluate the
enhancement quality.
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Beginning with the right image of Fig. 38, the blurred image of Saturn, we
deconvolve this image with a set of apodized inverse instrument response functions
calculated over a broad range of instrument response and apodizing functions.
The parameters of this problem are the instrumental response function width and
the selected apodization function width. By varying the instrumental response
function from 3.0 to 5.0 pixels in 0.5 pixel steps and the apodizing function widths
from 1.0 to 3.5 in 0.5 pixel steps, we have a suite of 30 apodized inverse instrumental
response functions that we can use to now calculate 30 enhanced images of Saturn
as shown in Fig. 39. Figure 39 shows a matrix of results with the horizontal
parameter being the instrumental response function width ranging from 3.0 pixels
for the left column to 5.0 pixels for the right column and the vertical parameter
being the apodizing function full width at half maximum ranging from 1.0 pixels
for the bottom row to 3.5 pixels for the top row.
The enhanced images are then characterized by a cost function, as shown by
Eq. 70, that should yield the smoothest error surface for the best solution.

E = i ⊗ q − T ⊗ orecovery

(70)

Equation 70 is a derived by the physically obtainable variables at hand: i
being the blurred image, p and T are the instrument response and apodizing functions, respectively, that correspond to the parameters associated with the image
position within the mosaic, and orecovery is the recovered image for the particular
instrumental response and apodizing functions. When the cost function of Eq. 70
is used as the input for the ICOMP criterion, the result is a matrix of scores that
grade each of the image recoveries compared to what one should expect by the rule
of Eq. 70 is shown in Fig. 40. For comparison, we computed the square root of
the sum of square diﬀerence of the cost function of Eq. 70 per pixel as shown in
Fig. 41.
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Figure 39. An array of image recoveries with varying target and instrumental response function widths in the noise free case. The IRF width increases horizontally
left to right from 3.0 to 5.0 in .5 pixel increments, while the target width increases
vertically from bottom to top from 1.0 to 3.5 in .5 pixel increments. ICOMP selects image having the position of 3rd column and 2nd row from bottom.
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Figure 40. Information COMPlexity (ICOMP) results for each of the images
shown in the array of Figure 39. The minimum value of ICOMP represents the
“best” model. The method clearly selects the expected instrument response function having a width of 4.0 pixels and a narrow target. The actual values are the
entries multiplied by 1x106 .
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Figure 41. Square root of the sum of the squares per pixel (RMS) of the cost
function used in the ICOMP evaluation of the noise free case. The actual values
are the entries multiplied by 1x10−4 .
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Now we can refresh our memory of how we began this process. The original
enhanced image of Saturn was blurred with a Gaussian having an instrumental
response function with a full width at half maximum of 4.0 pixels which corresponds
to the middle column of Fig. 40. The target parameter ranges from 1.0 pixels
to 3.5 pixels, with the minimum value of ICOMP selecting the optimum model
parameters and best image recovery which corresponds to an instrument response
function width of 4.0 pixels and target instrumental response function width of 1.5
pixels.
A continuation of this study demands further investigation on the eﬀects of
noise on the ICOMP evaluation criteria. Our preliminary study with this astronomical example shows promise. Figures 43 and 44 provide the result from ICOMP
and RMS error computations, respectively, of an object corrupt with uniform noise
from 0-1 having a signal to noise ratio of 30:1. Figures 45 and 46 provide the result from ICOMP and RMS error computations, respectively, of an object corrupt
with normal noise having a variance of 1 and mean of 0 with a signal to noise ratio
of approximately 30:1. The resulting recoveries, similar format as shown in Figure
39, for the normal noise example is shown in Figure 42.

4.4.5 Conclusions
Information Complexity has been shown to provide a technique of quantitatively selecting the “best” image from a series of image enhancements where the
instrumental response function is not well known. Further study of performance
in noisy environments is in order. One of the next steps in this research area involves the investigation of implementation of information complexity as a criterion
for termination of iterative nonlinear deconvolution algorithms.
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Figure 42. An array of image recoveries with varying target and instrumental
response function widths in the case of normally distributed noise having a variance
of 1 and mean of 0. The IRF width increases horizontally left to right from 3.0 to
5.0 in .5 pixel increments, while the target width increases vertically from bottom
to top from 1.0 to 3.5 in .5 pixel increments. ICOMP selects image having the
position of 3rd column and 2nd row from bottom.
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Figure 43. ICOMP of the cost function of the uniform distributed noise case
having a signal to noise ratio of 30:1. The actual values are the entries multiplied
by 1x106 .
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Figure 44. RMS of the cost function for the uniform distributed noise case. The
actual values are the entries multiplied by 1x10−4 .
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Figure 45. ICOMP of the cost function of the normally distributed noise case.
(σ=1, m=0, SNR=30:1) The actual values are the entries multiplied by 1x106 .
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Figure 46. RMS of the cost function of the normally distributed noise case. (σ=1,
m=0, SNR=30:1). The actual values are the entries multiplied by 1x10−4 .
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4.5 Adaptive Imaging: Imaging through Turbulence with LowCost Instruments

4.5.1 Introduction
Adaptive imaging uses the CBM image enhancement protocol in a manner
in which we attempt to recover lost information due to stochasticity of the atmosphere. The image distortion that is observed is a result of the wavefront from
an object under observation being perturbed by the atmosphere or medium which
has a spatially and temporally varying index of refraction. The method we have
denoted as adaptive imaging uses short exposure snapshots of the observed object
and an estimator of the instrumental response function. We then attempt to correct for degradation in each of the short exposure images and in the end sum the
corrected images for a result that is higher in resolution than deconvolution of the
integrated image or by one of the accepted Þrst order correction methods known
as the shift and add method [Roggemann 1996].
Adaptive imaging for compensation of atmospheric turbulence induced aberrations is discussed herein. The objective is to computationally emulate the results
one might achieve with an adaptive optics imaging system. One of the primary
requirements of adaptive imaging is the presence of a natural guide star within the
imaging Þeld of view. From this guide star we obtain a snap shot in time of the
atmosphere/telescope system’s point spread function which makes the assumption
that we can model the blurring from atmospheric turbulence as a convolution.
The Þrst order error is introduced as a wavefront propagates through a turbulent atmosphere is known as a tip/tilt error. This error can simply be thought
of as a ßat wavefront whose plane that was perpendicular to the line of propagation toward the instrument was been “tilted” or “tipped” so that it is no longer
perpendicular. The end result is an observed image that is shifted relative to the
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position where the image should be at the imaging plane. In the Þrst phase of
adaptive imaging we eﬀectively perform a tip-tilt correction by the traditional shift
and add method. However after each frame shift and before the add we correct
each from using the CBM extended instrument paradigm providing a resolution
enhancement similar to the enhancement achieved through phase correction in the
adaptive optics paradigm.

4.5.2 Adaptive Imaging Strategy
As developed previously, the extended instrument paradigm provides a process
for transforming observations characteristic of one instrument into a representation as if observed with a diﬀerent instrument under the conditions that the two
instruments have comparable frequency extension and the Nyquist sampling criteria is met.

In the present work, the CBM enhancement method is used for

compensation of image degradation that is a result of atmospheric turbulence.
The CBM paradigm assumes the instrument can be modeled as a linear system
such that the observation, i, is a convolution of the object, o, with the instrument’s
response function (or point spread function), p, as shown in Eq. 71.

i=p⊗o

(71)

In an attempt for removal of blurring due to atmospheric turbulence, we presume the eﬀect of a stochastic index of refraction on the optical wavefront can
be modeled as a temporally variant convolution and the eﬀective instrumental response function, p(t). The temporally variant eﬀective instrument response function, p(t), is modeled by the convolution of the instrumental response function,
p0 , with a time-dependent atmospheric response function, pa (t). Hence at a given
instant the eﬀective instrumental response function can be characterized by Eq. 72

p(t) = p0 ⊗ pa (t)
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(72)

Therefore an observation is characterized by the time dependent imaging equation shown in Eq. 73

i(t) = o ⊗ p(t) = o ⊗ p0 ⊗ pa (t)

(73)

Since we take Þnite timed exposures in a non-continuous temporal sampling
fashion, a single series of data will consist of n images. Each exposure contains
a natural guide star to provide a model of the time variant eﬀective instrumental
response function, p(t). Due to the discrete nature of these Þnite exposures, we
can label each image in a set of data with a subscript instead of the potentially
misleading continuous variable of time. The imaging equation for the jth exposure
is written as shown in Eq. 74.

ij = o ⊗ pj = o ⊗ p0 ⊗ paj

(74)

The adaptive imaging procedure corrects for turbulence in two steps.
First, the images are aligned in a shift and add process. This technique has been
shown to correct for the tip-tilt zeroth order phase distortion [Roggemann 1996].
The second step is an attempt for resolution enhancement by deconvolving each
exposure in the set of observations with the eﬀective instrumental response function derived from each frame. The objective is to take advantage of the potential
for higher resolution in the short exposure images where temporal averaging is less
than in a long exposure . In addition to potentially starting with higher resolution images, the CBM enhancement further improves the resolution by a factor
of two. When all the images are then summed, these two eﬀects accompanying
the shift and add tip-tilt correction provides a higher resolution estimate of the
astronomical object.
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The procedure for adaptive imaging begins by Þrst acquiring a set of
short exposure images of an object containing a star or other source from which
we can determine the eﬀective point spread function. We then spatially align each
of the frames to achieve a tip-tilt correction. Next we extract a model of the
eﬀective instrumental response function, pj , from each image.

Which we then

use to compute an apodized inverse instrumental response function, qj , from the
constraint in Eq. 75 for each observed frame. We are required to select a target
function, tj , which is to have approximately twice the resolution of the eﬀective
instrumental response function and consistent with the frequency extension of the
eﬀective instrumental response function.

qj ⊗ pj = tj

(75)

The apodized inverse instrumental response function can be computed using
one of two methods. The Þrst shown by Eq. 76 is by direct Fourier inversion of
Eq. 75 (FT represents Fourier Transform). The second method shown by Eq. 77
involves an iterative solution from a gradient descent solution of Eq. 75, where η
is a constant selected to scale the correction for either faster convergence or more
stability.

qj = F T

(n+1)
qj

=

(n)
qj

−1

µ

F T (tj )
F T (pj )

¶

i
h
(n)
− ηpj ⊗ pj ⊗ qj − tj

(76)

(77)

Once the apodized inverse is acquired, the image can be corrected by the
convolution of the image with the apodized inverse as shown in Eq. 78
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obj = ij ⊗ qj = (o ⊗ pj ) ⊗ qj = (o ⊗ tj )

(78)

Here we do not distinguish the instrument’s response function, p0 , from the
atmospheric response function since if the atmosphere is quiet, this process will
correct mostly the resolution limit of the instrument. Whereas, on a noisy night
the apodized inverse may correct mostly the time dependent atmospheric response
function.
When all frames have been corrected, the Þnal result is achieved by summing
each corrected image as shown by Eq. 79

ob =

n
X
j=1

obj =

n
X
j=1

ij ⊗ qj

(79)

4.5.3 Adaptive Imaging Simulations
The Þrst exploratory study of the feasibility of this technique began during collaborations with Gordon Chin and John Hillman at NASA/Goddard Space Flight
Center.

We simulated a globular cluster of 500 stars and imaged this cluster

and an accompanying isolated guide star through a model telescope. The study
used a bubble atmosphere model used in the past for speckle imaging simulations
and later we used a stochastic atmosphere model developed by Larry Senesac
[Senesac 1997] as shown in Fig. 47. The atmosphere model was selected, the simulation generated a large number of short exposures (500 in the case presented)
through the prescribed atmosphere/telescope system. Each of the short exposures
was processed in the manner described in the previous section as a proof of principle. Results from the simulation are presented in Fig. 48. The right image is
the model star distribution as if observed with the perfect instrument.
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Figure 47. An image plot of a chaotic simulation of a turbulent atmosphere used
in the Globular Cluster simulation.
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Figure 48. A simulation of a globular cluster (right) after being distorted by
a model atmosphere yields a degraded image (left).

With the application of

Adaptive Imaging to each of the frames during observation we can correct for this
degradation (middle).
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The left image is the results of the simulation after 500 exposures, while the
center image is the summed enhancement of each individual observed frame using
the adaptive imaging technique.

4.5.4 Experimental Results of Adaptive Imaging Observations of M42
Once we have achieved the profound results from the simulated system shown
in the previous section, we were motivated to explore the adaptive imaging process
applied to real physical systems. As an experimental validation of the adaptive
imaging technique we observed the trapezium region of M42.

The experiment

was conducted with an 11” Schmidt-Cassegrain telescope with the imaging camera
being a Santa Barbara Instruments Group ST-6 Charge Coupled Device (CCD)
camera. A long exposure image of M42 is shown in Fig. 49.
The Þrst observation consisted of a series of twenty - 10ms exposures. The
exposures were taken over a period of approximately 15 minutes as a result of the
ST-6 image download time of about 45 seconds per image. The image resulting
from a sum of these frames show severe image drift due to inaccuracies of the
instrument’s drive as shown in Fig. 50. To correct for these errors, the Þrst image
frame was taken as a reference and each subsequent frame is spatially aligned to
coincide with the Þrst image, thus the shift-and-add method which corrects for
the Þrst order atmospheric perturbation also known as tip-tilt. Figure 51 shows
the results of the shift-and-add method. Each frame contents are saved before the
accumulation resulting in Figure 51. As you can see, the noise is still predominant.
It turns out that the noise we see is primarily readout noise that a dark frame
will eliminate.

Figure 52 demonstrates the signiÞcance of this residual signal

introduced by the current present within the charge coupled device.
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Figure 49. A long exposure of the trapezium region of M42.
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Figure 50. A series of short exposure snapshots of M42 simply added together.
This demonstrates the tracking and noise problems we face in imaging through
turbulence.
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Figure 51. The series of exposures after shifting data and aligning the images as
if there were no tracking problem. This is known as the Shift-and-Add method
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Figure 52. The dark current in a 10ms exposure is a major noise contributor as
shown to the right.

So the dark frame, center, is measured as an exposure of

the same length as the observation, 10ms in this case. The observation is then
processed by subtracting the dark frame from the raw data to correct for this CCD
chip resident error.
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The left image is a surface plot of an observed region having obvious stars.
The middle surface plot is an equal length exposure with the shutter closed. Notice
the ramp eﬀect, that is a result of data on the far side of the readout remains on the
chip longer while data is shifted through registers in a serial fashion. To correct for
this noise, the image to the right shows a surface plot of the dark frame (middle)
subtracted from the image (left). A guide star is then selected from the image Þeld
of view. An apodized inverse Þlter is computed and then applied to each frame to
achieve a set of enhanced image frames. Figure 53 shows an accumulation of each
of the enhanced frames which is what we’ve called the adaptive imaging result. As
a compact illustration of the promise of adaptive imaging, Fig. 54 clearly shows
that with only 20 images, we can improve upon the simple shift and add method.

4.5.5 Conclusions
Adaptive imaging is certainly an application of CBM that provides a means
for achieving resolution beyond the capability that is allowed from the combined
turbulence and instrument observing system.

The factors limiting the success

of adaptive imaging are the ability to presume the eﬀects of the turbulence on
an observed image can be modeled by a convolution, the need for short exposure
images to reduce the eﬀect of temporal averaging the data which causes loss of
high frequency content, and the ability of one’s instruments (Telescope and CCD)
to image at or below the limiting resolution of the turbulent system. For example,
the turbulence typical when looking through the Earth’s atmosphere limits us to
approximately 1 arcsec or 1” of seeing as it is often referred to within the literature.
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Figure 53. After removal of the readout noise, the adaptive imaging result seems
much more quiet than as shown previously.
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Figure 54. A 10s exposure demonstrates what we are observing is shown in the
upper left panel.

The sum of twenty 10ms exposures is shown in the upper

right panel. While the adaptive imaging result is shown in the lower left panel.
For comparison, the same region is shown in the lower right panel from a much
higher resolution 1.5 m adaptive optics telescope at StarÞre Optical Range (SOR).
Note that the orientation and scale has been prepared so one can make a direct
comparison of each image.

120

Chapter 5
Summary and Conclusions
The method presented, known as CBM, has presented a shift in thinking
away from post processing observed data for signal enhancement where the techniques are dependent upon the characteristics of each individual observed data
set as are many of the iterative algorithms currently used. The CBM technique
is versatile, capable and it is predictable.

We have demonstrated science that

has been enabled or enhanced as a result of image enhancement as in the case
of the observations of the comet Shoemaker-Levy 9 impact with Jupiter and the
resulting science that allowed us to construct a model of Jupiter’s atmosphere.
We have demonstrated the versatility in the reconstruction of positron emission
tomographic images in a post Þltering process that provides results that rival and
actually exceed the performance of the standard Þltered-backprojection algorithm.
We have shown the insight into using CBM with advanced informational complexity statistical modeling to obtain unknown parameters needed for deconvolution
of imagery when the instrumental response function is unknown. And Þnally, we
have discussed a procedure we have called adaptive imaging which has potential
for achieving results with low cost instruments that are only now attainable with
multi-million dollar instruments having similar annual operating budgets such as
adaptive optics installations.
The CBM technique has been presented and many applications exist, of which
only a few have been studied. The fundamental feature of CBM that brings it
to an attractive place with respect to many other image enhancement techniques
is that it allows one to take control of the instrumental response function and
literally make a “back-end” that will lead to performance enhancement without
the need for one to become an image enhancement expert.
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ABSTRACT

We have combined high spectral resolution, tunable imaging with adaptive optics to
investigate collision site properties at a scale not examined by conventional ground
based telescopes. The acquisition of hyperspectral (λ/∆λ > 200) imaging in selected
CH4 bands and adjacent continua of the SL-9 events from the Starfire Optical Range,
a laser-beacon adaptive optics facility are detailed. The objectives were to identify
and characterize condensed volatiles in the high Jovian atmosphere at the locations of
the impact sites. Further, the capabilities of TeO2-based AOTF camera technology
were demonstrated. The observations were photometrically calibrated and reduced to
absolute reflectivity (I/F) using a close coincidence standard star (109 Vir) and
published solar intensities. A “quiet” stratified, 2-cloud plus a haze layer, is adopted
within which the modeled, collision induced, aerosol dust clouds are placed. The
optical properties of comet-impact-site aerosol debris are then determined. Bounds
are obtained on a single scattering albedo ϖ and extinction optical depth τ by
constraining p(zsite). Choosing a median value for τ we uniquely determine ϖ from
continuum band images. The location of the unit-optical-depth, p(zsite) of the
observed site material is then determined from the strong methane band at 887 nm. It
is observed that the “H” site and “G/D” site have different optical properties. Finally,
differences between the “H” site and the “G/D” site are compared and contrasted
using these derived optical properties. We make estimates of the mean aerosol
particle sizes from ϖ and estimate the equivalent cometary fragment size from the
total volume of aerosol material. These estimates agree very well with pre-collision
photometric estimates of the fragment sizes.
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I. INTRODUCTION:

The collisions of the fragments of comet Shoemaker-Levy 9 with Jupiter’s pre-dawn
southern hemisphere provided a unique opportunity to observe and study a comet, the
stratosphere of Jupiter and the collision events themselves. Pre-collision predictions
concerning energy deposition and subsequent observed phenomena ranged from
explosive plumes (Zahnle 1994, Boslough 1994, Ahrens 1994) and large-scale waves
(Ingersoll 1994, Harrington 1994) to no observable effects (Weissman 1994).

Our observations during July 16-22, 1994 collision sequence were conducted at the
Starfire Optical Range (SOR) in Albuquerque, N.M., an adaptive optics telescope facility
operated jointly by the Phillips Laboratory and Kirtland AFB (Fugate et al. 1994). The
data set consisted of; (1) uncalibrated broad-band images from a CCD “scoring” camera,
(2) narrow band, very-near-infrared (VNIR) multispectral imagery using a GSFC-built
(Glenar et al. 1992, 1994) acousto-optic tunable filter (AOTF) camera, operating from
700 to 950 nm, and (3) a NICMOS-3, 256 x 256 HgCdTe array camera with cooled 2.35
µm filter. The first two cameras were located at the 1.5-m, laser-beacon adaptive optics
telescope while the IR camera was used at the nearby 3.6-m IR telescope which had no
adaptive optics capability. During our observations we obtained multispectral images of
the H(4), E(7) and G(5)/D(7) collision sites as well as 2.35µm images of the L(1) and
A(9) sites. Numbers in parentheses identify the transit (e.g., 1st, 2nd) of each site.

This paper concentrates on the data reduction and subsequent analysis of the narrow-band
AOTF camera data set, which could be reliably calibrated photometrically. A sample of
the 2.35-µm images is also included for comparison, but a fuller discussion of these data
and the broadband camera data is planned for a subsequent paper.

After a discussion of the observatory, the instruments and the observations, section II
describes the data reduction and image processing. The next two sections are devoted to
the development of a “quiet” Jupiter atmospheric model and the determination of comet
collision site optical properties. We critically compare and contrast the H site to the G/D
site by interpreting the derived site-dependent optical properties in the context of
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scattering opacity, mean size of particles within the aerosol cloud and mean site vertical
location. We further retrieve an estimate of cometary fragment size for H and G impacts
based on our best estimate model. The retrieved sizes agree very favorably with the precollision photometric size estimates by Sekanina 1995.
II. INSTRUMENTS AND OBSERVATIONS:

With diffraction limited imaging as the ultimate goal, visible and very-near-IR
wavelengths offer the largest potential gains in angular resolution. As of early 1995, only
the SOR 1.5-m facility provides optical throughput for a science camera shortward of 1µm, using either natural or Rayleigh beacon laser guide stars for high-order correction. A
full discussion of this telescope facility has been published (Fugate et al. 1994).
The laser beacon at the SOR 1.5-m telescope consists of a 180-W average power, pulsed
copper vapor laser (CVL) with a pulse rate of 5-KHz and 50-ns pulse duration. The
midpoint focus altitude is approximately 10-km, with a 2.4-km range-gate. For our
observing session the telescope was configured for tip-tilt stabilization on extended
objects (planets) using a 14 x 14 Ge detector array and servo loop capable of rapid (>300Hz bandwidth) object centroiding. High order phase correction across the telescope
aperture could then be accomplished using the laser guide star. The quality of this
correction is largely limited by focal anisoplanatism arising from the finite focus altitude.
This limitation leads to a model for our point-spread-function (PSF) in the next section.
The phase correction also depends on atmospheric parameters: the Fried parameter ro,
which is closely related to the horizontal atmospheric coherence length, with observed
values of 10- to 15-cm during clear nights and on the Greenwood frequency which
represents the atmospheric coherence time. Table I summarizes the key parameters for
the AO system used during these observations.

The science focal plane was time shared between a broadband CCD “scoring” camera at a
scale of 0.089 arcsec/px for evaluating image quality, and an RF-tuned acousto-optic
tunable filter (AOTF) camera which features very narrow band imaging and continuous
spectral coverage from about 700- to 950-nm. This instrument evolved from a program
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of AOTF characterization work at GSFC, and a subsequent, first-generation breadboard
camera for ground-based astronomical demonstrations (Glenar et al 1992, 1994).

For the AOTF installed in the camera used in these observations, the measured full-1
width-at-half-maximum (FWHM) is about 29 cm , corresponding to λ/∆λ = 430 at 800nm. For outer planet measurements, this permits well-defined vertical sounding of the
atmosphere by alternately imaging at the center of CH4 bands and adjacent continua. The
AOTF exhibits some out-of-band leakage near the set-point wavelength, but this was
characterized in the laboratory and was taken into account in post-observation modeling.
Table II summarizes the key parameters for the AOTF camera used during these
observations.

AOTF wavelengths were chosen to coincide with several different CH4 absorption bands
and adjoining continuum regions. Because these absorption bands have different
strengths, images taken at these wavelengths are most sensitive to different altitudes in
the atmosphere. Figure 1 reveals the spectrum of Jupiter in the 600- to 1000-nm region
along with the spectrum of methane (Karkaschka, 1994). The location of our chosen
wavelengths are shown as shaded bands with widths approximately equal to the
bandwidth of the AOTF. Our center wavelengths were 887, 897, 725, 790, 760 and 825
nm. In the context of the “quiet” Jupiter atmospheric model presented in section IV, the
passband-averaged methane absorption coefficients result in clear-gas weighting
functions (the gradient of the transmittance through the atmosphere) which have peaksin
pressure regions in the following locations: at 887 nm the peak occurs in the clear gas
layer above the haze layer; at 897 nm the peak is in the clear gas layer between the haze
layer and the upper cloud. The 725 nm band is most sensitive to the optical depth of the
upper cloud. At 790 nm the weighting function peaks in the clear gas layer between the
upper and lower cloud decks whereas the 760 nm band is most sensitive to the optical
depth of the lower cloud. The 825 nm is taken as the continuum wavelength because it
has the lowest passband-averaged, methane absorption coefficient. Since this wavelength
is least sensitive to the intervening clear gas it is used to isolate the cloud and collision
site scattering properties.
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Near simultaneous images were obtained in the strong 2.35 µm methane band using our
cooled NICMOS-III array camera (256 x 256 pixel format). The measured center
wavelength and full-width-at-half-maximum (FWHM) of the cold filter were 2.352 and
0.057 µm, respectively. This camera was mounted on the 3.6 m IR telescope with a final
image scale of 0.408 arcsec/px. Atmospheric “seeing” during the IR observations, as
measured using nearby stars was estimated at 1.7 arcsec FWHM. The IR camera was not
equipped with a Lyot stop to minimize thermal background radiation, so integration times
were kept short (less than 2 sec).

Control and image acquisition for both the AOTF and IR cameras, and nodding of the IR
telescope was accomplished using commercial software (Signal Analytics, IPLab). This
software also enabled complete, multi-wavelength AOTF image sequences to be collected
and time-tagged automatically, and stored as TIFF format files for general distribution via
the INTERNET. A typical image sequence spanned approximately 15 minutes.

Table III summarizes our observations in terms of observing dates, times and
circumstances and identifies the AO tracking configurations.
III. PHOTOMETRY AND IMAGE ENHANCEMENT:

Photometric Reduction

AOTF cameras are subject to stray light contamination due to the small deflection angles
inherent with these devices. Hence, each observation consists of two successive, equal
integrations; the first with the AOTF operating (RF on) and the second with it switched
off. Likewise, a flatfield reference at each wavelength using the closed telescope dome
consisted of successive on/off integration periods. Defining SLsrc and SLd as the stray
light from source and dome flat, Gxy the electronic camera gain and Z the zero level
which includes CCD dark current and bias, a flatfielded result consists of
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Flatfield Image =

[(Source + Sky + SLsrc )Gxy + Z ] − [SLsrc Gxy + Z]
[(Domeflat + SLd )Gxy + Z ]− [SL d Gxy + Z ]
which reduces to
Flatfield Image =

Source + Sky
.
Domeflat

Sky subtraction was accomplished by constructing histograms of the scene near the planet
in each flatfielded image, and then subtracting this value from the entire image.

All of the flatfielded AOTF images acquired on UT 7/20 were then converted to absolute
I/F at each wavelength using measurements of the nearby photometric standard star 109
Virgo, which has been calibrated by Oke 1964, and later Tug et al. 1977. Solar irradiance
at Jupiter was obtained using measurements of the solar spectrum (Neckel and Labs
1984). The absolute reflectance I/Fpx at each pixel and at each wavelength is given by,

I / F px =

F * π φ pxJ τ * − kλ ( (AM * − AMJ )/ 2.5
10
*
Σφ π Fs Ω px τ J

where F* is the calibration star flux in photons cm-2 s-1 nm-1, Σφ* is the spatially
integrated star signal, πFs is the solar irradiance at Jupiter in photons cm-2 s-1 sterad-1
nm-1 , Ωpx is the solid angle subtended by a pixel, φpxJ is the Jupiter signal appearing on
one pixel, τ* and τJ are the star and planet integration times, AM* and AMJ are the object
airmasses, and kλ is the atmospheric extinction coefficient in mag airmass-1.
It was not possible to directly measure an extinction relation, since our reference star
measurements only covered a limited range of airmass (1.42 - 1.79) near transit, with only
two measurements per wavelength. Instead we corrected for airmass differences at each
wavelength using a Palomar extinction law (Hayes and Latham 1975), after adjusting the
altitude-dependent Rayleigh scattering contribution for the altitude of the Starfire Optical
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Range. Central meridian scans through the corrected images showed general agreement
with recent photometry (Moreno et al. 1993, Kuehn and Beebe 1993), both in the
continuum at 825 nm and in the 725 nm CH4 band. Although no calibration star data was
acquired on UT July 19, it was also possible to normalize the Jupiter images of that date
to absolute I/F by normalizing the average central meridian intensities to agree with the
July 20 data. This practice assumes that longitudinal changes in average North-South
intensities are significantly smaller than the 20-30 percent overall uncertainties in our
photometric reduction.

Photometry of the impact sites at 2.35 µm was accomplished by recording their brightness
relative to South polar haze intensity in each image. The images were first flatfielded
using domeflats, and by subtracting the mean sky as described above. We then equated
our measured South polar haze intensities with calibrated, CVF spectrophotometry of the
South polar region in this wavelength range (Moreno et al. 1992), and at approximately
the same resolution, λ/∆λ = 47. To match their aperture size and location, we computed
the average intensity of each image in a 10 arcsec diameter circle on the central meridian,
whose extreme South point coincided with the South polar limb. In this procedure, we
ignored the 6 degree difference in solar phase angle between their measurements and
ours, and again neglected any longitudinal variation in the polar haze intensity. Wherever
collision sites appeared in our region of interest, their spatially integrated intensity was
removed from the average.

Deconvolution Procedure

After flat-fielding and photometric calibration, the images were enhanced using a technique
developed by Chin, Blass and Mahan for the analysis of HST images (Chin et al. 1993; Blass et
al. 1995) and referred to herein as the CBM method. The CBM process permits the direct
recovery of an estimator of the object, Θ given the point spread function (PSF) p and the
observed image I, where I = p ⊗ Θ . In practice, this process involves recovering a mapping
function q from T = p ⊗ q , where T is the target function into which it is desired to map the
PSF p. The mapping function is q. The CBM method recovers the mapping function q given p
and T. The enhanced imaging process is thus represented as
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I ⊗ q = (p ⊗ q ⊗ Θ) = T ⊗ Θ .
The enhanced image is T ⊗ Θ . In practice, the target T is chosen as a properly constrained,
narrow Gaussian function. The CBM process is then used to construct a mapping function q
such that p is mapped into T. The mapping function is then convolved with the image I to better
approximate the true object Θ . The the target was a delta-function (not possible in practice),
the mapped estimator of Θ , i.e. T ⊗ Θ , would be the object itself.
In order to generate the mapping function q, a good approximation for the PSF is necessary.
One limitation of AO is that any post-observing improvement of the PSF by deconvolution
requires a small (or point) object in the field during the measurement in order to accurately
estimate the PSF. In this work, a PSF was determined from an observed shadow of Ganymede
on the Jovian cloud-tops seen in one of the UT July 19 images.
The PSF was approximated (Northcott and Roddier 1994) as the sum of a near-diffraction
limited Gaussian core representing the AO corrected portion (up to the focus altitude) and a
broad, long exposure pedestal representing the AO uncorrected “seeing” portion (Molina and
Ripley 1989).
− (r / wc )2

p(r) = (1 − a )e

(

)

2 −3

+ a 1 + (r / w p )

By iteratively convolving this function with the geometric Ganymede shadow, the result could
be brought into agreement with the observation by varying three parameters, the pedestal
amplitude, a, the pedestal width, wp and the core width, wc.. Using a plate scale of 0.160
arcsec/px derived from images of ϑ Ser, a double with separation of 22.3 arcsec, we obtained a
core FWHM of 0.32 arcsec, pedestal FWHM of 1.3 arcsec and pedestal amplitude of 0.35.
These derived widths may be compared to limiting-case estimates. In the diffraction-limit, the
core FWHM may be approximated by λ/D. For the 1.5-m diameter telescope, at a wavelength
of 825 nm, the band where the Ganymede image was taken, we obtain λ/D ≈ 0.66 µrad or 0.14
arcsec. Our measured PSF has a core width approximately a factor of two larger than this
limiting value. The pedestal width has a limiting value set by the atmospheric coherence
length, or λ/ro. Our detailed observing log shows that, for the Ganymede observation sequence
ro was 15 cm. We obtain a limiting value of wp, ≈ 5.5 µrad or 1.1 arcsec. Our measured value
of 1.3 arcsec agrees very well with this.
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Using this result, the mapping function, q was determined and used to deconvolve the
entire AOTF camera data set. Some of these images are reproduced in Fig. 2. Also
included in Fig. 3 is a sample of the 2.35 µm data which has been converted to I/F but not
deconvolved.

In this study, we treat the impact sites as modified areas of the “quiet” Jovian atmosphere
which have been vertically redistributed by the introduction of new scattering material.
As a basis for analyzing the observed sites, we first a Jupiter atmosphere model which
replicates the underlying reflectance at -47° planetographic latitude, which is roughly the
mean impact site locations. We then check the validity of this model by comparing it
with measurements, which guide the choice of underlying atmospheric properties. Figure
4 shows sample limb-to-limb reflectance profiles at the site latitude, which were extracted
from a series of images at relevant wavelengths. The 2.35 µm data is also included, and
shows reflected light only at the site locations where scatterers lie in the upper
stratosphere, over most of the methane column.

IV. “QUIET” ATMOSPHERE:

Comet impact site optical properties are to be determined relative to their surroundings
and placed vertically within the context of an inhomogeneous, vertically stratified
atmosphere. We model the impact sites as clouds of aerosol dust that reside in the
stratosphere, where they appear dark compared to their surroundings at the continuum
wavelengths, because they absorb light that would ordinarily reflect from the cloud deck
below. However, they appear bright at wavelengths of strong methane absorption, for
example at 887 nm and 2.35 µm, because they reflect radiation that would ordinarily be
absorbed. To obtain the desired information it is necessary to place these collisionproduced, aerosol dust clouds within an accurately characterized, vertically stratified,
unperturbed atmosphere.

The “quiet” Jupiter atmospheric model evolves from a two-cloud model by Smith (1986).
It’s framework consists of a thin stratospheric haze layer overlying an upper- and a lowercloud. The haze becomes very important at the extreme latitude necessary to study the
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SL-9 comet collision zone. This model will serve as a basis from which the reflectivity
(I/F) of spatially resolved comet collision sites can be characterized and compared.
The radiative transfer code that was implemented for the Jovian atmospheric model and
for the subsequent analysis of the collision sites has been described (Stamnes et al. 1988).
It is a general purpose, matrix formulation of the discrete ordinate algorithm for image
independent radiative transfer calculations in vertically inhomogeneous, plane-parallel
media.

We model the haze layer as an optically thin haze with a single scattering albedo, ϖ =
0.90; near the nominal value derived from an analysis of the Pioneer photopolarimeter
data (Tomasko et al. 1978). This is equivalent to assuming that the stratospheric aerosols
have similar composition at all latitudes. The greatest amount of stratospheric aerosol
material is found at high latitudes. At the highest latitudes the presence of stratospheric
aerosols to very high altitudes is revealed as a bright region over the poles in our images
made at 887 nm and 2.35 µm. The haze particle phase function is constrained to a singlepeaked Henyey-Greenstein (HG) function with asymmetry parameter of 0.25. We
position this thin layer vertically at the 120-mb level (Smith 1986). Given these hazelayer constraints, the scattering optical depth of the haze layer is adjusted to 0.22, which
reproduces the observed limb-to-limb I/F values and limb darkening behavior in the 825
nm continuum channel.

The upper cloud is generally identified with ammonia ice which thermodynamically
constrains the cloud base to be at the 700-mb level, the pressure-temperature where
ammonia forms ice crystals. After constraining the phase function to be a double-peaked,
HG, phase function (with a small amount of backscattering), we retrieved an albedo, ϖ =
0.999 and optical depth of 6.5 from the 825 nm data. The top of this upper cloud, as
determined from the 725 nm data is set at 230 mb.

The lower cloud is taken to be semi-infinite with a top at the 2,000-mb level. It is further
constrained to have a single-scattering albedo and phase function identical to the upper
cloud.
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Our reference temperature profile was derived from Voyager radio occultation
measurements (Lindal et al. 1981). At 1000-mb, the temperature is 165K, and the
temperature lapse rate at this level is set equal to the adiabatic value of 2.1K/km. This
lapse rate is used to calculate temperatures at higher pressures. For pressures from 1000
mb to 1.0 mb we use tabulated values (Lindal 1992). The model temperature structure is
used to calculate the density at any given level in the atmosphere, assuming an ideal-gaslaw behavior.

The atmosphere is assumed to be in hydrostatic equilibrium with a constant scale height
of 20 km. The only atmospheric absorber that contributes to opacity in our near-IR
bandpasses is assumed to be methane, having a constant volume mixing ratio of 2x10-3
(Gautier et al. 1982). Although ammonia exists in the Jovian troposphere with an
assumed solar abundance value of 1.5x10-4 (West et al. 1986) the band strength at 790
nm is too weak to be considered a significant contributor to the observed opacity. As
mentioned earlier, our bandpasses were chosen to be centered on methane bands of
widely differing absorption strengths, so images taken at these wavelengths are sensitive
to different altitudes in the atmosphere.

At this point we have a complete atmospheric model for the “quiet” Jupiter. The nominal
parameters derived from this model are summarized in Table IV. Figure 4 reveals the
product of this model as dashed lines underlying the observed limb-to-limb I/F plots.
This model was not investigated at wavelengths other than those chosen for these
observations.

V. RESULTS AND DISCUSSION:

We observed impact sites for five of the cometary fragments: “A”, “E”, “G/D”, “H” and
“L”. For “A” and “L” we have only 2.35 µm data. Other sites that should have been
present include the “B” and “F” sites, but these were not detected. The non-detection of
“F” is consistent with HST results (Hammel et al. 1995) whereas the “B” site is below
our S/N threshold for detection. The most complete wavelength coverage occurs for the
“G/D” and “H” fragment sites, so our emphasis is a detailed comparison of these two
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fragment sites. An analysis of both the 2.35 µm results and the broadband CCD imagery
will be treated in a subsequent study.

The principal photometric result of this work is the determination of the impact site
absolute reflectivities at the six AOTF wavelengths. It is these values that are compared
to model results in this section. Since the original impact sites were distributed over
several degrees of latitude (Hammel et al. 1995) it was not possible to measure all I/F
extrema using a single set of limb-to-limb profiles. In some cases it was necessary to
piecewise plot and measure each site intensity profile relative to the surrounding
unperturbed area by first manually locating the peak intensities at each site. Table V
summarizes these data for the “G/D”, “H” and “E” impact sites. In this table, the
columns marked “underlying” are are the “no-impact” reflectances that were estimated by
fitting a baseline through the adjacent unperturbed regions both east and west of each site.

The basic site model is a thin aerosol dust cloud overlying the “quiet” Jovian atmosphere.
It can be characterized physically by a vertical coordinate, zsite or the equivalent pressure
p(zsite), which corresponds to the location where unit-optical-depth occurs in a given
methane band, and optically by three scattering parameters: P( ϑ ), the scattering phase
function, ϖ , the single-scattering albedo and τ the aerosol extinction optical depth.
Extinction is the result of both scattering and absorption, τ = τext = τscatt + τabs =ϖτext + (1ϖ)τext. Here ϖ is defining the fractional contribution of scattering and absorption to the
extinction. Since our observations contain little information on the scattering phase
function, it was constrained to a single HG function with an asymmetry parameter of
0.25, the same as the haze layer. Thus, there remain three parameters to be determined,
ϖ , τ and zsite . The approach to constraining these parameters for a given fragment site
is a two-step process. Two independent wavelength bands to constrain these parameters:
the 825 nm continuum is used to constrain the aerosol optical properties of the collision
site, namely ϖ and τ. The 887 nm strong methane band then defines p(zsite) for the
aerosol layer. The problem is under-determined, but if one of the optical parameters is
assumed, then the other two can be determined uniquely by adjusting the desired
parameter until the calculated I/F agrees with the observed value.
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The relationship between these three parameters has been investigated by placing
reasonable bounds on the vertical location of the collision induced aerosol clouds. By
assuming an upper limit to the location of the aerosol cloud in the 1 mb region, because
they appear brighter than the underlying Jovian clouds in strong methane bands and
therefore they reside at a relatively high altitude, above most of the methane, and
assuming a lower boundary at the 100mb pressure level, consistent with lower limits
established by HST (West et al. 1995), one constrains the range of possible values of ϖ
and τ. We have explored this relationship over a range of collision site unit-opticaldepths at 887 nm from 1 to 100 mb. A cut of this surface, corresponding to the “H” site
observations is shown in Fig. 5. The area, marked (A) in the figure, represents the
allowed range of values of ϖ and τ.
0.8 ≤ τ ≤ 1.5
and
0.82 ≤ ϖ ≤ 0.87
From this we conclude that the aerosol particles, although more absorbing than most of
the adjacent ambient Jovian cloud material, as revealed by the continuum contrast, are
largely scattering, i.e., ϖ ≥ 0.75, as opposed to largely absorbing, ϖ ≤ 0.75 (Charlock
and Sellers 1980). In the context of stratospheric energy balance, the collision site
aerosol cloud is thus a cooling source rather than a heating source (Bohren and Huffman
1983).
We can compare the quantitative model to the observations only by choosing a value for
one of the three parameters, ϖ, τ, p(zsite). We choose to use τ = 1.0 for the comparison
since it is a median value allowed by the area “A”. This choice of τ = 1.0 for comparison
purposes allows us to determine ϖ uniquely from the 825 nm continuum data and p(zsite)
from the 887-nm data. For the “H” collision site, we obtain: ϖ = 0.845 and p(zsite) = 40
mbar. Table VI summarizes a comparison of the “H” site model with our observations at
825 and 887 nm. The fit is consistent with the photometric precision of the data.
The above model does not fit the observed I/F values for the “G/D” site. For this site we
must explore the (ϖ, τ) surface again. Given the same p(zsite) constraint,
1-mbar ≤ p(zsite) ≤ 100-mbar
the new area (A’) is bounded by
0.7 ≤ τ ≤ 1.4
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and
0.75 ≤ ϖ ≤ 0.80.
Again choosing τ = 1.0, a median value allowed by the area A’, we obtain: ϖ = 0.770
and p(zsite) = 65 mbar. Table VI compares this “G/D” site model with our observations at
825 and 887 nm.
If we assume that most of the material that makes up the aerosol clouds came from the
fragmented cometary nucleus, then silicates, such as Mg2SiO4 would be present (Field et
al. 1995). Using an average refractive index of 1.4 + i0.008, a value derived from
observed collision sites in HST images (West et al. 1995), we may estimate the mean
aerosol particle size by considering a geometric-optics-limit argument (Bohren and
Huffman 1983). From the definition of ϖ , the single scattering albedo,

ϖ≡

σscatt
σ scatt
=
,
σ abs + σ scatt σext

or

σ abs
σext

1−ϖ =

where σ scatt is the scattering cross section, σ abs is the absorption cross section and σ ext is
the extinction cross section. If we take the limiting values, σ ext = 2πa2, where a is the
radius of the assumed spherical grain and use
4
3

σ abs = π a3

[n
n

α

3

− (n2 − 1)

3/ 2

]

for the absorption cross section a result derivable by combining a geometric optics
argument with the Fresnel formulas (Bohren and Huffman 1983). Here n is the real part
of the refractive index and the absorption coefficient, α = 2πk/λ where, k is the imaginary
part of the refractive index and λ is the wavelength.
For the “H” site we obtain an estimate of mean particle size a ≅ 3.0 ±0.5 µm while the
“G/D” particles are approximately 50% larger, a ≅ 4.3 ±0.5 µm where the error bar limits
were obtained from the range of allowed ϖ defined by the p(zsite) constraint. Here we
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have assumed that the aerosol particles that make up the “H” and “G/D” sites are of the
same material, i.e. that they have identical refractive indices.
An estimate of the size of the cometary fragment can be made from the total volume of
aerosol material (Field et al. 1995). If one takes an initial fragment density of 3,
appropriate for a magnesium silicate cometary nucleus and an area of 2x103-km2,
estimated from our 825 nm, “H” site images on UT July 20, 1994, the calculated
spherical diameter for the “H” fragment is 3.6 ±1.5 km while for the “G/D” fragment, the
diameter is 4.1 ±1.5 km where the uncertainty is set by the range of allowed τ, defined by
the p(zsite) constraint. This is in agreement with pre-collision, apparent photometric
brightness estimates from Jan. 24-25, 1994 HST images (Sekanina 1995) which lead to
effective diameters of 3.3 km for the “H” site and 4.3 km for the “G/D” site.

VI. SUMMARY:

In summary, we have combined high spectral resolution, tunable imaging with adaptive
optics to investigate collision site properties at a scale not examined by conventional
ground based telescopes. The acquisition of hyperspectral (λ/∆λ > 200) imaging in
selected CH4 bands and adjacent continuua during the SL-9 events, from the Starfire
Optical Range, a laser-beacon adaptive optics facility are detailed. The objectives were to
identify and characterize condensed volatiles in the high Jovian atmosphere at the
locations of the impact sites. Further, the capabilities of TeO2-based AOTF camera
technology were demonstrated.

The observations were photometrically calibrated and reduced to absolute reflectivity
(I/F) using a close coincidence standard star (109 Vir) and published solar intensities.
Since, the quality of AO correction is highly source dependent, it is important to include a
point or small uniform reflectance object such as a moon in the FOV of the
telescope/camera system which can be used as an estimator of the PSF. A PSF for these
observations was determined by forward convolution trials using an image of the shadow
of Ganymede on the Jovian cloud-tops. The resultant PSF was then employed, using the
CBM method, a non-itterative deconvolution technique to enhance the images.
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A “quiet” Jupiter atmospheric model consisting of an inhomogeneous, vertically
stratified, 2-cloud and haze layer is adopted, within which the modeled aerosol dust
clouds are placed. The optical properties of comet impact site aerosol debris are then
determined.

In the modeling process we place limits on the scattering properties ϖ and τ by
constraining p(zsite) in the range of 1 to 100 mbar. Then by choosing a median value for τ
we obtain an estimate of ϖ from continuum band images. The location of the unitoptical-depth, p(zsite) of the observed collision induced site material is then determined
from the strong methane band at 887 nm. It is observed that the “H” site and “G/D” site
have different optical properties.

Finally, differences between the “H” site and the “G/D” site are compared and contrasted
using the retrieved optical properties. We estimate both the mean aerosol particle sizes
from ϖ and estimate the equivalent cometary fragment size from the total volume of
aerosol material. These results agree very well with pre-collision photometric estimates
of the fragment sizes.
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TABLE I
Adaptive Optics Experimental Parameters
Parameter

Value

Telescope

1.5-m, elevation-over-azimuth

Laser

Copper vapor, 200-W average power

Laser wavelengths

0.5106- and 0.5782-µm, equal power

Pulse format

5000-pps, 50-ns width

Backscatter range

10-km with 2.4-km range gate

Wave-front sensor

Two-stage, gated, intensified CCD

Subaperture size

9.2-cm, square, 208 total

Deformable mirror

Continuous facesheet

Number of actuators

241 independent, 305 with slaves

Closed-loop control bandwidth

143-Hz, maximum
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TABLE II
VNIR AOTF Camera Specifications
(1)

Optical Parameters :
Aperture diameter ------------------------------ 150 cm
Focal ratio(2) ------------------------------------- f/20
Field stop dimensions ------------------------- 5x5 mm
Image scale-------------------------------------- 6.9 arcsec mm-1
Focal plane FOV ------------------------------- 34x34 arcsec
Pixel FOV --------------------------------------- 0.16 arcsec
Diffraction limited FOV(3) -------------------- 0.15 arcsec
Single pixel etendue (AΩpx) ------------------ 1.0x10-8 cm2sr
Instrument etendue ----------------------------- 4.8x10-4 cm2sr
Focal Plane:
Device-------------------------------------------- Thompson, full frame, TE-cooled CCD
Format ------------------------------------------- 576x384
Cutoff wavelength ----------------------------- 1050 nm
Pixel pitch --------------------------------------- 23 µm
Dark current at –25C -------------------------- 50 electrons – sec-1
Read noise--------------------------------------- 25 electrons
Spectral Characteristics:
Continuous wavelength coverage------------ 600 – 950 nm
Spectral resolution ----------------------------- 29 cm-1
Sensitivity:
AOTF pass-band transmittance(4) ------------ >75%
Noise equivalent spectral radiance(5) ------- 2x10-9 W cm-2 sr-1 nm-1
Notes:
1. Using the 1.5m adaptive optics facility.
2. At SOR the VNIR camera requires an adaptor lens in the f/20
telescope beam.
3. Defined as 1.22λf-number.
4. Single polarization efficiency with 2-watts of applied RF power.
5. For SNR=3, integration time = 30 sec.
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TABLE III
Summary of Observations

Camera

Source

Air Mass

Wavelength
Sets(1)

AO
Config(2)

July 19 01:20 - 01:50

Broadband

Jupiter

1.47 - 1.48

Broadband

Trk

03:06 - 04:20

Broadband

Jupiter

1.63 - 2.10

Broadband

Open/Full

S. Hemis, G/D Complex

04:50 - 04:55

Broadband

s7951

?-?

Broadband

Open/Full

Reference Star

July 19 02:30 - 03:20

AOTF

Jupiter

1.53 - 1.68

AOTF-I

Full

Full disk, Ganymede shadow

04:12 - 05:15

AOTF

Jupiter

2.04 - 3.00

AOTF-I

Full

S. Hemis, G,D Complex

July 20 01:40 - 05:15

Broadband

Jupiter

1.47 - 3.05

Broadband

Trk/Full

July 20 03:00 - 03:56

AOTF

Jupiter

1.61 - 1.95

AOTF-II

Trk/Full

S. Hemis, L and G/D sites,
Intermittent Coverage
H, G/D and E sites

04:16 - 04:32

AOTF

109 Vir

1.42 - 1.50

AOTF-II

Trk/Full

Reference Star

04:38 - 04:51

AOTF

Jupiter

2.36 - 2.61

AOTF-II

Trk Only

H and E sites

04:59 - 05:15

AOTF

109 Vir

1.68 - 1.79

AOTF-II

Full

Reference Star

UT Date

Notes:

UT Time

Comments
N. Hemis, Ganymede shadow

1. Spectral coverage of the CCD camera was approximately 700 - 950 nanometers.
AOTF-I: Jupiter sequence; 60 sec integrations at 825 and 890 nanometers.
AOTF-II: Jupiter sequence; 60 sec integrations at 725, 760, 790, 825, 890 and 900 nanometers.
2. Open: No optical correction; Trk: Ge correlator/tracker only; Full: Tracker with laser beacon.
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TABLE IV
“Quiet” Jupiter Atmospheric Model Parameters
Haze Layer:
Pressure (mbar)------------------------------ 110.
Single-scattering albedo-------------------- 0.90
Optical depth--------------------------------- 0.45
Scattering phase function ------------------ Henyey-Greenstein, single-peak
Asymmetry parameter ---------------------- 0.75
Upper Cloud:
Pressure (top) (mbar) ----------------------- 190.
Pressure (bottom) (mbar) ------------------ 700.
Single-scattering albedo-------------------- 0.999
Optical depth--------------------------------- 6.5
Scattering phase function ------------------ Henyey-Greenstein, double-peak
Asymmetry parameter (forward)---------- 0.80
Asymmetry parameter (backward)-------- -0.70
Apect ratio------------------------------------ 0.938
Lower Semi-infinite Cloud:(1)
Pressure (top) (mbar) ----------------------- 2,000.
Notes:
1. The lower cloud scattering phase function and single scattering albedo are set identical to the upper cloud.
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TABLE V
Summary of Impact Site I/F Measurements Between 725 and 900 Nanometers.
UT
Date
July 19

Time
(hr)
5.057
5.100

Waveln
(nm)
825
887

CML
342.4
344.0

------ G/D -----Site Adjacent
0.20
0.30
0.10
0.075

------ H -----Site Adjacent
-------------

------ E -----Site Adjacent
-------------

July 19

5.212
5.255

825
887

348.1
349.6

0.32
0.11

0.23
0.078

-------

-------

-------

-------

July 20

3.010
3.054
3.098
3.141
3.33
3.33

725
760
790
825
887
897

58.6
60.2
61.8
63.3
70.0
70.0

0.23

0.32

0.17

0.20

----

----

0.32
0.12
0.11

0.45
0.10
0.087

0.25
0.13
0.11

0.31
0.094
0.085

----------

----------

3.681
3.725
3.768
3.812
3.856
3.899

725
760
790
825
887
897

82.9
84.5
86.1
87.7
89.3
90.9

0.17
0.25
0.16
0.22
0.11
0.086

0.22
0.33
0.20
0.31
0.084
0.053

0.24

0.28

----

----

0.27
0.16
0.12

0.44
0.11
0.090

---0.54
0.044

---0.031
0.025

4.634
4.678
4.723
4.766
4.810
4.854

725
760
790
825
887
897

117.5
119.1
120.7
122.3
123.9
125.5

-------------------

-------------------

0.23

0.28

0.15

0.20

0.30
0.14
0.11

0.42
0.11
0.093

0.21
0.097
0.084

0.33
0.080
0.069

July 20

July 20
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FIGURES CAPTIONS
Figure 1 – Full-disc albedo spectrum of Jupiter in 600 to 1000nm region. The inset
shows the absorption coefficient of methane in units of log10 (km am)-1. The six shaded
areas correspond to the location of our chosen wavelengths. The widths of these areas
correspond to our operating bandwidth.
Figure 2 - Mosaic of photometrically calibrated and enhanced AOTF images.
Figure 3 - Mosaic of photometrically calibrated 2.35-µm images.
Figure 4 - Limb to limb profiles of absolute reflectivity as a function of offset from
central meridian compared to “quiet” Jupiter model.
Figure 5 - The (ϖ, τt) surface through the “H” site. The area “A” is defined by
constraining p(zsite).
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Fig. 2 – John J. Hillman
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Fig. 3 – John J. Hillman
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