We consider the recovery of a low rank and jointly sparse matrix from under sampled measurements of its columns. This problem is highly relevant in the recovery of dynamic MRI data with high spatio-temporal resolution, where each column of the matrix corresponds to a frame in the image time series; the matrix is highly low-rank since the frames are highly correlated. Similarly the non-zero locations of the matrix in appropriate transform/frame domains (e.g. wavelet, gradient) are roughly the same in different frame. The superset of the support can be safely assumed to be jointly sparse. Unlike the classical multiple measurement vector (MMV) setup that measures all the snapshots using the same matrix, we consider each snapshot to be measured using a different measurement matrix. We show that this approach reduces the total number of measurements, especially when the rank of the matrix is much smaller than than its sparsity. Our experiments in the context of dynamic imaging shows that this approach is very useful in realizing free breathing cardiac MRI.
I. INTRODUCTION
The recovery of matrices that are simultaneously low-rank and jointly sparse from its few measurements have received a lot of attention in the recent years. [1] , [2] , [3] . Our interest in this problem is motivated by its application in cardiovascular dynamic MRI, where the image frames are highly correlated. The cardiac signal can be modeled as a low rank matrix X with each column as the list of n voxels and each row as the voxel time profile over N snapshots. Similarly the non-zero locations of the matrix in appropriate transform/frame domains (e.g. wavelet, gradient) are roughly the same in different frame [4] . Joint sparsity is a special case of group sparsity where only some groups have non zero coefficients. For a slowly varying temporal profile of the transformed data we also have joint sparsity. Our experiments show that the use of joint sparsity and low-rank priors (k-t SLR) provide a considerable reduction in the number of measurements required to recover the matrix. While there is considerable theoretical progress in problems
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In [5] , Golbabee et al., have recently developed theoretical guarantees for the recovery of a matrix of rank r and has only k non-zero columns using low rank and joint sparsity priors from its random Gaussian dense measurements. Unfortunately, the dense measurement scheme, where each measurement is a linear combination of all matrix entries is not practical in dynamic imaging; each measurement can only depend on a single column of the matrix. In contrast, the classical MMV (multiple measurement vector) problem deals with the recovery of X n×N (N snapshots of length n) from its undersampled measurements Y = AX. The matrix X is assumed to have a rank of r, while the columns are assumed to be jointly sparse with a sparsity of k. The spark requirement on the measurement matrix A to uniquely identify X is spark(A) > 2k−r+1 [6] . While this condition is more relaxed than the identifiability conditions in the single measurement vector (SMV) setting (spark(A) > 2k), the gains over SMV are marginal when r << k. This is not desirable since the columns of the matrix to be highly correlated and hence more compact; one would expect higher gains in this case. The main problem with this setting is the lack of diversity in the measurements.
We introduce a hybrid acquisition scheme, where each column x i is measured using the measurement matrix A i . All A i 's have a common submatrix Φ, while the remaining rows of A i specified by B i are different. We also introduce a novel two-step reconstruction strategy. In the first step, we estimate the row-subspace using the common measurements Φ. Once the subspace is estimated, the subspace aware recovery of the matrix simplifies to a least square problem. This approach is considerably simpler than convex optimization schemes using simultaneously structured priors. We introduce perfect recovery guarantees under simple conditions on the measurement matrices and the signal matrix. Our results show that perfect recovery of the matrix is possible when the number of measurements are of the order of the degrees of freedom in the low-rank and sparse matrix. Considering that the dense measurement scheme is not feasible in dynamic imaging applications, this work is quite significant.
The proposed framework to recovery of matrices that are simultaneously jointly-sparse and low-rank is ideally suited to accelerate free breathing cardiac CINE MRI data. The joint sparsity assumption implies that all the snapshots share the same sparsity pattern and thus the the data matrix has only some significant rows and other rows are negligible. Very often, the rank r is much smaller than the joint sparsity k. The slow nature of MR acquisitions restricts the number of measurements that can be acquired during each time frame. At the same time, the acquisition is flexible enough to allow the use of different measurement matrices to measure each time frame, without any additional penalty. We propose to capitalize this flexibility to considerably accelerate the acquisition. Specifically, we use the sampling pattern shown in Fig. 1 to acquire the data.
II. PROPOSED APPROACH
We propose an acquisition scheme, where the i th frame is measured as
Note that the measurement matrix Φ is common for all snapshots. We propose to estimate the right subspace of X from Z H Z , where Z is obtained from z i . Once the right subspace of X is estimated, we propose to perform a right subspace aware recovery of X from the measurements y i = A i x i ; i = 0, .., N − 1. These are the variable measurements and they differ across frames.
A. Recovery of the right singular matrix
In [7] the authors look into the preservation of the right singular vectors of a matrix after it is treated by an undersampled matrix. The arrive at a condition for a sensing matrix that satisfies the JL lemma. If the rows of that sensing matrix are of the order of the rank of the matrix for the singular values and vectors to be approximately preserved with a certain failure probability. We look for a similar condition when the sparsity is also coming into picture.
Consider jointly sparse matrix X and its truncated singular value decomposition, UΣV where Σ is diagonal, non singular matrix in R r×r ; U ∈ R n×r , n > r, UU If B is full rank, B H B is positive definite and has a unique symmetric square root.
Thus for
H B has a unique square root R then the right singular matrix of V can be obtained to a factor R using Z iff Φ has a spark ≥ k + 1.
From our experiments we found that spark(Φ ≥ k + 1) is strong in practice. The projection error between original and estimated subspace is falling to 0 when the number of measurements or rows in Φ = r. See Fig 2 for illustration. Noting this observation we devise the following, the proof of which comes from a determinant based argument provided in [8] .
Theorem 2. The right singular matrix V of any specific matrix X can be uniquely recovered from the measurements Z = ΦX for almost all matrices Φ ∈ C r×n .
Theorem 1 is a worst case condition that guarantees the recovery for any k jointly sparse X, while Theorem 2 is sufficient for almost all matrices X.
B. Subspace aware recovery of X
After the basis vectors of the right subspace specified by the columns of Q ∈ C r×N are estimated, we can express the matrix X as X = PQ, where P ∈ C n×r is an appropriate coefficient matrix. From (1) we have, y i = A i Pq i and for the 1st observation,
Vectorizing all the y i s we obtain,
Note that the sparsity of vec(P) is kr. Thus, vec(P) can be uniquely identified if spark(B) = 2kr. We conjecture that this is in fact pessimistic and unique recovery can be achieved if spark(A i
. . .
Here, C i ∈ R mi×n ; i = 1, ..p. P can be uniquely determined from (2) if spark(X) = r + 1 and
We present here a proof for the rank one case. The proof for a general low rank r case is omitted here for brevity.
Proof: Consider r = 1. y i = A i x i = A i u 1 v i , where u has only one column as the rank is 1 and v i s are scalars. We have, y i /v i = A i u 1 . From the compressed sensing results on unique recovery of a single unknown sparse vector we need,
Note that X and Q share the same null space. So from the spark condition spark(X) = r + 1 in Theorem 3, we get that any r columns of Q forms an non singular matrix. If we consider the clustering in (3), we only need the Q submatrix formed by picking the rows corresponding to the indices in a group in (3) to be non singular. Simply, we want consecutive r rows of Q H to be full rank. This requirement comes from the proof of the general case. This is only required for the sufficient condition. In practice as shown by our simulation results we do not need that spark condition on X. It is just to attain the theoretical claim.
C. Effect of sampling pattern
The clustering specified in (3) assumes that every consecutive r frames are observed by same set of variable measurements. We have devised this clustering of sensing matrices to arrive at the sufficient condition in (4). As specified above, our goal is to ensure that the frames which are operated by similar sensing matrices or in other words the frames that are operated by matrices in the same group should form an invertible matrix. The Q submatrix such formed should be non singular. The reconstruction of simulated data satisfying (3) is shown in Fig 3. We see perfect recovery in the noiseless case on the left. This clustering can also be done differently. Possibilities include repeating the A i s after every r frame hence generating a periodicity in the observation matrix. Another possibility is taking the given cluster and permuting it across the N frames i.e., randomly shuffling the set of sensing matrices such that a certain r of them are same. We want to look at how the reconstructions look like if we violate from the pattern we have in (3), i.e., for a given number of measurements how the three patterns perform. This depends on the knowledge of the structure of the data we are trying to reconstruct.
We will highlight this effect in Fig 4. The chosen toy Pincat dataset is periodic in nature with a rank 20. So every 20 th frame belongs to the same cardiac phase. So the matrix formed by stacking every 20 th frame is rank 1. Clearly, the clustering in (3) is favorable here. From the possibilities mentioned above, the periodic clustering will fail as the Q submatrix formed using every r = 20 th frame will be rank deficient or in this case rank 1. Random permutation works a bit better than the periodic clustering as it brings some complimentary information. The rank of the Q submatrix formed by the random clustering is still higher than 1 but not full rank, hence the recovery isn't perfect.
So the underlying fact remains that we can choose any clustering we want provided the C i s formed satisfy (4) and we have the idea of roughly how the time frames behave (periodicity) for a particular dataset. And lastly, this is only to comply with the theory. In practice as we will see in Fig. 5 , even without satisfying this spark condition spark(X) = r+1 we can get a good recovery.
D. Measurements required
For a matrix of dimension n × N and rank r, classical MMV scheme requires s ≥ (2k − r + 1)N measurements for its unique recovery. Dense measurement scheme requires s of the order of the degrees of freedom in a matrix. Variable and common measurements in the proposed scheme requires s ≥ (2k − r + N )r for unique recovery. Combining the above, X can be uniquely identified if the average number of measurements per snapshot is of the order of s = r + 2kr/N . Note that s → r as N → ∞. This is a quite considerable gain over the number required for MMV identifiability, specified by 2k − r + 1, especially when r << k.
III. ALGORITHM
We use Alternating direction method of multipliers (ADMM) [9] , [10] which combines the augmented Lagrangian method and variable splitting techniques to solve the constrained optimization problem. The problem is posed as:
With the V's supplied by the 1st step we solve for P's by creating an auxiliary variable G. After the variable splitting we have the Lagrangian,
where β is the penalty parameter which drives the difference between the auxiliary and original variable to zero, λ is the regularization parameter, Λ x , Λ y are the Lagrange multipliers. The P sub-problem is solved using Preconditioned conjugate gradient and G sub-problem is solved by l 1 shrinkage. The data is transformed to the gradient domain to make it sparse so the problem is solved with a Total variation (TV) regularization. l 1 norm encourages sparsity and l 2 norm encourages diversity [11] . We enforce joint sparsity by penalizing the l 1 − l 2 mixed norm of the gradient data. 
IV. NUMERICAL RESULTS
We validate our Theorems on toy Pincat [12] phantom data of dimension 128 x 128 x 200 and rank 20. In Fig. 2 we consider a noiseless setting. We plot the projection error between the estimated and actual right subspace vs the number of random samples of the image data in the Fourier domain. Projection error between two subspaces V 1 and V 2 is defined as:
We see a drop in the normalized error after the the number of samples equals the rank 20.
In Fig. 3 we look at the subspace aware recovery of the Pincat data using the clustering in (3) which is consistent with the formulation of Theorem 4. This was undersampled with 4 common and 5 variable lines for a noiseless (left) and a noisy setting (SNR of 35 db on the right). We get perfect recovery in the noiseless case. All the Pincat performance comparison can be done with the perfect reconstruction Fig. 3a as reference. We see blurring artifacts in the noisy case Fig. 3b . Fig. 4 shows the effect of clustering the sampling pattern on the reconstruction. On the left figure the similar sensing matrices are distributed periodically to every r th frame and on the right the clusters are shuffled randomly across all the N frames. We see that for this dataset, following the setting of Theorem 4 better reconstructions are obtained for the same number of measurements as against when those conditions were violated. This indicates that the clustering pattern can be modified based on knowledge of the structure in the data. But after that if (4) is satisfied good recovery is ensured. In all the Pincat results, the first frame is shown from the reconstructed time series.
We apply our algorithm on free breathing CINE data in Fig. 5 . A cropped portion of the reconstruction is shown highlighting the heart. The dots indicated by the arrows show the similar cardiac phases. The data was acquired using an SSFP sequence with an 18 channel coil array, with TR/TE of 4.2/2.1 ms, matrix size of 512×512, FOV of 300mm×300mm and slice thickness of 5mm on 3T Siemens Trio scanner. We considered 12 radial lines of Fourier space to reconstruct each image frame, 4 of which were common measurement lines. This corresponds to a temporal resolution of 50 ms. The acquisition time was 25 s translates to 500 image frames. Each radial Fourier line is a 512 pixels long line on the 2D Fourier space data passing through the center of the Fourier space as shown in Fig 1. The blurring is optimal and the cardiac phases are clearly visible. Despite the undersampling our algorithm is providing good reconstruction using the two step strategy. This is significant because MR acquisition is slow and we can't fully sample MR data to get the perfect reconstruction. Thus the strategic undersampling to get good recovery is essential when the data has a low rank and joint sparse structure.
V. CONCLUSION
We propose to reconstruct a low rank and sparse matrix from its under sampled measurements. We introduced a two step subspace strategy that recovers the right and left subspaces one after another. Our sufficient conditions show that by using our sampling scheme we are gaining in terms of the number of measurements to uniquely recover the data as compared to the MMV scheme. Our experiments suggest that considerable undersampling when strategically done, gives good reconstruction in the noiseless case for the Pincat data. In the CINE MRI data where the ground truth is unknown considerable undersampling along with our reconstruction algorithm shows good recovery. The reduced number of required measurements due to undersampling will translate to high accelerations in dynamic MRI.
