ABSTRACT. Some aspects of the theory of order and (D)-convergence in ( )-groups with respect to ideals are investigated. Moreover some new Basic Matrix Theorems are proved.
Introduction
The classical Basic Matrix Theorem of Antosik-Mikusiński-Swartz (see [2] ) was extended by P. Antosik and C. Swartz to the context of Riesz spaces (see [3] ), where the so-called "( * )-convergence" is used, and was further generalized by A. Aizpuru et al. (see [1] ) in the case of statistical convergence, introduced in 1951 independently by H. Steinhaus and H. Fast (see [13] ). Further recent studies about measures and integrals in the context of ( )-groups and Riesz spaces can be found, for example, in [7, 8, 9] .
In general, the nature of ( * )-convergence is topological. However, there are Riesz spaces, that can be viewed as metrizable groups (with respect to a suitable topology), but such that order convergence is not generated by any topology: for example, L 0 (X, B, µ), where µ is a σ-additive and σ-finite non-atomic positive R-valued measure. Indeed, these spaces can be metrized in order to obtain convergence in measure, though order convergence (which coincides with (D)-convergence) means almost everywhere convergence and is not topological.
n (x n − x n+p ) = 0 uniformly with respect to p ∈ N.
A bounded double sequence (a t,l ) t,l in R is called (D)-sequence or regulator if for all t, l ∈ N we have a t,l ≥ a t,l+1 and l a t,l = 0 for all t ∈ N. A sequence (x n ) n in R is said to be (D)-convergent to x ∈ R (and we write (D) lim [10, Chapter 2] ).
An ( )-group R is said to be weakly σ-distributive if for every (D)-sequence (a t,l ) t,l we have:
In general, the limit of a sequence (with respect to (D)-convergence) is not unique. However, (O)-convergence of sequences implies always (D)-convergence; moreover, if R is weakly σ-distributive, then a sequence is (D)-convergent if and only if it is (O)-convergent, and in this case the limit is unique.
We now denote by l 1 (R) the set of all sequences of the type (x j ) j , with x j ∈ R for all j ∈ N and such that
x j , and say that S is the sum of the sequence (x j ) j . Similarly as in the classical case, it is easy to check that, if the sum of a series
The following well-known result will be useful in the sequel (see [10] ).
Ä ÑÑ 2.2º Let R be a Dedekind complete ( )-group (not necessarily weakly
Ò Ø ÓÒ 2.3º Let X be any nonempty set. A family of sets I ⊂ P(X) is called an ideal of X if A ∪ B ∈ I whenever A, B ∈ I and for each A ∈ I and B ⊂ A we get B ∈ I. An ideal is said to be non-trivial if I = ∅ and X / ∈ I. A non-trivial ideal I is said to be admissible if it contains all singletons.
An admissible ideal I is said to be a P -ideal if for any sequence (A j ) j in I there are sets B j ⊂ X, j ∈ N, such that the symmetric difference A j ∆B j is finite for all j ∈ N and ∞ j=1 B j ∈ I (see also [13] ).
Let X = N, and for every A ⊂ N and j ∈ N set
where means the cardinality of the set in brackets.
is called the (asymptotic) density of A. It is known that the ideal
is a P -ideal, as well as the ideal I fin of all finite subsets of N, while there are also other examples of P -ideals, known in the literature (see for example [13] ).
Remark 2.4º
It is also known (see [11] ) that, if X = N 2 , then every P -ideal I is such that for every sequence (A j ) j in I there is a sequence (B j ) j such that for all j ∈ N the set A j ∆B j is included in a finite union of rows and columns in
Now, given a fixed admissible ideal I, together with its dual filter
we introduce the order and the (D)-convergence related with it. When we deal with an ideal I, we always suppose that I is admissible, without saying it explicitly.
An ideal I is said to be maximal if its dual filter F is an ultrafilter. If I is an ideal of N, we say that a sequence (x n ) n in R (OI)-converges to x ∈ R if there exists an (O)-sequence (σ p ) p with the property that
for all p ∈ N; (x n ) n is said to be (OI)-Cauchy if there is an (O)-sequence (σ p ) p such that for each p ∈ N there is m ∈ N with
Note that condition (1) is equivalent to say
Analogously we can formulate the concept of (D)-convergence with respect to an ideal.
Similarly, a double sequence (
If Λ is any arbitrary nonempty set, we can formulate the concepts of (DI)-convergence and (DI)-Cauchy uniformly with respect to λ ∈ Λ as follows (this will be useful in the sequel). We say that (x n,λ ) n : λ ∈ Λ in R (DI)-converges to x λ ∈ R uniformly with respect to λ ∈ Λ if there is a (D)-sequence (a t,l ) t,l such that
is said to be (DI)-Cauchy uniformly with
respect to λ ∈ Λ if there is a regulator (a t,l ) t,l such that for all ϕ ∈ N N there exists a positive integer m with n ∈ N :
We now state the following result.
ÈÖÓÔÓ× Ø ÓÒ 2.5º Every (OI)-convergent ((OI)-Cauchy) (double) sequence is (DI)-convergent to the same limit ((DI)-Cauchy). Moreover, if R is a super Dedekind complete and weakly σ-distributive ( )-group, then the converse implication holds, too.
P r o o f. Without loss of generality, we prove the proposition only for the case of single sequences (x n ) n and order convergence, since the cases involving double sequences and/or the Cauchy properties are analogous.
We begin with the first part. Let (σ p ) p be an (O)-sequence, satisfying the definition of (OI)-convergence of (x n ) n to the element x ∈ R, and for all t, l ∈ N set a t,l := σ l . Fix arbitrarily ϕ ∈ N N , and let n 0 := min ϕ(n) : n ∈ N . We get:
Hence, taking into account the (OI)-convergence, we obtain
and therefore
Thus the first implication is proved. We now turn to the second part. We know the existence of a (D)-sequence (a t,l ) t,l , satisfying (2). Thanks to super Dedekind completeness and weak σ-dis-
and hence F p ∈ F(I).
This concludes the proof.
From now on, we always suppose that R is a super Dedekind complete weakly σ-distributive ( )-group. Examples of such spaces are R N and L 0 (X, B, µ) with µ positive, σ-additive and σ-finite (see also [10] ). So, in our setting (OI)-and (DI)-convergence coincide. If R = R, instead of (OI) and (DI) we will write simply (I).
Moreover, let us define
P r o o f. The first part is straightforward. We now turn to the final part. It is enough to prove the "only if" implication. By hypothesis there is a (D)-sequence (a t,l ) t,l such that for every ϕ ∈ N N an integer n * ∈ N can be found, with
By monotonicity we get:
for any n ≥ n * . So the sequence (x n ) n (D)-converges monotonically to x, according to the usual concept of (D)-convergence. This concludes the proof.
Observe that an easy consequence of Proposition 2.6 is that, if a series
is of positive terms in R and S is its sum, then (I)
x j = S (and vice-versa).
We now introduce another kind of convergence in the context of ideals.
The following result, which will be useful in the sequel, extends the corresponding one given in [13] .
P r o o f. Let I be a P -ideal, and (σ p ) p be an (O)-sequence existing by virtue of (OI)-convergence, as in (1). For each p ∈ N, set A p := n ∈ N : |x n − x| ≤ σ p : then A p ∈ I for all p. Since I is a P -ideal, there exists a sequence of sets (B p ) p such that the symmetric difference A p ∆B p is a finite set for any p ∈ N and
So, in order to prove the proposition, it is enough to check that
Let p ∈ N. Since A p ∆B p is a finite set, there is n p ∈ N, without loss of generality with
If n ∈ N \ B and n ≥ n p , then n / ∈ B p , and, by (4), n / ∈ A p . Thus |x n − x| ≤ σ p . Thus we have proved that for all p ∈ N there is n p ∈ N \ B, n p > p, such that |x n − x| ≤ σ p for each n ≥ n p : without loss of generality, we can suppose that n p+1 > n p for every p ∈ N. Let n 0 = 0, and for each n ∈ N \ B set b n := σ p , where p = p(n) is the unique natural number such that n p−1 + 1 ≤ n ≤ n p . We get that (b n ) n is an (O)-sequence and |x n − x| ≤ b n for all n ∈ N \ B, and so (3) is proved. This concludes the proof.
A consequence of Proposition 2.8 is the following: ÈÖÓÔÓ× Ø ÓÒ 2.9º Under the same hypotheses as in Proposition 2.8, let I be a P -ideal and (x n ) n be a sequence in R, such that (DI) lim
Then there exists a subsequence
Remark 2.10º Proposition 2.8 holds even if we consider a double sequence (x i,j ) i,j instead of a sequence (x n ) n . Indeed the proof, considering ideals of N 2 rather than of N, is substantially analogous to the one of Proposition 2.8, with the only difference that, instead of formula (4), using Remark 2.4, one considers the fact that, since A p ∆B p , p ∈ N, is included in a finite union of rows and columns in N 2 , there is n p ∈ N, without loss of generality with (
(see also [11, Theorem 3] ).
BASIC MATRIX THEOREMS FOR I-CONVERGENCE IN ( )-GROUPS
The following proposition holds for any admissible ideal and extends [13, Proposition 3.2] . For the sake of simplicity, we prove it in the case of single sequences and ideals of N.
ÈÖÓÔÓ× Ø ÓÒ 2.11º Suppose that (DI * ) lim
P r o o f. By hypothesis, there is A ∈ I such that for M := N \ A, M =:
with respect to a suitable regulator (a t,l ) t,l . Fix arbitrarily ϕ ∈ N N . Then by (5) there exists h 0 ∈ N with
whenever h ≥ h 0 . Thus the set
since I is admissible. Thus A ϕ ∈ I. This concludes the proof. x i,j = x j for all j ∈ N. As I is a P -ideal, there is a sequence of sets (B j ) j in F , such that A j ∆B j is finite for all j ∈ N and B 0 :=
Thus, since (D) lim i∈A j x i,j = x j for all j ∈ N, we get also (D) lim i∈B j x i,j = x j for every j.
So for each j ∈ N a regulator (α (j)
t,l ) t,l can be found, with the property that to every ϕ ∈ N N there exists i ∈ B j such that
for all i ∈ B j , i ≥ i. 
for all ϕ ∈ N N . By (6) and (7), the regulator (α t,l ) t,l is such that for every j ∈ N and ϕ ∈ N N there is i ∈ B j with
. . } and choose arbitrarily j ∈ N: then, since B 0 ⊂ B j , from (8) it follows that in correspondence with every ϕ ∈ N N an integer h = h(j, ϕ) can be found, with
whenever h ≥ h. This concludes the proof.
We now prove a Cauchy-type condition, which extends [14, Theorem 5.1], given in the case R = R, and will be useful in the sequel. We formulate it in the context of double sequences and ideals of N 2 : an analogous result holds, if we deal with ordinary sequences and ideals of N. We begin with the following: ÈÖÓÔÓ× Ø ÓÒ 2.13º Let I be any admissible ideal of N 
for any p ∈ N. Let now p, q ∈ N, p = q. Since F (I) is a filter in N 2 , we get
F(I).
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Thus for every pair (p, q) ∈ N 2 with p = q there is ( (9) and the main properties of filters, for every p ∈ N we get:
This concludes the proof of the "if" part. We now turn to the "only if" part. Since, by hypothesis, (x i,j ) i,j is (DI)-convergent to an element ξ ∈ R, there is a regulator (a t,l ) t,l with the property that
ϕ(t) ∈ F(I)
for every ϕ ∈ N N . Fixed arbitrarily such a function ϕ, there exist positive integers m, n such that
ϕ(t) .
Let now (i, j) ∈ A ϕ : then
and thus B ϕ ∈ F(I). The assertion follows by arbitrariness of ϕ ∈ N N . This concludes the proof. The following lemma deals with interchange of limits with respect to (DI)-convergence and holds without assuming necessarily that the involved ideal is a P -ideal (for the classical version in the real setting, see [12, Lemma I.7.6] ). (x i,j ) i,j be a bounded double sequence of R, I be any admissible ideal in N, F be its dual filter and K be any fixed element of F . Set 
Ä ÑÑ 2.15º Let
By (ii), without loss of generality, the regulator (a t,l ) t,l can be chosen in such a way that for every ϕ ∈ N N there exists D ∈ I such that
for all j / ∈ D and i ∈ K. We now prove (v). Let j 0 := min(N \ D). Then by (10) we have:
for all i ∈ K. By (10) and (11) we get that
By (i) we have the existence of the limit (DI) lim i x i,j 0 = y j 0 and so there is
Let i 0 := min(N \ D j 0 ). Then by (13) we get:
By (13) and (14) we obtain:
By (12) and (15) we get that
Then by (16) we have:
Let
Then J is an admissible ideal in N × N and S ∈ J . By (17) we obtain that
for all (i, j), (i , j ) / ∈ S, and by (18) the double sequence (x i,j ) i,j is (DJ )-Cauchy. By virtue of Proposition 2.13 it follows that the limit
(vi) With the same notations as in the proof of (v), if i, i / ∈ D j 0 ∪D∪(N\K) ∈ I, then from (16) and (17) it follows that
Thus the sequence (x i,i ) i is (DI)-Cauchy, and hence the limit (DI) lim i x i,i exists in R and is equal to c.
We now prove (iii). By (v) there exists a (D)-sequence (α t,l ) t,l such that to any ϕ ∈ N N there corresponds S ∈ J with the property that
for all (i, j) / ∈ S. But S = (19) and (20) we get:
By (21), thanks to weak σ-distributivity of R, we get that the element a as in (iii) exists in R and a = c.
(iv) Similarly as in (iii).
(vii) It is an obvious consequence of (iii), (iv), (v) and (vi).
The basic matrix theorem
We now turn to the main result.
Ì ÓÖ Ñ 3.1º Let (x i,j ) i,j be a bounded double sequence in R, and I be a P -ideal of N. Suppose that:
(ii) (DI) lim 
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Then the following hold: (I) First of all note that, by virtue of (ii) and Proposition 2.12, a set K ∈ F can be found, with
for all i ∈ N, with respect to a same regulator (β t,l ) t,l . Let b t,l = 2β t,l , t, l ∈ N. From (22) it follows that for any ϕ ∈ N N and i, k ∈ N there is s = s(i, k) ∈ K with the property that
for all j ≥ s, j ∈ K. Let u := 
for all ϕ ∈ N N . Moreover, by (i) and Proposition 2.12 again, we get the existence of a set A ∈ F such that 
for all i ≥ p.
for all i, h ≥ p. Let (d t,l ) t,l be as in (iii) and set
Let K be as in (22): we will prove that
This, thanks to Proposition 2.11, is enough to prove (I). Before proving (27), we claim that for every ϕ ∈ N N there exists i ∈ A such that the set
is finite. Otherwise, there is ϕ ∈ N N with the property that for every i ∈ A there exist k = k(i) ∈ A, k > i and j ∈ K with
Choose arbitrarily i 1 ∈ A: in correspondence with i 1 there exist
Let s 1 := s(i 1 , k 1 ) ∈ K be as in (23): without loss of generality, we can choose s 1 > j 1 . We get 
for all p, q ≥ p 1 .
Let now i 2 ∈ A, with i 2 > p 1 . Without loss of generality, we can choose
Note that, by construction, j 2 > s 1 . Let s 2 := s(i 2 , k 2 ) ∈ K be as in (23): without loss of generality, we can choose s 2 > j 2 . We get
Proceeding by induction, we get the existence of four strictly increasing sequences: (i r ) r and (k r ) r in A; (j r ) r and (s r ) r in K, with the properties that i r < k r < i r+1 , j r < s r < j r+1 for all r ∈ N; i r ∈ k(i) : i ∈ N for any r ≥ 2, and: j) By virtue of (iii), in correspondence with B := {j r : r ≥ 2} there exist an infinite set C ⊂ B and a natural number n 0 such that
for all r ≥ n 0 . From j), jj), jjj), if s > r ≥ n 0 and j r ∈ C, then we get: 
We have also 
and finally, if r ≥ n 0 and j r ∈ C, then we have:
So (38) holds for infinitely many indexes r. This contradicts (29) and proves the claim (28).
