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RESUMEN: Este trabajo se centra en los Sistemas Clasificadores (SC) y propone una nueva
aproximación a los mismos que se denomina Sistema Clasificador con Tags (SCT). Los SC son sistemas
híbridos que permiten el aprendizaje genético sobre sistemas de producción paralelos. Los SC utilizan
Algoritmos Genéticos (AG) para la generación de nuevas reglas que reemplazan a reglas inútiles del
sistema. La utilización de los AG sobre el conjunto de reglas produce el reemplazo de algunas reglas
útiles que obligan al sistema a reiniciar el aprendizaje. Para evitar esta circunstancia se ha desarrollado
una codificación especial que incluye un conjunto de posiciones en la parte de la condición y de la acción,
denominadas Tags, que permiten al SCT evolucionar grupos disjuntos de reglas. La validez de la
propuesta se ha comprobado mediante la utilización del SCT en un entorno clásico de juegos,
comparando los resultados de un SC clásico con los del SCT.
PALABRAS CLAVE: Aprendizaje Genético, Sistemas Clasificadores, Clasificación de Conocimiento,
Tags, Juego de Damas.
1. INTRODUCCIÓN
Dentro del campo de la Inteligencia Artificial, se han desarrollado multitud de sistemas de
aprendizaje. Los Sistemas Clasificadores [HOL75, HOL80, HOL85, HOL86, HOL95, GB89,
MIM96], objeto de este trabajo, se estudian desde el punto de vista del comportamiento, perspectiva
denominada conductista, que considera solo el cambio de comportamiento de un sistema, defendido
entre otros por Narendra, Thathachar y Simon, [THNA89]. En general, en los sistemas compuestos
por diferentes funciones (o reglas) se pueden aplicar sistemas de aprendizaje para obtener el
conjunto de funciones (o reglas) que proporciona una solución mejor [LIT88]. Cada función
propone una salida para cada posible situación de entrada . El sistema toma una decisión conjunta
basada en una votación entre todas las funciones. Cada función está pesada por un factor que valora
el número de aciertos y equivocaciones de cada función a lo largo de la experiencia anterior. La
decisión final se compara con la salida ideal y se produce el aprendizaje a través del ajuste de los
pesos para cada función según si se han equivocado o han acertado. Este tipo de sistemas
discriminan entre las distintas funciones (o reglas) definidas a priori. Existen distintas variantes de
este tipo de sistemas [LW94]. En general, este tipo de sistemas de aprendizaje basan el proceso de
aprendizaje en el conocimiento a priori del dominio.
Los Sistemas Clasificadores, SC, aunan las ventajas de estos sistemas con la posibilidad de
aplicar un sistema de aprendizaje independiente del dominio como es el caso de los Algoritmos
Genéticos. En un SC, el valor relativo de las diferentes reglas es una de las piezas clave de la
información que debe ser aprendida. Para facilitar este aprendizaje, los SC fuerzan a las reglas a
coexistir en lo que se denomina un servicio de economía basado en la información. Se mantiene una
competición entre reglas, donde el derecho a responder a la activación va desde los ofertadores más
altos, que pagarán el valor de sus ofertas a aquellas reglas responsables de su activación. En este
recorrido se forma una cadena de intermediarios que va desde fabricantes (los detectores) hasta los
consumidores (acciones hacia el entorno). La naturaleza competitiva de la economía asegura que las
reglas buenas (beneficiosas) sobrevivan y las malas desaparezcan. En un SC los distintos niveles
tienen un alto grado de relación y comunicación [GB89].
Las condiciones y mensajes de un SC forman un sistema de reglas que los convierte en una clase
especial de sistema de producción. Uno de los principales problemas que plantean los sistemas de
producción radica en la complejidad de la sintaxis de las reglas. Los SC se alejan de este problema
restringiendo cada regla a una representación de longitud fija. Esta restricción tiene dos ventajas: la
primera es que todas las reglas, bajo un alfabeto permitido, tienen significado sintácticamente, y en
segundo lugar, una representación en cadenas de longitud fija permite la aplicación de operadores
de cadena de tipo genético. Esta última ventaja proporciona una puerta abierta a la búsqueda en el
espacio de reglas permitidas, mediante el empleo de Algoritmos Genéticos [HOL75].
Como ya se ha comentado en párrafos anteriores, los Sistemas Clasificadores tradicionales
combinan la representación del conocimiento mediante reglas con el aprendizaje genético. Existe
una clara diferencia entre los sistemas que utilizan Algoritmos Genéticos para el aprendizaje y los
Sistemas Clasificadores. En los primeros, la solución del problema se encuentra totalmente
codificada en la representación binaria con la que trabaja el Algoritmo Genético, de manera que la
evaluación de un individuo es la evaluación de una solución completa [MIM96]. En los Sistemas
Clasificadores, sin embargo, la evaluación de una salida representa la evaluación de una regla que
contribuye parcialmente a la solución del problema. Esta evaluación es repartida entre todas
aquellas reglas que contribuyen a la activación de la regla final, mediante el algoritmo de
reasignación de créditos, pero en ningún caso es una evaluación del sistema compuesto por todas las
reglas, esto constituye la aproximación propuesta por la Universidad de Michigan [HOL86a]. La
generación de nuevas reglas o conjuntos de reglas se realiza a partir de estas evaluaciones. Así,
aquellas reglas que han resultado activadas y dan una solución adecuada a una parte del problema
serán origen de nuevas reglas.
 Uno de los grandes problemas relacionados con los Sistemas Clasificadores es el de la pérdida de
reglas. Esta pérdida se produce por la aplicación del Algoritmo Genético sobre toda la población de
reglas de manera conjunta. Evidentemente, los operadores genéticos discriminan las reglas por el
valor de la fuerza, de manera que la evolución favorece la generación de aquellas reglas cuya fuerza
es mayor. Cuando el sistema de aprendizaje trabaja en un entorno donde es posible generar un
conjunto de entrenamiento muy completo, la fuerza de las reglas del SC reflejará la relación relativa
entre reglas de forma adecuada y, por lo tanto, la aplicación del Algoritmo Genético producirá los
efectos deseados. Sin embargo, cuando el proceso de aprendizaje presenta casos particulares y
permite que el sistema vaya aprendiendo gradualmente a partir de estos casos, cada intervalo de
aprendizaje con un conjunto de casos particulares puede producir que el reparto de la fuerza
favorezca a un determinado tipo de reglas que serían a su vez favorecidas por el Algoritmo
Genético. Si se extiende este razonamiento a todo el proceso de aprendizaje, puede ocurrir que la
diversidad genética, tan necesaria para el aprendizaje, desaparezca debido al crecimiento en la
población de un determinado tipo de reglas. Además, cuando existen diferentes conjuntos de reglas
necesarios para solucionar parcialmente el sistema, éstas pueden desaparecer si en los ejemplos
encontrados hasta un determinado momento, parte de la problemática (la correspondiente a las
reglas que se pueden perder) no se produce. Sin embargo dichas reglas pueden ser enormemente
necesarias.
 
 Este problema se hace especialmente grave cuando existen en el SC tipos de reglas muy
diferenciados. Básicamente, la idea es establecer una división de las reglas en grupos de manera que
se fuerce su permanencia en el sistema; esto permite la supervivencia de grupos de reglas al
modificar la aplicación de los operadores genéticos clásicos, mutación y sobrecruzamiento, en el
nivel de descubrimiento y al modificar la función de pago y las ofertas entre reglas del mismo
grupo, haciendo que la recompensa obtenida por una regla del grupo afecte a todo el grupo.
 
 El objetivo de este trabajo ha sido la obtención de una estructura de codificación que permita la
evolución genética de estos grupos, de manera que el número y la relación de los mismos sea
también aprendida en el proceso de evolución. Para ello se han introducido en la parte de condición
y de mensaje de las reglas codificadas, una zona que permita la definición de grupos de reglas. Esta
zona recibirá el nombre de Tags Internas. La adopción de esta palabra se debe a una cierto parecido
del sistema con los procesos naturales que tienen lugar en determinadas especies animales, donde la
existencia de tags permite que se comuniquen y reconozcan unos con otros.
 
Esta aportación es un método de aprendizaje que permite agrupar conocimientos semejantes.
Una de las áreas de trabajo en la que los investigadores en sistemas basados en el conocimiento más
han profundizado, es en la clasificación de conceptos y las relaciones que se establecen entre estos
conceptos, en la etapa de conceptualización del conocimiento, para su posterior formalización
[GD93]. Esta labor de clasificación y de búsqueda de relaciones se realiza, en los Sistemas
Clasificadores propuestos, mediante un mecanismo que permite encontrar la clasificación y las
relaciones sin necesidad del conocimiento de un experto.
2. SISTEMAS CLASIFICADORES
Un Sistema Clasificador está compuesto por tres componentes principales, que pueden ser
considerados como niveles de actividad. El primer nivel (Sistema Clasificador) es el encargado de
dar respuestas (adecuadas o inadecuadas) para la resolución del problema planteado. En este nivel
se encuentran las reglas del sistema, codificadas mediante cadenas de caracteres de alfabeto
restringido. La ejecución de este nivel produce una respuesta a una determinada situación. La
adecuación de la respuesta al problema que se desea resolver se mide mediante la recompensa que
recibe dicha regla del entorno. El segundo nivel (Asignación de Créditos) evalúa los resultados
obtenidos en el nivel inferior, distribuyendo las recompensas recibidas por las reglas que
proporcionan la salida entre todas aquellas que han contribuido a la activación de cada una de esas
últimas reglas. Como se trata de un método de aprendizaje reforzado, esta evaluación puede ser
ajustada aplicando una recompensa o pago por parte del entorno, que tendrá un valor alto si la
solución es adecuada y bajo si no lo es. La reasignación se puede llevar a cabo mediante distintos
algoritmos [HOL86, LIE91] de los cuales el Bucket Brigade [HOL85] es el más extendido y el que
se ha empleado en este trabajo. En este nivel, no resulta posible modificar, sin embargo, el
comportamiento del sistema por medio de cambios en sus reglas, sino que solo es posible ajustar
sus valores y establecer, en cierta medida, una jerarquía de reglas buenas y malas. La tarea del
tercer nivel (Descubrimiento) es encontrar nuevas vías para que el sistema pueda descubrir
soluciones nuevas y para ello se emplea un Algoritmo Genético, AG.
En el nivel de acción de los SC resulta posible la activación paralela de reglas, mientras que en
los sistemas de producción tradicionales ésta tiene lugar en serie. Durante cada ciclo de
reconocimiento, un sistema tradicional activa una única regla, este procedimiento regla a regla
resulta un cuello de botella para el crecimiento de la productividad; además, gran parte de las
diferencias existentes entre las arquitecturas de los sistemas de producción se relacionan con la
selección de la mejor estrategia de activación de esa regla. Los SC superan este cuello de botella
permitiendo la activación paralela de reglas durante un ciclo de reconocimiento, o ciclo interno,
dado. Así, los SC permiten la coordinación paralela de distintas actividades. Cuando resulta
necesario elegir entre acciones del entorno mutuamente excluyentes, o cuando el tamaño de una
regla debe ser podado para acomodar su longitud a la de los mensajes de la lista, estas decisiones
son aplazadas hasta el último momento posible y se realiza entonces la selección, por ejemplo, de
forma competitiva.
Así, se puede representar de forma esquemática la secuencia de operaciones de un SC tradicional
mediante la Tabla 1.
Tabla 1: Secuencia de operaciones del nivel de acción de un SC tradicional.
Paso Operación
1 Llega del entorno un mensaje codificado de longitud k, a través de la interfaz de
entrada.
2 Limpiar la lista de mensajes.
3 El mensaje del entorno se coloca en la lista de mensajes.
4 Todos los clasificadores cuya parte de condición coincida con el mensaje se activarán.
Un mismo mensaje puede activar varios clasificadores.
5 Los clasificadores activados enviarán sus mensajes a la lista.
6 Los pasos 4 y 5 se repetirán para n ciclos internos.
7 Finalmente, se elegirá un mensaje para producir la salida, a través de la
correspondiente interfaz.
Por lo tanto, el funcionamiento de los SC tradicionales se basa en tres conceptos fundamentales:
1. La solución del problema global es un conjunto de reglas (un subconjunto de reglas es una
solución a situaciones concretas, incluso una sola regla puede ser una solución para una
situación muy específica aunque no es habitual).
2. El pago de cada regla se reparte entre aquéllas que la activaron en los ciclos internos.
3. El Algoritmo Genético permite generar reglas a partir de las mejores lo que produce,
teóricamente, una mejoría en el funcionamiento global del sistema.
La forma de funcionamiento de los Sistemas Clasificadores tiene algunos inconvenientes, de los
que cabe destacar:
1. La capacidad del sistema para aprender cadenas de reglas, que además no se rompan entre
distintos instantes de aprendizaje; la pérdida de una regla de la cadena puede provocar la
pérdida de todo el conocimiento debido a las interrelaciones entre reglas. Las reglas no tienen
sentido de forma aislada, sino en grupos, desconocidos a priori.
2. La necesidad de aplicar el algoritmo de descubrimiento para generar clasificadores cada vez
mejores y, por último,
3. La secuenciación de los casos que se presentan al sistema para que guíen el aprendizaje hacia
una mejora del comportamiento global del sistema.
El problema que se va a tratar de manera especial en este trabajo, es la lucha contra el problema
de la pérdida de reglas y la necesidad de “mantener el conocimiento adquirido”. Ambos problemas
se deben a la acción del nivel de descubrimiento en los SC, que hace que éstos fallen en los
mecanismos a la hora de formar y mantener asociaciones entre reglas.
El nivel de descubrimiento actúa sobre el conjunto de clasificadores que acaban de ejecutarse, de
esta manera, las nuevas reglas se generan a partir de las mejores reglas anteriores a la acción del
nivel de descubrimiento. Este funcionamiento puede llevar a perder aquellas reglas que son
necesarias para resolver ciertos aspectos del problema, pero que hayan aparecido al principio del
periodo de aprendizaje y que posteriormente no lo hayan hecho. Esto provoca que aquellas reglas
que han sido muy buenas al principio de la ejecución puedan ser consideradas por el AG como
menos valiosas, debido a que el resto de reglas las superan en fuerza.
Para ello se han introducido en los SC las “Tags Internas”, TI, dando lugar a una nueva clase de
SC, el Sistema Clasificador con Tags, SCT. Estas Tags fueron propuestas por Holland, aplicadas a
los Algoritmos Genéticos [HOL95]. Además de evitar la pérdida de reglas, se debe conseguir que
coexistan reglas distintas durante la vida del SC, evitando que éstas se uniformicen y se pierda
variedad en la población de reglas.
3. JERAQUÍAS DE CLASIFICADORES
3.1. Jerarquías ad-hoc internas al SC
Los problemas de pérdida de reglas han sido abordados desde distintas perspectivas, siempre en
la intención de mejorar los SC, en la bibliografía. Shu et al. [SHU91], plantean la introducción de
jerarquías en los SC, es decir, grupos de reglas que se han de mantener a lo largo del proceso de
aprendizaje. Los grupos de reglas se forman a priori y son dados por el experto en la solución del
problema. El objetivo de estos autores es lograr solucionar el problema que DeJong [BGH89]
solucionó en los Algoritmos Genéticos por medio del crowding. Así, por una parte establecen
grupos de reglas, familias, y por otra plantean operadores genéticos que actúan intra-familias e
inter-familias. El sistema de pago es, así mismo, modificado y, cuando una regla de un grupo gana,
todas las de su grupo reciben también ese premio.
Básicamente, el problema de la acción del nivel de descubrimiento es la consideración de todas
las reglas como iguales. Esta idea, que en otras técnicas de Computación Evolutiva es lógica, ya que
cada individuo es una solución al problema y por lo tanto todos deben competir con todos, no es
extensible de forma directa a los SC. Esto es debido a que en muchos problemas cada una de las
reglas no es capaz por si misma de resolver el problema, por lo que no todas las reglas son iguales.
No es lo mismo una regla que en una determinada situación es disparada y su acción resuelve el
problema, que un conjunto de reglas que deben dispararse de forma ordenada para resolver una
situación distinta. En este caso, la primera regla puede ver aumentada su fuerza en una cantidad
muy superior a la que verán aumentada su fuerza todas las reglas encadenadas del segundo caso.
Para resolver el problema, Shu propone la división del conjunto de reglas del SC en subconjuntos,
cada uno de ellos con reglas especializadas en un determinado aspecto del problema, de manera que
la competición se establezca entre los miembros de una misma familia de reglas.
Además, el reparto del pago entre miembros de una familia permite que el conocimiento
adquirido en instantes anteriores no se pierda rápidamente, ya que una regla que alcanza un
determinado valor de fuerza, sigue recibiendo fuerza por la ejecución de reglas de su misma familia.
La pérdida de reglas es especialmente crítica cuando el problema a solucionar necesita
encadenamientos de reglas complejos, ya que la pérdida de una regla de la cadena en el nivel de
descubrimiento, puede hacer que todo el encadenamiento sea olvidado y se produzca el olvido total
de la cadena por lo que será necesario, posteriormente, volver a aprenderla.
3.2. SC’s independientes organizados jerárquicamente
En 1995 Dorigo [DOR95] muestra los resultados del diseño de soluciones que hacen a los
Sistemas Clasificadores aprender de la forma más rápida. Las herramientas que emplea son:
paralelismo, una arquitectura distribuida y el entrenamiento. Respecto al paralelismo y la
arquitectura paralela, propone una versión paralela del ICS [DOS93], mediante el diseño de un
Sistema Clasificador paralelo, denominado Alecsys, aplicado a lo que se ha denominado el “animat
problem”, [WIL85]. Este problema se aborda desde la perspectiva de la división del problema en
partes más pequeñas, desde una arquitectura jerárquica en la cual un conjunto de ICS aprende a
cooperar en la solución de un problema de aprendizaje. Los distintos niveles del ICS se ejecutan de
forma paralela en distintas máquinas y, por otra parte, distintos ICS, que se ocupan de distintas
tareas, se ejecutan también de forma paralela. El autor, [DOR95], emplea la idea de “reactividad”
de Brooks [BRO91], es decir, la existencia de un conjunto de comportamientos, cada uno de ellos
implementado mediante un ICS, que son independientes entre ellos y que producen una salida para
cada entrada. El sistema completo está compuesto por 3 sistemas: un ICS para evitar obstáculos,
otro para alcanzar una meta y, por último, un sistema que decida cuál de las dos posibles salidas es
la salida del sistema conjunto.
Para conseguir el encadenamiento entre reglas (que equivale a un encadenamiento entre
comportamientos en este caso), el autor propone la inclusión de unas condiciones internas que
permitan distinguir entre mensajes procedentes del entorno y mensajes procedentes de ciclos
anteriores. El estudio de Dorigo se centra en la utilidad de las condiciones internas sin explicar
claramente cómo son utilizadas internamente por el SC. Los resultados de esta parte del trabajo
demuestran que el tamaño de estas condiciones internas, tal y como se utilizan, no es muy relevante
para el aprendizaje.
En resumen, el trabajo de Dorigo [DOR95] propone una especie de jerarquía al componerse el
SC final de tres SC: dos básicos y otro que decide cuál es el SC adecuado para cada situación. En
este caso, la evolución de reglas se realiza de forma independiente, de manera que cada
comportamiento evoluciona de forma separada. El problema de esta aproximación jerárquica frente
a la de Shu, es la imposibilidad de realizar operaciones genéticas que permitan evolucionar al
conjunto, ya que cada Sistema Clasificador es evolucionado de forma independiente y no tiene
ninguna relación con los otros. Es decir, no pueden evolucionar relaciones entre cada uno de los
comportamientos, de manera que una regla de uno de los clasificadores pueda activar a una regla
del otro. La pregunta a responderse es si la separación del Sistema Clasificador en varios Sistemas
Clasificadores aumenta la eficacia del sistema ante determinadas situaciones, pero, en cualquier
caso, impide la generalización del aprendizaje.
La generación automática de categorías dentro de un SC no ha sido abordada en ningún trabajo
anterior. Tal vez la idea pueda tomarse de la naturaleza: algunas especies utilizan “tags” para limitar
una “llamada o aviso” a un conjunto de individuos, discriminando un subconjunto entre el conjunto
total. Del mismo modo, se pueden incluir partes en las reglas que permitan discriminar unas de
otras. Esta definición de lo que se va a denominar Tags Internas, TI, puede realizarse “ad-hoc”,
creando una determinada cadena de llamadas [SHU91], o puede hacerse de forma que las propias TI
evolucionen, determinando qué grupos resultan necesarios. En resumen, puede dotarse a cada una
de las reglas de un campo, que evolucionará genéticamente y que identifica a esa regla como
perteneciente a un grupo, de una forma similar a la propuesta por Holland con sus “tags” [HOL95].
4 EVOLUCIÓN DE TAGS EN UN SC: EL SCT
Como se ha comentado en la sección anterior, cualquier solución que trate de evitar la pérdida
de reglas debe pasar por la creación de subconjuntos dentro del conjunto de clasificadores que
componen el SC. Las dos soluciones que se han estudiado son:
· Creación de una jerarquía en la población a priori (descrita en la sección 3.1).
· Composición de varios Sistemas Clasificadores independientes (descrita en la sección 3.2).
Estas soluciones limitan la generalidad del proceso de aprendizaje del SC ya que dan por
aprendidas en un caso las jerarquías, o la descomposición en varios SC en el otro, de manera que el
marco del aprendizaje se ve limitado a estas restricciones.
La solución propuesta, por lo tanto, debe aunar la capacidad de aprender sin conocimiento a
priori con la capacidad de generar algún tipo de subdivisión interna dentro del SC para permitir que
existan categorías de reglas. Se ha diseñado un SC que recibe el nombre de SCT que permite la
evolución de grupos de forma automática. Para plasmar esta solución se deberá modificar la
codificación de los clasificadores de manera que se incluya un campo que represente el tipo o
grupo, al que pertenece cada clasificador. Así por ejemplo dado un SC como el que se muestra en la
tabla 2(a), si se reserva un campo de 1 bit para establecer las clases que componen el SC, el SC
anterior quedaría como se muestra en la tabla 2(b).

















Mediante este campo, el SC puede estar subdividido en varios grupos de clasificadores, cada uno de
los cuales contienen aquellos clasificadores que tienen el mismo valor en ese nuevo campo. Por ello
se puede decir que ese campo establece de qué tipo o grupo es el clasificador, como se recoge en la
tabla 3(a). Se puede realizar la misma operación en la parte del mensaje, obteniéndose un SC como
por ejemplo el de la tabla 3(b).

















Tal y como se ha definido el valor del campo que establece las clases (en el ejemplo de la
tabla3), existen 2 clases, una definida por aquellos clasificadores que tienen un 1 (los clasificadores
1, 2 y 3) y la otra por aquellos que tienen un 0 (los clasificadores 4, 5 y 6). Obsérvese que la
definición de una clase viene determinada por el valor de ese campo en la parte de la condición de
la regla, es decir, son del mismo grupo aquellas reglas que para ser activadas deben tener el mismo
valor en ese campo. Este campo, que aparece en la codificación, evoluciona de la misma manera
que el resto de campos, por lo que el número y tamaño de cada una de las clases de la jerarquía del
SC es variable y se debe aprender. Es posible establecer muy diferentes grupos, pudiendo ocurrir
que todos los clasificadores tengan el mismo valor, con lo que el sistema funcionaría como un SC
clásico. Además de establecer el tipo de clasificador según el valor en la parte de la condición, al
incluirse en la parte del mensaje y evolucionar esta de la misma manera, en realidad se están
evolucionando no sólo los grupos de reglas, sino también cómo se produce la activación entre los
grupos. Así, en el ejemplo anterior, podría evolucionar un conjunto de clasificadores como el de la
tabla 3(b) y en este caso, los clasificadores del grupo 1 activan a los del grupo 0 y viceversa.
Evidentemente, este tipo de activación debe ser aprendida por el SC y pueden producirse diversas
configuraciones.
Por último, debe tenerse en cuenta que la inclusión de un campo en los clasificadores obliga a
incluir también un valor en el mensaje del entorno en esa posición. Este valor no viene determinado
por el entorno, sino que se define a priori con un valor que codifica que ese mensaje es el del
entorno. De esta manera, el SC tendrá que aprender qué grupo de reglas se activarán teniendo en su
campo de definición de grupo ese mismo valor para responder al mensaje del entorno.
Para la aparición de jerarquías en el SC, es necesario que en cada regla se mantenga la
información sobre la categoría a la que ésta pertenece. Esta información debe evolucionar
genéticamente; evidentemente, puede ocurrir que si la información sobre la categoría en cada regla
es capaz de representar “n” categorías distintas, la solución al problema se componga de m (m<n)
categorías y que el resto de categorías sea irrelevante. Si se representa esta información en cada
regla y se deja evolucionar, el número de reglas asociadas a una determinada categoría es también
variable; en este sentido, la evolución genética de las categorías permitirá no sólo que evolucionen
las categorías necesarias sino también que cada una tenga el tamaño necesario para la solución del
problema.
4.1. Esquema de Funcionamiento del SCT
La secuencia de operaciones en el nivel de acción es la misma que la de los SC tradicionales
(Tabla 1), pero en las condiciones y en los mensajes existen unos campos cuya única misión es la de
definir la categoría a la que pertenecen las reglas que han enviado su mensaje a la lista de mensajes
en el ciclo anterior. La primera activación se realiza con el mensaje del entorno, tal y como se
muestra en la Tabla 1. El mensaje del entorno deberá contener unos valores por defecto que
indiquen que se trata de un mensaje del entorno. A partir de este primer mensaje, los clasificadores
activados enviarán sus mensajes a la lista de mensajes y, por lo tanto, se tendrá una generación de
mensajes de distintas categorías que se habrán especializado en responder al mensaje del entorno.
Esta información en los mensajes influirá en los siguientes clasificadores que se activen, es decir,
intervendrá en el encadenamiento de las reglas que se van disparando. De esta manera
evolucionarán reglas del tipo:
Instante inicial:
SI  La_señal_externa es <tipo 1>
ENTONCES mensaje <001...> y  grupo <X>
Instantes siguientes:
SI el mensaje es <001...> y  el grupo es <X>
ENTONCES mensaje <101...> y  grupo <Y>
En definitiva, el mecanismo de inclusión de Tags Internas, TI, en las reglas favorece la evolución
de soluciones elaboradas dentro de un SC. Como la ejecución del SCT se realiza en paralelo y todas
las reglas son activadas al mismo tiempo, se generan, en la lista de mensajes, distintas estrategias
elaboradas, encadenando reglas de distintos grupos. Estas estrategias se mantienen durante los
ciclos internos de ejecución del SC, y mediante los procesos de reasignación de créditos y
descubrimiento se van aprendiendo las mejores.
Además de la necesidad de diferenciar la codificación para distintos grupos, será necesario
realizar un ajuste de otros dos niveles del SC: el algoritmo de reasignación de créditos, BBA, y el de
descubrimiento, AG. Esto se debe a la necesidad de que cada uno de los grupos o jerarquías de
reglas evolucione en paralelo y de forma gradual. Por una parte, resulta necesario el reparto del
crédito ganado por una regla entre todas las reglas de su grupo para que tiendan a ganar a otros
grupos, de manera que la fuerza de cada grupo puede ser considerada como factor a tener en cuenta
a la hora de realizar las operaciones genéticas inter-grupos. En este caso la evolución no es
únicamente de un individuo, sino que la evolución se concentra en la generación de grupos
compactos, los cuales son muy utilizados y, por lo tanto, deben tener un conjunto de reglas mejor,
pero sin perder de vista la necesidad de grupos que pueden tener menos elementos pero ser
indispensables para la elaboración de la estrategia final. Obsérvese que, si en un grupo se aumenta
la fuerza de todas las reglas, cuando una de las reglas del grupo es valorada como positiva por el
BBA, aquellos grupos de reglas que se encadenan con este grupo verán aumentada también su
fuerza debido a que el porcentaje de fuerza, que se entrega por la activación se calculará sobre
cantidades mayores.
En resumen, un SC jerárquico, SCT, que permita la evolución libre de grupos de reglas
presentará las siguientes modificaciones en cada uno de sus niveles:
· ACCIÓN: la codificación incluirá un conjunto de campos donde se almacenará la información
sobre el grupo de pertenencia de la regla. Esta codificación afecta tanto a la condición como al
mensaje lo que permite la generación de encadenamientos entre reglas, que pueden denominarse
estrategias.
· BBA: si una regla perteneciente a un grupo recibe un pago por ser parte de una buena solución,
o por haber activado a otra que lo ha sido, el pago puede repartirse entre todas las reglas que
forman ese grupo, apoyando el crecimiento del grupo y de aquellos que son activados por él,
como conjunto.
· AG: han de existir operadores genéticos que actúen sobre reglas de un mismo grupo,
permitiendo la evolución de los grupos, y otros que actúen de la forma habitual, permitiendo la
generación de nuevas reglas, a partir de progenitores de distintos grupos.
5 EVALUACIÓN DEL SCT EN EL JUEGO DE LAS DAMAS
En este trabajo se pretende obtener una medida de la aportación de las Tags Internas, TI, al
proceso de aprendizaje en un Sistema Clasificador. Para realizar una evaluación clara de la
aportación de las TI en la codificación, se debe buscar un problema que se resuelva en un entorno
perfectamente definido. El entorno elegido en este caso ha sido el de finales en el juego de las
damas.
El objetivo de la aplicación del SCT al aprendizaje del juego de las damas no es la obtención de
un SC que juegue a las damas, sino la aplicación de los Sistemas Clasificadores en un entorno claro
y definido, que permita realizar una comparación entre los Sistemas Clasificadores tradicionales y
la modificación propuesta en este trabajo, que incluye TI. Evidentemente, existen muchos sistemas
que juegan a las damas, algunos de ellos con gran éxito [SCH97], pero para realizar un estudio y
comparación se va a utilizar un jugador que sigue una estrategia aleatoria, y se van a medir las
partidas que gana cada tipo de SC (clásico/con TI) frente al jugador aleatorio en distintas
configuraciones.
5.1. Reglas del Juego
Existen muchas formas de jugar a las damas, en este trabajo se emplea las que juegan con tablero
de ocho por ocho, con cuadros blancos y negros, con dos jugadores, uno con fichas blancas y otro
con negras, que pueden ser, a su vez, damas o peones. Inicialmente, las fichas blancas están en la
parte inferior del tablero, las negras en la superior y no hay damas. En este trabajo, los tableros
iniciales no se emplean, pues sólo se trabaja con finales de partidas, donde el número máximo de
fichas es 5, pudiendo ser estas cinco fichas de cualquier tipo y estar situadas en cualquier posición
válida del tablero.
En la Figura 1 se muestran los posibles movimientos de un peón y una dama en el tablero. Las
damas aparecen cuando un peón alcanza el extremo opuesto del tablero. Los bordes del tablero son
los límites de los movimientos. El tablero no es continuo por sus bordes. En este trabajo se han
considerado las direcciones de movimiento como absolutas, de la forma que se muestra en la Figura
1.













Figura 1: Posibles movimientos de peones y damas en un tablero y definición de las direcciones de movimiento.
Cuando una ficha del jugador contrario se encuentra en una de las direcciones hacia las que se
puede dirigir una ficha del jugador que mueve, esta última comerá a la que le obstruye el paso,
colocándose en la casilla siguiente a la de la ficha comida, en la misma dirección. La ficha comida
desaparecerá del tablero. El proceso de comer se realizará tantas veces como sea posible antes de
cambiar de turno. Cuando uno de los jugadores realice un movimiento o coma (y ya no le sea
posible comer ninguna ficha más), se cambiará el turno y le tocará jugar al contrincante. El juego
terminará cuando sólo queden fichas de un jugador en el tablero o se produzcan tablas. Las tablas
tienen lugar cuando el jugador que posee el turno no pueda realizar ningún movimiento.
5.2. Codificación de la información
Se trata de analizar cómo y qué información sobre el tablero, las fichas, los jugadores, los turnos,
movimientos, etc. debe ser suministrada al SC en forma de mensaje de entrada. La codificación
elegida para el juego de las damas es tal que una salida del SC es siempre interpretada como un
movimiento, esto quiere decir que las decisiones del SC son interpretadas en función de la situación
en la que se encuentra el sistema. Evidentemente, el sistema debe ser capaz de jugar tanto con
fichas negras como con fichas blancas, por lo que se ha elegido una codificación que no tiene en
cuenta "el color" de la ficha. Además, las direcciones de movimiento se han tomado de forma
absoluta, como se explicó en el apartado anterior.
5.2.1. Mensaje de Entrada
La información disponible en un tablero y susceptible de ser introducida al sistema es: el número
de fichas que hay en el tablero, el color de cada una de ellas, coordenadas (x,y) de cada ficha,
tomadas como se muestra en la Figura 1, tipo de ficha (peón o dama), direcciones en las que se
puede mover o comer, y cuánto puede mover o comer en cada una de ellas. En los mensajes de
entrada se recoge el estado del tablero en cada instante: número total de fichas, número de ellas que
pertenecen al jugador SC, de qué color, turno, cuantas damas, etc. Esta información se codificará en
un mensaje de entrada cuya longitud será de 57 bits, o si se trabaja con un clasificador con TI, el
número de bits se incrementa hasta 61 al introducir 4 bits para representar las TI.
En la primera posición del mensaje de entrada se encuentra codificada la información sobre la
posibilidad de comer (con un 1) o solamente de mover (con un 0). Las 4 posiciones siguientes
contienen información sobre el número total de fichas que hay en el tablero, y las 12 siguientes
sobre las fichas que pertenecen al jugador que tiene el turno, de ellas, cuántas son damas y el
número de damas del contrario, todo ello codificado con 4 bits para cada uno de los casos,
considerando el porcentaje que representan. A continuación, se recoge la información referente a la
posición ocupada por estas fichas, transformando dicho número decimal en un número binario de
hasta 8 bits. Por último, si el número total de fichas es inferior a 5, el resto del mensaje de entrada
se completa con símbolos ‘#’. Para realizar la codificación se siguen los siguientes pasos (que puede
observarse resumidos en la Figura 2), para un ejemplo que se encuentra recogido en la Figura 3.
En la Figura 2 se muestra la transformación que sufren los datos del entorno para ser
introducidos en el mensaje de entrada del SC. Corresponde a la situación de la Figura 3 y se trata de































Número 3 2 1 1 4 0 5 7 1 3
Porcentaje 6 4 2 2
Binario 0 0110 0100 0010 0010 0100 0000 0101 0111 0001 0011 #### #### #### ####




























Figura 3: tablero ejemplo.
5.2.2. Mensaje de Salida
El mensaje de salida tiene una longitud igual a la del mensaje de entrada, 61 ó 57 bits según si se
consideran o no las TI. De todo el mensaje que el SC envía a través de la interfaz de salida, después
de haber realizado el proceso de encadenamiento durante varios ciclos internos, se utilizan como
salida únicamente los últimos 16 bits. Un ejemplo de mensaje de salida podría ser el que aparece en
la Figura 4.
Posiciones: 0 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
Mensaje: # ... # 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 1
Figura 4: Ejemplo de mensaje de salida, que deberá ser traducido en la acción correspondiente por la interfaz de salida.
Respecto a los mensajes de salida, se tomarán las correspondientes posiciones, y se realizará el
proceso de decodificación. Para su mejor comprensión, se irá particularizando en el ejemplo de
tablero de la Figura 3, y cómo mensaje de salida el de la Figura 4.
1. Cálculo de la ficha a mover/comer:
· Con los bits de las posiciones 45 a la 52, se calculará qué ficha es la que se ha de
mover/comer. En el ejemplo de la Figura 4 se trata del número binario 000000100, que
corresponde al número decimal 4.
· Para decidir a qué ficha corresponde, se cuenta ese número decimal sobre las fichas
reales existentes, y cuando éstas se terminen, si aún no se ha alcanzado dicho número, se
vuelve a comenzar, desde la ficha 0 hasta la 4, ambos inclusive; en el ejemplo
correspondería a 0,1,0,1,0, por lo que la ficha elegida sería la 0, de coordenadas (4,0).
2. Cálculo de la dirección de movimiento:
· Con los bits de las posiciones 53 a 56, se calcula la dirección de la ficha. En el ejemplo
se trata del número binario 0110, que corresponde a la dirección 6.
· Para transformar la dirección 6 en una dirección de ficha real, se cuenta ese número de
veces la dirección decimal real, sobre las posibles direcciones hacia las que se pueda
mover y, cuando no existan direcciones reales, se continuará contando desde la primera
dirección real. En el ejemplo, la ficha 0 solo tiene dos direcciones de movimiento, la 2 y
la 3 (ver Figura 3) (pues se trata de una dama que se encuentra en el borde del tablero),
por lo que contando desde 0 a 6, ambas inclusive, entre las dos direcciones posibles se
obtendrá: 2,3,2,3,2,3,2, por lo que la dirección elegida será la 2.
3. Cálculo de las posiciones que ha de avanzar la ficha elegida en la dirección correspondiente:
· Con los bits de las posiciones de la 57 a 60, se calculará el número de celdas a avanzar.
En el ejemplo se trata del número binario 0101, que corresponde al número decimal 5.
· Ahora hay que transformar dicho valor en una cantidad real. Para ello, si el valor
corresponde a una situación posible, se toma dicho valor; en caso contrario, se transforma
en un valor entre 1 y el máximo. En el ejemplo, se ha obtenido un 5 como movimientos a
realizar y, sin embargo, solo son posibles una, dos o tres celdas de movimiento, por lo
que se mueve dos posiciones.
En resumen, con el procedimiento detallado y sobre el ejemplo, la estrategia sugerida por el SCT
mediante el mensaje de salida que se recoge en la Figura 4, es: mover la ficha de coordenadas (5,0)




Figura 5: Tablero de la Figura 3 después de realizar los movimientos sugeridos por el SCT.
5.3. Función de pago
La función de pago que analiza la bondad de los clasificadores, tiene como objetivo guiar el
aprendizaje del SC. El SC aprenderá según la función de pago y que, precisamente ésta, es el
objetivo central del desarrollador de SC cuando éstos se aplican a un problema concreto. Para los
propósitos de este trabajo interesa que el SC sea capaz de ganar a un jugador aleatorio, es decir un
jugador que carece de estrategia y para el cual los movimientos no están determinados por la
situación. Este objetivo hace innecesario buscar una función de pago capaz de evaluar distintas
situaciones y de encontrar la mínima sutileza en los movimientos que decide el SC; por el contrario
se debe suponer una función de pago simple que evalúe objetivamente las decisiones tomadas por el
SC y donde cada movimiento sea evaluado por resultados “cuantitativos”. De esta manera, el SC
será capaz de ganar a un jugador aleatorio, no a un jugador experimentado, y se podrá realizar una
comparación “objetiva” entre el SC clásico y el SCT.
La función de pago tiene en cuenta los siguientes factores: si se ha comido alguna ficha o no, si
se ha hecho alguna dama o no, y el número de fichas que se han comido.
El pago se realiza una vez que el jugador contrario ha realizado un movimiento. Así, la función
de pago empleada viene dada por los resultados conseguidos por el jugador contrario y los
resultados obtenidos por el movimiento del SC. En este caso el pago puede representarse mediante
la Tabla 5, donde nsc es el número de fichas comidas por el SC y nct las comidas por el contrario.
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Cuando termina la partida, el jugador contrario no realiza ningún movimiento sobre el cual poder
evaluar el movimiento anterior del SC, por lo que se evalúa directamente el resultado de la partida:
SI (la partida termina en tablas)
ENTONCES (se paga 400)
SI (la partida no termina en tablas y ha ganado el SC)
ENTONCES (se paga 700)
SI (la partida no termina entablas y ha ganado el jugador contrario)
ENTONCES (se paga -700)
El pago que se ha desarrollado es totalmente objetivo, y es función de si se come o no y de si se
hace dama o no, esto implica que no se realiza ningún pago cuando la jugada no tiene un resultado
cuantificable. De hecho, cuando no existe ninguna cantidad que pueda medirse, el pago es 0. Este
pago 0 define las situaciones que no se van evaluar y por lo tanto limita la capacidad de aprendizaje
del Sistema Clasificador. Esta limitación evita introducir cierta subjetividad en el pago que tenga en
consideración el funcionamiento del SC y por lo tanto desvirtúe la comparación entre el SC clásico
y el SCT.
6 COMPARACIÓN SC TRADICIONAL Y SCT
El objetivo de este apartado es realizar una comparación entre el SC tradicional y el SCT. Para
ello, se van a enfrentar dichos sistemas a un jugador que realiza movimientos aleatorios, con un
grado de aleatoriedad variable y en distintas situaciones iniciales. Los dos sistemas comienzan sin
ningún conocimiento previo, es decir, toda su población se genera aleatoriamente, por lo que sus
reglas y mensajes no se adaptan a ningún caso concreto y sus movimientos serán, en un principio,
también aleatorios.
Los tres tipos de experimentos realizados dentro de este punto se han realizado incrementando
progresivamente su grado de dificultad, con el fin de examinar el comportamiento de los dos
sistemas ante dichos cambios.
En el primer tipo de experimentos el jugador aleatorio va aumentando progresivamente su grado
de aleatoriedad. Esto quiere decir, que dentro de un jugador aleatorio existen distintos niveles de
aleatoriedad. Este grado de aleatoriedad se introduce en el mensaje de salida que produce el jugador
aleatorio. El mensaje de salida del jugador aleatorio está constituido de igual forma que el del SC,
pero en este caso únicamente posee dieciséis caracteres que son los que necesita el proceso de
decodificación para transformarlos en un determinado movimiento. El mensaje de salida del




 45   46   47   48   49   50   51   52   53   54   55   56   57   58   59   60
0 0 0 1 1 1 0 0 1 0 0 1 0 0 1 1
La aleatoriedad se introduce en el mensaje de salida del jugador aleatorio dependiendo de la
cantidad de caracteres de dicho mensaje que se generan aleatoriamente. Esta generación se regula
proporcionalmente, es decir, existen jugadores aleatorios que poseen por ejemplo un 40% de
caracteres aleatorios en el mensaje de salida. Un ejemplo de la aplicación de la aleatoriedad del
jugador según los distintos porcentajes se muestran en la Tabla 6, donde aparecen resaltadas un
conjunto de posiciones que se corresponden con aquellas, en este ejemplo, cuyo valor puede variar
respecto del original pues son generadas al azar.
Tabla 6: Ejemplo de variación de la aleatoriedad en el jugador contrario.
% de caracteres aleatorios Ejemplo de un mensaje de salida cuyos
caracteres marcados son aleatorios
0 (fijo) 0 0 0 1 1 1 0 0 1 0 0 1 0 0 1 1
10 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 1
20 0 0 0 0 1 1 0 1 1 0 0 1 1 0 1 1
30 0 1 0 1 0 1 0 0 0 0 1 1 0 0 1 0
40 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 1
50 0 1 0 0 1 0 0 0 0 0 1 1 0 1 0 0
60 1 1 0 1 0 1 1 1 1 0 1 0 1 0 0 0
70 1 0 1 0 0 1 1 0 0 1 0 0 1 1 1 0
80 1 0 1 0 0 1 1 0 0 1 1 0 1 1 1 0
90 1 0 1 0 0 1 1 0 0 1 1 0 1 1 0 0
100 (completamente aleatorio) 1 1 1 0 0 0 1 1 0 1 1 0 1 1 0 0
Este tanto por ciento de aleatoriedad que posee el mensaje de salida, se aplica a cada movimiento
que deba realizar el jugador aleatorio dentro de cada partida, por lo que en cada movimiento se
genera un mensaje de salida distinto al creado en el movimiento anterior. Hay que tener en cuenta
que, incluso aunque el mensaje de salida tenga un 0% de aleatoriedad, cada movimiento que
produzca no ha de ser igual al realizado anteriormente, esto es así, porque el mensaje de salida, al
sufrir una transformación en el procedimiento de decodificación, cambia el significado dependiendo
del entorno (estado del tablero) en ese preciso momento, en este caso, depende de:
· El número de fichas que posea el jugador aleatorio.
· El tipo (dama o peón) de cada ficha del jugador aleatorio.
· Las direcciones reales hacia las que se pueda desplazar cada ficha del jugador aleatorio. Por
ejemplo, una dama sólo podría desplazarse realmente hacia dos de sus cuatro posibles
direcciones si se encontrase en uno de los límites del tablero.
· La cantidad de movimientos que pueda desplazarse cada ficha del jugador aleatorio dentro del
tablero, en las direcciones que le permita el punto anterior. Por ejemplo, un peón sólo podría
desplazarse realmente hacia una de sus dos posibles direcciones si en la otra dirección se
encontrase una ficha.
· Si alguna de sus fichas puede comer o no. En este caso el mensaje de salida no serviría, por que
el ‘juez’ del juego de las damas actuaría comiendo la/s ficha/s del contrario que se pudiesen
(elegiría aquella ficha que comiese mayor cantidad de fichas del contrario).
Para la realización de la comparación se han realizado tres grupos de experimentos con una
situación inicial diferente. Los experimentos se han definido, de menor a mayor complejidad, en
función del tablero inicial con el que comienza cada una de las partidas que se van a jugar: en
primer lugar se dejará fijo el tablero inicial para todas las partidas, posteriormente se variarán las
posiciones de las fichas que aparecen en el tablero en cada partida y, finalmente, el tablero inicial
será generado al azar para cada una de ellas. En el primer experimento se aplicarán distintos grados
de aleatoriedad al jugador contrario, comenzando en un 0% de aleatoriedad y se seguirá
incrementando este porcentaje hasta concluir con un porcentaje de aleatoriedad de un 100%. En los
dos últimos experimentos, el jugador contrario será siempre el más aleatorio y se irán modificando
incrementalmente los tableros iniciales, ya sea modificando la posición de las fichas, ya sea
generando un nuevo tablero.
Como resultado se mostrará la evolución de partidas ganadas y perdidas por los dos tipos de
Sistemas Clasificadores. Estos resultados corresponden a la media de cinco grupos de partidas. Para
poder analizar más en detalle los resultados obtenidos, se van a recoger en las Tabla 7, Tabla 8 y
Tabla 9 y Figuras 9, 10 y 11, los porcentajes de partidas ganadas al final del aprendizaje para cada
uno de los SC y para cada experimento, así como el porcentaje de mejora que supone el SCT frente
al SC. Los resultados, parecen sugerir que la aportación de las TI al SC no es relevante en todas las
situaciones. En aquellos problemas donde el SC debe aprender una secuencia de operaciones muy
sencilla, porque el problema a resolver es menos complejo, puede ocurrir que las TI supongan más
un obstáculo, puesto que su inclusión hace que el sistema deba “aprender” a la fuerza cómo
encadenar reglas, cuando puede ser innecesario este encadenamiento. A medida que el problema se
complica, la necesidad de encadenar reglas aumenta, y la aportación de las TI se hace evidente ya
que su existencia favorece que las reglas se encadenen. Así, se puede observar cómo en los
primeros experimentos, Tabla 7, los resultados del SCT únicamente parecen mejorar al SC en el
último caso. En cambio, en los siguientes experimentos llevados a cabo, Tabla 8 y Tabla 9, se puede
observar una mejora en los resultados obtenidos con el SCT respecto al SC.
Tabla 7: Resumen de resultados de SC y SCT: Mismo Tablero Inicial.
0% 20% 30% 40% 50% 60% 70% 80% 90% 100%
SC 0,95 0,95 0,95 0,95 0,95 0,9 0,95 0,96 0,85 0,75
SCT 0,9 0,68 0,78 0,77 0,79 0,9 0,77 0,68 0,7 0,8
Mejora en % -5% -27% -17% -18% -16% 0% -18% -28% -15% 5%
Tabla 8: Resumen de resultados de SC y SCT: Tablero Inicial Modificado.
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
SC 0,77 0,62 0,65 0,7 0,78 0,78 0,78 0,76 0,76 0,55
SCT 0,9 0,7 0,8 0,82 0,85 0,85 0,84 0,86 0,84 0,58
Mejora en % 13% 8% 15% 12% 7% 7% 6% 10% 8% 3%
Tabla 9: Resumen de resultados de SC y SCT: Tablero Inicial Generado Aleatoriamente.
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
SC 0,76 0,76 0,7 0,7 0,7 0,7 0,68 0,64 0,6 0,45
SCT 0,89 0,9 0,9 0,88 0,86 0,82 0,8 0,8 0,75 0,5
Mejora en % 13% 14% 20% 18% 16% 12% 12% 16% 15% 5%
En la Tabla 7 se muestran los resultados de los experimentos en los cuales el tablero inicial
permanecía fijo. En este caso, el problema parece no requerir un encadenamiento de las reglas que
le permita elaborar estrategias que puedan ser utilizadas ante situaciones inesperadas, ya que al fijar
el tablero inicial, las posibilidades de jugadas diferentes son muy limitadas. Así, el SC se enfrenta a
un jugador que prácticamente realiza un conjunto de movimientos muy definidos y cuya
variabilidad es muy limitada. Es por esta razón que, en media, el SCT empeora los resultados
obtenidos por el SC en un 14%. Si se considera que es éste el caso más sencillo que se puede
presentar, parece que el obligar al SC a emplear las TI, es contraproducente, pues hace que el SCT
juegue peor que el SC. En el último caso, donde se encuentran con la máxima variabilidad los
resultados son muy similares siendo ligeramente mejores los obtenidos por el SCT; debido
principalmente a que la necesidad de estrategias encadenadas comienza a hacerse evidente. En la
Tabla 8 se muestran los resultados obtenidos cuando el tablero inicial se va modificando con un
grado de aleatoriedad incremental. En este caso, el SCT mejora en un 10% de media al SC; esto es
así porque el sistema debe empezar a generar acciones más complejas para poder responder a
situaciones más diversas. Cabe resaltar en este caso que en el nivel de máxima aleatoriedad, los dos
sistemas obtienen unos resultados pobres, en comparación con los que iban obteniendo en grados de
variabilidad menor, esto puede deberse a que se trata de situaciones muy indeterminadas donde es
difícil que el sistema sea capaz de extraer conocimiento. Por último, en la Tabla 9 los resultados
obtenidos muestran que, al aumentar el grado de incertidumbre en la actuación del jugador
contrario, los resultados del SCT mejoran en un porcentaje más elevado a los del SC, en este caso
un 15% de media. Una vez más aparece el efecto de la aleatoriedad máxima y la imposibilidad de
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Figura 6: Tanto por ciento de partidas ganadas por el SCT y el SC clásico, promediando sobre 5 situaciones distintas,
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Figura 7: Tanto por ciento de partidas ganadas por el SCT y el SC clásico, promediando sobre 5 situaciones distintas,
desde un tablero inicial modificado desde el 10% al 100%, frente a un contrincante 100% al azar.







10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
SC
SCT
Figura 8: Tanto por ciento de partidas ganadas por el SCT y el SC clásico, promediando sobre 5 situaciones distintas,
desde un tablero inicial generado aleatoriamente desde el 10% al 100%, frente a un contrincante 100% al
azar.
En resumen, puede deducirse de los resultados obtenidos, que los Sistemas Clasificadores son
capaces de aprender en entornos de juegos y que, cuando el juego es complicado requiere una
solución compleja que los SC Clásicos no pueden proporcionar de forma adecuada, por lo que se
hace necesaria la inclusión de Tags.
Los resultados presentados han mostrado cómo los Sistemas Clasificadores propuestos son
capaces de mejorar la aproximación clásica de los Sistemas Clasificadores en casos en los que el
encadenamiento de reglas es relevante. La importancia de esta aportación es el descubrimiento de
un método de aprendizaje que permite agrupar conocimientos semejantes, o que tienen alguna
relación. Esta propiedad de las TI, la realización automática de grupos de reglas que comparten un
mismo objetivo, resulta de especial interés, por lo que se ha realizado un estudio, analizando cómo
afectan y qué resultados se obtienen en cada uno de los Sistemas Clasificadores propuestos.
7 ANÁLISIS DE LOS GRUPOS DE REGLAS APRENDIDOS
La codificación empleada para representar las reglas en el Sistema Clasificador utilizado para
jugar a las damas, emplea un número elevado de símbolos. Además de extensa en el número de
símbolos, la codificación es muy compleja buscando que todas las salidas que el Sistema
Clasificador de como respuesta sean válidas. La necesidad de generar respuestas siempre válidas
obliga a que el significado de la regla dependa de la situación en la que se encuentran las fichas en
el tablero. El significado de las reglas pertenecientes a un grupo es, en este caso, un problema para
el que no existe un análisis preciso. Aunque el estudio del significado de los grupos parece la mejor
manera de comprender qué ha aprendido el Sistema Clasificador, debido a la extensión y
complejidad de la codificación elegida resulta inabordable. Es por ello que se va a realizar un
estudio de las distintas situaciones en las que la inclusión de TI mejora el aprendizaje del Sistema
Clasificador. También es de especial relevancia cómo han evolucionado los grupos y el número de
reglas perteneciente a cada uno de ellos en el proceso de aprendizaje.
Para realizar los experimentos con el SCT, se reservaron 4 bits en la parte de la condición y de
mensaje de cada clasificador. En la Tabla 10, se muestran los 81 grupos que se podrían formar
considerando TI’s de 4 bits.
Tabla 10: Tags para los posibles grupos que se pueden generar con 4 bits.
0000 1000 000# 00#0 0#00 #000 00## 0#0# #00# 0### ####
0001 1001 001# 00#1 0#01 #001 01## 0#1# #01# 1###
0010 1010 010# 01#0 0#10 #010 10## 1#0# #10# #0##
0011 1011 011# 01#1 0#11 #011 11## 1#1# #11# #1##
0100 1100 100# 10#0 1#00 #100 0##0 #0#0 ##00 ##0#
0101 1101 101# 10#1 1#01 #101 0##1 #0#1 ##01 ##1#
0110 1110 110# 11#0 1#10 #110 1##0 #0#0 ##10 ###0
0111 1111 111# 11#1 1#11 #111 1##1 #1#1 ##11 ###1
Tras analizar los SCT obtenidos en los distintos experimentos, se observa que se forman 10
grupos, cuyos valores de tags son los que se muestran en la Tabla 11. Todos los grupos se forman
utilizando el alfabeto {1,#}, lo que permite que todas las reglas incluidas en el SCT se equiparen
con mensajes que tienen en su zona de TI valores “1111”. Esto se debe a que todos los mensajes del
entorno se han identificado con valores de TI “1111” y el SCT aprende reglas que puedan responder
a estas situaciones. Pero no todas tienen valor “1111” que especificarían que únicamente se
equiparan con el mensaje del entorno porque el SCT aprende la necesidad de generar grupos
distintos y encadenar reglas en ciclos internos, donde el mensaje del entorno ya no interviene.
Tabla 11: Valores de tags de los grupos formados en los experimentos con el SCT.
1111 111# 11#1 1#11 #111 11## 1##1 1### ###1 ####
El trabajo de interpretar los clasificadores obtenidos, resulta en este caso inabordable, debido a la
codificación elegida. Por ello se va a analizar cómo varía el número de reglas en cada uno de los
grupos formados, según va avanzando el experimento. Se ha elegido el caso más complicado de los
mostrados, el que corresponde a la Figura 8, es decir, desde un tablero inicial generado con una
aleatoriedad del 10%, hasta el 100% de aleatoriedad. Es en este experimento donde la inclusión de
TI en el SC mejora en mayor medida los resultados obtenidos sin TI. Por otra parte, la evolución del
número de reglas de los distintos grupos se muestra desde la Figura 9 a la Figura 18. En las figuras
se observa que el número de reglas pertenecientes a cada uno de los grupos se estabiliza a partir del
experimento con aleatoriedad del 70% (Exp 70), en la generación del tablero inicial. Los grupos que
sufren un aumento mayor del número de reglas son: “1##1” y “###1”. Los grupos que experimentan
un descenso más acusado en el número de reglas son: “111#”, “1#11”, “#111” y “####”. El número
de reglas en el resto de los grupos, aunque sufre variaciones a lo largo de los experimentos,
permanece más o menos en un margen estrecho de valores.



















          
















Figura 9: Evolución del número de reglas del grupo
“1111” con el aumento de aleatoriedad en la generación
del tablero.
Figura 10: Evolución del número de reglas del grupo
“111#” con el aumento de aleatoriedad en la generación
del tablero.

















          
















Figura 11: Evolución del número de reglas del grupo “11#1” con
el aumento de aleatoriedad en la generación del tablero.
Figura 12: Evolución del número de reglas del grupo “1#11” con
el aumento de aleatoriedad en la generación del tablero.
















          















Figura 13: Evolución del número de reglas del grupo “#111” con
el aumento de aleatoriedad en la generación del tablero.
Figura 14: Evolución del número de reglas del grupo “11##” con
el aumento de aleatoriedad en la generación del tablero.

















          














Figura 15: Evolución del número de reglas del grupo “1##1” con
el aumento de aleatoriedad en la generación del tablero.
Figura 16: Evolución del número de reglas del grupo “1###” con
el aumento de aleatoriedad en la generación del tablero.

















          














Figura 17: Evolución del número de reglas del grupo “###1” con
el aumento de aleatoriedad en la generación del tablero.
Figura 18: Evolución del número de reglas del grupo “####” con
el aumento de aleatoriedad en la generación del tablero.
La evolución del número de reglas en los grupos que más aumentan y más disminuyen se
relaciona con la especificidad de los valores de las TI. Los grupos que disminuyen son más
específicos, (excepto el definido por “####” que se tratará como un caso aparte) que los que
aumentan, pero los tres específicos se encuentran incluidos en los más generales. De este modo
aquellas reglas que pertenecían a los tres grupos y representaban situaciones similares, aún estando
en diferente grupo, han podido migrar todas a otro grupo que representa esa situación común. Como
el grupo destino es menos específico, las reglas incluyen la respuesta a los valores de TI de los
grupos a los que pertenecían antes de migrar.
Respecto al grupo “####”, es el grupo más general (incluye a todos los demás), se observa, en
primer lugar, que en ningún experimento tiene un número de reglas muy significativo (el valor
máximo es 7). Además de no agrupar muchas reglas, este grupo disminuye precisamente porque la
generación de posibles estrategias no requiere de reglas que sean totalmente generales y no
discriminen que reglas les activan. El valor de estabilización de este grupo es, finalmente, 3.
Como se puede observar, los grupos que se han formado son únicamente aquellos necesarios
para resolver el problema, no todos los posibles. En este caso, esta conclusión aparece matizada por
los valores aprendidos de los TI ya que, aunque no son necesarios más grupos, ha sido necesario
que estos grupos actuaran según una determinada jerarquía entre ellos. En estos experimentos se
observa que el SCT no sólo es capaz de aprender grupos de reglas sino que también es capaz de
establecer jerarquías entre grupos, utilizando el símbolo ‘#’.
8. CONCLUSIONES
 
En este trabajo se ha presentado un Sistema Clasificador modificado que incluye Tags. Este
sistema permite, no sólo aprender a partir de prueba y error, sino que además permite la
clasificación de las reglas aprendidas en grupos. En estos Sistemas Clasificadores, al emplear una
codificación que utiliza conocimiento simbólico del problema y, al mismo tiempo, técnicas
genéticas para el aprendizaje, resulta posible evolucionar, como parte de la solución del problema,
la clasificación de conceptos.
Respecto a cómo el sistema es capaz de aprender qué conceptos están relacionados, la respuesta
es que el Algoritmo Genético no establece relaciones entre conceptos mediante el análisis del
significado de los mismos, sino en función de los resultados que se obtienen. Así, el Sistema
Clasificador con Tags evoluciona los grupos de reglas de manera que la solución para el problema
sea cada vez mejor. La pertenencia de una regla a un grupo no es función de su significado
simbólico, sino de lo buena que resulta para que el sistema completo resuelva el problema, evaluada
a través de la función de pago.
 
 Estas ideas permiten la generación de estrategias elaboradas que solucionan problemas que
necesiten una profundidad de encadenamiento elevada y donde cada una de las reglas de esta
cadena sea imprescindible para la consecución de la solución final.
 
 Por ejemplo, si se trata de un SC que juega a las damas, entonces cobra importancia la necesidad
de obtener soluciones elaboradas y el que coexistan distintos tipos de reglas, (como reglas para
comer y reglas para mover, por ejemplo) y aparece el problema de que si durante un cierto número
de ciclos no se emplean reglas de alguno de los tipos, estas pueden desaparecer por la acción del
Algoritmo Genético. Para resolver este problema se ha propuesto el SC con tags, SCT, en el que las
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