Abstract. Two sparse preconditioned iterative methods are presented to solve dense linear systems arising in the solution of two dimensional boundary integral equations. In the rst method, the sparse preconditioner is constructedsimply by choosing a small block of elements in the coe cient matrix of a dense linear system. The two-grid method falls into this category when the dense linear system arises from the Nystr om method for a second kind boundary integral equation. In the second method, the sparse preconditioner is obtained through condensation of the coe cient matrix by discrete Fourier transforms, which can be implemented e ciently using fast Fourier transforms. Both iterative methods involve only O(N 2 ) arithmetic operations per iteration, and converge rapidly when the dense linear systems arise from quadrature methods for boundary integral equations arising in two dimensional problems. Our numerical experiments demonstrate the computational e ciency of each method.
Introduction.
We present two algebraic iterative methods for solving the dense linear system Lw = b, where L is an N N nonsingular, nonsymmetric, and dense matrix, and b is an N 1 vector. Such a linear system arises in boundary integral equation methods (BIEMs) for solving problems from two dimensional potential ows, acoustics, electromagnetic waves, and elasticity. For these two dimensional problems, the size of the linear system may be moderate, but many such systems may need to be solved. Among the examples are multi-frequency analysis using BIEMs in acoustics and electromagnetic applications and time-dependent problems solved in the frequency domain by BIEMs. Hence, iterative methods are usually required for its e cient solution. The development of iterative methods has focused on the solution of the typical dense linear system (I + A)w = b (1.1) arising in second kind boundary integral equations, where both matrices I + A and (I + A) ?1 are bounded by constants independent of N under the induced L 2 -norm (see, for example, 3] and 13]). Among the iterative methods are two-grid methods (see Brakhage 1] , Atkinson 2] , 3], Hackbusch 9] , 10], Atkinson & Graham 5] , Atkinson 6] ) and multigrid methods (see Hackbush 9] , 10], Hemker & Schippers 12], Schippers 21] , and Mandel 14] ). The two-grid and multigrid methods take advantage of the properties that an integral equation is approximated by a family of linear systems (1.1), and that information from di erent grid levels can be communicated. These properties enable the linear system (1.1) to be solved at a lower level iteratively. Other iterative methods include the Krylov-space-based methods such as conjugate gradient to the normal equations (CGN), generalized minimum residual (GMRES) and conjugate gradient square methods, which have been combined with the fast multipole method for the rapid calculation of the matrix vector products; see, for example, Rokhlin 20 In the iterative methods of this paper, the most di cult task is to nd appropriate preconditioners. These preconditioners are quite di erent from those proposed in 15] and 22], and are constructed by using information only from the linear system (1.1) or (1.2) itself. This idea is di erent from those in the two-grid and multigrid methods, where preconditioners are built by employing information of a linear system at a low level. When the preconditioners are found, we introduce preconditioned stationary Richardson iterative methods. Our major focus in this paper is on the description of these iterative methods. Their convergence analysis and error estimates will not be provided, except for a necessary citation of some references.
A block-preconditioned Richardson iteration (BPRI) method is presented for the linear system (1.1). It is equivalent to a two-grid method when (1.1) arises from the Nystr om method for second kind boundary integral equations. Thus the BPRI method provides a new way to look at the two-grid method. Its convergence in this special case follows from an analysis for a two-grid method given in 2].
The block-preconditioned iterative method cannot be applied directly to the lin- The matrix A 0 is a matrix whose l column, l = ?M=2+1; ::; M=2, is the l column of A, and whose other columns are zeros. Thus A 0 is constructed by a block of columns of A, and is sparse when is relatively large. This form of the iterative method is much superior to the form (2.6) because it requires fewer arithmetic operations involving matrices and vectors. An algorithm for this method is given as follows. The total number of arithmetic operations for each step of the iteration is approximately
In the case where the linear system (1.1) arises from the Nystr om method, this algorithm is an equivalent form of the algorithm given by Atkinson and Graham (see (1.17) of 5]). The algorithm of this algebraic form is more transparent for computing since neither approximate integral operators nor a matrix from a low level are involved. We emphasize that Algorithm 1 is valid based on the assumption that (1.1) arises in second kind boundary integral equations on smooth boundaries. When a boundary with corners is considered, it is shown in 5] that some special treatment near corners is necessary for satisfactory performance of the two grid method. It may be possible to modify the preconditioner in Algorithm 1 and preserve its sparsity structure to cope with the special modi cation around corners. Moreover, it may be possible to apply Algorithm 1 to (1.1) arising in three dimensional problems. Algorithm 2 is designed for (1.2) arising in singular boundary integral equations on a smooth boundary. When a boundary with corners is considered, the algorithm may lead to poor performance. Also, unlike the BPRI method, Algorithm 2 cannot be applied to three dimensional problems. where the factor 10 ?N=8 is chosen to avoid performing unnecessary iterations when N is small, and where is chosen close to a required precision. We choose = 10 ?15 , or 10 ?12 in order to retain and observe the exponential rate of convergence of the quadrature method. We report the errors in the jj jj norm when the solution w(s) is known. For this purpose, we let r h w = w(t ?N=2+1 ); :::; w(t N=2 )] T . The column IT in Tables 1 { 5 gives the smallest value of m for which (4.3) is satis ed. The CPU time with respect to the values of N are also reported. For comparison to known iterative methods, some results using the unpreconditioned bi-conjugate gradient method (BICG) are also presented. All calculations are performed in double precision on the University of Kentucky's IBM 3090-600J.
Our rst example is for an elliptic boundary (s) = (cos(s); 0:25 sin(s)) and for the right hand side of (4.1) equal to 1:6 cos(s). The solution of this equation is w(s) = cos(s). The numerical results are reported in Table 1 . Since w(s) is an eigenfunction of the integral equation, this example is trivial for the bi-conjugate gradient method, and the results using BICG method are not necessary to be presented. These results show that both methods retain the exponential rate of convergence of the quadrature method in a small number of iterations, and that the FCPRI method is faster than the BPRI method when N becomes su ciently large, which con rms the estimate of the operation counts.
The second example is for the same boundary but with the right hand side of (4.1) replaced by a nonsmooth function j sin(s)j. The numerical results are reported in Table 2 . The number of iterations for the BPRI method is same as in Table 1 , but the number of iterations for the FCPRI method is quite di erent. The reason is that the BPRI has a smoothing step while the FCPRI does not. This smoothing step makes the convergence behavior of the BPRI insensitive to the nonsmooth right hand side. The third example is for a non-convex kite-shaped boundary (s) = (cos(s) + 0:65 cos(2s) ? 0:65; 1:5 sin(s)) and for the right hand side of (4.1) equal to 0:5 cos(s).
The numerical results are reported in Table 3 . In the second and third examples we are not able to report the errors since the exact solutions are not known. However, it is clear that the three methods converge to the same digits in a small number of iterations. As expected from the theoretical estimate. the FCPRI method is faster than the BPRI method when N becomes su ciently large. In addition, both the BPRI and FCPRI methods are faster than the BICG method for the large linear system. This is expected. For example, the second example yields a symmetric positive de nite matrix, and so the convergence rate of the BICG method relies on how close the condition number of the matrix is to the unity. Although the condition number of the matrix is independent of n based on the approximation theory of Fredholm integral equations, this condition number is not close to the unity. To make the BICG method to be competitive with the BPRI and FCPRI methods a preconditioner as used in BPRI and FCPRI is required to ensure the condition number close to number 1.
Using its single layer potential representation, the solution of the exterior Dirichlet boundary value problem u = 0 for x 2 R Table 4 . Since w(s) is an eigenfunction for the equation (4.4) , the results of the BICG method are not presented. 2.82E -14 1 4.89 In this example only the FCPRI method can be applied because the linear system (4.5) appears only in the form of (1.2). The exponential rate of convergence of the quadrature method is retained after few iterations.
The nal example is for the same elliptic boundary but with the non smooth function j sintj 3 as the right hand side of (4.4). Here the condition number of the matrix is proportional to the matrix dimension n, and again a preconditioner is required to improve performance of the BICG method. 5 . Acknowledgement.
