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Abstract
Recent studies have proposed that the diffusion of messenger molecules, such as monoamines, can
mediate the plastic adaptation of synapses in supervised learning of neural networks. Based on these
findings we developed a model for neural learning, where the signal for plastic adaptation is assumed to
propagate through the extracellular space. We investigate the conditions allowing learning of Boolean
rules in a neural network. Even fully excitatory networks show very good learning performances.
Moreover, the investigation of the plastic adaptation features optimizing the performance suggests
that learning is very sensitive to the extent of the plastic adaptation and the spatial range of synaptic
connections.
Introduction
The brain is a large neural network, where sensory information is processed, possibly triggering a specific
response. If this response turns out to generate a result, that is different from the expected one, error
signals cause changes in the synaptic weights attempting to minimize further mismatches [1, 2, 3]. Models
of neural network attempting to contribute to the understanding of learning in the brain usually look
at a task where for a specific set of inputs the network has to adapt to generate a desired result. Error
back propagation [4], one of the most popular algorithms proposed, can however not serve as a candidate
for learning in a biological sense [5]. A teaching signal which transmits information antidromically with
memory of all neurons it has passed before, seems unlikely to exist in the brain.
Different studies have proposed a variety of models for a neural network able to learn without passing
error gradients antidromically. It has been suggested that errors could propagate backwards through a
second network [6, 7], where forward and backward connections have to be chosen symmetric. Another
interesting approach is to calculate error gradients by using an alternation of two activity phases, where
one is determined by a teacher [8]. A similar performance, as the back propagation algorithm, can also be
achieved by using exact error gradients only for the last synapses and the synapses in the hidden layers
are modified only in the same direction as with back propagation [9]. There exist also interesting models,
called liquid state machines or echo state machines, where the weights of the main network remains
unchanged and the inputs are connected to a large recurrent neural network, thereby mapping the input
to a higher dimensional space [10, 11]. These models are mainly used for spatiotemporal problems like
speech recognition, but their capability for recognizing handwritten digits has also been demonstrated
[12].
The variety of model reduces if we insist on the assumption that synaptic changes have to be triggered
by a specific error signal. Since there is no evidence that a neural network can transfer feedback informa-
tion antidromically, such a signal should propagate through the extracellular space. A feedback signal to
change the strength of synapses in a larger region could for instance be delivered by monoamine releasing
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neurons. It is known that these neurons release their transmitters deep into the extracellular space [13].
In particular for dopamine, it has been verified, that its release can mediate plasticity [14, 15]. In several
recently proposed models these ideas are implemented by the assumption that spike-timing-dependent
plasticity (STDP) and dopamine induced plasticity are directly coupled [16, 17, 18]. These models as-
sume that dopamine serves as a rewarding signal. In an other model it has been proposed [19] that the
transmitted feedback signal changes the vesicle release probability of previously activated synapses.
Opposite to rewarding reinforcement it has been argued that negative feedback signals, which change
synapses only if mistakes occurred, are more biologically plausible and preserve the adaptability of the
system [20, 21, 22]. Based on such ideas, de Arcangelis et al.[23, 24] proposed a model of spiking integrate-
and-fire neurons which is able to learn logical binary functions in a neural network. For wrong responses
by the neural network, activated synapses are modified proportionally to the inverse number of synaptic
connections on the signal path to the output neuron. This method implies that the feedback signal
propagates backwards on the synaptic connections and decreases in strength depending on the number
of neurons it has passed before. In this article we extend these ideas by a model, where the strength of
the feedback signal does not depend on a network distance, but on the euclidean distance. By this model
we study the importance of the localization of a teaching signal, i.e. if a localized learning signal can
represent advantages over one acting widely in space. This is the case, for instance, of dopamine whose
effect covers a finite range of tens to thousands of synapses [13].
Network model
Network topology
The network consists of 4 input neurons, 1 output neuron and N neurons in the hidden network, which are
placed randomly in a square, with side length L. The area is chosen to scale proportional to N , such that
the density of neurons remains constant (Fig. 1). In the further discussions we will use N to characterize
the size of the network. Each neuron in the hidden network has ten outward connections. Each connection
is established by choosing a distance d from an exponential distribution [25] p(d) = 1d0 e
−d/d0 and searching
for a neuron at a distance sufficiently close to d. The input neurons also have ten outward connections
with their nearest neighbours whereas the output neuron has no outward but only inward connections
from its ten nearest nodes. When inhibitory neurons are considered, a fixed fraction pinh of the neurons
will be inhibitory.
Neuronal model
For the firing dynamics we choose an integrate-and-fire model with discrete time steps. During each
time step all neurons with potential exceeding a certain threshold vi ≥ vmax = 1.0 fire. After firing the
potential of the neuron i is set back to zero and the voltage of all connected neurons j becomes
vj(t+ 1) = vj(t)± ωijηi (0.1)
where ωij is the synaptic strength and ηi ∈ [0, 1] stands for the amount of releasable neurotransmitter,
which for simplicity is the same for all synapses of neuron i. The plus or minus sign is for excitatory
or inhibitory synapses, respectively. After each firing ηi decreases by a fixed amount ∆η = 0.2, which
guarantees that the network activity will decay in a finite time. The initial conditions are v = 0 and
η = 1 for all neurons. All neurons which have reached a potential higher than the threshold will fire at
the next time step. After firing a neuron will be in a refractory state for trefr time step, during which it
cannot receive or send any signal.
Learning
Learning binary input-output relations such as the XOR-rule has been a classical benchmark problem for
neural networks. In our case the XOR-rule turned out to be too simple as only very small networks with
unfavorable parameters were not always able to learn it. We choose to study a more complex problem
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Figure 1: Network architecture: Network with one hundred neurons in the network (gray neurons). The four
input neurons (green) on the left are labeled 1 to 4 (top to bottom) and are connected to the network. On the right
is the output neuron (red) which senses incoming signals from its ten nearest nodes. The strength of the synapses
is indicated by their thickness.
with up to 15 different Boolean functions of 4 binary inputs (see Table 1). We will study how our learning
procedure performs for different parameters and network sizes.
Input 1 1 0 1 0 0 0 1 1 1 1 0 0 1 1 0
Input 2 0 1 1 0 0 0 1 0 1 0 1 1 1 0 1
Input 3 0 0 0 1 0 1 1 1 1 0 1 0 0 1 1
Input 4 0 0 0 0 1 1 1 0 0 1 0 1 1 1 1
Output 1 1 0 1 1 0 0 1 0 1 0 1 0 1 0
Table 1: Input-output relations to be learned by the network.
Each input bit is applied to one input neuron by making it fire or not fire if the input is one or
zero, respectively. The activity then propagates through the network and the binary output value 1 is
identified with the output neuron firing at least once and zero if it does not fire during the whole network
activity.
Whether the activity reaches the output neuron depends solely on the strength of the synapses. If
the average strength of the synapses is too low, the propagation of the activity stops soon and only a
fraction of the entire network will fire. On the other hand for very strong synapses almost all neurons
will fire several times and the output neuron will fire for each input pattern. Therefore an optimal choice
for the average synaptic strength is a ”critical value” where on average for each input pattern there is
an equal chance that the output neuron fires or does not fire. We approximate this ”critical point” by
initially choosing weak synapses (ωij = 1.0 for the synapses of the input neurons and ωij = 0.1 for all
other synapses) and when applying the input patterns, as long as no input leads to firing of the output
neuron, all synapses are strengthened by a small amount (0.001 times the actual strength of the synapse).
As soon as the first input leads to the output neuron firing, the network is considered to be close to the
”critical point” and the learning procedure starts.
Learning proceeds as follows: All inputs of the rule are fed into the network one after the other,
where the value of the neurotransmitters and the voltages are restored back to η = 1.0 and v = 0 before
each input. Whenever the result is wrong the synaptic strengths are adapted. If the correct result is one
but the output neuron did not fire, synapses are strengthened, otherwise if the correct result is zero but
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the output neuron fired, synapses are weakened [20]. Only those synapses activated during the activity
propagation are modified. After a neuron fires all synapses which do not lead to neurons which were in
the refractory state are considered as activated. The adaptation signal is assumed to be released at the
output and decrease exponentially in space
∆ωij = ±αωijnacte
−r/r0 (0.2)
where α = 0.001 is the adaptation strength and r is the euclidean distance between the output neuron
and the postsynaptic neuron of the synapse, neuron j. The postsynaptic neuron is chosen based on the
assumption that a synapse is located much closer to the postsynaptic than to the presynaptic neuron.
Different values for α have been tested and are found to affect the learning speed but not the qualitatively
results. The plus or minus sign is for excitatory or inhibitory synapses, respectively. Additionally the
adaptation is proportional to the strength of the synapse itself and to the number of times the synapse
was activated (nact). The ωij and the nact dependence are considered since they lead to an increase in
learning performance. A maximum synaptic strength (ωmax = 2) is imposed. If the activity is so weak
that the voltage of the output neuron remains unchanged, the system is not able to provide an answer
and therefore we increase all the weights by a small amount (∆ωij = αωij).
XOR gate with only excitatory neurons
A biological neural network consists of excitatory (ωij ≥ 0) and inhibitory (ωij ≤ 0) synapses. It has
actually been shown that a certain percentage of inhibitory synapses can increase the learning performance
[24]. The importance of inhibiting signals can be seen by looking at the XOR-rule (Fig. 2): When one of
the two input neurons fires the output neuron should fire as well, but when both input neurons fire the
output neuron should not fire. Using only synapses with positive weights we might intuitively think that
by the principle of superposition a stronger input should always lead to a stronger output. This, however,
does not hold in general. An interesting and important ingredient to generate inhibition is the refractory
time. Figure 2 shows an example of a small network that performs the XOR rule with excitatory neurons
and a refractory time of one time step. Black and gray arrows are for weights equal to and barely less
than one, respectively. When both input neurons (neuron 1 and 2 in the figure) are stimulated neuron
4 fires one time step earlier than in the other two cases, where neuron 4 fires after a second stimulation
by neuron 3. This earlier firing of neuron 4 leads to neuron 7 stimulating neuron 6 when it is in the
refractory period. Therefore, neuron 6 only fires once which is not sufficient to make the output neuron
(neuron 8) fire. The self-organization of the learning mechanism can take advantage of this mechanism
to suppress certain signals. Therefore, even if purely excitatory network is not biologically reasonable,
the refractory time can induce inhibition which can be of computational relevance. Therefore, we chose
to perform most simulations with purely excitatory neurons.
Results
Our learning procedure runs until either sequentially all input-output relations are learned or a maximal
number of learning steps Tmax has been performed, where a learning step occurs whenever the network
generates a wrong result for the actual input. For most of the simulations the networks will be trained
to learn the first ten patterns from Table 1. The learning performance is evaluated by generating a
statistical ensemble of 2000 random networks with the same parameters and the success rate s is defined
by the ratio of networks which are able to learn all patterns within Tmax.
We first investigate the role of the learning length r0 on the success rate s (see Fig. 3a). For very
localized learning signals (r0 < 10
−1) the success rates are close to zero. This is not surprising as only the
synapses leading to the output neuron are modified by a noticeable amount. For larger r0 the learning
adaptation penetrates deeper into the network and the success rate rapidly increases up to s = 1.0 for
r0 = 10 and Tmax = 100, 000. Interestingly, when r0 exceeds the system size (r0/L = 1), which implies
that all synapses in the network are adapted, the learning performance strongly decreases. Overall, we
find that the learning performance can strongly be optimized by the spacial extent of the teaching signal.
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Figure 2: XOR gate with only excitatory neurons. The figure above shows a possibility for a XOR gate with
only excitatory neurons with a refractory period of one time-step. The blue numbers below each neuron indicate
at which time step the neuron fires.
Figure 3b shows the learning performance for a different number of patterns to be learned by the
network. Unsurprisingly the performance is higher when only the first three patterns from Table 1 have
to be learned compared to the case when all the fifteen patterns have to be learned. It is interesting to
notice that the value for r0 at which the learning performance increases shifts towards larger values the
more patterns the network has to learn. This suggests that the more patterns a network has to learn the
deeper the learning signal has to penetrate into the network.
Figure 3: Ranges of the learning length optimizing the learning performance. The success rate s as
a function of r0/L. (a) Different maximal learning times Tmax show a consistent improvement in performance
(N = 1000, d0 = 2,trefr = 1, first ten patterns of Table 1). (b) The performance dependence on the number of
patterns the system has to learn (Tmax = 10000, N = 1000,trefr = 1, d0 = 2). For Tmax = 3000 (in Fig. a) and
for 12 patterns (in Fig. b) we also performed simulations with inhibitory neurons pinh = 0.2 resulting in an overall
performance improvement. The error bar represent a 95% confidence interval.
Next we investigate, the role of the network size on the performance. Indeed, we find a monotonic
increase in performance (see Fig. 4a). Interestingly the performance exhibits its maximum at a value
of r0 increasing proportionally to L, whereas the s-decay shifts towards larger r0 for larger system size.
This result confirms that the learning capabilities decrease when r0 exceeds the system size L and the
adaptation changes all activated synapses in an almost uniform way. In Fig. 4b we vary the characteristic
length for synaptic connections d0 and study its effect on the learning performance. When r0 exceeds
the system length, d0 strongly affects the learning performance. For longer synapses (higher d0) the
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Figure 4: System size dependence and influence of the synaptic length. (a) The success rate s as a
function of r0/L for different network sizes N (Tmax = 10000, d0 = 2,trefr = 1, first ten patterns of Table 1).
Larger networks show a better performance and the peak of the performance roughly moves proportionally to L.
(b) The effect of the network structure is analyzed by plotting s for different synaptic characteristic length d0
(N = 1000, Tmax = 10000,trefr = 1, first ten patterns of Table 1). For N = 100 (in Fig. a) and for d0 = 2
(in Fig. b) we also performed simulations with inhibitory neurons pinh = 0.2 resulting in an overall performance
improvement. The error bars represent a 95% confidence interval.
performance drops much faster as r0 increases. This result is in agreement with the abrupt decrease
of the performance for plastic adaptation acting over a range larger than the system size L. For very
large d0, the synaptic network also undergoes quite uniform plastic adaptation over large distances. The
maximum performance appears to weakly depend on d0, except for very localized connections.
We also ask the question whether the space dependence of the adaptation influences the presented
results. Therefore we perform simulations using a plastic adaptation that decrease in space as a Gaus-
sian. Results are very similar (data not shown) to those obtained for a synaptic adaptation decaying
exponentially, except that for the Gaussian adaptation the peaks are slightly narrower.
Figure 5: Role of the refractory time on the performance. (a) The success rate s for different refractory
times, ranging from trefr = 0 to trefr = 10 (N = 1000, Tmax = 10000, d0 = 2, first ten patterns out of Table 1).
(b) Performance obtained for the neuronal activation function given in Eq. 0.3. For trefr = 0 (in Fig. a and b) we
also performed simulations with inhibitory neurons pinh = 0.2 resulting in an overall performance improvement.
The error bars represent a 95% confidence interval.
Further, we tested the influence of the refractory time on the learning performance (see Fig. 5a).
6
When the refractory time is zero learning is possible, but the performance is worse compared to trefr = 1
and trefr = 2. For trefr = 10 the performance decreases almost to zero. This might be related to the
fact that for larger refractory times it becomes less likely that a single neuron fires more than once,
therefore preventing the occurrence of activity loops. This result shows that the refractory time is an
important ingredient to generate inhibition, but also the activation function (Heaviside step function)
causes dissipation which can create inhibition. We could reduce this type of dissipation by using an
activation function that is proportional to the voltage of the firing neuron. Equation 0.1 changes then
to:
vj(t+ 1) = vj(t)± ωijηivi (0.3)
To eliminate dissipation completely we would need to set the firing threshold to zero. However, this
would make learning impossible as every input will make all successive neurons fire and nothing can stop
the output neuron from firing. In Fig. 5b we show the effect of the linear activation function (eq. 0.3)
on the learning performance. The result confirms our assumption. For a refractory time equal to zero
the learning performance drops to zero. For refractory times larger than zero the overall performance is
higher compared to the Heaviside activation function. The performance also does not decrease for larger
refractory times. Adding inhibitory neurons makes it possible for neurons with trefr = 0 to learn, but
with a low performance.
In each case of Fig. 3 - 5 we perform the same simulation, but with a fraction pinh = 0.2 of inhibitory
neurons. Inhibitory neurons noticeably increase the maximum learning performance and the performance
decay for larger r0 is slightly less pronounced. In Fig. 5b the inhibitory neurons make it possible to learn
if the refractory time is zero, which is not possible without inhibitory neurons.
Conclusions
We show that a neural network trained by a distance dependent plastic adaptation can learn Boolean
rules with a very good performance. The spatial extent of the learning signal was found to have a
huge impact on the learning performance. A very localized plastic adaptation, which only modifies the
synapses directly connected to the output neuron, results, unsurprisingly, in poor performance. For deeper
adaptation signal, the performance strongly increases, until the learning length r0 exceeds the system
length L, where the performance decreases. When r0 ≫ L the adaptation signal becomes quite uniform
in space and the lack of variability might limit the learning capabilities. Similar behaviour is observed
for increasing characteristic length of synaptic connections. Indeed, current evidence from functional
magnetic resonance imaging (fMRI) experiments [26, 27] and EEG data [28, 29] shows that a greater
brain signal variability indicates a more sophisticated neural system, able to explore multiple functional
states. Signal variability also reflects a greater coherence between regions and a natural balance between
excitation and inhibition originating the inherently variable response in neural functions. Furthermore,
the observation that older adults exhibit less variability reflecting less network complexity and integration,
suggests that variability can be a proxy for optimal systems.
Interestingly, we show that a network with only excitatory neurons can learn non-linearly separable
problems with a success rate of up to 100%. In this case, the neural refractory time generates inhibition in
the neuronal model. If we include additional inhibitory neurons the performance still increase noticeably.
Regarding the network structure we find that the synaptic length also has an impact on the perfor-
mance: For networks dominated by local connections the performance is worse compared to networks
with long range connections. We conclude that the structure of the network and the locality of the plastic
adaptation have an important role in the learning performance. To assess the generality of our results it
will be necessary to study more complex forms of learning like, for example, pattern recognition. Further
investigations should also try to improve the learning performance to become comparable to machine
learning algorithms.
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