§1. Introduction
In this paper we discuss certain spaces of distributions on an open set Q in the ^-space R": Besov spaces. These spaces are first Introduced and investigated by (X V» Eesov [1] for @ = R" (see also [15] ), for a general region they are studied by V. P. IJ/in [6] . We here investigate in particular their relation to the theory of mean interpolation spaces due to Lions-Peetre [10] . M. EL Talbleson [17] discussed also for the case Q = R n in a different point of view. For the case Q = R"
an operator theoretical approach is available, [5] , [7] , [10] , [13] , [19] . To describe our results we need some notations. We denote also For convenience we shall make use of the following terminology:
Definition. An open set tiiDR" satisfy the condition C(T 0 , m) if there is a vector-valued function F(^)e^"'~(J2 w ) and a positive number
To, including T 0 =+°o, such that for any #eJ2, Ul^l and 0<2<T 0 (cone condition).
It will be seen below that the Besov space B^'^Sf) is dependent on the sum A = m + T, p and q, and not dependent on the choice of j, m and r, if Q satisfies the cone condition. Hence we define as follows: When X is a positive fractional number
B^sr>=B m P ?'\s[),
where /l = m + r, 0<r<l, m is an integer. When /I is a positive integer, Then morm II IL* and the semi-norm ] L* are defined analogously. 9 is the range of the mapping u-+u(f) 9 u^M(X, F), with the norm (c. f . [4] , [8] The last assertion follows from Theorem 1.4 and a theorem on complex interpolation spaces (cf. [4] , [8] ).
Our main tool is the integral representation of the form (1. 16) which was employed by the author in his study of the imbedding theorem for Sobolev spaces, [12] , instead of that of a potential type. The integral (1.16) is very similar to usual potential one, in fact, if ¥(x")=Q it can be transformed into potential type one, however any potential type integral can not be transformed into the form (1.16), therefore our representation is more precise than that of the potential type. Moreover integrals of this form are considerably convenient to deal with, as seen later on. One of the reason is that they can be divided into two steps, the integration with respect to z and that with respect to t. The singularity occurs only in the later step.
We end this section by illustrating some examples of open sets satisfying the cone condition. We state first the integral representation formula which is proved in [12] . We start by stating and proving some basic inequalities concerning integrals similar to that employed in the formula (2. 1) .
Lemma 2.3= Let Q be as in Lemma 2.1.
^nJ a is the volume of the unit ball B.
(ii) // we define
where
where C is a constant dependent only on n, q, T and b.
Proof, (i) From Jessen's inequality^ it follows that :)iu«±sK |j6.
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where g(^) is the characteristic function of J2.
(ii) Using Jesser/s inequality and replacing w by z + jw as variables of integration, we see that
By Holder's inequality we obtain that the right-hand side is not greater than where /z(s) =min(l, 5).
(ii) // Z + r-^0, 0<(2y-l)T<T 0 0«rf 0<<r<&, then
Proof, (i) A simple calculation shows that which gives the desired inequality (2. 8).
(ii) The left-hand side of (2. 9) is equal to where ^aO = (*/lj'l) a A(lj'l/0*, *(0 = II^(*,*)MI**). Therefore (2. 9) follows from (2. 7) and Lemma 2. 2. (ii) // 0<(2y-l)T<T 0 , / + r-*-tf^O, 0<tf<e, ?fe» Proof. According to Lemma 2. 7, which will be proved below, 
__ 8
for which we obtain by the inductive assumption Noting tiiat ^a(^52) and K ji0it& (x,z) employed in Lemma 2.1 and in Lemma 2, 1 Corollary, respectively, has required properties, and combining (2. 1) and (2. ]/) with Lemma 2. 6, we can now complete the proof of Theorem 1=1. That is, we can conclude that (1.5), (1.6) and (1.7) hold for any /eC"(0)n 0^00), while (1.8), (1.9), and (1.10) hold for any /eC w+; (£) n^.r'Cfi). The additional assumption, the smoothness of /, can be removed in view of Theorem 1.2, which will be proved in the next section. §3o Approximation by Smooth Functions
To prove the approximation theorem we consider first the case where £ = «": . This completes the proof of the second part.
As we find that the lemma follows from Lemma 3. 1 Con 2.
For the proof of the approximation theorem for an arbitrary open set we need the following lemma: Z/($)). Thus /£ 2) converges strongly to a bounded operator as an operator from LS" fl "(JR + ;L*(J2)) into Z/(£). Also, from Lemma 2.6
and Lemma 2. 7 it follows that /£ 2) converges strongly as an operator into I^™(J2). The strong convergence of /J 2) as an operator from L^m~e m (R + i T7?C0)) is proved analogously.
The last assertion is obvious in view of (4.1).
This establishes the lemma. 
