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Preface
;:2
•":-i The NASA Office of Aeronautics and Space Technology (OAST) has established the
!.::_ goal of providing a technology base so that NASA can accomplish future missions with
:_' a several.orders-of-magnitude increase in mission effectiveness at reduced cost. To realize
: this goal, a highly focused program must be established advancing technologies that
"_ promise substantial increases in capability and/or substantial cost savings. The Study
.- Group on Machine Intelligence and Robotics was established to assist NASA technology
.t.:!j
;_: program planners to determine the potential in these areas. Thus, the Study Group had
: :." the following objectives:
!':_ (1) To identify opportunities for the application of machine
-!..ii?i intelligence and robotics in NASA missions and systems.
_: (2) To estimate the benefits of successful adoption of machine
--_' intelligence and robotics techniques and to prepare forecasts
"-_i!
-:-.-_ of their growth potential.
-2 _
• _ (3) To recommend program options for research, advanced devel-
_.. opment, and implementation of machine intelligence and .
:_?i robot technology for use in program planning.
.j
,.,:) (4) To broaden communication among NASA centers and uni-
_:, versities and other research organizations currently engaged in
: .z machine intelligence and robotics research.7": ,
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Foreword
_, This publication, complete with appendant documentation, is the Finalreport of the
:"_ NASA Study Group on Machine Intelligence and Robotics. As you will note in the
. Introduction, Section I, the report tells why the Study Group was gathered together; and
: what the Group Felt and hoped to do. You will see that Section II is a timely tutorial on
-, machine intelligence and robotics inasmuch as both fields may be reaUyneoteric to a lot
_,_ of assiduous readers.
:; NASA's needs and the applications of machine intelligence and robotics in the space
'2
.. program are discussed for you in Sections III and IV. Section V discusses the generic
topic, Technological Opportunities, in two subsections, A, Trends in Technology, B,?i
i Relevant Technologies, and a third subsection, which is an Appendix on Relevant Tech-
' " nologies. (Don't skip any of these subsections, especially the third, because if you look
• there, you will fred detailed discussions of the conclusions and recommendations which
_: the Group made on each specificmachine intelligence and robotics subject or topic.)
-
After 25 hundred man-hours, the Study Group and the workshop participants arrived
at a few prenotions concerning the state of the art situation as it exists in NASA with
._ regard to the machine intelligence and the robotics fields. The study members and work-
-'_ shop participants then conclude that four things may be better in NASA if four recom-
_ mended items are adopted-as they so wrote in Section VI.
Appendix A tells who the Study Group people are, their organizations, interests,
_ backgrounds, and some accomplishments. The appendix itemizes what the workshop
subjects or topics were; and where and when the study actions were done at five locations
"-' in the United States. The people-participants (and what they talked about) are also listed
•:. for you in Appendix A. Appendixes B (Minsky, 1961), C (Newell, 1969), D (Nilsson,
1974), E (Feigenbaum, 1978), and F (Newell, 1970) are those references which the
.:: Group feels will provide support for their conclusionsand recommendations.
_i The Study Group hopes you will read-and that you will f'mdthe report valuable and
" useful for the 1980s.
J'_" Carl Sagan, Chairman "-
i: Raj Reddy, Vice Chairman
_'-' Ewald Heel Executive Secretary
I .-'._."_" " _ "'- " " _, " '" - _ •
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•J Section I
J Introduction
:,.I
_.:_ _ . _
The NASA Study Group on Machine Intelligence and ered especially significant because of JSC's central role in the
_:-._ Robotics, composed of many of the leading researchers from development of manned spaceflight.
_' almost all of the leading research groups in the fields of
.,._ .- This report is the complete report of the Study Group. It
..:i:._ artificial intelligence, computer science, and autonomous
_i.ii! systems in the United States, met to study the influence of includes the conclusions and recommendations with support-
"iS these subjects on the full range of NASA activities and to ing documentation. The conclusions represent a group con-?. :_ sensus, although occasionally there were dissenting opinions
:i' make recommendations on how these subjects might in the on individual conclusions or recommendations. While the
• !'-i future assist NASA in its mission. The Study Group, chaired report is critical of past NASA efforts in this field - and most
.?_:_; by Carl Sagan, was organized by Ewald Heer, JPL, at the often of the lack of such efforts- the criticismsare intended
:: ". request of Stanley Sadin of NASA Headquarters. It included
only as constructive. The problem is government-wide, as the
i?:i;_ NASA personnel, scientists who have worked on previous , Federal Data Processing Reorganization Project 1 has stressed,
i_i:; NASA missions, and experts on computer science who had and NASA has probably been one of the least recalcitrant
?i_ little or no prior contact with NASA. The Group devoted Federal agencies in accommodating to this new technology.
.&
:-:_., about 2500 man-hours to this study, meeting as a full working
i.._, group or as subcommittees between June 1977 and December The Study Group believes that the effective utilization of
i_:_: 1978. existing opportunities in computer science, machine intelli-
_ gence, and robotics, and their applications to NASA-specific
- " _ problems will enhance significantly the cost-effectiveness and
. _ A number of NASA Centers and facilities were visited total information return from future NASA activities.
- ;
-_ during the study. In all cases, vigorous support was offered for
'; _ accelerated development and use of machine intelligence in tu.s. Office of Managementand Budget,FederalData Processing
?:ib NASA systems, with particularly firm backing offered by the ReorganizationStudy. AvailablefromNationalTechnicalInformation
_ii' Director of the Johnson Space Center, which the Group consid- Service,Washington,D.C.
_. -:..
Section II
Machine Intelligence: An Introductory Tutorial =
"i
::!':i Many human mental activities, such as writing computer complex Organicchemical compounds, solvedifferential equa-
:_i- programs, doing mathematics, engaging in common sense tions in symbolic form, analyze electronic circuits, understand
.:?! reasoning, understanding language, and even driving an auto- limited amounts of human speech and natural language text,
: :_ mobile, are said to demand "intelligence." Over the past few and write small computer programs to meet formal specifiea-
• 17 decades, several computer systems have been built that can tions. We might say that such systems possess some degree of
_-.::_ perform tasks such as these. Specifically, there are computer artificial intelligence.
-:_._ systems that can diagnose diseases, plan the synthesis of
:_ Most of the work on building these kinds of systems has
taken place in the field called Artificial Intelligence (AI)3. This
"._ 2This section is based on copyrighted material in Nils J. Nilsson's book
Principles o[ Artificial Intelligence available from Tioga Publishing
....i Company, Pale Alto, California. The Study Group wishes to thank 31n this report the terms Machine Intelligence and Artificial Intelligence
Nilsson for his permission for use of this material, are used synonymously.
1.
i
I
i
]
work has had largely an empirical and engineering orientation, speaking voices. From these experiments, it has been learned
Drawing from a loosely structured but growing body of that useful processing of complex input data requires"under-
- computational techniques, AI systems are developed, undergo standing" and that understanding requires a large base of
experimentation, and are improved. This process has produced knowledge about the things being perceived.
• ; and refined several general AI principles of wide applicability. ..-
_:i The process of perception studied in artificial intelligenc.e-
AI has also embraced the larger scientific goal of construct- usually involves a set of operations. A visual scene, say, is
:-i ing an information-processing theory of intelligence. If such a encoded by sensors and represented as a matrix of intensity
science of intelligence could be developed, it could guide the values. These are processed by detectors that search -t'or
:!:; design of intelligent machines as well as explicate intelligent primitive picture components such. as line segments, simple
behavior as it occurs in humans and other animals. Since the ' curves, corners, etc. These, in turn, are processed to infer
::'.:; development of such a general theory is still very much a goal information about the three-dimensional character of the
:_ rather than an accomplishment of AI, we limit our attention scene in terms of its surfaces and shapes. The ultimate goal is
.-_
: ._ here to those principles that are relevant to the engineering to represent the scene by some appropriate model, This mode!
_---; goal of building intelligent machines_ Even with this more might consist of a high-level description such as "A hill with a
:, limited outlook, discussion of AI ideas might well be of tree on top with cattle grazing.'"
::" interest to cognitive psychologists and others attempting to
J;: understand natural intelligence. The point of the whole perception process is to produce a
: :' condensed representation to substitute for the unmanageably
!!i.i!:_ In the rest of this section, we will provide a broad overview immense, raw input data. Obviously, the nature and quality of
•:-:: of several different problem areas in which AI methods and the final representation depend on the goals of the perceiving
'12 techniques have been applied, system. If colors are important, they must be noticed; if
•" spatial relationships and measurements are important, they
must be judged accurately. Different systems have different
"' A. Robotics go s,but all must reduce the tremendous amount of sensory
• • data at the input to a manageable and meaningful descriptiou.
'._
The problem of controlling the physical actions of a mobile .
": robot might not seem to require much intelligence. Even small The main difficulty in perceiving a scene is the enormous
__ children are able to navigate successfully through their number of possible candidate descriptions in which the system-
:,ii environment and to manipulate items, such as light switches, might be interested. If it were not for this fact, one could
_ toy blocks, eating utensils, etc. However these same tasks, conceivably build a number of detectors to decide the
i_._ performed almost unconsciously by humans, when performed category of a scene. The scene's category could then serve as
._ by a machine require many of the same abilities used in solving its description. For example, perhaps a detector could be built
'-:-,. more intellectually demanding problems, that could test a scene to see if it belonged to the category "A
hill with a tree on top with cattle grazing." But why should
<"; Research on robots or robotics has helped to develop many this detector be selected instead of the countless others that
:.. AI ideas. It has led to several techniques for modeling world might have been u_ed?
- states and for describing the process of change from one world
state to another. It has led to a better understanding of how to
generate plans for action sequences and how to monitor the The strategy of making hypotheses about various levels of
" execution of these plans. Complex robot control problems description and then testing these hypotheses seems to offer
have forced us to develop methods for planning first at a high an approach to this problem. Systems have been constructed
:: level of abstraction, ignoring details, and then at lower and that process suitable representations of a scene to develop.
• _ lower levels, where detailsbecome important. Nilsson's book hypotheses about the components of a description. Thes_
._ contains several examples of robot problem solving which hypotheses are then tested by detectors that arespecialized to
•i.! illustrateimportant ideas in AI. the component descriptions. The outcomes of these tests, in
.;.- turn, are used to develop better hypotheses, etc.
:_ B. Perception Problems This hypothesize-and-test paradigm is applied at many
-' levels of the perception process. Several aligned segments
! Attempts have been made to fit computer systems with suggest a straight line; a line detector can be employed to test
i'?i television inputs to enable them to "see" their surroundings or it. Adjacent rectangles suggest the faces of a solid prismatic
I to fit them with microphone inputs to enable them to "hear" object; an object detector can be employed to test it.
- j
ja
,i
.1 2
r
]The process of hypothesis formation requires a large The time taken by the best methods currently known for
amount of knowledge about the expected scenes. Some solving NP-complete problems grows exponentially with prob-
Artificial Intelligence researchers have suggested that this lem size. It is not yet known whether faster methods
' knowledge be organized in a special structure called a frame or (involving only polynomial time, say) exist; but it has been
:::_ schema. For example, when a robot enters a room through a proven that if a faster method exists for one of the
! :ii!" doorway, it activates a room schema, which loads into a N'P-complete problems, then this method can be converted to
:: working memory a number of expectations about what might similarly faster methods for all the rest of the NP-complete
:,:_! be seen next. Suppose the robot perceives a rectangular form. problems. In the meantime, we must make do with expo-
•:_ - This form, in the context of a room schema, might suggest a nential-time methods..-.,:
':.:_ window. The window schema might contain the knowledge
:: that windows typically do not touch the floor. A special
.-.- AI researchers have worked on methods for solving several
:;•! detector, applied to the scene, confirms this expectation, thus types of combinatorial problems. Their efforts have been
..';i! raising confidence in the window hypothesis. Nilsson's book directed at making the time.versus.problem.size curve grow as
.._ discusses various fundamental ideas underlying frame- slowly as possible, even when it must grow exponentially.
:'_: structured representations and inference processes. Several methods have been developed for delaying and
:!'=!i moderating the inevitable combinatorial explosion. Again,
....,.._:_ knowledge about the problem domain is the key to more
ii:!! C. Combinatorialand Scheduling emcient solution methods. Many of the methods developed toProblems deal with combinatorial problems are also useful on other, less
!5,'. combinatorially severe problems.
•.-_ii
:_'7 An interesting class of problems is concerned with specify.
': _!_ ing optimal schedules or combinations. Many of these prob-
.- : lems can be attacked by the methods of AI. A classical D. Automatic Programming
' ":; example is the traveling salesman's problem..The problem here
-'; is to find a minimum distance tour, starting at one of several:-_. The task of writing a computer program is also related to
:::i' cities, visiting each city precisely once, and returning to the other areas of AI. Much of the basis research in automatic
; starting city. The problem generalizes to one of finding a programming, theorem proving, and robot problem solving
"-:?! minimum cost path over the edges of a graph containing n overlaps. In a sense, existing compilers already do "automatic
•_ nodes such that the path visits each of the n nodes precisely
•,_ programming." They take in a complete source code specifica-
• --: i once.
• _,; tion of what a program is to accomplish; they write an object
..7 :
:_ code program to do it. What we mean here by automatic
•5:! Many puzzles have this same general character. Another programming might be described as a "super-compiler" or a
: : example is.the eight-queens problem. The problem is to place program that could take in a very high-level description of
•:. eight queens on a standard chessboard in such a way that no what the program is to accomplish and from it produce a
:_ )
..::: queen can capture any of the others; that is, there can be no program. The high-level description might be a precise state-
more than one queen in any row, column, or diagonal. In most ment in a formal language, such as the predicate calculus, or it--.4
-_._ problems of this type, the domain of possible combinations or might be a loose description, say, in English, that would
_; sequences from which to choose an answer is very large, require further dialogue between the system and the user in
:i Routine attempts at solving these types of problems soon order to resolve ambiguities.
•' generate a combinatorial explosion of possibilities that exhaust
• -, even the capacities of largecomputers. The task of automatically writing a program to achieve a
::-_' stated result is closely related to the task of proving that a
_..q_ Several of these problems (including the traveling salesman given program achieves a stated result. The latter is called
-'-!:_ problem) are members of a class that computational theorists program verification. Many automatic programming systems
._,_ call NP-complete. Computational theorists rank the difficulty produce a verification of the output program as an added
'::"" of various problems on how the worst case for the time taken benefit.
.::i (or number of steps taken) to solve them by the theoretically
'_ best method grows with some measure of the problem size. One of the important contributions of research in auto-
-ii
_ (For example, the number of cities would be a measure of the marie programming has been the notion of debugging as a
•': size of a traveling salesman problem.) Thus, problem difficulty problem-solving strategy. It has been found that it is often
-_.; may grow linearly, polynomially, or exponentially, for exam- much more efficient to produce an errorful solution to a
ple, with problem size. programming or robot control problem cheaply and then
p
z
3
!4 modify it (to make it work correctly), than to insist on a first and understanding language is an encoding and decoding
..7:! solution completely free of defects, problem of fantastic complexity.
!
' 1
::i A computer system capable of understanding a message in
E. Expert Consulting Systems natural language would seem, then, to require (no less than.-
' '/; would a human) both the contextual knowledge and tl_e -
:g
_:.-::i AI methods have also been employed in the development of processes for making the inferences (from this contextual
;_-' automatic consulting systems. These systems provide human knowledge and from the message) assumed by the message •
• .... users with expert conclusions about specialized subject areas, generator. Some progress has been made toward comput(r
',!-:.! Automatic consulting systems have been built that can systems of this sort, for understanding spoken and written
:'-', diagnose diseases, evaluate potential ore deposits, suggest fragments of language. Fundamental to the development of
.::::: structures for complex organic chemicals, and even provide such systems are certain AI ideas about structures for
":..-:'; advice about how to use other computer systems, representing contextual knowledge and certain techniques for
:: making inferences from that knowledge. Although Nilsson's
..ii book does not treat the language-processingproblem in detail,
__ A key problem in the development of expert consulting
-_" it does describe some important methods for knowledge
-_:i systems is how to represent and use the knowledge that human
representation and processing that do find application in
__ experts in these subjects obviously possess and use. This language-processingsystems.
i:_:i! problem is made more difficult by the fact that the expert
._._ knowledge in many important fields is often imprecise,
i:'::i uncertain, or anecdotal (though human experts use such G, Intelligent Retrieval
': _ knowledge to arrive at useful conclusions). From Databases
'-..-._
Many expert consulting systems employ the AI technique Database systems are computer systems that store a large
-!
-._ of rule.based deduction. In such systems, expert knowledge is body of facts about some subject in such a way that they can
•::_ represented as a large set of simple rules, and these rules are be used to answer user's questions about that subject. To take "
_'_ used to guide the dialogue between the system and the user a specific example, suppose the facts are the personnel records
• ..'{
•_ and to deduce conclusions. Rule-based deduction is one of the of a largecorporation. Example items in such a database might
' _ major topics in Nilsson's book. be representations for such facts as "Joe Smith works in theY
"i Purchasing Department," "Joe Smith was hired on October 8,
:_ 1976," "The Purchasing Department has 17 employees,"
. F. Natural Language Processing "John Jones is the manager of the Purchasing Department,"".'.7
-': etc.
":i Whenhumans communicate with each other using language,
_.'_
:_ they employ, almost effortlessly, extremely complex and still The design of database systems is an active subspecialty of
.: little understood processes. It has been very difficult to computer science, and many techniques have been developed
•:_i develop computer systems capable of generating and "under- to enable the efficient representation, storage, and retrieval of
..-, standing" even fragments of a natural language, such as large numbers of facts. From our point of view, the subject
.: English. One source of the difficulty is that language has becomes interesting when we want to retrieve answers that
: ": evolved as a communication medium between intelligent require deductive reasoning with the facts in the database.
" beings. Its primary purpose is to transmit a bit of "mental
::._ structure" from one brain to another under circumstances in There are several problems that confront the designer of
" which each brain possesseslarge, highly similar surrounding such an intelligent information retrieval system. First, there is
' mental structures that serve as a common context. Further- the immense problem of building a system that can understand
• _ more, part of these similar, contextual mental structures queries stated in a natural language like English. Second, even
_' allows each brain to know that the other brain also possesses if the language-understanding problem is dodged by specifying
,:_ this common structure and that the other brain can and will some formal, machine-understandable query language, the
::_:_ perform certain processes using it during its communication problem remains of how to deduce answers from stored facts.
:_i "acts." The evolution of languageusehas apparently exploited Third, understanding the query and deducing an answer may
_: the opportunity for each brain to use its considerable require knowledge beyond that explicitly represented in the
-_ computational resources and shared knowledge to generate subject domain database. Common knowledge (typically omit-
' "•i• and understand highly condensed and streamlined messages:A ted in the subject domain database) is often required. For
_ word to the wise from the wise is sufficient. Thus, generating example, from the personnel facts mentioned above, an
1
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iintelligent system ought to be able to deduce the answer 1. The Dehumanization - Alienation
. "John Jones" to tile query "Who is Joe Smith's boss?" Such a Hypothesis
: ,' system would have to know somehow that the manager of a
"_..
:._ department is tile boss of tile people who work in that There has been a great deal of nervousness, and some
:_:i - department. How common knowledge should be represented prophetic gloom, about human work in highly automated -
,:i:':.' and used is one of tile system design problems that invites the organizations. An examination of such empirical evidence, and
,:5 methods of Artificial Intelligence. an analysis of the arguments that have been advanced for a
. _ major impact of automation upon the nature of work has led
:: H. Theorem Proving ustoa largelynegative result.
iii There is little evidence for the thesis that job satisfaction
•" Finding a proof (or disproo0 for a conjectured theorem in has declined in recent years, or that the alienation of workers
.i?:_ mathematics can certainly be regarded as an intellectual task.
"::_ has increased. Hence, such trends, being nonexistent, cannot
_"J. Not only does it require the ability to make deductions from be attributed to automation, past or prospective. Trends
.,: hypotheses but it also demands intuitive skills such as guessing toward lower trust in government and other social institutions
:":! about which lemmas should be proved first in order to help
' _ flow from quite different causes.
.i_i prove the main theorem. A skilled mathematician uses what he
i':::: might call judgment (based on a large amount of specialized An examination of the actual changes that have taken place
_.-.-,; knowledge) to guess accurately about which previously proven in clerical jobs as the result of introducing computers indicates
_::_ theorems in a subject area will be useful in the present proof
'._, that these changes have been modest in magnitude and mixed
:::. and to break his main problem down into subproblems to in direction. The surest consequence of factory and office
.: _ work on independently. Several automatic theorem proving automation is that it is shifting the composition of the labor
. programs have been developed that possesssome of these same force away from those occupations in which average job
: skills to a lhnited degree, satisfaction has been lowest, toward occupations in which it
"1
! '- The study of theorem proving has been of significant value has been higher.
. , in the development of AI methods. The formalization of the The argument that Organizations are becoming more au-
. ] deductive process using the language of predicate logic, for thoritarian and are stifling human creativity flies in the face of
• .-_ example, helps us to understand more clearly.some of the long-term trends in our society toward the weakening of
_il!., components of reasoning, blany informal tasks, inchiding authority relations. Moreover, the psychological premises on
:_':.!_i medical diagnosis and information retrieval, can be formalized which the argument rests are suspect. Far more plausible is the
.:?. as tt,eorem-proving problems. For these reasons, theorem thesis that human beings perform best, most creatively, and
:_i:i proving is an extremely important topic in the study of AI with greatest comfort in environments that provide them with
,., methods.
._;. some immediate amount of structure, including the structure
that derives from involvement in authority relations. Just
:_::_ I. Social Impact4 where the golden mean lies is hard to say, but there is no
_:, evidence that we are drifting farther from it.
.:? -:'j
The impact of computers, machine intelligence, and robot- •
• ics must be examined in the broader context of their impact Finally, while we certainly live in a world that is subject to
:i on society as a whole, rather than the narrower focus based on continuing change, there is reason to believe that the changes
-':_:.. NASA needs and applications. The impact of information we are undergoing are psychologically no more stressful, and
• . processing technology (and machine intelligence and robotics) perhaps even less, stressful, than those that our parents and
'-:"" on society has been considered in detail by Simon. Here we grandparents experienced. It appears that the human conse-
_'_.:_ present the conclusions derived by him. The reader is referred quences we may expect from factory and office automation
• ;!
:.: ._ to Simon's book for details of the reasoning and e_idence that are relatively modest in magnitude, that they will come about
"-_ gradually, and that they will bring us both disadvantages and
...-:_¢ led to tile conclusions presented here.
advantages - with the latter possibly outweighing the former.
'--:I 4Tltis subsection is based on material presented in The New Scie,zce o.f
Management Decision, revised edition, by Herbert A. Simon, P_entice- 2. The Potential for IncreasedHall, Engle\vood Cliffs, N.J., 1977. The Study Group would like to
" Unemployment
. ._ thank Professor Simon and Prentice-Hall tot their kind permission tot
: i the use of the material. The reader is referred to Chapters 3 and 5 of
. i the book for detailed discussions that lead to the cnnclusions pre- Simon presents evidence that any level of technology and
sented here. productivity is compatible with any level of employment,
i best available copy.
I
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• _ including full employment. He suggests that the problems we applied to the modeling of our energy and environmental1
face today will not cause us to retreat from high technology - systems trace out for us the indirect effects of actions taken in
.-_ for such a retreat would not be consistent with meeting the one part of our society upon other parts. Information-
..: needs of the world's population- but that they will bring processing technology is causing all of us to take account of"
:-!!_ about a substantial qualitative shift in the nature of our the consequences of our actions over spans of time and space .--
._:r
• ::i continuing technological progress. For future increases in that seldom concerned us in the past. It is placing on us-
_.;', human productivity, we will look more to the information- perhaps forcing on us- the responsibilities of protecting.
: 7:
, _ processing technologies than to the energy technologies, future generations as well as our own. In this way, the ne_
.'" Because of resource limitations and because of shifting technology, the new knowledge, is helping to redefine the
"'_:_ patterns of demand with rising real incomes, a larger fraction requirements of morality in human affairs.;...f
•.:_ of tile labor force than at present will be engaged in producing
::i-.: services, and a smaller fraction will be engaged in producing
: goods• But there is no reason to believe that we will experience J. Conclusion
."i! satiety of either goods or servicesat full employment levels.
•'::_ In this section we have attempted to provide a broad
,!,.
:-': introductory tutorial to AI. Detailed discussion of the meth-
:,"i 3. The Impact on Resources and ods and techniques of AI and the wide range of problem
t::nvironment domains in which they have been applied is given in various
,..; survey articles by Minsky (1963), Newell (1969), Nilsson
:..::: Technology is knowledge and information-processing tech- (1974), and Feigenbaum (1978) all of which appear as
' i nology is knowledge of how to produce and use knowledge Appendixes B to E of this report. Appendix F (Newell, 1970)
.:; more effectively. Modern instruments- those, for example, discusses the relationship between artificial intelligence and-
. :_ that allow us to detect trace quantities of contaminants in air, cognitive psychology. (The book, Introduction to Artificial
• _ water, and food - inform us about consequences of our Intelligence by Patrick H. Winston, also provides an excellent
:__.; actions of which we were previously ignorant. Computers introduction to the field.)
•-'.3 "
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Section III
NASA Needs
:-_:-i_ NASA is, to a .significant degree, an agency devoted to the graphics, an immense amount of data can be analyzed and
..:.:_ acquisition, processing, and analysis of information - about reduced to present the scientific or technological results
i!i:!! the Earth, the solar system, the stars, and the universe. The directly in a convenient form. This sort of data.winnowing
principal goal of NASA's booster and space vehicle commit- and content analysis is becoming possible, using the develop-
'i"__ ment is to acquire such scientific information for the benefit ing techniques of machine intelligence. But it is likely to
.-_ of the human species. As the years have passed and NASA has remain unavailable unless considerably more relevant research
mustered an impressive array of successful missions, the corn- and systems development is undertaken by NASA.
:. ,_ plexity of each mission has increased as the instrumentation
':i and scientific objectives have become more sophisticated; and The cost of ground operations of spacecraft missions and
the amount of data returned has also increased dramatically, the number of operations per command uplinked from ground
The Mariner 4 mission to Mars in 1965 was considered a strik- to spacecraft are increasing dramatically (Figures 3-1 and 3-2).
"'.,':_ ing success when it returned a few million bits of information. Further development of automation can, at the same time,
:: :_" The Viking mission to Mars, launched a decade later, acquired dramatically decrease the operations costs of complex missions
i_._ almost ten thousand times more information. Comparable and dramatically increase the number and kinds of tasks per-
.:.:
i advances have been made in Earth resources and meteoro- formed, and therefore, the significance of the data returned.
logical satellites, and across the full range of NASA activities. Figures 3-3 and 3-4 illustrate schematically how improved
At the present time, the amount of data made available by automation can produce a significant decline in the cost of
•'.<! NASA missions is larger than scientists can comfortably sift mission operations. The projected reallocation of responsibility
_" through. This is true, for example, of Landsat and other Earth during mission operations between ground-based humans and
.] resources technology satellite missions. A typical information spacecraft computer processing is shown in Figure 3-5. There
:._:.
•:-I acquisition rate in the 1980s is about 1012bits per day for all are many simple or repetitive tasks which existing machine
:ii_ NASA systems. In two years, this is roughly the total non- intelligence technology is fully capable of dealing with more
_-_ pictorial information content of the Library of Congress. The reliably and less expensively than if human beings were in the
;_ problem is clearly getting much worse. We have reached a loop. This, in turn, frees human experts for more difficult
_il-i! severe limitation in the traditional way of acquiring and judgmental tasks. In addition, existing and projected advances
:; analyzing data. in robot technology would largely supplant the need for
"- manned missions, with a substantial reduction in cost.
r: _: _ A recent study at JPL estimates that NASA could save
_ 1.5 billion dollars per year by A.D. 2000 through serious
:, implementation of machine intelligence. Given different
:'-_:; assumptions, the saving might be several times less or several 180 SPAI_
:_i"_ times more. It is clear, however, that the efficiency of NASA (5YEARSI
_: activities in bits of information per dollar and in new data 160
.....-1 acquisition opportunities would be yery high were NASA to 140
utilize the full range of modern computer science in its mis- _ 120.
'! sions. Because of the enormous current and expected advances _ 100-
:._" in machine intelligence and computer science, it seems possible _ so
that NASA could achieve orders-of-magnitude improvement in -
_' 60-
___; missioneffectiveness at reduced cost by the I990s.
-:_-_
";-:J 40 MV62
i.:_ Modern computer systems, if appropriately adapted, are 20
.:,., expected to be fully capable of extracting relevant data either I I
onboard the spacecraft or on the ground in user-compatible 1970 1980 1990
_'_ YEAR
J format. Thus, the desired output might be a direct graphic3
..._ display of snow cover, or crop health, or global albedo,or Figure3-1, Trendof mission groundoperationscosts.Increasing
-] mineral resources, or storm system development, or hydro- mission complexity and duration contributeto the
logic cycle. With machine intelligence and modern computer groundoperationcosts.
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Section IVi
i Applicationsof MachineIntelligence
.,'x.l
and Roboticsin the Space Program5
• :.':,2
:7.; Y'
i:iJl- A. Introduction humans. By means of telecommunication, humans can activate
' _-. and control systems at remote places. They can perform tasks
::_:_: The space program is at the threshold of a new era that may even as far away as the planets. During the 1960s, this became
ili!i_ be distinguished by a highly capable space transportation sys- known as teleoperation. Teleoperators are man-machine
:i_i:i tem. In the 1980s, the Space Shuttle and its adjuncts will en- systems that augment and extend human sensory, manipu-
:.i':-i able increased activities in the scientific exploration of the . lative, and cognitive abilities to remote places. In this context,
!_:.! universe and a broadened approach to global serviceundertak- the term robot can then be applied to the remote system of a
__ : ings in space. The first steps toward utilizing the space environ- teleoperator, if it has at least some degree of autonomous
:::!i:'_ merit for industrial and commercial ventures will become sensing, decision-making, and/or action capability. The con-..,,:.._
....,::::, possible and can trigger requirements formore advanced space cept of teleoperation has profound significance in the space
_., transportation systems in the 1990s. This will enable expanded program. Because of the large distances involved, almost all
;:)!:':i space industrial activities and, by the end of this century, could space missions fall within the teleoperator definition; and,
i:.:i lead to Satellite PowerSystems for solar energy production, because of the resultant communication delay for many
•ii : to lunar or asteroidal bases for extracting and processing missions, the remote system requires autonomous capabilities
_ : material resources, and to manned space stations for corn- for effective operation. The savings of operations time for
•_ mercial processing and manufacturing in space. A major objec- deep space missions can become tremendous, if the remote
.il tire for NASA is to develop the enabling technology and to system is able to accomplish its tasks with minimum ground
i-:.:i reduce the costs for operating such large-scalesystems during support. For example, i.thas been estimated that a Mars roving
.;" the next two decades. On examining potential NASAmissions vehicle would be operative only 4 percent of the time in a
! in this time frame we expect that machine intelligence and so-called move-and-wait mode of operation. With adequate
: '_ robotics technology will be a vital contributor to the cost- robot technology, it should be operative at least 80 percent of
:i! effective implementation and operation of the required sys- the time.
_: :' terns. In some areas, it will make the system feasible, not only
i.i:! for technological reasons, but also in terms of commercial NASA saw the need to examine the civilianrole of the U.S.
i_::_:i •acceptability and affordability, space program during the last quarter of this century. A series
, of planning studies and workshops was initiated with the Out-
, During the next two decades, the space program will shift look for Space Study in 1974, which included a comprehen-
-:_:_ at least some emphasis from exploration to utilization of the sire forecast of space technology for 1980-2000. In a subse-":.4
'.! i space environment. It is expected that this shift will be accom- quent NASA/OAST Space Theme Workshop, the technology
.....' panied by a large increase in requirements for system opera-: ,._ forecasts were applied to three broad mission themes: space
:: i:J tions in space and on the ground, calling for general-purpose exploration, global services, and space industrialization. Based
!'! automation (robotics) and specialized automation. What on the derived requirements for cost-effective space mission
_'":_ operations, tasks, and functions must be automated, and to operations, five new directions were identified for develop-
:i_:;_::i what degree, to accomplish the NASA objectives with the ments in computer systems, machine intelligence and robotics:
•_"_ most cost-effective systems?:., (I) automated operations aimed at a tenfold reduction in
, :;_ mission support costs; (2) precision pointing and control;
'_'! (3) efficient data acquisition to permit a tenfold increase inB. Robots and Automation in information collection needed for globalcoverage; (4)real-time'. _:_
NASA Planning data management; and (5) low-cost data distribution to allow
,:: "_L
•:_ a thousand-fold increase in information availability and
: ,_ Whereas mechanical power provides physical amplification space-systems effectiveness. The machine intelligence and
_:t and computers provide intellectual amplification, telecom- automation technologies for data acquisition, data processing,
;:'1 munication provides amplification of the space accessible to information extraction, and decision making emerge here as
:i] the major drivers in each area and call for their systematic5Excerpted from New Luster for Space Robots and Automation by
.! Ewald Heer, Astronautics & Aeronautics, Volume 16, No 9, pp 48-60, development. In addition, for certain areas such as automated
.] September 1978. operations in space, the mechanical technologies directed at
J
• :_ p
::i '""
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, materials and objects acquisition, handling,and assembly
must also be furtherdeveloped;robotsdoing construction
workin Earthorbitor on the lunarsurfacewillneedmanipu-
- lativeand locomotiondevicesto performthe necessarytrans-
:;_ portandhandlingoperations. "
':! C. Future Applications
L_, In space appfications,robots may take on many forms..y.
_: None looks like the popularsciencefiction conceptionof a
_" mechanicalman. Theirappearancefollowsstrictlyfunctional
" lines, satisfyingthe requirementsof the missionobjectivesto
_. be accomplished.Thediscussionwhichfollowsbrieflypresents
•:._ missioncategories,missionobjectives,and systemcharacter- --
::- istics pertinentto space robot and automation"technology. %
Estimatesof technology developmentefforts to automate "_
systemfunctionsaregivenin Table4-I."
•'=: 1. Space Exploration _-_ " :'_
" i Space explorationrobots may be exploringspace from Figure 4-2. Mars mrfa¢o robot will olIm'ate for 2 ymrJ and travel about
: Earthorbit as orbitingtelescopes,or they may be planetary looo kmp_formingexperimentsautomaticallyand mad-
: flyby and/or orbitingspacecraftlikethe Marinerand Pioneer ingthescientificinformationbacktoEarth. -
families.They may be stationarylanders with or without
_ manipulatorslike the Surveyorandthe Vikingspacecraft,or
-'i they may be wheeledlike the Lunakhodand the proposed
i Marsrovers.Othersmay be penetrators,flyers,or balloons,
and some may bringsciencesamplesbackto Earth(Figures
..' 4-1 - 4-3). All can acquire scientificand engineeringdata
F 4 _
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•i Figure 4-1. Galileo spacecraft navigates between Jupiter and Galilaen Figure 4-3. Artist's concept of a _ surface scientific promming and
: satellites in rendering. After sending a probe into the jovian sample return facility. Airplanes transport samples into the
atmosphere, the robot spacecraft will perform damplex vicinity of the proemsing station. Tethered small rovers
• .! manmnmrs at various inclinations with repeated ©lore then bring the samples to the ration for appropriate
-i encounters with the satellites, analysis and return to Earth.
ii
i
,_,.'; Table 4-1. Estimatesof the technologydevelopmentefforts to
_i;_ii automate system functions
' "b'.!
.-....,_ " ESTIMATESOF TECHNOLOGY DEVELOPMENTEFFORTSTO AUTOMATE SYSTEMFUNCTIONS
.4
._.._5 GROUND OPERATIONS ON-BOARD SPACECRAFTOPERATIONS IN-SPACEHANDLIP
, :.-?
• -q
;!,'i:_ SYSTEM
."z FUNCTIONS
:.:_":( MISSION
- ,':_ CATEGORIES
I
•... -:_ GALILEO-JUPITERORBITERPROBE
: ". _ OLAR POLARMISSION
" ":_ VENUSORBITALIMAGING RADAR
_ _ PACELABINSTRUMENTPROGRAM
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using their sensors, process the data with th~ir computers, plan
and make decisions, and send some of the data back to Earth.
Some robots are, in addition, able to propel themselves safely
to different places and to use actuators, manipulators, and
tools to acquire samples, prepare them, experiment in situ
with them, or bring them back to Earth.
Exploratory robots are required to send back most of the
collected scientific data, unless they become repetitive. The
unknown space environment accessible to the sensors is trans-
lated into a different, still uninterpreted environment, in the
form of computer data banks on Earth. These data banks are
then accessible for scientific investigation long after the space
mission is over.
Projections into the future lead one to speculate on the
possibility of highly autonomous exploratory robots in space.
Such exploratory robots would communicate to Earth only
when contacted or when a significant event occurs and requires
immediate attention on Earth. Otherwise, they would collect
the data, make appropriate decisions, archive them, and store
them onboard. The robots would serve as a data bank, and
their computers would be remotely operated by accessing and
programming them from Earth whenever the communication
link to the robot spacecraft is open. Scientists would be able
to interact with the robot by remote terminal. Indeed, the
concept of distributed computer systems, presently under
investigation in many places, could provide to each instrument
its own microcomputer, and scientists could communicate
with their respective instruments. They could perfonn special
data processing onboard and request the data to be communi-
cated to them in the form desired. Alternatively, they could
retrieve particular segments of raw data and perform the
required manipulations in their own facilities on Earth.
Prime elements in this link hetween scientists and distant
exploratory robots would be large antenna relay stations in
geosynchronous orbit. These stations would also provide data
handling and archiving services, especially for inaccessible
exploratory robots, e.g., those leaving the solar system.
2. Global Services
Global service robots orbit the Earth. They differ from
exploratory robots primarily in the intended application of the
collected data. They collect data for public service use on soil
condi tions, sea states, global crop conditions, weather, geology,
disasters, etc. These robots generally acquire and process an
immense amount of data. However, only a fraction of the data
is of in terest to the ultimate user. At the same time, the user
often likes to have the information shortly after it has been
obtained by the spacecraft. For instance, the value of weather
,
information is short-lived except for possible historical reasons.
The value of information of disasters such as forest fires is of
comparably short duration. The demand for high-volu!T!e
onboard data processing and pertinent automated information
extraction is therefore great. ~ -
The usual purpose of global service robots is to collect
time-dependent data in the .Earth's environment, whose static
properties are well-known. The data are used to determine
specific patterns or classes of characteristics and translate
these into useful information. For instance, for Landsat
and Seasat (Figure 4-4), the data are currently sent to the
ground, where they are processed, reduced, annotated, analy-
zed, and distributed to the user. This process requires up to
3 months for a fully processed satellite image and costs several
thousand dollars. The image must then be interpreted by the
receiver; i.e., the information must still be extracted by the
user.
Figure 44. Seasat. The oceanographic satellite's high-data-rate Synthe-
tic Aperture Radar imaging device has provided data on
ocean waves, coastal regions, and 58a ice.
.I
J
" l: Present developments in artificial intelligence, machine ing inrage information content is provided, and tile user will
,' intelligence, and robotics suggest that,in the future, the ground- have to scan catalogs of pictures to find what he or she wants.
_. based data processing and information extraction functions For such reasons, it is expected that most of the data will not
' °'i
• ' will be performed onboard the robot spacecraft. Only the be used again.'? ,1
: :':: useful information would be sent to the ground and distributed ..
i:i.:_ to the users, while most of the collected data could be dis- The ground operations for Earth orbital missions suffer
_-_ carded immediately. This would require the robot to be able from problems similar to those of planetary missions. The
....._ :_.:"' to decide what data must be retained and how they were to
overall data stream is usually much higher for Earth orbital7!-"-'" be processed to provide the user with the desired information.
missions, images are still very costly, and they take up to
.':;i For instance, the robot could have a large number of pattern
:!:_ classification templates stored in its memory or introduced several months to reach the user.
:'.:..i_ by a user with a particular purpose in mind. These templates
.._:;i would represent the characteristics of objects and/or features 'Iqlese considerations strongly suggest that technology
.... of interest. The computer would compare the scanned pat- must be developed so that most ground operation activities
terns with those stored in its memory. As soon as something of can be performed as close as possible to the sensors where the
!.:i:;:.:i interest appeared, it would examine it with higher resolution, data is collected, namely by the robot in space. However,
':_ comparing it to a progressively narrower class of templates examining the various ground operations in detail, we con-
_:_ until recognition had been established to a sufficient degree of clude that most of those that must remain on the ground could
.:_? confidence. The robot would then contact the appropriate also be automated with advanced machine intelligence tech-
!_._ ' ground station and report its findings and, if required, provide niques. The expected benefits derived from this would be a
• :: the user with an annotated printout or image. The user would cost reduction for ground operations of at least an order of
be able to interact with the robot, indeed with his particular magnitude and up to three orders of magnitude for user-ready
•.: . instrument, by remote terminal much the same as with a ten- image information.
tral computer and, depending on intermediate results, modify
_, subsequentprocessing. 3, Utilizationof SpaceSystems
:' For space exploration and global services, the ground-
based mission operations can become extremely complex. A Space industrialization requires a broader spectrum of
•:_ robotics and automation capabilities than those identified for
•_.-. recent example of a planetary exploration mission, and perhaps
:-ii the most complex to date, is Viking. At times there were space exploration and global services. The multitude of sys-
_. terns and widely varying activities envisioned in space until
.... ! several hundred people involved in science data analysis,
the end of this century will require the development of space
./::'_'. mission planning, spacecraft monitoring, command sequence
_:. _ generation, data archiving, data distribution, and simulation, robot and automation technology on a broad scale. It is here
that robot and automation technology will have its greatest
"' Although for earlier space missionssequencing had been deter-
" _ mined in advance, on Viking this was done adaptively during economic impact. The systems under consideration range from
::": the mission. The operational system was designed so that large antennas and processing and manulhcturing stations in
:(71 major changes in the mission needed to be defined about Earth orbit to lunar bases, to manned space stations, to
._:'_:_ 16 days before the spacecraft activity. Minor changes could be satellite power systems of up to 100 km2. These systems are
...._. not matched in size by anything on Earth. Their construction
.:_::i made as late as 12 hours before sending a command. The turn-
' :_;_ around time of about 16 days and the number of people and subsequent maintenance will require technologies not yet
,_ in use for similar operations on Earth;
.'::::_ involved contributes, of course, to sharply increased opera-
:: : tional costs. The Viking operations costs (Figure 3-1) are for a
_i 3-month mission. The planned Mars surface rover mission is Space processing requires a sophisticated technology. First
.._ _ expected to last 2 years, covering many new sites on the Mar- it must be developed and perfected, and then it must be trans-
:,;-._ tian surface. Considering that this mission would be more ferred into the commercial arena. Basic types of processes
:__'_ complex and eight times as long, ground operations wouldhave currently envisioned include solidification of melts without
:!:i ° to be at least ten times as efficient to stay within, or close to, convection or sedimentation, processing of molten samples
: , the same relative costs as for Viking. without containers, diffusion in liquids and vapors, and electro-
._;:7i phoretic separat!on of biological substances. It is expected
._ 'I During the Viking mission, about 75,000 reel's of image that specialized automated instrumentation will be developed
_. data tapes were collected and stored in many separate loca- for remote control once the particulars of these processes are
,!
_. tions. The images are now identifiable only by the time when worked out and the pressure of commercial requirements
-i and the location where they were taken. No indication regard- becomes noticeable.
1
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i Large-areasystems such as large space antennas, satellite Very large systems require heavy-lift launch vehicleswhich
power systems, and space stations require large-scale and will bring bulk material to a construction platform (Figure
" ! complex construction facilities in space (Figures 4-5 and 4-6). 4-8), where the structuralcomponents aremanufacturedusing
: Relatively small systems, up to 100 m in extent, may be specializedautomatedmachines.
- i._ deployable and can be transportedinto orbit with one Shuttle _
• : load. For intermediate systems of several hundred meters in The structural elements can be handled by teleoperated -
:, extent, it becomes practical to shuttle the structuralelements
or self-actuatingcranesand manipulatorswhich bringthe com-
into space and assemblethem on site (Figure4-7).
• _i ponents into place and join them (Figure 4-9). Free.flying
• i_ robotswill transport the structuralentities between the Shuttle
or the fabricationsite and their final destination and connect
' them. Theseoperations requireasophisticated general-purpose
Figure 4-5. Large space systems require robot and automation tech- _Wi._'-,._
nology for fabrication, ullmbly, and construction in
Ill/ICe.
Figure 4-7. Construction of • spece station. Bulk matariel is brought
by the Shuttle. Structwal elements are fabricated at the
construction facility and thin assembled by remotely
{ontr_led manil_letorl.
.J
f
J
• i °
-.._
. -_
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1
..._
" ] Figure 4..6. Large space anti•nil are erected with the help of •
• _ space-based construction platform. The Shuttle brings the
- _ structural elements to the platform, where automatic Figure 4-8. Complex construction facility in space with IutomaticI
i manipulator modules under rlmlote control perform the beam I_ilderI, cram, manipulators, etc., is served by the
assembly. Shuttle.
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handling capability. In addition to transporting structural During and after construction, there shoul(i be a robot on
elements, the robot must have manipulatorsto handle them, standby for rescueoperations.An astronaut drifting into space
and work with them and on them. Largestructural subsys- could be brought back by a free-flying robot. Such devices
terns must be moved from place to placeand attached to each could also be on stand-by alert on the wound. The delivery
other. This usually requiresrendezvous, stationkeeping, and systems for these rescue robots need not be man-rated.They
" docking operations at several points simultaneously and with can deliverexpendable life support systems or encapsulate the
.i high precision - a problem area still not investigated for zero astronautin a life supportenvironmentfor returnto a shuttle,
• gravity. Automated "smart" tools would also be requiredby space station, or Earth. They could also perform first-aid
astronautsto perform specializedlocal tasks, functions.
These robot systems could be controlled remotely as Another phase of space industrialization calls for a lunar
• teleoperator devices, or they could be under supervisory or asteroidalbase. Aftera surfacesite surveywith robot (rover)
control with intermittent human operator involvement.Astro- vehicles, an automated precursor processor system could be
-..: nauts in space or humanoperators on Earthwill need the tools placed on the Moon or the asteroid.This system would collect
'.:: to accomplish the envisioned programs.The technology for solar energy and use it in experimental, automated physical/
in-space assembly and construction will provide the founda- chemical processes for extracting volatiles, oxygen, metals,
• tion for the developmentof these space-agetools, and glass from lunar soil delivered by automated rovers(Fig-
._"
:_:, ure 4-10). The products would be stored, slowly building up
-, After the system has been constructed, its subsequent stockpiles in preparation for construction. The lunar or
:.=. operation will require service functions that should be per- asteroidalbase would be built usingautomated equipment and
formed by free-flying robots or by robots attached to the robots as in Earth orbit• After construction,general-purpose
structure. The functions which such a robot should be able to robot devices would be necessary for maintenance ahd repair
• - perform include calibration,checkout, data retrieval,resupply, operations. In addition, the base would use industrialautoma-
maintenance, repair, replacement of parts, cargo and crew tion (qualified for operation in space) or a sort generally
... transfer,and recoveryof spacecraft, similar to those employed on Earth for similar tasks.
"i
,o
. .._..=_-_-.;_.
:" - Figure 4-9. Sl:m:e construction of large antenna systems with auto- Figure 4-10. Automated material processors on the lunar surface are
mated tools, teteopereted manipulators, and free-flying servic_l by robot vehicles with raw lunar soil.
i'i! robots.
.!
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Section V
Technological Opportunities .._
._-,. A. Trends in Technology which it is usedto justify - the Apollo program,say.How-
ever, because there is so little development in machine intelli:
_:.! Machine intelligence and robotics are not only relevant but gence and robotics elsewhere in the governme,lt (or in the
._ essential to the entire range of future NASAactivities. Content private sector), spinoff arguments for NASA involvement in
.' analysis of Earth orbital and planetary spacecraft results is such activities seem to have some substantial validity. In the
' merely one application. Other applications exist: in mission long term, practical terrestrial applications might include
i!-: operations, in spacecraft crisis management, in large construe- undersea mineral prospecting and mining, conventional mining
•': tions in Earth orbit or on the Moon, and in mining in the lunar (of coal, for example), automated assembly of devices, micro-
i_ or asteroidal environments. These last applications are proba- surgery and robotics prosthetic devices, the safe operation of
, bly at least a decade into the future, but some essential prepa- nuclear power-plants 6 or other industries which have side
"...:,.: rations for them would seem prudent. These preparations effects potentially dangerous for human health,and household
. might include the development of teleoperators, manipulative robots. A further discussion of future NASA applications of
i_ devices which are connected via a radio feedback loop with a machine intelligence and robotics, and possible spinoff of
.:...= human being, so that, for example, when the human on the these activities, is given in the supporting documentation.
°::_ Earth stretches out his hand, the mechanical hand of tile
.-_i
: teleoperator in Earth orbit extends likewise; or when the Withthe development of integrated circuits, microprocessors,
...._ human turns his head to the left, the teleoperator's cameras and silicon chip technology, the capabilities of computers have
.-., turn to the left so that the human controller can see the been growing at an astonishing rate. Figures 5-1 through 5-4
.. ; corresponding field of view.Where the light travel times are on provide estimates of recent past and projected future devel.
:_; the order of a tenth of a second or less, the teleoperator n_ode opments. By such criteria as memory storage, power effi-
.- can work readily. For repetitive operations, such as girder ciency, size and cost, the figuresof merit of computer systems
•! construction and quality control in large space structures, have been doubling approximately every year. This implies a
' _ automation and machine intelligence will play a major role in thousand-fold improvement in a decade. In another decade
-, any efficient and cost-effectivedesign, the processor and memory (four million words) of the IBM
•:_i; In planetary exploration _in the outer solar system, the 6An interestingpossibleapplicationof generalpurpose roboticstech-
" light-travel times range from tens of minutes to many hours, nology is provided by the nuclear accident at the Three Mile Island
_-_ As a result, it is often useless for a spacecraft in trouble to reactor facilitynear Harrisburg, Pennsylvaniain March/April 1979.
radio the Earth for instructions. In many cases, the instruc- The buildup of a high pressure tritium bubble had as one possible
•' _ solutionthe turningof a valveina chamberundertwometersof water
i-:. tions will have arrived too late to avoid catastrophe. Thus, the impregnated with very high radiation fluxes.This is an extremely
_.!_ Viking spacecraft during entry had to be able to monitor and difficultenvironmentfor humans, but a plausibleone for advanced
•.i:_ adjust angle of attack, atmospheric drag, parachute deploy, multipurposerobots.The stationingof such robots as safetydevices
:'_i ment, and retro-rocket firing. Roving vehicles on Mars, Titan, in nuclear power plants is one conceivable objective of the develop-
_: ment of robotics technology. Generally, such multipurpose robots
i and the Galilean satellites of Jupiter will have to know how to might be stationedin allappropriateindustrialfacilitieswhere signi-
_;_ avoid obstacles during terrain traverses and how not to fall
.. _ ficant hazards to employee or public health or to the facility itself
down crevasses. The development of modem scientific space- exists.
i'.i craft necessarily involves pushing back the frontiers of ma- Shortly after the Three Mile Island reactor accident the operating-
.. ij chine intelligence, company began recruiting "jumpers," individuals of short stature
-:! willing, for comparatively high wages, to subject themselves to high
:! In our opinion, machine intelligence and robotics is one of radiation doses thought inappropriatefor permanentreactor tecb-
' _ nicians (New York Times, July 16, 1979, page 1). The functions are"
-. _ the few areas where spinoff justifications for NASA activities often no more difficult than turning a bolt, but in a radiation envh-on-
are valid. In most such arguments, socially useful applica- merit of tens of rems per hour. There would appear to be strong
'i i tions, such as cardiac pacemakers, are used to justify very humanitarianreasons for employingsmallmultipurposeself-propeiled
4
i large NASA expenditures directed toward quite different robotsfor thisfunction,aswellasto redesignnuclearpowerplantstomake much fuller use of the cap bilities of machin intelligence. The
objectives. But it is easy to see that the direct development of competentuse of machineintelligenceand roboticsis an important
• ] the application, in this case the pacemaker, could have been component of all recentlyproposedadditionalenergy sources - for
. _ accomplished at a tiny fraction of the cost of the activity example, mining and processing shaleand coal.
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Figure 5-3. Bubble memory technology. About 4 x 108 bits/cm2
would be reached in 1985. This implies a bubble
diameter of 10-5 cm, which is ten times greater
than the theoretical limit. (Adapted from
A.H. Bobeck, Bell Laboratory, ELECTRO 77,
N. V.I.
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Data storage technology. The storage capacity
is doubling every 1-1/2 years. whereas the cost
of random access memory is halving every
2-1/2 years. In 1960, the equivalent of
1 m3 stored a 15-page pamphlet; in 1980, the
same space will accommodate a 2000-book
library and in 1990, the entire Library of
Congress.
Figure 5·1.
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Computer systems technology. The average increase of
computer speed is doubling every 1-1/2 years, whereas
the failure rate is halving every 2-3/4 years.
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Active devices technology. The number of active
components per cubic centimeter is doubling every
1-1/8 years, whereas the average cost per logic gate
is halving every 2-1/2 years.
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,; 370/168 will probably be houseable in a cube about five centi- development all but stopped when progress was sufficient to
meters on a side (although computer architecture different make the handling of radioactive materials possible - rather
.?.
from that of the IBM 370/168 will probably be considered than easy, or economical, or completely safe. This occurred in
" desirable). It is difficult to think of another area of recent part because the nuclear industry, like NASA, became-
'" technology which has undergone so many spectacular improve- mission-oriented at this time. Since then, the development 6f -o . ,_
"-" ments in so short a period of time. computer-controlled manipulators has proceeded slowly on
'.:. relatively sparse funding, and there has been little drive to.
This steep rate of change in computer technology is one understand in a general and scientific way the nature Of
: ; major factor in the obsolescence of NASA computer systems, manipulation. Major advances seem similarly stalled and like-
....._.. New systems are being developed so fast that project scientists wise entirely feasible in such areas as locomotion research,
and engineers, mission directors, and other NASA officials automated assembly, self-programming, obstacle avoidance
have difficulty discovering what the latest advances are, much during planetary landfall, and the development of spacecraft
less incorporating them into spacecraft-mission or ground- crisis analysis systems.
" operations design.
nt gi "-':_ Another problem is the competition between short-term B, Releva Technoio es
•'- 3;
:-i:ii and long-term objectives in the light of the NASA budget
......:._: cycle. Major funding is given for specific missions. There is a The principal activity of the Study Group during its
-__'_ high premium on the success of individual missions. The safest existence was to identify machine intelligence and robotics
course always seems to be to use a computer system which technologies that are highly relevant to NASA and the success
_ has already been tested successfully in some previous mission, of its future programs. Each Study Group workshop had one
• _ But most missions have five- to ten-year lead times. The net or more of these topics as the foci of interest. Appendix ,q.
result is that the same obsolete systems may be flown for a gives a complete list of topics covered at each of the
decade or more. This trend can be seen in areas other than workshops. In this section we provide a summary of the
:::._ computer technology, as, for example, in the NASA reliance discussions of the topics considered by the Study Group.
in lunar and planetary exploration for 15 years on vidicon
technology, well into a period when commercial manufac-
' turers were no longer producing the vidicon systems and 1 Robotics Technology
-'_ NASA was relying on previously stockpiled devices. This has
been the case since 1962. Only with the Galileo mission, in Robotics and machine intelligence have in the past played
:._ 1984, will more advanced and photometrically accurate surprisinglysmall roles in NASA space programs and research
_" charged-coupled device systems be employed. The problem is and development. Yet these areas will become increasingly
_,_ much more severe when it applies to a field undergoing such more important as the emphasis shifts from exploration
_ dramatic advances as computer technology. The management missions to missions involvingspace utilization and industriali-
:;- dynamics can be understood, but it is nevertheless distressing zation and the fabrication and assembly of space structures.
to discover that an agency as dependent on high technology as The high cost of placing people in space suggests that the use
. ,... NASA, an organization identified in the public eye with effec- of robots might be the method of choice long before robotics,
_Y' tive use of computer technology, has been so sluggishin adopt- become practical on Earth.
i<ii• ing advances made more than a decade earlier, and even
._ slower in promoting or encouraging new advances in robotics The uses of robotics can be broadly grouped into manipu-
•:. and machine intelligence, lators and intelligent planetary explorers. There already exist
automatic vision and manipulation techniques that could be
-. The general technological practice of adopting for long developed into practical systems for automatic inspection and"
• _: periods of time the first system which works at all rather than assembly of components. Parts could be marked to allow
__ developing the optimal, most cost-effective system has been simple visual tracking programs to roughly position them,
? i amply documented. 7 This phenomenon is by no means while force-sensing manipulators could mate the components."
_i restricted to NASA. The need to handle radioactive substances Where large structures, designed from standard sets of tempo-
led many years ago to the development of rudimentary tele. nent parts and assembled in regular patterns are concerned,
• ", operators. At first progress was rapid, with force reflecting, manipulators could perform reliable, accurate, repetitive
two-fingered models appearing in the early 1950s. But this operations which would be difficult for a human, in space, to
do. Intelligent robot explorers will become imperative, if
7Simon, Herbert A., The New Science of Management Decision, sophisticated large-scale interplanetary exploration is to
revised edition, Prentice-Hall, Inc., Englewood Cliffs, NJ, 1977. become a reality. The round-trip communication delay time
18
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-: which ranges from a minimum of nine minutes to a maximum The Study Group recommends that NASA expand and
of forty minutes for Mars, and the limited "windows" during diversify its image processing research to include knowledge
.)
_ which information can be transmitted, precludes direct control guided interpretation systems and initiate development of
_:i:"_ . from Earth. Thus the human role must be that of a supervisor LSl-based smart sensors capable of both signal-based and _-
'! and periodic program-updater of the computer. A robot Mars symbolic interpretation.
.,. °
....._ explorer must be equipped with sensors and appropriate
-: computing capability which maximizes both efficient mobility
....•+- 3. MissionOperationsTechnology
.; and intelligent data gathering.
.i/ It appears that significant cost-effective performance can
" The Study Group recommends that NASA take an active also be realized by the application of machine intelligence
role in developing the necessary robotics technology, including techniques to mission planning and sequencing operations.
..-.; ._ rovers and manipulators, rather than expecting this technology These operations tend to be time.critical during space missions
•.:i to be transferedfrom other sources, and require many repetitive and routine decision-making roles
: '_ currently performed by human operators. Mission planning
• ;_
,-; and control facilities dealing with data collection, experfrnen-
2. Smart Sensor Technology tation scheduling, and monitoring should be automated to a
: %
:: :, much larger degree. Various missions may share many corn-
• ": There are severaladditional areas within NASA applications men requirements which could be served by a software facility
-:! and mission programs which would benefit from advances in providing for mission-independent aspects of data collection
" '!:_] macbine visual perception. These areas include remote sensing and allowing embedding of mission-specific, task-oriented
'- and crop survey, cartography and meteorology, teleoperators, software.
and intelligent robot explorers.
. The Study Group recommends that NASA begin the
':.._- Current crop census systems do not seem to meet the development of a reusable, modular intelligentmission controli
..i expectations of lowered cost and increased repeatability from center with the goal of increasing the mechanization and
_i automated classification. It also appears that the 80-meter standardization of sequencing, datahandling and delivery, and
:; "resolution per pixel of LANDSAT imagery is insufficient for related protocols.
._ current structural pattern recognition and scene analysis
.!. techniques. What is needed is an emphasis on sensors whose 4. Spacecraft Computer Technology
: :i resolution is between 2 meters and 2 centimeters per pixel.
"_ Coarse sampling (2 meters) would separate field boundaries,
•:.... Digital computers have been playing an ever increasing role
.?i while f'mer resolution (2 centimeters) could be used to
filli ! perform structural analysis on limited parts of the fields, in NASA space missions as the need to control and coordinate
+,:3 sophisticated sensors and effectors grows. They are destined to
i'._ play a dominant role in future space missions. There are
, • . Much work is yet to be done in computer stereo vision, several issues, to which NASA should address itself, which bear:_ ...,
....7: Such systems will find applications in the automation of on the ability of current space-qualified computers to support
: ;.! cartographic processes. While research into stereo vision have robotic devices requiring large central processors and memory.
!..-_:i produced systems which work in a research environment,
_:-:: support is needed for newer high performance systems. Specifically, fault tolerant designs, large scale integrated
'.:ii Teleoperators and manipulators for fabrication and assembly circuits, and computer architectures should receive attention
:: : _- of materials in space will require a vision system containing by NASA. Fault tolerance implies that expected computer
!:ii smart sensors which provide stereo presentations and the system behavior should continue after faults have occurred.
iiii ability to generate multiple views. The quality of visual Fault tolerance is essential to space missions since it is
-ii. ' components in a teleoperator system will determine its utility impossible to adequately test each component of the total
.:-_ as much as its mechanical sophistication. Intelligent robot system. Techniques for building reliable systems should
•. ; explorers will rely on smart sensor visual systems in order to include the ability to isolate the effect of a fault to a single
'ii! navigate and recognize interesting features to sample. Laser module and to detect the fault so automatic recovery
:{ ranging devices offer minimal navigational aid due to their algorithms can b,einvoked to "repair" the fault.
limited range capability. Stereo vision systems based oni
:_:_ motion parallax offer superior capabilities by navigating with LSI technology holds the promise of more powerful,
respect to distant landmarks. It would thus be possible to sophisticated computers with smaller power and weight
avoid difficult terrainandto return to locations of interest, requirements.However, since technology is rapidlyadvancing,
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the effective use of LSI systems may be severely blunted by of protection and reliability. NASA should reevaluate its
the time requirements of space qualification. NASA must hardware systems in light of recent techniques for providing
..--: avoid committing to architectures prematurely. The adoption resource sharing and protection in centralized systems.
_,_ of a family of space-qualified computers would allow software . _.-
._..:: to be developed and hardware decisions to be deferred
__'_J allowing for more cost-effective and powerful technologies. The Study Group recommends a "software-first"approach
._ There are many architectural alternatives for space computers: to computer systems development within NASA so that
distributed, centralized, and network implementations. A hardware can be supplied as late as possible in order to tnke
,_ distributed processor system is attractive from a management advantage of the latest technological advances.
: point of view since it provides separation of functions. In
" situations where there are special timing requirements for
-. :;: intelligent devices or sensors, the dedication of processors to 6. Software Technology
.-, these devices may be appropriate. However, in order to
_i(! support robotic devices, much larger centralized computer The method of software development within NASA is in
.... systems, possibly with peripheral memories, will be required, striking contrast to program development environments that
:.-_:i This is an important area for study since spacecraft computer exists in several laboratories working on machine intelligence.
technology will to a large part determine the sophistication Compared with other users of computer technology, such as
•..:i:i and successof future missions, military and commercial organizations, NASA appears to be
:'_., merely a state-of-the-art user. But compared with software
development environments found in universities and research
_::(:" The Study Group recommends that NASA plan to test and institutes there is a significant technological lag. The technol-
:: factorSpace'qualifYof5 orLSI10circuitSincreasein'houseincostt°ofreduceindustrytheapparentsuppliedogy lag represented by this gap is not NASA's responsib_ty
•-: .-alone. The gap is indicative that an effective technology
. space-qualified microprocessors and memories. Further, the transfer mechanism does not yet exist within the computer
." Study Group believes that NASA should play an active role in field.
:,?_.i_ encouraging the development of fiexible computer architec-
tures for use in spacecraft.
,-:-_ Software developed within NASA is often done in a batch
environment using punched cards, resulting in a turnaround
-_ 5. Computer Systems Technology time of hours or even days. In contrast, the machine
intelligence laboratories are characterized by being totally
:- Current trends in the use of computer technology through- on-line and interactive. While debugging in a batch environ-
::_ out NASA seriously impede NASA utilization of machine ment is a purely manual operation, requiring modification of
• '_ intelligence. Distributed processing techniques being adopted the source program via statements to display internal values
: _" by NASA takes advantage of microcomputer technology to and intermediate results, many more programming aids are-.. _,
• . develop intelligent sensors and controllers of instruments, available in an interactive laboratory environment. Changes to
'";__i, While microprocessors, are well suited for simple sensing and programs are automatically marked on reformatted listings,
.... controlling functions, many of the essential functions involv- the author and date of the changes are recorded, and the
!:'!i ing the use of machine intelligence and robotics technique correspondence between source and object modules is main-
'._i'i" require much larger processors. A flexible spacecraft computer tained. In addition, extensive debugging and tracing facilities
architecture, within which both microprocessors and larger exist including interactive changing the programs data and
'_ _ systems can coexist and communicate and cooperate with each restarting it from arbitrary checkpoints. The investment made
:." i_! other, seems to be a highly desirable goal for NASA. to substitute computer processing for many manual activities
'i_!"! of programmers should ultimately result in improved softwa-.'e
-_ The standardization of computer hardware which is quality and programmer productivity.
._:i intended to reduce costs by avoiding new hardware develop-
: '_ ment and space qualification may result in the use of obsolete
....-_ hardware. This will limit the resources available for a machine It should be emphasized that improved software develop-
_i intelligence system, and possible preclude any effectiveimple- ment facilities can be created within NASA through the
mentations. NASA should look at developing techniques for transfer and utilization of existing computer science technol-
software portability, or, equivalently, hardware compatibility ogy. However, further improvements necessitate advances in
• in a family of machines. The desire to minimize software the field of automatic programming which is an area of
.j
complexity may unnecessarily restrict experimental machine machine intelligence where programming knowledge (i.e.,i
.I intelligence systems. Part of the problem rests with the issues knowledge about how programs are constructed) is embedded
p
)
within a computer tool that utilizes this knowledge to computer scientists and hardware experts to achieve an
automate some of the steps which would otherwise have to be effective system design and implementation.
"";i-i manually performed. This is an area which deserves attention
: .:':_,_:by NASA, perhaps towards developing specialized automatic 8, Man-Machine Systems Technology
:: ,_. programming systems tailored to NASA's needs. _
• For both ground- and space-based NASA systems we would
, .: like to have the best integration of human intelligence and
_ ::' The Study Group recommends immediate creation of an
.... _ machine intelligence; but we lack an understanding of how
"..:._.- interactive programming environment within NASA and the best to combine these natural and artificial components. For
..::_ adoption of a plan to use a modem data-encapsulation
-_::ii_ language(of the DOD ADA variety)as a basis of this facility, example, to be more effective in the use of teleoperators,NASA needs to redress a basic lack of knowledge: there now is
_": The Study Group also believes that NASA shouM initiate
' research towards the creation of automatic tools for software no satisfactory theory of manipulation on the basis of which toimprove designand control of manipulators. The relativeassign-
: development, ment of roles to man and computer and the designof the related
• • _ interfaces require much better understanding than now exists.
•-i 7. Data Management Systems Technology In view of potential long-range payoff and the fact tha.t
i_ such related research as exists within NASA has been ad hoc
.';-i There are several data mangement issues where artificial and mission-oriented, the Study Group recommends support
;.::-; intelligence techniques could be brought to bear. These areas of significantly more basic researchon man-computer coopera-
.:_:'_. range from the control of data acquisition and transmission, tion, and, more generally, on man-machine communication
_'_.: data reduction and analysis, and methods for dissemination to and control. NASA organizational entities representing life
• ._ users. •For example, onboard computers should perform data sciences and the technological disciplines of computers and
:_ reduction and selective data transmission. This will minimize control should develop better cooperative mechanisms and
• ._ the amount of data transmitted and conserve communication
_. more coherent programs to avoid man-machine research
/:_ channels and bandwidth. This requires an advanced computer "falling between the cracks," as has been the case. Future
"!- capable of various types of data analysis. Once the data NASA missions can have the advantages of human intelligence
•. reaches a ground collection site, there are three types of data in space, without the risks and life support costs for
_ management functions required to make the data accessible
astronauts, by developing teleoperators with machine intelll-
!iii,i and usable to researchers. First, the data must be archived. gence, with human operators on Earth monitoring sensed
.i This is the simplest type of management which does not information and controlling the lower-level robotic intelligence
involve analysis of the data itself. For example, "Retrieve all in supervisory fashion.
.:.?.i data for the fifth orbit of the Viking mission." Secondly,
:i"i._:" access to specific portions or collections of the data, locating
::.il predetermined criteria such as "all infrared images centered 9, Digital Communication Technology
! ._,:i over Pittsburgh taken between June and September of 1978"
:ii"i must be provided. Both archival and criteria selection manage- Computer based communication systems have been used by
the artificial intelligence community since the inception of the
-_-'- ment systems are well within current technology, and to some
.i:i_ ARPANET network which is now used under NSF support to
--._ extent are available in systems similar to those at the EROS
_ data center in Sioux Fails. However, the third type of database link approximately 500 non-computer scientists in about eight
" : management function, the ability to access data by its content different research communities. These systems provide elec-
:i_ does not yet exist, and requires specific artificial intelligence tronic mail (using distribution lists) and communication, and
i;-:i support. It would utilize a knowledge base containing specific are used to give notices and reminders of meetings and reports.
:"-_ facts about the data, general rules concerning the relationships Online documentation of programs with instant availability to
:_.i_ between data elements, and world models into which complex updated versions allow users access to information and
.., , requests can be evaluated. This knowledge base would guide programs at a variety of research sites. In addition, document
_:..i the system in locating data containing the desired attributes preparation services including text editing systems, spellingi ,"..L
•-_i utilizing'a predef'med indexing criteria and the relationship of correctors, and formatting programs are in common use.
:.-ii the desired attributes to the indexing attributes. NASA would do well to adopt a computer based communica-
_ ._ tion system fince it would offer opportunities for improve-
ments in management, planning, and mission implementation.
: "i The Study Group recommends reexamination and evalua- If the system were a copy of existing systems at research sites
:'"_ Hon of the NASA end-to-end data management system and the on the ARPANET, software could be taken directly from
establishment of a systems engineering group consisting of those systems.
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Appendixon RelevantTechnologies
k _ The principal activity of the Study Group during its education and enthusiasm that could come from such-a
.._ existence was to identify information processingtechnologies direct public participation in space!
: that are highly relevant to NASA and to the success of its
'4
._? future programs. Each workshop had one or more of these 3. To achieve general cost reductions from efficient auto-
topics as the foci of interest. Appendix A givesa complete list marion. Example: The Skylab Rescue Mission would
of topics covered at each of the workshops. In this section we have been a routine exercise, if a space-qualified tele-
_ provide detailed discussions of those topics which are consid- operator had been developed in the past decade. It
ered by the Study Group to be of high priority for NASA. would have been a comparatively routine mission to
::. launch it on a military rocket if the Shuttle project
: _ encountered delays.
1 Robotics Technology
" These things have not been done, in part, because NASA
i_ This section discusses the need for advanced development has little strength at present in the necessary technical areas. In
our view the future prospects seem poor unless there is a
of intelligent manipulators and sensors. The application areas change. Wesee severalobstacles:for these devices range from the assembly of space structures
• _ to planetary rovers capable of autonomous execution of highly
:_ sophisticated operations. Research in the areas of robotics and In-HouseCompetence. NASA's current strength in artificial
., intelligence is particularly low. NASA's in-house resources are; _'. artificial intelligence is necessary to ensure that future missions
:':: will be both cost-effective and scientifically valuable. In comparatively weak, as well, in computer science on the whole,
especially in areas such as higher-levellanguages and modem
: addition, results in robotics and artificial intelligence are
• directly applicable in the areas of automatic assembly, mining, debuggingand multiprocessing methods.
_ and exploration and material handling in hazardous
• _. Serf-Assessment.Even more serious, NASA administrators; environments.
seem to believe that the agency is outstanding in computation
science and engineering. This is far from true. The unawareness
1.1 Need for Robotics Within NASA of weaknesseemsdue to poor contact of the agency's
: " consultants and advisors with the rest of the computational
• : Robotics and artificial intelligence have played surprisingly research world.
:. small roles in the spa.ce program. This is unfortunate because
:_.:_ there are a number of important functions they could serve. Superconservative Tradition. NASA has become corn-
':: These include, verybroadly: mitted to adhere to the concept of very conservative, fail.safe
!_ systems. This is eminently sound in the days of Apollo, when
I. To enable missions that would otherwise be out of the (i) each successful launch was a miracle of advanced tech-
• _ question because of cost, safety, or feasibility for other nology and (ii) the lives of human passengers were at stake.
' reasons. Example: At rather low cost, we could.have had But today, we feel, that strate_ has become self-defeating,
.-_
a remotely-manned lunar explorer in progress for the leading to unnecessarily expensive and unambitious projects._
past decade.
•.... Fear of Complexity. On a similar note, we perceivea broad
!i 2. To enable the kinds of popular and valuable features distrust of complicated automatic machinery in mission
,:i that might rekindle public interest in the exploitation planning and design. This distrust was based on wise decisions
and exploration of space. Example: In the past decade, made in the early days of manned space exploration, but it is
_ the hypothetical lunar explorer just mentioned would no longer appropriate in thinking about modem computation.
havebeen operating for 1,000,000 five-minute intervals. Instead of avoiding sophisticated computation, NASA should
l In this period, a vast number of influential publie visitors become masterful at managing and exploiting it. Large
! could have operated some of the Explorer's controls, computers are fundamentally just as reliable as small
remotely, from NASA visitor centers. Imagine the computers.
.j
Fear of Failure. Many NASA people have confided to the during fabrication, so that descendants of today's visual
Study Group that the agency is afraid that any mission failures tracking programs could do rough positioning. And,
at all may jeopardize the whole space program, so that they force-sensing manipulators could mate things together,
•_ "cannot take chances" in advanced design. Again, this attitude once roughly positioned. Where large structures are
...._ was sound in the Apollo era, but probably is not sound when concerned, in fact, these are areas in which reliable, _
.:. ' i we consider the smaller, multiple, and individually inexpensive accurate, repetitive human performances would be very
•:i.ii:i missions of today, hard to maintain.
.i
_i_.,ii" What Are the Alternatives? Wefeel that NASA should begin
-.: i! to consider new styles of missions which are, at the same time, (2) Mining. An ability to build Structures is probably a
_i-. more adventurous and less expensive. Left as it is, NASA's prerequisite to doing useful, economically justified
-, " mining on the Moon, the planets, and the asteroids. But
:_ thinking will continue to evolve in ways that will become
the ability to build is only a beginning. The vision and
: suffocatingly pedestrian. To get out of this situation, it will be
" -- manipulation problems that plague the robot miner or
:. necessary to spend money, but the amount needed to learn to
:i•_.-:i do exciting things like using powerful computers and semi- assembler are different. Rocks do not have fiduciary
marks, and forces encountered in digging and shoring
::-" intelligent robots will be small compared to the money needed
i-::. :" in the past for developing propulsion systems. "Getting there" are less constrained than those involved in screwing two
}i.-,:! is no longer all the fun; it is time to think about how to do parts together. On the other hand, less precision is
.ii:.,'. sophisticated things after the mission arrivesthere, required, and even interplanetary distances do not
-"_.:i prevent the exchange of occasional questions and
:;.:;_: Space Programs and Intelligent Systems. It is extremely return suggestions with Earth-based supervisors.
> _ expensive to support personnel in space for long periods. Such
costs will render impossible many otherwise exciting uses of
•:: space technology. Yet, our Study Group found relatively little 1.2 The State of the Art
:,i serious consideration of using autonomous or semi-
:.: At this point, we turn to some specific areas, both to draw
• : i- autonomous robots to do things in space that might otherwise
! involve large numbers of people. In many cases, the use of attention to NASA's special needs and to tie those needs tothe state of the art.
.:-_ artificial intelligence had not been considered at all, or not
:_-_ considered in reaching conclusions about what computer
....._ Basic Computer Needs. A first step toward enabling the use; resohrces will be needed, or prematurely dismissed on the basis
of artificial intelligence and other advanced technologies is to
._ of conversationswith the wrong people. In other cases, it was
•. , use more sophisticated computer systems. We conjecture that
:__ recognized that such things were possible in principle,but out the various benefits that would follow from this approach
::-! of the question because of NASA's mission-oriented - as
...._ could reduce the cost of spacecraft and ground-based opera-
_:.:_ opposed to technology-oriented - way of planning for the . . _ .
.i.::{;z future, tions enohgh to make several numons possible for the present
', cost of one.
• ..')
_ :_, Two examples come to mind as obvious illustrations of
i_:. i cases where we found the views expressed to be particularly We want to emphasize this point strongly, for we note a
; myopic: trend within NASA to do just the opposite! In our Study
:>; Group meetings with NASA projects over the year, time and
; -_ (1) Building Large Space Structures. Large-scaleconstrue- time again we were shown "distributed" systems designed to
_:!:: tions usually involves two activities. First, basic avoid concentrating the bulk of a mission'scomplexity within
.:: _ building blocks must be fabricated from stock material, one computer system. However, we feel that this is just the
....... Second, the building blocks must be assembled. Space wrong direction for NASA to take today because computer
,j :4 fabrication seems necessary becuase of difficulty in scientists have learned much about how to design large
_:::__ hunching large prefabricated sections. Weapplaud the computer systems whose parts do not interact in uncontrol-
.:_ work that NASA has done already toward creating lably unpredictable ways. For example, in a good, modern
• " ! machines that continuously convert sheet metal into "time-sharing system" the programs of one user - however
_ beams. We are less happy with the lack of justification badly full of bugs - do not interfere either with the programs
-i for automatic inspection and assembly of such beams, of other users or with the operation of the overall "system
m
'_ .._ There are existing automatic vision and manipulation program.'" Thus, because we have learned how to prevent the
t techniques that could be developed into practical effects of bugs from propagating from one part to another,
! systems for these tasks. The beams could be marked, there is no longer any basic reason to prefer the decentralized,
i
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, "distributed" systems that became the tradition in the both heavily instrumented with imaginative force, touch
i_ "fail-safe" era of engineering, sensors, and proximity vision systems. Besides the obvious
• value - in space - of separating the man and his life-support
_,: However, because NASA has not absorbed these tech- problems from the workspace, there are many obvious spinoffs
._:,i niques, it still distrusts centralization of computation. We in general manufacturing, mining, undersea exploitatipn_
_::_ argue elsewhere that this leads to very large and unnecessary medicine (micro-teleoperators), and so forth. .-
.--.
:._ costs of many different kinds.
='_ Controlling a Manipulator: Still a Research Problem.
_!-:_, The Development of Sophisticated Manipulators. We feel Dynamic control of the trajectory of a many-jointed manipu-
•:" that NASA has not adequately exploited the possibilities of later seems to require large calculations, ff the motion is to be
---.),._ even simple man-controlled remote manipulators. The Skylab done at any speed. It takes six joints to put a hand at an
-::' sunshade episode might well have been easily handled by an arbitrary place at an arbitrary orientation, and the six degrees
-:.q
onboard device of this sort, and we think it likely that it of freedom have interactions that complicate the dynamics of
!'_!! would have paid for itself in payload by replacing some arm control. The equations are too complex for straight-
--". variety of other special-purpose actuators, forward real-time control with a low-capacity computer. The
....- problem can be simplified by placing constraints on manipu-
i The need to handle radioactive substances led to the later design, for example by designing the axes of rotation of:! developm nt of rudimentary teleoperators many years ago. At the last three joints to intersect, bu even the simplified
::.-_ first progress was rapid, with force-reflecting, two-f'mgered problem is not yet solved.
_:i-.:,. models appearing in early 1950s. But, strangely, this develop-
:?_ ment all but stopped when progress was sufficient to make the In any case, the most obvious approach - to put an
-; handling of nuclear materials possible, rather than easy, independent feedback control loop around each joint- fails
economical, and completely safe. We believe that this hap- because constant feedback loop gains cannot manage (at high
•-- pened because the nuclear industry, like NASA, became at this speeds) the configuration-dependent inertia terms or the
• time mission-oriented rather than technology oriented - so velocity interaction terms. On the other hand, it seems clear
'f' -i
•.::: that places like Argonne National Laboratory lost thek basic that such problems can be solved by combinations of "table
: research and long-viewfunding, look-up" for sample situations with correctional computa-
• tions. In any case the control computer will need a central
• -i Consequently, today manipulators differ little from their memory that is large by today's space standards.
:::i 1950s ancestors. Theyare still two-fingered and they still leaveo
.:.:::,. : their operators fatigued after a half-hour or so of use. Even Rover Mobility, Locomotion, and Guidance Research.
;:! , today, there is no generallyavailableand reliable mobile and Although much knowledge regarding several of the solar
"_i=-i dexterous manipulator suitable for either emergency or pre- system planets has been gained through missions employing
!:_! ventive maintenance of nuclear plants - this is still done by remote sensors, and more can be obtained in the future in this
:, people working under extremely hazardous conditions. Con- manner, many of the critical scientific questions require
-_: ceres within a nuclear plant about storage safety, detection of • detailed surface experiments and measurements such as those
:_ faults, and adequacy of emergency systems are perhaps best conducted by the Viking landers on Mars. Despite the historic
!:i_.-" handled using a mobile and dexterous robot, achievement represented by the soft landing of the Vikings
_=)_ and the effectiveness of the onboard experimental systems,
".:_ If such devices had been developed - and space-qualified more new important questions were raised. For these to be
i..:iii versions produced - NASA could have exploited them, both answered, an extensive surface exploration should be under-
:_:! for teleoperator (human-controlled) and for fully autonomous taken. A surface trajectory involving hundreds of kilometers,.
"•_ (robot) use. Indeed, we feel, NASA's needs in this area are and desirably over I000 kilometers, would be required to
' :" quite as critical as those in the nuclear industry. Nevertheless, explore a sufficient number of the science sites on Mars to gain
NASA has not given enough attention to work in the area. an adequate coverageof the planet.
..:', Perhaps a dozen or more clumsy two-f'mgered systems have
!.":;] been developed, but all of these would be museum pieces had The round-trip communications delay time, which ranges-
_'_-i the work gone at proper speed, from a minimum of nine minutes to a maximum of forty
,:_ minutes for Mars, and the limited "windows" during which
:':,j It therefore makes sense for NASA to enter into a information can be transmitted precludes direct control of the
.:'_ partnership with ERDA to reversethe neglect of manipulator rover from Earth. Accordingly, a rover on Mars or another
_'.t technology. A good start would be to sponsor the develop- planet must be equipped with sensors and appropriate com-
.l
i ment of a tendon-operated arm with a multif'mgered hand, puting capability and procedures to proceed autonomously
.!
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..j
:..:_ alongEarth-specifiedtrajectories.The intelligenceof thispath three major alternativesavailable,wheels, tracks and
•.-.] selectionsystem,togetherwith the basicmobilitycharacter- legs, not only offer variedpropulsiveand maneuver-
.-:, isticsof a rover,determinewhetherscientificsitesof specific ability capabilitiesas well as potentialsensorinforma-
,. _ ..-
• :.._- interest can be reached, given the characteristicsof the tion for guidance,butalsoposeuniqueaswellasgeneral .
_._ approachterrain and the distancesbetweensites. It follows controlproblems.
"_i.i that a low-mobilityrover equippedwith a high-qualitypath
selectionsystem willnot be able to reach particularsitesnor Withrespectto the propulsiveandmaneuverabilityfactors,
. 7-."
• :: could it undertake an extensivemission.It also followsthat a wheels and tracked units can be designed to achieve the
:' : high-mobilityrover guided by a low-qualitypath selection requiredfootprint pressuresandtractionrequiredto dealwith
:._ system would be limited in a similar fashion. Therefore, soft, loose materials such as ultrafine sand as well as hard
•. _:..
systematic researchprogramsaimed at maximizingboth the coherent terrain forms such as boulders. Wheelshave the
i:._2'i rover mobility and the intelligencein path selectionsystems advantageof being able to changedirectionwith a minimum
-1 consistentlyshouldbe undertakento providea soundbasisfor of scuffingand to tolerate smallobstaclesin lateral motion.
......i the planningand execution of surface exploration of solar The tracked units havethe advantageof beingable to bridge
'-; systembodies. " larger trenches but offer potential problems in turning on
-_-_ irregularterrain.
. , :o
. !._ The term "mobility" includesseveralcharacteristicswhich
::!9 when taken together describecollectivelythe capabilityof the Neither the potential nor the limitationsof such concepts
:' ;_ roverto dealwith specificclassesof terrain, have been fh-mlyestablishedand a systematic researchand
'::.;': developmentprogram would appear to be in order. Such a
•-!_ 1. The stability of the rover in terms of the in-path and program should be aimed at developing maximum carry
: cross-path (i.e., pitch and roll) which the rover can load-to-wheel weight ratios consistent with reliability,
• .7
-i.! handle without the hazard of overturning.This charac- footprint pressure,turningcapabilities,anddimension.
•_.i_ teristic is not only important in terms of the general
• slope characteristicof the terrain surface,but especially A leggedvehicle,whichmakes use of six or eightlegsof
" !
• i in connection with boulders and trenches on which varying joint complexity, would appear to offer decided
:!... individual propulsion elements may i_mdtemporary advantagesover wheeled or tracked vehiclesin extremely
:ji purchase(foothold). rugged and irregular terrain. Dependingon the number of
•:; segments and their lengths and the degrees of freedom
::-.i 2. The maneuverabilityof the rover,i.e.,the turningradius providedby the connectingjoints, a rover capableof dealing
::i_7_ and dynamicalcharacteristics,will determinewhat ter- with extraordinarily irregular terrain and possessingexcep-
" rains in the large sense will be open for exploration, tional climbingabilityis potentiallyfeasible.Maneuverability::'.-.._
.... Unless the rover is able to execute strong turning and stability potential of such a rover could exceed that of
::_i trajectoriesand maneuverin closequarters, many areas wheeledor tracked rovers.However,the feet of sucha device
"'-:_._ willbe forbidden, may raise a serious problem. Rather large feet would be
• .:" required to provide a sufficientlylow footprint pressureon:...: ._
i":i:-! 3. Clearanceof the payloadabovethe propulsionunitswill soft or loose terrain. On the other hand, suchbig broad feet
• _, havea directeffecton theavailablepaths.A roverwhose might seriouslylimit the rover's capabilityin gaininga f'mn
• 3:
clearanceis adjustablewill not only offer prospects for purchaseon very irregularterrain. Researchon leggedvehicles
• -; recoveryshouldthe roverbecomehung-upbut mayalso has been very limited in the United States. At the present
7::i7i offer additionalscientificcapabilities.Finally,an adjust- time, McGeeat Ohio State Universityhas an activehardware
,', ..: able clearance would allow for the rover's center of program.Considerableefforts are apparentlyunderwayin the
"•_/_ gravityto be reducedtemporarilyin situationswherethe Soviet Unionbut virtuallynothing is known of the detailsof
:-__i critical pitch/roll conditionsare approachedto increase this work, other than that they are proceeding vigorously.
':. .._' safety or to permit the roverto followa normallyunsafe Successfuldevelopmentof a leggedvehiclewould apply to
: i terrain, environmentallydelicate regions such as tundra as well as
• :,-_i spaceexploration.I
i-ii] 4. The rover'sspeedcapabilitieswillhavea directeffectonthb scopeof the time required for the traversebetween The control of either wheeled, tracked, or legged rovers
specifiedsciencesites, representproblemsof substancewhichwillrequirestudy. The
wheeledor trackedvehiclecontrolsystemwillhaveto respond
5. Locomotion is a very major factor since it exerts a to constraints imposed by irregular terrains.In the case of
primary limit as to what terrains can be handled. The locomotionon a fiat plane, it is a.straightforwardmatter tog
" " specify a vehicle speed and a steering angle to a computer, safely carried out over longer time intervals. The most natural
driven or hard-wired control system to drive each wheel at the way to deal with this hierarchy of ascending complexity and
. .._ proper speed to achieve the desired motion without scuffing increasing time intervals is to map it onto a computing
.":] and without excessive stresses either on the propulsion system mechanism with the same hierarchical structure. . -
i%'i or the vehicle structure. However, if the vehicle is on irregular
-':i-.! terrain so that the axle velocity vectors are no longer coplanar, The important issue in the mobility control hierarchy is the
:i:_3 then each wheel must be driven at a specific rate to achieve the wide range of time and distance scales to which the sensory
L."_ desired result. Wheel speed and torque as well as the vehicle data must interact with the mobility system. Some types of
::,._ strut position locations, possibly force or stress sensors, and feedback must be incorporated into the control system with
:":'; the pitch/roll of the rover will have to be combined with millisecond and centimeter resolution, while other feedback
• .: trajectory parameters to achieve an acceptable system, can be incorporated at intervals of days or kilometers. Only if
i.! i the control system is hierarchically structured can such a wide
:-,..::; The legged-vehicle control problem is of a different range of resolution requirements be easily accommodated.
'[;.?:A
../? character. Certainly all the dynamic control problems dis.
_.::,,,,::,_ cussed above in connection with manipulation reappear. Automatic Assembly and Force Feedback. The most naive
•": Moreover, additional problems come up. The gaits (sequences concept of automation is to make a robot that will repeat,:....-_-;_
•_._-_, in which the legs are moved).which are selected are a function pre-programmed motions over and over. This will not work in
:-_" of the terrain to be traversed and the desired speed. The many situations; using position control alone, a robot cannot" .7" . .
-,.;'..:.., specific motion of an individual leg may also be a function of insert a fastener in a tight hole or even turn a crank - because
i'?i!.! the terrain. In the case of irregular terrain, a significant lift of the inevitable small errors would cause binding or breakage.
.-:: the leg to avoid hazards will be required before the foot can be Consequently, it is necessary for robot manipulators to use
::_! lowered to the desired position. Sensors and control systems force-sensingfeedback or the equivalent.
. controlling the motion will have to be developed.
:_,_ In the 1960s, experimental systems demonstrated such
: :i In order for the rover to autonomously execute highly methods for automatic assembly. Centers in Japan, the U.S:,
--.. sophisticated operations in an unpredictable environment, it and the U.K. succeeded nearly simultaneously. In one such
': must be capable of real-time interaction with sensory feed- demonstration, Inoue, working at MIT, used an arm equipped
::_ back. It must be capable of selecting and modifying its with a force-sensing wrist designed by Minsky to assemble a
.... behavior sequences in response to many different types of radial bearing. Shortly thereafter researchers at the Draper
!i"_:'i sensory information over a wide range of response times. For Laboratory exhibited a device to do some kind of work with
:_'i example, the mobility system should respond almost instan- carefully arranged passive,compliant members replacing active
i':_. taneously to pitch and roll accelerations, but may tolerate force-sensing feedback loops. Usingsuch techniques, we think
i::_:: longer time delays as it picks its way around small rocks and that much of the automatic assembly of space structures
i :i::! ruts on a meter by meter basis. It should anticipate larger already comes near to the state of this art.
_:i_ obstacles two to five meters ahead and impassable barriers
:::'i....: " should be detected 5 to 100 meters in advance. Minimum Automatic Assembly and Problem Solving Systems.
i:ii'__ energy pathways along contour lines, through valleys, and Problem solving and languages for problem solving has been a
-_;_ between hills should be selected 0.l to 1 km ahead, and long central focus in artificial intelligence since the science began.
-__ range navigational goals should be projected many kilometers In the earliest stages of AI, it was seen that a computer could
':_::_... ahead, be programmed to try a variety of alternatives, when it7-;
_-,--_ encountered a situation not specifically anticipated by the
_?:! Similarly with manipulation, position servo corrections programmer. Soon these "heuristic search" programs were
_:_i: must be applied with very short time delays, whereas feedback succeeded by "goal-directed" problem-solvers, notably the
'/_!,, from proximity sensors can be sarhpled only a few times per GPS system of Newell and Simon at Camegie-RAND. The
._":_i second in order to modify approach path motions which move symbolic integration program by Slagle is perhaps the best
_:.l slowly over a distance of a few centimeters. Processing of known example from that era.
-i!!!:I feedback in order to select alternative trajectory segments
during the execution of elemental movements is more corn- Since that time, there has been a steady stream of new
i:.(] plex, and can be done at still coarser time intervals. The ideas, both for more general theories and for the design of:?i
:i1 modification of plans for simple tasks to accommodate problem solvers for particular problem domains. This work led
. : irregularities in the environment, the modification of complex to a variety of new computational organizations and languages.
task plans, or changes in scenarios for site exploration require LISP, PLANNER, CONNIVER, STRIPS, QA4, and Production
:_ increasingly complex sensor analysis processes which can be Systems are representative of this conceptual evolution. The
.i
MYCINprogram for bacteriologicaldiagnosisand treatment, problem and even though everyonein the field has thought
and the PARSIVALprogramfor analyzingEnglishsyntaxare about the problemfrom time to time.
representative of what can be. done to attack small,
' .i well-defineddomains. 1.3 Recommendations
_:i-:: In the last few years, somestepshavebeen taken to apply We must re-emphasizetwo major obstacles to addressing ' -
';':'i! the resultingtechnologyto the problemof assemblyautoma- the needsjust outlined. The first is that of a fail-safeattitude.
•'.:'iiii!. tion. It would be impractical and unreliable to program NASA pioneered in achievingextraordinary reliability in its
assemblymachines at a low level,givingstep-by-stepinstruc- fail-safe,redundant designsfor missions.Wehave the impres-
/_ tions about exactlywhereto movethe hand and exactlywhen sion that the use of these techniques is persisting in new
_ _:_i to close it around an object. It is better - and easier in problemsto the point of some dogmatism,overlookingnew
:!.!_'! principle - to design languageswith embedded problem- possibilitiesenabledby progressin computer technology. In
, ... solvingapparatus,so that the "programmer"can giveinstruc- particular, we believe a great increase in flexibility and
'_:,:. tions in muchthe samewayas onecommunicateswithpeople, reliability might be obtained through centralizing many
:'_ First, one states the generalgoal,namesthe parts, andsuggests operations within one computer. But we see an opposite
• _ an order in which the parts shouldbe put together.Later,one tendency; to designmultiple, "distributed" computersystems
' "_ makes suggestionsas they come"tomind, or if and when the that limit the flexibility of the system. On the surface, this
.::!! assemblymachinegetsstuck, seems sensible;but we believe that it leads to overlooking
•-'_:i other, more centralized ways to do things that may be
:._ Severalresearchcentersare nowworkingon suchproblems, cheaper, more versatile, and at least equally reliable. For
: example,one might imaginemissionsthat dependutterly on
'._?::: among them Stanford, SRI, IBM, NBS, and MIT. A full
solution is somedistanceoff, but the work has the fortunate one central computer and one manipulator to replacemany
- special systems. Of course, one of these two components
character that each step in basic progress yields a corre- might fail and lose the mission.On the other hand,eventually2 spondingstep in application. In early stages, the amount of
: ! suggestionand detail suppliedby the programmeris large,but such a systemmightbe (1)an order of magnitudecheaperand
]" the amount decreasesas the problemsolvergets smarterand (2) possiblymore reliable- becauseof extensive concentra-tion on the two componentsand becauseof their ability to
:. i knowsmore. salvageor repairother failingcomponents.
"'.. r;
" : AutomaticAssemblyand Vision.Weare still farawayfrom NASA'ssecondmajorproblemis that its currentstrength is
":::! being able to make a computer "see" - to describe and low in artificial intelligenceand even in general computer
_-.:_:; recognizeobjectsand scenesaswellasa personcan.In spiteof science.There are few people within NASAwho understand
•-_i much brillant work done in this field, "general-purpose the state-of-the-art.There is no place where those who do
;, i?_! computer vision" is still far away. Still, the special and artificialintelligencework can reach criticalmasswith respectcontrollable environments involved in manufacturing have to the number of high-qualityresearchersor with respectto
! '-_ill enabled excitingdemonstrationswith near-termpromise.One computationaland other supportingresources.Thishas led to
:_il_ of these, done by Rosenandhis colleaguesat SRI,usesbinary three regrettable consequences.First, presentNASAworkers
....., image processing techniques to identify parts and their are unableto be maximallyproductive.Second,it is extremely
::; orientationafter they have been placedrandomly on a light difficultto attract talentedpeople to NASA.And third, those
_:-j table. Inother work, doneunder the directionof Horn at MIT, peoplein NASAthat most needadviceon artificialintelligence
,::,.. inspection programs have successfullyexamined watches to do not find it. Instead, they incorrectly suppose that they• 4
.'!_:_ make sure the hands are moving,castingsto make sure the must be in good handsbecauseNASAspendsa great deal of
:_,:' grain structure is correct, and IC lead framesto makesure the moneyon computation.
:i"5 pins are straight.We believethat this Sortof work hasgreat
_,_ promise of enabling work in space that might otherwise never This has led to a great gap. Muchof what NASAdoeswith
_;_, be done. Still, we emphasizethat of all problemsdescribed computers is years out-of-date. Worse, with only a few
" here, computer visionis likely to provethe mostdifficultand exceptions, influentialpeople in NASA do not realize how
most deserving of attention and funding. The successful out-of-datemostof their thinkinghasbecome.In suchareasas
_i examples cited are included only to suggestthat there is a computer languages,the situationis nearlyscandalous.Partof
. .i
i! technology to be explored for potential uses within NASA, the problem has to do with mission-orientedhorizons, and
not that there is a technology that can be merely bought, part with distrust of outside researchers. Because typical
There is, for example,no general systemsfor selectingparts "Earth-bound" workers do not have such concern with
from a bin, even though it is well-knownto be a serious reliability and simplicity,we conjecture that NASA mission
27
i workers feel that the techniques of non-NASA people are concern for our decliningposition in productivity. Second, the
• ._ inapplicable. Instead of working with AI and robotics projects extreme cost of placing people in space ensures that using
:, outside, NASA has tended to try to build its own. But these robots and/or teleoperators will be the method of choice in
' :_ projects have never reached critical mass and have not space assembly and mining long before robots see much action
'-:._ attracted enough first-rate workers. The problem is connected, on Earth. Consequently, cost/benefit ratios will be more of a-
L-'.'
•,:-:, again, with the lack of modem computing power; modem driving force to NASA than to others. And third, doing things.
":'_ vision and robotic control concepts require large computer in space is sufficiently special that NASA must be in the act in
_ i programs and memories. We believe that there is no reason a major way to ensure that the technology progresses with.": '2
,:":4 such systems cannot be space-qualified, and that they need not NASA's interests in mind. Otherwise, all NASA will have is -a
:.:.J. be very heavy or power-hungry. But without them, it is hard technology that is solving someone else's problems but skirting
_- to use modem ideas about control and operations. NASA's.
•---.._
?i::3
How to Correct the Central Problem of Insufficient
The Virtual Mission Concept - A Special Recommenda-
::.i-_ Expertise. One idea is to contract with computer companies to
':" provide advice and needed research. This idea, however, will tion. The establishment of research efforts, well endowed with
:i_.i not work. The large companies NASA is comfortable working human and Financial resources, should be accompanied by a
. :: with have not yet developed strength in artificial intelligence, new kind of attitude about mission planning and development,
:_ particularly with respect to space qualification of hardware. As
.._":: NASA can only be led into a false sense of security by relying
:_:.i on them. Alternatively, NASA could increment its small it stands today, work seems to be done in two primary
i".?_ existing budget for artificial intelligence and related topics, contexts, that of the paper study and that of the approved,
.-.-j increasing the funds available at existing places. This also will assumed-to-fly mission. This autornatieally ensures two
::._ crippling results.
•-', not achieve the desired results. Indeed, such a plan could be
•
',! counterproductive. The nature of the work demands a
i"i community of highly-motivated people working together. First, since the execution of a mission is very expensive,
Efforts below critical mass in human or other resources are not only a small number of the promising ideas will go forward to
:-j likely to do well and such efforts could therefore lead to the point of full and fair evaluation and to the point of
:.:_ pessimism rather than excitement, generating spinoff technology. Second, since space qualifica-
'_ tion is an assumed starting point for all thinking, the
technology employed in mission development is guaranteed to -
:":_ Still another possibility is that NASA could fund university:: _ be years behind the state of the art. The chances for pushing
>!-_ research. This is a reasonable alternative as long as it is again the state of the art via spin-offs is smaller than it should be.
::__... understood that small, subcritical efforts are not cost-effective. Paper studies, on the other hand, tend to produce mostly
.'-._ Only a half-dozen university centers have sufficient existing paper,
-:._ size and strength to do really well. And finally, NASA could
_:_ establish its own center. This is a good choice, especially ff
.':; Consequently we see the need for a new kind of research
_-ii done in close proximity to and collaboration with an existing
-_: university center. It is our opinion that the need for artificial context, that of the virtual mission. Such missions,would have
,. the same sort of shape as real missions, with two key
,:.' intelligence in space argues for such a center in the strongestr-!
'.;._ terms. We believe that artificial intelligence will eventually exceptions: first, space hardened and qualified hardware
:!i_ prove as important to space exploitation and exploration as would not be used; second, the objective would not be to fly,
. :_ but rather to win an eligibility contest. As we see it, there
_:-2 any of the other technologies for which there are large,
•i:_" focused, and dedicated NASA centers today, would be many virtual missions competing for to-be-flown
.-.:,] status. Taken together, they would produce a pool of
:7.! alternatives, any of which could be selected and flown, with
_"_. Future NASA Role. At a certain level of abstraction,
-._._ space qualification taking place after, rather than before-
i:_ NASA's needs are not unique. Certainly such things as selection. Since none would be fettered by the limits of space
..._ automated assembly and mining would be useful on Earth as qualification for their entire life, all would be more imagina-
,:3 well as in space. But it would be folly for NASA to expect
::_, tive, technically exciting, and technically productive by way of-'
::_ someone else to produce the needed technology. NASA should
•.._ spinoff technology. Webelieve that the costs involved in doing
....-, plan to be the donator of artificial intelligence robotic things this way are likely to be reduced. Conceivably, several
!!_ii developments rather than the benefactor for several reasons, virtual missions could be done, using commercial equipment
:::: where possible, for the price of one, whereas real missionsare
.: 1., First, not enough is happening for reasons ranging from the restricted as now to old fashioned, one-of-an-obsolescent-kind
:i! shape of our antitrust laws to the lack of congressional antiques.
.-i •
f
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: ._ There could be, for example,severalgroups competingby NASA conducts large imaging programs which produce
:, applyingdifferent locomotion schemesto the same explora- enormous volumes of images.NASAprogramsare studying
-".: _ tion job. Similarly, severalgroups could explorea variety of means of making imagedata more availableand more useful
.... ' shuttle-based,large-structureassemblyideas, for users (NASA End-to-End Data Management System
.::--_,._. program). Those activities are largely for presentation of
_..-.: We should begin thinking along these lines because images to humans for human perception. Those NASA
!,! spacecraft computer hardware is becoming more and more projectswith large potential benefit to society whichinvolve
!..:"-:,, out-of-date and something simply must be done about it. machinevisualperceptioninclude:
"' _" "qualify":_.+: Today it takes too long to space computers.There
,.__ seemsto be no mission-independentway to do this. Individual 1. Construction of large space structures, particularly
i(_ missionshave to use computersqualifiedby previous,almost communicationssystemsandantennas.i-_ accidental,qualificationincidents.Memorysizes,in particular,
!':.?_ are much too small.Thisleadsto weakprogramswith minimal 2. Remotesensingandagriculturalresourceevaluation.
.-< versatility and to doing things in hardware that might be
_jl,.ii:i_ lighter and more reliablein software. Therefore,at the very 3. Cartography.
-':_ least, NASA should have a continuing program to space-
,. :i_ qualifylargermemoriesand more capablecomputers,as they 4. Meteorology.
•. , evolve.Weknow enoughabout computation,today, to be able
:i:=i::_to assert that there is little reason to suppose that the Advances in computer vision would enable increased
"-',_ computers will have to be adapted to particular missions effectiveness of the proposed Mars rover mission. These
- .:, much,except in regardto overallcapacityparameters, applications require a compact area of vision science and
_._,!
: technology. NASA's vision applications are sophisticated.
: -i' Recommendationsfor Rover Research.Giventhe need to Suggestionsare madeto advanceNASAobjectivesby:
_ .takeadvantage,of imminentopportunitieson Mars,webelieve
' :_ the design, construction, and systematic evaluation of a
.+
-.-:_i" functional reconfigurablerovershouldbe undertakento: 1. Collaborationwith other organizationswhich have an
• investmentin applicationsrequiringsimilar technology
': and whichsupport researchin this areaof imagescience.
" ' 1 Determine optimal configurationalternativesfrom the• i "
. ?:i_i_ standpoint of stability, maneuverability,and clearance
with weightasa major,if not the major,consideration. 2. Involvingthe most advancedresearchgroupsin research
• .., programformulationandimplementation.
_:::?i'-;. 2. Evaluate alternative wheel/tracking/legconcepts as a 3. Evaluationof currentNASAimagingprograms.
i:!::_! function of terrain classes with respect to speed,
i:!!i_:i steering,obstacleclimbingability,weight,and reliability
:_.:_! both in the laboratoryandout in the field. 2.1 Introduction
-':_;i:.! 3. Serveas a test bed for the developmentand evaluation Automated imagingand mapping systemsare planned to
,? _! of alternative vision/sensor/calculational/guidancecon- meet objectivesof NASAapplicationprogramsand missions.
.:i.._ trol systems applicable separately to long-range, Earth resources surveys include crop production, water
• .]._ ,
..., mid-range,and short-rangepath.planninglevelsand to resources,land use, forest resources,ocean resources,and oil
.:" ,!"i
---._ integratedsystemsultimately.There is a corollaryneed spill monitoring.Meteorologicalprediction,monitoring,and
i'_:_::_ to developadditional sensorsto provide real-timesen- climatic studiesalready makean impact in dailylife. Geolog-
: i:-"._, sow feedbackwith a much broaderrangeof spatialand ieal studies include crustal dynamics and a world geological
,_ temporalresolution, atlas. Large space structure construction is likely to be
: __,_-i! important for communications. Automated sensing has a role
.:i_"-! in these applications.
': 2. Smart Sensor Technology
•:. j These activitiesoverlap responsibilitiesof other organiza-
• _-] This sectioncommentson NASAprogramswhichusevision tions suchas USGS,Forest Service,DefenseMappingAgency,
. ,;_ science to make an impact in its applications and mission etc. Capabilitiesnecessaryfor NASAfunctionsenableNASA
, programs.It summarizesthe state of the art in the required to contribute significantly to development of automated
technologyareas, summarizesresearchrecommendations,and imagingfor civilian purposes.A major part of these NASA
suggestsa structurewhichwillencouragerequiredresearch, programsrequiresinnovativeand highlevelresearchto develop
i4
'" !
required technology. NASA can lead in development of this higher proportion of research and more innovative research
_! technology. Organizations with similar responsibilities have should be supported, and that research results be incorporated
-_ little resources to sponsor and direct research. A major into development systems continuously, with little lag. It
_ emphasis of this section is that it is important for NASA to get appears that a production system was built with obsolete andi
:_..... leverage" in research and applications, that is, to work with inadequate technology. - -:-.'_ .
: i existing research programs and to work with potential users of
!:i:_i the technology. A likely requirement for the application of structural
-'?:_
_,_ pattern recognition and scene analysis techniques is imagery
NASA performs two functions in this area, data distdbu- havingmuch higher resolution than LANDSAT.Eighty meters
•-_
tion and information extraction. Most effort has gone into resolution is probably too crude to use structural relations.
, : data distribution. Much work remains. Current and planned High resolution imaging may make use of aerial photography,
,i imaging missions provide volumes of data beyond existing which is part of NASA's domain. A crop survey using
.:. abilities to catalog, distribute, and assess the images. Smart structural analysis at high resolution is perhaps feasible now,
: :: sensors for data compression, automated image handing and will be feasible in a few years. A scenario is outlined below
..;:._
facilities, and high performance computers for imaging are which would require about 3.4 years to do a world-wide crop
:-_ needed. These needs are recognized by the NEEDS (NASA survey at 10s ops/second. The ultimate resolution is about
.?: End-to-End Data Systems) program which addresses smart 2 cm per pixel. Estimates are based on a two-stage analysis.
?_,': For the first stage, a coarse sampling at 2 m/pixel is probably
_:_ sensors, special purpose imaging computers, and image
handling facilities, adequate. Alternatively, a coarse grid of linear scans would
• require about the same computation cost. The first stage is
_3 intended to separate major field boundaries. The second stage
., ...j
_:,_ A greater need exists in information extraction. Here, would use structural analysis at 2-cm resolution on limite6
• :-' NASA's objectives require sophisticated vision science which parts of the fields. The use of smart sensors (for example, edge
: :' has not yet been achieved. That need is recognized within operators under development in the DARPA Image Under-
:, NASA. The Space and Terrestrial Applications program is standing program) would be useful in this program. Smart
.. ,_ soliciting proposals for new technology in remote sensing and sensors would cut computation cost significantly.
-_i terrain topography. The content of the recommendations of
)'.i this report is that efforts to develop new technology should be The Earth's area is 2 X 1019 cm2. About 1/4 is land and of -
'.-i._' intensified, and that they should be strengthened by strong that, half is arable. If we sample 10% at 2 m/pixel, there are
:_ .' participation of major research groups outside NASA and by about 5 X 1012" pixels. Assume about I000 ops/pixel for
!_!i cooperation with other organizations with similar needs. The reasonably sophisticated processing, andS0 s ops/second. Then
:71::: balance between research and production systems should be
• ._ evaluated; a heavy research component is essential. Careful the required computation time is 5 X 10,7 seconds. There arei_i 3 X 107 seconds per year• A single computer would require
._;. examination should be made of current and proposed produc- 1.7 years now. An equal amount of computation would be
":i_" tion systems to evaluate whether they are founded on an required for the second stage, for a total of 3.4 years. If we
:ii(_, adequate technology base. assume that semiconductors will increase density at the rate
,:-_ of a factor of 2 every two years (a factor of 2 per year is
,-... the current rate) and if we assume a factor of 4 speed increase: :.-' 2.2 The State of the Art
--_?
"::i in 5 years (the historical rate), then in about 10 years, a single
: :_ computer will be able to make a world-wide sampling in four
_._ Remote Sensing and CropSurvey. An examination of crop days. The vision science and software technology should be
-::_ census systems reveals that their performance is very limited, developednow to make use of that computing power.
.::i In summary, those systems do not seem to have met
:__-: expectations of lowered cost and increased repeatability from
_:_ automated classification. In these systems, humans make Cartography. The production of mapsbytraditionalmeans
,_.;_
_i_!_ decisions, aided by computer clustering. The overall system is labor intensive. Partial automation of elevation contour,
-:-_ accuracy is about 90%.Their computerized classification is not mapping has been in use for years by DMA, with analog
-.i] that good. What humans currently contribute to classification stereo correlation systems. It is often thought that automated
::_ is use of spatial context. Both structural pattern recognition stereo mapping is a solved problem because there are produc-
-;_)! and scene analysis offer techniques to use spatial context in tion systems; however, these systems require a great deal of
_ identification. Structural pattern recognition experiments indi- human intervention. Typically, they are interactive systems in
care significant improvements in performance. Our evaluation which the operator redirects the system whenever it gets lost
j of the mix between development and research indicates that a and patches up errors. There are problems when tracking over
• !
!
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• _] water and over uniform surfacessuch as concrete. They do shutdownsin nuclearelectric powerstations havehighlighted"
i ii badly at surfacediscontinuitiessuch as edgesof buildingsand the technicalproblemsof servicingreactors.Workis currently
-. 71 cliffs. In trees, pickingout the groundsurfaceis beyond the done in a radioactive environment by humans. Advanced
-.:,._ capability of the system. The extent of human intervention capabilitiesfor remote operation with man in the loop offer
_'"_:.:_':'required is enough to decrease mapping speed and limit opportunities to reduce hazards to workers, lower the cost,
'i! '_i!iimappingoutput, and increasethe levelof maintenance.On-linemonitoringandi maintenanc ar oth r possibilities.A high payoff is expecte
-: :_-, for a partially automatedsystem. In this type of system, the
":.:!:S:" The DMAhas made a major study in automating cartog- teleoperator system takes over a set of limited operations,
ii! raphy in a largely digital system. DMA studies revealed using sensingand knowledgeof parts. Oncethe operatorhas
-.':.:_ extensiverequirementsfor advanced techniquesin computer positionedthe manipulatorto approximatelythe rightorienta-
"':.__ science with an emphasison machineintelligence.There is a tion, the system completesthe action itself.The payoff is in
:_:_::- strong relationshipof many DMAconcernswith relatedissues speedand easefor the operator.
"-:;i in NASA particularly in the area of scene analysis and
:!i-'_ understanding,large database management,and information
.::?:.; retrieval. Technical requirements for this application require the
:": developmentof manipulatorhardware,control systems,soft-
.::!ili
. ..,_ ware,and sensorsystems,in addition to a visionsystem.The
_:_;,:., Researchin stereo vision,someof it supportedby NASA, visionsystemrequiredfor the simplestof teleoperatorsystems
"..:,.,-; has produced stereo systems which work in a research needsthe abilityto presentmultipleviews,and could benefit
•: " environment and has produced advances in our scientific from stereo if satisfactorystereo systemscan be developed.
.. :i_1 understandingof stereo vision. A model is emergingof the For partiallyautomated systems,stereo visionand the useof
,- stereo vision process from which newer high performance multipleviewsare highlyimportant. Evenwhen the viewsare
:z:! systems are being designed and developed. Preliminary separate (i.e., wide angle viewswhich cannot be fused), the
•. --: researchin linearfeature tracing hasbeen carriedout and the sort of modelingwhichisinvolvedin stereovisionis important
J. results indicate that interactivesystemsusingtracingaids are " for autonomousvisionin these contexts.Considerableuseearl
-- i feasible for features such as roads and rivers. There is a be made of knowledgeof the designof parts and joints, for
-: growingbody of researchon edgeFindingsystemswhichwill model-basedvisionsystems.
i: ._ support developmentof such aids to linear feature tracing.
._ Buildinglargedata basesfor"cartographicapplicationsrequires
....:2:! the integrationof researchin vision,machineintelligence,and Mars Rover. A proposed Mars rover mission requires
: ::_:a generalsystemsissuesin computerscience, considerableonboard autonomy if one expectsto achievethe
- objectivesof a few hundred meters navigationper day, with
;i{i.'i communicationfor a short time once per day and round trip
:_::.i,i Teleoperators. This issue is shared between the Study signal times of twenty-fiveminutes. The minimalnavigation
....,=, Group's visionand robotics subcommittees.This sectionwill
..-;_.._ deviceis a laserrangingdevice.Its two limitationsarelimited
.:!':i:!-' addressonly the visionpart of teleoperatorworkin space.The range and limited number of samples.These limitations put
:::':;:_ buildingof largespace structures forcommunicationssystems restrictionson its reliabilityand utility sincesucha sensorcan
.:. _._ and possibleexperimentalstations appearslikely.The cost of do little in looking for interesting samples.Navigationusing
'-::_ maintaininga human worker in orbit, includinglife support only this devicecan be only local, with little look-aheadand: "L "
:?, systemsand shieldingfrom radiation, is estimatedat $1.5M low resolution. Under these conditions,the roveris likely at
-.::_,:i per year. It is hard to assess the difficulty of maintaininga some time to reacha dead end that it can't back out of, or
;i::{:_:_ crewof highlytrained workersin this hazardousenvironment. waste excessivetime in getting out of, because of limited
.?:..i_:i Possible space power stations and space industrialization searchstrategyoptions.
_ ._ projects wouldinvolvelarge constructionefforts. Development
- :, of teleoperatormanipulationoffers the possibilityof increas-
{:__ ing the productivityof human workers, whileloweringtheir NASAdoes sponsorsomeresearchin stereo vision.This is
• risk. Operation with large objects, such as the Shuttle- on a smallscaleand shouldbe expanded.Functionally,stereo
Attached Manipulator, imposes another requirement for vision with motion parallax offers capabilitiesto maintain
: ". advancedteleoperatorsystems, orientation by navigatingwith respect to landmarks, and to
allow depth rangingand reapingof distant objects by making
This technologywould contributeto electricpowergenera- use of large baselines accumulated in motion. It is thus
tion, to underseaoil drillingand mineralexploitation,and to possiblefor the rover to avoidproblemsand to return to base
rehabilitationof disabledpeople.Recentincidentswith power locations.
i 2.3 Recommendations development investment. It is suggested that NASA support
' research at centers of excellence in computer vision. Tiffs
, ._ We recommend evaluation of NASA participation in the approach is cost-effective since it is not necessary to support
whole programs; these centers have broad support and
.-, development of advanced automation in cartography for
well-established programs. This approach provides a means pt"
_::_ civilian purposes. Cartography and land use studies appear to
collaboration with related research programs. It is suggeszeff'.
:_.:'! be important applications areas. Progress in computer stereo
"-:;. vision makes possible major advances in cartography. The that the emphasis be on innovative focused research, not on
:_:_)_ civilian organization with responsibility in this area, USGS,has applied research. It is recommended that a vigorous program
:._:_ limited facilities and limited research. Because of the strong of evaluation by members of the research community be treed
.:.:_ relationship of the Defense Mapping Agency Pilot Digital for program formulation and proposal review, and that they be
-::.i Operations Project with NASA interests, it is recommended involved in a strong periodic program monitoring effort.
": ; NASA is involved in the forefront of computer vision since its:%: that NASA maintain strong liaisonwith the DMA and
_-_: investigate possible collaboration with their efforts. NASA intended applications probably are not feasible by old tech-
!_!k_ should evaluate the DMAplanning process to aid in costing the nology. Yet, NASA does not have a broad enough base of
": development of detailed plans for implementing some of the imaging science within its organization. A significant part of
.... _ NASA vision effort should be outside of NASA-related
..... related suggestions of this Study Group. A collaborative
'_ "_ research program with DMA and USGS would have high centers. It is recommended that hardware development work
:-)L::_...:., potential benefit, and would be strengthened by research on smart sensors and image processing computers be carried
:: ": underway in DOD, particularly for cruise missile guidance, out in collaboration with DOD and with broad contact with
•_: the research community. The NEEDS program represents a
:':-_ step toward a systems approach to providing data to users.
"_:_ We recommend the support of research in computer stereo
: :_ vision for teleoperators intended for remote construction and There is a need for a program which integrates this data system
_i'., with the information processing that users actually perform on
" maintenance of large space structures for communication
:! the data.
:_ facilities in space. Antennas and communication systems in
. space appear to have economic benefits in a reasonable time
-: scale. We recommend that a small investment be made which 3. Missions OperationsTechnology; would increase productivity of remote operations as the cost
•i . per man-hour in space will be high. Advanced teleoperator
technology would lower exposure of human workers in the This section discusses NASA's current mission operations-
:" radiation belts and increase their effectiveness. The techrlology and attempts to identify several areas in which machine
" intelligence can be brought to bear to increase the automation
_! would be equally useful for large space structures for space
:-i! power stations or space industrialization should NASA of control operations and to replace humans in time-critical,
: repetitive, and routine decision-making roles. A proposal to::_! undertake them.
_:.-".:_.! automate the mission-independent aspects of data collection
::::_; and to provide a uniform facility for embedding mission-!."::::. We recommend that NASA increase support of computer
_?_! stereo vision for a proposed Mars rover mission. Current specific systems in the basic support system is reviewed.
:._.-,. progress in stereo vision promises improved capabilities and
...(ii increased scientific payoff. 3.1 Introduction
. f
_ii Werecommend that agricultural remote survey applications NASA currently builds and rebuilds mission-specific soft.
;:__ be reevaluated. It is urged that performance limitations of the ware for each mission's control. Although this state of affairs
.:. current technology be evaluated. NASA should study the reflects the natural evolution of NASA as a large complex
-_"_ feasibility of using more powerful structural pattern recogni- organization, there are indications that, without immediate
::-: tion and scene analysis approaches, and that systems be built and global reorganization of the mission control procedureg,
-'..;2i which incorporate new technology. Crude estimates indicate both NASA's science and economy will begin to suffer.
"ili_i that high resolution structural analyses may be feasible soon Specifically, the Study Group sees a pervasive need to
::11_ for crop census, centralize and standardize mission operations procedures. I_:: ..'"
_!] this regard, the Study Group sees a clear need for the
: (_ We recommend that NASA support basic research in development of a modular, "reusable" nucleus of mission
• --_
!i_1 structural pattern recognition and scene analysis approaches, operations software.
:._! We recommend that NASA diversify its research base in The scope of the standardization and centralization should
] imaging research, that it evaluate the proportion of research to include all aspects of mission control, from the lowest levelsof
:i
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t-:i sequencing and monitoring to the highest levels of planning 3 that might be made more reliable, rapid, or economical if
• " and problem solving. Current problems at the lower levels partially or fully automated via existing AI techniques.
i-.i--!.irelate not so much to lack of mechanization as they do to lack
ilii=i of organization of the existing mech_mization.Hence, cleaning Current Missions Operations. Mission operations is the
up the lower levels calls for improved software development control executive for a mission. As such it comprises the
" and integration techniques. On the other hand, establishing following specific activities: • -
procedures and capabilities to organize and extend the
effectiveness of the higher levels of mission control seems to 1. Telemetry and Command - gathering the data transmit-
.:.__'j - call for the infusion of AI techniques; the goals at the higher ted from the payload, deframing and demultiplexing it,
::!;.:_ levels would be to increase the automaticity of mission reconstructing the original raw telemetry frames, storing
"'_:_ control, replacing humans in time-critical, repetitive, and it, and transmitting commands and/or data to the
:.:ii:_i routine decision.making roles, payload.
:!_:._ All indications are that NASA is in immediate need of a 2. Payload Navigation - determining actual payload orbital
::.-,' more centralized, modular, and automated mission control parameters, comparing them with nominal values, and
.. .-..:_ center concept. This need for a reusable, centralized mission making minor orbital corrections.
:. :._ control center has already been recognized by certain groups
•_':. within NASA. Des Jardains' POCCNET concept, reviewed 3. Monitoring - interpreting received data to ensure
!,i!iiii below, provides an excellent overview of how mission opera- integrity of the craft and performing preventative andtions could be clean d up a d standardized at the lower levels, diagnostic tests and maneuvers.
=:-3 providing a modular software foundation into which the
__ specific scientific and technological needs of each mission 4. Sequencing - devising, coding, and transmitting se-
:,_ could be grafted. At the higher levels, there are some AI quencing instructions to the craft for executing science
• .:; methods that the Study Group feels are ready for immediate experiments and remedying problems.
_ ', technology transfer, and others that NASA should invest in for
" :_ longer term payoffs. We suggest several of the immediate and 5. Data Interpretation and Display - capturing, formatting,
: eventual payoffs from AI in mission operations below, and and displaying scientific and technological data from the
: _i have included a brief survey of the state of the art in AI craft for convenient use by humans.
....:::i problem solving and programming languages.
" _ 6. Manpower Coordination - sequencing ground-based hu-
3.2 State of the Art: Mission Operations manactivitiesrelating to the successfulmonitoringand
_,-: science gathering of the mission; this includes such things
":'?.,._',
::.--i":_; as gathering together appropriate subsets of the scientific
-i_ The view of mission operations developed by the Study
:_:_ Group is that there are three categories of human activity in community for judgmental decisions, coordinating rou-
:. _-:_ tine staffing of the monitoring facilities, locating techni-
:_._-i::; mission control during a mission's lifetime:
...:::. cal experts to deal with specific problems, and so forth.
:_:-i_ 1. Intimate control activities, where human intelligence and
':!_"i expertise seem to be demanded. Although the Study Group saw a wide spectrum of detail
•,-:.-; across the various projects and missions within NASA, every
':-..; 2. Mid-level intelligence problem solving tasks (real-time project and mission seems to demand these core activities.
...._i;::i! flight sequencing, resource scheduling, automatic con- Indeed, it appears that only a small fraction of a mission's cost
-'!:i_ flier resolution) where humans are extensively employed in manpower and planning derives from the unique scientific
.'-_ because of their problem solving and modeling knowl- aspects of the mission; without a doubt, the bulk of missions
•._ :i- operations is common to all projects within NASA.
• ._ _ edge, but where no judgmental decisions per se must be
i 7:I made.
:_,.:! Nearly everyone in NASA seems to realize this. Yet there
3. Repetitive monitoring and control activities, where seems to be such greatinertia fromNASA'searly days of rapid
enough intelligence and human intervention is required growth that no one seems able to initiate cross-mission
that humans are presently essential, yet where the tasks technologies that would coalesce missions operations. We saw
are unchaUengingand wasteful of human resources, one notable exception, however; des Jardains' proposal for an
automated, reusable Missions Control Center (POCCNET-!
't In this subsection, we highlight what seem to be the most RTOP #310-40-40). Des Jardains' proposal is well-conceived;
important aspects of mission operations from categories 2 and but, as he points out, even the most ambitious automation
1
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• .°
_ projects can proft from the use of AI technologies. Since we facility that serves as a large, automated backdrop of uniform
"_
feel des Jardains' proposal represents a large step in the right computing resources useful to any specific mission.
-'i
_ direction, and since we have a relatively clear picture of where
': :.I the incorporation of AI techniques might significantly enhance
•::.:i AI Techniques: MissionMonitoring. The volumes of para-
:_ "_ des Jardains' proposal, we first summarize his ideas; then
:' J suggest how the concept can be extended by incorporating metric data sent back from a craft are sampled, abstracted, and
::;:_:J.: existing AI problem solving and representation technologies, formatted for meaningful interface with human controllt_rs_
iii!i:-:.i The role of a controller is to apply a knowledge of the"
mission's goals, the craft's capabilities and physics, and the
i,.!:::!i!i": Des Jardains' Proposal. Des Jardains' proposal concentrates current-phase phase of the mission in interpreting the data-he
-__::'_: primarily on the concept of a reusable missions control system sees. Our impression has been that this aspect of mission
__:_ which automates major portions of severalof the categories of
-._-_i operations remains essentially unautomated, except possibly
_::: mission operations above. He thinks in terms of a "payload for continually improving sampling techniques, display tech-
_ operations cycle" in which requests for data or science from nologies, and human interfaces. Our message to NASA is that
: _ users are queued up and scheduled by missions planning, this is an ideal area for increased automation from AI.
taking into account their priorities, sequencing demands, and
_iiii=:_.. the current state of the craft and its sensors. The output of the; "..--
_.).! missions planner is an "as-planned payload activity timeline," The key to automating this aspect of missions operations
'_:':_ which, when combined with parametric data indicating the lies in the areas of symbolic modeling and representation, two
_i:i:!!'! craft's current state, yields a specific sequence of commands to of the pivotal areas of AI. Presently, the human's presence in
----.. the craft. Results of commands yield an "as-performed time the monitoring loop is required simply to make connections
:'i_2 line," which reports back to the data management phase of the between what the human's symbolic model of the mission and
'.=i cycle. This phase organizes raw data collected during specific craft say should be happening at any moment, and what is
'.::_ intervals, correlates them with the as-performed time line, and actually happening. In this role, the human monitor draws
with original user requests, then delivers the data to the user. primarily upon his knowledge of cause-effect relationstffp,
An intelligent data management facility would also notice ones which are specific to the craft and others which are of a
missing data and unfilled user requests, and act as a sort of more genetic nature. Because of what he knows about the
- .q
: : ombudsman for all users, following up with its own requests to current phase of the mission, he is able to compare the
• mission planning to f'fllunmet original user requests, incoming parametric data with the expected conditions,
• • supplied by his model. When anomalies arise, he can not only
: recognize them, but also use them in combination with his
i, Des Jardains' proposal is essentially (I) to automate the symbolic model to hypothesize the nature of the fault. He
_i::'.! mission-independent aspects of this data collection and deliv- could then issue further diagnostic commands to the craft,
cry cycle (and its implicit sequencing) and (2) to provide a
: ..: commands that would remedy the fault, or commands to
'__, uniform facility for embedding mission.specific systems in the
reconfigure and bypass it.
.i__ basic support system. Since the sources of information with
•.-_i which the system haust deal are both technically and geograph-
,.:: ically diverse, the proposal takes the form of a computer Such symbolic modeling, including representation of the
..~.-
network which des Jardains calls the payload operations craft, representation of cause-effect principles, symbolic simu-
: '_ computing cycle (POCC)net. lation, and fault modeling and diagnosis, are favorite AI topics.
;.:::,:! Much of the best AI research has been carried out in these
_:..:i As des Jardains correctly points out, such a POCC net areas, and the Study Group feels that parts of this science are
::_'" ready for transfer into NASA.
"-: would solve a number of NASA's current problems relating to
•:'_ mission cost, turnaround time, and efficiency. Currently, in
;_i: the absence of a uniform, reusable facility, each mission must AI Techniques: Sequencingand Control. The Study Group
"_ develop its own special purpose systems which are not reliable heard reports of the agonizingly slow methods of controlling
_i ] and which often just barely work. Users often must suffer Viking. The process of conceiving, coding, verifying, and
,' ._ lengthy delays, and must pay individually for computer time transmitting commands to the arm and science packages
_::.:-_ that relates more to NASA mission management than to the aboard Viking apparently took times measured in weeks, even
.. :.. science the user derives. Originalmission support teams break for relatively modest operations.The Study Group appreciated
: :.I up and leave, taking with them much of the esoteric mission the uniqueness of the first missions, and concurred that the
"'? -t
._:,._ specific knowledge, making it difficult to train new staff to procedures used were essential, given the importance and
-7-, support the mission for the duration of its lifetime. In short, novelty of the Viking missions. However, as NASA proceeds
:, time, money, and effort are wasted by not having a central with increasingly complex scientific missions, the increasing
.-.•_
- .-- .
i
.. _ autonomyof craft wilIdemandfar more automatedsequence distanceof the sample,reaches,grasps,then verifiesvisually
.. ! control regimes,both on the ground and on the craft. This and by tactile feedbackthat a red massexistsin its grasper.It
-:.: :! appearsto be anothertopic closelyfittingcurrentAI work. then plans an arm trajectory to package21's input hopper,
:! -':.-i noting that the flap of package13 isup, and must be avoided.
'. ,3 The sequencing task appears to progress as follows. A After moving the sample to the hopper and ungrasping,it
.:_...'_, committee of scientistsconvenesand decideson someimme- visuallyverifiesthat a red massexists in the hopper, and no -
,::_,.::_i diate sciencegoals.Theseare then roughlymappedonto craft longerexistsin the grasper.It turnson package21, andreports
!.:_.i_i'i_i!capabilities, with some preliminary consideration that the backto ground.
i!-i!'!i_, goalsare feasible,consistentwith one another, andso forth. A
._-:_._ team of experts is given the generalgoals; then producesa Everythingin this scenarioiswithinthe meansof current or
..'._._"_ general sequencing plan. The general plan is progressively forseeableAI problemsolving,manipulator,vision,and naviga-
"-::_ mappeddown to the individualcommandlevel,resultingin a tion technology. Its primary feature is that, becauseof a
i"_ i sequenceof primitivesteps to be sent to the craft.Beforeit is self-modeland knowledgeof problemsolvingstrategies,the
.... sent, however,the sequencemust be verifiedboth manually craft can do more sciencewith less ground-basedsupportin a
;iiiiii and by computer simulationto (a) meet the sciencegoalsand given period of time. Furthermore, the advantagesof such
i ,:i (b) to preserve craft integrity in all respects (electrical, technology on any particular mission are miniscule when
':.i7 mechanical, thermal, logical).After the sequence has been compared to the advantages NASA will derive from the
!_:'-.i.-i scrutinized, it is sent a step at a time, with very careful underlyingtechnology.Again,just as desJardainshaspointed
'i_.,:.! attention to feedback from the craft to ensure successful out for the lower level aspectsof missionoperations, what
-_:_:._ completion of each step before proceedingto the next. In a NASA sorely needs is a mission independent repertoire of
:-_._ mission with the relatively simple arm and TV facilitiesof basic problemsolvingpackageswhichcan be molded around-
--.S
'..:._ Viking, the bottlenecks seem to be the code sequence the automaticsequencingneeds of each missionin a uniform
.... verificationstep and the feedbackloop in whichthe sequence way.
•-_:. is administeredto the craft.Theconceptionof plans,and their
! mapping onto craft capabilitiesdo not appear to be the 3.3 Recommendations
:.! bottlenecks.However,in a morecomplexmissionallphas.esof
•:. -;- sequencing will be bottlenecks, if attempted usingthe same
' i Up to thispoint, NASAhasconcentratedon thoseactivities
• '_ levelof control techniquesfound in Viking.
.....: that, in a primarysense, result in successfulmissions.That is,
_ -:_ One of the larger areas of AI, problemsolving,is directly NASA designsand builds the equipment required for space-
; __ related science.This includesground-basedcontrolequipment
...,•_ relevant to all phasesof missionsequencing.This is the study
-_..,::_ of the logicalstructure of plans,and their automatic genera- and procedures, as well as the spacecraft and its support
•":"_:-: tion for complexsequencingtasks.The Study Group is again systems. The Study Group strongly feels it is essential that!_;__ NASAbegin to look at some metaissuesof how to codify the
::::.:':: unanimous in its opinion that AI problem solvingtheory is
'..... knowledgeit uses in primary development.AI researchhas
, largely ready for use by NASA in complex sequencing shown that codification of the knowledge underlying the
.i_.:i environments, both ground-basedand on semi-autonomous primaryadvancesin a field can lead to a better understanding
-":"'_ craft. Putting more sequencing intelligence on the craft of the basicissuesof the field.In NASA'scase, the immediate
::__ becomes increasinglyattractive as ground-craftdistancesin-
_:_,_:.ii and long-termpayoffsfromcodificationof existingknowledge
....-- creaseandeffectivecommunicationbandwidthdecreases..
•_-;_-" about missionoperationswould be in increasedautomaticity,
-",:i if the primarytechnologiesunderlyingmissionoperationscan
.i :i?ii The scenario of a semi-autonomouscraft with onboard then be handed over to the computer. As the computer
. ii problemsolvingintelligenceand a symbolicmodel of its own assumesprogressivelymore of the intelligent control rune-
:>:_ capabilitiesmightgoas follows.Scientistsdecidethata samplei!-_ tions, moreambitiousmissionsbecomepossible,each mission
::_ of reddish materialspotted about 15meters awayshould be
•:....::! becomescheaper,and the scientificcommunitycan be put in
_:! analyzed by science package 21. Using graphics techniques, closer touch with the onboard science.
• -, they draw an outline around the sample on the TV image.
:_ Using this outline to identify the object of interest, the
'-?':_ onboard visionsystem convertsthe imagedata to coordinate The Study Group's messageto NASAis, therefore, that
•: _ data in its local coordinateframe.Thevisionsystemissuesthe NASA is becommingmore and more an informationutility
•..: ',, goal of causinga pieceof the samplelocatedat the coordinate and less and less a spacehardwareenterprise.Becauseof this,
• _._ to be transported to the input hopper of sciencepackage21, NASA needs to beginnew missionindependentprogramsfor
) located at another known position. The navigationproblem managinginformationduringa mission.The first step toward
i solverthen generatesa course,movesthe craft to withinarm's creatinga metalevel(information-based,rather than hardware-
. i
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::. based) technology within NASA is the development of a requirements that will be imposed on computers to meet
. _ unified Mission Control Center, with the goal of increasingthe scientific missions of exploratory space flights in the areas of
mechanization and standardization of sequencing, data ban- fault tolerance, large scale integrated circuits, space qualifica-
: :-._
.... riling and delivery, and related protocols at the low levels of tion of computers, computer architectures, and research
-_ _; the system, and increasing the automaticity of the center at needed for space computers are discussed. Recommendations -
!(--:7i the higher levels by introduction of existing AI problem of actions to be taken by NASA are specified for each of these .
•. .:_ solvingand symbolic modeling techniques, areas.
• .-'.i
•:;"q.-.:; To begin the development of such a reusable, modular, 4.1 TechnologicalNeed
_"_ intelligent MissionControl Center, the Study Group makes the
• _ following recommendations. Computers in outer space face severe architectural con-. e "7_
" ' straints that do not exist with respect to ground-based
!;'_._: 1. That NASA look seriously at des Jardains' proposal and computer operation. Because of this, special considerations
...... establish a mission.independent fund for supporting the must be taken with space computers that do not necessarily
_ ::i_ development of a system such as DesJardains proposes.
.-'.., generalize from ground experience. The aspects that require
:?-::_ special attention are discussed below.
:_'_' 2. That NASA create a special internal, cross-mission
.-A..,- ;
_;-::2 d_visionwhose primary charge is to interact with the AI 1. Power and weight constraints are important for space:, ...':
:.: _ community on issuesof increased automaticity, using AI missions. Fortunately, work in large scale integrated
_.: _ techniques, throughout NASA mission operations. The (LSI) technology has played a major role in decreasing
_."_! division would serve as a membrane through which power and weight requirements for computers.
!.r_ theoretical AI and advanced computer science could
":_:_ flow into NASA to meet practical mission operations 2. Hostile space environmental conditions require that the-
__ needs. The division would eventually become a mission- computer be shielded from radiation, extreme tempera-
.: independent resource from which the mission planners tures, mechanical stress, and other space conditions.
::: for individual missions could draw advanced control
"_ techniques for their specific goals. Operational Requirements
-_ 3. That NASA charge the new division with constructing 1. Component reliability is essential since manual repair or
:i. symbolic models of mission operation, and applying maintenance in the conventional sense is not possible.
...._ those models in the organization of an intelligent soft-
- _ ware library for use in specific missions. This library : 2. Autonomous operation of the computer is essential as:._:..,.
•, ;'. would provide basic AI technological support for auto- there will be limited communications with Earth-based
:_...:_ mating various aspects of specific missions. It would systems.
,_:_ serve much the same function as a machine shop now
:•:_.!_... serves; but rather than new experimental hardware, it 3. Computers must be both electronically and logically
. ; would draw upon advanced AI and computer science to fault tolerant to:
;,)i'. provide mission-specific software tools, ranging from
•.,:;_ symbolic models of a spacecraft to models of the -Provide long operational life.
•_ _ scientific uses of information derived from the craft.
_,.--_ - Provide self.contained recovery from transient and
; s 4. That NASA adopt and support one of the advanced AI
.:!__ permanent faults.
.:_: programming languages(and related research machinery)
_._¢_ for use by the AI division in its role as a NASA-wide - Control automatic maintenance of the entire space- -
._.-_ advanced technique resource and information facility, craft. Error conditions must be readily detectable and...Lt
_:i::_ isolated to permit recovery operations. Errors may be
.-_:, of two major varieties.
4. SpacecraftComputerTechnology
"::.J - Physical faults due to component failures, temporary
-::_, The intent of this section is to discuss computer require- malfunctions, and external interference.
ments for onboard spacecraft operations in future NASA
-:i_]_':t missions. Space missions have special computer needs that do - Man-made faults due to imperfections in the specifi-
, not pertain in ground use of computers. The special needs and cations and bugs in the program.
. _,
! 3_
. i
:i Scientific Needs tion between experimenters and the various software
:! will not, in general,be necessary.
'_:: The scientific needs for space mission computers may vary
,:.: greatly. Once a mission is approved and the science objectives 2. Software needs to be developed primarily for small
;_:",_ are specified, it is necessary to analyze each scientific problems. The code will be short, and in most instances,
:!:!i experiment to determine its needs for computation. Because will be written by one programmer. Hence, software can
;).:_,i_ of the development of microcomputer technology it is not be verified and tested more readily than can large,
• _::_! unreasonable to place a small microcomputer into a scientific complex software.
':_"_::_" device to provide it with more intelligence. Hence, there will
:':"_ be a need for microprocessors. Some disadvantages era distributed approach are:
:i -: .:
-:;_i To support devices which will be used to explore a celestial I. Space, weight, and computer memory requirements may
: ; body, and which will exhibit "intelligent" behavior, large-scale be larger than that for a centralized approach since;..,,
i'.:::, computers will be necessary; that is, large, fast primary memory and logic is not being shared.
• :,:! memory storage and backup storage devices will be required.
--Z Processing pictures, and developing detailed plans to permit 2. "Intelligent devices" that have their own microproces-
_ :,, robotic devices to operate in space so as to accomplish mission sots cannot obtain more memory than initially planned
";:=.iii objectives given general guidance from ground, will be neces- for the space mission. There may be instances whereby
" ;17 sary. Large amounts of space and time are required to process information learned on the ground could cause new
:!:_!.:i real-time programs for robotics and machine intelligence, software to be developed for the device. However, unless
75; the new software fits into the preplanned memory size,
4.2 State of the Art: Architectural it will not be possible to make the change.
:! Alternatives for Space Operations Centralized Processor. In a centralized processor system, all
. : functions relative to "intelligent" devices are placed in one
: !i.!! The use of computers for space missions has been evolving computing system. Devices may time-share the central proces-
- since the start of the space age. First-generation space missions
.-.; sot so as to have the same effect of "intelligence" as with a
.- essentially had no computers. Second-generationmissions had distributed processor system in which the "intelligence" is
--:_ centralized computers that performed all computations re- built into the device with a small microprocessor. A central-
..:.:. quired by the mission. Third-generation computers are now ized processor would have a dynamic storage allocation
--_._ being considered. Three different computer architectures can routine built into it to account for space required by separate
• :::. be considered for space operations: distributed microcomput-
. _:_ programs.
..:: ers, centralized processor, and distributed networks of com-
:.ii! puters. Some of the advantages and disadvantages of each Some of the virtues of a centralized processor configuration
_;)_.". approach will be explored below, are:
.:._'-.:
: '"' Distributed Microcomputers. If one is to have many small 1 Large, fast memories become available for complex
-:":" devices with their own built.in intelligence via a microproces- "machine intelligence" tasks such as picture processing,
(!!._'_ sor, then a distributed microcomputer configuration is highly high resolution, and plan formation needed to permit
-. ;:_ desirable. Such a concept has many advantages both from a robotic devices to explore terrestrial bodies in space.
:" technological view and a management view. A distributed
:-..?i!i network should permit any microprocessor qualified for space 2. "Intelligent devices" that time-share the central proces-
":;'.i to be interconnected to the system. The interface between sor can have their "intelligence" augmented by new
-:-,._ modules should be simple as the devices should be relatively software since more core memory should be readily
: :-_. independent of one another. Hence, errors can be isolated to acquired from the dynamic storage allocation routine if
_.. devices, and it should simplify design problems. A simple needed.
.:.4 executive routine could be developed to control the devices.
:- .-;_ 3. Space and weight is saved since only one control logic is
There are some virtues to a distributed microcomputer required for the singlecomputer, and memory is shared.
L] approach:
•_ Some disadvantagesare:
'i 1. Changes in software sent from the ground to enhance a
..... device need not pass through extensive reviews as the 1. The executive routine for the central processor will be
change affects only one experiment. Hence, coordina- complicated and verification of the executive routine
I
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: will be more complex than for the distributed processor - Use of thoroughly refined techniques for the intercon-
_ approach, nections of components and assembly of subsystems.
,.'!
: ..,. 2. Changes in software made on the ground to enhance a - Packaging and shielding of the hardware to screen out.-
•:A device may require extensive coordination and testing on expected forms of external interference. .
'"?:J: the ground before it can be approved and transmitted to "
_-..!! the spacecraft. - Carrying out of extensive testing of the complete system
!5'._" prior to its use. _
:._:" Distributed Networks of Computers. In a distributed
•:..:" network of computers, tasks to be performed can be assigned Fault tolerance of physical faults attempts to employ
...: to any of the computers in the network. Peripheral devicesand protective redundancy, which becomes effective when faults
i-.13.111 memory in each of the processors tan be shared. Many central occur. Several redundancy techniques are:
:-_:..(..; processors permit parallel computing to take place. A virtue of
•.-:: such an approach is that if one central processor fails, - Fault masking to assure that the effect of a fault is
:i_!i_ computation can still continue since other processors can be isolated to a singlemodule.
":i':'_! used to perform th.e work, albeit at a reduced processing :
;-".._ speed. - Fault detection to detect that an error has occurred so
,: !-.,.
_-:':'i that a recovery algorithm may be initiated.
....._ Some disadvantages of the approach are:
i!_i!_ - Fault recovery to correct a detected fault. Automatic
...._. 1. Complex executive routines are required to control and recovery algorithms are essential for space flights since
:_:_,.; to transfer data between processors, human intervention will not be possible.
- 9 A considerable amount of time may be expended to Fault masking appears to be a good approach primarily for
_-. _ simply manage the configuration than in performing short missions that consist of several days duration. Both
. -:i work in support of the scientific mission of the flight, hardware and software controlled recovery systems are rez
ii!._-J quired for successful space operations,
Fault Tolerance. Computers sent into space must be robust.
" ii._ They must be able to operate in space even when malfunctions Two techniques for realizing fault tolerance of man-made_
_.:,_ occur. Fault tolerance is an attribute of information processing faults are:
:- _ systems that enables the continuation of expected system
2
_._-i behavior after faults occur. Fault tolerance is essential to space - Design faults: prove correctness of programs and mathe-
:._:, missions as it is impossible to adequately test components of matical models for software reliability and prediction
transistor-like devices on a single chip. A single computer (both are in the research stage); "software engineering"
i_--:'i would have hundreds of such chips, techniques include procedures for the collection and
_:_._" analysis of fault data; management procedures for
:,, Faults fall primarily into two fundamentally distinct software development;structuresprogrammingapproach
.-":i classes: to program design; and software verification and valida-
"!_"_ tion techniques.
'_-'_ - Physical faults caused by adverse natural phenomena,
:_!.,_ component failures, and external interference originating - Interaction faults due to mart/machine interaction errors.
-_:-_ in the environment. Control of such faults has been implemented primarily
::_._ by operator training and maintenance manuals. Tech-
::_i-! -Man-made faults caused by human errors including niques used in AI could suggest approaches that would"
:_._ imperfections in specifications, design errors, implemen- eliminate this kind of fault by screening all inputs.
__'_ tation errors, and erroneous man/machine interactions.
_'i_:_ LSI Technology. Large scale integrated circuit technology"
_:"_ Fault tolerance and fault-avoidance are complementary ap- has yielded relatively large processors on small chips. These
'?.] proaches to the fault problem. Fault avoidance attempts to devices are highly important for space technology. Today's
.] attain reliable systems by: high performance MOS microprocessor has the following:, features:
)
n _
:t - Acquisition of the most reliable components and their
/1 testing under various conditions. - Architecture - 16bit minicomputer on one chip.
P
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" :__! - Cycle Time- 125 nanosecond operation speed, miniaturization of computers that has revolutionized corn-
; _i;) puters on Earth provides even greater opportunities for space
::;,_i - Power-1.0 watt. missions. They will permit NASA to develop "intelligent"
• .5 !
". sensors and devices which permit information, rather than raw
:':';'_ - Die Size - 5.25 millimeters on a side. _
•:_k--_ . data to be acquired in space and be sent to Earth. Significant - -
_:_:_ size computers can be developed which will permit robotic
•".:_:'_ It is not clear, however, that such a fast device could be spaceii:;..._ devices to be buiJt and controlled using general plans revel-
.. ....... certified in the near future, oped on Earth. Such devices will permit the terrestrial
i ii'i_:'!i exploration of remote bodies that cannot be explored by man.Future high performance MOS microprocessors are likely
;'-"i: to have the following features: Fault Tolerance and Hardware. Whereasthe development of
:":"_ smaller, more powerful computers on chips will progress
..... - Architecture- Full scale information processingsystem, without support from NASA, these developments will not
": meet NASA needs for spacecraft. Ground computers do not
::: _ Cycle Time <100 nanoseconds. (Such a speedmay not require absolute fault tolerance. Because they are relatively
::': be achieved in the near future and may require an even
_ inexpensive, chips can be replaced on the ground. This,
:.i.:i! longer time to be space qualified.) however, is not possible onboard spacecraft, where fault-
. ,,
- Power - 2-4 watts, tolerance is crucial to the success of a mission. Fault-tolerant
:: hardware systems need to be supported both by NASA and
-.f..,..
. .. :_."
--,.- - Die Size- 6.5 millimeters in a side. the Department of Defense who are also concerned with
_)_:: computers onboard spacecraft. If funding were coordinated, it
- Device Count- 60,000. could benefit both organizations. Fault tolerance must pro-
• ceed at two levels - considering both hardware and software.
In addition, it would have a large logical address space, At the current time, a major problem exists with respect to
.:_ multiprocessing capability, a language orientation, and a large scale integrated circuit technology. Because of their
• .7- firmware operating system, complexity, chips cannot be tested adequately now. Random
" ! logic chips (e.g., INTEL 8080) may have failure rates that are
...-! Space-Qualified Computers. Space qualified computers unacceptable for space use. The random logic makes it
•.-"i_ appear to be lagging significantly behind ground-based extremely difficult to test chips adequately.
:.... _ computers both in speed and memory capacity. Specifications
for a fault-tolerant space computer (FTSC)under development A hierarchic, or top-down, approach to designing chips,
-::,_ at the Raytheon CorPoration are as follows: rather than random design methods .could increase chi!b
'__""" reliability and permit easier testing. NASA should support
::' Operations/second 250,000. efforts in hierarchic design, or other design techniques which
_ _-i will improve chip reliability and ease of. testing. Until major
.V-?..:: - Word and Memory"Size - 32 bit words up to 60 K developments are made by manufacturers in improving the
"_;:" memory, reliability and testing of chips, NASA should plan to test its
if:_: own wafers thoroughly before qualifying them for space.
" )-'. - Operations- floating point and vector operations. Testing performed by manufacturers on wafers has been, at
i_:i best, poor. Planning for fault tolerant hardware must start at
' __ Weight 23 kg for a 60 K memory and 36 K spares 14 g the inception of a space mission and must be a part of the.- .-:_ - _
° : for 16 K memory and 12 K spares, mission management plan.-. L"-:.
,_. - Power-25 watts. Fault Tolerance and Software. Fault tolerance is needed
i'_._: not only for hardware, but also for software. Because of a
-:_._ The system is expected to be triply redundant, where all trivial software error, an entire space mission costing billions
-:_,:! modules are on single chips, of dollars can be lost. By having intelligent devices with their
):'_i own hardware and software, small programs, relatively easy to
. 4.3 Recommendations code, verify, and test can be developed. However, one cannot
._:,j always guarantee small programs. Hence, a fault tolerant and
t Digital computers onboard spacecraft have been playing an software effort must be initiated at the inception of a mission
:::I ever increasing role in NASA space missions. They are destined and must be an integral part of the management plan.
i to play a dominant role in future space missions. The Software recovery procedures and algorithms to handle single
1
,
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and multiple failures are required, and need considerable resources, one would expect to find, a massive research and
"i
research. A systematic effort is needed for error detection and development program to advance this technology and thereby
recovery algorithms for space computers. Fault-tolerant hard- further its mission objectives. Yet we have found scant
•:;.: ware and software for space computers is still in its infancy evidence of NASA innovation within this field, and strong_
• .? and needs considerable support from NASA. indications that it is not even adequately adopting technology _
" .:' developed elsewhere. As an indication of this lack of innova- -
";i Computer Architecture. There is no one computer architec- tion, though it is certainly not conclusiveevidence, at the most
";" ture uniquely suited to all NASA's needs. The particular recent AIAA Computers in Aerospace Conference (1977)
""_ architecture for a specific mission will depend upon the; :- sponsored in part by NASA, only four of the eighty-six papers
:- _:": mission objectives. The three architectures discussedin Subset- presented (less than 5%) were by NASA Headquarters or
!_!:_i'! tion 4.2, all have advantages and disadvantages. The distrib- NASA centers people.
_::! uted processor concept and large central processors are useful
_.:..::_ architectures and should be considered for near and future
"ilii term space missions. However, the distributed network of 5.2 State of the Art: Computer Systems
•_..._ computers requires considerably more research to determine
i.-,"-:_ its applicability to space operations. Because much is still not In the workshop deliberations of this Study Group several
"!.... known about the control of distributed networks on ground- trends within NASA have become quite apparent which may
_.;_::': based systems, this type of architecture is not realistic for a seriously proscribe the potential benefits available from
_":"" Mars 1986 flight which would include a robotic device. A spacecraft based machine intelligence. It is therefore important
::/..:i distributed processor concept is attractive from a management to identify these trends, uncover their basic cause, and suggest
_:_:._ view of space computing. It provides for separation of alternative cures whichpreserveandenhance the opportunities
::..::_,.'_: functions. It is particularly useful for missions on which to utilize machine intelligence. These same trends also exist,
_::_ "intelligent" devices and sensors have special timing require- though to a lesser extent, for ground-based systems, and hence
•-: ments that cannot be fulFdledby a central processor, have broad applicability throughout the agency.
_...:. Missions that require robotic devices will require large NASAMissionsAre Engineered and Preplanned to Minimize
.:5_ central processors. Because of weight and space limitations, Dependence on Autonomous Operations. Because of NASA'_
:_ "intelligent" devices should be reviewed carefully on such no-fail philosophy for missions, an extremely conservative
"!:fl missions to determine if their needs could be met by the force is applied to mission plans and objectives. All aspects of -
._:._ central processor. If this is possible, then the central processor the mission are carefully thought out in minute detail and all
i.:_!_i_ should be shared to service the device. Trade-off studies will be interactions between components meticulously accounted for.
?.:_. needed to determine the role of the central processor and the Besides increasing mission planning costs and lead time, the
i:_::_ number of "intelligent" devices that will meet the space- resulting plans are extremely inflexible and are incapable of
::_':."-_ weight restrictions. Computers are destined to play essential having experimental components. As an example of this
:.:_:_:i roles in space missions. They will have a major impact on approach, the Mars rover mission reduced'the need for
;':::_ "intelligent" devices and sensors. Exploration of terrestrial autonomous control to local obstacle avoidance within a
•...._.=.
.... bodies by robots can be possible only with adequate computer 30-meter path. The rest of the control was provided viaground
L.. _i :
-:-:.. hardware and software. NASA must place greater stress and supplied sequencing produced on an overnight basis. As a
-..':':_ funds into the support of space-board computers, fault result half of the available picture bandwidth was devoted to
,_:, tolerant techniques and systems, and software support for pictures for the ground based path planning function rather
_::!i future space missions, than for science content, and no autonomous capability was
i:-'> provided to photograph and/or analyze targets of opportunity
5. ComputerSystems Technology not selected in the ground-based plan. Similarly, in ground-i:-!.-! based systems, we found evidence that investigators working in.
:' data reduction were not able to use the most advanced
i_ii:.! This section addresses the use of computer technology technology available because the NASA monitors were not
_":' throughout NASA. Wewill review the rapidly evolvingstate of
.... convinced that it was 100% reliable. Instead, a proven, but_
-._:q hardware technology and describe its implications upon the obsolete, method requiring much more user intervention was
::L-! practicality of machine intelligence, chosen because of NASA excessive conservatism and because
- .-_i
_ the concept of experimental upgrade of baseline capabilities
:.] 5,1 Introduction has not been embraced. Clearly what is needed is a new
i:i1 mission planning model which establishes minimum baseline
":iI_1 With computer technology so central to the organizations's capabilities for mission components, enables use of enhancedmission, and consuming such a large percentage of its versions, and provides protection from component malfunc-
•i !
.i
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1•": tion with automatic reversion to baseline capabilities. While knowledge, better software development techniques, and/or
, '_ such redundancy is commonplace in hardware, similar soft- changed mission objectives, there may well be a need to
•..-: ware redundancy, especially utilizing enhanced "experimen- modify and/or update the onboard software.
-i" tal" versions is quite novel, but technically feasible within a
:iii.:.ii_properly constituted operating system. Developing such a The benefits would be reduced lead time for software and .-
;iiS.i" capability is part of our recommendations below, an increased flexibility in mission objectives. This capability
'-"::" could be quite critical to early utilization of maturing machine
:"_:'':_ Increased Use of Distributed Computations. There appears intelligence technology. This notion is eclually applicable for
i:?".i(!:i° to be a strong push for correlating software function with ground-based systems which may be utilized long after the
-.:i_i..ii_hardware modules, so that software separation is paralleled by mission launch date. They too must be capable of being
.;,.:_: hardware separation. This tendency seems to be predicated on upgraded, modified, and/or supplanted by experimental capa-
' :; the current inability to separate and protect software modules bilities during mission operations. The basis for such capability
!....-r from one another except by placing them in separate hardware is a centralized pool of computing resources with dynamic
i.;?-.:i:_units, allocation and a protection mechanism for system integrity. It
... "shouldbe noted that this notion has already been incorporated
': -. The cost of this practice is to preallocate computing into the Galileo mission plan (though for cost rather than
5.:!.:_ resources on a fixed basis rather than dynamically allocate flexibility reasons) in which the spacecraft software will be
..:._-!, them from a common pool. This results in underutilization of delivered after launch.
: .:_ the computing resource, reduced capability, and/or decreased
!---._,_._system flexibility. Current machine intelligence systems re-
_i.iii_ quire large allocations of resources, but they only utilize them Desire to Minimize Onboard Software Complexity. This is
' intermittently. Since such machine intelligence systems will part of NASA's larger effort to minimize spacecraft complex-
• :.. - initially be experimental they are less likely to justify fixed ity to increase reliability. As above, special recognition of
: :; allocation of the resources only occasionally required, software's unique characteristics must be made. Otherwise
.._ onboard capability will be unnecessarily restricted. The mini-
'" The benefits of increased utilization of dynamically allo- mized complexity criteria should be applied to only the
•"_ cared resources could be realized if protection mechanisms baseline software and the protection mechanism, for this is the
: ..i enforcing separation of software modules required above for only portion of the spacecraft software relating to reliability,
: ; ."experimental" versions and a resource allocator (a standard rather than the entire package of ',enhanced" modules. With
'i such an.approach, capabilities, including •experimental machine
•., part of operating systems) existed.
intelligence systems, could be incorporated in spacecraft
:: without compromising reliability.
::':_ Use of Standardized Computer Hardware. As part of
i_<::_ NASA's standardization program, standards are being set for
.-....; onboard spacecraft. This is intended to reduce costs by Central to each of these spacecraft trends is the notion that
'_".,.!
:'ii,.":_ avoiding new hardware development and space qualification software is an ill understood and difficult to control phenom-
_':U efforts, decrease development time by ensuring the early enon. It must therefore be managed, restricted, and carefully
::_..i..,:,i..!availability of the hardware, and increase reutilizations of isolated into separate pieces. This notion has, in the past, been
i-:.;.i_ existing software. However, since hardware technology is . all too true, and its recognition has been manifest in the trends
•-.!:ii_ changing faster than the mission launch rate, standardization described above. However, current experience with time-
_-"i!_ results in the use of obsolete hardware. This limits the sharing systems have developed techniques, combining hard-
".:....__ resources available to any machine intelligence system. Devel- ware facilities and their software control, for providing
opment of software portability, or equivalently hardware separate virtual machines to several processess. Each virtual
compatability in a family of machines, would mitigate all of machine while protected from the others shares a dynamically
: .,r these problems except for the time and cost of space allocated pool of resources (such as memory, time, and
-,, ": i
: " qualification, bandwidth) which may include guaranteed minimums. With
!i-:!:i:j_ such a capability, simulating separate machines via a hardware/
.:..: Long Lead Times Required by System Integration. Cur- software mechanism, all of the reliability advantages of
rently all software, like all hardware, must be created, separate machines are retained while the flexibility of dynamic
debugged, and integrated many months before mission launch resource allocation are also achieved. With proper software
:.i._ to ensure proper spacecraft functioning. But unlike hardware, design these capabilities could be built into a general facility
- ] software can be modified after launch via telemetry. This is for incremental replacement of baseline modules by enhanced,
_ especially important in long-life missions lasting many years, and possibly experimental, versions with automatic reversion
During that period, as the result of increased scientific to the baseline module upon failure of the enhanced module.
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5.3 ComputerSystemsDevelopment within the computerfield. NASA would dowell for itself,and
Recommendations seta fine example,to remedythis.
,.I
:..,' We recommend a virtual machine and software-first ap- There are two main issues we wish to cover in this section.
! proach to system development: The first concerns characterizing the state of software develol5-
ii::.'_-: ment within NASA, comparing it to the advanced software-
i_:i 1. For both ground and spacecraft software, that NASA development facilities available in selected universities and
-_ develop a virtual machine approach to software develop- research institutes, and outlining a short-term plan to effec-
,..:,: ment in which protection between processes is main- tively transfer this technology into the NASA environment,
tained by the operating system which also allocates Secondly, there exists some preliminary, but far from practical
::_.:._: resources as required with certain guaranteed minimums, machine intelligence work on automating various parts of the
,_:::_ software development process. We will briefly examine this
; 2. That within such a facility provisions be made for work and its potential for NASA; then suggest an appropriate
!iii.i?i_ supplanting modules with upgraded or "experimental" role for NASAin this field.
';i_i: versions. The operation of such modules will be moni-
:,_;:: tored automatically and/or manually and upon failure 6.2 State of the Art
':_ will be automatically replaced by the reliable baseline
;_"_;! module. Software Development within NASA. With rare exception,
.... •-,_-
ii.!i_:i NASA software is developed in a batch enviro_unent. Often
.;_?i_ 3. That NASA adopt a "software first" approach so that the medium is punched cards. Programs are keypunched and
_:.:_ hardware can be supplied as late as possible (to take submitted. Results are obtained from line-printer listings hours
.:._.:-_, advantage of the latest capabilities). To support such an or even days later. The only debugging information provided is
:._ approach, either software portability (for newly devel- what the programmer explicitly created via extra statements
; oped code) or compatible machine families must be within the program. Deducing the cause of a failure from the
_.i provided, debug evidence produced is a purely manual operation.
....,_ Changes are made by keypunching new cards and manually
_::_ merging the corrections with the program. Then the cycle is
6. Software Technology repeated. In some NASA environments, cards have been
:..'_ replaced by card images stored on a file and corrections are-
.':_' This section makes recommendations concerning the use of made with an online editor, but the process is essentially the
;_ machine intelligence to further the production and mainte- same. Only the keypunching and manual manipulation of
..._:i nance of software throughout NASA. In addition, we will cards has been supplanted. The programs are still developed
.,;_ strongly recommend increased utilization of (non,machine and debuggedin a batch mode.
_;_,_ intelligence) computer science to improve NASA's current
.:._-:! capabilities in software. Software Development in Machine Intelligence Labora-
:_ -' tories. In striking contrast to the NASA program development
:_!! 6.1 Introduction environment is that existing at several laboratories (such as
_!;:; CMU, MIT, Stanford, BBN, ISI, SRI, and Xerox) working on
.,:,; NASA is basically an information Organization. Its mission machine intelligence. This environment is characterized by
i_-':_ is to collect, organize, and reduce data from near-and being totally online and interactive. The heart of this
_._i_ deep-space sensors into usable scientific information. Comput- environment is a fully compatible interpreter and compiler and
=_:!:'i ers are obviously essential to this mission as well as to the an editor specifically designed for the language and this!- _.J
_:.i launch and control of the spacecraft involved. Annual corn- interactive environment. The remarkable thing is that this
.... puter expenses, for both hardware and software, represent environment is based neither on machine intelligence mecha-
.....•; ?:' about 25% (7) of NASA's total budget. Compared with other nisms nor concepts, but rather on a machine intelligence
:ii.?_ users of computer technology, such as military and commer- philosophical commitment to flexibility and a few key
..:_ cial organizations, NASA appears to be merely a state of the computer science ideas (that programs can be manipulated _s
:.';_ art user. But compared with the programming environments normal data structures and that all the mechanisms of the
_'_ found in universities and research institutes from which language and system must be accessible so that they too can be
:-_J this Study Group personnel panel was drawn, there is a world manipulated).
of difference. The technology lag represented by this gap is
not NASA's responsibility alone, but is indicative that an These key ideas and a long development by many talented
] effective technology transfer mechanism does not yet exist people, have created an unrivaled software development
.: !
• !
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environment. In it, changes to programs are automatically Automatic Programming. Having dealt with the current
:.:_:: marked on reformatted listings, the author and date of the state of NASA's software production and its improvement
..' .i changes are recorded, the correspondence between source and through utilization of existing computer science technology,
.. .:- :)_
.:,-;:;. object modules is maintained, automatic instrumentation is the central issue of utilizing machine intelligence for software
available, non-existent code is easily simulated for system production can now be addressed.
.._.'.:; mock-up, extensive debugging and tracing facilities exist
-- ::, including interactively changing the program's data and restart- Software is essential to NASA's mission. It is used to launch
::_....2 ing it from any active module. In addition, arbitrary code can and control spacecraft, to collect, reduce, analyze, and
: :.i!? be added to the interface between any two modules to disseminate data, and to simulate, plan, and direct missionS!
:;:._.-! monitor their actions, check for exceptional conditions, or operations. The other sections of this report address extension
•i:_..:- quickly alter system behavior. Also an analysis capability of these capabilities through incorporation of machine inteUi-
-.: exists to determine, via natural language, which modules call a gence in these software systems. Here, holding the function-
'.:_:":i? given one, use a variable, or set its value, ality of the software constant, the use of machine intelligence
_.:_i to produce, or help produce, the software is considered.
i?_.:!, There are many other capabilities far too numerous to
::.:,7 mention but the key issues are that they are fully integrated Even with the capabilities suggested above for improving
....... into an interactive environment and that a commitment has the production and utilization of software, the development of
•_-_ been made to substitute computer processing for many of the software is still largely a manual process. Various tools have
programmers' manual activities. As computer power becomes been created to analyze, test, and debug existing programs, but
:_:.:_:: less and less expensive (By 1985, according to a CCIP-85 almost no tools exist which aid the design and implementation
.-.. study, hardware will represent only 15% of the cost of a processes. The only available capabilities are computer lan-
computer system. The rest will be cost of people producing guages which attempt to simplify the statement of a finished
i the software.) while people get more expensive, such a policy design or implementation. The formulation of these finished
. ?i: must clearly predominate. Furthermore, several studies have products is addressed only by a set of management guidelines.
. i" shown that software quality and cost improve as the number As one can imagine, these manual processes with only minimal
•-i of people involved decreases. Thus, environments which guidelines, unevenly followed, are largely responsible for the
improve programmer productively by automating certain variability currently found in the quality, efficiency, cost, and
:?i+ functions also improve quality while reducing costs, development time of software.
•:_. It is quite clear that significant improvements will not occur
6.3 SoftwareDevelopment as the result of yet "better" design and implementation
Recommendations languages or "better" guidelines, but only by introducing
"_T:_i') computer tools which break these processes down into smaller
': For these reasons, we recommend: steps, each of which is worked on separately and whose
.-: consistency with each other is ensured by the computer tool.
?'-_ 1. That NASA immediately undertake a program to recre-
::'""_ This approach defines the field of automatic programming.
' ate within NASA the interactive programming environ-
;.-L:i ment found in various machine intelligence laboratories It is based on machine intelligence technology and, like other
..... machine intelligence systems, it is domain specific. Here the
i,i "_ for some NASA language.
• .,., domain is the knowledge of programming: how programs fit
:-' together, what constraints they must satisfy, how they are
=:-:'_ 2. That NASA consider creating a modern data-
_ __ optimized, how they are described, etc. Programming knowl-
_iT_i_ encapsulation language (of the DODI variety) as the edge is embedded within a computer tool which utilizes the
_-_:, basis for this interactive facility.
:_ knowledge to automate some of the steps which would
::...;_ otherwise have to be manually performed. There is consider-
:;_...:.,,..; 3. That NASA only undertake this project with close, able diversity of opinion over the division between manual and
.-__ cooperation of an advisory group drawn from these automated tasks.
i_:.:_.;:_!_ii laboratories and with NASA personnel familiarized with
i these interactive environments via extended onsite
training visits (approximately 6 m ths durat on) The critical issues, however, are that the unmanaged manualprocesses of design and implementation which currently exist
,(,_ only in people's heads and, hence are unavailable and4. That NASA acquire the necessary computer hardware to unexaminable, have been replaced by a series of smaller
i support such an environment, explicit steps, each of which is recorded, and that someI
i
i
i
i
"i
i portion of them have been automated. Over time, more and gence techniques may be brought to bear. We propose a
.i more of these steps will be automated and the programmer's greater emphasis on intelligent sensors to perform data
Z! role will become more supervisory. For the first time, the reduction and selective data transmission, and the develop.-
•_ .i_ programming process will have been rationalized and recorded, ment of knowledge data bases to aid in experimentation and
.._,_.,_
open for examination and analysis. This will enable programs planning.
_:_io_?!_. to be produced which are guaranteed to be consistent with
-_.--_ their specification, it will eliminate the need for program 7.1 Introduction
.'--.-: testing and the cost and unreliability associated with undis- -
..?. !_ covered bugs. In addition, as automation increases, costs and Current and future planned missions within NASA are
_:.'i-._ effort wiU plummet. Besides the obvious advantages these oriented heavily towards the acquisition, dissemination, and
._..-_"_ reductions offer, a very important side benefit will occur. We analysis of data transmitted from space. The amount of such
_i.i__ know from instrumentation studies that large systems are not data is currently voluminous and will become larger by an
efficient when first implemented. Unanticipated bottlenecks order of magnitude in the 1980s. An estimate of the problem
:""_:! always occur. The drastically lower costs of implementation in the 1980s indicates that some 10t° bits of data/day will be
will afford the opportunity for people to experiment with generated for non-imaging data, while some 10! 2 bits/day will
:*,..:-. alternative implementations. These experiments wil broaden be generated for imaging data. The magnitude of the data
'_';'_ their experience base and enable them to develop better acquisition and dissemination problem is staggering. Whenone
....._.:.: intuitions about how such implementation should be con- adds the increased sophistication in data processing needed to
i_":-_ structed. Furthermore, once people have gained this knowl- convert raw data to information and to make it accessible to
:; edge, it can be incorporated as a further automation of the the users one has a major problem in managing such data.
_._!_ programming process.
:__ The present NASA data management system has evolve6-in
All of this paints a very rosy picture about automatic an ad hoc manner. Continuation of an ad hoc approach will
:: programming. The catch, of course, is that these capabilities neither be resource-effective nor meet the needs of the
.i.!.:i_* don't yet exist. The field is in a quite formulative stage, scientific user community for the post-1980 time frame.
i: i:"i_ Impressive work is being done in a number of research labs, Greater reliance must be placed upon computers playing a
-., but none of these systems is close to practical use by an greater role in space. The heavy density of data, instrument
:" '::' external user community. A period of research support sophistication, ao.dminiaturized microprocessors in space man--
:.i-:.,-_ followed by specialization to particular applications is needed date that resource effectiveness be achieved on and between
", if NASA is to reap any of these potential benefits. Since each missions by end-to-end management of data. This will involve
-_.... of NASA's missions require similar, but different, software, a policy, management, software, and.hardware. It is extremely
..;?i number of such specialized automatic programming systems important to have careful planning or central management
,, ;._ could be constructed to cover a large percentage of NASA's planning for data. To achieve resource-effectiveness, the
total software effort. Recommendations: management of data must become a controlling force in the
:i(!::ii development and plans for any mission. In the following
I. That NASA develop a research and development plan, in sections, we shall briefly describe the flow of data as it exists
conjunction with experts in automatic programming, for now, and the end-to-end data management concept that will
'_":':._ the creation of automated tools for the design and be necessary to meet the demands of the 1980 era and
_"-:::_ implementation _tages of the software development beyond. We shall also discuss the steps required by NASA to
:_":i process, meet the major challenge of the data management problem.
2. That NASA identify its major areas of software concen- 7.2 State of the Art: Flowof DataWithin
o
i-_ tration and that specialized AP systems be developed for Missions
_-i_!!_ these as the field matures.
.-_.:_
-..._, The flow of data from an instrument to a principal
'_:-"_ investigator in today's technology goes from the instrume_lt
7. Data Management Systems onboard to data processing on the ground and then is
"i Technology transmitted to a principal investigator or to facility instrument
•_'_':_ team members.
• " _t
.ii This section briefly outlines a proposal for a coherent data
management system which would control data acquisition, Future missions will require that, instead of a one-
reduction, analysis, and dissemination. We discuss NASA's instrument to one- or many.instrument users, it will be
i_i_i!". NEEDS effort highlighting those areas where machine intelli- necessary to have the outputs from many instruments onboard
the spacecraft undergo data processing and provide outputs for is limited in that the images are not keyed to a specific map
. _.i many users. For example, weather and climate information, projection.
" spacecraft thematic data, and hydrological data obtained from,,.- •
:.ii:i_ many instruments are combined with data obtained through Future Control: NASA End-to-End Data System (NEEDS).
:::':-! non-space observations to prepare food and fiber production -<'_._" Projected mission data requkements exceed the present system
(_.:._:_ forecasts, capabilities to handle them. The increase in data volume can:, LJ,
::_,.:_:__ only partially be met through engineering technology improve-
:-i_i_._" Current Data Control. The management of data as it is ments, as there promises to be a concomitant increase both in
,:._ obtained from the spacecraft is currently provided by onboard the number of users and complexity of sensor-related tasks.
>':_:.: control management. They specify the data to be sensed, New demands continually arise for more complex instruments,
-_.3_: conditioned, handled, and transmitted by the instruments on better interfaces between instruments, and more sophisticated
•ii'.i_'!! the spacecraft. They have available to them flight dkection data processing. Many experiments and applications tasks in
:,.--:_, data, and can make adjustments during the flight. Investigators the near future will requke a direct user/sensor coupling on a
_::__ who desire changes, must negotiate with the management non-interference basis. This should require the development of
i!_-i_!i! team. Data obtained from a mission must undergo processing, dedicated, distributed microprocessors on board the space-
.-i"_'_ sorting, and distribution. Further reduction, extraction, and craft. Other applications in space will require large centralized
:"_ analysis of the data takes place to transform the data into processing on the ground to effectively integrate information
useful information. The transformed data and the raw data are provided by severalsatellites. For both instances, data manage-
.i_!!i_!_:stored in central repositories and distributed to principal meat adminstration prior to launch of each mission is needed
':._: investigators for further processing, analysis, and use. to assure coordinated information acquisition and integration.
. Q.
-- This flow of data is illustrated by the LANDSAT project. An end-to-end data system will consist of the following
-t LANDSAT data is currently transmitted to line-of-sight elements:
_-i.! ground stations located at Beltsville, Sioux Falls, and Gold-
_-.i stone in the United States and in three foreign countries. The I. Instruments Aboard Spacecraft - which sense data,
• . data is now in the planning stages to be transmitted to several provide attitude and position information, Greenwich
: _ other foreign ground stations. It is then retransmitted over the mean time, and provide control information on thei.
, i Space Tracking Data Network (STDN) or mailed to the downlink to ground. They are provided uplink or
-:-: Goddard Space Flight Center. In either case a three or four control feedback to specify information to the sensors as
' . _. day delay results in the transmission receipt at Goddard. to where to look, when to look, and how to look. Such
'"-:.; control may emanate from mission operations or
"_ The raw data is assembled at Goddard where it must be directly from users who can access the sensor remotely
. _'-.'ii*"
• _;:-: spooled-up waiting for other data related to the flight, such as from terminals.
' "_ orbital information and f'meattitude of the spacecraft. Some
iii_:, processing is l_erformed on the data to account for such 2. Operations- monitors system performance, develops
•-:i_i factors as the curvature of the Earth. Goddard then cuts a tape housekeeping information, coordinates activities, main-
.... : and transmits the processed dat5 to the EROS Data Center run talus a directory of the system, provides user assurance,
ii:::i!i by the Department of the Interior in Sioux Falls. EROS and accounting information of the downlink. On the
:.?ii catalogs the data, stores it in its data base and distributes data uplink to the spacecraft operations allocates resources,
;._:; to users on a payment basis. Upon request, EROS produces modifies the real time configuration, specifies flight
• _. ! high quality enhanced data. However, no LANDSAT data maneuvers, coordinates user needs to the spacecraft, and
; !..._
: _ conforms to any particular map. provides housekeeping and repair for the spacecraft. A
• :: i- data base is maintained and updated on space flight• .- ,n
•_ - The LANDSAT data system for the U. s. should experience information.
.... considerable improvement when a Master Data Processor
_i?_"ii (MDP) becomes available at Goddard. Such a MDP will pro- 3. Data Staging- receives data from operations on the
_:-:J vide space oblique mercator projections analogous to those downlink through commercial networks and packages
;! i obtained from ortho-photo aircraft images. Furthermore the data by operating on the output of many instruments
.*_ it is able to use selected ground control points for each required by a user. The output of instruments may
i! _] frame to permit sequential frame overlays from several _equire calibration, and the packaged data must be
i]_ passes over a particular area. The master data processor can distributed to multiple users. Such information must be
• solve the problem of making the digital images look right, amassed in short periods of time (near real-time) to
' and can provide temporal registration. However, the MDP permit the user the ability to control and change
instrument settings and programs. Data staging is a images and by measurements taken by the robot itself. Item 2
downlink operation. A data base is maintained at the can also be obtained partly on the ground and partly by the
; data staging area. robot. General rules and axioms, on the other hand, needed to
•., devise and effect plans, must be provided by the ground.
'i 4. Distributed Users- provides near real-time data and Regardless of where the data and information arises, it is
_:_iii investigates and screens output from instruments onthe essential that capabilities exist within the robot to store,-
downlink. The data may be received directly from retrieve, and manipulate large amounts of data. Hence, a data
:-.._ operations via commercial networks or be transmitted management system will be necessary as a part of the robot•
:= _ via commercial lines from the data staging area. On the itself. A non-conventional data management system will be
-.7i uplink the users provide planning, scheduling, and required-one that can do deductive searching and plan
;i!_i control information directly to sensors that they control formation. Hence, it will require an extensive knowledge base
_ and which are independent of other instruments on- system, a semantic network, and an inference mechanism.
-;::_ board the spacecraft. The user maintains a specialized
::-.--;_ data base. Even if the spacecraft is to be used to transmit data to
ili:.!! Earth, where a data management system exists, there is
(.:..? 5. Knowledge Centers - maintains data and knowledge on considerable planning that can be accomplished so as to
'i?iii_._ specialized topics. The data from a mission is trans- improve the efficiency of data acquisition. For example, the
: _-. mitted via commercial networks to one or more knowl- following topics should be addressed on every mission:
_::..:
:!i!i:_ edge centers. The knowledge centers provide services to
i_.:_, the distributed user community. They maintain not only - Need for data compression to minimize the number of
i:i:_ mission supplied data, but data from other sources. A bits transferred and to conserve communication
.: _,-_
_::_: knowledgecenter concerning weather data would main- channels.
-::_: tain temperature, barometric pressure, and other
:. _ weather data obtained by ground observation and - Data needed by the investigator as obtained by his
!ii measurement. The knowledge centers maintain archival instrument and other instruments. For example, if an
,:_)! records as well as data records. Knowledge centers will image is to be transmitted to Earth, related data needed
,., be linked together through commercial networks so that by the user should be transmitted at the same time. If,
_, they may access one another. Users may access data in for example, the spacecraft is orbiting Earth, the precise
:::.:, the knowledge centers through their remote terminals, location of the space vehicle, the angle of the Sun, and -
-_ and may thus perform operations on the data either at the angle of the camera tilt would be requked as a
i_;,.:.,.i their own facility, or through the knowledge center minimum. Incorporating such data will saveconsiderable
.... facilities, effort on the ground by a small amount of processing in
'.=-" space.
"::=j Data Onboard the Spacecraft. Decisions must be made
_-_ concerning the management of data within the spacecraft - Use of data by the scientist. Knowing the use to which
'i-_i_! itself. These decisions will be a function of the particular the scientist will make of the data can determine the
"-'" mission, and whether or not there is ready access or needs for archival data, _d whether or not processingof
.'.:.; interaction required with the user. For example, on a robotics the data either on the spacecraft, at mission control, or
:"_:'_ application on Mars, because of the distance involved and the at a central repository would be of help to the scientist.
:!:!i_ attendant time lag, it will not be possible to direct the robot
_i_! from the ground, except to provide it with general goals to be Data management planning for the spacecraft is, therefore, one
achieved. This will require that the robot contain a large important element of a data management plan for a mission.
::J amount of data and information to permit it to maneuver on
:: Mars.It will have to have the following, as a minimum: Operations. Operations plays a central role on each mission."
-":_"_i Hence, the data management system requires careful attention
;-1 1. Information as to the location, size, and composition of here. Design of the command system to the spacecraft must
:; objects, include consideration of integrity constraints. Such eonstraintf
"__'_
, assure that commands given to the spacecraft are legal ones,
_,_ o A model of the terrain, and that inevitable ground errors are minimized. Users who• -"
-:_ have sensor control on the spacecraft should have their
, _i 3. General rules about the relationships between objects, commands passed via commercial digital networks to the
-_ operations group where the user command may be overridden
• ,i Item 1 can be supplied partially from ground analysis of if deemed necessary by operations, and if not overridden, theA
.!
" ""i
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i command is scheduled for transmittal to the spacecraft, The range of needs for the user cannot be anticipated in
_-::i logged, and the user notified automatically as to when the advance with respect to data processing functions. However,
.--... command is to be transmitted. The delay between user some users will require conventional data base management
-:::: transmittal and override should be in the order of a few systems. In the former, there should be a major effort to
::_ minutes at most as user/sensor control should take place standardize the data base management systems so that each -
: _ automatically only when the sensor is independent of other user does not build or buy his own system. User proposals
_:_.. sensors onboard the spacecraft, should be scrutinized carefully by a data base management
: ::,_ system organization. Knowledge base systems will become
-:_:"- Operations will require a sophisticated message switching prevalent in the 1980s. One can incorporate a knowledge base
:::'_ system to determine where space data is to be transmitted. It capability with a conventional data base management system
"_:: must also have a data base management system to be able to (primarily relational data base systems), or build a special
".:'.i:i_ purpose system using one of the artificial intelligence lan-
._-..: store and retrieve data retrieved from a mission. The amount
:_ :: of data for storage and retrieval at the operations facility will guages. Such systems will be needed to do image analysis and
'::"_:-_ depend on the mission. Data for a few days receipt can be picture processing, and to extract new data relations from?.":. -,3_
:=:_:-, given relations. Knowledge base systems can be general, but
_..!:-.._ maintained while data of more than a few days can be retained
""=:: at knowledge centers and retrieved through the network as will require specific details based on the particular application.
: _!:!_ For instance, knowledge base systems could contain many of
-_i.i-.!! needed, the features required for robots to accomplish their jobs on
" .:-:; remote planets.
i:::i Data Staging. Data staging provides many-instruments to
.... :_ many-user capabilities. Data from many instruments are
•:.-:! Knowledge Base Centers. Knowledge base centers will
:- _ transmitted via commercial lines to the data staging area. The
.. _.. data undergoes data processing to transform it into usable require three different types of data base management
• _ modules for many users remotely connected to the data staging systems:
, area. Capabilities should be provided to allow user access to
'_ I.Archival.
-i raw and processed data. The users should be able to specify to
__ the data staging area the operations to be performed on the
:_ 2. Generalized Data BaseManagement System.
.. data. The results can be placed into operational data sets
:. °- consisting of processed data. All users should have access to all
_?!j 3. Knowledge Base System.
operational.data sets. It will not be unusual for the many users
._.! to want common data. Making available the operational data Knowledge base centers should contain archived data relating
,-..,:... sets to all users could saveduplication of processing, to missions and related data. They must be able to retrieve
ii_!;iil requests and transmit responses to users who can access the
-_:!:. The management of the data staging facility should assure knowledge centers through remote terminals. Requests can be
o 3. ":1,
.-:_i! that the same function is not applied many times and should specific - such as to retrieve the tape for the fifth orbit of
: .... : recognize common requests by multi-users for the same data transmitted on a certain mission. They can be general,
-_-.: processing functions. The data staging area should transmit such as to send all tapes where the infrared reading was
_:; processed data not only to users on an automatic basis, but to between certain limits on a mission. Thus, knowledge centers
:":"_ the knowledge centers for archival purposes. Data stagingmay will have to maintain indexes of the data, and must perform
•_ be viewed as a switching and processing center. Its primary some classification of data as it is stored in the system.•:" ;_.
: :! function is to operate upon spacecraft data and transmit the
" ?i
' _L: results to the user. It will have to maintain data base directory Knowledge centers should also contain conventional data
: _.-,! services, as requked by the user. base management systems used to store and retrieve data
:_..',; conveniently contained in records. Whereas user data base
:-;i Users. The purpose of a mission will be to supply management systems should fit on minicomputers, large scale
_-_._ instrument information to the user population. The data computers and sophisticated data base management systems
:---,' staging area and operations can supply processed data and raw will be required. A distributed network of data base manage-
!_i.i. data to the user. Neither operations nor data staging can be ment systems should be investigated to iterate the various
: :.a expected to perform all the processing requked by the user. knowledge centers.
• _ Users will require their own processors and a means for storing
?'t and retrieving large quantities of data. One would not Sophisticated knowledge base systems which contain
] anticipate that users would require their own archival system specific facts, general rules, and world models (e.g., a map
as such a function can be provided by the knowledge centers, containing roads that will be used as a template to match
i
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against images and be used to detect roads in images) will be It is estimated that substantially less than 10% of aH data
required. By a general rule is meant a statement of the type, received from space is ever used. By decreasing the amount of
"If object 1 is to the left of object 2 and object 2 is to the useless data by introducing intelligent sensors, and by pro-
left of object 3, then object 1 is to the left of object 3." riding better data management facilities to store, retrieve, and
'_ Complex knowledge base systems may also have to interface manage real-time and archival data, substantially greater use of_.
'.i'::! with sophisticated mathematical models. The area of knowl- data may be anticipated..-.' ,
'--:t.'.i edge base data systems is important and will require additional
i _. research support.
:':_ Although the NEEDS effort could yield considera-ole!J
?-: . benefits for NASA, the efforts being conducted do not appear
:":" 7.3 Opportunities and Recommendations to be promising. NASA is taking a bottom-up approach to
•,'.: NEEDS. That is, rather than developing a comprehensive
?. i The NEEDS effort provides the potential for improving systems engineering approach to achieving such a system, a
: :., NASA use of data. Part of the improvement can come about by piecemeal approach is being taken. Various technologies are
developing intelligent sensors and digital computer systems on- being investigated in an attempt to develop NEEDS. Although
:i:,., board spacecraft. Another part of the improvement can come new technologies are clearly necessary, there is scant investiga-
about by developing an efficient ground communication/data t.ion into how they are to be brought to bear in a final system.
..L._
....., processingsystem. To achieve an end-to-end data system that will provide users
._5 greater control over sensors, and will enhance the acquisition
:..... and dissemination of information, from space, requires ai_":' Intelligent sensors and digital computer systems onboard
•:. : systems approach in addition to a technology approach. The
: spacecraft can:
-..; work will require significant planning at the management level,
- Send back processed, rather than raw data. sophisticated software developments, and matching hardware
capabilities. At the present time there appears to be no
"-:_ - Obviate the need for doe.umentingdata on the ground as appreciation of the complexity of the NEEDS effort and the
attitude, Greenwich mean time, and other information importance of engineering an entire system. Not only a_re
.. can be sent back to Earth with the sensor data as it is intelligent sensors and reliable microprocessors needed in space
collected, but the management and flow of data from the spacecraft to
- the users and archival stores is essential. The following are-
some specific recommendations.
•_ . - Decrease the data flow as only relevant data need be
returned to Earth (for example, if image data of Earth is
to be sent and the scene is obstructed by cloud cover, Management Recommendations
.;.:_ the space computer should detect this occurrence, and
, not send the uselesscloudy image).
.:.._, Data Management Plan Coordination Group. A centralized
-,:! group within NASA consisting of computer scientists will be
:@ - Respond to changes as to what should be collected as necessary to provide overall plans for managing mission data.
: . received in commands from the users. The group is needed to assure coordination between missions,
"_' • to minimize duplication, and to determine the general tools
"::_.._. - Compress data so that needless or redundant informa- that should be provided to user scientists by NASA. They
-...._.;'.: tion does not overload the communications channel, should be concerned with assuring that there is a cost-
• effective, appropriate data management plan on all missions.
-.:....: - Allow direct user-remote control. They should further be concerned with the acquisition and-
::_-'; development of equipment and software.
._:-..: An efficient ground communication/data processing system
_:¢,_ Mission Data Management Plan and Coordination Group.
;_ - Permit near real time processingof data. The mission-oriented group should provide plans as to how(;_:?1
_.,_ end-to-end data management will be achieved on a mission.
• -._ - Provide enhanced user services. They should be concerned with how to integrate the mission
i :_! objectives with current and planned data management systems
.I
_ - Transmit processed multisensor data to users, within NASA. The group should also consist of computer
•t scientists and should review all data management plans with
- Retrieve archival data more readily, the centralized group.
• i
.I
• i_
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I! Technical Recommendations Human-computerinteractionhasbeenwidelystudied.The
• weaknesseslie in the lack of usefulpredictivemodelsof the
., NASAEnd-to-EndData ManagementSystem.The NASA interactionof thesecomponents.
;.- end-to-endmanagementsystem outlined in this report must
undergoconsiderableplanningand detailbeforeit canbecome Despite the fact that human-machineinteractionis critical
-:,_
,:_!_ a reality. A systemsengineeringgroupconsistingof computer to the success of almost all of NASA'smissions, NASA's
_!-_i scientists and hardwareexperts is needed now to achievean present organizationalstructure does not appearto accommo-
effectivesystemconceptandimplementation, date research on man.machine systems or man-computer
interaction required. NASA Life Science programs (under
-.'. 4
_":_; KnowledgeCenters.The concept of knowledgecenters Office of Space Science) have concentrated on medical,
:":_._:!must be explored carefullyfroma technicallevelto determine physiological, botanical, bacteriological, and biochemical
:::_! how they are to be achieved.Carefulconsiderationwill be disciplines.OASThas sponsoredsome man-machineresearch,
:LT-_ required to developor obtain appropriate archivaland data but primarilyas related to aeronautics.The NASAcenters
:!:i!):!_ base management systems. Insufficient attention is being have done more man.machineresearchon art ad hoe basis,as
placedon thisaspectof NEEDS. required by the project offices. Thus, human information
_i_!! processing, man-computer cooperation, and man-machine
. ":i KnowledgeBaseSystems.Researchsupport is requiredfor control basicresearchhas tendedto "fall betweenthe cracks."
_ i!-_i work in this area. Emphasisshouldbe placed on enhancing
':'i_i relational data base systems so that they can be used in The result is that in current and plannedmissionsthere is
;_)7_7; conjunction with problem solvingsystemsneeded to achieve confusion about what mechanismsare most appropriate for
,:,, knowledgebase system capabilities.A knowledgebasesystem communication in control and feedback of information to
:. can be achieved, and is necessary for NEEDS. Again, human operators, and what constitute appropriatetasks for
"_:i insufficientattention isbeingplacedon suchsystems, humansand for machines.So far, the ambiguousstatus of the
human-machinesystems researchhas not led to any grave
...._ difficulties, primarily because the conservativeengineering
: 8. Man-MachineSystems philosophyof NASAhelps avoidmajordifficulties.The lack
Technology doesseverelylimitapplications,however.
:. :.i Fundamentalimprovementsin human-machineinteraction
: _-j This sectiondeals with the three majorcomponentsof any
: '? advanced mart-machinesystem: modeling human control willcome about only ifNASAleadsthe way,supportingbasic
:_:_._ research directed at the fundamental problems, developing:_:_:_ processes, the design of interfaces between human and
'_'!_ intelligent computer systems, and the design of the applied laboratories,developingnew conceptualizationsand
:i_:_ii[! manipulatorsthemselves, new techniques. This work must be mission independent,developed from broadly based fundamental research and
'_] developmentprograms that are not subject to the complex
8.1 Introduction limitationsposed by mission-orientedstudies.Theremust be
_=:_ The major deficiency in the application of machine better means for life science and technologyorganizational
_:_:_: intelligenceand robotics to the specialproblemsof NASAis a components to interact in bringinga more rigorousfocuson
":-." lack of knowledgeabout howto designeffectiveman-machine these cruciallong-rangeresearchproblems.
-".... systems.Thisdeficiencyis fundamentalndisbasedonalack
::; _ of knowledgeof humanprocessesof machinecontrolandof 8.2 Human Information Processing
;!_i the interface.For example,teleoperatorsare understood
neitherat thelevelof thehumancontrolprocessesnoratthe Humaninformationprocessingisthestudyof thepsycho-
levelof determining an appropriate design of manipulation and logical mechanisms underlying mental functioning. Memory,
the proper designof the informationinterfacebetweenhuman problem solving,language,perception, thinking- these are
' _ and teleoperators, some of the majorareasstudied. In the pastdecadetherehave
_::_ been sufficient systematic advances in our knowledgethat
7._ Theredoes exist considerableknowledgeabout eachof the these areas now constitute perhaps the best understood
fields that contribute to their problems.Cognitivepsychology problemsin contemporary psychology.Studies of attention
has developedconsiderableexpertiseandknowledgeabout the are of special importance to problems faced by NASA.
structures of human informationprocessing,most especially Humanshave limitedmentalresources,andthe deploymentof
those of perception, language, and memory. Workers in these resourcesconstitutesan irnportantpart of behavior.The
control theory have developed sophisticated procedures, limitation appears to apply primarily to conscious control.
i
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Tasks that require consciousdecision.makingor control can performanceof the pilot and air traffic controllerin aviation,
" suffer in times of stress or when other tasks must be the work has been sufficientlysuccessfulthat aircraft manu-
'"" performed or thought about simultaneously.When several facturersand governmentregulatorsdeterminetheirhardware
_ tasks simultaneouslydemand a share of consciousresources, and proceduresto a significantdegreefrom researchfindings.-
-_::_ deterioration of performance results.Tasks that are learned But the most sophisticatedof this research and the most -
°
,i,.I well enough that they appear "automated" seem to suffer successfulempiricalapplicationshave been devoted to situa-
i:_-_ little asa resultof other activity, tion, wherethe humanis in continuouscontrolof the system.
•;-_ As the computer becomesmore capableof intelligentoper-a-
.i,_: t.ion,the humanoperatorbecomesmorelike a "manager"or a. :y. -
• Despite the relative amount of knowledgeabout human
_.,-, "supervisor" than an active in-the-loopcontroller. This new
• - processing mechanisms and control structures, we know "supervisorycontrol" mode of operation is not well under-_7
'.:i .. surprisingly little about aspects that are relevant to the stood. Amesand Langleyboth have in-houseand university
-::_ problemsfacedby NASA.Wedo not know enough aboutthe researchprogramsto study these new roles in the context of
.....' -_. nature of consciousand subconscious-controlmechanisms.We aviation.This is a start, but more needsto be done, especially
do not know enough about the variousmodesof operationof directed towards the particular problems faced by space
-...;.i:,; the human.Weknow very little about the human's ability to programs.
.-::,i_ interact with and control the environment.Almost all our
,. ,_; knowledgedeals with the processingof arrivinginformation,
:::_ or the operation of the human as an elementof a control 8.4 HumanInteractionsFor Ground-Based
':":f_ structure.This leavesunansweredmuch of importance.The Missions
. .:>:_ human has two corticalhemispheres,eachone appearingto be
":.;.! specializedfor different t_ipesof processing.Onehemisphere A largefractionof NASA'sbudget is spenton an extensive
appears to be serial,the other more parallelor distributed.We system for monitoring,controlling,and processingdata from'a
- have just begun to explore the implicationsof these differ- large number of Earth-orbital and deep-spacevehicles.The
.:i ences; exactly how they apply to control issues is not StudyGroupseverelyquestionsmuch of thiswork.Therehas
•_ understood,althoughthereare obviousimplications, not been sufficientresearch done on the properbalancei
" ' between human and machine judgmentand analysis,not
properstudiesof the appropriatebalance betweendecisions
-: This area of knowledge about the human has many
:: -; potentialapplicationsfor NASA.Onthe spacecraft,at mission madein spaceand on thegroundat missioncontrol.Whilethe
i_":ii control, onsite duringa mission,all these situationsrequire new color-graphiccomputer based displays offer much
"---:i different aspects of human capability.We f'mdno evidence possibility,their appropriate display formatsare not well
understood.The role of intelligentprogramsis significantly
!-'-_! that NASAis engagedin systematicstudyof these issues.Yet underestimated.
,: :_ they are criticalto the successof NASA'smissions,the more
:i so as missions become longer, more complex, with space
i_i::.': repair,manufacture,andminingas possibletasks. 8.5 Teleoperators
•:=! 8.3 Human-MachineControlProcesses Ever since the developmentof remote manipulatorsfor
:i:. nuclearapplicationsin the early 1950s,it has been clearthat
-_ teleoperators can be used to extend the humari's vision.Whetherhumans are physi_lly present in space or not,
"_::'_ their intelligent control and supervisionare fundamental mobility, and manipulationcapability into space, undersea,
:'.. _! and difficult environments.Nonetheless, compared to the
: :_: requirementsfor any spacemissionwithin this century.Their
_ -_ sensory,cognitive,and motor-controlsystemscanplay useful magnitudeof the potentialsavingoversendingman into space
' to sense and manipulate,there has beenlittle development_d
, rolesin combinationwith machineintelligence.Thecombina- work on the control factors of teleoperators. (In similar
:_:'_ tion of humanand computerhaspotentialfor more capability fashion,there has been surprisinglylittle developmentof the
: :_ and reliabilitythan either by itself. But realizationof this
""":_" manipulatorsthemselves,but this is coveredin a differentpa_t
.:. _._, synthesisrequiresmuch progressat the levelof basicresearch of this report.) When continuous remote control is not
.ii. andapplication, possiblebecauseof signaltransmissiontime delays, restrictive
"moveand wait" strategiesare requiredforremote operation.
- :_ A primitivedisciplineand art of human-machinesystems This can lendto awkwardnessand instability,especiallywhen
doesnow exist, althoughit is unevenlydeveloped.Thereare a force or touch feedback is used. It is clear that to perform
_i smallnumber of texts and severalscientificjournals.Thereare large spaceconstructiontasks or planetary mining,etc., inregularworkshopsand annual meetings.In such areasas the other thannear.Earthorbit, this typeof controlis intolerable.
t:2 The Study Group finds that there has been surprisingly and on the interface issue. There is special need for study of
' little advancement in manipulator development since the situations with high data rates, with a need for rapid decisions,
:i'i 1960s, though recently some sighificant theoretical contribu- and with stress. There should be direct interrelationships
-.' ; tions to kinematics and control of manipulators are evident in between NASA's mission needs and the research programs.
._:i_' both U.S. and Soviet literature. Current manipulators do not Formal ties with the university and industrial research
,:-:7 have the reach, precision, or sense ability required for space communities would be useful, with collaborative research
::-":._'i assembly. End effectors are awkward and tool changing is being potentially of great value. A scientific visitors' program
.... :., slow. Even use of the human operator in a supervisory mode could educate NASA scientists to existing research; young
" ,'- (with a computer doing much of the control), requires close university personnel would become educated about NASA's
;:i:'i__i contact with the task via television and force-reflecting sensing particular problems.
i_';_ mechanisms. Mardpulation dexterity must be understood
i": .:::i better at a fundamental level. Note that many of the problems faced by NASA occur in
_/....:_ rich, complex environments. University research laboratories
are unlikely to have the facilities to simulate these conditions.
::-:(:iiii_i.,., Thus, assuming semiautomatic assembly, where the human Accordingly, if NASA laboratories were made available to
::::'¢- plays a supervisory or decision-making role, two things are researchers from university settings, with sufficient time and
i!ii:_:i: needed: development of inteUigent computer control systems,
...._. resources, it might be possible simultaneously to increase the
-: _;_ and the understanding of the role of the human in this mode
:':.._.:.... ..: level of basic understanding of problems dealing with man.
•:--:._/. of operation. There has been insufficient research to under- machine interface, and also to get direct results relevant to
!:ii-_;.'_! stand the proper interface that should exist when the human NASA. Thus, experiments on simultaneous attention, or on
-5'_:'; plays this higher-order role in the feedback system.
_..-., performance under stress, or on the control of teleoperators,
:: ,.::_ usingNASA simulators can be expected to make it possible for
•_: new kinds of phenomena to be studied. NASA has the8.6 Spin-Offs
" _ facilities, but has not used them for general development.
" Universitieshave the technical expertise,but lack the facilities
: :=: NASA sponsored research dealing with capabilities of the to do researchrelevantto the realneeds of NASA.
: ..i_ human-machine interaction are bound to lead to important
-." spin-ells. Increased understanding of sensory and control
,: :,i mechanisms will be important for the development of sensory In addition, the Study Group recommends:
" ':)_ prostheses, for development of new systems to aid in the
": ::f.,:'_ control and management of complex tasks, and perhaps 1. That research in the areas of man-computer cooperation
•,., systems capable of expanding our cognitive abilities by:.:::::i and man-machine communication and control be accel-
.:,::, cooperative interaction with machines.
;::_:.::_ crated, in view of the long-range critical need for basic
:' understanding of these problems. This is in lieu of::-:.._
i_.?!,i Research on man-machine questions should have direct supporting such research primarily on an ad hoe and
i--,ii:_! application to various non-NASA needs such as unmanned mission-orientedbasis.
.-i:_! mining, deep ocean exploration and construction,disposal of
_!::'.id " nuclear waste, and intracorporeal surgery performed remotely 2. That NASA organizational entities representing life
.: :--:, using optical fiber bundle devices. New techniques of indus- sciences and the technological disciplines of computers
:-!':-_ trial automation are a possibleoutgrowth of such research, and control develop better cooperative mechanisms and
::"_i::": more coherent research programs in man-machine inter-
_-:_!_ action to avoid the "falling between the cracks"
8.7 Recommendations problem.
: : .j
•_:.=_ NASA must reassess the role of the human in the control
.... _ 3. That future NASA missions realize the full potential of
: :.:.??. of sophisticated systems. Low level, detailed control will
: :(_._ probably best be done by intelligent computers, giving the teleoperators by developing improved means for "super-
7_-ii,-]!.'t humans higher level, more complex decision making and visory control" of robotic teleoperators. Thus thead ini trative esponsibilities, human ope ator n Earth an b nefit f om what t
teleoperator senses, and can intermittently reprogram its
' "'.-] computer as necessary. In this way the advantages of
• :-] NASA should develop a strong research program on human human intelligence in space may be had without the
information processing, on man-machine control processes, costs and risks of bodily presence there.A
" "'i p
I
t-!
': 9. Digital Communication The functionsto be carriedout arethe DirectoryandFile
Technology management facilities described in the TENEX Executive
::_, manual and programs LikeSENDMESSAGE, MESSAGE, TV
.i There is an aspect of NASA activity that did not receive EDIT, and BULLETIN BOARD. These would operate inter--
.. i much attention at any of the workshop meetings. This actively. Programs like SPELL and PUB would be offere_[.-
•-:.:: involves the transfer of information among a mmplex, Teleconferencing facilities and input of documents with OCR
:? i; geographically and institutionally disparate set of groups that devices could be implemented. These services offer mail to
• '_':_ need to exchange messages,ideas, requkements, documents, to distdbution lists, creation and editing of documents, spellL_.g
' " keep informed, plan activities, and arrive at decisionsquickly, checking, and publication formatting, with book quality print,
_: The clerical infrastructure to support this network of activity, arbitrary fonts and graphics, with quick turnaround. I_cu-
not counting the information users and generators, managers, ments would be instantly available for online access and
' engineers, and scientists at the nodes, must account for continuous updating.
; _ approximately 15% of NASA's budget for both inhouse and
-:::_. contractor personnel. If total personnel costs are 2/3 of the In addition to the cost savings, which would probably be
total budget, then the total costs for the mechanics of this large, there would be the following:
•:., information exchange is several hundred million dollars per
.." year. A computer-based communication system can make -On-line documentation and record-keeping system, wi_
..::--. significant improvements in the quality of information tram- computer readable documentation, instant availabilityto
for, and probably increase the productivity of the information updated versions, quick copies of documents, using
-'. exchange infrastructure, hardcopy devices.
..•; The implementation of such a system would not be
.predicated on new developments in artificial intelligence. It - Document preparation servicesincluding editors, spellin_
" would use tools that are common practice at AI nodes of the checking, publishing and formatting programs (e.g.,
ARPA network and are part of the developing technology of PUB); with arbitrary fonts and book quality text, with
digital information and word processing. Once such a develop- short turnaround time. "
: ment were carried out, it would provide the data base that
i 'could take advantage of sophisticated techniques of informa- - Benefiting from on-line accessto catalogs of images,data -
tion retrieval, semantic search, and decision making as they bases, and images; communication and sharing of
be'came available. Costs can be estimated accurately from algorithms and evaluation of algorithms would be
systems at those AI siteson the ARPA network, enhanced.
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:i SectionVI
•-:4
. "..!
- Conclusionsand Recommendations
-.._,_"3 . _
•;_'_:_ We believe that NASA should institute a vigorousand long- choice of onboard preprocessing versus earth-based
........ range program to irrcorporate and keep pace with state-of-the- processing and the utility of block telemetry for-
(?_::_'_- art developments in computer techhology, both in its space- matting and distributive data handling and control, J.:. _ ;
" ..,
:ii_i.._i_i borne and its ground-based computer systems; and to ensure subsystems will require assessment. In the past,
..... that advances, tailored to NASA's mission, continue to be computing facilities and command and data-
_?_-:i made in machine intelligence and robotics. Such advances will processing software were not alwaysefficient, and
:...:.:i not occur of their own accord. Many NASA requirements in early attention was not given to overall system
-..;:_ computer architecture and subsystem design will in turn have a design iv laying out missions. Further, experience
..:::_ stimulating effect on the American computer and micropro- with past and current spaceflight missions has
'"_.i:.:! cessor industry, which now faces an extremely strong chal- shown that complicated systems with higher levels
;..:_;:_ l'enge by foreign competition. Webelieve that an agency such of intelligence are difficult to handle without
: _:'-:. as NASA, which is devoted to the sophisticated acquisition substantial experience.
.--..?>J
,_i_!77._ and analysis of data, must play a much more vigorous role in We are apprehensive about recommending that
:_:_..:_ the design and acquisition- of data processingsystems than has
"_"::(_! been its practice in the past. radical new approaches be utilized without further
:_r_ study; nonetheless, it appears that some significant
::.. These findings are supported by the recommendations changes must be considered. Recognizing that mis-
_ " independently arrived at by the Space Science Board of the sion operations is the key to the success of any
: :-." complicated undertaking, we therefore recommend
.... .:.: National Academy of Sciences7 :
•_.: . that an assessment of mission operations, including
.-' From experience with mission operations on spacecraft control and scientific instrument and
previous space missions, we anticipate that there data management and the designand management
: -::::.: will be even greater demands on data acquisition, of software control systems, be studied by the
:_77 processing, and storage; on mission coordination; Agency at the earliestpossible time and the evalua-
_i.;! -I tion be presented to the Committee.
;:i'!;i.li: and on interaction with the spacecraft and scienti-
:......_ tic experiments. The complex nature of mission
_-_-: The Federal Data Processing Reorganization Project has
-.:.-: operations and the long time scale required to pre-
-:..:,,. pare, certify, and transmit routine commands in indicated serious failings in virtually all government agencies
'""_ previous missions indicates that substantial changes in the utilization of modern computer technology. While the
•! _=i_i
.:_::(_!_ will be necessary. Webelieve that significant tech- National Science Foundation and the Advanced Research
" :, nical and managerial advances must be made in Project Agency (ARPA) of the Department of Defense con-
• : ,.
_!!i,i.i;i_i anticipation of future planetary missions, in order tinue to support some work in machine intelligence and
, ::.! to provide reliable, more efficient, and lower cost robotics, this work, especially that supported by ARPA, is
:"-: systems for operation of the spacecraft and scien- becoming more and more mission-oriented. The amount of
'__:::_ fundamental research supported by these agencies in machine
_. .:._ title instruments.
_/:_ The testing of these systems on the ground as intelligence and rob.otics is quite small. Because of its mission,
';!_:_ NASA is uniquely suitable as the lead civilian agency in the
-"._: operational units including the participation of
....": federal government for the development of frontier technology
_ ,_ science teams should be carried out well before the
mission. These tests should include the operation in computer science, machine intelligence, and robotics.
":='-"_ NASA's general engineering competence and ability to carry
_ _I with possible failure modes. These approaches will
_=i.:ii'.'?: be more important in the future when extensive out complex missions is widely noted and admired. These are
"-% just the capabilities needed by any federal agency designated
,_; coordination must be obtained by use of more
"'-_i intelligent or autonomous control systems. The to develop these fields. Although we are hardly experts on
_':.i:_ federal budgetary deliberations, it seems to us possible that
::] incremental funds might be made available to NASA, over and
:ii'._._1 "tStrategyfor Explorationof the Inner Planets:1977.1987,Com-
mittee on Planetaryand LunarExploration,SpaceScienceBoard, above the usual NASA budget, if NASA were to make a com-
Assemblyof Mathematicaland PhysicalSciences,NationalResearch. pelling case for becoming the lead agency in the development
Council,National Academyof Sciences,Washington,D.C.,1978. of frontier technology in computer science and applications.
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, The beneficialimpact of such a step for the industrial economy, contact with and validation of advanced machine inteUi.
for other branches of government, for the public well-being, gence techniques. Flight minicomputer memories are typ-
• _: and for NASA's own future effectiveness in an era of tight ically at 16,000 or 21,000 words, enormously restricting
•' budgets is likely to be substantial, options. (For example, a very large number of scientific
.-.
targets on Jupiter and the Galilean satellites, which oth_er-_
-': wise could be acquired, had to be abandoned because of"
• ::; we, the NASA Study Group, here state our overallcon-
: clusions and recommendations. Our report is complete with the memory limitations of the Voyager onboard computer.)
-:_ supporting documentation leading to these conclusions and But million byte memories are now routinely employed and;
" :;; recommendations, once space-qualified, could provide enormous flexibility.
-._ Because of the long lead times in the planning cycle, many
-._ A. Conclusions decisions relating to computers are made five to sevenyears
! before launch. Often, the computer technology involved is
_.ET_ Conclusion 1. NASA is 5 to 15 years behind the leadingedge badly obsolete at the time hardware is frozen. Further, no
" _! in computer science and technology, deliberate effort is made to provide flexibility for software
i'i.::._ developments in the long time interval before mission
....;.. operations. (Uplinking mission programs after launch is a
...._; There are some examples of excellence, but in general small but significant step in the right direction.)
: ._3/ we find NASA's use of computer technology disappointing.
"--"" NASA installations still employ punched-card-based batch
.... processing and obsolete machine languages. There is no Conclusion 3. The overall importance of machine intelligence:: ..,.:
ii!i(i NASA nationwide computer network and no widespread and robotics for NASA has not been widely appreciated
:-/.! time-sharing use of computers. Although Viking was a within the agency, and NASA has made no serious effort fo
.'--_i brilliant technological success, given its design limitations, attract bright, young scientists in these fields.
•:.;.i- Viking's use of robotics technology and in situ program-
_:.::_ ming was rudimentary. These techniques must be greatly In 1978/1979, the Space Systems and Technology Adviso_
advanced for the complex missions of the future, both Committee of the NASA Advisory Council had 40 mem-
.- ; planetary and Earth orbital. Most Earth.satellite and much. bers. Not one was a computer scientist, although two had
•
.. _ . planetary exploration imaging data remains unanalyzed peripherally related interests. Few, if any, of the best com-
" . because of the absence of automated systems capable of puter science PhDs from the leading academic institutions
:_ performing content analyses. Even missions being planned in the field work for NASA. There is a looped causality
• _ for the 1980s are being designed almost exclusively for
,..._ with NASA's general backwardness in computer science
,..._._ traditional data collection with little apparent provision (Conclusion 1):An improvement of the quality ofcomputer
.":'-_ being made for automated extraction of content infor-
";_i science at NASA cannot be accomplished without high
:..._.'._.. mation, quality professionals; but such professionals cannot be
.:-_ attracted without up-to-date facilities and the mandate to
: ("f* work at the leading edge of the field./::-_ Conclusion 2. Technology decisions are, to much too great a
:.:_-_ degree, dictated by specific mission goals,powerfully impeding
_:o_ NASA utilization of modern computer science and technology. The problems summarized in Conclusions I and 3 cannot
'"' :_ Unlike its pioneering work in other areas of science and tech- be solved separately.
":_i_ nology, NASA's use of computer science and machine intelli-
- _ gence has been conservativeand unimaginative.
'.-_ Conclusion 4. The advances and developments in machine
_ intelligence and robotics needed to make future space missions
-"i Strict funding limitations and an understandable aversion economical and feasiblewill not happenwithout amaior long-
i_.._!": to mission failure cause mission directors to settle for term commitment and centralized, coordinated support.
;.-_i proven but obsolete and, ironically, often very expensive
_. -4,
_:_:, technologies and systems. As machine intelligence and A table of various planned future space missions and an
....: robotics continue to advance outside of NASA, the conse- estimate of technology development efforts needed to
quences of these traditions for higher cost and lessefficient automate their system functions was given in Section IV
i _ data return and analysis become more glaring. The inertial (see Table 4-I). Without these automatic system functions,
:! fixation on 15-year-old technologies, including slow pro- many of the missions will not be economically and/or
i cessors and very limited memories, strongly inhibit NASA technologically feasible.4
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i B. Recommendations missions, and should emphasize research programs with a
, multimission focus•
•:_ Recommendation 1• NASA should adopt a policy of vigorous
-" _ and imaginative research in computer science, machine intelli- A balance is needed onboard NASA spacecraft between
,. ....
! ;. i
_:=_._.+ gence, and robotics in support of broad NASA objectives, distributed microprocessors and a centralized computer..
.:_ Although function-directed distribution of processors
;.: ,A The problems summarized in the preceding list of conclu- might be useful, such architectures should not preclude the
sions have solutions. They require, most of all, an awareness use of these computing resources for unanticipated needs.
•.: :?_,
..... : that the problems exist and a commitment of resourcesto Distributed computer concepts emphasizing "fail-safe"
solve them. Table 6-1 gives the published R&Dbudgets of performance should receive increased attention. For exam-
' :_ the seven largest computer corporations in the United pie, in the case of failure of a computer chip or a unit, a
_..i
-:: States. In all cases, the total R&D spending is greater than long-term goal is to effect migration of the program and
!)+:_.i,.. 42% of total profits. The advanced R&D budget would be data to other working parts of the systems. Such fail-safe
;_=_':! only a fraction of this amount• Leading corporations in systems require innovative architectures yet to be devel-
'¢:+ computer science and technology characteristically spend oped. Dynamically reconfigurable processors with large
,+,.; 5.4 percent of gross earnings on relevant research and devel- redundancy are badly needed in NASA.
._-.:::4 opment. The same percentage of NASA's annual expendi-
._-_._ ture in computer-related activities would suggest an annual NASA relies on 256-bit computer memory chips; 16,000
_"::._;"i NASA budget for research in computer science, machine bit and 64,000 bit chips are currently available. A million-
--:_:- intelligence, and robotics approaching one hundred million
_++_ bit chip is expected to be available within a few years• The
• 4 •
-:_.; dollars. An expenditure of half that would equal the corn- cost of space-qualification of computer hardware may be
ii-_i_ bined annual budget for this field for ARPA and the very high, but the possibility exists that high information-
" ;:_ National Science Foundation. If NASA were selected as density chips may already work acceptably in the space
_. lead agency (or lead civilian agency) for federal research environment. We recommend that NASA perform space
: : and development in computer science and technology, qualification tests on the Shuttle of multiple batches of
, _.+i such amounts might not be at all impractical. Any signifi-
_:i existing microprocessors and memory chips.
cant expenditures should have detectable benefits in three
to five years, and very dramatic improvements in NASA
_ ;:-.'_ programs in 10 years. If NASA were to play such a lead These two examples of developments in computer science
! !:! agency role, one of its responsibilities would be to study and technology will have applications to many NASA mis-
" . =,,!
-_ the long-term implications for individuals and for society of sions. We also recommend a transitional period in space-
. - : :_',_
:__::.;_.;:_ major advances in machine intelligence and robotics, craft computer system design in which existing minipro-
:- _ cessors and new microprocessors are both utilized, the
:===-,:
;_i-::. Recommendation 2. NASA should introduce advanced com- former as a conservative guarantor of reliability, the latter
!_i/.!_ puter science technology to its Earth orbital and planetary as an aperture to the future,
' ?_-i
' ;_:_?;_ Table 6-1. R&Dof theBigSevenComputerCompanies
."k-::_! 1977Sales 1977Profits Actual Costof
-(;_-:;+;i Company inmillions inmillions inmillions Asa percent Asa percent:v_-'_ ofSales ofProfits Employees
_:.- ::+ of dollars of dollars of dollars in millions
:+,-- ._ ofdollars
_--.i_". IBM 18,133 2,719 1,142 6.3 42 3682
• '-, SperryRand 3,270 157 168 5.1 107 1965
+".:-:_i Honeywell 2,911 134 152 5.2 113 2009
:: "_ NCR 2,522 144 118 4.7 82 1845
i :ii!i.._-I Burroughs 2,901 215 122 4.2 57 2386
ControlData 1,493 62 73 4.9 118 1592
DigitalEquipment 1,059 109 80 7.6 73 2218
Composite 32,289 3,540 1,855 5.4 85 2242
I
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In planetary exploration .... it is clear ... that more a program in computer sciences, NASA can ensure that
advanced mission techniques and instrumentation are there is a rapid transfer of new technology to NASA
required to fulfill the science strategy and achieve the programs. Space exploration offers a unique environ-
objectives...'" of intensive study of a planet, s Surface ment in which to develop and test advanced concepts
rovers and return-sample missions will be required to meet in this discipline. -
•..:':-i the science goals for Mars, the Galileansatellites of Jupiter,
:.':i"! Titan, and perhaps Venus, as well as for investigation of This leads to the following specific recommendation:
_ such specific locations on the lunar surface as putative NASA should consider Computer Science and Tech-
:°._._ volatile-rich deposits at permanently shaded regions of the nology sufficiently vital to its goals to treat the subject
, poles. With the exception of the Lunakhod and other as an independent area of study. The specific concerns
.::_ Luna-class missions of the Soviet Union, there is little of this field, enumerated below,should become research
:_:i?4 experience with such systems. Because of the long lead and technology issues within NASA on the same basis
:.-._ times and the complex nature of rover missions, they pro- as propulsion technology, materials science, planetary
i,:151i vide an ideal testing ground for the implementation of the science, atmospheric physics, etc. This means the
_:. multimission focus of some of our recommendations, creation of a discipline office for computer science
:;::._ with interests in the major subdisciplines of the field
" ""_ Recom'mendation 3. Mission ob]ectives should be designed and with appropriate contacts within NASA. A suitable" " t
:":="_ flexibly to take advantage of existing and likely future tech- budget and program of research and technology grants
':!:?;! nological opportunities, and contracts would provide the focus in this field the
__:_2 Study Group has found lacking in NASA. On the one
.<,4 Hardware should be designed to exploit state-of-the-art hand, it would help make the outstanding workers in
::'! software and likely near-future software developments, the field aware of and interested in serving NASA's
-' Adoption of this recommendation implies a careful re- needs. Graduate students participating in such'a
• ! examination of missions currently in the planning stages, research program would become a source of future
.. : This recommendation applies not only to spacecraft systems employees for NASA centers and contractors. On the
' but to ground-based computer systems as,weU. The man[ other hand, it would provide NASA Headquarters
machine interface, both in Shuttle systems and in mission with a better awareness of the potential contributions
operations ground equipment, has not, in our opinion, of computer science to its programs. To be effective, _
" been optimized. In routine mission operations, particularly the initial operating budget of such a program should
- ' in mission crisis management, there is a severe short-term not be below 10 million dollars a year, with along-term
commitment for at least a constant level of funding in
• " competition for human attention and intellectual resources. •
..... : ' The problem is a combinatorial one, requiring systematic real dollars..: :-'.,
_.""'_ and exhaustive failure-mode analysis, which can be opti-
c:'-:"; mally provided by computer systems, via a probability Most of the fundamental research under such a program
i-.':;..: analysis, analogous to existing computer programs in medi- would be carried out at universities and at appropriate
7::!' cal diagnosis. In addition to their value in crisis manage- NASA centers. Collaboration with industry should be
'..... ment, such computer systems will lead to the optimization encouraged to expedite technology transfer. To meet
.?!=
of subsequent missions, the emerging mission requirements, parallel advanced
........." development programs within all of NASA's missionS.
:: "_ offices are required.
._.. .. Recommendation 4. NASA should adopt the following plan
2:1i ofaeaon:
_:_:!._ Following is a list of problem areas that should set
._-: (a) Establish a focus for computer science and technology some goals for both the basic science research program,
- _ at NASA Headquartersfor coordinatingR&D activities, and the advanced development effort:
:,i':j The pace of advance in computer science and tech- • Smart sensing; automated content analysis; stereo"
:i! nology is so great that even experts in the field have mapping for eventual Earth and planetary applica-
_:2:i difficulty keeping up with advances and fully utilizing tions.
"i::! them. The problem is, of course, much more severe for
those who are not experts in the field. By establishing • Manipulator design, particularly for autonomous
i'! use,'including structures and effectors, force and
." i
• _ albid, p. 39. touch detectors.
1
1! • Control and feedback systems, particularly those computer science systems and techniques such as
relevant to manipulation and teleoperator develop- modern data abstraction languages, time-sharing, inte-
i:::! ment. grated program development environments, and larger
:"='::. virtual memory computers (especially for onboard .."
::"_:- • Spacecraft crisis analysis systems, processing). Such general improvements in sophistica-
•.='-_:_i tion are almost a prerequisite for a later utilization of
i:?:;_ • Locomotion systems, particularly leggedlocomotion machine intelligence and robotics in NASA activities.
_::_- for difficult terrain. The advisory organizations should help plan and
....-: '_ coordinate NASA's effort in the field and establish
._.-.:_
•::'?"_ • Attempts at space qualification of multiple batches contacts with the centers of computer science research.
_:: of existing microprocessors and memory chips.
":...... • Preliminary studies of automatic and teleoperator (c) Because of the connection of the Defense Mapping
....:':_ assembly of large structures for Earth orbital, lunar, Agency's (DMA) Pilot Digital Operations Project with:-..-:-_
:-:::"-:: and asteroidal environments. NASA interests, NASA should maintain appropriate
.:_::_._i'! liaison.
:.:-! • Vision systems, particularly for use in lbcomotion
. ,0(: and automated assembIy. DMA has studied the advanced techniques in computer
!_:::'!"! science with an "emphasis on machine intelligence.
_.i_.2 • Control and reasoning systems, particularly in There may be a strong relationship between many
_-"' support of lunar and planetary rovers. DMA concerns and related issues in NASA, particu-
larly in scene analysis and understanding, large data-
:.-':: base management, and information retrieval. An
•.._- • Computer architectures for space systems.
:::.. evaluation by NASA of the DMA planning process
.....i • Software tools for space system development, associated with the DMA Pilot Digital Operations
-, Project should aid in estimating the costs of NASA's
i • Algorithm analysis for critical space-related development in this field.
;i_. problems.
i • Computer networks and computer-aided telecon- (d) NASA should form a task group to examine the
._:_:_- ferencing. (See paragraph (d) below.) desirability, feasibility, and general specification of an
,-:_:!! all-digital, text-handling, intelligent communication
:-:.,.- The current university-based support from NSF and system.
:_.-i ARPA in computer science and machine intelligence: :__"-i
--:.-' is about. 15 million dollars each annually. The level of A significant amount of NASA's budget is spent in
: "; university funding recommended here would be larger the transfer of information among a very complex,
)!!.i:ii::':i by about 30 percent, allowingNASA to compete effec- geographically, and institutionally disparate set of
:.::..:: tively for the best talent and ideas. Parallel programs groups that need to exchange messages, ideas, require-
conducted by NASA program offices, which would be ments, and documents quickly to keep informed, to
:i:_:_::.i_ based strongly at NASA centers and industry, would plan activities, and to arriveat decisions.
•: approximately double the support requirement. The
..'-::7%1
_7" total support might eventually approach the 100 mil- Based on a rough estimate, we predict that such an
•_:":_-. all-digital network would lead to significant improve-
•:._:_,.:. lion dollar level, if NASA were seriously to pursue a
: _ " ments over the present method of carrying out these
,, :... broad program of research in computer science.
• ,:::_ functions. In addition to the cost savings, there would
:2 be improvements in performance. Although it would
-31:-!
: ,,, (b) Augment the advisory structure of NASA by adding not elirninate the use of paper and meetings as a means
i:i::-] computer scientists to implement the foregoing of communication, it would save tons of paper and
:. i recommendations, millions of man-miles of energy-consuming travel. This
" '"._ system would facilitate and improve the participation
".] NASA is far enough behind the leading edge of the of scientists in aUphases of missions as well as enhance] computer science field that major improvements in their ability to extract the most value from postmission
• _ its operations can be made immediately using existing data analysis.
1
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The implementation of such a system would not be making; and a model for other public and private
.. predicated on new developments in artificial intelli- organizations, scientific, technological, and industrial.
,; gence, but on the tools that are in common use at
._
artificial intelligence nodes of the ARPA network and -
+ are part of the developing technology of digital infor- The task group to investigate this development sh0u_d
::i_2-'!_3 mation and word processing. If such a development include elements of NASA management, mission plan-"
'...._. were carried out, it would provide the data base for ning and operations, scientific investigators, and
:;_::_:'_ sophisticated techniques, as they become available, information scientists, as well as specialists in artificial-. _';
. _ for information retrieval, semantic search, and decision intelligence.
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Biographical Sketches m .toNASAmdq.a=s  97o,d vor,edNASAr,lans:;!=!;_" for future teleoperator and robot technology. He organized inter- -
i _ii_i!i_ Dr. Carl Sagan is Director of the Laboratory for Planetary national conferenceson RemotelyManned Systems at Caltech in
i)_:i_ Studies, and David Duncan Professor of Astronomy and Space 1972and at USC in 1975. In addition to publishing technical at-
:-.?'l _ tides on systems theory, teleoperatory, and robotics, he is
_1.::? Sciencesat Comell University.Hisprincipal research activitiesare
- _:: robotics editor of the Journal Of Mechanisms and Machine
i_i;i:i!i in the physics and chemistry of planetary atmospheres and sur-
,_. r, faces, space-vehicleexploration of the planets, the origin of life Theory and has edited two books. Since 1973, he is also
i::%'_", associated with the University of Southern California teaching
-.._ on Earth and the search for life elsewhere. Dr. Sagan played a
!::_-:-?i leading role in the Mariner, Vikingand Voyagermissionsto the operations research and planning as an adjunct professor of in-
?•"_ dustrial and systems engineering.
'.::';-'. planets, for which he receivedthe NASA Medalsfor Exceptional
' :: ' ScientificAchievementand for DistinguishedPublic Service,and
:- _ the international astronautics prize, the Prix Galabert. He has Dr. James S. Albusis project manager for sensors and computer
: "_ served as Chairman of the Divisionfor Planetary Sciencesof the control in the automation technology program of the National
•-. EngineeringLaboratory of the National Bureau of Standards. He
_.; American AstronomicalSociety, as Chairman of the Astronomy
':._.=i._ Section of the American Association for the Advancement of has receivedthe Department of CommerceSilverAward for his
":'_'_! Science, and as President of the Planetology Section of the work in control theory and manipulatordesignand the Industrial
:_?i.li_! AmericanGeophysicalUnion. For twelveyears he was Editor-in- ResearchIR-100Award for his work in brain modelingand cam-
Chief of ICARUS: International Journal of Solar Systems puter design. Before joining the Bureau of Standards he designed
i;_!o?: Studies, the leading professional magazine devoted to planetary attitude measurement systems for NASA spacecraft and ford
_!" research. He is a Fellow of the American Academy of Arts and short period was program manager of the NASA artificial in-
:._- i Sciencesand a memberof the Presidential Commissionon a Na- telligenceprogram.
: -._ tional Agenda for the 1980's.In addition to 400 published scien-
:" title and popular articles, Dr. Sagan is author, co-author or editor Dr. Robert M. Balzer attended Carnegie Institute of Tech-
: of more than a dozen books including, Intelligent Life in the nologyunder a George Westinghousescholarship and a National
• i i._ Universe(1966);The CosmicConnection (1973);TheDragons of ScienceFoundation fellowship, wherehe receivedhis B.S., M.S.,
}_i Eden (1977), for which he was awarded the Pulitzer Prize; Mur- and Ph.D. degrees in electrical engineeringin 1964, 1965, and
; :_':_ mum of Earth (I978); and, Broca's Brain (1979). In 1975, he 1966respectively.He joined the RAND Corporation inJune 1966• _
, _.-_ receivedthe Joseph Priestley Award "for distinguishedcontribu- where he was concerned with reducing the effort required to
tions to the welfare of mankind." utilize computers for problem solving, especially in on-line en-
vironment. In April 1972, he left RAND to help form the
!i_i_'!;ii!:_ USC/Information SciencesInstitute. He is currently an associate
i:i!!_i{ Dr. Raj Readyis professor of computer scienceat Carnegie- professorof computerscienceand project leader of the Specifica-
...::._:. MellonUniversity,Pittsburgh, Pennsylvania.Prior tojoining the tion AcquisitionFrom Experts (SAFE)project. This project is at-
i !'"i Carnegie-Mellonfacultyin 1969,he was an assistant professorof tempting to aid users to compose precise and correct program
.._i;_!_i computerscienceat Stanford University,and also was an applied specifications from informal natural language descriptions by
.- :'_ sciencerepresentative with the IBM World Trade Corporation. resolvingthe ambiguity present through context provided by the
_i-_°_; He receiveda Ph.D. degreein computer sciencefrom Stanford in system's knowledgeof programs, programming, and the appqica-
i::'.L!i 1966,havingpreviouslyattended the Universityof Madras,India, tion domain.
_.:!,r._ and the University of New South Wales, Australia. His research
.. -..-.:2
:.!ii_. interests in computer science are in the areas of artificial in- Dr. ThomasO. Binford,a research associate in the Artificial
•;.._ telligence and man-machine communication. In particular, Dr. IntelligenceLaboratory of the Department of Computer Science
'_:_--_ Ready is working on speech input to computers, visual input to at Stanford University, is presently working in the area of cam-
:, _ computers, graphics, and task-oriented computer architectures, puter visions and robotics. Dr. Binfordwas at the AI lab at MIT
_"_ Heis on the editorialboardsofArtificiailntelligence, ImagePro- previously. The Ph.D. received by Dr. Binford is from the
":--;_ cessing and Computer Graphics, Cognitive Science, and IEEE Universityof Wisconsin.
: _':::! Transactions on Pattern Analysis and Machine Intelligence.
_:_ Dr. R. C. Gonzalez is professor of electrical engineering and
;;."I Dr. Ewald Heer is a .technical manager in the Office of computer science at the University of Tennessee, Knoxville,
:i :i Technologyand Space Program Developmentat the Jet Propul- where he is also director of the Image and Patter Analysis
"i]1 sionLaboratory(JPL) leadingthe technology development pro- laboratory. He is an associate editor of the International
grams for autonomous systems and space mechanics. After Journal of Computer and Information Sciences and is a con-
receivinga D . Engr. So. degree, sp ializin in system engineer- sultant to gov rnme t nd industry, such as the Oak Ridge
l
ing, he conducted.and managed several research and advanced National Laboratory, NASA, the U.S. Army, and the Martin
development projects at McDonnell Douglas Corporation, Marietta Corporation. Dr. Gonzalez is co-author of threei
General Electric SpaceScienceLaboratory, and JPL. On assign- books on pattern recognition and image processing. In 1978
, he received a UTK Chancellor's Research Scholar Awardfor manager of Mission Design Section. Mr. Lee was responsible
his work in these fields, for top-level design of all U.S. lunar and interplanetary mis-
' sions. Mr. Lee's current position is manager of Mission Opera-
tions and Engineering for Project Galileo, which will be an .-
i_ Dr.Peter E. Hart is the director of the Artificial Intelligence in-depth investigation of Jupiter and its moons during the mid." -
i!_'..:-_ Center at SRI International, which is doing research on experi- die of the 80s decade.
_-. mental automation and is developing expert consultation
- :7"
: .:_ systems. Other professional experience of Dr. Hart has been as°,.. •
""-_ a lecturer, computer science department, Stanford University Dr. Elliott C. Levinthal is adjunct professor and director of
..... _ and as a staff engineer at the Philco Western Development the Instrumentation Research Laboratory Department of
/!.:-_ Laboratory. His academic background, BEE (1962) Rensselaer Genetics, Stanford University School of Medicine. Previously
• _ Polytechnic Institute, MS (1963), and Phi) (1966) in electrical he was associate dean for research affairs, Stanford University
• "": engineering, Stanford University. Dr. Hart is a coauthor of School of Medicine. He received a PhD degree from Stanford
...._, Pattern Classification and Scene Analysis, John Wiley& Sons, and holds degrees from Columbia and MIT. He is a principal
i !':-_ Inc. (1973) and has published 16 articles in, for example,Prec, investigator on the Viking 1975 Lander ImagingScience team
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Introduction
._
_i A visitor to our planet might be puzzled about the role of computers in
our technolog% On the one hand, he would read and hear all about wonder-
" :_ [ul "mechanical brains" baffling their creators with prodigious intellectual
_i performance. And he (or it) would be warned that these machines must be
.'i-_ii!!_ restrained, lest they overwhelm us by might, persuasion, or even by the
_!.:(i revelation of truths too terrible to be borne. On the other hand, our
_:_"; visitor would find the machines being denounced, or. all sides, for their
" :-_ slavish obedience, unimaginative literal interpretations, and incapacity
:_i!i:._!:,_i for innovationor initiative; in short, for their inhuman dullness.
.;;-"_ Our visitor might remain puzzled if he set out to find, and judge for
!:-i:.-:i_ himself, these monsters. For he would find only a few machines (mostly
. . _ !
_-:.-., "general-purpose" computers, programmed for the moment to behave ac-
::'_)'i cording to some specification) doing things that might claim any real
>_r.,_ intellectual status. Some would be proving mathematical theorems of rather
"Z3
: :"11:-'i undistinguished character. A few machines might be playing certain games,
occasionally defeating their designers. Some might be distinguishing be-
' i_'!!! tween hand-printed letters. Is this enou,_,htO justify so much interest, let
.:i_i_i alone deep concern? I believe that it is; that we are on the threshold of
• .-,_ an era that will be strono_lyinfluenced, and quite possibly dominated, by
:.>4 intelligent problem-solving machines. But our purpose is not to guess about
_iil what the future may bring; it is only to try to describe and explain what
-:i:] seem now to be our first steps toward the constr'action of "artificial in-
':!':t telligence."
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• _i Along with the development of general-purpose computers, the past ---
.-.:_:?! few years have seen an increase in effort toward the discovery and -
' _ mechanization of problem-solving processes. Quite a number of papers
_:tj
;i!.:,.-:i have appeared describing theories or actual computer pro_ams concerned
......, with game playing, theorem proving, pattern reco.-nition, and other do-
.--" :7 " _
:_: ._ mains which would seem to require some intelligence. The literature does
;: _ not include any general discussion of the outstanding problems of this field.
:*!._ In this article, an attempt will be made to separate out, analyze, and
--_'I
.;--._ find the relations between•some of these problems. Analys;.swill be sup-
.-:._-_,._ ported with enough examples from the literature to serve the introductory
-!,;_.:_ function of a review article, but there remains much relevant work not de-
'. :._ scribed here. This report is highly compressed, and therefore, cannot be-
-,i,- q
•.:._ gin to discussall these matters in the availablespace.
":":_ There is, of course, no generally accepted theory,of "intelligence"; the
:__ analysis is our own and mav be controversial. We regret that we cannot
.:?;:,.j give full personal acknowledgments here_suffice it to say that we have
-,_.:_ discussed these matters with almost every one of the cited authors.
;:"_ It is convenient to divide the problems into five main areas: Search,
.... Pattern Recognition. Learning, Plannin_, and Induction; these comprise
-?, . the main divisions of the report. Let us summarize, the entire argument
.-.4
very briefly:
.....' " A computer can do, in a sense, only what it is told to do. But even
when we do not know exactly how to solve a certain problem, we ma_
--:_ program a machine to Search through some large space of solution at-
• •: ' tempts. Unfortunately, when we write a straightforward program for such
., _ a search, we usually find the resulting process to be enormously inefficient.
• ..:_ 'i" -
'"' ' With Pattern Recognition techniques, efficiencycan be greatly improved
:.:_ '". _ .
.,.: by restricting the machine to use its methods only on the kind of attempt:
..:::., for which they are appropriate. And with Learning, efficiency is furth_,
i!iiii_ improved by directing Search in accord with earlier experiences. By ac
....:,: tuaUy analyzing the situation, using what we call Planning methods, the
::_: machine may obtain a really fundamental improvement by replacing th,-
ii_i'-! originally given Search by a much smaller, more appropriate exploration
.!;!_._i.i Finally, in the section on Induction, we consider some rather more globaz
:.._...: concepts of how one mightobtain intelligent machine behavior.
- ._ I. The Problem o/ Search:
_-_._i If, for a given problem, we have a means for checking a proposed solu- _
•, tion, then we can solve the problem by testing all possibleanswers. But this
"_:'_; ' The adjective "heuristlc," as used here and widely in the literature, mea_,s relater_
i._;_ to improving problem-solving per/ormance: as a noun'it is also used in regard to any
:.:_ method or trick used to improve the efficiency of a problem-solving system. A
• .1
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:<:-_, always takes much too long to be of practical interest. Any device that can • -
reduce this search may be of value. If we can detect relative improvement,
"-:,_". then "hill-climbing" (See. I-B) may be feasible, but its use require.:,
•;i., some structural knowledge of the search space. And unless this structure
"::,,:."j meets certain conditions, hill-climbing may, do more harm than good.
i i:'i When we talk of problem-solving in what follows we will usually sup-
.... _: pose that all the problems to be solved are initially well defined (McCarthy,
?'>!:_ 1956). By this we mean that with each problem we are given some sys-
.:'-": tematic way to decide when a proposed solution is acceptable. Most of
:>'_:.ii_ the experimental work discussed here is concerned with such well-defined
_:_:'._ problemsas aremet in theorem-proving,or in eameswith preciserulesfor
-'; "7. _ -
•: :-=_ play and scoring.
.::_o:,3 In one sense all suchproblemsare trivial.For if there existsa solution
_:_'_' to such a problem, that solution can be found eventually by any blind
•--:"-q exhaustiveprocesswhichsearchesthrough all possibilities.And it is usu-
." _: J
_.,,_,.:_ allynot difficulto mechanizeor programsucha search.
_.._ . But for any problemworthyof the name, the search through all pos-
. : sibilities will be too inefficient for practical use. And on the other hand,
._. ,. systems like chess, or nontrivial parts of mathematics, are too complicated
_, _ for complete analysis. Without complete analysis, there must always re-
: -_ mainsome core of search,or "trial and error." So we need to find tech-
:. niques throughwhich the results of incomplete analysis can be used to
..-_ _ make the search more efficient. The necessity, for this is simply over-
whelming: a search of all the paths through, the game of checkers involves
_i.i ! some I04° move choices (Samuel, I959a), in chess, some I0 z:° (Shannon,
:=.,_: inNewman, 1956). If we organized all the particles in our galaxy into
i::":_! " some kind of parallel computeroperating at the frequency of hard cosmic
_,/_/_ rays, the latter computation would still take impossibly lon_; we cannot
: ....._: expect improvements in "hardware" alone to solve all our problems!
"._">::
: .....-: Certainly we must use whatever we know in advance to guide the trial
i_:i!i!:! generator. And we must also be able to make use of results obtained along
>: :; the way3,_
• .-_..5.i
:''-:, "heuristic program," to be considered successful, must work well on a variety of
•:-:._ problems, and may often be excused if it fails on some. We often find it worthwhile
..._:"..:
.,.-: to introducea heuristic method which happensto cause occasionalfailures, if ther-_
.:,. isan over-allimprovementanperformance.Butimperfectmethodsarenotnece,-
_-':.:i sarily heuristic,nor vice versa. Hence "heuristic"should not be regardedas opposite• ? ..=,
_.":-:; to "foolproof"; this hascaused someconfusionin the literature.
.::.> _McCanhy (1956) has discussed the enumeration problem from a recursive-
: ,:"::) function-theorypoint of view.This incomplete but suggestive paper proposes,amoral:
•.;, _ other things, that "the enumeration of partial recursive functions should give ;.,n
:.,,-., early place to compositionsof functionsthat havealready appeared."
"::':"]_,._ I regard this as an important notion, especially in the light of Shannon's result,
!
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i'.:i::i!'i A. RelativeImprovement,Hill-climbing,andHeuristicConnections .
?:"!i A problem can hardly come to interest us if we have no background of
;:._:':":i.i. information about it. We usually have some basis, however flimsy, for de-
..,.?.._ tecting improvement; some trials will be judged more successfulthan others.
.-...:_ Suppose, for example, that we have a comparator which selects as the
._:.:.-] better, one from any pair of trial outcomes. Now the comparator cannot,
;: .-_ alone, serve to make a problem well defined. No goal is defined. But if
•::-; the comparator-defined relation between trials is "transitive" (i.e, if A
:.:(:._ dominates B and B dominates C implies.that A dominates C), then we
_::_:.; can at least define "progress," and ask our machine, given a time limit, to
_:., do the best it can.
'--_':._ But it is essential to observe that a comparator by itself, however?- _-....;
....., shrewd, cannot alone give any improvement over exhaustive search. The
.... comparator gives us information about partial success, to be sure. But we
search in promising directions; to select new trial points which are in some .
:'. : sense "like," or "similar to," or "in the same direction as" those which , . _ ,
:: : have given the best previous results. To do this we need some additional - -
. ! -
o ': structure on the search space. This structure need not bear much resem-
! blance to the ordinary spatial notion of direction, or that of distance, but
_ it must somehow tie together points which are heuristically related.
..._ We will call such a structure a heuristic connection. We introduce this
• .:?! term for iMormal use only_that is why our definition is itself so informal.
:-::i But we need it. Many publications have been marred by the misuse, for
..-.: this purpose, of precise mathematical terms, e.g., metric and topological.
"../:_ The term "connection," with its variety of dictionary meanings, seems just
:;J._ the word to designate a relation without commitment as to the exact nature
':""'" of the relation.
::::'"_ An important and simple kind of heuristic connection is that defined
':;:iiiii..-... when a space has coordinates (or parameters) and there is also defined a
-_"_. numerical "success function" E which is a reasonably smooth function of
'".-:,_ the coordinates. Here we cart use local optimization or hill-climbing
:/:_! methods.
: "":_ function requires about 2"/n contacts. This disaster does not usually strike when we
5-_-" construct "interesting" large machines, presumably because they are based on
-:" composition of functions already found useful. One should not overlook the
_...::-_
pioneering paper of Newell (1955), and Samuel's discussion of the minimaxing
i:_i:_:"i process in (1959a).
_i!::-. ' In 1952 and especially in 1956, Ashby has an excellent discussion of the search
,._ problem. (However, I am not convinced of the usefulness of his notion of "ultra-
.. .- stability," which seems to be little more than the property of a machine to search
•::_ until something stops it.)
• ':'t
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":':':"" B. I'Iill-c".limbing --:,"i_
::+'-._ Supposethatwe aregivena black-boxmachinewithinputsxl..... x,
_-_:" andanoutputE(x,, X,).We wishtomaximizeE byadjustingthe
..'::_. • . . ,
_;:,:!_!I inputvalues.Butwe arenotgivenanymathematicaldescriptionofthe
,._._ functionE;hencewe cannotusedifferentiationorrelatedmethods.The
.::.Z_ obvious approach is to explore locally about a point, finding thedirection
::-'.,' of steepest ascent. One moves a certain distance in that direction and
.-:::. :! repeats the process until improvement ceases. If the hill. i:; smooth this
": :.' may be done, approximately, by estimating the gradient component
:_,::i";'_ OE/OM separately for each coordinate X_.There are more sophisticated
: ...:--
_.:_.-....._ approaches (one may use noise added to each variable, and correlate the
...._:i.:.-_
i::_-_;_: output with each input, see Fig. 1)_ but this is the general idea. It is a
.'_:,<:_ fundamental tectmique, and we see it always in the background of far more
, :.-..;,.'_
-,,.:; complex systems. Heuristically, its great virtue is this: the sampling etion
• ",•._:._
: '-:: (for determining the direction of the gradient) grows, in a sense, on!y
.. _ linearly with the number of parameters. So if we can solve, by such a
!__:i. method, a certain kind of problem involving many parameters, then the
:.:'..: addition of more parameters of the same kind ought not cause an in-
,....-_
•:-., ordinate increase in difficulty.We are particularly interested in problem-
...
::_-_._! . solvingmethods which can be so extended to more difficultproblems. Alas,
- most interesting systems which involve combinational operations usually
"! grow exponentiallymore difficultas we add variables.
,o.'.i
• ,.: A great variety of hi!l-climbing systems have been studied under the
•. ]
.ili-"" names of "adaptive" or "self-optimizing" servomechanisms.
"' "'_:'€, ' : Fro ra other U's
!:.'/.!
,.:?:i;i e"(_I....._n]
::;;'_!',_i ("t) . i _
..-.. _,-_
_:_i)'_ Figure I. "Multiple simultaneous optimizers" search for a (local) maximum value
of some function E(X_, . . . , X,) of several parameters. Each unit U, independently
]i :"qi.,. "jitters" its parameter X., perhaps randomly, by _.tddinga variation 8,(t) to a current
::;i'_ mean value /_,. The changes in the quantities _, and /=7are correlated, .'rod the result
'-"': '<' is used to (slowly) change it,. The filters are to move d-c components. This simul-
tane6us technique, re:diy a form ef coherent detection, u_ually has an advantage
_i over methods dealing separately and sequentially with each parometer. [Cf. the
!ii!iil discussion of "informative feedback" in Wiener (1948, pp. 133ff.).]
/.'
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,..:_ C. Troubleswith Hill.climbing • - -
.:i:::-.. Obviously, the gradient-followinghill-climber would be trapped if it should
, . ,,',
:._;.._ reach a local peak which is not a true or satisfactory optimum. It must
•: __ then be forced to try larger steps or changes. -
..L:_i It is often supposed that this false-peak problem is the chief obstacle to
".-_:_ machine learning by this method. This certainly can be troublesome. But
:._.:._?! for really difficult problems, it seems to us that usually the more funda-
:.::._:. mental problem lies in finding any significant peak at all. Unfortunately
....:_. the known E functions for difficult problems often exhibit what we have
_.:i" called (Minsky and Selfridge, 1960) the "Mesa Phenomenon" in which af....:
_:.:_ small change in a parameter usually leads to either no change in per-
.i-:-_
_..,_:_ formance or to a large change in performance. The space is thus com-
:.'_ posed primarily of flat regions or "mesas." Any tendency of the trial
_:_ generator to make small steps then results in much aimless wandering
:-;:-" without compensating information gains. A profitable search in such a
?ii::,_:_ space requires steps so large that hill-climbingis essentially ruled out. The
-:"._ problem-solvermust findother methods; hill-climbingmight still be feasible
""" with a different heuristic connection.
_" Certainly, in our own intellectual behavior we rarely solve a tricky prob- '
lem by a steady climb toward success. I doubt that in any .one simple
-:-_ mechanism, e.g., hill-climbing, will we'find the means to build an efficient
'_ and general problem-solving machine. Probably, an intelligent machine
; will require a variety of different mechanisms. These will be arranged in
:_ ." hierarchies, and in even more complex, perhaps recursive, structures. And -
, perhaps what amounts to straightforward hill-climbing on one level may
sometimes appear (on a lower level) as the sudden jumps of "insight."
_:?:, I1. The Problem of Pattern Recognition
._iii':i_ In order not to try all possibilities, a resourceful machine must classify
: . problem situations into categories associated with the domains of effective-
!_:i_._ ness of the machine's different methods. These pattern-recognition methods
.,.... must extract the heuristically significant,features of the objects in question.
-.., The simplest methods simply match the objects against standards or proto-
_.:":._ types. More powerful "property-list" methods subject each object to a
ifi._ii sequence of tests, each detecting some property of heuristic importance.
._ These properties have to be invariant under commonly encountered forms
_-.._! of distortion. Two important problems arise here_inventing new useful _
_. _ properties, and combininz many properties to form a recognition system.
.i.i,il For complex problems, such methods will have to be augmented by facilitiesfor subdividing complex objects and describing the complex relations
'!:i! between their parts.
i]
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; !?i.! Any powerful heuristic program is bound to contain a variety of different
=:'':::.", methods and techniques. At each step of the problem-solving process the " -
........... machine will have to decide what aspect of the problem to work on, and
_i:._?i:! then which method to use. A choice must be made, for we usually cannot
i!i_:ili:i_!- afford to try all the possibilities. In order to deal with a goal or a problem,
'":..:i.,il that is, to choose an appropriate method, we have to reco_ize what kind
'=_'._ of thing it is. Thus the need to choose amon_ actions compels us to provide
.-.i w
.... •' : the machine with classificationtechniques, or means of evolving them. It is
_::i::i of overwhelming importance that the machine have classificationtechniques
i.:.:_.!;.i.i which are realistic. But "realistic" can be defined only with respect to the
:: .%1! environments to be encountered by the. machine, and with respect to the
i_iii:!i methods available to it. Distinctions which cannot be exploited are notworth recognizing. And methods are usually worthless with ut cl ssifica-
-:=?":_ fion schemes which can help decide when they areapplicable.• ": :....','i
::(.2.?i A. Teleological Requirementsof Classification
':i:.-:'::ii The useful classifications are those which match the goals and methods
•" .:_:..i
:i.%:., of the machine. The objects grouped together in the classifications should
- _ have something of heuristic value in common; the?' should be "similar" in ;1
-:-, useful sense; they should depend on relevant or essential features. We
_-'._ should not be surprised,then, to lind ourselves using inverseor teleological
.- expressionsto define the classes. We really do want to have a _ip on "the
' " ! class of objects which can be transformed into a result of form Y," that is,
" :' the class of objects which will satisfy some goal. One should be wary of
. q the familiar injunction against using teleological language in science. While
':- "; it is true that talking of goals in some contexts may dispose us towards
certain kinds of animistic explanations, this need not be a bad thing in the
-..:_ field of problem-solving; it is hard to see how one can solve problems
:_- without thoughts of purposes. The real difficulty with telcolo.Mcaldefini-
::i-_::(._ lions is technical, not philosophical, and arises when they have to be used
;i:.i,:y;! and not just mentioned. One obviously cannot afford to use for classifica-
i.!i._-'_ tion a method which actually requires waiting for some remote outcome,
.:-.::_ if one needs the classificationprecisely for deciding whether to try out that
_:_:!?_ method. So, in practice, the ideal teleological definitions often have to be
_.o: -
--....._ replaced by practical approximations, usually with some risk of error;
. ,¢._
•-'fii_,! that is, the definitions have to be made heuristically effective, or eco-
•.::..::,',.- nomically usable. This is of _eat importance. (We can think of "heuristic
:-::::: effectiveness"as contrasted to the ordinary mathematical notion of "effec-
: "::_ tiveness" which distinguishes those definitions which can be realized at all
-=: :! by machine, regardless of efficiency.)
_:;.ii_J. B. Patternsand Descriptions: .,..'.._.:,_
:";:".,:,i-! It is usually necessary to have ways of assi_,nin_names_svmbolic expres-
•_ sions---to the defined classes. The structure of the names will have a
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" "_ crucial influence on the mental world of the machine, for it determines -
_:.-",,i what kinds of things can be conveniently thought about. There are a "
_:i._ variety of ways to assign names. The simplest schemes use what we will
:.i;--:._ call conventional (or proper) names; here, arbitrary symbols are assigned -
to classes. But we will also want to use complex descriptions or computed
•: ..: names; these are constructed for classes by processes which depend on the
-._--:-3 class definitions. To be useful, these should reflect some of the structure
:_:':_'-:• of the things they designate, abstracted in a manner relevant to the problem
., : ._ area. The notion of description merges smoothly into the more complex
•.__;_ notion of model; as we think of it, a model is a sort of active description.
'_!.:__ It is a thing whose form reflects some of the structure of the thing repre-
....:_ sented, but which also has some of the character of a working machine.
:::""!_ In See. III we will consider "learning" systems. The behavior of those!;/.,:.7",
'_:" systems can be made to change in reasonable ways depending on what7- -rj._
-_i-_':i. happened to them in the past. But .by themselves, the simple learning
:...:_
;:...:-i systems are useful only in recurrent situations; they cannot cope with any
7.':,_ significant noveltv. Nontrivial performance is obtained only when learning
...-.:..!
.--_ systems are supplemented with classificationor pattern-recognition methods -
•.--: of some inductive ability. For the variety of objects encountered in a non-
: trivial search is so enormous that we cannot depend on recurrence, and
' ; the mere accumulation of records of past experience can have only limited '
::-i value. Pattern Recognition, by providing a .heu,'istic connection which
': links the old to the new,can make learning broadly useful.'-.
• :._ Whatis a "pattern"? We often use the term teleologically to mean a
'=- .. set of objects which can in some (useful) way be treated alike. For each"- L]
_, problem area we must ask, "What patterns would be useful for a machine
: ;.:_ workingon such problems?"
....., The problems of visual pattern recognition have received much attention
_,.!i_ in recent years and most of our examples are from this area.
• J
......, t2. Prototype-derivedPatterns
: _ The problem of reading printed characters is a clearcut instance of a situa-
,_ tion in which the classificationis based ultimately on a fixed set of "proto-
i::-i-- types"----e.g.,the dies from which the type font was made. The indiyidual
'.. :.
.:: marks on the printed page may show the results of many distortions. Some
--i-__ distortions are rather systematic: change in size, position, orientation.
.-:_:_J Some are of the nature of noise: blurring, grain, low contrast, etc.
'/-'_ If the noise is not too severe, we may be able to manage the identifica-
: : tion by what we call a normalization and temphue-matching process. We =?' i
::_.: first remove the differences related to size and position_that is, we
.:'.!_! normalize the input figure. One may do this, for example, by constructing
•":':_ a similar figure inscribed in a certain fixed triangle (see Fi,, 2)" or one
•, may transformthe figureto obtain a certain fixed center of gravity and a
%q unit secondcentral moment. [There is an additional problemwith rotational
P
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?:;_.:2 equivalence where it is not easy to avoid all ._
:, :,_ ambiguities. One does not want to equate "'6"
__[_ and "9." For that matter, one does not want
, _._ to equate (0,o), or (X,x) or the o's in x., and
,..:.-?, x°, so that there may be context dependency
: :.;•?;:
:./::,_:_ involved.] Once normalized, the unknown
• ..;:_ figure can be compared with templates for the
'.:..5 prototypes and, by means of some measure of
:,"'_ matching, choose the best fitting template.
•" "_ Figure 2. A simple normal-
;i"::.i_i izationtechnique.If an oh- Each "matching criterion" will be sensitive to
':" _-: ject is expandeduniformly, particular forms of noise and distortion, and
:":':'" without rotation, until it so will each normalization procedure. The in-
'_,'_!'!ii touches all three sides of a scribing or boxing method may be sensitive to
::"::_.,,. triangle, the restdting figure small specks, while the moment method wil!
_.i:.iiii!::-I willbe unique,and pattern be especially sensitive to smearing, at least for
:i:::..)i recognition can proceed -
without concernabout re- thin-line figures, etc. The choice of a.matching
! f.:"::_ lativesize and position, criterion must depend on the kinds of noise
...... and transformations commonly encountered.
": -- Still, for many problems we may get acceptable results by using strai_ht-
-- _' forward correlation methods.
..:::?, When the class of equivalence transformations is very.large, e.g., when
•_ local stretching and distortion are present, there will be difficult)'in finding
' _-::i a uniform normalization method. Instead, one may have to consider a
_--_ process of adjusting locally for best fit to the template. (While measuring
_.', the matching, one could "'jitter" the figure locally; if an improvement were
°.il_ found the process could be repeated using a slightly different change, etc.)
: _,,:_ There is usually no practical possibility of applying to the figure all of the
":F,'{
-T2.':I admissible transformations. And to recognize the topological equivalence
;_..;!_ of pairs such as those in Fig. 3 is likely beyond any practical kind of itera-
->;'-_i tive local-improvement or hill-climbing matching procedure. (Such recog-
;_-::_i nitions can be mechanized, though, by methods which follow lines, detect
:.:..ii!J! vertices, and build up a description in the form, say,.of a vertex-connection
,- !-_'.J_i table.)
7":_.'..,
-.'. 2;
:"¢--;_-;:i lal (a') . {b_ [b'l
!:_-i-;£_i Figure 3. The figures A, A' and B. B' are topologically equivalent pairs. Length,
._:,:iL';_::i! have been distorted in an arbitrary manner, but the connectivity relations between
:s.'.'_ corresponding points have been preserved. In Sherman (1959) and Hailer (1959)
:":>(-'_ we find computer programs which can deal with such equivalences.
•;/,31
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; The template-matching scheme, with its normalization and direct corn- --
..*.,,-_ parison and matching criterion, is just too limited in conception to be of - -
". much use in more difficult problems. If the transformation set is large,
:---;'-i normalization, or "fitting," may be impractical, especially if there is no
:-;:il-_ adequate heuristic connection on the space of transformations. Further-
.!.:! more, for each defined pattern, the system has to be presented with a proto-
ii:-_!i.i type. But if one has in mind a fairly abstract class, one may simply be
:._ unable to represent its essential features with one or a very few concrete
" :: : examples. How could one represent witha single prototype the class of
_A'.'._ figures which have an even number of disconnected parts? Clearly, the
:.:!,'i/i template system has negligible descriptive power. The property-list system
-:-.z: frees us from some of these limitations.
:;::_ii._ D. Proper_ Lists and"Characters"
- _ We define a property to be a two-valuedfunction which divides figures
_;:i-_ into two classes; a figure is said to have or not have the property according
i.?-'-"_" to whether the function's value is 1 or O. Given a number N .ofdistinction
: '-:-:_ properties, we could define as many as 2" subclasses by their set inter- "
,":-Ji sections and, hence, as many as 22"patterns by combining the properties "
:-! with AND's and OR's. Thus, if we have three properties, rectilinear,con-
":i nected, and cyclic, there are eight subclasses (and 256 patterns) delhaed
"! by their intersections (see Fig. 4).
'::"-i. If the given properties are placed in a fixedorder then we can represent
• any of these elementary regions by a vector, or stringof digits. The vector
-. so assigned to each figure will be called the Character of that figure (with
'".:_ respect to"the sequence of properties in question). [hi."Some Aspects of
' :! Heuristic Programming and Artificial Intelligence" (1959a), we use the
Rectilinear
_"': It-a r- Cor.a;.;cja10op "_ _!IIi
...': .
:. .":;i; (L t,01 (1•t,ll (0,1,tl 10,1, O)
:i -:"
i, : 11,0,0) U,O,1I (O,OA| 10,0,01
A (]D• J ;-
r--q.'-s - •
_:.( Figure 4. The eight regions represent all the possible configurations of values of
"..._i the three properties"rectilinear,""connected•"containinga loop."Each region
...I
: ] containsa representativefigure,and its associatedbinary"'Character'• sequence.
". i'_
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:(_'.'._--i_ term characteristic for a property without restriction to 2 values.] Thus a .-
::.:_:_ square has the Character (1,1,1) and a circle the Character (0,1,1) for
-_-:.:,:.;_:_ the given sequence of properties.
::.:',;:,; For many problems one can use such Characters as names for cater.odes
;..::_,_ and as primitive elements with which to define an adequate set of patterns.
:.::.:._.._ Characters are more than conventional names. They are instead very
L:i:::_; rudimentary forms of description (having the form of the simplest sym-
bolic expression_the list) whose structure provides some information
:.!?_ii!_i! about the designated classes. This is a step, albeit a small one, beyond the:7,:7"o ;1
:_-_':i template method; the Characters are not simple instances of the patterns,
::-_:.': and the properties may themselves be very abstract. Finding a good set of
!_!"ii_':)i _.;:..-,_ properties is the major concern of many heuristic programs.
.::J?.2 E. lnvariant Properties
:_:_.:.,. One of the prime requirements of a good property is that it be invariant
._:-:..... under the commonly encountered equivalence transformations. Thus for
!IS'_:!_!I visual Pattern Recognition we would usually want the object identification
,_-. to be independent of uniform changes in size and position. In their pioneer-
_ hag paper Pitts and McCulloch (1947) describe a general technique for
._(_:_i)_i _: forming invariant properties from noninvariant ones, assuming that the
-"-_3 transformation space has a certain (group) structure. The idea behind
. _?:! their mathematical argument is this: suppose that we have a function P
....•:-._.: of figures, and suppose that for a given figure F we define [F] = {F_,F:,
;i-::_.!i" , . . ) to be the set of all figures equivalent to F under the given set of
• _-. - _
• ._ transformations; further, define P[F] to be the set (P(F,),P(F_.) .... }
-:::i .: of values of P on those fignres. Finally, define P*[F] to be AVERAGE
._.,::_ (P[F]). Then we have a new property P* whose values are independent
of the selection of F from an equivalence class defined by the transforma-
-i_i!:__i lions. We have to be sure that when different representatives are chosen
_:: ":' from a class the collection [F] will always be the same in each Case.In the
• _7.'..tl
_, case of continuous transformation spaces, there will have to be a measure
__!i:i_i_ or the equivalent associated with the set [F] with respect to which the
::_:?: operation AVERAGE is defined, say, as an integration.'
, :;:_:_ This method is proposed (Pitts and McCulloch, 1947) as a neuro-
_::__"..,...,, physiological model for pitch-invariant hearing and size-invariant visual
_7;"S--i 'In the case studied in Pitts and McCulloch (1947) the transformation space is a
..,_!.:,": group with a uniquely defined measure: the set [F] can be computed without repeti-
:/):_?,__: tions by scanning through the application of all the transforms T. to the given figure
so that the invariant property can be defined by
-:-._"_i where G is the group and t* the measure. By substituting Ta(F) for F in th_s. one
:_SY.:l
........, can see that the result is independent of choice of _ since we obtain the same
, ::._ integral over Gp" - G.
: !
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• _ recognition (supplemented with visual centeringmechanisms). This model _"
':"_:J is discussed also by Wiener.s Practical application is probably limited to -
.-?. --_
•:.,i one-dimensionalgroups and analog scanning devices.
_:._::_ In much recent work this problem is avoided by using properties already
._-_._ . invariantunder thesetransformations.Thus a propertymightcountthe
":_i
'.:-: number of connected components in a picture--this is invariant under
:17.- size and position. Or a property may count the number of vertical lines in
i".i a picture--this is invariant under size and position (but not rotation).
":' :: F. Generating roperfies
:".',i
!---._-i The problem of generating useful properties has been discussed by
.._ :°})_i Selfridge (1955) we shall summarize his approach. The machine is given,
'::.-_ at the start, a few basic transformations A, ..... A,, each of which
:._:-_:, transforms, in some significant way, each figure into another figure. At
:_':_'" might, for example, remove all points not on a boundary of a solid region;
:_•:" A_ might leave only vertex points; A3 might fill up hollow regions, etc. (see
'.!:'i-_/ Fig. 5). Each sequence A,tA,: . . . A,_ of these forms a new trans-formation, so that there is available an infinite variety. We provide the :
machine also with one or more "terminal" operations which convert a
picture into a number, so that any sequence of the elementary transforma-
. o "tions,followed by a terminal operation, definesa property. [Dineen (1955) .
,i describes how these processes were programmed in a digital computer.]
'_ We can start with a few short sequences, perhaps chosen randomly.
• Selfridge describes how the machine might learn new useful properties.i.
.: ,_ We now feed the machine A's and O's telling the machine each tbne
i which letter it is. Beside each sequence under the two letters, the
. i:.:' machine builds up distribution Junctions 1rom the results of applying
,-:r.? the sequences tO the image. Now, since the sequences were chosen
il.i_i_!! completely randomly, it may well be that most o[ the sequences have
"_ :. very flat distribution Junctions; that is, they [provide] no inJormation,
i. i ' See pp. 16011.of Wiener (1948).
.:;..i•' • .
! i. Figure 5. An arbitrary sequence of picture trans'formations, followed by a numerical- .
valued function, can be used as a property function for pictures. Az removes all
i..":,, points which are not at the edge of a solid region. A.- leaves only vertex points--
• -?:_! at which an arc suddenly changes direction• The function C simply counts the
• :"_ number of points remaining in the piett,re. All remarks in the text could be
:i-'ii generalized to apply to properties like ,.I,A,C, which can have more than two values.
": i
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!i!:!!:ii!_ and the sequences are there/ore [by definition] not significant. Let it "-
•:;,, 7:.,- discard these and pick some others. Sooner or later, however, some
7.?;::-:71:.:.:,-:, sequences will prove significant; that is, their distribution [unctions
_,:..,_!':. will peak up somewhere. What the machine does now is to build up
:..!.'.:,i new sequences like the significant ones. This is the important point.
:i17!_:'iii_ If it merely chose sequences at random it might take a very long
"_!"?:_i while indeed to find the best sequences. But with some success]ul
• :,. =..; sequences, or partly success/ul ones, to guide it, we hope that the
•-:_::__ process will be much quicker. The cracial question remains: how do
"-:.:i:-'.'..'_ we build up sequences "like" other sequences, but not identical?As o/
-i.=_,:i'_'! now we think we shall merely build sequences/rom the transition
.:,:_.:,:q lrequencies of the significant sequences. We shall build up a matrix
,7._,..';i
_":.: , Of transition frequencies from the significant ones, and use those as
:_=:.'_::',-i transitionprobabilities with which to choose new sequences.
':;:-i.::i_ We do not claim that this method is necessarily a very good way
"-: "_" of choosing sequences--only that it should do better than not using
:/_::_ at all the knowledge o/ what kind of sequences has worked. It has
: ,.. _i_:i
• _ seemed to us that this is the crucialpoint oi learning.6
,_ ._:_ It would indeed be remarkable if this failed to yield properties more
• . _ useful than would be obtained from completely random sequence selection.
-.,. :._ The generating problem is discussed further in Minsky (1_56a). Newell,
; '_ Shaw, and Simon (1960b) describe more deliberate, less statistical, tech-
•: _.i niques that might be used to discover sets of properties appropriate tO a
•..: _, given problem area. One may think of the Selffidge proposal as a system
l _: _ ; l _ _ which uses a finite-state language to describe its properties. Solomonoff
" ' ".'. (1957, 1960) proposes some techniques for discovering common features
_:-._.:_ of a set of expressions, e.g., of the descriptions of those properties of
• ;!,ii._ already estitblished utility; the methods can then be applied to _enerate
_i_i!i:.!;i-.:.." new properties with the same common features. I consider the lines of •
•_:._:::.:! attack in Selfridge (1955), Newell, Shaw and Simon (1960a), and
:::: / Solomonoff (1960, 1958), although still incomplete, to be of the greatest
._"Zi.]
=-:.:)::_! importance.
:---:::.::-i; G. CombiningProperties
:,:...,_ One cannot expect easily to find a small set of properties which will be
_'_ . .: -_
:.-i,!:.)!_i just right for a problem area. It is usually much easier to find a large set
......-,_ of properties each of which provides a little useful information. Then one
iii_!ii._ is faced with the problem of finding a way to combine them to make the
_-;._::._ desired distinctions. The simplest method is to choose, for each class, a
';"__ typical character (a particular sequence of property values) and then to
use some matching procedure, e.g., counting the numbers of agreements
::':":i:7_ and disagreements, to compare an unknown with these chosen "Character
iiit
.' 1
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._.-.,. prototypes." The linear weighting scheme described just below is a slight .-
:, :. generalization on this. Such methods treat the properties as more or less -
.%: .-:,
:.iii_ independent•evidencefor and against propositions;more general pro-
: ::...., cedures (about which we have yet little practicalinformation) must ac-
..:i:.:!:..',....i_ count also for nonlinear relationsbetween-properties,i.e., must containweightingtermsforjointsubsetsofpropertyvalues.
::. : !
:..:. 1. "BAYES NETS" FOR COMBINING INDEPENDENT PROPERTIES
::...... We considera sin_e experimentin whichan objectis placedin front of a
::--:: property-listmachine.Each propertyE;_willhavea value,0 or 1. Suppose
_ :_.i: that there has been definedsome set of "objectclasses"Fj, and that we
:-- want to use the outcomeof this experimentto decide in which of these
i:. classesthe objectbelongs.!?...:, Assume that the situationis basicallyprobabilistic,and that we know
ii_.:.,-.:; the probabilityp_ythat, if the objectis in classFythen the ith propertyE,
:,:.._:::: will have value 1. Assumefurther that.these propertiesare independent;
:?:!_; that is, evengivenFj, knowledgeof the valueof E_tells us nothingmore
_._..
,?._.! about the valueof a differentE_ in the sameexperiment.(This is a strong
.....•...' condition_see below.) Let 4,j be the absoluteprobabilitythat an object
is in class FI. Finally,for this experimentdefineV to be the particularset
of i's for which the E_'s are 1. Then this V representsthe Character of
:. theobject.Fromthedefinitionof conditionalprobability,wehave
" ' Pr(Fi,V) = Pr(V')" Pr(F_IV)"= Pr(F_)"Pr(VIF_)
Giventhe CharacterV, we wantto guesswhichFj has occurred(with the
-_ least chanceof beingwrong--theso--calledmaximumlikelihoodestimate);
i:":: that is, forwhich] is Pr(Fj!V) the largest?Sincein the abovePr(V) does
."7. not depend on ],wehaveonlyto calcuateforwhich] is
o:...
ii::!":_ Pr(Fj) •Pr(I"IFj) -- _i Pr(VIFi)
":::_':: the largest.Hence,by our independencehypothesis,we have to maximize
Hp,,"Hq,,= H H
" _:_ _V iEV _V _U ttll
:iii!i! These"maximum-likelihood"decisionscan be made (Fig. 6) bya simple
•::>. networkdevice3
:i_!°'-I ' At the costof an additional network layer, we may also account for the possible
;.:.._ cost g_ that would be incurred if we were to assignto F, a figurereallyin class F_;
,:",.'_ in this ca_ the minimumcostdecisionis givenby the k for which -
. ..,
..":'!i is the least. V is the complement set to V. q,, is (1 -- m,).
._,, q
'-!:::]
•.; Z,"vl
".1
:it
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-:%..%_,
!i)/:
_;?!_;! o I
6."Ner'modelform imum-li o ihooddecisi nshose.linoarwelgh,i gsof property values. The input data are examined by each "property filter" E,.
i.::.;! Each E_ has "0" and "I" output channels, one of which is excited by each input.
-_-: .._ These outputs are weighted by the corresponding p_j's, as shown in the text.
•fi •. •i
--.',_': The resulting signalsare multipliedin the Fj units,each of which "collectsevidence"
-"='_ for a particular figure class. [We could have used here log (p,j), and added at
, :. , the Fi units.] The final decirion is made by the topmost unit D, who merely chooses
• -.'., that Fj with the largest score. Note that the logarithm of the coefficientp,[q_,
i '::,iii in the second expression of (I) can be construed a_ the "weight of the evidence"
:iii:=!..! of E, in favor of F_.[SeealsoPapert (1961) and Rosenblatt(1958).]
- ._
' ':/:! These nets resemble the general schematic diagrams proposed in the
:,:,_';_.L; "Pandemonium" model of Selfridge (1959) (see his fig. 3). It is proposed
_:i_'_i:,!:_-; there that some intellectual processes might be carried out by a hierarchy
:" .,:_;_i of simultaneously functioning submachines suggestively called "demons,"
.-":-i:'g::.:_,_ Each unit is set to detect certain patterns in the activity of others and the
:'-::_ output of each unit announces the degree of confidence of that unit that it
_i-2;:_:_;3 sees what it is lookingfor. Our E_ units are Selfridge's"data demons."
...._::.-, Our units F_ are his "cognitive demons"; each collects from the abstracted
.:,:.'-::_! data evidence for a specific proposition. The topmost "decision demon" D
: ":-;-.i responds to that one in the multitude below it whose shriek is the loudest:
:;--_ It is quite easy to add to this "Bayes network model" a mechanism
":" which will enable it to learn the optimal cdnnection weightings. Imagine
:':: :'_ that, after each event, the machine is told which F_. has occurred; we
_ could implement this by sending back a signal along the connections lead-
!=_ hag to that Fi unit. Suppose that the connection for p_ (or: qo) contains
: _-:_" a two-terminal device (or "synapse") which stores a number w;_. Whenever
_,.::..:_ the joint event (F;, E_ = 1) occurs, we modify w_ by replacing it by
..,.,_
.: _ii._i sSee also the report in Selfridgeand Neisser(1960).
. . ! #
!
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;. '; (w,j + 1)0, where 0 is a factor slightly less than unity. And when the 1 --
'::_::.:_ joint event (Fj, Ei = O) occurs, we decrement wij by replacing it with
: , _. (wij)O. It is not difficult to show that the expected values of the w_'s will
•:=.::"-' become proportional to the p_i's [and, in fact, approach p_[O/(1 --0)].•"-.5"•-:_
_:..:., Hence, the machine tends to learn the optimal weighting on the basis of
'_'!::!i"ij__, experience. (One must put in a similar mechanism for estimating the
4,j's.) The variance of the normalized weight w_j[(1 -- 0)/0] approaches
:. :i [(1- O)/(1 +O]p_jq_j. Thus a small value for 0 means rapid learning
but is associated with a large variance, hence, with low reliability. Choosing
o7- ,'f"
_:-:._ 0 close to raritymeans slow, but reliable, learning. 0 is really a sort of
:":!:":_ memory decay constant, and its choice must be determined by the noise
;... and stability _f the environment_much noise requires long averaging
• , times, while a chan_ng environment requires fast adaptation. The two
i_"i:_i requirements are, of course, incompatible and the decision has'to be based
. •_ on an economic compromise)
": '="; '2. POSSIBILITIES OF USING RANDOM NETS FOR BAYES DECISIONS
!.? The nets of Fig. 6 are very orderly in structure. Is all this structure neces-
sary? Certainly if there were a _cat many properties,, each o/ which
• provided very little marginal information, some of them would not be
....... missed. Then one might expect good results with a mere sampling of all
. the possible connection paths w_j. And one might thus, in this special
_ situation, use a random connection net.
- The two-layer nets here resemble those of the "Perceptron" proposal of
. :.] Rosenblatt (1958). In the latter, there is an additional level of connections
:_ coming directly from randomly selected points of a "retina." Here the
properties, the devices which abstract, the visual input data, are simple
_:,'-!:i " functions which add some inputs, subtract others, and detect whether the
r _
_-.::, result exceeds a threshold. Equation (1), we think, illustrates what is of
:._ value in this scheme. It does seem clear that a maximum-likelihood type
....: of analysis of the output of the property functions can be handled by such
:: nets. But these nets, with their simple, randomly generated, connections
-.' can probably never achieve recognition of such patterns as "the ,class of
' _"_i.-.i figureshaving two separated parts," and they cannot even achieve the effect
:../..'. of template recognition without size and position normalization (unless
.!"::i samp.lefigures have been presented previously in essentially all sizes and
:__"_ positions). For the chances are extrerhelv small of findine, bv random;i: ._': . _ .
-":_.:o_ methods, enough properties usefully correlated with patterns appreciably
-.:._-::--_ more abstract than those of the prototype-derived kind. And these net-
---:_ works can really only separate out (by weio,htin_) information in the in-
.::'--: dividual input properties; they cannot extract further information present
-=:, in nonadditive form. The "'Perceptron" class of machines have facilities
-."..:_ neither for obtaining better-than-chance properties nor for assembling
-._
'. :_,::! ' See also Minsky and Selfridge (1960), _nd Papert 11961).
_e
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_i-:;i_.i_. better-than-additive combinations of those it gets from random construe- -
:::..:,:_;::.; tion.Xo
.:i:.':i;,..:..:.:._ For recognizing normalized printed or hand-printed characters, single-
:_':":_ point properties do surprisin_y well (Highleyman and Kamentsky, 1960);
.:,:_i; this amounts to just "averaging" many samples. Bledsoe and Bro_ing
:/.--::_ (1959) claim good results with point-pair properties. Roberts (1960)
::":::_ describes a series of experiments in this _eneral area. Doyle (1959) with-
:-%,,: out normalization but with quite sophisticated properties obtains excellent
::"i::.,! results; his properties are already substantially size- end position-invariant.
:::ii_!:.i A general review of Doyle's work and other pattern-recognition experi-
::::_::: ments willbe found in Selfridge and Neisser (1960).
:..,..:;:':': For the complex discrimination, e.g., between one and two connected
'i!i:i(':!:i objects, the property problem is very serious, especially for long wiggly
'::.'i_:"! objects such as are handled by Kirsch (1957). Here some kind of recursive
. ,..:
_"_ processingis required and combinations of simple properties would almost
certainly fail even with large nets and long training.
i::-:!_'.-;. We should not leave the discussion of some decision net models without
:_' :.!. noting their important limitations. The hypothesis that, for given/, the p
f(.::! represent independent events, is a very strong condition indeed. Without
': :!:! this hypothesis we could still construct maximum-likelihood nets, but we
,:':(_)_ would need an additional layer of ceils to represent all of the joint events
_:_:_- V; that is, we would need to know all the Pr(Fi[V). This gives a general
,. (but trivial) solution, but requires 2" ceils for n properties, which is com-
_::::_ pletely impractical for large systems. What is required is a system which
- _:_:_ computes some sampling of all the joint conditional probabilities, and uses
'- ::" these to estimate others when needed. The work of Utfley (1956, 1959)
:;__:_ bears on this •problem, but his proposed and experimental devices do not
_"!:"_:"": yet clearly show how to avoid exponentialgrowth: x
,..:_,:,,,::;
"" ::_ It. Articulationand Attention---Limitationsof the Property-listMethod
::;::.i_i Because of its fixed size, the property-list scheme is limited (for any ,,iven
:i: ;::'_ set of properties) in the detail of the distinctions it can make. Its ability to
!i!:i!:i_!;.! deal with a compound scene containing several objects is critically weak,
........ and its direct extensions are unwieldy and unnatural. If a machine can
!!_::,!! recognize a chair and a table, it surely should be able t6 tell us that "there
:,i:..::_,!':i is a chair arid a table." To an extent, we can invent properties which allow
:_:_ some capacity for superposition of object Characters: 2But there is no way
.::: .. ':,
: ,i_-:i to escape the information limit.
''/ ': _'Se¢ also Roberts (1960), Papert (.1961), and Hawkins (1958). We can find.:. ": ..'..'
':_:"_ nothingresemblingan analysis[see(I) above]in Rosenblatt(1958)or hissub-
",_?.:i_ sequentpublications.
:::.:":.i_ nSeealsoPapert(1961).
:::;-!_ '"Cf. Mooers" technique of Zatocoding (1956a, 1956b).
1J
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:=::?.':!
i,:_-:i'i to} (hi 1€I
_::.,_ .' Figure7.The picture(a)isfirstdescribedverballyinthetext.Then,by introducing
:.-'i-i notationfortherelations"insideof,""totheleftof"and "above,"we construct
_.:::..:) a symbolicdescription.Such descriptionscan be formed and manipulatedby
: , machines.By abstractingouto_thecomplexrelationbetweenthepartsofthefigure
: :" we can use the same formula to describe the rel_ted pictures (b) and (c), changing
i-:il_:} only the list of primitive pans. It is up to the programmer to decide at just what
:)i_ level of complexity a part of a picture should be considered "primitive"; this will
.. :. depend on what the description is to be used for. We could further divide the
"..... , drawings into vertices, lines, and arcs. Obviously, for some applications the relations
.-...:! would need more metricalinformation,e.g.,specificationof lengthsor angles.
:-,_)i!
"._. :•2
What is required is clearly (1) a list (0/whatever length is necessary)
:::::-":! of the primitive objects in the scene and (2) a statement about the rela-
• tions among them. Thus we say of Fig. 7a, "A rectangle (1) contains two
subfigures disposed horizontally. The part on the left is a rectangle (2)
: ':-,_ whichcontains two subfiguresdisposed vertically;the upper a circle (3) and
• _-_..
. _ the lower a triangle (4). The part on the right . . . etc." Such a descrip-
_ tion entails an ability to separatedr "articulate" the scene into parts. (Note
..:.-., that in this example the articulation is essentially recursive; the figure is
•.._ first divided into two parts; then each part is described using the same
_:"::i
• i machinery.) We can formalize this kind of description in an expression
language whose fundamental _ammatical form is a pair (R,L) whose
_:.:: firstmember R names a relation and whose second member L is an ordered
:"--: list (x_,x_., ,x,) of the objects or subfigures which bear that relation
- ...-. . • • •
:._i"i to one another. We obtain the required flexibilityby allowing the members
;:.:.._i of the list L to contain not only the names of "elementary" figures but also
,,_- "subexpressions" of the form (R,L) designating complex subfigures. Then
:. :.:: our scene above may be described by the expression
• ,:..f
-":ii'i:_ 1o, (rn, (--*,ICO,(rn, (L (o, zx)))),Co, (O, (v, (O, O, O))))1))1
. ;--..: where (®, (x,y)) means that 3' is contained in x; (_,(x,y)) means that
._:.-: y is to the right of x; (J.,(x,y)) means,ihat y is belowx, and (ZX,(x,y,z))
.-, means that y is to the right of x and z is underneath and between them.
"_i_ The symbols r-l, O, and A represent the indicated kinds of primitive
...ii_.i geometric objects. This expression-pair description language may be re-
-_:.}_ garded as a simple kind of "list-structure" language. Powerful computer
:,.__::_ techniques have been developed, originally by Newell, Shaw and Simon,
:: q
i
i
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for manipulating symbolic expressions in such languages for purposes of
:./:_.-] heuristic programming. (See the remarks at the end of See. IV. If some of
,_:':_., the members of a list are themselves lists, they must be surrounded by
exterior parentheses, and this accounts for the accumulation of paten-
_,.._. theses.)
-":.):,_ It may be desirable to construct descriptions in which the complex
, :..-_ relation is extracted, e.g., so that we have an expression of the form FG
.7:._;.)! where F is an expression which at once denotes the composite relation be-
; :::.i tween all the primitive parts listed in G. A complication arises in connee-
"T"."_ tion with the' "binding" of variables, i.e., in specifying the manner in
_(_!:-:, which the elements of G participate in the relation F. This can be hSndled
_-i-::_.:_ in general by the "X" notation (McCarthy, 1960) but here we can just use
._,).'.-_ii integers to order the variables.
For the given example, we could describe the relational part F by an
i;i_'__!i expression
i.:::7_ ® (1,--,((_ (2,1(3,4)), (9(5,_7(6,7,8.))-))
:;".-;- in which we now use a "functional notation"; "( (3, (x,y))" is replaced by
i,i_: "(3 (x,y),'" etc., making for better readability. To obtain the de_i-ed
' ". .description, this expression has to be applied to an ordered list of primitive
;i_::("!," objects, which in this case is ([3,r'l,O,'A,O,O.O,O). This composite
•-.:_ functional form allows us to abstract the composite relation. By chan_ing
• .-'.i only the object list we can obtain descriptions also of the objects in Fig.
":: 7b and c.
•:,.? .,-._
. .:.__ The important thing about such "articular" descriptions is that they can
"',.i' 7!"_
::., be obtained by repeated application of a fixed set o/pattern-recognition
_':.:._'_ techniques. Thus we can obtain arbitrarily complex descriptions from a
.:-..:_ fixed complexity classification mechanism. The new element required in
:_": the mechanism (beside the capacity to manipulate the list structures) i_
::_:_:,::_i the ability to articulate_to "attend fully" to a selected part of the picture
_-.". and bring all one's resources to bear on that part. In efficient problem-:. : :._._'
!!:_i_::: solving programs, we will not usually complete such a description in a
'_ single operation. Instead, the depth or detail of description will be under
the control of other processes. These will reach deeper, or look more
:t::_..:_ carefully, only when they have to, e.g., ffhen the presently available,descrip-
_:!::::_ tion is inadequate for a current goal. The author, together with L. Hodcs,
'_!i:_!i'i is workingon pattern-recognition schemes using articular descriptions. By
•:-{::':::_! manipulating the formal descriptions we can deal with overlapping and
: ;-=_.._ incomplete figures, and several other problems of the "Gestalt" type.
'; :'__ It seems likely that as mach'mes are turned toward more difficultprob-
.,.,,_:..:.._
:::_2-:_ lem areas, passive classification systems will become less adequate, and
i(_i!_:i_ we may have to turn toward schemes which are based more on internally
i
2
i
19
,.
: j STEPS TOWARD ARTIFICIAL INTELLIGENCE 425
,°, ..
,: :;_ generated hypotheses, perhaps "error-controlled" along the lines proposed -
•_-:! by MacKay (1956).
.:.:.,,_ Space requires us to terminatethis discussion of pattern-recognition and
:- _ description. Among the important works not reviewed here should be
.--.-- mentioned those of Bomba (1959) and Grimsdale et aL (1959), which
;_::.:::'.-_ involve elements,of description, Unger (1959) and Holland (1960) for
._ -: parallel processing schemes, Hebb (1949) who is concerned with physio-
'. logical description models, and the work of the Gestalt psychologists,
:! notably Kohler (1947), who have certainly raised, if not solved, a num-
...., ber of important questions. Sherman. (1959), Hailer (1959) and others
, have completed programs using line-tracing operations for topological
-.. classification. The papers of Selfridge (1955, 1956) have been a major
influenceon w6rk in this general area. '
: i!;,! See also Kirsch et al. (1957) for discussion of a number of interesting
. i-i computer image processing techniques, and see Minor (1959) _nd Stevens
_-!ii (1957) for reviews of the reading machine and related problems. One
' should also examine some biolo_cal work, e.g., Tinbergen (1951) to see
-" ..
. instances in which some discriminations which seem, at first glance very _
complicated are explained on the basis of a few apparently simple prop-
erties arranged in simple decision trees.
~
...._ II1. Learning Systems
In order to solve a new problem, one should first try using methods
_ _ similar to those that have worked on similar problems. To implement this
i _"'_
:',_ "basic learning heuristic" one must generalize on past experience, and
one way to do this is to use success-reinforced decision models. These
:-:~:; learning systems are shown to be averaging devices. Using devices which
" i learn also which events are associated with reinforcement, i.e., reward,.--...
.-;t
-.-'.. we can build more autonomous "secondary reinforcement" systems. In
....' r
:,: applying such methods to complex problems, one encounters a serious
:?'...
.:-: difficulty--in distributing credit for success of a complex strategy among
':-_i the many decisions that were involved. This problem can be managed by
__,.., arranging for local reinforcement of part.ial goals within a hierarchy, and
: : by grading the training sequence of problems to parallel a process of
•':"' maturation of the machine's resources.
ii;--'i! In order to solve a new problem one uses what might be called the basiclearning heuristic--first try using methods similar to those which have
.-_.-_ worked, in the past, on similar problems. We want our machines, too, to -
;--ii benefit from their past experience. Since we cannot expect new situations
:._ to be precisely the same as old ones, any useful learning will have to in-
.:"_.... volve generalization techniques. There are too many notions associated
:iii
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::_/+?. with "learning" to justify defining the term precisely. But we may be sure • -
: .,::,,; that any useful learning system wiLlhave to use records of the past as
:_.._.:.., evidence for more general propositions; it must thus entail some commit-
--_-i_:/_ ment or other about "inductive inference." (See See. VB.) Perhaps the
;...i-.;_i..:j simplest way of generalizing about a set of entities is through constructing
_::,...,:;/_ a new one which is an "ideal," or rather, a typical member of that set; the
.<=i::!_i usual way to do this is to smooth away variation by some sort of averaging
::.":-: technique. And indeed we find that most of the simple learning devices do
-11::;i"_:i': incorporate some averaging technique---often that of averaging some sort
'=:_,..:,._:"_ of product, thus obtaining a sort of correlation. We shall discuss this
:::./'::+-: family of devices here, and some more abstract schemes in See. V.
_:/._'
., -,..
_:.:?_<! A. Reinforcement
.::._.g A reinforcement process is one in which some aspects of the behavior of a
•_..; :._i!
...."++i system are caused to become more (or less) prominent in the future as
a consequence of the application of a "reinforcement operator" Z. This
.;:-iii!_..,._. operator is required to affect only those aspects of behavior for which
' °:':"' instanceshave actually occurred recently.
• .::i_il. The analogy is with "reward" or "extinction" (not punishment) in ani-
" ::+ mal behavior. The important thing about this kind of process is that it is• 7, -_
.":":-:! "operant" [a term of Skinner (1953)]; the reinforcement operator does
,:: not initiate behavior, but merely selects that which the Trainer likes from
:. ,::V::::, that which has occurred. Such a system must then contain a device M
i'::_::+_ which generates a variety of behavior (say, in interacting with some en-: ::i_z+
.:""i:.:,,3 :.' • vironment) and a Trainer who makes critical judgments in applying the
i:i?:':!!i! : available reinforcementoperators. (See Fig. 8.)
:+';_::_ : Let us consider a very simple reinforcement model. Suppose that on
_i each presentation of a stimulus S an animal has to make a choice, e.g., to
,/: '. _, Resoonse
:, .:2%', Environment Ctirn(.lus
..;-.: :.¢ I I \ :1
•':,,.._ Figure 8. Parts of an "operant reinforcement*"learning system. In response to a
;.:,:.:,; stimulus from the environment, the machine makes one of several possible responses.
•-'.";q It remembers what decisions were made in choosing this response. Shortly there-
. - '::-'.-':_
':-.':,_ after, the Trainer sends to the machine positiee or negative reinforcement (reward)
-,_1...;_.., signal; this increases or decreases the tendency to make the same decisions in the
•:3..:_4 future. Note that the Trainer need not know how to solve problems, but only how
i'_i_i_i to detectsuccessor failure,or relativeimprovement;his functionis selective.The
Trainermight be connectedto observethe actual stimulus-responseactivity,or.
i!:i:_ in a more interesting kind of system, just some function of the state of theenvironment.
• !:,i
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:,:J .-
:,-:i:.::,! turn left or fight, and that its probability of turning fight, at the nth trial, -
i_-:._ is p,. Suppose that we want it to turn right. Whenever it does this \ve
..:"-_, might "reward" it by applying the operator Z+;
_:'_ p,+l = Z+(p_) = Op_+ (1.- 0) 0 < 0 < 1
:" which moves p a fraction (1 -- 0) of the way toward unity2_ If we dislike
what it does we apply negative reinforcement,
p_._ = .Z_(p,) = 0p,
:-:-" moving p the same fraction of the way toward 0. Some theory of such
..;-:! "linear" learning operators, generalized to several stimuli and responses,
- !.. will be found in Bush and Mosteller (1955). We c-anshow that the/earn- :
:: i.'_ hagresult is an average weighted by an exponentially-decayingtime factor:
i iI Let Z, be --1 according to whether the nth event is rewarded or extin-
•i'I;=:...I: guished and replace p, by c,, = 2p,- 1 so that -- 1 _<c, <_1, as for a
.,-?:-
,.._.,., correlation coefficient.Then (with co = 0) we obtain by induction
n ,,.,,
• c,,+t= (1 - 0) 0_-_Z_ ." "
! i.
: 2._i and since I•., 1 -- 0
• ; 0
_O_-_Z_
• : we can write this as e.+_ = _ (1)
" ;_ If the term Z_ is regarded as a product of (i) how the creature responded
.. : -_ and (ii) which kind of reinforcement was given, then c_ is a kind of cor-
"?.i
.... ,_ relation function (wi_ the decay weighting) of the joint behavior of these
". "N'•i
!!i':i: quantities. The ordinary, uniformly wei_lted average has the same general
-:_:i form but with time-dependent 0:
• ...
.:,:?! _ c_ + .wvZ_ (2)
!:"i.li In (1) we have again the situation described in Sec. IIG1; a small value
'" :-_: of 0 gives fast learning, and the possibilityof quick adaptation to a chang-
:.._!i hag environment. A near-unity value o[ 0 gives slow learning, but age
....:,' smooths away uncertainties due to noise. As noted in Sec. IIG1, the re->•:?i:;
:(._:; sponse distribution comes to approximate the probabilities of rewards of
:i_-i"i the alternative responses. (The importance of this piacnomenon has, I .
...._ think, been overrated; it is certainly not an especially rational strate_'.
, 'i One reasonable alternative is that of computing the numbers P_i as indi-
-"_:i '*Properly, the reinforcement functions should depend both on the p's and on the
" ,::i previous reaction_reward should decrease p if our animal has just turned to the lefL:" .
•, The notation in the literature is also somewhat confusing in this regard.
. - l
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:.:...,._
:_::"-_; cated, but actually playing at each trial the "most likely" choice. Except
:_.:,:_ in the presence of a hostile opponent, there is usually no reason to play a "-
:%!::::: "mixed" strategy.1')
:".-_L_ In Samuel's coefficient-optimizingprogram (1959b) [see See. IIIC1],
' ' "?-;':z
:.; :_-_ there is a most ingenious compromise between the exponential and the
uniform averaging methods: the value of N in (2) above begins at 16 and
-.-:, so remains until n --- 16, then N is 32 until n = 32, and so on until n =
:::?i::_ 256. Thereafter N remains fixed at 256. This nicely prevents violent flue-
::-':; tuations in c, at the start, approaches the uniform weighting for a while,
:.:::i,::.' and finally approaches the exponentially weighted correlation, all in a
(_!:::!_::_ manner that requires very little computation effor!! Samuel's program is at
!:'.:-vi present the outstanding example of a game-playing pro_am which matches
.....:,::_ average human ability, and its success (in real time) is attributed to a
?:..; wealth of such elegancies, both in heuristics and in programming.
;i__:_! The problem of extinction or "unlearning" is especially crkical for com-
:-:: !':!;_ plex, hierarchical, learning. For, once a generalization about the past has
::;'_. been made, one is likely to build upon it. Thus, one may come to select
,;:_ certain properties as important and begin to use them in the characteriza-
..- " lion of experience, perhaps storing one's memories in terms of them. If
- later it is discovered that some other properties would serve better, then
":: one must face the problem of translating, or abandoning, the records based
:.. on the older system. This may be a very high price to pay. One does not
-: i easily give up an old way of looking at things, if the better one demands
•i::! much effort and experience to be useful. Thus the training sequences on
_ ;... :?.
:_ : which our machines wiUspend their infancies, so to speak, must be chosen
•:'.A very shrewdly to insure that early abstractions will provide a good founda-
: :. : tion for later difficultproblems.
!:-L_ Incidentally, in spite of the space given here for their exposition, I am
_:_:'_ not convinced that such "incremental" or "statistical" learning schemes
:-'-:: should play a central role in our models. They will certainly continue to
• : :.._ appear as components of our programs but, I think, mainly by default.:"2 '- -t
The more intelligent one is, the more often he should be able to learn
-. _.--__
:i:_-._:_ from art experience something rather definite; e.g., to reject or accept a
:::_i::!_!i hypothesis, or to change a goal. (The obvious exception is that of a truly
_ ;:.:'_"; statistical environment in which averagingis inescapable.But the heart of
::/_(-!--,._:_ problem-solving is always, we think, the combinatorial part that gives rise
:.:!"_._i to searches, and we should usually be able to regard the complexities
_::-::_ caused by "noise" as mere annoyances, however irritating they may be.)
::-:-_ In this connection we can refer to the discussion of memory in bliller,
":,'.--:_:._ Galanter and Pribram (1960). _5This seems to be the first major work
Y.::--_! "The question of just how often one should play a strategy different from the
'_ estimated optimum, in order to gain information, is an underlying problem in many
: .,&:_ fields. See, e.g., Shubik (1960).
'i .-:,_ "See especially chap. I0.
, ..-_q
. .::_j
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: i in psychology to show the influenceof work in the artificial intelligence . _-
• .: area, and its programme is generally quite sophisticated.
• i
/?:i, B. SecondaryReingorcementandExpectationModels
.:_ The simple reinforcement system is limited by its dependence on the
• _ Trainer. If the Trainer can detect only the solution of a problem, then we
-"_"", may encounter "mesa" phenomena which will limit performance on diffi-
cult problems. (See Sec. IC.) One way to escape this is to have the rea-
l.: i chine learn to generalize on what the Trainer does. Then, in difficultprob-
" : lems, it may be able to give itself r.artial reinforcements along the way,
• .....: e.g., upon the solution of relevant subproblems. The machine in Fig. 9
:i-i::;_.! has some such ability. The new unit U is a device that learns which exter-
.!i-;;! nal stimuli are strongly correlated with the various reinforcement signals,
fill..::I and responds to such stimuli by reproducing the corresponding reinforce-
•.._ merit signals. (The device U is not itself a reinforcement learning device;
::.... ; it is more like a "Pavlovian" conditioning device, treating the Z signals
:!,.:? as "unconditioned" stimuli and the S signals as conditioned stimuli.) The
:_"-;! heuristic idea is that any signal from the environment which in the past .
:i has been well correlated with (say) positive reinforcement is likely to be
•-, an indication that something good has just happened. If the training on
". q
_ ::_ early problems was. such that this is realistic, then the system eventually
.. •shouldbe able to detach itself from the Trainer, and become autonomous.
• i If we further permit "chaining" of the "secondary reinforcers," e.g., by
: .: admitting the connection shown as a dotted line in Fig. 9, the scheme be-
"'i
-, comes quite powerful, in principle. There are obvious pitfalls in admitting
• j
-; : _ " 1_Resl_onsef I
• : I- Reinforcementi
!._:"i Env[r°nment I Stimulus I machine I
•""_ |\ :t l
_'..:_: Figure 9. An additional device U gives the machine of Fig. 8 the ability to learn
:-;."_ which signals from the environment have been associated with reinforcement.
:"i The primary reinforcement signals Z are routed through U. By a Pavlovian
: conditioning process (not described her.e), external signals come to produce rein-
:.'" forcement signals like those that have frequently succeeded them in the past.
- .-_ Such signals might be abstract, e.g., verbal encouragement. If the "secondary .
:.:i-_..:__ reinforcement" signals are allowed, in turn, to acquire further external associations
(through, e.g., a channel Zc as shown) the machine might come to be ab!e to
_"_-;].. handle chains of subproblems. But something must be done to stabilize the system
"_";"'.i against the positive symbolic feedback loop formed by the path Z_.. The profound -
" _ difficulty presented by this stabilization problem may be reflected in the fact that,
-? .i in lower animals, it is very di/ficult to demonstrate such chaining effects.
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.'?_ such a degreeof autonomy; the values of the system may drift to a "non°
::_,.,::: adaptive" condition. / ' -
.. , . .
::%'..q
:..-..:: C. Predictionand Ex'pectafion
:-. ,._ The evaluation unit U is supposed to acquire an ability to tell whether a
•:_":_: situation is good or bad. This evaluation could be applied to imaginary
-:.::'_-::: situations as well as to real ones. If we could estimate the consequences
.:.:.:_ of a proposed action (without its actual execution), we could use U to
.:,-,:: evaluate the (estimated) resulting situation. This could help in reducing
_i!i:;.'_ the effort in search, and we would have in effect a machine with some
'::":-::.:' ' abtlity to look ahead, or plan. In order to do this we need an additional
.:.-'.._ device P which, given the description of a situation and an action, will pre-
"-_ L."t
.:_.;_-::._ diet a description of the likely result.. (We will discuss schemes for doing
_:.::._ this in See. IVC.) The device P might be constructed along the lines of
,.'7_
!_i:_.;:,.::' a reinforcement learning device. In such a system the required reinforce-
:;::"-i ment signals would have a very attractive character. For the machine must
?-:-::;.i reinforce P positively when the actual outcome resembles that which
:: _: was predicted_accurate expectations are rewarded. If we could further
_i-.'- add a premium to reinforcement of those predictions which have a novel
.-.: aspect, we might expect to discern behavior motivated by a sort of
.:. ....:_ curiosity. In the reinforcement of mechanisms for confirmed novel
,.. expectations (or new explanations) we may find the key to simulation of
.:: intellectual motivation,a"
i..:;..::.-
: ..':12-;i SAMUEL'S PROGRAM FOR CHECKERS
."-, In Samuel's "generalization learning" program for the game of checkers
•'.i"'ii (1959a) we find a novel heuristic technique which could be regarded as a
i_:::::! simple example of the "expectation reinforcement" notion. Let us review ::. i:.:•:_
very briefly the situation in playing two-person board games of this kind.
:.:_"_)i As noted by Shannon (1956) such games are in principle finite, and a
,.:,_i:.': best strategy can be found by following out all possible continuations_if
_;);.-2
.;-_:_:; he goes there I can go there, or there, etc._and then "backing up" or
""_ "minimaxing" from the terminal positions, won, lost, or drawn. But.infu lexpo  io,the su tingolossal"mo oee"isoutof
_"!!21:i the question. No doubt, some exploration will always be necessary for
_:-:' such games. But the tree must be pruned. We might simply put a limit on
..... ' depth of exploration_the number of moves and replies. We might also
,:::ii: limit the number of alternatives explored from each position_this requires
:!._i::_ some heuristics for selection of "plausible moves.''t_ Now, if the backing-up
ii_i_i:ii technique is still to be used (with the incomplete move tree) one has to
2:;!,):ii " Seealsochap.6 ofMinsky(1954).
!*:.:_;_'_ "See the discussionof Bernstein(1958) and the more extensivereviewand
::J '_! discussion in the very suggestive paper of New¢ll, Shaw and Simon (1958b).
-_._
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i, ® ,/
- '4
::.L? i
-,.:-., Max M_n Max M[n Max
:";":_'.,: Figure 10. "Backing up" the static evaluations'of proposed moves in a game tree.
:"; From the vertex at the left, representing the present position in a board game,
.2;...._ radiate three branches, representing the player's proposed moves. Each of these
•-::. might be countered by a variety of opponent moves, and so on. According to _
some program, a finite tree is generated. Then the worth to the player of each '
" terminal board position is estimated (see text). If the opponent has the same
"."i values, he will choose to minimize the score, while the player will always try
" ;".] to maximize. The heavy lines show how this minimaxing process backs up until a
: ;.: choice is determined for the present position.
---_ The full tree for chess has the order of .I0_* branches--beyond the reach of any
• ii matt or computer. There is a fundamental heuristic exchang_ between the effectiveness
. _ of the evaluation function and the extent of the tree. A very weak evaluation
... ._
:....:.._ . (e.g., °he which just compares the players' values of pieces) would yield a
-.... devastating game if the machine could explore all continuat;ons out to, say,
-_ 20 levels. But only 6 levels, roughly within the range of our presently largest
._.' _ computers, would probably not give a brilliant game; less exhaustive strategies,
, .._> perhaps along the lines of Newell, Shaw, and Simon (1958b), would be more
'.:" 'i profitable.
:-:.._ substitute for the absolute "win, lose, or draw" criterion some other
_(ili "static" way of evaluating nonterminal positions) s (See Fig. 10.) Perhaps
'",-_ the simplest scheme is to use a weighted sum of some selected set of
_ , "property" functions of the positions_mobility, advancement, center con-
.-,! tml, and the like. This is done in Samuel's program, and in most of its
:_:.-_ predecessors. Associated with this is a multiple-simultaneous-optimizer
:" _ method for discovering a good coefficientassignment (using the correlation-..: ?-,
;:..i._ technique noted in See. IIIA ). But the source of reinforcement signals in
:"_ _ln some problems the backing-up process can be handled in closed analytic
.-'] form so that one may be able to use such methods as Bellman's "Dynamic Pro-
:'-_i gramming" (1957). Freimer (19601 gives some examples for which limited "look-
z'. J
: ' ahead" doesn't work.
' i
.!
!
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':::i,,,_ Samuel (1959a) is novel. One cannot afford to play out one or more
entire games for each single learning step. Samuel measures instead ]or "-
.:_?::!
. ::,_, each move the differencebetween what the evaluation function yields di.
:i"::;::_,,_._._ rectly of a position and what it predicts on the basis of an extensive con-
" tinuation exploration, i.e., backing up. The sign of this error, "Delta," is
•,," : used for reinforcement; thus the system may learn something at each
_iS:_ move.Xg
i:_,i,:i D. The Basic Credlt-assignment Problem for Complex Reinforcement
!}iii!i_ii Learning Systems
_.:,-:_ In playing a complex game such as chess or checkers, or in writing a com-
.-.::.:'--:- puter program, one has a definite success criterion_the game is won or
:: _,::_ lost. But in the course of play, each ultimate success (or failure) is asso-
;.,.:_.:=_ elated with a vast number of internal decisions. If the run is successful,
:_:-?i!:,_ how can we assign credit for the"success among the multitude of decisions?
" "" As Newell noted,
"- :": It is extremely doubtJul whether there is enough inlormation in "win,."., .
':.:i": lose, or draw" when re/erred to the whole play o/the game to permit
• i=;-"
:-.... any learning at all over available time scales.... For learning to
....--' take place, each play of the game must yield much more in[orrnation.
_..::):ii_!"! This is . . . achieved by breaking the problem into components.
.." _ The unit of success is the goal. I[ a goal is achieved, its subgoals are
_ :_ rein[orced; if not they are inhibited. (Actually, what is rein/orced is
_!:,::;J the trans/ormation rule that provided the subgoal.) . . . This also
,..:-_i:_i_i_:, b true o/ the other kinds of structure: every tactic that is created
"L 1
:::::'_ " provides information about the .success or. [allure o/ tactic search
:i_:":_i rules; every opponent's action provides in/.orrnationabout success or
i,_,"_ failure o/likelihood in[erences; and so on. The amount o/inJorma-
': ":;_ lion relevant to learning increasesdirectly with the number o/mecha.
_-_::>::-i nisms in the chess-playing machine."-°
-.. ,,
:.:_:_ We are in complete agreement with Newell on this approach to the
problemY_
::!,%_:_ It is my impression that many workers in the area of "self-organizing"
i_i-li:::_ systems and "random neural nets" do not feel the urgency of this prob-
i._,i_:!i-_ t_It should be noted that Samuel (1959a) describes also a rather successful
:_-7/:.-: checker-playing program based on recording and retrieving information about po,J-
::'i_!:_ tions encounteredin the past,a less abstractway of exploitingpast experie_:ce.
_:.)",:_ Samuel's work is notable in the variety of experiments that were performed, _ith
_::!_.?_ and withoutvariousheuristics.Thisgivesan unusualopportunityto reallyfindout
i:::?_ how different heuristic methods compare. More workers should choose (other
!:ii_i:!! things being equal)problems for which such variations are practicable.: =See p. 108 of Newell (1955).
_,-,:_:. _ See also the discussion in Samuel (p. 22, 1959a) on assigning credit for a change
ha"l:_Ita."
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Iem. Suppose that one million decisions are involved in a complex task -
-' (such as winning a chess game).. Could we assign to each decision element -- -
one-millionth of the credit for the completed task? In certain special situa-
tions we can do just this---e.g., in the machines of Rosenblatt (1958),
Roberts (1960), and Farley and Clark (1954), etc., where the connec-
_ tions being reinforced are to a sufficient degree independent. But the
'!
problem-solvingability is correspondingly weak.
_ For more complex problems, with decisions in hierarchies (rather than
. summed on the same level) and with increments small enough to assure
.; probable convergence, the running times would become fantastic. For
.":" complex problems we will have to define "success" in some rich local
sense. Some of the difficulty may be evaded by using carefully _aded
"training sequences" as described in the followingsection.
-,_. :.
" ." FRIEDBERG'S PROGRAM'WRITING PROGRA_f
:: An important example of comparative failure in this credit-assignment
_:._ matter is provided by the program of Friedberg (1958; 1959) to solve
>. _ program-writing problems. The problem here is to write programs for a
(simulated) very simple digital computer. A simple problem is assigned, "
e.g,, "compute the AND of two bits in storage and put the result in an
i assigned location." A generating device produces a random (64-instruc-
i tion) program. The program is run and its success or failure is noted.
' The success information is used to reinforce individual h_structions (in
fixed locations) so that each success tends to increase the chance that the
instructions of successful programs will appear in later trials. (We lack
-:_ :, space for details of how this is done.) Thus the program tries to find
: ; "good" instructions, more or less independently, for each location in pro-
_._ii:ii.! : gram memory. The machine did learn to solve some extremely simpleproblems. But it took of the order of 1000 times longer than pure chance
..,:' would expect. In part II of Friedberg et al. (1959), this failure is dis-
:2.. cussed, and attributed in part to what we called (See. IC) the "Mesa
._ phenomena." In changing just one instruction at a time the machine had
_!J:i.:! not taken large enough steps in its search through program space.
;:::,_ The second paper goes on to discuss a sequence of modifications in
_'_i the program generator and its reinforcement operator. With these, and
:--, with some "priming" (starting the machine off on the right track with
. ! some useful instructions), the system came to be only a little worse tb:m
chance. Friedberg et al. (1959) conclude that with these improvcmc'n',s
:>?/i "the generally superior performance of those machines with a succcs.s-
"": number reinforcement mechanism over those without does serve to ir,di-
. .._.-:_
,. ! eate that such a mechanism can provide a basis for constructing a learn-
::_! ing machine." I disagree with this conclusion. It seems to me that each of
" the "improvements" can be interpreted as serving only to increase the step
• i
!
-!
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-_: size of the search, that is, the randomnessof the mechanism; this helps to
'::'""' avoid the Mesa phenomenon and thus approach chance behavior. But it;._,_._ . _
::..:'.j.:!i! certainly does not show that the "learning mechanism" is working--one
•_'-:...>_ would want at least to see some better-than-chance results before arguing
.i_:._:_,..,<,,,- this point. The trouble, it seems, is with credit-assignment. The credit for
..:!:>_;:.:j. a working program can only be assigned to functional _oups of instruc-
:::_:_ tions, e.g., subroutines, and as these operate in hierarchies we should not
".": _;..'€
.-_:_._.._., expect individual instruction reinforcement to work well.:-"It seems sur-
prising that it was not recognized in Friedberg et al. (1959) that the
doubts raised earlier were probably justifie!! In the last section of Fried-
,'.:_ berg et al. (1959) we see some real success obtained by breaking the
"_""__ problem into parts and solving them sequentially. (This successful demon-
:":_::_L_ strafion using division into subproblems does not use any reinforcement
_.'_i: .'.' k
:_.;::=_ mechanism at all.) Some experiments of similar nature are reigorted in
:_-.;i:_-_ Kilburn, Grimsdale and Sumner (1959).?'" .,."L-]
..i_i_ It is my conviction that no scheme for learning, or for pattern recogni-
......., tion, can have very general utility unless there are provisions for recursive,
'"-":, or at least hierarchical, use of previous results. We cannot expect a learn-
.-.-:..':i_:.; ing system to come to handle very hard problems without preparing it
_:..:i! with a reasonably graded sequence of problems of growing difficulty.The
:,:_.- first problem must be one which can be solved in reasonable time with the
:"::"_i_-:'-_ initialresources. The next must be capable of solution in reasonable time
"%/:'• by using reasonably simple and accessible combinations of methods de-
:_.i_ veloped in the first, and so on. The only alternatives to this use of an
i>_.;_ adequate "training sequence" are (1) advanced resources, given initially,
_'z:_.._. or (2) the fantastic exploratory processes found perhaps only in the his-
-:.:?_ tory of organic evolution._ And even there, if we accept the general view
•-_., of Darlington (I958.) who emphasizes the heuristic aspects of _enetic
•:_"::i::,-, systems, we must have developed early (in, e.g., the phenomena of meiosis
"::_; and crossing-over) quite highly specialized mechanisms providing for the:-:.__z._
.... _ segregation of groupings related to solutions of subproblems. Recently,
.__: ,-_,_
:" _ much effort has been devoted to the construction of training sequences in
:."'_-::-_ connection with programming "teaching machines." Naturally, the psycho-
,:-:<;: logical literature abounds with theories of how complex behavior is built
"See the introduction to Friedberg (1958) for a thoughtful discussion of the
i?.i_".-":;'_ plausibility of the scheme.
•"It should, however, be possible to construct learning mechanisms which can
select for themselves reasonably good training sequences (from an always complex
-::!_._-i'-,:_ environment) by prearranging a relatively slow development (or"maturation") of
. .:.;.q the system's facilities. This might be done by prearranging that sequence of goals
....;.-..,:-i attempted by the primary Trainer match reasonably well, at each stage, the com-
_::_:-::. plexity of performance mechanically available to the pattern-recognition and other
parts of the system. One might be able to do much of this by simply limiting the
depth of hierarchical activitv, perhaps only later permitting limited recursive activity,
/_>!
P
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up from simpler. In our own area, perhaps the work of Solomonoff .
" (1957), while overly cryptic, shows the most thorough consideration of - _
this dependency on training sequences.
-!
IV. Problem-solving and Planning
The solution, by machine, of really complex problems will require a
:./.-..:-. varietyof administration facilities. During the course of solving a problem,
• one becomes involved with a large assembly of interrelated subproblems.
From these, at each stage, a very few must be chosen for investigation.
•_i!:,. This decision must be based on (1) estimates of relative difficulties and(2) estimates of centralityof the different candidates for attention, Fol-
-!_ lowing subproblem selection (for which several heuristic methods are
• : : proposed), one must choose methods appropriate to the selected problems.
.:_):ii"_ Bfit for really difficult problems, even these step-by-step heuristics for
._..: reducing search will fail, and the machine must have resources for analyz-
-":i:-; ing the problem structure in the largewin short, for "planning." A num-
,.-z
•_., ber of schemes for planning are discussed, among them the use of models
-.. _ --analogous, semantic, and abstract. Certain abstract models, "Character-
: Algebras," can be constructed by the machine itself, on the basis of cx-
_ perience or analysis. For concreteness, the discussionbegins with a descrip-
• _ fion of a simple but significant system (LT) which encounters some of
'_ _ these problems.
"i
-. -.j
,._ A. The "Logic Theory" Programof Newell, Shaw and Simon
" " It is not surprising that the testing _ounds for early work on mechanical
• .i problem-solving have usually been areas of mathematics, or games, in
'_ which the rules are defined with absolute clarity. The "Logic Theory"
machine of Newell and Simon (1956a, 1957a), called "LT" below, was a
_-! first attempt to prove theorems in logic, by frankly heuristic methods.
.-_ Although the program was not by human standards a brilliant success
.:. (and did not surpass its designers) it stands as a landmark both ing: i
..i,.;, . heuristic programming and also in the development of modem automatic
• ._._ programming.
i.._ The problem domain here is that of discovering proofs in the Russell-
:.., Whitehead system for the propositional calculus. That system is given as a
:. set of (five) axioms and (three) rules of inference; the latter specify how
.:: certain transformations can be applied to produce new theorems from old
.' _._' theorems and axioms.
i_.-._ The LT program is centered around the idea of "working backward" to
"_-_ find a proof. Given a theorem T to be proved, LT searches among the
_ axioms and previously established theorems for one from which T can be
._: deduced by a single application of one of three simple "Methods" (which "
.._
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>_:'_"_ embody the given rules of inference). If one is found, the problem is
....•.-::.,, solved. Or the search might fail completely. But finally, the search may
.-_,:,,:_ yield one or more "problems" which are usually propositions from which
"?-;-!_'_,,.:._;.:: T may be deduced directly. If one of these can, in turn, be proved a
'../..::_-_
...._,.:,_;:_ theorem the main problem will be solved. (The situation is actually slightly
_:.;,<;:.:,i more complex.) Each such subproblem is adjoined to the "subproblem
i:::-_ list" (after a limited preliminary attempt) and LT works around to it later.
_:-_)i}),_ The full power of LT, such as it is, can be applied to each subproblem,
?:_.i:Si for LT can use itself as a subroutine in a recursive fashion.
::>_;_: The heuristic technique of working backward yields something of a
_'";<"_:_,;.:>.:_ teleological process, and LT is a forerunner of more complex systems
which construct hierarchies of goals and subgoals. Even so, the basic ad-
_°_:;:_ ministrative structure of the program is no more than a nested set of
_,:::_-.",:2
i-:--.;.': searches through Hsts in memory..We shall first outline this structure and
<_'_:_:.:,:,.,_ then mention a few heuristics that were used in attempts to improve
_:;_:_!_!i performance.
,_:,=??_:- 1. Take the next problem from problem list.
::-'-?__ (If there are no more problems, EXIT with total failure.)
•- _:_ 2. Choose the next of the three basic Methods.
.:ii,':_, (If no more methods, go to 1.)
-:,,_=:1 3. Choose the next member of the list of axioms and previous theorems.
(If no more, go to 2.)
_i_::.i_i Then apply the Method to the problem, using the chosen theorem
_-;:__ or axiom.
:' _"__; If problem is solved, EXITwith complete prooL
..t.--._ .:_
_ ,. If no result, go to 3.
-::_'_ : IS new subproblem arises, go to 4. "
>:::_:'_ 4. Try the special (substitution) Method on the subproblem.
": _'_: If problem is solved, EXIT with complete proof.
'.-_ If no result, put the subproblem at the end of the problem list and
goto 3.
:;i!?__ Among the heuristics that were studied were (1) a similarity test. to
i:_:i_i_ reduce the work in step 4 (which includes another search through the
....._::,-_ theorem list), (2) a simplicity test to select apparently easier problems
_.q from the problem list, and (3) a strong nonprovability test to remove from
__.",_;_ the problem list expressions which are probably false and hence not prov-
'_:_J_) able. In a series of experiments "learning" was used to find which earlier
.,,::,_ theorems had been most useful and should be given priority in step 3.
.....";_) We cannot review the effects of these chan_es in detail. Of interest was the
'._"-_ balance between the extra cost for administration of certain heuristics and
;:;_i_i!_i theresultant search reduction; this balance was quite delicate in some.
..-:,:,>._ cases when computer memory became saturated. The system seemed to be
• o 1
i
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._ quite sensitive to the training sequence--the order in which problems .-
: were given. And some heuristics which gave no si_ificant over-all ira- _-
' : provement did nevertheless affect the class of solvable problems. Curiously
enough, the general efficiencyof LT was not greatly improved by an)' or
:._ all of these devices. But all this practical experience is reflected in the de- .
" : sign of the much more sophisticated "GPS" system described briefly in
.'_i _,
' See. IVD2.
.-'_:; Wang (I960) has criticized the LT project on the grounds that there
i(!:i:'i exist, as he and others have shown, mechanized proof methods which, for
the particular run of problems considered, use far less machine effort than
:...! does LT and which have the advantage that they wi_ ultimateIy find a
.' proof for any provable proposition. (LT does not have this exhaustive
•"-" "decision procedure" character and can fail ever to find proofs for some
_ : theorems.) The authors of "Empirical Explorations of the Logic Theory
._:_.! Machine," perhaps unaware of' the existence of even moderately efficient
exhaustive methods, supported their ar_ments by comparison with a par-
....:! ticularly inefficientexhaustive procedure. Nevertheless, I feel that some of
•..'. Wang's criticisms are misdirected. He does not seem to recognize that the
"; authors of LT are not so much interested in proving these theorems as .
they are in the general problem of solving difficult problems. The com-
... binatorial system of Russell and Whitehead (with which LT deals) is far
less simple and elegant than the system used by Wang.:' [Note, e.g., the
emphasis in Newell, Shaw and Simon (1958a, 1958b).] Wang's problems,
while logically equivalent, are formally much simpler. His methods do not
include any facilities for using previous results (hence they are sure toi
• degrade rapidly at a certain level of problem complexity), while LT is
if! fundamentally oriented around this problem. Finally, because of the very
_, effectivenessof Wang's method on the particular set of theorems in ques-
.; tion, he simply did not have to face the fundamental heuristic problem of
. ..iii when to decide to give up on a line of attack. Thus the formidable per-
,: •.: formance of his program (1960) perhaps diverted his attention from
heuristic problems that must again spring up when real mathematics is
•.i : ;'_, ultimately encountered.
: This is not meant as a rejection of the importance of Wang's work andJ
.- _ discussion. He and others working on "mechanical mathematics"'have dis-
: ; covered that there are proof procedures which are much more efficient
( than has been suspected. Such work will unquestionably help in construct-
:' ing intelligent machines, and these procedures will certainly be pret'errcd,
• : "_ when available, to "unreliable heuristic methods." Wang, Davis and
• • --.
,._ uWang's procedure (1960a), too, works backward, and can be regarded v,_,a
:, generalization of the method of "falsification" for deciding truth-functional tautology.
.._:_ In Wang (t960b) and its unpublished sequel, he introduces more powerful methods
' _': _ (for much more difficult problems).
8-32
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..,-:;j Putnam, and several others are now pushing these new techniques into
:'_:::_ the far more challenging domain of theorem proving in the predicate cal-
. •:__ culus (for which exhaustive decisionprocedures are no longer available).
•<..";::,
_:-,:;.::_ We have no space to discuss this area,:5 but it seems clear that a pro_am
:-:'-.-, to solve real mathematicalproblems will have to combine the mathemati-
_":":.;:.i; cal sophistication of Wang with the heuristic sophistication of Ncwell,
_ii_i! Shaw and Simon."
"::"_ B. Heuristics for SubproblemSelection
":"_:_ In designing a problem-solving system, the programmer often comes
:,:.:,:_._ equipped with a set of more or less distinct "Methods"---his real task is to
,-_.,,_ find an efficientway for the program to decide where and when the differ-
ii:_.__>._i ent methods _ireto be used.
:-:-:._: Methods which do not dispose of a problem may still transform it to
_'::_=':" create new problems or subproblems. Hence, during the course of solving
:_.._ one problem we may become involved with a large assembly of interrelated
:__.f-.'._ subproblems. A "parallel" computer, yet to be conceived, might work on
....• _.:--_
:i-_:_'-i. many at a time. But even the parallel machine must have procedures to
_- _,r allocate its resources because it cannot simultaneously apply all its meth-
" -_"::.'_ otis to all the problems. We shall divide this administrative problem into
":!._J!_ two parts: the selection of those subproblem(s) which seem most critical,
!J!'i::j-. attractive,,or otherwise immediate, and, in the next section, the choice of
"I which method to apply to the selectedproblem. "
" :.-.:: In the basic program for LT (See. IVA), subproblem selection is very
........ ' simple. New problems are examined briefly and (if not solved at once)
.i_::::!_ are placed at the end of the (linear) problem list. The main program
_:i.:."_ proceeds along this list (step 1), attacking the problems in the order of
. . / q
their generation. More powerful systems will have to be more judicious
-:."-::::?i (both in generation and selectionof problems) for only thus can excessive
"<'_ branching be restrainedY In more complex systems we can expect to
-..::-.:::•:,; consider for each subproblem, at least these two aspects: (1) its apparent
.-'::-_':.?, "centrality"_how will its solution promote the main goal, and (2) its
"::":_" apparent "difficulty"_how much effort is it liable to consume. We need
;!.:.._:)_i heuristic methods to estimate each of. these quantities and, furdaer, to
 >Si:i!il
.....-., " See Davis and Putnam (1960), and Wang (1960b).
.::-_:2.._ = All these efforts are directed toward the reduction of search effort. In that sense
_'_: .:::,
:..;::j:, they are all heuristic programs. Since practically no one still uses "heuristic" in a
_:.-,y:-,_!._ senseopposedto "algorithmic,"seriousworkersmightdo well to avoid pointless
....-:-':* argumenton thisscore.The realproblemis to findmethodswhichsignificantlydelay
_"_i.;.-i the apparently inevitable exponential growth of search trees.
• :;"_=_ = Note that the simple scheme of LT has the property that each generated problem
_:!-.":_:!_l willeventuallyget attention,evenif severalarecreatedin a step 3. If onewereto
'::-_j.ii__._ turn ,full attention to each problem, as generated, one might never return to alternate •branches.
.'; ::-:-J{
.. . ".._ _.
• .]
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I
". select accordingly one of the problems and allocate to it some reasonable "\-
quantity of effort,zs Little enough is known about these matters, and so it
-. : : is not entirely for lack of space that the following remarks are somewhat
:.i : cryptic.
_ Ima_ne that the problems and their relations are arranged to form some
: :-i kind of directed-graph structure (Minsky, 1956b; Newell and Simon,
. :. 1956b; Gelemter and Rochester, 1958). The main problem is to establish
. i a "valid" path between two initially distinguished nodes. Generation of
_ new problems is represented by the addition of new, not-yet-valid paths,
_i or by the insertion of new nodes in oldp?ths. Then problems are repre-
. sented by not-yet-valid paths, and "centrality" by location in the structure.
:ili Associate with each connection, quantities describing its current validity
_ '! state (solved, plausible, doubtful, etc.) and its current estimated difficulty.
...:,. ii I. GLOBAL METHODS
:"-'_ The most general problem-selection methods are "global"--at each step
"_'"__ they look over the entire structure. There is one such simple scheme
•::i:..-! which works well on at least one rather degenerate interpretation of our
._;._
-. ! problem graph. This is based on an electrical analogy suggested to us by
: a machine designed by Shannon [related to one described in Shannon
•_ (1955) which describes quite a variety of interesting game-playing and .:_ .
: "_ learning machines] to play a variant of the game marketed as "Hex" (and :
-._ known among mathematicians as "Nash"). The initial board position can
•:" be represented as a certain network of resistors. (See Fie. 11.) One play-
• ,7
. ;_: er's goal is to construct a short-circuit path between two given boundaries;
. :_,! the opponent tries to open the circuit between them. Each move consists
---._
-"_ of shorting (or opening), irreversibly, one of the-remaining resistors.
-:._] Shannon's machine applies a potential between the boundaries and selects
..,-._ that resistor which carries the largest current. Very roughly speaking, this
i,!_.•_-! resistor is likely to be most critical because changing it will have the largest
•...: effect on the resistance of the net and, hence, in the goal direction of
• ..':
..".•:: shorting (or opening) the circuit. And although this argument is not per-
.: ii!ii feet, nor is this a perfect model of the real combinatorial situation, the
: 3_ machine does play extremely well. (It can make unsound moves in certain
•_ artificial situations, but no one seems to have been able to force this during
-, i a game.)
!_';: The use of such a global method for problem selection requires that
_ i the available "difficulty estimates" for related subproblems be arranged to
.'".:i = One wilt want to see if the considered problem is the ._ame as one already con- -'
., _
:-....;._ sidered, or very similar. See the discussion in Gelernter and Rochester (1958). This
-.:_-_ prob!em might be handled more generally by simply remembering the (Charac:ers
" ':_'._ of) problems that have been attacked, and checkin_ new ones aeainst this memory,
: e.g.. by methods of Mooers (1956), looking more closely if there seems to be a
.
•..J match.
" i
I
I
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;:i_ ''_ 1 4 7
@ -:'r"_"L: _:
:_-;::::i 3 6 9
" '_ Figure 11. This board game (due to C. E. Shannon) is played on a network
"_;-: of equal resistors. The first player's goal is to open the circuit between the end
. :'i_} points; the second player's goal is to short the circuit. A move consists of opening
i._' _ ,,. or shortening a resistor. If the first player begins by openin_ resistor I, the second
"' player might counter by shorting resistor 4, following the strategy described in
:_i''::_.: the text. The remaining move pairs (if both players use that s;rategy) would be
' ::'}_ (5, 8) (9, 13) (12, I0 or 2) (2 or I0 win), In this game the _,rst player should
-::r-,;_i:.;:::i::_ be ableto forcea win, and the maximum-current strategyseems,alwaystodo so.
•:,_.:: evenon largernetworks.
;./.._._
..: ,-._
' _?..!-, combine in roughly the manner of resistance values. Also, we could re-
i:i:i_.:i gard this machine as using an "analog model" for "planning." (See Sec.
i: rvo.)
" : 2. LOCAL, AND "HEREDITARY_" METHODS
"i!:)_ The prospect of having to study at each step the whole problem structure
:J is discouraging, especially since the structure usually changes only slightly
" :..: after each attempt. One naturally looks for methods which merely update
,L= .:
•:,. _ or modify a small fragment of the stored record. Between the extremes of
,:::_.:i:.,,: _ the "first-come-first-served" problem-list method and the full global-survey
_' .:-, methods, lie a variety of compromise techniques. Perhaps the most attrac-• , . o.
i;_-:_)ii .... " tive of these are what we will call the Inheritance methods---essentially
;_:_ _.i recursive devices.
:;-:/_ In an Inheritance method, the effort assigned to a subproblem is deter-
-:;L_: •mined only by its immediate ancestry; at the time each problem is created
:_ii'i._i;i it is assigned a certain total quantity Q of time or effort. When a problem
!_;-:i!: is later sPlit into subpr6blems, such quantities are assigned to them by
: ii_,.-i!_ii! some local process which depends only on their relative.merits and o,, what
•,._!_...:! remains ol Q. Thus the centrality problem is managed implicitly. Such
':'_'_ schemes are quite easy to program, especially with the new pro_amming
_-;,;.3 systems such as IPL (Newell and Tonge, 1960c) and LISP (McCarthy.
::::"/:?::_ 1960) (which are themselves based off certain hereditary"or recursive op-
' ...._ erations). Special cases of the Inheritance method arise when one car. o,et
...... along with a simple all-or-none Q, e.g., a "stop condition'_this yields the
"A variety of combinatorial methods will be matched against the network-amdogy
• =,.-,, opponent in a program being completed by R. Silver, Lincoln Laboratory, MIT,
• "::_ Lexington, Mass.
":.,:'.N
% ...:7.J_
"•:iL'i
•""..i?,
_:!_:._
_•i i
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"""; exploratory method called "backtracking" by Golumb (1961), The decod- '-
. _: ing procedure of Wozencraft (1961) is another important variety of In- -
-,;-' heritance method.
In the complex exploration process proposed for chess by Newell, Shaw,
-_! and Simon (1958b) we have a forni of Inheritance method with a non-
' - numerical stop condition. Here, the subproblems inherit sets o[ goals to be
:_ ,-:.i achieved. This teleolo__icalcontrol has to be administered by an additional
: .S goal-selection system and is further complicated by a global (but reason-
- ably simple) stop rule of the back-up variety (See. IIIC). (Note: we are,..
,;::._ identifying here the move-tree-limitation problem with that of problem
"-- selection.) Even though extensive experimental results are not yet avail-. ... ;
. : _ able, we feel that the scheme of Newell, Shaw, and Simon (1958b) de-
-: . serves careful study by anyone planning serious work in this area. It
::,.i=i;:-_ shows only the beginning of the complexity sure to come in our develop-
:_ merit of intelligentmachines.3°
"':_": C. "Character-Method"Machines
:_:.?-;i Once a problem is selected, we must decide which method to try first. This
_-":_ depends on our ability to classify or characterize problems. We first com-
pute the Character of our problem (by using some pattern recognition
.., technique) and then consult a "Character-Method" table or other device
,, which is supposed to tell us which method(s) are most effective on prob-
4 lems of that Character. This information might be built up from experi-
:,: ence, given initially by the pro_ammer, deduced from "advice" (Mc-
•_. Carthy, 1959), or obtained as the solution to some other problem, as• L. :
_' :=' suggested in the GPS proposal (N_well, Shaw and Simon, 1959a). In any
' " case, this part of the machine's behavior, regarded from the outside, can
• :- be treated as a sort of stimulus-response, or "table look-up," activity.
If the Characters (or descriptions) have too wide a variety of values,
.... there will be a serious problem of filling a Character-Method table. One
• "=: might then have to reduce the detail of information, e.g., by using only a
_ ::": few important properties. Thus the Differences of GPS (see See. IVD2)
. :.".
- describe no more than is necessary to define a single goal, and a priority
; ,.:_ scheme selects just one of these to characterize the situation. Gelernter
i.I :_: and Rochester (1958) suggest using a property-weighting schem% a spe-
_,.-_: cial case of the "Bayes net" described in See. IIG.
-;. ,_ D. Planning
":_: Ordinarilyone can solve a complicated problem only by dividing it into a
" ]t:_
:.:;,,'i number of parts, each of which can be attacked by a smaller search (or
;._';;'. be further divided). Generally speaking, a successful division will reduce
"__. : ,Z.i :..
- .: mSome further discussion of this question may be found in Slagle (1961).
p
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.:_;!:.i_._i the search time not by a mere fraction, but by a [ractional exponent. In
.... :" a graph with 10 branches descending from each node, a 20-step search
..:.::.:_-:-_ might involve 10-_°trials, which is out of the question, while the insertion
!i:_i:ii!?-)!:_i of just four lemmas or sequential sttbgoalsmight reduce the search to only
i__!"-i_'_:'_ 5 X 10_ trials, which is within reason for machine exploration. Thus it will
•_.::_!.'_ be worth a relatively enormous effort to find such "islands" in the solution
" ::"_'; of complex problems.3xNote that even iS one encountered, say, 10'_fail-
.::i:!_-"i_ ures of such procedures before success, one would still have gained a fac-
,.:_.!o_i tor of perhaps I0_° in over-all trial reduction! Tiros practically any ability
".i"i!i'ii!:_! at all to "'plan,"or "analyze," a problem will be profitable, if the problem
is difficult, It is safe to say that all simple, unitary, notions of how to
_A:.'_,";""i
:'':m, .I'_..; build an intelligent machine will fail, rather sharply, for some modest level
• .:..,._,:._ of problem difficulty. Only schemes which actively pursue an analysis
-: "...,.o-_ toward obtaining a set of sequential goals can be expected to extend
i;_i.i_:ii:__?-i smoothlyinto increasingly complex problem domains.
Perhaps the most straightforward concept of planning is that of using a
::_i;:!_ simplified model of the problem situation. Suppose that there is available,
-(:::"i_ for a given problem, some other problem of "essentially the same char-
.... actor" but with less detail and complexity. Then we could proceed first
-.., ._ to solve the simpler problem. Suppose, also, that this i._done using a see-
. :-_ ond set of methods, which are also simpler, but in some correspondence
• .-.-; with those for the original. The solu'tion to the simpler problem can then
•/: :-j be used as a "'plan" [or the harder one. Perhaps each step will have to be
• _ .-i expanded in detail. But the multiple searches will add, not multiply, in the
,._..-:,._ total search time. The situation would be ideal if the model were, mathe-
i_.:."::-3 matically, a homomorphism of the original. But even without such per-
:-: ';-: fection the model solution should be a valuable guide. In mathematics
--_. .... ' one's proof procedures usually run along these lines: one first assumes,
..:.-,.::,.-, e.g., that integrals and limits always converge, in the planning stage. Once
the outline is completed, in this simpleminded model of mathematics, then
one goes back to try to "make rigorous" the steps of the proof, i.e., to
..: _:, replace them by chains of argument using genuine rules of inference. And
even if the plan fails, it may be possible to patch it by replacing just a few
,i,i_i!i:i_:,_',:- of its steps.
.?i.i:'i:il;... . Another aid to planning is the semantic, as opposed to the homomor-
:-_.:.i..il phic, model (Minsky, I956a, 1959a). Here we may have an interpret,tti,_,t
'.::_:._.i(_ of the current problem within another system, not necessarily simFlec, !-:ur
_.'._. with which we are more familiar and have already more powerful meth::.-'_s.
_:': _:_ Thus, in connection with a plan for the proof of a theorem, we will _::'_t
_::i:_:-! to know whether the proposed lemmas, or islands in the proof, arc ::c-
tually true; if not, the plan will surely fail. We can often easily tell if a
proposition is true by looking at an interpretation. Thus the truth of a
n See see. 10 of Ashby (1956).
_._
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proposition from plane geometry can be supposed, at least with great re- -
.: :; liability, by actual measurement o[ a few constructed drawings (or the "
-i-_:J analytic geometry equivalent). The geometry machine of Gclernter and
_:i_! Rochester (1958, 1959) uses such a semantic model with excellent re-
•_ _: suits; it followscloselythe lines proposed in lVlinsky(1956a).
.,.. ..
.:-._.: Planning with the aid of a model is of the greatest value in reducing search.
-., Can we construct machines which find their own models? I believe the
.-- - following will provide a general, straio_tforward way to construct certain
i.,-_._ kinds of useful, abstract models. The critical requirement is that we be
. - .:
.... : able to compile a "Character-Method Nlatrix" (in addition to the simple
__'_,_ Character-Method table in See. IVC). The CM matrix is an array o[ en-
::;,;:_A tries which predict with some reliability what will happen when methods
: 'ii are applied to problems. Both of the matrix dimensions are indexed by
....• ._ problem Characters; if there is a method which usually trans!orms prob-
..i_.-._ lems oi character C_ into problems o/ character Cj then let the matrix
!!:-iii:i entry C,j be the name of that method (or a list of such methods). If
-__i_i there is no such method the corresponding entry is null.
.i- ! Now suppose that there is no entry for C_j_meaning that we have no
• :. '. direct way to transform"a problem of type C_into one of type Ci. Multiply
.:i the matrix by itself. If the new matrix has a non-null (i,j) entry then there
' "i must be a sequence of two methods which effects the desired transforma-
:-.i-' tion. If that fails, we may try higher powers. Note that [if we put unity
.-.,.; . for the (i,i) terms] we can reach the 2" matrix power with just n multipli-
._.;-:_ cations. We don't need to define the symbolic multiplication operation;
• i one may instead use arithmetic entries_putting ttnity /or any non-null
..... _: " entry and zero for any null entry in the ori,_inal,matrix. This yields a sire-
....._`.-:`i pie connection, or flow diagram, matrix, and its nth power tells us some-
,.. thing about its set of paths of length 2".'-_[Once a non-nuUentry is dis-
.:i. covered, there exist efficientways to find the corresponding sequences of
.ii..ji.!_ methods. The problem is really just that of finding paths through a maze,and the method of Moore (1959) would be quite efficient. Almost any
...: ._ problem can be convened into a problem of finding a chain between two
' terminal expressions in some formal system.] If the Characters are _aken
:- " to be abstract representations of the problem expressions, this "Charact,:r-
"/"_ Algebra" model can be as abstract as are the available pattern-recogni,ion
':.-_ facilities.See Minsky (1956a, 1959a).
"?::i The critical problem in using the Character-Algebra model for plan- ,
•_ -.i nlng is, of course, the prediction reliability o] the matrix entries. One can-
• :_:_:' not expect the Character of a result to be strictly determined by the Char-
::i! _i acter of the original and the method used. And the reliability of the pre-
" .- " "See, e.g., Hohn, Seshu, and Aufenkamp (1957).
",?i
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:-_"i:;: dictions will, in any case, deteriorate rapidly as the matrix power is raised. • -
""_"_ But, as we have noted, any plan at all is so much better than none that
_-_"';i the system should do very much better than exhaustive search, even with
quite poor prediction quality.
• "< This matrix formulation is obviously only a special case of the char-
•" .'>_ otter planning idea. More generally, one will have descriptions, rather than
•"_ :! fixed characters, and one must then have more general methods to calcu-
• ._.<..-
•:-:..., late from a description what is likely to happen when a method is applied.
i.Z::
:.:5.?.!! 2. CHARACTERS AND DIFFERENCES
:_,:ii_:::i)-: In the GPS (General Problem Solver) proposal of Newell, Shaw, and
_:.-::,i Simon (1959a, 1960a) we find a slightly different framework: they use a
5!,,!!_ notion ofDifference between two problems (or expressions) where we
"7:__:"_ speak of the Character of a single problem. These views are equivalent
:i:i.i":_:_l if we take our problems to be links or connections between expressions.
:_- " "_ But this notion of Difference (as the Character of a pair) does lend itsel[
.o, J
--!::i:ii!:__< more smoothly to teleoloNcal reasoning. For what is the goal defined by
• /_.. a problem but to reduce the "difference" between the present state and the
.-_, des&ed state? The underlying structure of GPS is precisely what we have
i: _! called a "Character-Method Machine" in which each kind of Difference
...._"_ is associated in a table with ot_e or more methods which are known to
_:"': "reduce" that Difference. Since the characterization here depends always
":_('_ on (1) the current problem expression and (2) the desired end result,
!:i_i::.:i it is reasonable to think, as its authors suggest, of GPS as using "means-
.... .: end" analysis.
_- ,: To illustrate the use of Differences,we shall review an example (Newell,
5:,-'! Shaw, and Simon, 1960a). The problem, in elementary,propositional col-
: -:_,)_.'_ culus, is to prove that from S A ( -- P D Q) we can deduce (Q v P) A S.
:..,_)_;_ The program looks at both of these expressions with a recursive matching
:." .... process which branches out from the main connectives. The first Differ-. " •,L
- :i_ .! ence it encounters is that S occurs on different sides of the main connective
':._._,:.,_ "A." It therefore looks in the Difference-Method'table under the heading
?::"_S:_! "change position." It discovers there a method which uses the theorem
.... -,_ (A A B) ---_(B A A) which is obviously useful for removine, or "reduc-
._-_:::++i! ing," differences of position. GPS applies this method, obtaining
:-Y_-:_ (--P D Q) A S. GPS now asks what is the Difference between this new
_.:.i-i!-_i expression and the goal. This time the matching procedure gets down intothe connectives inside the left-hand members and finds a Difference be-
.... ; tween the connectives "D" and "V." It now looks in the CM table under
;.-.._:F::!:'"_ the heading "Chan_e_Connective" and discovers the appropriate method
• :' using ( -- A D B) -----(d V B). It applies this method, obtaining
--::i., (P V Q) A S. In the final cycle, the difference-evaluatin_procedure discov-
:i_ _:_ ers the need for a "change position" inside the left member, and applies a
1
I
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: .] method using (A V B)---_ (B V A). This completes the solution of the ._
:-- ._ problem?3
::)..! Evidently, the success of this "means-end" analysis in reducing general
-. -, search will depend on the degree of specificity that can be written into the
'ii Difference-Method table--basically the same requirement for an effective
.... Character-Algebra.
..:-.:, It may be possible to plan using Differences, as well. One might imag-
•_.o:i".;! inea "Difference-Algebra" in which"the predictions have the form D --
•.: D' D". One must construct accordingly a difference-factorization algebra
•-:: for discovering longer chains D -- D_ • • • D, and corresponding method
-"_i" plans. We should note that one cannot expect to use such.planning meth-
• ,-:_ ods with such primitive Differences as are discussed in Newell, Shaw, and
:i:..:"_, Simon (1960a); for these cannot forni an adequate Difference-Al_.ebra_(or
:_5_'"!Ji Character-Algebra). Unless. the .characterizing expressions have many
,: ,._
..-i_!-! levels of descriptive detail, the matrix powers will too swiftly become de-
:::-! generate. This degeneracy will ultimately limit the capacity of any formal
•!. ..3:
....:. ; planning device....
: 3.
' _-_, One may think of the general planning heuristic as embodied in a re- ,_
;_i:i):(i cursiveprocess of the followingform. Suppose we have a problem P:
. i 1. Form a plan for problem P.
_ _ 2. Select first (next) step of the plan.
:" _ (If no more steps, exit with "success.")
•_i 3. Try the suggested method(s):
- i Success: return to (b), i.e., try next step in the plan.
---.:_ Failure: return to (a), i.e., form new plan, or perhaps change cur-
-2"- ";
_._i rent plan to avoid this step.
i.._.i.i Problem judged too difficult: Apply this entire procedure to the
_. i problem oJ the current step.
" _ Observe that such a program schema is essentially recursive; it uses itself
.:.. •
• i..'; as a subroutine (explicitly, in the last step) in such a way that its current
' state has to be stored, and restored when it returns control to itself?'
.... .:.': _'Compar¢ this with the "matching" process described in Newell. and Simon
'ifi'!,"?i (1956). The notions of "Character," "Character-Algebra," etc., originate in Min_k':'
.... : (1956) but seem useful in describing parts of the "GPS" system of Newell and Simon
.... • (1956) and NeweU, Shaw, and Simon (1960a). The latter contains much additional
"i.i.._ _ material we cannot survey here. Essentially, GPS is to be self-applied to the prol",cm
" ".i.._ of discovering sets of Differences appropriate for given problem areas. This notion of
.y;-.: "bootstrapping"----applying a problem-solving system to the task of improving seine
' ...._ of its own methods_is old and familiar, but in Newell, Shaw, and Simon (1960a) '.
..:_ /_
" .... : we find perhaps the first specific proposal about how such an advance mi-I'.t be
•:_: :_ realized.
.....,%
: _.':.:i.; *'This violates, for example, the restrictions on "DO loops" in programming sys-
-_ terns such as FORTRAN. Convenient techniques for programming such processes
, were developed by Newell, Shaw and Simon (1960b); the program state variab!es
.- L.t
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y.,.!d=_ Miller, Galanter and Pribram3_discuss possible analogies between hu- -
-.: ':-i i.
.!:_Y__ man problem-solving and some heuristic planning schemes. It seems cer-
_-.- ";.:---4
,":. _' rain that, for at least a few years, there will be a close association be-:/ i_'i!:Lq
': ::::._ tween theories of human behavior and attempts to increase the intellectua;
., "4" ..
'. ...., :"_._ capacities of machines. But, in the long run, we must be prepared to dis-
,:,.:._:; cover profitable lines of heuristic pro_amming which do not deliberately
__O:':.i imitate human characteristics._
>.:._.:_ V. Induction and Models
}i::::;ii A. Intelligence
. :,_.,_, In all of this discussion we have not come to _,zripswith anythin_ we can
•_.':,..i isolate as "intelligence." We have discussed only heuristics, shortcuts, and
_%-:_"_ classification techniques. Is theresomething missing? I am confident that
......... sooner 6r later we will be able to assemble programs of great problem-
_-""' solving ability from complex combinations of heuristic devices_--multiple,. __.,.'.:.
• : :_ optimizers, pattern-recognition tricks, planning algebras, recursive ad-
_.';_'_
":. ...... ministrationprocedures,and the like. In no one of these willwe find the
- _?:"_ are stored in "pushdown lists" and both the program and the data are stored in the
-,:, i form of "list structures." Gelernter (195_) extended FORTR:AN to manage some
:,.q
,:' :' of this. McCarthy has extended these notions in LISP (1960) to permit explicit
:/,,._.: recursive definitions of programs in a language based on reeursive functions o_
?: :_ symbolic expressions; here the management of program state variables is fully
" ' automatic. See also Orchard-Hays (1960).-; _
_See chaps. 12 and 13 of Miller, Galanter, and Pribram (1960).
• , " Limitations of space preclude detailed discussion here of theories of self-organiz-
- : .:_ .. Lag neural nets, and other models based on brain analogies. [Several of these are
" _ described or cited in Proceedings of a Symposium on Mechanisation o/ Thought
. ...._ Processes, London: H. M. Stationery Office, 1959, and Sel! Organizing Systems.
i"ii::i M.T. Yovitts and S. Cameron (eds.), New York: Pergamon Press, 1960.1 This
, '::.:-":i omission is not too serious, I feel, in connection with the subject of heuristic pro-
.-:'..:, gramming, because the motivation and methods of the two areas seem so different.
-_. _ Up to the present time, at least, research on neural-net models has been concerned
'i ;:.-:;:i mainly with the attempt to show that certain rather simple heuristic processe_, e.._,..
_'f::i!:."'_ reinforcement learning, or property-list pattern recognition, can be realized or evolved
;_!i..i_i by collections of simple elements without very highly organized interconneetion_.
!.-.:]i_i Work on heuristic programming is characterized quite differently by the search for
-i_:i;.;_j new, more powerful heuristics for solving very complex problems, and by very little
•_...-. concern for what hardware (neuronal or otherwise) would minimally suffice for it,:
':.. ;:i realization. In short, the work on "'nets" is concerned with how far one can get with
:: ';, a small initial endowment; the work on "artificial intelligence" is concerned ',,_h
:,-- q:_ using all we know to build the most powerful systems that we can. It is my expzzta-
_, ,-_ tion that, in problem-solving power, the (allegedly brainlike) minimal-struc:,_re
.!I::VJ
<.3-,' systems will never threaten to compete with their more deliberately designed contem-
.7-5_.:. ,
,, ......r poraries; nevertheless, their study _hould prove profitable in the development of
'_':;_ component elements and subsystems to be used in the construction of the more
'!-:! _'_. systematically conceived machines.
•q:d .......
f:::-, kj ]Reproduced from
_.. ! best available copy. _lll_'
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:i,.-._ seat of intelligence. Should we ask what intelligence "really is"? My own _-
i?.._"i:i view is that this is more of an aesthetic question, or one of sense of dignity,
.-.... I than a technical matter! To me "intelligence" seems to denote little more
" :"_ than the complex of performances which we happen to respect, but do
..: ._ not understand. So it is, usually, with the question of "depth".in mathe-
•.: .( matics. Once the proof of a theorem is really understood its content seems
...:. "..:
!ii":"i to become trivial. (Still, there may remain a sense of wonder about how
.... 11 I' " the proof was discovered.)
. |
; :_ Programmers, too, know that there is never any "heart" in a program.
-_: :'-i:
.. " There are high-level routines in each program, but all they do is dictate
.?.:-.i_ that "if such and such, then transfer to such and such a subroutine." And
'..., _ when we look at the low-level subroutines, which "actually do the work,"
... •
; ::,.;.'; we find senseless loops and sequences of trivial operations, merely carry-
:-:._:...., ing out the dictates of their superiors. The intelligence in such a system
i:i!!i!.::_! seems to be as intangible as becomes the meaning of a single common
i_.-i,..,i_ word when it is thoughtfully pronounced overand over again.
_/i:ii_.. But we should not let our inability to discern a locus of intelligence lead
:.,_::._ us to conclude that programmed computers therefore cannot think. For it .
:....' may be so with man, as with machine, that, when we understand finally
..,_-:_ the structure and program, the feeling of mysteD" (and self-approbation)
--i:'-:! will weaken._r We find similar views concerning "creativity" in Newell,
" _ii Shaw, and Simon (1958c). The view expressed by Rosenbloom (1951)
:,-_ that minds (or brains) can transcend machines is based, apparently, on an
: -! erroneous interpretation of the meaning of the "unsOlvabilitytheorems" of
_. "_ Godel._S
i_::-'i _ See Minsky (1956, 1959).
n On problems of volition we are in general agreement with McCulloch (1954)
..;i:_:.:_ that our freedom o! will "presumably means no more than that we can distinguish
i .':,, between what we intend (i.e., our plan), and some intervention in our action." See
also MacKay (1959) and [the] references; we are, however, unconvhaeed by his
.,.7_i eulogization of "analog" devices. Concerning the "mind-brain" problen_ one shouldm
".l7_lI_ consider the arguments of Craik (1952), Hayek (1952), and Pask (I959). Among
:. :._. the active leaders in modern heuristic programming, perhaps only Samuel (1960b)
i!"i:.-. has taken a strong position against the idea of machines thinking, His argument,ii._." v,
_:.;:.... based on the fact that reliable computers do only that which they are instructed to
" " do, has a basic flaw; it does not follow that the programmer therefore has full
_':"i""! knowledge (and therefore full responsibility and credit for) what will ensue. For
._... certainly the programmer may set up an evolutionary system whose limitations are
-' • ._ for him unclear and possibly incomprehensible. No better does the mathematician
'.i_ 5! know all the consequences of a proposed set of axioms. Surely a machine has to be
..-... in order to perform. BUt we cannot assigrt aU the credit to itx programmer i[ the
.ii._?! operation of a system comes to reveal structures not recognizable or anticipated
i_-"'.! by the programmer. While we have not yet seen much in the way of intelligent
•.,:,,:.:.__ activity in machines, Samuel's arguments (circular in that they are based on the
•_' ' presumption that machines do not have minds) do not assure us against this. Turing "
'..'i: (1956) gives a very kno_ledgeable discussion of such matters.
.. o
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_:""_:.; B. Inductive Inference
•i!i:_'_'_,:"j Let us pose now for our machines, a variety of problems more challenging
:._i-'i.:i!._ than any ordinary game or mathematical puzzle. Suppose that we want
:/_i!i.!:!i:! a machine which, when embedded for a time in a complex environment or
"universe," will essay to produce a description of that world--to dis-.,-..• "1
::!:_:-_:i cover its regularities or laws of nature. We might ask it to predict what
• -'. "_i
:_ .: will happen next. We might ask it to predict what would be the likelyyil;:.i_
•.:,..,•_:_ consequences of a certain action or experiment. Or we might ask it to
...._-'- formulate the laws governing some class of events. In anv case, our task
_/!:i'ii:! is to equip our machine with inductive ability_with methods which it can
..._::_._ use to construct general statements about events beyond its recorded ex-
-_-.,.....:_
:_"""' perience. Now, there can be no system ."_rinductive inference that will
":-:""_; work well in all possible universes. But given a universe, or an ensemble
._'._/.-
.:_.:..7.::.:._ of universes, and a criterion of success, this (episterfiological) problem
/:-_:_"_ for machines becomes technical rather than philosophical. There is quite
:.:i:! proach which currently seems to us the most promishag; this is what
we might call the "grammatical induction" schemes of Solomonott (1957,
._ i!_i 1958, 1959a), based partly on work of Chomsky and Miller (1957b,
: _-:_ 1958).
i.. ::_.i We will take language to mean the set of expressions formed from some
':_:::_ given set of primitive symbols or expressions, by the repeated application
i:: i_':_i of some given set of rules; the primitive expressions plus the rules is
_:::..,_ the grammar of the language. Most induction problems can be framed
as problems in the discovery o[ grammars. Suppose, for instance, that a
:. :'_.:i .. machine's prior experience is summarized by a large collection of state-
i'ii'_:i!i! ments,somelabelled"good"andsome"bad"bysomecriticaldevice.How
.._._.._
:_....::_:._ couldwe generate selectively more good statements? The trick is to find
._!::.,.!:ii(_i some relatively simple (formal) language in which the good statements
".-!i_-_i:.ii are grammatical, and in which the bad ones are not. Given such a language,
,::.,:..::_ we can use it to generate more statements, and presumably these will tend
._:_..:..._:_ to be•more like the good ones. The heuristic argument is that if we can
':_...._ find a relatively simple w,ay to separate the two sets, the discovered rule
'_::;' is likely to be useful beyond the immediate experience. If the extension
• :.5 ._
" _'=:::" fails to be consistent with new data, one might be able to make small
-: "_ changes in the rules and, generally, one may be able to use many or-... ._ _
..! . .!
: .:__ dinary problem-solvingmethods for this task.
_r- The problem of finding an efficient grammar is much the same as that
i(_":.!_!_i of finding efficientencodings, or programs, for machines; in each case, oneneeds to discover the important regularitieg in the data, and exploit the
:_'::?_":! regularities by making shrewd abbreviations. The possible importance of
Solomonolrs work (1960) is that, despite some obvious defects, it may
J
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• ,.7 l
•! %! point the way toward systematic mathematical ways to explore this dis- -
_.:4.!)! ¢overy problem. He considers the class of all programs (for a _ven geal-
.' .:i eral-purpose computer) which will produce a certain given output (the
• L_("
...._ body of data in question). Most such programs, if allowed to continue,
"i _:!i will add to that body of data. By properly weighting these programs, per-
"..::_":_ haps by length, we can obtain corresponding weights for the different
:!/...:. possible continuations, and thus a basis for prediction. If this prediction
':.:L_ is to be of any interest, it will b_ necessary to show some independence
!? i:i of the given computer; it is not yet clear precisely what form such a result
!i=./:i willtake.
:".... C. Models of Oneself• '. :'?
• :..,. If a creature can answer a question about a hypothetical experiment,
://.;':i without actually performing that experiment, then the answer must have "
-."-'(_,-
_-" been obtained from some submachine insidethe creature. The output of
"(:::i that submachine (representing a correct answer) as well as the input (rep-
.'.'_,. i
"_.-: resenting the question) must be coded descriptions of the corresponding
_L "_
._i:ii external events or event classes. Seen through this pair of encoding and _.
,-. _ decoding channels, the internal submachine acts like the environment, and
_ so it has the character of a "model." The inductive inference problem may
(:'_:.._ then be regarded as the problem of constructing such a model.
'-)"-" To the extent that the creature's actions affect the environment, this
"_. :! internal model of the world •willneed to include some representation of the
_ creature itself. If one asks the creature "why did you decide to do such
::.ii).:., and such" (or if it asks this of itself), any answer must come from the
-'_.._.":_::: • internal model.Thus the evidence of introspection itself is liable to be based
.i-.{:: ultimately on the processes used in constructing one's image of one's
_ sell Speculation on the form of such a model leads to the anausing pre-
diction that intelligent machines may be reluctant to believe that they are
_:?_( ]ust machines. The argument is this: our own self-models have a substan-
" _i ."
:_..._ tially "dual" character; there is a part concerned with the physical or me-
':::'.:i chanical environment_with the behavior of inanimate objects_and there
•...
_.--:! is a part concerned with social and psychological matters. It is pre-
._7.( cisely because we have not yet developed a satisfactory" mechani'=al
•,1!!;;i
:-_::._ theory of mental activity that we have to keep these areas apart. We could
•=o":_: not give up this division even if we wishedto---until we find a unified model
-_(:ii)i to replace it. Now, when we ask such a creature what sort of being it is, it
:):"ii_ cannot simply answer "directly"; it must inspect its model(s). And it
- ,, must answer by saying that it seems to be a dual thing_which ai'%rars
_":i:_i to have two parts_a "mind" and a "body." .Thus, even the robot, unless
-/::!.::'i equipped with a satisfactory theory of artificial intelligence, would ha;c to
iiiiiii_I maintain a dualistic opinion on this matter?_
: . 1 _Ther¢ is a certain problem of infinite regression ia the notion of a machine
kT: .i
::"! 1
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,.:,.:,,_._ Conclusion
:.,.-,.:,, In attempting to combine a survey of work on "artificial intelligence"
_:i".i:ii-:! with a summary of our own views, we could not mention every relevant
':" : project and publication. Some important omissions are in the area of
:'::-_ "brain models"; the early work of Farley and Clark (1954) [also Farlev's
_/;:i_:i
!;:i_,i paper in Yovitts and Cameron (1960),. often unknowingly duplicated,
:._-:; and the work of Rochester (1956) and Milner (1960)]. The work of
-;' ':;.i:i_"-_
::._-'-,': Lettvin et al. (1959) is related to the theories in Selfridge (1959). We
!_!_:_(:ili d'd not touch at all on the problems'of lo_c and lan_age, and of in-
ii!_:i_i.!!!i formation retrieval, which must be faced when action is to be based on the
_i_iii_.:!_ contents of large memories; see, e.g., McCarthy (1959). We have not
•;:i:-i.::_ discussed the basic results in mathematical logic which bear on the question
::.";-°:A of what can. be done by machines. There are entire literatures we have
_i_:_:i! hardly even sampled_the bold pioneering work of Rashevsky (c. 1929)
_..,./_'_ and his later co-workers (Rashevsky, 1960); Theories of Learning,
"__ e.g., Gorn (1959); Theory of Games, e.g., Shubik (1960); and Psy-
:.._ chology, e.g., Bruner et al. (1956). And everyone should know the
-.-.. work of Polya (1945, 1954) on how to solve problems. We can hope
only to have transmitted the flavor of some of the more ambitious
.. _.?._ projects directly concerned with getting machines to take over a larger
'".._ ,'_ portion of problem-solving tasks.
.-::_:i-! One last .remark: we have discussed here only work concerned with
.?,-_i-._ more or less self-contained problem-solving programs. But as this is
....•"_::_ written, we are at last beginning to see vigorous activity in the direction of.._,
: '-_ constructing usable time-sharing or multiprogramming computing systems.
.::.,,:z With these systems, it will at last become economical to match human
i":::,_..:'!_:.i_.:. beings in real time with really large machines. This means that we can
•::._: work toward programming what will be, in effect, "thinking aids." In the
_i-".:,i
..::.:-_ years to come, we expect that these man-machine systems will share, and
,,...!::; perhaps for a time be dominant, in our advance toward the development
_::_::._ of "artificial intelligence."
_" '.: havinga good modelof itself:of course,thenestedmodelsmustlosedetailand
i:::i_:!.:._ finally vanish. But the argument, e.g., of Hayek (see 8.69 and 8.79, 1952) that we
' :.. :, cannot "fully comprehend the unitary order" (of our own minds) ignore_ the power
of recursive description as well as Turing's demonstration that (with sufficient
:.: ._,:_ external writing space) a "general-purpose" machine can answer any question about
: "_ a description of itself that any larger machine could answer.
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Chapter 10
HEURISTIC PROGRAMMING:
ILL-STRUCTURED
PROBLEMS
ALLEN NEWELL
Camegie-Mellon University,
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Reprinted from J. S. Aronofsky, (ed.)
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";"_:';_ We observe that on occasion expressions in some language are put for-
::_.:_::_i ward that purport to state "a problem." In response a method (or algo-
::!/_:!:!.,, rithm) is advanced that claims to solve the problem. That is, if input
:: ':") data are given that meet all the specifications of the problem statement,
": the method produces another expression in the language that is the
solution to the problem. If there is a challenge as to whether the method
actually provides a general solution to the problem (i.e., for all admissible
:'._':; inputs) a proof may be forthcoming that it does. If there is a challenge
to whether the problem statement is well defined, additional formalization
:":.::i of the problem statement may occur. In the extreme this can reach L,ck
: .:!i/i_.! to formalization of the language used to state the problem, until a formal
,:,':,.-7i logical calculus is used./.?. -.,
:.):'--:-i We also observe that for other problems that people have and solve
:. :.
_-:- there seems to be no such formalized statement and formalized method.
_ Although usually definite in some respects problems of this type seem
..=:.! incurably fuzzy in others. That there should be ill-defined problems
:-. :_' around is not very surprising. That is, that there should be expressions
- --_ that have some characteristics of problem statements but are fragmentary
.... ._ seems not surprising. However, that there should e.xist systems (i.e., men)
_.._:_ that can solve these problems without the eventual intervention of formal
'"_.*:., statements and formal methods does pose an issue. Perhaps there are
.-, two domains of problems, the well structured and the ill structured.
" ::::_ Formalization always implies the first. Men can deal with both -kinds.
*_i:::_:'. By virtue of their capacity for working with ill-structured problems,
: :i. they can transmute some of these into well-structured (or formalized): -:."- ..;
-::.:.i: problems. But the study of formalized problems has nothing to say about
_::!!iil.;;j the domain of ill-structured problems. In particular, there can never be
.....:-! a formalization of ill-structured problems, hence never a theory (in a
" _:'i.i:. strict sense) about them. All that is possible is the conversion of partieu-
"": :_ lar problems from ill structured to well structured via the one transducer
:: _::ii that exists, namely, man.
::::, Perhaps an analog is useful: well-structured problems are to ill-
:-: .', structured problems as linear systems are to nonlinear systems, or as
_ :::_ I wish to acknowledgethe help of 3. Moore in clarifying the nature of the
(:).'.;i methods of artificial intelligence and also my discussions with mv colleag_,e It. A.
....-._,_ Simon. The researchwas supported by the Advanced Research Projects Agency of
:'_'_:"i the Officeof the Secretaryof Defense (SD-146).
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++ _: stable systems are to unstable systems, or as rational behavior is to non- " -
.! °
-+ rational behavior. In each case, it is not that the world has been neatly
:::i divided into two parts, each with a theory proper to it. Rather, one
•+;: member of the pair is a very special case about which much can be said,
:. :, whereas• the other member consists of all the rest of the world--uncharted,
_+: ::-: lacking uniform approach, inchoate, and incoherent.
+'::: ' This is not the only view, of course. Alternatively, one can assert
- '._ that all problems can be formulated in the same way. The formalization
:.- exists because there is some symbolic system, whether on paper or in the
':: head, that holds the specific, quite definite information in the problem
..:..._ statement. The fragmentation of problem statement that occurs when an
:_:': attempt is made to explicate the problem only shows that there are seri-
: .. ...::
+.:,.:: ous (perhaps even profound) communication problems. But it does not
- t_+2
:_:_ saythatill-structuredp oblemsaresomehow differentinnature.
"-:_ Thus we have an issue---somewhat ill structured, to be sure--but still •
_.j.! an issue. What are ill-structured problems and are they a breed apart
_+-::_ from well-structured ones? This chapter is essentially an essay devoted
: :' : to exploring the issue, as it stands in 1968.
. We have an issue defined. What gives life to it are two concerns,
• : one bro.ad, one narrow. At root, there is the long-standing concern over
_:-' the rationalizationof human life and action. More sharply stated, this is
the challenge of art by science. In terms of encounters lon'g resoh'cd, it
is whether photography will displace painting, or whether biology and
:,' physiology can contribute to the practice of mcdici.ne. In terms of en-
._: ! counters now in twilight, it is whether new products come from applied
• '. ' science or from lone inventors. In terms of encounters still active, it is
" • . whether the holistic diagnostic judgment of the clinical psychologist is
, better than the judgments of a regression equation [12]. For the purpose
::,ii:i: of this essay, of course, it is to what extent management science can
= extend into the domain of business jdd_,rnent.
i++:i:i:i When put in this c'ontext, the issue has a charge. The concern flows
_:--; partly from economics, where it is now usually labeled the problem of. :'...
'::':::+ automation. (_dncern also flows from a problem of identity, in which
'. some are compelled to ask what attributes man can uniquely call his
_ :_ own. As has been pointed out, probably most thoroughly by Ellul [3],
...: :_! it makes no sense to separate hardware and software, that is, to separate
machines froln procedures, programs, and formalized rules. They are all
i::!ii expressions of tim rationalization of life, in which human'bcings become
:_.:'-_+.+:i simply the agents or carriers of a universalistic system of orderly, re-
.::_ lations of means to ends.
",": "i
' :'-- Thus, viewed broadly, the issue is emotionally toned. However, this
o+ .
;:":i++_!
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,,_.:=_ fact neither eliminates nor affects tile scientific questions involved, al-
_"..-.:""', though it provides reasons for attending to them, Our aim in this essay
_::_:i:;_ is essentially scientific, a fact which leads to the second, more narrow
.:,":._ context.
:"':-" Within management science the nature of rationalization has varied
.i:.-i:i!;_ somewhat over time. In the early days, those of Frederick Taylor, it was
_'_ expressed in explicit work procedures, but since World War II it has been
•.:_::..:_ expressed in the development of mathematical models and quantitative
, ..iT
: :_.:! methods. In I958 we put it as follows:
::""_ I.Itcar be desdribedin termsofnumericalvariables,scalarand vectorquanti-
_:':-'.:_-i:_ ties.
::::! 2. The goals to be attained canbe _ecified in terms of a well-definedobjective
:,:':_ function--for example,the maximizationof profitor the minimizationof cost.
":::;_ 3. There exist computationalroutines (algori_hm_) that permit the solution to
:.:: = be found and stated in actual numericalterms. Commonexamplesof suchalgorithms,
- which have played an important role in operations research, are maximization
_::._.=.; proceduresin the calculusand calculusof variations, linear-programmingalgorithms
•:., likethestepping-stoneandsimplexmethods,MonteCarlotechniques,andso on
-..._ [21,pp.4--_,].
:: :: Ill-structured problems were defined, as in the introduction of this
•il-i essay,inthenegative:allproblemsthatarcnotwellstructured.:Now
• ,:! thepointof the1958paper,and thereasonthatitcontrastedwell-and
%.:.:. ill-structured problems, was to introduce heuristic programming as rele-
-:::..:_ vant to the issue:
• :-Y3
With re.cent'developmentsin our understanding of heuristic processesand their
"--_'-- simulation by digital computers, the way is open to deal scientifically with ill-
structured problems--:-tomake the computer co-extensive with the human mind
-_'::_ [21,p.9].
:!:(:!_!:-_-.,,_ That is, before the development of heuristic programming (more gener-
:..:.-..'._
:.::.._ ally, artificial intelligence) the domain of ill-structured problems had
i_:{:'ili been the exclusivepreserve of human problemsolvers.Now we had
:-_._;/ other systems that also could work on ill-structured problems and that
'_.__ could be studied and used.
•:_:::.'_ This 1958 paper is a convenient marker for the narrow concern of
...-" the present essay. It can symbolize the radical transformation brought
::._ by the computer to the larger, almost philosophical concern over the
.:.:_:,_:.., nature and possibilities for rationalization. Tim issuc has become almost
:. ,-::_ technical, although now it involves three terms, where before it involved
::::::i_:.'_i only two:
:...°-q
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i: • What is tile nature of problems solved by formal algorithms?
:: _. • What is the nature of problems solved by computers?
_ ' ! • What is the nature of problems solved by men?
." We have called the first well-structured problems; the last remains the
._:_. residual keeper of ill-structured problems; and the middle term offers the
--..::: opportunity for clarification.
:_ Our course will be to review the 1958 paper a little more carefully,:: :
• •::, leading to a discussion of the nature of problem solving. From this will
-::_.i emerge an hylmthesis about the nature of generality in problem solving,
, which will generate a corresponding hypothesis about the nature of ill-
'_:.. structured problems. With theses in hand, we first consider some impli-
. i:" cations of the hypotheses, proceed to explore these a little, and finally
!:i;i",:_ bring out some deficiencies.
-; .::'i The 1958 paper asserted that computers (more precisely, computers
:-S: appropriately programmed) could deal with ill-structured problems, where
"-.-_i the latter was defined negatively. The basis of this assertion was two-
. :i fold. First, there had just come into existence the first successful heu-
:i ristic programs, that is to say, programs that perfomaed tasks requiring
:i-::. intelligence when performed by human beings. They included a theorem-
..i .! proving program in logic [15], a checker-playing program [19], and a
.:': ' pattern recognition program [20]. These were tasks for which algorithms
•,-: :: either did not exist or were so immensely expensive as to preclude their
;-' use. Thus, there existed some instances of programs successfully solving-6.,/
_::i_ interesting ill-structured problems. The second basis was the connection
-'.' between these programs and the nature of human problem solving {16].
': Insofar as these programs reflected the same problem-solving processes
•..ii-: as human beings used, there was additional reason to believe that the
:, programs dealt with ill-structured problems. The data base for the as-
,. -..:
•.: ._ sertion was fairly small, but there followed in the next few years ad-
_:::i-i ditional heuristic programs.ttmt provided support. There was one that
_::i proved theorems in plane geometry, one that did symbolic indefinite
:_: :_ integration, a couple of chess programs, a prog_:am for balancing assembly.:-.-..
" : lines, and several pattern recognition programs [5].
The 1958 paper provided no positive characterization of ill-structured
..... problems. Although it could be said that some ill-structured problems
!;":i were being handled, thcse might constitute a small and particularly "well-
...
'i:" formed" subset. This was essentially the position taken by Reitman, in
,, ,:: one of tim few existing direct contributions to the question of ill-formed
.i_:; problems [17, 18]. He observed, as have others, that all of the heuristic
..::i programs, although lacking well-specified "tlgorithms, were otherwise quite
:]
.' ]
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' .... :_ precisely defined. In particular, the test whereby one determined whether
:!=:i.ii_:_ the problem was solvcd was well specified, as ,,'as the initial data base
:::_:":_ from which the problem started. Thus, he asserted that all existing heu-
:._.;.-:L:,_! ristic programs were in a special class by virtue of certain aspects being
.'-'..:
':.!:,:_:_:i':i well defined, and thus shed little light on the more general case.
• .,.:,, Stating this another way, it is not enough for a problem to become ill
: ::.".,. structm:ed only with respect to the methods of solution.. It is required
:: :';;i also to become ill structured with respect to both the initial data and
: ':: the criteria for solution. To the complaint that one would not then really
:_":::_ know what the problem was, the rejoinder is that almost all problems:. L4_
::::.:_."-q; dealt with by human beings are ill structured in these respects. To use
':::_ an example dis'cussed by Reitman, in the problem of making a silk purse
:::)?!:!i from a sow's ear, neither "silk purse" nor "sow's ear" is defined beyond
"::.:'L; cavil. To attempt really to solve such a problem, for instance, would b_
F-,.i'::_ to search for some ways to stretch the implicit definitions to force ac-
":"":'_ ceptance of the criteria, for example, chemical decomposition and re-
: " :"_:_ synthesis.
:!.!::_!:.i_.._, Reitman attempted a positive characterization of problems by setting
.... :"-1 out the possible forms of uncertainty in the specification of a problem:
-::;..,.! the ways in which the givens, the sought-for transformation, or the goal
: :_ could be ill defined. This course has the virtue, if successful, of
:.-_ defining "ill structured" independently of problem solving and thus
. :;::L?.:.i providing a firm base on which to consider how such problems might
.......:, be tackled. I will no_ follow him in this approach_ however. It seems
":_"".1i
.'::::'_] more fruitful here to start with the activity of problem solving.
?.ii_::i::_ 1. THE NATURE OF PROBLEM SOLVING
-".._ A rather general diagram, shown in Fig. 10.1, will serve to convey a
•.(::::i:_ view of problem solving that captures a good deal of what is known,
•i.i:i:!i:__ bo_h casually and scientifically. A problem solver exists in a task environ-
:i_-€,:.::" ment, some small part of which is the immediate s_imulus for evoking
..,. the problem and which thus serves as the initial problem statement. _
.: !i.".::._ This external representation is translated into some internal represen-
::...-? tation (a condition, if you please, for assimilation and acceptance of the
' i:_.ii:iil problem by the problem soh'er). There is located within the memory
:::_! of the problem solver a collection of methods. A method is some organ-
: .::":i _Its statement form is clear when given linguistically,as in "Where do we locate
the new warehouse?"Otherwise,"statement" is to be taken metaphorically,_ com-
prising those clues in the environment attended to by the problem soh'er that indi-
....":..i careto him theexistenceof the problem.
i
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?f.i
• : _ TaskEnvironment
" :_ .'_"[1--.t-- ProblemStatement
:" : Effectors ( trans_on ] ProblemSolver
"" : ~"i
- -- _ Internalrepresentation
: :-_. Ap_y
o
method
1
... . :
:::-: Internal Method
• ' ' oeneral store
,'::: .i; knowlege
' ._
..... Note:the eye indicatesthatinpu:,representation
: " is notunderthecontrolthe inputtingprocess.
. -,! -
" -_ FirureI0.I.GenerMsehem_o( a problemsolver.
.... izedprogramorplanforbehaviorthatmanipulatestheinternalrepre-
::..' sentstion in an attempt to solve the'problem. For the type o£ problem
• :,: solvdrs we have in mind--business men, analysts, ete._there exist many
....•: :..! relatively independent methods, so that, the total behavior of the problem
,-..,. j
• J
".' .]
i
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.......: solverismade up as an iterativecyclein which methodsare selected -
': ,=-.i,?
triedwithconsequentmodificationf theinternalrepresentation,a d a
....::=:-: new methodisselected.
b2;;,_ Letusstaywiththisviewofproblemsolving-fora while,eventhough
i,_t:T:::,-:::..! itde-emphasizessome importantaspects,uchastheinitialdetermination
•.:_.:-..=.i of an internalrepresentation,itspossiblechange,and thesearchforor.., .-.:_ •
,".:ili-.'.'i! constructionfnew methods(byothermethods)inthecourseof problem
.i_:_ solving.What Fig.I0.Idoes emphasizeisthe method--thediscrete
.......,. packageofinformationthatguides behaviorin an attemptatproblem
" ,_;_.:i
,:_ solution. It prompts us to inquire about its anatomy.
, IJ. The Anatomy of a Method
i..:i.:i!! Let us examine some method in management science, The simplex
•i:_.:q method of linear programming will serve admirably. It is well lrnown,
:_,:.'.q important,and undoubtedlya method.Italsoworkson well-structured
::-G-_ problems,but we willtakedue accountof thislater.The basiclinear
programming problem is as follows.
i.::-- GiveTt:asetofpositiver alvariables
•': _ zt)O, jffil, ,n
andrealconstants
: ::::i"_ a€1,b_,ci, i -- i1... , m; j -- 1,..., n
.::..-7.:
:,::-L_i maximize" ."i .
:::(':;_" Z ffi=_ C:._t
.... ....;.! j
. -5!-':;
" ..-_' subjectto
" Ltd
:J:i_i:i",i 2_a,_r#_ b,, i = 1,...,m
:L::.-; Figure10.2showsthestandard ataorganizationusedin thesimplex
:.:":_ method and gives the procedure to be followed, We have left out the
"ii_: _I_' procedureforgettingan initialsolution,thatis,we assume thatthe:: :i:?_'
,_...;.-_, tableauof Fig.I0_2isinitiallyfilledin.Like_se,we have ignoredthe
•:,:';::,.:;,:, detectionf degeneracyandtheprocedureforhandlingit.
• • .: <,:
......-:.', Therearethreepartstothesimplexmethod.The firstisthestate-
.._7_
: :_.:_ meat oJ the problem. This determines the entities you must be able to
:i"i_!.,. identify in a situation and what you must know about their properties
i:::",_i:::i and mutual interrelationships. Unless you can find a set of nonnegative
:!_;:.,_:;:i.i numerical quantities, subject to linear constraints and having a linear
:; .:.'_ objective function to be maximized, you do not have a LP problem, and
"]
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T:2 .-"
: "" the method cannot help you. The second part of the method is the -
• - ::', .?.; .
• ¢_" procedure that delivers the solution to the problem. It makes use only
-.i.-i_ of information available in the problem statement. Indeed, these two
.: .:°4
are coupled together as night and day. Any information in the .prob-
.:?,
...? lem statement which is known not to enter into the procedure can
" ':L_; be discarded, thereby making the problem lust that much more general.
. i
-:.:,: Simplex tableau
.:: - el et _ 0 0
•: :.::-: Basis b_ xz z, ... x, x,+t ... x,,+_
.:... ,:. xit
"'..:_j.:_
: ..': .._ t_i
'.. :._ _
":2
\" .: ::_
:.: .".; Procedure
i :: i _ " 1. Let jo = column with rain {zi -- ejlzj - ci < 0} ;
::i:i(i if no zi - ej < 0, then at maximum z, end.
.:ii!..")i_ 2. Let io = row with rain {b#tq, lb,/tq, > 0};
i?:: _i if no b_/tii, > 0, theix z unbounded, end.
• ."r._:[ .
•-:: :..! 3. For row _o,t_j ,--- -_./_.
::.:_:..! 4. For row i # *'o,tq _ t_i -- _i_i,
_'.::"::! (t_ is the value from step 3).
;;::-:_ Define
2::":?":_ x,+_ = b_-- _ ao-zj, i = 1,..., m
:' :_ i
,: " .'f
.J
•:.2.: e_+_----0
-:"
.:." ._ a_,_+_= I if i = k, 0 otherwise
_ _?;] Figure 10.2. Simplex method. :
. ..
..!
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:!_i!:i::!! The thirdpartofthemethodistheproofori_tificationthatthepro-
_(:)_'ii:ii eedureinfactdeliversthesolutiontotheproblem(ordeliversitwithin
:"-_ certain specified limits) The existence of this justification has several
:::::.?, consequences.One,alreadynoted,isthecompleteadaptationfmeans
_:;i:'ii_i toends--oftheshapingoftheproblemstatementsothatitisasgeneral
:.:-.:.-_ as possible with respect to the. procedure. Another consequence is a
.:.;}i(.! tolerationofapparentmeaninglessnessintheprocedure.Itmakesno
: : _:i differencethatthereseemstobeneitherrhymenorreasontothesteps
:!:i:i.i:i ofthemethodinFig.10.2.Carefulanalysisrevealsthattheyarein
_'::_:;:._ factjust hosestepsnecessarytotheattainmentof thesolution.This
"_ii,.!,i_i! featureischaracteristicofmathematicalnd computationalmethods
ii:.ii _-/; generallyandsometimesi evenviewedasahallmark.
i/"::?_: An additional part of the simplex method is a rationale that can be
.'i_:i!i:_i'i used to make the method understandable. The one usually used for the
_ii":i)!::_ simplexis geometrical, with each cohstraint being a (potential) boundary
. =:'.._ planeofthespaceof feasiblesolutions.Thenthesimplexprocedureis
-:!_ akin to climbing from vertex to vertex until the maximalone is reached.
• -,:. Thisfourthpartislessessentialthantheotherthree.
The first three parts seem to be characteristic ofall methods. Cer-
•'_-'_ tainly,examplescanbemultipliedendlessly.Thequadraticformulapro-
--_"_ ridesanotherclearone:
....:: Problemstatement:Findx suchthata_ + bz+ o= O.
• :: Procedure: compute z = b/2s ± ½a v'b 2" _c.
:_ ._ Justification: (substitute formula in a._ + bx + e and show
...::! by algebraicmanipulationthat0 results).
_.::::_.!•.i......., Ineachcasea justificationisrequired(andforthcoming)thatestab-
:.'_:?_:::.! lishes the relation of method to problem statement. As we move toward
i-'.."::i:-i moreempiricalmethods,theprecisionofboththeproblemstatementand
i:,_: ;::_' the proceduredeclines, and concurrently the precision of the justification;
i :_i=!ii_i;ii in fact, justification and plausible rationale mergeinto one.
. .. -_
!:::_i"=i:i:_i 1.2. Generality and Power
._ :-'-.i?
. .... We needtodistinguishthegeneralityof a methodfromitspower.
: ";_ A method lays claim via its problem statement to being applicable to a
., .: ".':!
" :_ certain set of problems, namely, to all those for which the problem state-
i::!!i"!!"i ment applies. The generality of a method is determined by how large
:ii:::i!::::-i the set of problems is. Even without a well-defined domain ofall prob-
:'-:'_ lems, or any suitable measure on the sets of problems, it is still often
: i.; -_ -,-!
•: :...":.._ possible to compare two problem statements and judge one to be more
":'::" inclusive than another, hence one method more genera! ¢,han the other.• :,}
. ..._
. ;
1
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':.':',i A methodthatisapplicableonlytolocatingwarehousesislessgeneral "- -
-:._ thanonethatisapplicabletoproblemsinvolvingthelocationfallphysi-
•._ :i::. eal resources. But nothing interesting can be said about the relative
:_" generality of a specific method for inventory decisions versus one for
,_' .:
•production scheduling. ..
Within the claimed domain of a method we can inquire after its ability
to deliver solutions: the higher this is, the more powerful the method.
At least three somewhat independent dimensions exist along which this
:: abilitycanbe measured.First,themethodmay ormay notsolveevery
- :-:'. problem in the domain; and we may loosely summarize this by talking of
- :- the probability of solution. Second, there may exist a dimension of quality
•:":: in the solution, such as how close an optimizing method gets to the peak.
:- :.: Then methods can differ on the quality of their solutions. (To obtain a
__"'_ simple characteristic for this requires some summarization over the ap-:.: 4
•:.;:..:_ plicable domain, but this feature need not concern us here.) Third, the
-:-.;: method may be able to use varying amounts of resources. Then, judg-
-):::i ments of probability of solution and of quality are relative to the amount
:"- =. of resources used. Usually the resource.will be time, but it can also be
: amount ofcomputation,amount ofmemory space,number ofdollarsto
. = acquire information, and so on. For example, most iterative methods for
:-:i solving systems of equations do not terminate in a finite number of
• _..-! iterations, but produce better solutions if run longer; the rate of con-
...: vergence becomes a significant aspect of the power of such methods.
-::,: In thesetermsthesimplexmethod would seem to rank as one of
";(..i....-.. limited generality but high power. The restrictions to linearity, both in
: _..-:-" the constraints and the objective function, and to a situation describable
'_ by a set of real numbers, all constrict generality. But the simplex method
. :_.:_ is an algorithm within its domain and guarantees delivery of the complete:J. !.,
._.-.: solution. It is not the least general method, as is indicated by the trans-
- i:")i': portation problem with its more specialized assumptions; nor is it the
;"_:i_. most powerful method for its domain, since it can be augmented with
-:_._:_ additior)al schemes that obtain solutions more expeditiously.
.... .:_ Evidentlythere is an inverse relationship between the generality of
: _.-: a method and its power. Each added condition in the problem statement
: ':_:_ is one more item that can be exploited in finding the solution, hence in
;-::_ increasing the power. If one takes a method, such as the simplex method,
:"::::!_ and generalizes the problem statement, the procedure no longer solves
i:S!i:ii every problem in the wider domain, but only a subset of these. Thus
-"-o.'. the power diminishes. The relationship is not onc-one, but more like a
.:-?::i limi'ting relationship in which the amount of information in the problem
::_:.:._ statement puts bounds on how powerful the method can be. This re-
i. ;
• ]_
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i i.:i;:.'ii?'_ Power
'i:! _.i
..:-:::'i::}
• "":_ ;1_":.. ':! e s
• _,'.t
..... •: ! Information
' :.i : -J _ Generality demanded
:""" Figure 10.3, Generalityversuspower.
.-._ !
,s
. _;.} lationship is important enough to the argument of this essay that we
-.. ._ indicate it symbolically in Fig. 10.3. The abeissa represents increasing
_-":ii information in the problem statement, that is, decreasing generality. The
2
ordinate represents increasing power. For each degree of generality an
• _i upper bound exists on the possible power of a method, though there are
clearly numerous methods which do not fully exploit the information in
the Problem statement.
. , i._i
•"" :,_ 2. TWO HYPOTHESES. ON GENERALITY AND
ON ILL-STRUCTURED PROBLEMS
With this view of method and problem solver we can move back
.:.:i".:_ toward the nature of ill-structured problems. However, we need to ad-
.;:.:-_! dress one intermediate issue: the nature of a general problem solver.
.;.:. :_': The first heuristic programs that were built laid claims to power, not
:_ : to generality. A chess or checker program was an example of artificial
:::::_:.i intelligence because it solved a problem difficult by human standards;
::.i i:_:.I there was never a pretense of its being general. Today's chess programs
.... .. :., cannot even play checkers, and vice versa.
: .i:'."!:)'i Now this narrowness is completely consistent with our general ex-
perience with computer programs as highly special methods for restricted
:?_.-,:i_ tasks. Consider a typical subroutine libr:uT, with its specific routines
::_' for inverting matrices, computing the sine, carrying out the simplex
::.) method, and so on. The only general "programs" are thc higher-level
• 1
•-" i ",.;
"iI
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I!i':! programminglanguages,and thesearenotproblemsolversintheusual '- -
-_.:__ sense,butonlyprovidemeans toexpressparticularmethods.2 Thus the
:_._ viewhasarisenthat,althoughitmay bepossibletoconstructan artificial
:,i intelligenceforany highlyspecifictaskdomain,itwillnotprovepossible
.",_": toprovidea generalintelligence.In otherwords,itistheabilityto be
.: a generalproblem•solverthatmarks thedividinglinebetweenhuman
.:;" intelligenceandmachineintelligence.
: The formulation of method and problem solver given earlier leads
• - -:._
:::.- : ratherdirectlytoa simplehypothesisaboutthisquestion:
...'.,
.:..- aeneralilyHypolhesia.A generalproblemsolverisonethathasa collectionof
i-i;_ _uccessivelyweakermethodsthatdemandsuccessivelyl ssoftheenvironmentin
""_i/! ; ordertobeapplied.Thusagood generalproblemsolverissimplyone thathasthe
::..,:4 bestoftheweakmethods.
_:.'_ Thishypothesis,althoughitselfgeneral,isnotwithoutcontent.(To put
!i:iiiii-! ittheway thatphilosophersofscienceprefer,itisfalsifiable.)Itsays
:_:-i:i! that there are no special mechanisms of generality--nothing beyond the
:-:_::/i willingness to carry around specific methods that make very weak de:
'_:_ mands ontheenvironmentforinformation.By therelationshipexpressed
..2
: inFig.10.3mag!cisunlikely,so thatthesemethodsofweak demands
-:: willalsobe methodsoflowpower.Having a few of them down atthe
-_-_ verylow tipinthefiguregivestheproblemsolvertheabilitytotackle
•-._ almostany kindofproblem,evenifonlywithmarginalsuccess.
-i=-! There are some ways in which this generality hypothesis is almost
_:..!! surely incorrect or at least incomplete, and we will eom_ to these later;
:..-.:::"_ but let us remain with the main argument. There is at least one close
_::i .. ' association between generality and ill-structured problems: it is man that
:..... can cope with both. It is also true that ill-structured problems, what-
:_:-:i-i ever else may be the case, do not lend themselves to sharp solutions.
=_-z,-,::.::,. Indeed, their lack of specificity would seem to be instrumental in pro-
f:!;:i.i hibiting the use of precisely defined methods. Since every problem does
%.:.:::_.._ present some array of available information--something that could meet
::%-_ the conditions of a problem statement of some method--the suspicion
-,.-:;_::.i arises that lack of structure in a problem is simply another indication
•-'-7, that there are not methods Of high power for the particular array of
iii":_! information available. Clearly this situation does not prevail absolutely,
._::::-._ but only with respect to a given problem solver and his collection of
::...._ methods {or, equally, a population of highly similar problem solvers)., •, "- .:j
:---_ We can phrase this suspicion in sharper fol_n:
_:_ *The relationshipofprogramming languagesto problemsolvcrs,cspeclallyas the
_:_'! |anguagcsbecome more problem-oriented,isunexplorcdtcrritory.Althoughrelevant
";]?.:_ tothemain questionofthisessay,itcannotb_investigatcdfurtherhere.
•!.•::i:J
( :_!
.{
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• : ..6,.
,'_ Ill-_ructuredP ob!emHypothe_-i_.A problemsolverfindsa problemillstructured
,,"_:_ ifthepowerofhismethodsthatareapplicabletotheproblemliesbelowa certain
":.i:';':i
,:.:-_!-: : threshold.
:'::i!:i:!! Thelack ofany uniformmeasureof power,with theconsequentlack
:_':: ofprecisionabouta thresholdon thispower,is.notofrealconcern:the
notionofill-structurednessissimilarlyvague.The hypothesissaysthat
." .;:".i
...._ theproblemof locatinga new warehousewilllookwellstructuredto a
- - -_.. firm that has, either by experience, analysis, or purchase, acquired a
) :'.iJl programmed procedure for locating warehouses, providing it has decided
., ,:. :,. that the probability of obtaining an answer of suitable quality is high
i!:::':.i enoughsimplyto evoketheprogram in the faceof the new location
" :.?
:,._ problem.The problemwilllookillstructuredtoa firmthathasonlyits
_:-')i: generalproblem-solvingabilitiesto fallback on. Itcan onlyhave the
) i!:iii!iiili most generalfaiththattheseprocedureswilldiscoverappropriateinfor-
_i . marionand useitinappropriateways inmaking thedecision.
':_::: My intentisnottoargueeitherofthesetwo hypothesesdirectly,but
:;::::!. rather to examine some of their implications. First, the weak methods
must be describable in more concrete terms. This we will do in some detail,
•.:, sinceithasbeenthegradualevolutionof suchmethodsinartificialntel-
:_ ligencethatsuggestedthehypothesesinthefirstplace.Second,thepicture
i.-! ofFig.10.3suggestsnotonlythatthereareweak methodsandstrongones,
butthatthereiscontinuitybetweenthem in some sense.Phrasedan-
...._ otherway,atsome levelthemethodsofartificialntelligenceand those
: "":..:'_ of operations research should look like members of the same family. We
::"::! will also look at this implication, although somewhat more sketchily,
:.j::.. since little work has been done in this direction. Third, we can revisit
.: ,:_:_ human decision makers in ill-structured situations. This we do in an
':.:: :i even more sketchy manner, since the main thrust of this essay stems
ii:.::'):: from the more formal concerns. Finally, after these (essentially positive)
:.: explications of the hypotheses, we will turn to discussion of some dif-
....... ficulties.)'-,: ", .', ,
: :":::_:-. 3. THE METHODS OF HEURISTIC PROGRAMMING
:!:-_.: There has been continuous work in artificial intelligence ever since
:.,_.--_ thearticle-quotedatthebeginningofthischapter[21]tooknoteofthe
::.:":': initial efforts. The field has had two main branches. We will concentrate
:. !: on the one called heuristic programming. It is most closely identified
' _ with the programmed digital computer and with t)roblem solving. Also,
almost all the artificial intclligcncc efforts that touch management sci-
._,":_.,,_ ence arc included within it. The other branch, identified with pattern
_.,, ,
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:... J; , ,
.... :. recognition, self-organizing systems, and learning systems, although not
:.:!):_! exempt from the observations to be made here, is sufficiently different to
•. :.-. ! preclude its treatment.
• ._ A rather substantial number of heuristic programs have been con-
.'._ structed oi- designed and have gone far enough to ge_ into the literature.
." ...%,:
.:..:.::. They cover a wide range of tasks: game playing, mostly chess, checkers,
:/."::il and bridge; theorem proving, mostly logic, synthetic geometl3", and
various elementary algebraic systcms; all kinds of puzzles; a range of
[':::!ii management science tasks, including line balancing, production sched-
:!_::._:;-:. uling, and warehouse location; question-answering systems that accept
.::i'.:::(_ quasi-English of various degrees of sophistication; and induction prob-
'_-' lems of the kind that appear on intelligence tests. The main line of
_:--::;:'.'_ progress has constituted a meandering tour through new task areas which
:'!_:::-_: seemed to demand new analyses. For example, there is considerable cur-
::!i::_:i::i rent work on coordinated effeetor-receptor activity (e.g., hand-eye) in
_?_:". the real world_a domain of problems requiring intelligence that has not
_.. -.:L -:
, • _ been touched until this time.
'-:::_ Examination of this collection of programs reveals that only a few
•_: ,!i! ideas seem to be involved, despite the diversity of tasks. These ideas, if
•.:::-i properly expressed, can become a collection of methods in the sense Used
:.:.':! earlier. Examination of these methods shows them to be extraordinarily -
:-_ weak compared with the methods, say, of linear programming. In compen-
.:. ._ sation, they have a generality that lets them be applied to tasks such as
:.__ discovering proofs of theorems, where strong methods are unknown2
._:?, It thus appears that the work in heuristic programming may provide
-::"..:' a first formalization of the kind of weak methods called for by our two
:!.:"(i hypotheses. (To be sure, as already noted, psychological invention runs
:::::.;:i the other way: the discovery that there seems to be a small set of methods
-_"::_:_ underlying the diversity, of heuristic programs suggested the two hy-
" _:-:J potheses.)
•,..:-, It might be claimed that the small set of methods shows, not parsi-
": :_i_ mony, but the primitive state of dcvelol)ment of the field and that in-
i::_-_ilfi vestigators read each other's papers. Although there is clearly some force
._-_!_!_.. to this argument, to an important degree each new task attempted in
:-_:_;_ heuristic programming repre._cnts an encounter with an unknown set of
_:,-.._j
:":, *Strongmethods of proof discoverydo get developed in the course of mathe-
•" matical progress, but their effect is to reduce whole areas to a calculus. The develop-
::._i ment of the operational calculus--later the Laplace and Fourier transforms--is a
:'_.;i".._ case in point. But the present theorem-provlng programs and the methods that lie
.:.;(::::! L'chind them do not involve mathematical advances: rather they appear to capture
::.:.:.,_ methods available for proof discovery wit.hia the existing state of ignorance.
.I
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.,? i
_.:i:_._. demands thathavetobe met on theirown terms.Certainlythepeople ._
•'/, who have created heuristic programs [lave often felt this way. In fact,
:-=-_ thecomplaintismore oftentheoppositetotheabovecaveat--thatarti-
i::!_ fieial intelligence is a field full of isolated cases with no underlying
......!
::):i coherency.
.... In fact, the view expressed in this chapter is not widely held. There
:i:(:! is some agreement that all heuristic theorena, provers and game players
",-_.i make use of a single scheme, called heuristic search. But there is little
":"_ acknowledgment that the remainder of the methods listed below con-
_:!_ stitute some kind of basic set.
::!.:.: With this prelude, let us describe briefly some methods. An adequate
:"::_:. job cannot be done in a single chapter; it is more an undertaking for
!i::=::i! a textbook. Hopefully, however, some feeling for the essential char-
:(-:ii aeteristics of generality and power can be obtained from what is given.
' '-:':i The first three, generate-and-test, match, and hill climbing, rarcly occur
.+, as complete methods in themselves (although they can), but are rather
.'_ the building blocks out of which more complex methods are composed.
•
:: : 3.1. Generate.and.Test
':, Th'is is the weak method par excellence. All that must he given is
a way to generate possible candidates for solution plus a way to test
whether they are indeed solutions. Figure 10.4 provides a picture of
generate-and-test that permits us to view it as a method with a problcm
• _ statement and a procedure. The flow diagram in the figure adopts some
" -_ conventionsthatwillbe usedthroughout.They allowexpressonof the
"_: " _ central idea of a method without unnecessary detail. The lines in the
_--: : :: diagram show the flow of data, rather than the flow of control_more
_:_ in the style of an analog computer flow diagram than a digital com-
:-:i_ puter flow diagram. Thus the nodes represent processes that receive
;: inputs and deliver outputs. If a node is an item of data, as in the pre-
..-:
:.Li dicate P or the se_ {z} (braces are used to indicate sets), it is a memory
-:i process that makes the data item available. A process executes (or fires)
_-ii_ when it receives an input; if there are several inputs, it waits until all .
::! appropriate ones have arrived before firing.
:':i! A generator is a process that takes information specifying a set and ::
..:; produces elements of that set one by one. It should be viewed as autono-
, :: mously "pushing" elcmcnts through the systcm. Hence there is a flow of
:._ elements from generate to the process called test. Test is a process that
:: " dctermines whether some condition or predicate is true of its input and
:;J behaves differentially as a result. Two different outputs are possible:
':'_ satisfied (+) and unsatisfied (--). The exact output behavior depends- : ,
" J_
'7; :.
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.-_,,: Problemstatement
_!_i;'_ Given:a generatorof the set {z};
•";A' q
-_ a test of the predicate P defined on elements of {x}"
....": Find: an element of {x} that satisfies P(x).
".':':i
... Procedure
:i::'_.
::_:" generate ._,,t _-p,t es + _l._on- _ {x}.-.* , t t ,
...... Justification
::,:..._ To show y is a solution if and only if y E {x} and P(y).
:,.:.,,:_ NotoAion: _-* a means that process _ produces a;
a/3 means that a is on line labeled 3.
) "i:_ Test has associated with it a predicate P on one variable, such that:
',; -" test --* a/+ if and only if P(a) and a/input;
" '_:" test -* a/-- if and only if -7 P(a) and a/input, o
.. _ Generate has associated with it a set {z} such that:
:: i " generate _ a/element only if a E {x} ;
.i a E {x} implies there exists a time when generate _ a/element.
• Working backward from the flow line labelea solution, we get:
•:, 1. y/solution if and only if test --* y/+.
: " 2. test --* y/+ if and only if P(y) and y/input.
• . ! Now we need only show that y/input if and only if y E {z}.
:.:. } 3. y/input if and o_y if generate -* y/element.
4. generate---* y/element only if y E {z}.
.:.'." .=_
:::':,-:i Now we need only show that y E {z} implies generate --_ y/element;
.........._ however, the best we can do is:
:_,.-::: 5..y E {z} implies there exists a time when generate--_ y/element.
• _ . ;..-
::.:::(_.
'i_:]::_/_ Figure10.4. Generate-and-testmethod.
": _"": on the needs of the rest of the processing..The input can be passed
::'.,,:::_': through on one condition and nothing done on the other, in which case
:_-?:-,_ test acts as a filter or gate. The input can be passed through in both
:ii":(;", cases, but on different output lines, in which case test acts as a binary
'::-_::;:_._ switch.
::'_ ._ The set associated with a generator and the predicate associated with
a test are not inputs. Rather, they are constructs in terms of which theq
.<.ii behavior of the process can be described. This is done in Fig. 10.4 by
": :_ listing a set of propositions for each process. The single arrow (---_) indi-
i
- _
t
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..:/ :_ cates prods/orion of an output, and the slash ([) indicates that a data
.:.:.-_._. item is on the line with the given label. Thus the first proposition under
.:_-'::-_! test says that test produces an item on its + output line if and only if
.:->!_::;i that item was input and also satisfies the associated predicate. For any
:-::;:_ particular generator the associated set must b_ fully specified, but clearly
_:"_; that specification can be shared in particular ways between the structure:.._;_,
i..::.._ of the generator and some actual inputs; for example, a generator could
:oi:_:i;:! take an integer as input and produce the integers greater than the input,
•.... :_ or it could have no input at all and simply generate the positive integers.
":_::_ The same situation holds for test or any other process: its associated
i:i:_;:!_.. constructs must be fully specified, but that specification can be shared
•_?,:, in different ways between the structure of the process and some of its
_::i inputs. Sometimes we will put the associated construct on the flow dip-
:::_ gram, as we have in Fig. 10.4, to show the connection between the proc-
":.-:." esses in the flow diagram and the constructs used in the statement of the
"_-:;?_ problem. We use dotted lines to show that these are not really inputs,
:i:i.i:! although inputs could exist that partially specify them.
'._ _ We have provided a sketch of a justification that the procedure of
_:":_ - the method actually solves the problem. In substance the proof is trivial.
:.ii. To carry it through in detail requires formalization of both the procedure
",_ and the language for giving the problem statements and the properties
:":i " known to hold if a process is executed [6]. The handling of time is a
bit fussy and requires more formal apparatus than is worthwhile to pre-
sent here. :Note, for instance, that if the generator were not allowed to
:-i go to conclusion, generate-and-test would not necessarily produce a so-
' : lution. Similar issues arise with infirdte sets. Justifications will not be
._.! presented for the other methods. The purpose of doing it for this (simo
._.,_ plest) one is to show that all the components of a method--problem state-
...; ment, procedure, and justification---exist for these methods of artificial :
•:._ intelligence. However, no separate rationale is needed for generate-and- .::
.-::! test, partly because of its simplicity and partly because of the use of a ::
.-_ highly descriptive procedural language. If we had used a machine code, !.
.: for instance, we might have drawn the procedure of Fig. 10.4 as an in- _-
_::: formal picture of what was going on.
: Generate-and-test is used as a complete method, for instance, in :qm,
:-_ opening a combination lock (when in desperation). Its low power is
:i demonstrated by the assertion that a file with a combination lock is a
_ "safe." Still, the method will serve to open the safe eventually. Generate-
_! and-test is oftcn used by human beings as a second mctimd for finding
-_ los_ items, such as a sock or a tiepin. The first method relics on rccol-
!.i lections about where the item was left or last, seen. After this has failed,
,,
#
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::4
::_i! generate-and-test is evoked, generating the physical locations in the
!-:,:i._ room one by one, and looking in each.
?._! The poorrecordof generate-and-testa a completemethod should -
:_:_.., not blind one to its ubiquitous use when other information is absent. It
'_ is used to scan the want ads for neighborhood rentals after the proper
, :':7
.....'::'i: column is discovered (to the retort "What else?", the answer is, "Right! :
: '_ That's why the method is so general"). In problem-solving programs it is
.:.. used to go down lists of theorems or of subproblems. It serves to detect
: squares of interest on chessboards, words of interest in expressions, and
_ " figures of interest in geometrical displays.L.:_
• 2
...: 3.2. Match
f.':j
•):f. We are given'the following expression in symbolic logic:
i."" .:J
e:@v q)D ((p v q) v (rD p))
:?.;
::: : A variety of problems arise from asking whether e is a member of various
_ii:":i. specified sets of logic expressions. Such problems can usually be thrown
i:i_!i into the form of a generate-and-test, at which point the difficulty of find-
" ):i ing the solution is directly proportional to the size of the set.
.._ If we know more about the structure of the set, better methods are
._ available. For instance, consider the following two definitions of sets: "
..... St: z _ (x V y), where x and y are any logic expressions.
'. Examples: p D (iv v g), q _ (q v q), (p v p) _ ((p v p) v p), ....
, 82: a, where a may be replaced (independently at each occurrence)
., _ according to the following schemes:
a_-q, at-- (p V a), a _--- a _ a.
. 2/
"::i._;!:_:_ Examples: q, p v q, g D q, p v (p v q), (p v q) D (p v q), ....
In gl, z and y are variables in the standard fashion, where each occur-
:\: :_i rence of the variable is to be replaced by its value. In 82 we have defined
• • ,: .d
: '::-! a.replacement system, where each separate occurrence of the symbol a
..... :.
:--:_, may be replaced by any of the given expressions. These may include'- i
:::i:-i a, hence lead to further replacements. A legal logic expression exists only
i('.:_:_ when noa'soccur.
: _ ._ It is trivial to determine that e is a member of the set of expressions
;! :_ defined by S_, and not so trivial to determine that it is not a member of
":__'_ the set defined by $2. The difference is that for S_ we could simply match
the expressions against the form and determine directly the values of the
.: '.-_ variables required to do the job. In the case of S., we had essentially
.....:,:, to generate-and-test. (Actually, the structure of the replacement system
#
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_!:;!:(_,:=" permits the generation to be shaped somewhat to the needs of the task,
:v-?"-:_] so it is not pure generate-and-test, which assumes no knowledge of the
_::"::>:! internal structure of the generator.)
• :::":'_ Figure 10.5 shows tile structure of the match method, using the same
.,.,,:: symbolism as in Fig. 10.4 for the generate-and-test. A key assumption,
.i)::-:;:i!:-] implicit in calling X and F expressions, is that it is possible to generate
.: :..:..() the subparts of X and F, and that X and F are equal if and only if cor-
:_.,:.:..-- responding subparts arc equal. Thus there are two generators, which
• >:..-_:.:: produce corresponding subparts of the two expressions as elements. These
::.G':::'_:! are compared: if equal, the generation continues; if not equal, a test is
: : :_::_ made if the element, from the form is a variable. If it is, a substitution
,...:..,2 of the corresponding part of X for the variable is possible, thus making
*=:.:_ the two expressions identical at that point, and permitting generation to
; _4....-:
D"i--:_ continue. The generators must also produce some special end signal,
-..!ib].! whose co-occurrence is detected by the compare routine to determine that
-_-. , a solution has been found.
'-".: ; The match procedure sketched in Fig. 10.5 is not the most general
: ._ one possible. Operations other than substitution can be used to modify
-- ' " the form (more generally, the kernel structure) so that it is equal to X.
-7, There can be several such operations with the type of difference between
• .:':_ the two elements selecting out the appropriate action. This action can
.- .i Problem statement
: Giren: expressions made up of parts from a set S;
. .:.... _
._:._, _ a set of variables {v} with values in $;
:,::?:d a form F, which is an expression containing variables;
::: _i an expression X.
.'. '.::d
-::.: s Find: if X is in the set defined by F; that is,
•;:::"! Find: values for {v} such that X -- F (with values substituted).
."i::i? Procedure
- _,:
,.r :1
:.--:,: F .......*generate element
..,::, # (f.:) _ + .
="_" compare , _ tc,_t _ substztute
:'..':-: :_ I both [--
: !--i:_ X ......., generate _ element / e*dq:q
4,1olutJon failure
:>Li
S:::.-:i / _---)
?. -1 /
t
/
:,_ /
• 1 /
/,
!
t
2 •
,°
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. .o
,. :. ,.-_.
.{=?:.'!i'_ resultinmodificationfX aswellas F. Itispossibleto writea single
.....•: "procedurethatexpressesthesemore generalpossibilities,but thedetail
!_:_i:iiii:i does not warrant it. The essential point is that generation occurs on the
"':"_ parts of the expressions, and when parts fail to correspond it is possible
,...:.-':] to make a local decision on what modifying operation is necessary
•:':,.:.;. (though perhaps not sufficient) for the two expressions, to become equal.
•/.:-, Matching is used so pervasively in mathematical manipulation, from
:.:':/ algebraic forms to tile conditions of a theorem, that our mathematical
-.:....... sophistication leads us not. to notice how powerful it is. Whenever a set
•:::-,:_ of possible solutions can be packaged as a form with variables, the search
•.:.. :. ;
.....-.._ for a solution is no longer proportional to the size of the set of all pos-
: '., sible solutions, but only to the size of the form itself. Notice that the
/:_::.._ generate process in generate-and-test (Fig. 10.4) operates on quite a
:-:_ different set from the generate of the match (Fig. 10.5)
-: .:..:_ !
•..-_:. Besidetheobvioususesinprovingtheoremsand doingothermathe-
...."" matics, matching shows up in tasks that seem remote from this discipline.
_.. : :
:!:i..:-: One of them, as shown below, is inducing a pattern from a part. Another
' -:, use is in answering questions in quasi-natural language. In the latter, .-
:.. i information is extracted from the raw text by means of forms, with the
- i,!..I variables taking subexpressions in the language as values.
....." 3.3. Hill Climbing
" : The most elementary procedure for finding an optimum is akin to
'.
generate-and-test, with the addition that the candidate element is com-
... ;_ pared against a stored element_the best so far--and replaces it if higher.
.-,_ The element often involves other information in addition to the position
:_. -: in the space being searched, for example, a function value. With just a
:: :7_ little stronger assumptions in the problem statement, the problem can be
•I:L_ converted into an analog of climbing a hill. There must be available a
:!_.il! set of operators that find new elements on the hill, given an existing ele-! ment. That i , new candidate elements arc generated by taking.a step
::...._ from the present position (one is tempted to say a "nearby" step, but it
:(=._.').... is the operators themseh'es that define the concept of nearness). "Thus
'"_:::: the highest element so far plays a dual role, both as the base for gener-
.....:_ ation of new elements and as the criterion for whether they should be
".'_: J kept.
:_i_i,_,, Figure 10.6 provides the capsule formulation of hill climbing. Gener-
:=":_ ation is over the set of operators, which are then applied to the best z so
:-._ far, until a better one is found. This method differs from the various
_ _!:'i:! forms of steepest ascent in not finding the best step from the current
".::_i] position before making the next step.
• ...4
• . -J
7 'i
t
!
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•':: ::_ Problem statement
....; Given: a comparison of two elements of a set {z} to determine which is
•:_. greater;
• a set of operators {q}whose range and domain is {z};.,,,"
_::..'t: [i.e., q(z) = z _, another element of {z}].
i::.'!:;:::!_; Find: the greatest x E {z}.
!?; ii.:,:!: Procedure
. -i= :.:T"
::;;_)_);!i {q} ......-_generate' -o_.,,to, =' ,'>,
•
;:_:;':i))_:i) best so far
)-i,-!!:/
{!,:::-i A greatdealhasbeenwrittenabou_hillclimbing,and theinterested
: ?-_i reader will find a thorough discussion within the context of more elabo-
rate methods for finding optima in Chapter 9 on structured heuristic
programming. Here we note only the familiar fact that the method does
. .: .'..':
: ......", not guarantee to find the best element in the space. An additional con-
:,. =:.".. dition, unimodality, is required; otherwise the procedure may end up
. .! on a local peak, which is lower than the highest peak. Actually, uni-
:_ : :: modality is not easy to define in the most genera! situation to which hill
! ::;_ii climbing applies, since the underlying space (which is "seen" only through
:)::i_)_!. the operators) need not have neighborhoods in the sense required to de-
i::i::_:_:_ fine a local peak.
...... -:.::'. Hill climbing shows up in a subordinate way in many heuristic pro-
:::!_;.:i grams, especially in the adaptive setting of parametric values. For ex-
:,7.::.',: ample, in one program that attempted to construct programs satisfying
:):.-;-.1! certain criteria [9], the various basic instructions were selected at random
: ::::.._ and used to extend the program built so far. The entire program was an
:'::::-_:: elementary form of heuristic search, discussed in Section 3.4. But super-
:.::i:;_.i! imposed on it was a hill-climbing program that gradually modified the
: :i':-:!_; probabilities of selecting" the basic instructions so as to maximize the
;.:)'::)i::i yield of programs over the long haul. The operators randomly iiggled
_::::iii.:! the selection probabilities around (always maintaining their sum equal
_"-"i::_!_
:. : ,_ to one). The comparison was made on a statistical basis after observing?. :.-: :A
.:.; .-::j the performance with the new probabilities for, say, 100 randomly se-
:' :! lectedproblems."::'_.._i". J
:-: _' Management science is nmch concerned with seeking optima, although,
as mentioned above, the methods used are nmre elaborate. This can be
i
• .
::- . .;
J:::) ::'i
' : i
i
o
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.F
'-::. : ! illustrated by a heuristic program developed by Kuehn and Hamburger
.._:.,-i [11] for locating warehouses so as to balance the costs of distribution
(which decrease with more warehouses} and the costs of operation (which
•-..:-+_ increase with more warehouses). The program consists of three separate
: _ optimizers: a cascade of a generate-and-test optimizer and a steepest
: ...._"_ ascent optimizer, followed by a simple hill climber, followed by a set of
:: ....! simple generate-and-test optimizers. Figure 10.7 gives the problem state-
.'-:/:!::_ ment (leaving out details on the cost functions) and an indication of
• V '_' how the problem is mapped into the problem space 4 for optimization.
• :.. °
-_ :-.-:. Three operators are defined, correspondkng to the three separate stages
:.-::' already mentioned. The procedure is given for the first stage (called the
" [:::':i Main Routine), but not for the other two (called the Bump and Shift
:_: "_" Routine).:'F.:.:!
:: :: _ The elements of the problem space consist of all subsets of warehouses,
•.--_' taken from a list of possible sites (which is a subset of the total set of
i:...i.._, sites with customer demand). The program builds up the set of ware-
- . houses by the operation of adding one warehouse at a time. The actual
data structure corresponding to the element consists not only of the list
", of warehouses but also the assignment of each customer to a warehouse,
• the partial cost borne by that warehouse, and the total cost of operating
-- :i (TC). (That incremental cost calculations are easier to make than calcu-
lations starting from scratch is an important aspect of the efficiency of
-.. . -,
_ programs such as this one.) The main part of the program simply con-
::."..'_ siders adding new warehouses (i.e., taking steps in the problem space}
:i.::_ " and comparing these against the current position on total cost. It is a
: : ::_ steepest ascent scheme, since it goes through the whole set and then picks
" ")(i the best one. The additional wrinkle is to eliminate from the set of un-
:.:.:_;_ used warehouses any whose costs are less than the current position, thus
..:.::;:...',-
.: ,.,.._ depleting the set to be considered. In fact, the first stage terminates
:-:_:_-:! when this set becomes empty.
_-.:-::.:: The operator generator delivers only a fixed subset of all possible
::--i-! warehouse sites. It does this by a simple hill-climbing scheme whereby
i_!.?i_!:i!i the bes_ n sites are chosen from the totM set on the basis of local cost
:_-)i)-_ (LC), which is the cost savings to be made from handling the local de-
_......: mand at the same site as the warehouse (n is a parameter of the pro-
gram). This cascading of two optimizers keeps the second one from
....., becoming excessively costly.
_:":*'::i The next two stages (the Bump and Shift Routine) make minor
.:(...':
:._)i:::_ 'We often use the tcrm problem space to refer to the set of potcntial solutions
•"_:_:I as defined by the problem statement of a method. It includes the associatcd.opcr-
'-°?_;::i ations for movingaroundin the space.
."i:/]
ol
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Problem statement
::_:_ Given:a set of customers, {c}, with locations and sales volume;
_:"_i:;_i a set of factories, 0"}, with locations;
:,..:.. a set of warehouse sites, {w}, with transportation costs to eus-
:':::.._ii.:?: tomers and to factories, and operating costs.
:': '-_:'_ Find: a set of warehouses that minimizes total costs.
:.,:-!:_.!_: Problem space for hill climbing
:i-::;.(: for each z can compute TO(x).
.:"::_ Ini_l dement: the null set.
,iil;:_ Desired elemerd: the element with lowest TC.
iS;.-"(i!: Operator,: 1. Add w to x;
•-::, ::!! 2. delete w from x;
i::?i::!!::I 3. movew E x to locationof customerof w.
:i__:j Note: all these permit incremental calculation of T6', since
: : only paired comparisons with existing w for each customer
affected are requh'ed.
. ' ;
:::::-_ Pt_edure for stage 1 (operator 1}
_ • .: .+_
: ''_"_ {_} _- _ =" delete. .+: .+ ._: : ,'.:-.' T greater TC
-; generate , ) apily • ) co_pare---* (z,next moves}
:::;+ operators (<,tlm,)
: ::"'_ _ ,.a select
": :'_ x t greatest
. ,+ " -_ v
'?'_ = {wl so far}
::: ,':_?:i
::,:::i:,f::_.:! Generate operators:
." "-, :.:'i to LC <LC.
• .<; ,,: {w} _ generate ------4 compare > {w.,..., wt} --* generate--*
•";?:"::_ w., select nth
: . .+1
",..:.-": TC(z) = total cost of x to supply all customers.
:i?(.;i:-fi LC(w) = local cost of w to supply customers at location of w.
Figure10.7. Warehouse location heuristicprogram.
":_!:+i
•+"!:::._ adjustments in the element (the set of warehouses) that results from the
:.;-..._'i first phase. Warehouses are successively eliminated if they fail to pay:_;
!::"_.;i for themselves. Thi_ is hill climbing if the order of elimination affects
_;!i subsequent costs; otherwise it is simply generating through the parts of
the system, making local changes. Note that no new warehouses are
• . ,-'.":,j
•.,... i•
+.,' -'1
, :,:(!
I,•i
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=! .-
:.' "_ added to the solution element after deletion. Finally, as the last stage, .-
•.:, -' each warehouse is moved around locally in its own territory to find the
:':" 'T !
"::.::i most advantageous location. This stage constitutes a series of independent
:-. , generate-and-test optimizations, since no interaction between warehouses
:i_, is involved.
:: " 3.4. HeurisI{c Search
/. :i.(_:, The best-known method in heuristic programming is the one whereby
: ,.. ,: ..
•::::; the problem is cast as a search through an exponentially expanding space
:"::: : of possibilities---as a search which must be controlled and focused by the
/:i,:{! application of heuristics. All of the game-playing and theorem-proving
;,_:"" programs make use of this method, as well as many of the management
:,:.., 1"_
....."_ science applications [13].s
_':i'/:-! Figure 10.8 gives the most elementary variant of the method. It as-
_...i":!:L_:i! sumes a space of elements, the problem space, which contains one ele-
...,- _ ment representing the initial position, and another representing the final
:?:::-:_ or desired position. Also available is a fixed set of operators, which when
.. applied to elements in space produce new elements. (0pera_rs need not
_ always be applicable.) The problem is to produce the final desired pc-
•: : : sition, starting at the initial one.
-: .:_ With only this information available, the method involves a search
• : • that expands in a tree-like fashion. The initial element Xo is the initial
_ :' current position; operators are selected and applied to it; each new ele-
• . ._
: : :._ ment is compared with x_ to see whether the problem is solved; if not,
-:<. :i it is added to a list of obtained positions (also called the "try list" or
.... , the "subproblem list") ; and one of these positions is selected from which
:L:::_ to continue the search. If about B of the operators applied are applicable
::{{_; to an obtained position, about B v elements will have been reached after: .. _.:..._
_::: :_ D steps.
_::.::_. The search is guided (i.e., the tree pruned) by appropriate selection
_•>" and rejection of operators and elements. The flow diagram provides a
i!i:i:_! scheme upon which the various possibilitiescan be localized. The most
(:i)!!{! elementary ones are unconditional: a rule for operator selection or for
,_:":i element selection. The latter is often accomplished by keeping an ordered
::"_ list of elements and simply selecting the first one on the list.; hence the
_-...:-., order is dictated by the insertion process. The simplest rules have been
.!:,:,: given names. Thus, if the list is last-in-first-out (so that insertion is el-
: :,:i::! 'A few game players are exceptions. They use a recognitionmethod that learns
(_:.! to associate to each game position (or class of positions) a good move. Although
_-'_ _. theoretically capable of handling complex games through the development of an ap-
':"/'_: propr{ate c[as_ific._tion, this method has not been uscd in any but simple games.
, -; :...;
)
I
. -J
.J
:,-
~ "1
"
Figure 10.8. Heuristic search method.
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ways at the front), the resulting search is depth first. This scheme was
used by almost all early game-playing programs. If the list is first-in-
first-out (so that insertion is always at the end), the resulting search is
breadth first. This scheme has been used by some theorem provers.
An element may be completely rejected at the time of insertion. One
of the most frequent heuristics is to reject if the element is already in
the obtained list, that is, to avoid duplication. (This is a heuristic, since,
though always bencficial, it rcquires extra effort and memory; thus it
may not pay compared to, say, additional search.) Information already
available in the scheme cnn be used; for instance, a rather importa~t
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Procedure
Basic:
Problem statement
Given: a set {X}, the problem space;
a set of operators {q} with range and domain in {x};
an initial element, Xo;
a desired element, Xd.
Find: a sequence of operators, qh q2, ••• , q.., such that they transform
Xo into Xli:
. ;. -:-~ ':;~ .~
" " ~,
.... -:~
. -.; ~ .:'1'
.:~
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• ..3 " -
-._ variant is called means-ends analysis. The current element x is corn-
:-; pared with the desired element x_, and the resulting difference is used to
select the operator, that is, the operator (means) is selected with a view
•_: toward the end. The flow diagram for this variant is given in the figure
_: '. below the basic heuristic search.
•' :-i The situation described in Fig. 10.8 is overly simple in several re-
.o: ,..:
• :'::! spects. Initially, a set of elements may be given, rather than jus_ one,
;: ::: with the search able to start from any of them. Likewise, finding any
-::-:-i! one of a set of elements can be desired, rather than just finding a single
!:._!ii_ one. This final element (or set) can be given by a test instead of by an
.: :,:!_ element, although this has consequences for variants such as means-ends
::' :. analysis. More important, the operators need not involve only a single
";:,:__:i input and a single output. In logic, for instance, important rules of
.:: ::'_ inference, .such as modus ponens, take two inputs and deliver a single
._:- :._ an operator. Similarly, if one is working backwards in logic (that is,
' ::!'- from the conclusion to premises that make this conclusion follow), modus
-:- ponens shows up as an operator that has a single input but a set of out- .[.
- ........ ',_ puts: to get b, prove a and a D b. Furthermore, all of the outputs must
:" be obtained; thus independent subproblems must radiate from each ele-
• : ' _ meat of the output set in order to solve the problem.
•i_ Figure 10.9 shows one of the early theorem provers, LT (the Logic
::["i:i Theorist), which worked on elementary symbolic logic [151. It is a
"-" heuristic search, using a breadth first strategy. However, it also uses
".... , generate-and-test and match , so that, like the warehouse location pro-
.:..._:_
:":._ gram, it has a composite structure. Comparison of LT with the basic
_::_ heuristic search method will show that there are two unexpected twists
to formulating the task of theorem proving for heuristic search. First,
[!:" :_i the problem has to be turned around, so that LT works backward from
:: '. _ the original goal toward the given theorems. Thus the rules of inference
.::_:!:..]! must be expressed in an inverse sense. Second, the assumed theorems
.:::.;-i enter into the task both in tl_e generation of operations and in the test.
•:_:_."::: ': This actually reflects a restriction to the generality of LT, since it insists
-.? -:q
-:.... :_ that one of the two expressions in the backward rules of inference be
. • N
'"::: ' tied immediately to a theorem, rather than being a subproblem which
-_::.._ need only make contact eventually.
.-/,-::-_ The only elaborations of LT from the basic heuristic search, procedure
: : _ are the insertion of a test for similarity between t and z before trying to
_-::-_:;i_ apply the operator, and the rc]ection of duplicate elements, which re-
quires keeping a list of the elements already tried. The test for solution
_!i is elaborated in the minimal generate-and-test to take into account
way
•. _
: ..",.:_'i,
:. q
i' iI}
t
• ;
#t
•. -_.
:: ::_:_ Problem statement
: _'_._, Glen: the rules of inference of propositional logic;
:: ::"" a set of theorems, {t}, assumed valid;
::!i:_:!:.;_I Find: a proof of zo from the assumed theorems.
•':;:'"' Problemspace for heuristlcsearch
!()_::_'i!__ Elenurnls: logic expressions, {z}.
.: .o.:,.- Initial elemfnt: theorem to be proved, z0.
l:[:_'l: _]_" Desired elements: any of the assumed theorems, {t}.
:::._i":k_ Operators: pairs (m, z), where t is any assumed theorem and m is an
" "'_" expression of the rules of inference,working backwards:
': :_:=_ MChF(Chainingforward): (t:a_ b,z:a_ c) ...._b_ c
MChB (Chaining backward): (t:a D b, z:d _ b)_ d _ a
....:;::Q
_...,._.i .,_;:.'- Procedure
:: :_"• i {_J) + _' + relation
.i generate , test . . , apply , test if ,
"_ = ity•.. : .. operators similar theorem
.£L •
test
":" _ duplicate <--'-:.._
l• .._
.. :'J insert
._ z_--generate_--{z[untried}--
..i.-:::'-:;i
: :='_ insert--*{z[tried}_
•-'.:-:::_ Generate operalors: {MChB, MChF, MDt} --* generate _2, generate
= " T{t}
_9. :__ Test if +
: _i _ theorem: _t} --* generate _-omatch -----*
•": : ": Apply: .----* match -----o construct
:.- ..: T_ output
March: operations are substitution and the definition: a _ b -- _-_a v b
:.';_:_ Figure10.9. LT: LogicTheorist.
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1
•-...:(:i that any of the set of theorems will do. Although we have not shown -
.. (..._ the internal structure of the match, it does use definitions as well as
. ....: substitutions to make a theorem and an expression the same.
• "i 3.5. lnduction
":..,,._.," Figure 10.10 shows a task tha_ clearly involves inductive reasoning:
•,.-_ you are to determine which of the figures 1-5 bears the same relationship
.-..:i to figure C as figure B does to figure A [4]. Similar problems exist in
-:":" extrapolating series [22]: for example, what is the blank in abcbcdcd_?
.< - ...
"L.:f- ' ":
;":"'<": ANALOGIES
'" ':':__ A B C
:.(i;t?
@ o_t_ ,--:" o o oO O O
...,
?" '; D
. ] -.
-... .
• n.!; :...i
:< :., 1 2
::;'::i A•..!.; .-.:;
•.--__-.:.-,?
•i -_-_.,
s_:."_":24
ii:k D
!:<?_ //_
-::-:;
_:'i ?i
_-,-,':_ Figurt: 10.10. An,'dogics task.
"Y"i
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'::-":_?;-" Another similar task is to discover a concept, given a sequence of items,
_.:,.:::! some of which exemplify the concept whereas others do not [8]: for
example, •if xoxox, xoxxo, oxoxo are positive instances and xooxo, xxoox,
i:i!!i:i:.i: :_-:'_ xoooo are negative instances, what is oxxxo ?
:_:-i:.:-!::!i Computer programs have been constructed for these tasks. They show
'"::-°._' a certain diversity due to the gross shape of the task; that is, the task of
.".__:i Fig. 10.10 gives one instance of the concept (A:B) and five additional
".i.::(_i possible ones {C:I, C:2,..., C:5}, whereas the series provides a long
::_-:-_ sequence of" exemplars if one assumes that each letter can be predicted
:!i._-:_.i from its predecessors. However, most of the programs use a single method,
!_._i_iil.i adapted to .the particular top-level task structure2 Figure 10.11 gives themethod, although somewhat more sketchily than for the others.
" ::-./_ The first essential feature of the method is revealed in the problem
_ ";"?"- statement, which requires the problem to be cast as one of finding a
!:i:!_:!ii_ function or mapping of the given data into the associated (or predicted)
-:_:_:_i] data. The space of functions is never provided by the problem poser_
:_:::_¢. certainly not in the three examples just presented. Often it is not even
.: clear what the range and domain of the function should be. For the
.:: _-i series extrapolation task, to view {x:y} as {a:b, ab:c, abe:b,...,
_ : abcbcdcd:_} is already problem solving. Thus the key inductive step
:_ is the assumption of some space of functions. Once this is done the
:_-:.-_i problem reduccs to finding in this space one function (or perhaps the
:: :).-! simplest one) that fits the exemplars.
_'::_ The second essential feature of the method is the use of a form or
: _-' kernel for the function. This can be matched (in the sense of the match
:-:::ii:::i method) against the exemplars. Evidence in the items then: operates
:...::._:.i directly to specify the actual function from the kernel. Implicit in the
;:i"!"_'::! procedure in Fig. 10.11 is that, inside the match, generation on the kernel
-: -;. (refer back to Fig. 10 5) produces, not the parts of the kcrnel itself, hut
• ::::i!i:i the predictions of the y associated with the presented x. However, parts
": .....: of the kernel cxprcssion must show through in these predictions, so that
'.: _': the modification operations of the match can specify or modify them in
; : _.i:i the light of differences. Whcn the kerael expression actually has variables
."...-:
._.: .::! in it, the prediction from the kernel is sometimes a variable. Its value
......: can be made equal to what it should be from the given x:y, and thus
• ": ",.::"
..:.:::A!_ the kernel exprcssion itsclf specified. Often the modification operations
:-::_.ii:!_i are like linguistic replacement rules, and then the matter is somewhat
_.:. _;.... more complex to ¢lc_cxibe.
•: _':,.: _ Most, but not all. Several adapt the paradigm used for pattern recognition
......"_-"_ programs. In _ld,lilion, a method calI_,,l the method of succe_ive differences is ap-
"=:::".:i l,li_.able to series extral,olatioa where the terms of tim series arc expressed as numbers.
• i
iI
:!
• i
1
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.( i Problem statement " -
- ,;:i:i:'i Given: a domain {x} ;
_;: ':"i a range {y};
• -_ a generator of associated pairs {x_ y}.
: :.._:-;: Find: a function f with domain {x} and range {y}. such that f(x) = y
-::_=::_ for all {x:y}.
.: . -'.._
; (::.! Additional assumption (almost never given with the problem statement,
• _-.', and therefore constituting the actual inductive step):
,: ::_ G_'ven:a set of functions {I} constructable from a set of kernel forms {k}.
:" . ..:
'.i_,:::_! Procedure
.:. :.._ u_..eed)
:, {k} _............. * generate , k , match
=: :;:;:_ {z:y} _ generate ='_
::._..,,. ,_: 1o_
.... . ..'?_ solution (all =.Twork)
• Figure 10.11. Inductionmethod.
.:.-:-'::::!_ It is not often •possible to express the entire space of functions as a
,,._ single form (whence a single match would do the job). Consequently a
...::_: sequentialgenerationofthekernels feedsthematch process.Sometimes
::._:-,::._ clues, in the exemplars .are used to order the generation; more often,
:--.::.i_ generation is simply from the simplest functions to the more complex.
_:_...-=,
::..:.-: This method is clearly a version of "hypothesis-and-test." However
:":.; the latter term is use4 much more generally than to designate the class
i,!2-..j of induction problems handled by this method. Furthermore, there is
::::-:':! nothing in hypothesis-and-test which implies the use of match; it may
::._:_"::"-=_: be only generate-and-test. Consequently, we choose to call the method
. -::, simply the induction method, after the type of task it is used for.
/_:;( _ The set of methods just sketched--generate-and-test, hill climbing,
_-? '_'_
.... :.: match, heuristic search, and induction--constitutes a substantial fraction
:!::_i;ii of all methods used in heuristic programming. To be sure, this is only a
_'!iii.'_ judgment. No detailed demonstration yet exists. Also, one or two im-
]
J
: :i]
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:_ :_ portant methods are missing; for example, an almost universally used4 _..
i_(!i/:_i_:._..::.:: paradigm for pattern recognition.
,:._ Two characteristics of the set of methods stand out. First, explicit
references to processes occur in the problem statement, whereas this is
:..,;,;/_ nottrueofmathematicalmethods,suchasthesimplexmethod.Thus
i:/::(::.i generate-and-testspecifiesthatyoumusthav.ea generatorandyoumust
: ,_" have a test; then the procedure tells how to organize these. This featureo/.;::
i::_::::! seemstoberelatedtothestrengthofthemethod.Methodswithstrongerassumptionsmakeuseofkno_vnprocesseswhoseexistenceisimpliedby
_'-:., theassumptions.Inthesimplexmethodgenerationa setofvariables
i::_.Ji isdoneovertheindex,andthetestsusedareequalityandinequalityon
. .'..!
i":i':!-'!.._.: realnumbers.Hencethereisnoneedtopositdirectly,say,thegeneratoroftheset.
::::::/! The secondcharacteristicisthestrongsimilarityof themethodsto
:i:i_'!_ eachother.Theygivetheimpressionfringingthevariouschangeson
=_, a small set of structural features. Thus there appear to be only two
:::!i differencesb tweenheuristicsearchandhillclimbing.First,itisneces-
: sarytocompareforthegreaterlementinhillclimbing;heuristicsearch
needsonlya testforsolution(although-itcanusethestrongercompari-
!
son,asinmeans-endsanalysis).Second,hillclimbingkeepsonlythe
••_ bestelementfoundsofar,thatis,itsearchestheproblemspacefrom
: where it is. Heuristic search, on the other hand, keeps around a set of
-.: : :_ obtained elements and selects from it where next to continue-the search.
• ,,
:;.:_ In consequence, it permits a more global view of the space than hill
':(_ climbing--and pays for'it, not only by extra memory and processing, but
: : .!:!(i also by the threat of exponential expansion.
. :_, Similarly,thedifferencebetweenmatchand heuristicsearchispri-
_':i':::.i;_:'i! madly one of memory, for past actions and positions. Our diagram for
i:_....,:,!_:!I..:_, match does not reveal this clearly, since it shows only the case of a single
_'_,__:! modification operation, substitution; but with a set of modification oper-
:_:_ ations(correspondingtothesetofoperatorsinheuristicsearch)the
:::::-..:_ match looks very much like a means-ends analysis that never has to
:/ _:': back up.
• :' Finally, the more complex processes, such as LT and the warehouse
. : : program, seem to make use of the more elementary ones in recognizable
:_!_i/..:(:i combinations. Such combination does not always take the form of dis-
"..::::. : tinct units tied output to input (i.e., of closed subroutines), but a flavor
":"! stillexistsofstructurescomposedofbuildingblocks.
In reviewing these methods instruction in the details of artificial intcl-
•/::_ ligence has not been intended. Hopefully, however, enough information
' "i has been given to convince the reader of two main points: (l) there is in
... _
.i
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:._,i:'. heuristicprogramminga setof methods,as thisterm was used in the -
.i/."-, beginningof thepaper;and (2)thesemethodsmake much weakerde-
...: ".'
:_ii mands forinformationon thetaskenvironmenthan do methodssuch
_.'! asthesimplex,and hencetheyprovideentriestowardthe lower,more
' generalendofthegraphinFig.10.3.
•::_'- 4.THE CONTINUNITY OF METHODS
i!'i.:(i If the two hypothesesthatwe have statedarecorrect,we should
:: _::"-_ certainly expect there to be methods all along the range exhibited in Fig.
.:.:_!:""i 10.3. In particular, the mathematical methods of management science
: ;:7- should not be a species apart from the methods of artificial intelligence,
..... _ but should be distinguished more by having additional donstraints in the
.:. - problemstatement.Specificmathematicalcontentshouldariseas state-
(:(!_!.! ments strong enough to permit reasonable mathematical analysis are
_:.:_:_ introduced.
_!':!:::_i Evidence for this continuity comes from several sources. One is the
.. ! variety of optimization techniques, ranging from hill climbing to the
.._ calculation methods of the differential calculus, each with increasing
: _:.i amounts of specification. Another is the existence of several methods,
:._.:-:! such as so-called branch and bound techniques, that seem equally akin to _
mathematical and heuristic programming. Again, dynamic programming,
:::_:!. i! when applied to tasks _th little mathematical structure, leads to pro-
_:.....: cedures which seem not to differ from some of. the methods in heuristic
':..!"i pro'gramming, for example, the minimax search techniques for playing
-::....i games such as chess and checkers.
, i::.'•:.i What we should like most of all is that each (or at least a satisfactory
':_"?_"_ number) of the mathematical methods of management science would lie
:.:-' _ along a line of methods that extends back to some very weak but general!i":::.!_
..i._:.:,.::i ancestors. Then, hopefully, the effect on the procedure of the increasing
.:.?,_._ information in the problem statement would be visible .and we could see
•:::.::::i the continuity directly.
::"."_? As a simple example, consider inverting a matrix. The normal algo-
:.,1_ rithms for this are highly polished procedures. Yet one can look at in-
':::_::_ version as a problem--as it is to anyone who does not know the available
':-:' theory and the algorithms based on it. Parts of the problem space are
:_"_"_ clear: the elements are matrices (say of order n), hence include both the
-:.i'"_ given matrix, A, the identity matrix, I, and the desired inverse, X. The
.':.._ problem statement is to find X such that AX = I. Simply generating and
_':_ testing is not a promising way to proceed, nor is expressing X as a form,
:,__:' multiplying out, and getting n2 equations to solve. Not only are these
_. ,;.::_
.i.1
C-_
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' ,.,- ,-.! , _
:=i,!.i:ilii poor approaches, hut also they clearly are not the remote ancestors of the
:- : existing algorithms.
•:::.:_._: If the inverse is seen as a transformation on A, carrying it into I, a
:-:/_ more interesting specification develops. The initial ob}ect is A, the de-
i:::_:::::i sired object is I, and the operators consist of premultiplication (say) by
-::-:::_i_ some basic set of matrices. Then, if operators El, E2,... ,E_ transform
:- :i A into I, we have E_ -.. E2E1A -- I, hence E_ -.- E_EII- A-L If the
!, :::'! basic operators are the elementary row operations (permute two rows,
'.-.::i
:, _:,.i add one row to another,multiplya row by a constant),we have the
:::!::",:_ basic ingredients of several of the existing direct algoritluns (those that
: _::::! : use elimination rather than successive approximation). These algorithms
;:....:-::-'._ prescribe the exact transformations to be applied at each stage, but if
"""--:_ we viewthisknowledgeasbeingdegradedwe canenvisionaproblemsolver
ii! ii::i doing a heuristic search (or perhaps hill climbing if the approach were
monotone). Better information about the nature of the space should
:: ::_::_ lead to better selection of the transformation until existing algorithms are
:i approached.
i
. :i 4,I. An Example: the Simplex Method
.._ The simplexmethod clearlyinvolvesbothoptimizationa d search,
.,_
-i_ henceshouldeventuallyshow kinshipwiththemethodsthatwe have
:.! been describing. We should be able to construct a sequence of methods,
.... :. eachwith somewhatlessstringentconditionsand thereforewithmore
_ii ::ii_ general applicability but less power. Power can be measured here by
•.._-, applyingthemethodto theoriginallinearprogramming(LP) problem,
:: .-_:-i:_ where the true nature of the problem is known.
:::- _ Figure 10.12 reformulates the LP problem and the simplex algorithm
:::/:/_:::_ in the present notation. Indices have been suppressed as much as possible,
_:_:::! partly by using the scalar product, in the interests of keeping the figures
::: _ uncluttered. The problem statement for the simplex method, which
• : .::--_ we call SM from now on, is a special case of the LP problem, having
:!i-i equalities for constraints rather than inequalitities, but involving n + m
': ......:' variables rather than just n. The transformation between problems is
:. ::i_ straightforward (although the original selection of this specialization is.:, . c
.!" :_ not necessarily so).
::LI_:!-:! The elements of the problem space (called bases) are all the subsets
:::i! of m out of the n + m variables. An element consists of much more
! _.:'i information than just the subset of variables, of course, namely, of the
:_:,-_:_::j entire tableau shown in Fig. 10.2. The operators theoretically could be
' _:_::i_i any rules that replace one subset of m variables with another. In fact,
- • .2"
• :,_ they involve adding just a single variable, hence removing one. This
.'. ..._
2J
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../ .; Problemstatementfor LP problem -
7:..._ Gi_n: a set of n variables, {z}, where each z ) O:
-. :. i_! let • be the _-tuple (xl, z:,..., z_);
?! a set of m constraints, {g -- b -- _-Y}:
::. let the feasible region be {_Ig t> O};
:. :-_ an obiective function, z = _.
: --"" Find: _ in the feasible region such that z is maximum.
.';
• .... : Problem statement for SM, the simplex method
!)_'});:i:i! Git_n: a set of n + m variables, {z}, where each z _ O:let • be the (n + m)-tuple (z_, x,,..., x_+,,);
" " ": a set of m constraints, {g ffi b - _} :
:!:..)_i:ii:_.. let the feasible region be {g[g = O};
:;__ an objective function, z = _.
"-?_:_(_:_.. ,: Find: • in the feasible region such that z is maximum.
i!i:i:'_::i Note: any LP problem can be solved if this one can. It is a separate
:... :. problem to provide the translation between them (define z,+_ - g_
" • - -e
.... ,: and determine _ and the g accordingly).
."; Problemspace for SM
: . i EIement_: {B (bases), the n m subsets of m variables from {z}};
• -" with B is associated T(B) (the tableau) containing:
• i a feasible z such that x E B implies x > 0; otherwise z = 0;
. ::i the current value of z for _;
• .,, _..:
:_" _ the exchange rate (e) for each x [--(z- c) in tableau];
" . :' auxiliary data to permit application of any operator.
:; _ _ Initial element,: Bo, a feasible basis (not obtained by SM).
__'::_i..: _ Operator_: {z not in B}.
:i,:::_: Procedure
:--: :-.:i -- --
_:'i _ .:-,'_:._,"..:"_: _.., J."", {_ nO_ in B) -- select'1 . ..... ' ap_ly '(B,r(B))
-. ::::'_ _e!_c2(pick x with maximum e):
.-L: ."_ (g'g') €'>_
-. ::., {z not in B} _ generate - . , compare , (z e)
"""__ Figure10.12.SM :reformulationofsimplexmethod.
- ;_;A
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i;_A:'.; would still leave (n - m)m operators (any of n - m in, any of m out),
except that no choice exists on the one to be removed. Hence, there are
::;:](:ii:I just n-m operators, specified by the n-m variables not in the
?:?,:_::i current basis. Applying these operators to the current element consists of
•:,;_(: almost the entire calculation of the simplex procedure specified in Fig.
:. • _i "-_
i:::_--:i:i!! '102 (actually steps 2, 3, and 4), which amounts to roughly m(n + m)
:.:>:.:!_ multiplications (to use a time-honored unit of computational effort).
::: :.:'!i_ The procedure in Fig. 10.12 looks like a hill climber with the compar-
::::":_:_ ison missing: as each operator is selected, the new (B,T) is immediately
:_:!.=.:i_:))! calculated (i.e., the tableau updated) and a new operator selected. No
.... : =" comparison is needed because the selection produces only a single operator,
::-"_ and this is known to advance the current position. The procedure for
selecting the operator reveals that the process generates over all potential
::?_:.j operators--overallx notinthecurrentbasis--andselectsthebestone
:_i withrespectoa quantitycalledtheexchangerate(e).Thus theselect
.: .:..! is a simple optimizer,-with one exception (not indicated in the figure):
it is given an initial bias of zero, so that only operators with e > 0 have
-
! a chance.
•:: The exchange rate is the rate of change of the objective function(z)
":::"i with a change in x, given movement along a boundaryof the constraints,_ .':ff
" ..:"i where the only variables changing are those already in the basis. Given
--_ this kind of exploration in the larger space of the n + m variables, e
:: .':_ measures how fast z will increase or decrease. Thus, e > 0 guarantees
" :'" "i:,:: , that the compare routine is not needed in the main procedure.
• :_::'_. . The selection of an x with the maximum exchange rate does not
.....-_:i:_ i guarantee either the maximum increase from the current position or the
_:_.:::: .,. .._ minimum number of steps to the optimum. The former could be achieved
-..::",.: by inserting a compare routine and trying all operators from the current
.'._. ::; position; but this would require many times as much effort for (probably)
:!:!.i_..7! small additional gain. However, since the space is unimodal in the feasible
: %. :; region, the procedure does guarantee that eventually an optimum will
" "_"_ be reached.
. ".--',. We need a method at the general end of the scale against which the
" :_; SM can be compared. Figure 10.13 gives the obvious one, which we call
i! :,::.::_ M1. It retains the shape of the problem but without any specific content.
:.::-::.-_ The problem is still to optimize a function, f, of n positive variables, sub-
:::;. _ ject to m inequality constraints, (g}, But the only thing known about f
:-.'.'_ and the g is that f is unimodai in the feasible set (which accounts for
. ._._:._ its descriptive title). This justifies using hill climbing as the procedure.
•,.ii::_.] The operators must be any increments to the current position, either
"i positive or negative. Many will produce a location outside the feasible
" "t
1
!
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-* '.'"_ Problem statement for MI, the unimodal objective method -o
• ...,
,.,::i Give: a set of n variables, {z}, where each z/> O:
::,_:: let • be the n-tuple (zt, z,,.., z.);
a set of m constraints, _q(_) t> O}:
_:=.:;-;i let the feasible region be {_lg >/O} ;
-- : - an objective function z = f(_);
.....: f is unimodal in the feasible region.
• "" Find: _ m the feasible region such that z is maximum.
: !": Problem space PSI, for hillelimblng
_.::::.._::: El_w._:{_}.
.... Initial elemer2: z_ a feasible solution (not obtained by M1).
:!i::,;:! (}peratar,: {A_, where each Az is any real number},. .:'...=-. .
• _"": and _ = _ + _.
•::.:-::_:"." Procedure
+ _ z'>s
.:.) :_:_: {A_}.......-_generate -----4 test _ apply _ compare
• =< :--
: ! Figure10.13. MI: unimodalobjectivemethod.
-... ::::;:!
:. : .:_. region, bu_ these can be rejected by testing against the O. The procedure
.. :..: in the figure does not provide any information on how to generate.the
- _".?.':.-_
........ operators.
..:,=- .:.:.
_::i::i!i IfM1 is compared to SM, several differences are apparent. First, and
....4';_ most striking, the problem space for M1 is n-dimensional Euclidean space,
:S;:'-: whereas f°r SM it is a finite set °f (n: m )" "" points in (n + m)-dimen-
...:_'",,. sional space. Thus the search space has been• drastically reduced, inde-
"":.,.:.:._::; pendently of what techniques are used to search it. Second, and almost as
,_'.;i!7.'i striking, M1 has all of {A_.}as operators {i.e., all of n-dimensional space
-:"_i":: again), whereas SM has only rL- m operat!ors. Third, a unique operator is
:::'-::_ selected for application on the basis of partial information; it always- -., ,': L:'
-:'_-_:'-_ both applies and improves the position. In M1 there is no reason to::.?: .?.
::-:,=._:/ expect an operator either to produce a feasible soluLion or, if it does, to .
- :'-'_ obtain an improvement; thus, extensive testing and comparing must be
/:_":,..,.'s:__ done. Finally, we observe that the cost per step in M1 (when applied to
....:.. _,_ the same LP problem as SM) is m/% where k is the number of variables ,
, . _':.._
" Yi " !
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;'5_ inAY.and would normallybe rathersmall.Compared to m (m + n) for
'_/:i:.;:_.:; SM, thisyieldsthe one aspectfavoringMI. One can take about
_"'_::: (m + n)/k stepsin thespaceof MI foreachstepin thespaceof SM.
..;.< However,thethrashingaroundnecessaryateachpoint oobtaina positive
:i.::_:"!_i stepwill argelynullifythisadvantage.
:_-:_:_ Thislistof differencessugges_constructinga sequenceof methods
.:-_'.,.:._:.! thatextendfrom M1 to SM, withdecreasingspacesand operatorsand
_.i-_::_i increasingcostperstep(topay fortheadditionalsophistication).Much
•"J::: ofthegain,of course,willcome withoutchangingproblemspaces,but
::::.:::., from acquiring better operator selection. There may be relatively few
.1:_:-::: substantial changes of problem space. Figures 10.14 and 10.15 provide
":::_:_} Problem statement for M2, the monotone ob_ective method
-'-_:::'::i:::;ii::::i Given:the conditionsof M1, plusf is monotone in the feasible region.
: _i Problem space PS2, main hill climbing
:. ,: ..,.
,. • =._ Elements: {_ on boundary of feasible region (at least one z -- 0 or 9 ffi0)}.
:-::".': _ Initial element: xo in feasible region (not obtained by M2).
:: _ Operators: {x}, where 5' ffi the point on boundary given by M2*.
" ",.,_" Problem statement for M2", M2_operator method
•" ,_:
:_: ' G@en: the conditions of M2, plus
....: :, _ is on the boundary;
• .'L',
...,_ _ _r _ .
!::.i_-':-._ Find: _ on the boundary such that
:_':ii!!::::.:iI Ax to increase z not feasible;
_:!•i -i:)i_:i:i aU other x unchanged;
::_ .'_:_ z increased.
:i_:__!!:':_! Additional assumption for efficiency:
_::_._i_'-! g(_) = 0 can be solved for any z with all other x fixed.
:=":'.::._-i Problem space for M2", hill climbing
/ements:
:::! :::i Initial element: z, given by M2 operator.
?..:_; Operators: {Ax, with appropriate sign}, where 5' = _ + Ax.
'.!. :._
, ._:.-"! ProblemspacePSI forM1
: ::::-_._ Used as backup when PS2 terminates without optimum.
_:: ,.._,i._
:"::.i':.i FigureI0.14.M2: monotoneobiectivemethod.
.]
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_ Problem statement for M3, the consistent exchange problem "
' ._-":._ Given:theconditionsofM2, plus
: if an _ is exchanged for other variables by moving along a maxi-
: real boundary, then z_zhas a consistent sign.
_ Find: _ in the feasible region such that z is a maximum.
"_:.... Problem space PS3, main hill climbing
' _:::i Elements: {_ on the maximal boundary of feasible set; i.e., no z can be
• .: changed to increase z, holding other z fixed}.
: '::_ Initial element: x0, a feasible solution on the maximal boundary (not
" :::; . obtained by M3).
:- ::::i O'perators: {x}, where _' = the point on the maximal boundary given
• : :::;,:: by M3*.
..: .'.(::'.
: ,"._ Problem statement for M3*, M3-operator method
-_ ... :.-
::-'_ Given: the condition of M3, plus
:7: "! _ is on a maximal boundary;
.... zE {x).
:_ Find: _ onthemaximalboundary,suchthatexchangeforz toincrease
-i:! z is not feasible;
. ."
•" z increased.
Additionalassump_;ionfor efficiency:
, any system of k equations, {g(_) = 0}, can be solved for any set
•! of k variables with the others fixed.
:: _ Problem space for M3*• -4
-.., E_ments: {x}.
" ;' Initial element: x, given by M3 operator.
• :. .[
:":.':;,:_ Operators: {Az, with appropriate sign) and {A_, subsets of (x)}, where
:_ .'. :j Figure10.1S. M3: consistentexchangemethod.
•_.. ' two that seem to reflect some of the major boundaries to be crossed in
._ getting from M1 to SM.
_ .; Figure 10.14 shows method M2, which adds the assumption that the
: ' objective function, ], is monotone in the feasible rcgion. In the LP problem
..., 81/8z is constant, but this is not required to justify the main conclusion;
'--.._:_ namely, that if a given change in a variblc is good, more change in the
_.._:-: same direction is better. The effect of this is to create new operators.and,
, ,.-_ through them, a new space. The basic decision is always to drive a varia-
' 7:1
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ble to a boundary (in the directionof increasingz, of course). Thus the
space for M2 becomes the boundary set of the original space for M1
. ......._ .. (those points where at least one of the constraints, including the x/> 0,
,:-.:_.5 attains zero). The operators in the space of M2 are full steps to a
i__i:i:_i':_i! boundary (what are sometimes called macromoves in artificial intelli-
:-:V_:!: gence). Now, finding the boundary is still a problem, although a more
manageable one..Thus M2 has a second problem method, M2°, for this
'=i__i_ purpose. As describedin Fig. 10.14it can be a simplehill climber.
:'"_:_ An additional strong assumption has been made in the procedureofi7,:'L .:_!
.!::_:;:._, M2, namely,thatonlychangesina singlevariable,z,willbeconsidered.
i!.iiil.)iii:i,i Thisreducesthenumberofoperators,aswellasmakingtheoperator
....•_ submethodM2 ° simpler.Itisnotjustifiedby theassumptionsofthe
:.::ii_!!._ problem statement, however, and consequently M2 will terminate at
/5:.:.:i.i suboptimalpositionswherenosinglevariablecanbechangedtoincrease
:.::-'._: z without decreasing some other variables. (This is often called the
'""?_ maximalortheParetoptimumset.)Ratherthanrelaxtheoperatorsto
:": a wider class, the original method, M1, is held in reserveto move off the
: ' :_ maximal set. (However, if done with small steps, this is extremely
- .]
•,:._ inefficientfortheLP problem,sincethesystemjustjittersitsway slowly
=_:' :_ up a boundingplane.)
.":: ":L._
:-.-! The description of M2° gives an additional assumption: each equation
•":i g(5)canbesolvedirectlyforanyx,giventhathevaluesoftheotherx's
...._, are determined. This permits direct calculation of the extreme value of
_--:_._ x on a boundary that is maximal. Slightly stronger conditions on the g's
' -:_ allow determination of the first constraint to become binding, withou*,
:-.:.-:,; multipleevaluations.
::'-._!_:.i:i Figure10.15showsmethodM3, whichaddstheassumptionthatthe
::.-:'- "!
exchangerate(e)alwayshasa consistentsignasonemovesalongthe
:_:;/,.":ii feasible region, in response to introducing a variable z (what we have
i:ii:ili!!i_i called exchanging). Again, in the LP problem e is constant, but this
:=:( .:_ is not requiredto justify the main conclusion: that in a maximal situa-
_ :_':: tion,ifadjustmentsaremade inothervariablestoallowa particlular
: variable to increase, and the gain from the exchange is positive, it will
=_iii:::i always be positive; hence the ne_"variable should be exchanged for as
•i::::?::i_ much as possible, namely, until another boundary is reached. This
: :.::ii assumption not only allows a better way of dealing with the maximal
. ." • --
: .if;! cul-de-sacthandoesM2, withitsregression_o MI, but.alsopermits
.....: the problem space to be changed radically a second time.:.j ,"'";5
The elcmcnts of the space now become the set of maximal points,
,:.::_i._i thus a small subset of thc space of M2. The operators remain the
.':"_-'.:_..., same; the individual variables. The application of an operator again eor-
i
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_i_ respondsto the solvingof a subproblem,hence isaccomplishedby a
i_ submethod, M2 °. Tile problem is as follows: given x (with a positive
exchange rate), to advance it as far as possible. This means solving the
constraints simultaneously for the variables, so as to remain on a bound-
!;_-:_ ary. As a change in the selected x is made, the current x moves off the
/i....!:_ maximal boundary by violating either the constraints or maximality. Ad-
_:..:.:::_ justments must be made in the other x's to restore thcse conditions.
_: . What the new clause in the problem statement provides is not a way of
'_::_::, making the adjustments, but a guarantee that if a change is once found
that does increase z (after adjustment) it should be pushed to the limit.
We have not described M3 °, other than to indicate the available
....._ operators. 'At its most general (i.e., assuming no other information), it
_:.--.:_ requiresa two-stageprocess,one to discovera good directionand the
othertopush it.The latterisagaina two-stageprocess,one to change
:=':_ the selected _ and the other to make the adjustments. We have included
-::" " an additional assumption, similar to the one for M2 °, that a direct way
: .... exists of solving systems of eontraints for some variables in terms of
•. : ,_ others. This clearly can make an immense difference in the total efficiency
: of problem solving but does not alter the basic structuring of the task.
:- -:-" M3 is already a recognizable facsimile of SM. The space has been
:i cut to all subsets of the variables, although the final contraction to sub- °
-. _._ sets of m variables has not occurred. (It is implicit in the problem
:- _ statement of M3, with some mild conditions on the g's, but has not been
_::,: brought out.) The operators of M3 and SM are the same. More pre-
. -:-_. _ cisely, they are isomorphic--the process of applying an operator is quite
:-..--::_ _ ' different in the two methods. There are still some steps to go. The kinds
•:_ of methods that are possible for the operator need explication. They are
:<, represented in M3* only by the assumption that systems of equations
can be solved. But the schemes in SM use special properties of linear
: ......:" systems. Similarly, we have not explored direct calculation of the ex-
'"::s_:_ change rates, with the ._ubsequent replacement of comparison in the main
.i;i_!:i.!ii method by comparison in the operator, to avoid expensive computation.
..... . We have not carried this example through _n complete detail, nor have
:.:/.:,:! we established very many points on the path from a crude hill climber
i::.:!!:,::_ to SM. The two points determined are clearly appropriate ones and
_: .i :. capture some of the important features of the method. They are not un-
"':_i:." "'
• .:._ expected points, of course, since linear programming is well understood.
? _--:'%:v_
•:... The viewpoint underlying the analysis is essentially combinatorial, and "
. :_ such aspects have been thoroughly explored (e.g., see [23]) If these
1:::_ intermediate problems have any peculiar flavor, it is that they become
:_,! established where the search spaces change, and these need not al_.vays "
: i:i
"4"
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iiii:i_.::. correspond4o nice mathematical properties, abstractly considered. Thus
":"'=_; convexity is not posited and its implications explored" rather a change
of search space is posited and the problem statement that admits it sought.
:.:":-_-:.; A single ancestral lineage should not be expected. Just as theorems
-_."::-'_ can have many proofs, so methods can have many decompositions of
_ii;:_i_!i:! their information. In fact, in one respect at; least the line represented
:::=-!/_. by M2 and M3 does violence to SM. It never recognizes the shift of• " 1
,!"_:::,_ problem into a set of equality, constraints with the consequent change in
:.-":..::.i
::.;-,:_," dimensionality. Thus, the g's and the z's are handled separately, whereas
_::":_:::_ it is a very distinct feature of the simplex procedure that it handles them
! :::_:: uniformly. One could easily construct another line starting from SM,
::";_'" which would preserve this feature. (It would face a problem of making
•.:.._ the transition to M1.)
_:_:"::_:_ The examples selected_linear programming and matrix inversion---
.::.:.: are certainly ones that seem most amenable to the kind of analysis we
....:'":.:_"_ have proposed. If we considered methods, say, for determining inventory
::: :::i levels, the story might be different. Nevertheless, perhaps the case for
:" ' (i continuity between weak and strong methods has been made plausible.
:: ,_L_ 5. HUMAN BEHAVIO1R IN ILL-STRUCTURED PROBLEMS
. ._ In the two issues discussed so far--the existence of weak methods,
...... and the continuity between weak and strong methods--we have not
_ ' ' seemed to be dealing directly with ill-structured problems. To re-evoke
" :,:! the concern of Rcitman, the problem statements that we have exhibited
-i-::.::_:_, seem quite precise. (Indeed, we took pains to make them so and in a more
: :-:/_::ii technical exposition would have completely formalized them.) According
_:.:"___ to our hypotheses the world is always formalized, seen from the view-
:/_:/ "-, point of the methods available, which require quite definite properties
::i::;..(:_ to operate. A human problem solver, however, would not feel that a
::."_::.:.:. problem was well structured just because he was using a method on it. Our
::; ::: ! second hypothesis identifies this feeling with the low power of the appli-
......i :, cable methods.
• ._.:._i! The concern lust' expressed is still well taken. If we examine some
: _ ._ problem solvers who are working on "really ill-structured" •problems,
::-::::i; what will we find? They will necessarily be human, since as noted
':._i!:i_ earlier, men are the gatekccpers of this residual class of problems. Thus
- -r- we cannot observe their problem-solving processes directly but must infer
....-:,..._, ,_:_ them from their behavior.
.... :_ To have something definite in mind consider the following problem
:,::._ solversandtasks:
::" !.!'_
t
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'":;"_ A financialdviser:whatinvestmentsshouldbemade ina new account? "
:,:.._ A foreman:isagivensubordinatew lladjustedtohiswork?
'_!_ A marketingexecutive:which of two competitorswilldominatea
_/:':": given market to which his firm is considering entry?:'.,.._._.::_
_:_!::_i!)i None oftheseproblemsisasillstructuredas theproverbialinjunctions
.:_::_i.i::: to "know thyself" (asked of every man) and to "publish or perish"
. :_.::._._ (asked of the academician). Still they are perhaps more typical of man-
_:"!?i,:ii::_ agementproblemsthanthesetwoalmostcompletelyopen-endedproblems.
•::"'"_" They do have the feature of most concern to Reitman; namely, neither
::..:_,.:-_ thecriteriaforwhethera solutionisacceptablenorthedatabaseupon
whichtofeedareparticularlywelldefined.
_.!_)!:i,:_...•_-.._ The framework we have been using says that below the surface we
should discover a set of methods operating. Our two hypotheses assert,
. ._ first, that we should find general but weak methods; and, second, that
_,: :
-,:..,...._ we shouldnot findmethodsthatdealwith the unstructuredaspects
:.:_,-_ (howevertheycome to be defined)throughany mechanismotherthan
....._ .._. . being general enough to apply to a situation with little definite informa-
-_.: tion.
... Our first implication would seem to be upset if we discover that the
,:-."i human beinghasavailableverystrongmethodsthatareapplicableto
:_ these ill-structured problems. This is a rather difficult proposition to
test, since, without the methods themselves to scrutinize, we have very
•i : - little basis for judging the nature of problem solving. Powerful methods
...:-::' _ imply good'solutions, but if only men solve the problem, comparative
• _ .,: _ quality is hard to judge.
.. -.._-:. :. The three tasks in our-list have the virture that comparisons have "
::._".::_i:! _ been made between the solutions obtained by human effort and those
_:.,-.-:i": obtained by some mechanical procedure. For the second two the actual..'.'" ":: .:.
:i.'_::": tasks are close nonmanagement analogs of the tasks listed. However,
:.- . : they all have the property (implicit in our list) that the problem solver
• . :: : :.
•:-._::i-" is a man who by profession is concerned with solving the stated type of
..... -- problem. This condition is important in di.scussing real management
:ii:i_':"i:::!__. problems, since the capabilities of a novice (e.g., a college student used
.- .::-.:... as a subiect in an experiment) may differ considerably from those of the
":: :_ professional. In particular, the novice may differ in the direction of using
:/::/'_ only very general reasoning abilities (since he is inexperienced), whereas
' ;::::_ the professional may have special methods.
' _ .:i
_-.:_._.:., In all of the cases the result is the same. Rather simple mechanical "
:"_:":_ procedures seem to do as well as tim professional problem solver or even
" :"; better; certainly they do not do worse.
...]
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'<._.=:.._ The first task was investigated by Clarkson [1] in one of the early _-
"":_ simulation studies. He actually constructed -_ program to simulate a
::.!:.:':_! trust investment officer in a bank. Thus the program and the human
• _:'_:_ being attain the same level of solution. Tile program itself consists of a
!i::!_:.::!._.:": series of elementary evaluations as a data base, plus a recognition
:..:-.._,,
:_),!:_i:_ structta'e (called a discrimination net) to make contact between the
•":" specific situation and the evaluation; there are also several generate-and-
::.i:':! ::! tests. Thus the program does not have any special mechanisms for
' :: _:._ dealing with ill-structuredness. Indeed it deals with the task in a highly
: <': : stiuetured way, though with a rather large data base of information.
:_°_':: The key point is that the human being, who can still be h_Tothesized
:._:_,;:._ to have special methods for ill-structured situations (sincehis internal
..... structure is unknown), does not show evidence of this capability through
_: :..<-:: superior performance.
:_:i.:.:!:! The second task in its nonmanagement form is that of clinical judg-
:-,.: :-: ment. It has been an active, substantial--and somewhat heated-concern
•j j_.
:c-:.:.::_ in clinical psychology ever since the forties. In its original form, as re-
_:_ viewed by Meehl [12], it concerned the use of statistical techniques
• _ versus the judgments of clinicians. With the development of the computer
" ::-_ it has broadened to any programmed procedure. Many studies have been
'. _ done to confront the two types of judgment in an environment sufficiently
;/"_ controlled and understood to reveal whether one or the other was better.
" :::_ The results are almost uniformly that the programmed procedures perform
(:::i/:_i no worse (and often better) than the human judgment of the professionalclinician, even when the clinician is allowed access'to a larger "data base"
.:-:"_ in the form of his direct impressions of the patient. Needless to say,
;:: _ specific objections, both methodological and substantive, have been
i::J:;)",i_ raised about various studies, so the conclusion is not quite as clear-cut
...... : as stated. Nevertheless, it is a fair assertion that no positive evidence of
< )::..<! the existence of strong methods of unknown nature has emerged. _
->:.::":_ The third task is real]y an analog of an analog. Harris [7], in order
.:":"::i to investigate the clinical versus statistical prediction problem just
:_i"_;i_ discussed, made use of an analog situation, which is an equally good
:":J"" analog to the marketing problem in our list. He tested whether formulas
.:: -::.,_ for predicting the outcome of college footb'dl games are better than human
•<_*"_:_:::!! judgment. To get the best human judgments (i.e., professional) he made
:!:!:'::.:i_ useof coachesof rival teams. Althoughthere is a problemof bias, these
• .-:.o coaches clearly have a wealth of information of as professional a nature
":""_<'_ cA recent volume [10] contains some recent papers in this area, which provide
""-"-:" acce_ to the literature.
•. <._
• ",._--._._
• _ _-_ :_
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::.:i'::-_'_ as the marketing manager has about the market for his goods. On the " ..
:.!"¢:_¢::_.._ program side_ Harris used some formulas whose predictions are published
i:iii::i::i.i.(:ili each week in the newspapers during the football season. An unfortunate
_1:._-:_ aspect of the study is that these formulas are proprietary, although
enough information is given about them to make the study meaningful.
_!_::_'i_ The result is the same: the coaches do slightly worse than the formulas.
:i:}i:i:_.:_::i Having found no evidence for strong methods that deal with unstruc-
:i?-:::--::i tured problems, we might feel that our two hypotheses, are somewhat more
:..: .
...."::':. strongly confirmed. However, unless the weak methods used by human
::.'i!:{.i':] beings bear some relationship to the ones we have enumerated, we should
,-:--.-_ take little comfort. For our hypotheses take on substantial meaning
i_i!.:I__! only when the weak methods become explicit. There is less solid evidence
,.::,-.,, on what methods people use than on the general absence of strong
!:::?;i! methods. Most studies simply compare performance, and do not attempt
./,::_::_ to characterize the methods used by the human problem solver. Likewise,
_..:.. many of the psychological studies on problems solving, although positive
:i-?! to our argument [14], employ artificial tasks that are not sufficiently
:: ".... ill structured to aid us here. The study by Clarkson just reviewed is an
•" ' exception, since he did investigate closely the behavior of his investment
. ; officer. The evidence that this study provides is positive.
.:.! Numerous studies in the management science literature might be
- i winnowed either to support or refute assertions about the methods used.
• i Work in the behavioral theory of the firm [2], for instance, provides a
• .... picture of the processes used in organizational decision making that is
•"., .'i
-...-i highly compatible with our list of weak methods---searching for alter-
::: .... natives, changing levels of aspiration, etc. However, the characterizations
are sufficiently abstract that a substantial issue remains whether they
!i:!!i(.i(!I can be convertcd into methods that really do the decision making. Such
, ._ descriptions abstract from task content. Now the methods that we
':' have described also abstract from task content. But we know that these
.: : .-_.
:_: :.: can be specialized to solve the problems they claim to solve. In empirical
:" studies we do not know what other methods might have to be added to
-:i:-:_:'.',:_ handle the actual detail of the management decision.:. • • -:i
: :':-' Only rarely are studies performed, such as CIarkson's, in which the•:. :.:_;
:--:_ problem is ill structured, but the analysis is carried out in detail. Reit-
:ii::i-:';_i man has studied the composition of a fugue by a professional composer
::_II'- -'_.' [18], which is certainly ill structured enough. Some of the methods we
!i_:._!'-."ii_ have described, such as means-ends analysis, do show up there. Reitman's -
.:..-{.:'! characterization is still sufficiently incomplete, however, that no real
•-".:, evidence is provided on our question.
:_..:_:":_
• : • , ::.1
: i!ii:i!
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.: _...:i::_. 6. DIFFICULTIES
::::_ii We have explored three areas in which some positive evidence can be
adduced for the two hypotheses. We have an explicit set of weak meth-
-:.:..i':!i ods; there is some chance that continuity can be established between
::::_i:,::ii the weak and the strong methods; and there is some evidence that human
_;:::":_'.. beings do not have strong methods of unknown nature for dealing with
•. .... ill-structured problems. Now it is time to consider some difficulties withor..i
•: :.::,_i! our hypotheses. There are several.
.. -_:.
_,".',,-; 6.1. The Many Parts oJ Problem Solving
, _,_:-.:,.-_ At the beginning of this essay we noted that methods were only a
:"..'..:._:_i part of problem solving, but nevertheless persisted in ignoring all the
:"':,,::.?:;_ other parts. Let us now list some of them:
:- ;.._:,
•:_ i:_ Recognition Information acquisition
-:: _ Evaluation Executive construction
: Representation Method construction
:i Method identification Representationconstruction
::._ -!
..: L . A single concern applies to all of these items. Do the aspects of prob-
.... _ lem solving that permit a problem solver to deal with ill-structured
'-:::i:i problems reside in one (or more) of these parts, rather than in the
• '.:-::-i methods? If so, the discussions of this essay are largely beside the point.
-:.- _ This shift could be due simply to the power (or generality) of a
•i::::i problem solver not being localized in the methods rather than to anything
-_.:::-_:! specific to ill-structuredness. The first two items on the list illustrate
:'::":"! this possibility. Some problems are solved directly by recognition; for
'(:::::!. !::_ example,who isitthathas justappearedbeforemy eyes? In many
_.:.:,_.:"_,: problems we seem to get nowhere until we suddenly "just recognize"
:i;;i,:::i_ the essential connection or form of the solution. Gestalt psychology has
made this phenomenon of sudden restructuring central to its theory of
i _:?:il.::i problemsoh,ing.Ifitweretrue,ourtwo hypotheseswouldcertainlyno.t
....:":: be valid. Likewise for the second item, our methods say more about
•!-' :.i
• ..=,..:_ the organization of tests than about the tests themselves. Perhaps most
-::_(-_ of the power resides in sophisticated evaluations. This would work
:.-:-:-__i.
.....,-:: stronglyagainstourhypotheses.Inbothexamplesitispossible,ofcourse,
(:_::i:i that hypotheses of similar nature to ours apply. In the case of evalu-• j. ".4
_'y'?::i ations, for example, it might be that ill-structured problems could be
'.-"__ handled only because the problem solver always had available some dis-
- i"'.f!
• i
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!_::(.'(.:ii_ tinctions that appliedto every situation, even though with less and less :
:_i:i_ relevance.
.':"-q The third item on the list, representation of problems, also raises a
.....•::._. question of the locus of power (rather than of specific mechanisms re-
.,..___ lated to ill-structured problems). At a global level we talk of the repre-
_,_ sentationof a problemin a mathematicalmodel,presumablya trans-
::.-..: lation from its representation in some other global form, such as natural
':___:'_! language. These changes of the basic representational system are clearly
_;_ of greatimportanceto problemsolving.Itseems,however,thatmost
• '..L: •
: :ii-", problems, both well structured and ill structured, are solved without such
.::::.:?. shifts. Thus the discovery of particularly apt or po.werful global repre-
':':" _ sentations does not lie at, the heart of the handling of ill-structured prob-
:ii•..i:!_:::_:i lems.
:=:_:_.- More to the point mightbethepossibilitythat only special represen-: .:.: tations can hold ill-structured problems. Natural language or visual
: i:i:::i:.!!: imagery might be candidates. To handle ill-structured problems is to be
able to work in such a representation. There is no direct evidence to sup-
port this, except the general observations that human beings have (all)
such representations, and that we do not have good descriptions of them.
" More narrowly, we often talk about a change in representation of a
• "4
-, problem, even when both representations are expressed in the same Inn-
• '_
, _. guage or imagery. Thus we said that Fig. 10.12 contained two represen-
-"i rations of the LP problem, the original and the one for the simplex
: method. Such transformations of a problem occur frequently. For ex-
.:.:":_ ample, to discuss the application of heuristic search to inverting matrices
-::::._ we had to recast the problem as one of getting from the matrix A to I,
i_=:__ii rather than of getting from the initial data (A, I, AX = I) to X. Only
after this step was the application of the method possible, A suspicion
..:.-_.i:-?!
.;: :...:: arises that changes of representation at this level--symbolic manipulation
:.-,::_ into equivalent but more useful form_might constitute a substantial
_.::::,:_ part of problem solving. Whether' such manipulations play any special
...-:.: role in handling ill-structured problems is harder to see. In any event,
::::i:::.ii current research in artificial intelligence attempts to incorporate this type
:.:.::)_ of problem solving simply as manipulations in another, more symbolic
.:.:.:._ problem space. The spaces used by theorem provers, such as LT, are
::.- " relevant to handling such changes.
._--..:-_ Method identification, the next item, concerns how a problem state-
.>.:. 'i. ment of a method comes to be identificd with a new problem, so that each ,
'_:: ::_ of the terms in the problem statement has its appropriate referent in the
_-:_:/'i problem as originally given. Clearly, some process performs this identifi-
i:i::_:::.:_ cation, and we know from casual experience that it often requires an -
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!i:i?:::ili:! exercise of.intellect. How difficult it is for the LP novice to "see" a new
•:_:.i problem as an LP problem, and how easy for an old hand!
. :._ Conceivably this identification process could play a critical role in
: :;(_!_ dealing with ill-structured problems. Much of the structuring of a prob-
:..i.:;. lem takes place in creatingthe identification. Now it might be that
:.(:i:--:(J methods still play the role assigned to them by our hypotheses, but even
...:i: _ so it is not possible to instruct a computer to handle ill-structured prob-
: .v.
:_::'::_:i Ictus, because it cannot handle the identification properly. Faced with
::":!".": an appropriate enyironment, given the method and told that it was the
•(::.(:i! applicable one, the computer still could not proceed to solve the problem.
::":/:!:_ Thus, though our hypotheses would be correct, the attempt to give them
:,!:ii_;-:ji:_ substance by desc'ribing methods would be misplaced and futile.
,:/": :_i Little information exists about the processes of identification in situ-
':--:_ ations relevant to this issue. When the situation is already formalized,
matching is clearly appropriate. But we are concerned precisely with
::.::i:-:ii!_': identification from a unformalized environment to the problem state-
: . ; ment of a method. No substantial programs exist that perform such a
: task. Pattern recognition programs, although clearly designed to work
- ! in"natural" environments, have never been explored in an appropriatelyo _._
_.:! integrated situation. Perhaps the first significant clues will come out of
•i'/.::" the work, mentioned at the beginning of this chapter and still in its early
• .. ._
•" stages, on how a machine can use a hand and eye in coordination. A1-
:,:: .,i though the problems that such a device faces seem far removed from
...... _ .management science problems, all the essentials of method identification
'-_ are there in embryo. (Given that one has a method for piekfng up blocks,
-.,.--., how does one identify how to apply this to the real world, seen through
-.:-:-!.:.; a moving television eye?)
.....
.. .":_,, An-additional speculation is possible. The problem of identification
::.:-::;:' is to find a mapping of the elements in the original representation (say,
: :._::_:."::"_ external) into the new representation (dictated by the problem state-
:-: _:':: ment of the method to be applied). Hence there are methods for the
•-%/-t solution to this, just as for any other problcm. These methods will be
_.".:!._:i like those we have exhibited. (Note, however, that pattern recognition
:"i"il methods would he included.) The construction of functions in the in-
..:"?.::.._
':-=.;_ duction method may provide some clues about how this mapping might
:. : :: "::i
::_(:.:!::! be found. As long as the ultimate set of contacts with the external repre-
:-_:" sentation (represented in these identification methods as generates and
•".::::'. tests) were rather elementary, such a reduction would indeed answer the
,-:_,_,_I issue raised and leave our hypotheses relevant.
_::::_':/_ An important aspect of problem solvin_ is the acquisition of new
•-..:"_ information, the next item on the list. This occurs at almost every step,
:i
v
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!i:.:':j!ii:¢ii of course, but most of the time it is directed at a highly specific goal; for "
• :..::-._ instance, in method identification, which is a major occasion for assimi-
.:.?-: z..._
::,._..:-,:_ lating information, acquisition is directed by the problem statement. In
_..,__.: contrast, we are concerned here with the acquisition of information to be
::_:"':i used at some later time in unforeseen ways. The process of education
•::::.:.Q provides numerous examples 9f such accumulation.
For an ill-structured problem one general strategy is to gather ad-
: ::'"': ditional information, without asking much about its relevance until ob-
::>-'__' rained and examined. Clearly, in the viewpoint adopted here, a problem
':_¢":"_..: may change from ill structured to well structured under such a strategy,
'?_.i-:i if information is picked up that makes a strong method applicable.
::;::)f_! The difficulty posed for our hypotheses by information acquisition is
i_]::i:_., not in assimilating it to our picture of methods. It is plausible to assume
.. : ::._ that there are methods for acquisition and even that some of them might
:/:=:.-:: be familiar; for example, browsing through a scientific journal as generate-
:.-"'-" and-test. The difficulty is that information acquisition could easily play
• - a central role in handling ill-structured problems but that this depends
on the specific content of its methods. If so, then without an explicit
• :- description of these methods our hypotheses cannot claim to be relevant.
-....:_ These methods might not formalize easily, so that ill-structured problems
:.:_ would remain solely the domain of human problem solvers. The schemes
, :! whereby information is stored away yet seems available almost instantly
/.:._ _as in the recognition of faces or odd _elevant facts---are possibly aspects
/:_ ._ of acquisition methods that may be hard to explicate.
.-.._?''., The last three items on the list name things that can be constructed
. ._ _ i by a problem solver and that affect his subsequent problem-solving be-
:',-:,=.-_ havior. Executive construction occurs because the gross shape of a par-
i::_i_-::'_i titular task may have to be reflected in the top-level structure of the
:-7.A! procedure that solves it. The induction method, with the three separate
"!;):}-_::i_! induction tasks mentioned, provides an example. Each requires a separate
....::"_::..., executive structure, and we could not give a single unified procedure to
:.-:_.:_! handle them all. Yet each Uses the same fundamental method. Relative
,::<:,..) to our hypotheses, cohstruction seems only to provide additional loci for
...":'.• problem-solving power. This item could become important if it were
::":=_ shown that solutions are not obtained to ill-structured problems without
':-...,:: "-_ some construction activity.
.-:;:;-:_i The extended discussion of the parts of the problem-solving process
: - .;.,1
.::-_. other than methods, and the ways in which they might either refute or
:i'::..;: nullify our two hypotheses, stems from a conviction tha_ the major
_i: .::i! weakness of these hypotheses is the substantial incompleteness of our
•i
t
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":::_i::_:.: knowledge about problem solving. Thcy have been created in response -
_::,:i::_ to partial evidence, and it seems unlikely that they will emerge unscathed
:,:-' as some of these other parts become better known.
..-.-:,....., 6.2. Measures of Informational Demands
.._.,:,_ Throughout the chapter we have talked as if adding information to a
i:_ problem statement leads to a decrease in generality and an increase in
:, ,_ ; power. Figure 10.3 is the baldest form of this assertion. At the most
i::i=i::"i general level it seems plausiblz enough. Here one crudely identifies the
,'.-,:..:, number of conditions in the problem statement with the size of the space
•-..:7-. :;
!.:::i,'_j being searched: as it gets smaller, so the problem solver must grow more
......:,:._"-_,.:-,:_ powerful. At a finer level• of analysis, however, this assertion seems
:-.'::;:::-:_ often violated, and in significant ways; for example, a linear program-
:i_!:,".:_:_.:, ruing problem is changed into an integer programming problem by the
!!:;!i'-:_ addition of the constraint that the variables {x} range over the positive
•.: :_. :-._
.../.:! integers rather than the positive reals. But this makes the problem
" harder, not easier. Of course, it may be that existing methods of integer!
.. i programming are simply inefficient compared to what they could be.
.... .._: This position seems tenuous, at best. It is prefvrable, I think, to take as
: _,:_ a major difficulty with these hypotheses that they are built on foundations
"_':; ofsand.
6.3. Vague Informatlon
:i;}:ii.1 It is a major deficiency of these hypotheses (and of tMs chapter) that
•-_ they do not come to grips directly with the nature of vaT,ue information.
Typically, an ill-structured problem is full of vague information. This
,".:.!_i",;_ might almost be taken as a definition of such a problem, except that the
ii:.:!;,ili!i.i? term vague is itself vague,
-.=.. _ All extant-ideas for dealing with vagueness have one concept in com-
:,,:'-i::_._ mon: they locate the vagueness in the referent of a quite definite (hence
•..,:.":.,:', un-vague) expression. To have a probability-is to have an indefinite
'.-i event, but a quite definite probability. To have a subset is to have a
.,..:ii quite definite expression (the name or description of the subset) which
" .'- : is used to refer to an indefinite, or vague, element. Finally, the constructs
"S.i of this.chapter are similarly dcfinite. The problem soh'er has a definite
.._: _ problem statement, and all the vagueness exists in the indefinite set of
-,. "_'_ problems that can be ]dcntified with the problem statement, s
';:i_:,;l *Reitman's proposals, although we have not described them here, have the same
" i:.::I definite character [17]. So also does the proposal by Zadeh for "fuzzy" sets [241.
yr. ".._
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:..-/i The difficulty with this picture is that, when a human problem solver -
:::"_-"_ has a problem he calls ill structured, hc does not seem to have definite
_:: ::":"_ expressions which refer to his vague information. Rather he has nothing
_:T",_ definite at all. As an external observer we might fonn a definite expres-
;":':_ sion describing the range (or probability distribution) of information
•-::: : that the subject has, but this "meta" expression is not what the subject
•::"::::: has that is this information.
;i:_:::::'.:: It seems to me that the notion of vague information is at the core
•::::.:..: of the feeling that ill-structured problems are essentially different from
:";_i well-structured ones. Definite processes must deal with definite things,
-::'.,i say, definite expressions. Vague information is not definite in any way.
.-.. : .'.'_
:_:_;_/_: This chapter implies a position on vague information; namely, that there
i:)_;i:!:i are quite definite expressions in the problem soh,er (his problem state-
:":::: ment) This is a far cry from a theory that explains the different varieties• . ._ .:
.,...., •
:. : of vague information that a problem soh'er has. Without such expla-
. .-- %j
:::;;: nations the question of what is an ill-structured problem will remain
'::-. only half answered.
" ; 7. CONCLUSION
" :_:i The items just discussed---other aspects of problem solving, the meas-
• urement of power and generality, and the concept of vagueness_do not
.... exhaust the difficulties or deficiencies of the proposed hypotheses. But -
=i :"i they are enough to indicate their highly tentative nature. Almost surely
the two hypotheses will be substantially modified and qualified (probably
.-;: even compromised)with additional knowledge. Even so, there are excel-
=:.::'-"
::';i_:,/_ ' lent reasons for putting them forth in bold form.
.. _:._, The genera] nature of problems and of methods is no longer a quasi-
,:. ;_-,_ philosophic enterprise, carried on in the relaxed interstices between the
,. "_i'.
_:-_::i._ development of particular mathematical models and theorems. The de-
:)':::!;::i!(:_: velopment of the computer has initiated the study of information proc-
:::_:_ essing, and these highly gelmral schema that we call methods and problem-:L':].:_ !
:":: :_ solving strategies are part of its proper object of study. The nature'of
-_-_::' generality in problem solving and of ill-stnicturedness in problems is
"=::/ also part of computer science, and little is known about either. The as-, .'....
:: : sertion of some definite hypotheses in crystallized form has the virtue!i::i ofoousingonthcsot picsas,,'o byofsriou ,technicaleo,,cern.
:::.;i ! These two hypotheses (to the extent that they hold true) also have
....-:"-" some general implications for the proper study of management science.
::':':_-;i They say that tim field need not be viewed as a collection of isolated
.... .
:_.?-:ii'.'; mathematical gems, whose application is an art and which is largely
.'.'_ " i
(I '
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excluded from the domain of "nonquantifiable aspects" of management?
Proper to management science is the creation of methods general enough
.._ i_i::-_ to apply to the ill-structured problems of managements--taking them on
: '._:' _ their own terms and dealing with them in all their vagueness--and not
:.- _] demanding more in tile way of data than the situations provide. To be
._..:::::::i sure, these methods will also be weak but not necessarily weaker than
:::.':" :_ is inherent in the ill-structuring of the task.
-. .:,..I
:-/:,/:-::_ That management science should deal with the full range of manage-
:::"-"':_ ment problems is by no means a new conclusion. In this respect these
"::,...._:" two hypotheses only reinforce some existing strands of research and ap-
.:"::_ " plication. They do, however, put special emphasis on the extent to which'-;.-i
-::._:! the hard mathematical core of management science should be involved
in ill-structured problems. They say such involvement is possible.
•- .i
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>:':!_i ERRATA
,/"':!i.;?._.:-!;: .Page 368 Figure I0.i, second line under the figure should read
ii:i!iii!!i:i!i.!. "is not under the control of the inputting process."
...i,_:i-i:.!.i Page 369 Paragraph i.I, line 9 should read
"a bi i = I, m;j = I n"
."":,.i,_ .Page 371 Third paragraph in the formula should read
'_"':"::_ -b/2a + I/2a _/-b2:; ,,:"_: "Procedure: compute x = - 4at."
/_.:.:ii:,/: Page 386 Third paragraph, f.ifth line should read
":_i'i_ii_i_j. "applied to elements in the problem space produce new
. .!
_. elements. (Operators need not'"
-._:_:.?_ Page 387 Line 8 in formula should read
" " "qn(qn i ql ( 0 ) ) d"• ," -.I . ,, X ,.. = X
• -:.iq
..-:_;_ Page 389 Line i0 change (re,x) to (re,t)
J
•:..,....":.,, Page 389 Line 4 from the bottom should read
..:;:- 2 .-..
•:Ji _'i.::ii "Apply; ' > match _ construct >
• • . .__i•_:_
! '::'_;'":'_ Page 395 Paragraph 4.1., line 5i•:i)•i!<;
;:4:_!_i'.:_ change "applicablilty" to "applicability"
'. 2 :.."_i
:°"iii::2_i Page 400 Line 3 from the bottom
_ _:i.::_ change '_zarible" to '%zariable"
-....' Page 401 Bottom line replace (;) with (:)
• ._:._ ,_.!
• - "-."i
-_..j
.i
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Appendix D
.: Nils J. Nilsson. "Artificial Intelligence," pp 778-801, in Volume 4, In[ormation
""_: Processing 74, Proceedings of IFIP Congress 74, organized by the International Federation
for Information Processing, Stockholm, Sweden, August 5-10, 1974, Jack L. Rosenfeld,
:- -_'i editor, copyrighted 1974. Reprinted by permission of North.Holland Publishing Com-
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.... •_ pany, Amsterdam, The Netherlands.
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Destln.d .pp.r.ntly to lack .n .ppU.d br.neh, U
th..... c.ntral cor. or bUlc .ci.nce of AI tll.t
will continue to crow and contribute ne.ded ide•• to
.ppUcaUon. In other ......? I thlnk the .n....r 1.
,... Just what fora the•• central idea. will ul ti-
••t.ly take i. dUtlcult to dUc..... now. WUI AI be
.om.tlllni Uke blOlol1-dlver•• but .Ull unit.d by
th. co_n atructure of DNA? What wUl be the DIIA
of AI?
On ...necUon, thl. 1. not .urpria1nl. Wh.n. field
t.ke. u Ita .ubJect ..tter .11 of thInkIng, and
th.n wilen parUcul.r brand. of that tlllnklni .1'.
appU.d to ch••l.try, ••th••aUc•• phy.ic., 01' wh.t-
ever, the•• applications becoae part. of che.istry,
.athea.tic., physic., etc. When~ think about
chemiStry, we c.U lt part of ch••l.try-not .n ap-
pUcaUon of p.ycholol1. Th••01'. auce...ful AI be-
come., the llare it. appllcatlons will become p.rt of
the applicatlon arel.
01' wUl the .c~.nc. of AI be eo 11k. the whol. of
.cl.nc. it••lf-united by U ttl th.n • _
vlCUe IPfteral principle. luch a. tbe Icl.ntitle
..tbnd? It i. probabIl' too ••rly to t.U. Th.
Sefore beeinnine we aUlt dlacuaa aD iaportant char-
.ct.rl.Uc of Al ... tleld, n...ly, th.t it doe •
not 10fte retaln withln It any of lta lucc•••fu\ ap-
plicatlons. CO'llputer atd.a to •• theaatiel.n., luch
.. dUf.ren Uel .qu.Uon .olv.r., th.t orilinat.d
(at leaat partly) fro. AI r rcb. uIU•• t.ly b.-
com. p.rt of .ppU.d .ath Uc.. A .Jat••, n.-d
ODlORAL, th.t lIypoth.Uzes cb.mlcal .tructu.... of
orcanie .olecul•• based on ••••-.pectrop'.. data 1•
aIowly esc.plnl lta Al blrthplac••nd will Ukely
beco... on. of the .tandard toola of ch••l.U. Thl •
ph.nom.non is ...U-r.colDlzed by Al ......rch.r••nd
h•• l.d on. of th•• to .tat. th.t All. known U the
"no-wIn" field. It .xport. aU of lta winnlnl ld....
way In which h. vi.w. hi...a. In tlli. p.per, I
w1U try to d..crlbe the AI CUlp.llD. how It ......
to be orcanlzed Into lubcupa1cnl, who 1. dolnc
~h.t, some of the current internal controversiel,
and the ..1n achievementa. There il the usual word
of caution: t've aade lOtH rat.her larc_ li.pllflca-
Uon. In .Ue-pUnl to .t.nd uld. fro. the Ueld
.nd look .t it wIth perspectiv.. 1I0t.ll worker.
would nec....rily .11'•• with what follows •
The...... th....rlinl beUet. of a 1I'0Up of comput.r
acleatlatl clet.lnc to be found Inc a new sctence ot
intelUpnc.. WhU••ne-pUnl to dl.cov.r .nd
underatand the b•• tc ..chanls•• of lntel1tcence,
th••• r ••••rch.r. have prod~c.d workine aodel. In the
fo~ of c~put.r proerams capable of some rather 1__
ore••tv. f ••t.: pl.yin. cOlipetent che•• , eneacine
in U.lt.d dlalol. with hue.na in Enll1ah. provlnl
.....on.bly difficult .ath_aUcal th.o..... In •• t
tbeory, .naly.i., .nd topolol1. SU...lnl (corr.etly)
the .tructur. of cOllpl." orl.nic .ol.cul•• froe ....-
apectrocra. data, •••••bllnl ..chanical equlpllHtJlt
wi th • robot hand, and provine tbe correctne•• of
...11 co.puter prOlr....
netber lb. acttvi tl•• of th••• workerl conatl tute a
.e. let.ntille field or not, at the vert l ••at All.
•••jor ca.pailD to produc. __ truly .....rk.bl.
_ put.r .bUiU... Llk. lOinl to tile _ 01'
e.... ttDe 11f., It 1. ODe at "D'S crand..lt enter-
pri.... A. wUh aU lI'and .nt.rprl.... it wUI have
profound Influenc•• on .an'. w.,. of Uf. and OIl the
,.
1. INTRODUCTION
ARTIFICIAL INTELLIGENCE
(INVITED PAPER)
Can we eyer hope to under.tand the nature of lntelll-
pDC. in the ......n•• that we und.rstand...y, the
natur. of fUlhe? W111 our und.r.tandlnl of lntel-
Sipnc. "'.1' be .ufflci.nt to help u. bul1d worklnl
_.la-.achln•• that thInk .nd perc.lv_ln th......
..ay th.t our und.r.tandlnl of ••rodyn.mlc. h.lp. ua
bul1d airplanes? Int.Ulpnc 0 varl.d. w.
••• it wh.n • chael.t di.covers th••tructur. of a
COWlpl.~ 1I01ecul., when • co.puter playa che•• , when
• aatlleaatician find•• proof, and .v.n wilen. cllHd
••lk. bOM troa school. Are then ba.tc ..chan~•••
or proc••••• that. are cOllUlon to .11.of the.e actlvl-
U •••nd to .U otll.r. co_nly thoulllt to r.qu 1...
in teIUlAllc.?
Nils J. NILSON
Arti/fdd l"triJit'''" Qnter, Sta"ford RIICIIrdIlrutitut,
Menlo Ptzrk, Q/ifomlll 94025. lISA
Appendix D
Tbi. p.JMr 1 y of ArUficial Int.Uipnc. (Al).o It divid•• the fleld lnto foul' co toplc.
(_yll1l the b for ••claac. of lntalUpnc.) and .11ht .ppUc.Uon. toplc. (1n whlch ch h••
baeD coDtribuUDI to co... ld...). Th. p.p.r dl.cu•••• the hl.tory, th••aJor land....k., .nd .0_ of
the cOlltrov.r.i•• in .ach of th twelve toplc.. Ea"h toplc i. r.p.....nt.d by • chart ci Unl the
aajor ...f ....nc... Th f.r.nc contaln.d ln an ."t.n.lv. blbUolr.phy. The p.p.r conclud••
wl th • dl.cu••ion nf of th. cri ilci••s of AI and with .011. pr.dlctlon••bout the cour•• of future
......rch.
°Tb. fi.ld of Artificial IntelUrnc. (Al) has as it.
••1n tenet that there are lnde&d COJllllOR proc•••••
th.t und.rU. thlnklnl .nd perceivlnl••nd further-
...... that th... proc..... can be und.r.tood and
8tudl.d .ci.nUfic.Uy. Th. proc..... th....elv.. do
DOt d.pend on wh.tller the .ubj.ct belne thoulbt .bout
or JMrc.lv.d 1a eh••Utry, ch••••••th....Uc., 01'
chUdhood navll.Uon. In .ddl Uon, it 1. compl.tely
uni.portant to til. th.ory of AI ~ 1. dolnl the
thlnkinl or percelvin.-••n 01' coeput.r. Thl. 1. an
i.pl...nt.Uonal d.t.H.
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i, _;/,.:_ pre_ent central ideas seqm more rpeclfin then does the applications areas thesselves. Until all ot the
-i: "_"i the scientific lathed but loss concrete thsa DNA. principles of intelli_nce art uncovered, AI re-
_1: 1_:__ - - _ • • • r €_ • r • will continue to search for then in various2. 1teAT X8 HAI_XNG IN AZ? first-level applications areas.
: """_-:_ 2.1 _rhe strncture ot the timid Flr_re I t these divides work in A1 into t_lve major
"!'_ii::"_ topics. I have attempted to show the major papers s
_'.'"i_ : AS a tactic tn attempting to discover the basic proJectej tied reautts in each of these topics in
_. .;_ principles of. intellipncej AX researchers bare set Charts I "throuKh 12_ each €Ontaining references to sn
thmsS41vee the pztliminary Irosl of bulldins computer extensive biblio_rephy at the end of this pspcr./.. ,
_,_,_... prolrm that can pGrform vuloua intellectual tasks These charts help organize the literature ee well as
. ._ that htmans can perforla. There are major projects indicate somethin I shout the structure ot work in the
,_,'i.-: currently under way vhoSe _als ere to understand field. By azTovs linkin S boxes within the charts we _
i lulllter chesep provm nnl_trtviet m&th@lstical bQen provoked by) prqr_*-o_s wor_. _ items in the
theox_rlul_ _n'lte. computer pro[rlulul; and |o forth, biblios_rsphy ar_ coded to lndic_te the subheading to
.,._!_-*; Those projects se_rm t_ purposes. First_ they pro- _hich they belong. Z think that the charts (taken as
:_ i:. __' vide the appropriate settLnis l_ vhioh the basic a vbule) fairly represent the l_portsnt work even
.... _-'._ oechaaismJ Of lntelllip_nco can be discovered and though there may be many di/ferences of opinion a_on s
- .'_,'. , clkrifled. Second_ they provide non-trivial oppor- _orkcrs about some ot the entries* (and especially
::.. ,'_ tur.itiea _or the sppllcstiott and testtn S o_ such about hey _mrk has b_llt on previcua _ork).
._i _... _echanlsma that ere already k_own, l am cellini[
i !i_i_:! these projects the first-level sp_licstions of AI. Obviously, s short paper cannot be exhaustive. But
in thla section I will susnarize what is loans on in
' "'"'_ I have I_rOuped these _irst-level applications (some- Al research by discussing the major accomplishments
what arbitrarily) into oi_lt topics shown spread Imd status of research In each of the twelve sub-
. ..i'" _ alonK the _rtpher 7 ot Fl_.re l. These are the headings.
1" _ e 1 _h t that 1 think have contributed the Imst to our
:L'_'; basic underatandins of lntelll_nce. Each has 2.2 The core topics
:'i:_ stron_ aims to other (non-&l) [leids_ as _ell as to
- : each other; the major external ties are indicated by Fundamentally_ AIie the science of _--how to
I arrows In Flr_re I. _ knowledge and how to obtai.,._.__nand us..._e kno_l-
./ ;, edge, O_r cure topice deal with these fundamentals.
tlonal techniques that are common to "several appll- leader should be warned that it is probably wron_ to
• . .! catto_us, I call core topics. It seems to me that attempt tu thank Of them separately even though we
": /'._; tho_e are four major pa_'ta to this central core: are forced to write shout them separately.
-": /-i * Techniques for Modeltn[ and representation o_ 2.2.1 Comson-aense reasouinl[! deduction_ and
... : : knowlsd_, prohlem-sulvin_ (Chart 1)
:: :'_ i "_ * Tech_tquec _or €ommon sense rcaao_ln_ deductio_
_ii-:'ii_ _ and problem solving. By reasoning, etc,, te mean the nsJor processes in-
" 1__'-- _; * Techniques for heuristic search, volved in using knowledge: Usin_ it to make infer-
_i _. i_ * AI systems and landaus, ences and predictiona_ to make plane_ tO answer
.. "_// '_ questtons_ end to obtain additional knowledL_. As s
• ":_': ;_ These tou_r parts are shown at the center of Fi_Jre 1. core topic_ en arm concerned mainly _ith reseonin_
Agsin_ en have indicated ties to other fields by about evez-yday_ common domains (hence_ common sense)
arrow..,t--€he.t.--dth.t--t*,re.. ..h hec......ohre.onio,I. *end--sial,.nd...attakes place In the firs -level applications areas also to av id the possible trap ot developinK tech-
even though the primary psi nay be to contribute oiques applicable Only to some specialized domain.
' _ to the more abstract core topics. NevertheleJs_ contributions tO our ideas about the
_. ,.-_ use of knowledge have come from sit of the applica-
',/ It an application AS particularly succeseful, it tions areas.
.ishteno.€,hy,ct.*l.t.inthe.po,€..onares end developed by them is a useful sad econenl- There have been three major themes evident in this
..: ':; cally viable product. Such applications w misht core topic. We might label these puzzle-solving.
cell second-level applications to diatin_ulah then questlon-answerin_ and €ommon-Sense reasonlns.
i _.±,:_'_ from the first-level applications projects under-
_ _1_ _ _ tskeo by the AI researchers thmaselve8. Thua_ when Puzzle-solvin_. Early work on rmssonin_ concentrated
:?_:...-. '] Al rosolurchers work on • project to develop a proto- on _rritin S computer prolram• that could solve simple
"'_. i:.; type system to undsrstend speech_ I call it a first- puzzles (tower of Hanol: missionaries end cannibals_
_i l_vel application. If General Motors were to loKlc prohleu8, etc.). The _"_l;ic" Theorist end GPS
":'_ develop and install in their assembly plants 8 aye- (see Chert l) are typical examples. From this work
"_:_ tern to interpret television ileal, el ot automobile certain proble_-solvin S concepts wero developed and
t parts on a conveyor boitj I vould call it a second- clarlficd tn an uncluttol_Sd athosphero, Amonj these
,; level application. (We should humbly cute that Per- _mre thm concepts of heuristic search_ problem spaces
"_ hips several second-level appllcatlou viii emerl_ end 8tatesp operators (that transformed one problem
.l_(_r_ _ mithO_t benefit ot obviOUS AS pmntal_. In fact_ state late _nothsr)_ r=al and subKoal States) mesas-
those may contribute mightily to AS ecien¢_ itself.) ends snelygls_'and ressooin_ backwards, The _•ct
T_US_ even though I 81rree that AI IS • field that In particular, sO_e misht reasonably claim machine
¢*nnot retain its sppllcatlone_ it iS the second- vision (or _ore senerslly_ perception) and lao_utle
levml spplicetionJm that it lacks. _ese belon_ to nnderstandini[ to be core topics.
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tbat th." u..tul id... _ .0 t ..iUar in AI .....
••arcb tod.r t ••tifi.. to the aucc... of tbi•••rly
wor". IIlIt the verr cl._•• of puzd•••U .....d .....
..arcb.r. to ..,oid faelnl .hat b.. turn.d out to be
tbe "'r probl_, n-1r de.UOC .ith IuIoorledp, hup
......nU ot .......l.dp, diver.., clutt.red .Dd int....
related.
gueation-.oa_rinl. A. on••t.p toe.rd faelnl tb.
probl•• ot d••linl .itb kooal.dp, ..v.r.l re...rch-
.n cooc.ntrated on buUdinl inf.r.nUal qu••Uoo-
.n._rinl .,.t.... (See, in p.rticul.r, the raf....
.""'•• 11ated UDder SIR, QA2, &lid QA3 in Chart 1.)
Such .,.t_••bould be .bl. to atora • larC. n_ber
oC t.ct. aod .bould be .bl. to ra.pond to ra••on.bl.
que.uon. allo...n._r. could be deduced fro. tb...
f.ct.. The•••,.t... r.quired ..ch.ni... for 10Cic.l
inf.rence and l.d AI re••arcb.r. into. roaanc. aith
10lic in pnaral and .Ub Ilobinaon'. reaoluUon prin-
cipl. in parUcular. (See Ch.rt 7.) Thi. 11n. of
re•••rcb clarified our conc.pta of .pplyinC inf.r.nc.
t.cIlDique. to c_-••na. knoaledp aod lad to var-
iou. u"ful .c~. for aaaoci.tiv. retri.v.l ot
• tor.d d.t.. w•• lao l.arn.d th.t for l.rp
qu•• ttoD-u rlDI .,..t the question at when to
u" iot.ranc thod. a re i~rt.nt tb;;;tll.
nat..... of the iDf.ranc. _cll.nia. it••lt. Thua. a.
l ••rn.d that _ would n••d larp uounta of ••condarr
knoal.dp .bout 110...Dd ah.n to u.. the pri..ry
knoal.d~ of tbe doaain.
e:-n-..n.......onlDS. In 19~', IIcC.rth, propo..d
an ADVICE-TAKER tll.t would be .bl. to .cc.pt kooal-
edp .Dd u•• it to d.duce ...._r. to que.Uon••nd
to fiCU'" out .i.pl. plan. for cour••a of .cUon.
0....icllt .....uch ••rat.., for .....pl., boa to pt
to Tlabu..tu. (a fa.orU. nupl. of IIcCarth,'a). If
the _7at.. b •• about alr}lne Icbedul•• , alrport_,
boa to pt to .irporta, .Dd other c......n (but i.-
......1' dlYer..) kooeledp, it .icllt an._r thua:
(1) CO to JOur tr.vel .pnt .Dd find out .bout
tlicllta to Ti.bu..tu, (2) u.inl thi. info~.tion.
•el.ct • tlicllt .Dd ...... r."rY.Uon. (3) driv. to
the airport .t th••ppropri.t. U .., (4) par" JOur
car, .Dd (5) pt on the .ppropri.t. airplan.. E.cll
of the.. at.p., of coura., could be .xpand.d in
det.U.
Prabl..a of tbia aort .re cl.arl, DOt •• cl••n a.
puzzl••: th., dea.nd th. ua. ot l.rp ..ount. of
kno..l.dp: ,.t they b... in c_n aitb puzzl.a tb.
t ••ture ot pl.noinl • cour•• of .cUon to .cco.pUah
• COal.
Robouca re..arch (... Chart 9) b•• prob.bl, coo-
tributed the ...at to our IuIoorledp of boe to pn.rat.
plana baa.d OIl larce _t. of c_n-••n•• _1-
edp. K••••rcb.r••t lilT, uainl an .~ in • dOlI. in
of .iapl. bloc... (called the BlDOCS world) and at
SlI u.inl ....bil. robot in a doaain ot corridor.
&lid rooaa. b••• dew. loped ••riou. r ••aoninl .,.t..a
that can pn.r.t. pl.... of action for • robot. at
tb•••, _ .isht ..ntion in p.rticul.r STRIPS, SHRDLU,
.Dd IlAClCER (_ Chart 1).
There b•• been a lot of u..ful intanLal contro..ra,
• bout 110.. to build re••oninl .,at... &lid .bout the
be.t direcUona for r ....reb. For. wIlU., th.re
••• hope In ao.e quarters that aCMe unl......1 .,.a-
t_ (b._, for .,,_1., U'" QA3 on Robinaon'.
re.oluUolr principl.) _ld be u..d for .U of the
te.... we b... Mntioned ao far: puule-aolvinl,
,. 'I-IFI"
queatlon-an...r1ftl', and ca-on-"n•• rea.onlne•
rtrat attnpta to build luch unt._ra.l .ylt••• were
wuucc•••tul tn the IncorporatloD of the D.c••••ry
donain-.pacific knowl.dp and t.cboiqu•• and, as tar
.. t know, there are at pre••nt no ..rloul advocates
of a alapl. univ.r.al .r.t•••
At til. oppo.U••"t..... of tU. contronr.r, howev.r,
are the propon.nt. of .b.t 1 would c.n .d boct ....
To tb••, follo..inC !2% .,.teaatic .ppro.~~-
th.... E.ch t~.k .bould "iaply be procr....d on tts
own u.inl ah.t.v.r tric'" ailbt be nNd.d. Ther. ia
no doubt th.t tbi...ind of opportuni•• i. b••lthy for
• croainl field atUl in ..arch of i U pn.ral prin-
Cipl... SUllo the folloeinC point auat be ••de
aplnlt r ••p.at ad hocta.: One part of dey.lapine a
.ci.nc. U to di.cov.r tho•• conc.pta th.t are I....
port.nt. w. au"t trr to produc. IntelUpnt beh.vlor
out of .,.t••a U.it.d to ..riou. coebin.Uona of
trial conc.pta. OUr faUure. t.n u. ahure our
pre••at CODceptl are weak and elv. UI hlat. about new
on.. th.t .iCht be need.d. It our tri.l conc.pts .re
.1..., ••llowed the crutch of .d hoc I..... do not
1.am .noup about. where the concepti· are ••ak•
Another con trover., concerns how .ucb knowledc. we
oupt to elve our re••onlne procr.... At one ex-
tr... are re••arch.ra ..ho inaiat th.t tb. procr••
Ihould be Ilven onl7 10" b••le pre.l ••• fro. which
it auat !!!!:!.!! an, int.....di.t. knoaledp it needs to
arrive .t .n an...r. At the oth.r (.nd ispoaalble)
."t , procr..a would be provld.d .xplicl tlr ai th
an re to 811 prabl.... Th.... are 80" who feel
th.t d.ri..Uon of anew.n ulU••tel, aUl play .uch
• larl. role in intelUpnt .yat••a th.t we ••y ••
..11 concentrate now on derivation ·technique.. To
toree d.ri.ation, th., tend to work with ..noalodc.-
18pOYerlahed .,..'l•••.
The conl.nlU. Juat DOW ...rc1DI fro. thl1 controyeray
U tbat, bec.ua. of co.bill.toric probl•••••n intel-
Upnt .,.t.. prob.bl, aUl be .bl. to ••k. onl,
.re..on.bl, direct d.rlY.Uona .t .n1 .t.p. Thua•
to d.al ai th • larp donain, aucll ••y.te••uat begin
aith • larce ....l.tal network of b..ic knowl.dg.--
.bout the donain .nd knoal.dp .bout hoa to u.e it.
_ ..ledp. An, .,.cur.ion fro. the known (.xpUcitl"
...pra..nt.d) kno..l.dp into the unknown (d.riv.d) c.n
~hU. be
H
well-palded (1 ••• , practical) even th;'ugh the
volUII. ot the unknown p.rt it••lf c.n be ."tre... l"
lar.... It 1. HIl••l ••• to lnltlt lhat, to .nlwer a
&1ncl. qu.aUon, an int.lUc.nt .y.ta. auat r.p.. t
the t.diou. trial and .rror evoluUon ot • large p.rt
of our cultural .Dd .cientUic knoal.dp to aa"
notbinc of po.albl, h.vinc to repa.t such ot blolacl-
cal ..olutton it..lf. Even the "let'. derive all"
.cbool would .ere.. lIbet ..abel'. of thl••cbool .nd
ao.e other. did not realize ••• JUlt how~ know1-
.dp would Un.U, be n.eded b, int.Ulcent ayste•••
GlY.n thia re.UzaUon. the only poa5\bl. cour•• i.
to buUd "........l.dp-b...d .. proCr.....
2.2.2 Model In, and "pre••ntation of knowledge
(Cbart 2)
Our id bout how to repre••nt kno..l.dp bav. coae
fro. ral of th••ppUc.Uon. ar.... (Quit•
o
lIina.., (874) cue.... the t • knoel.dp-b a .yate•
.....&ooinl .bout vi.u.l i ..... (. a,.t uch .s
.icllt be po......d b, • typic.l bunan) "Slgbt n.ed
• f... aUllon., but not bUUon., of .tructural
uatta, lDtercoDDectlonl, pointera."
-'..
.,
i
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obvloualy, every AI procram u••s aa.- representa-
tlon.l .ch.... W. clt. ln Ch.rt 2 Just. few ot the
l.portant contribution•• ) R••••rch.r. 1n ••chin.
vl.10n .nd perc.ption .nd ln natural lanSU.p und.r-
.t.ndlne were perh.p. the tlr.t to r ••llz. how .uch
knowl.dge would be need.d by hieh pertor-ance
procr.... The.e two .pplic.tiona .re•• have thus
prob.bly contributed the .ost to our repertoire of
representational techniques.
Th••y.t••• mention.d in Ch.rt 2 cov.r .0•• ot the
aaJor SUlleationa. ror example:
Gr••n (l969a,b,c): St.t• .,enta ln th. Hrst order
predlc.t. calculus.
Quilll.n (1968): Conc.pt node. ln ~ cr.ph .tructure
linked by ...rlous r.lationships.
Sch.nk .t al. (1972): Canonical concept .tructures
havicc "alota" for ease information..
Hewitt (1969,71) .nd Wlnoerad (197l): Pat tern-
lnvoked procedure. plua ••••rtion••
RulUson et al. (1971): Pattern-inyoked procedures
plus .pecial list structurea such .s n-tuples, bags
• nd .et. with prop.rty li.ts all oreanized in • dis-
cri.inaUon ne t.
N.w.U (1967): Seta of production. oreanized as
Markov tables.
lIin.ky (1974): Hierarchically oreanized .tructures
called "frame .ystems." These have "free variables"
(an.loeous to Schank'. Ilots) that can be .atched
alsinst constants occurring 1n the data to be
analyzed.
For a perlod there was some controversy over whether
knowledp .hould be r.preoen ted asaertionally or pro-
cedurally. (As an extreme caa., a spiral, .ay, can
b. repres.nted assertion.lly by • liat of the polnts
ln the plan. throui/1 which it pass.... or it can be
represented procedurally by • program that draw. it.)
Scmethine of • cul twas ..ade of the "procedural em-
becidinC" of kno.ledee, but thia controversy aeellls to
be .ettlinc down now to an acceptance of the value
of a combination ot •••ertional and procedural
knowlede·.
Another eoneern, havine antecedent!! in loeic, is how
to represent certain "modal" concepta lnvolvinc time,
n.ces.ity, posslbUlty, .nd so forth. IIcC.rthy r.
Hayes (1969) b.y. analyz.d .o..e ot the dUHcul ties
111 tonaaUelne thd. conc.pts; •••n.,hUe, Hendrlx
(1973) and Bruc. (1972) h.ye deyelop.d .y.t... th.t
beein to deal '01 th .011. of them.
IIcC.rthy .nd Hayes (1969) al.o di.cu•• two fund.-
.ental problema concernlcl' repre.entation and
reaaonine. One i. called the !!.!!! problem, and it
conc.rn. certain dltHcul ties 0" model ..aintenance.
If .. have. representation ot the world at • cer-
tain 1natsnt (ba.ed on observations and! prior1
knowledge), how should we represent and use IO la• s
of phy.1C." to u?d. t. tbe 1I0del 110 that it repre-
aents the world {reasonably accurately) at SOH fu-
ture instant? It a robot removes a book trom a
shelt, can we assume that. door .~ross the room
remalns open without havinc to dertve this tact or
obaerv( it acaln? There are aeveral ••y. ot dealine
with thl. probl.... e. C., Gre.n (1969), Fikes aDd
NU.1I01l (1971), Samewall (1972), .nd Hewit~ (1969).
Th••e .r. nicely dl.cu•••d by H.y•• (1973).
Another problem. i. the qualific.tion prOblem. If
••yst•• us~. its repre.entation to "prove," aay,
th»t • c.rtain plan ..Ul achley•• deslred COal
0.9.
(th. CO.l of beine .t th••irport), ho...re we to
d.al witb.certaln dlfflcultl•••rl.1ne wh.n new In-
fo..... tion 1. receiv.d prior to ....cuUlle the plan.
Suppo•• , for .x..pl., _n. t.ll. us th.t OUr .uto-
.0bU. 1. out of p.oline so th.t DOW ClUJ' plan (th.t
call.d for dri.. ine to the .irport) ..Ul not work. 11'.
h.d prov.d th.t it would, .nd DOW 11", illlo,..Uon has
rend.red th. proof invalld .vell thoueb .11 of the
info,..tion on whlch the orielnal proof '0•• b.sed i.
.till pre••nt. H.ye. (11173) di.cu.... this vlolation
of tb. ".xt.Il.101l proper~y" and ._. th. clo•• con-
necUon betwe.n the qu.Uf1c.Uon proble••nd th.
fr... proble.. Syst.. buUd.r. ( •• C., H.witt (1969)
and Rulitaon .t al. (1972») h.v. lnv.nt.d c.rtain
con.tructs that .pp.rently pt .round th••• dUHcul-
tie., althouCh in a w.y that 1. ao-ewhat un.ati.-
f.ctory to 10cicians.
11'••re .till quit••••y, it ....., fro- h.vlne •
.ound th.oretical basi. for knowl.dge repr...nt.tion.
·It 1• • y Ylew th.t the n.c.soity of dey.lopine larl.
and coapl.x re••onlne .y.t.....ill produc. lh. new
concept. out of which the n••ded th.ories ..111 be
constructed•
2.2.3 Heuri.tic se.rch (Ch.rt 3)
On. of the fir.t r.sult. ot ••rly AI re•••rch ~•• the
development Of • point of vi•• toward probleM-_olvine
&01Mti... called "the heuriltic .e.rch paredip. ,.
The" are two clo.ely related "rslona of thiS
par.diem. In one, a "probl.." 1. tranaforaed into
th. c.nonlcal probl.. of findine • p.th throui/1 •
napace·· of proble. atate. froll the inl tial atate to
• coal (i ••• , .olution) .t.t.. In th. oth.r, • prob-
lem 1. ··reduced" to various subproblem. that are alao
reduc.d ln turn (.nd .0 on) until the ulti••tely ra-
sul tine subproblClls h.ve triYial or kno,n .olution••
E.ch v.r.ion i ...rely ••11ehtly diff.rent ...y of
thinking .bout baslc.lly the .... probl._.olvine
proce... In each.. the proc••• involve. pneretine
alternative path. toward solution., ••tt.ine up cer-
t.in k.y .Ueston••t.t.a (or .ubprobl•••), .nd
••n.clnc •••rch re.ources wisely to Hnd .cc.ptabl.
aolutiona.
The word "heuristic'· 1. u.ed because the•• technique.
.mphaslz. th. u•• of .pecial kno..l.dc.. fro. th. prob-
le.. dCllllSin th.t ".ld. in dl.cov.rlne ••olution" by
dr••tically reducine th. UOUllt of •••rch th.t ..ould
oth.rwi.e h... to be ..p.loyed. Oft.n thi. kno..l.de.
t.kes th. for. of "rules-of-thUllb" th.t h.lp to U.it
or direct th••••rch. Soeeti... th.re are collStrain-
inc relation. th.t can be ••ploy.d to U.it the
•••rcll n••d.d. (A good .x..pl. of the u•• of con-
str.int. 1. th. work of Waltz (1972).)
1 have .1~.d7' referred to aoae of tha heurt_tlc
.earch paradip ide•• (subcoata, re••onlnl backwards,
and ao on) •• beiDa basic to co.-on-••n.......onlne,
deduction, .nd proble••olvine (Ch.rt ll. H.r. (in
Ch.rt 3). we w.nt to cite ••inly tho••••pects of
heuristic ••arch d••Une ..ith til••••rch proc... it-
881f. Once a probl.. i& repreaented as a ••arch
probl••, ho.. c.n • 1I01ution be found etHel.ntly?
The ..archlne occurs ln one of two cr.ph .truc~ure.,
ordlnary cr.ph.s (or tree.), .nd AHD-<lR cr.ph. (or
tree.), depend inc 011 wh.ther the prDbl•• i. vl....d
•• on. of findine • p.th to • COal .t.t. or on. of
reduclnc probl..a to aubprobl..., r ••pectlyeI7. Tb.
••arcb t.cbnlqu•• tli.t h.v. beell dev.loped (by
workers in AI, con trol Useon. aDd ooe..& t lana
.-
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......reh) .... DOW ea-0017 uood io ...., Al proer".
aDd iD -07 of th.ir .ppUc.U...... 1Io.t of tho••
tachDiqu....118 .... of heurUUc.Ur-b.ood ."alu.Uoo
fWlcUOIIa that rank-order tile Wl.xplored DOd.a 10 til.
er.ph and thua iodic.te .hore ..arch cu ..at .fU-
d.ot17 proceed. F\lrth_, th re .....
thoO..... [Hart .t al. (lees)] at.U coodlUo...
UDder wblch tho.. March _thod lIIaruteed to
Uod opU..l p.th.. Th. probl.. of .fUel_tl7
...rchlol .0 er.ph h.. • ...otl.ll7 booo aol••d ood
thuD DO loopr occupl•• Al .....arch.r.. Thl. 000
core ....., at l.ut, _ to bo _11 uod.r cootrol.
~,2.4 Al .7.t... aDd loogu.ge. (Chart 4)
Th. proer...l01 lanlll.p. d..,.lopod and u••d b7 Al
re••areh.r. .... iDelud.d ...01 tho COre topic. bo-
e."'. th.7 ftbod,. tho .... t u••ful of the core id...
d ....d7 dbc....ed. Earl,. Al .....arch.r•••• tho lI.ad
for prop'''' that could .tor., .ee•••, aDd aaolpul.t.
U.U of .,..boUc ioforaaUOIl. Tho _00. for .chl._
iOI tIIa.. aDd oth.r opor.UoDa _re buUt iota .ari-au. U.t proc...iol 10011I.1"., priaarU,. IP~V aDd
LISP.
Att.r ,..ar. of n ••areh u.iOI th 1&1111I.1".,
it boe PP....ot tb.t At &J.t h.d 0, ro-
eurriDl oood for oper.Uo....uch areh,
.xpra••ion-ntri•••l, .nd p.tt.rn-••tehlnl. Th.
..."t .t.p ••• to bulld th... oper.tion. loto the
lUIU.p. th....h... Thu., In the lat. 1960a,
&IIotb.r cen.r.tlon of At lUIU.I.....rpd, lanlU.p.
auch •• QA4 aod P1AlIN!:Il,
Ed.ard r.ipnb.u. one. ehar.et.riz.d prop'''. in AI
rel••rch •• procre•• along the " ...hat-ta-how" lpectl"Ull
of eo-puter 1.ncu.~.. At the "bo." end ot thla
lpectrua are the ••chine l.ncu.... u..d b, prosr....r.
aho ...at liv. til. eoat d.taU.d inatrucUona to the
eo.puter. Aa one prop-e•••• toward the "what" end,
the prolra_er l ••v•• ItOre and 110'" of the detatl.
of how operation. are to be carried out to the
lanC;;ce aDd call be 80r. anet ao,.. concerned only wi th
ab.t U to bo don.. AI l.ncuapa .n now DOderat.l,.
~.10DI to.ard the Itwh• t " end, and the proper 10&1
of Al rea.arch (.ecordinl to tbi•• i ••) 1a to era.t.
1.nlU.p. even c10.er to the ".h. t" el1d. It ••y well
bo th.t, ulU••tal" tho Hald of AI aUl 10 larp
p.rt be concerned w1th the deve1op..at of .uperpo.~r­
tul CDllPUUnl lancu.eea. In thU licht, the boat
w.,. to ure AI pro...... i. to look .t tho AI
1.nl\l .
w. do DOt b....p.c. hare to tr.c. the develop_nt
of At lanlll&p. IIDr to d..eribo the .pedal f ••tur••
th.t th.7 ••10••".U.bl. to AI ra...rchera. For-
tunatel,., then 1. ao e"eell.nt tutorial paper b,.
Bobrow .nd R.ph••l (1973) th.t 11.e•• verJ el.ar
.ceoWlt of the II•• lanlll&p••
Cllrrantl,., • larp part of AI re..arch 1a boiol eo...
ducted b,. &lIPari_ntinl alth ey.te•• wrltt.a ia tb.
a.a l&llcu.p.. Th. lulII&p. provide .apae1all,.
~rful ..ch.nl... for npra..nUal tb••"t.DalY.
knowl.dp ....d.d by pre••nt prop'.... F\lrth.raora,
thi. knoal.dee can now be ••• il,. .dd.d illCreMat.117
.. tb. prop''' ••01... uod.r tho tut.lap of h......
• "parU in tho do.aio. WiDoerad'. (l971) natural
lancu.co und.r.tandiol ey.t.. and W.ldiopr and
La"it,·. (11174) eyate. for prOYlDl ....rU.....bou'
prop'''' .... coocI ."..pl•• of ..... tIIa ~I' of th...
lUIII&I.. i. boiol ua.d.
0010
It would DOt bo unra••onable to azpact th.t currant
aDd future exparl_at.UOII .Ul le.d to tho crJatal-
U ••UOft of .ddiUo l conc.pt. C.uch ... parb.p••
.io-k7' _ (1974) 1'1' S7.t...) tII.t .Ul he ineor-
por.ted in ...... rouod of AI lanlll&p., ooa.ibl,. in
the lata 11170••
Proer'" b••• _a written th.t coo pla,. ....ral
, ... tb.t buaan. fiad diffIcult. Aa the ..at faaou.
.....pl., ...icht _Uon tho che.. pla,.iOI prolr••,
IlAC-HAClC, of GrHnbl.tt .t al. (lM7). A ion of
thl_ prop'- .chi.ved • Ualted Stat•• Ch Federa-
Uon r.Unl of 1720 in on. to.........nt. Saaual'.
proer'" for check.r. h.". bo.t.a .xport. io the
pma. saveral oth.r prop'....... _aUoned in tho
chart.
LaYy (1970) deaerlbod • pro..... written b7 Atkin.,
st.t., &lid Garland at IIortb_at.ro Univ.rait,. .nd
.aid that he thouch tit... .tronpr th.n
GrHnblaU'.. H•••U.ated it. raUol at .bout 17~0,
abich would ••ka it, h. cl.l.., tho ~OOth ba.t pl.,.r
in Brit.iD.
Coaput.r ch••• tournaaant DOW hold routin.ly•
a.auu. of th....nd oth.r bout COIIputer che..
have _n rather e"ten.i••l,. r.ported in tho SICART
II..al.tter .1_ 1972.
...t I'" pl.,.inl prosr'" .tlll u.. rather .tr.ilht-
forward tra....archln' id... and are _.k in th.ir
.... of bich-lOYal atr.telle cone.pU. It i. pn.r-
all)' .creed that advaftc•• 11l the ua. of at,..teU and
in end-I'" play are D.C••••ry before che•• procr•••
can 6ae.... aubatanU.ll,. batter, .nd th.y .... t ba-
..- aubatuUally baU.r bofora th.7 e.n bo.t huaan
eb..p1oD&. (World Ch..plon Bobb7 Fi.ch.r i. r.ted
.t .bout 2810.) La., (l970) i. rath.r pe.ai.i.Ue
about the rate of futUl"'e pro,"•• 1n ch••• and hal
_ •• £:1~ bat aith Prof...ora IIcCartby, P.pert,
aDd lIiehl. that • prop''' C.Mot bo.t hi. 1a a ••tch
b7 Aulll&t 1978. (La.,'. raUnl in 1970 a.. 2380.)
Th. chart li.ts Juat • f•••"..ple. of AI technlqu..
th.t h... _n .ppU.d ill .yat th.t h.lp hu••n .
prof•••lonal.. Tha .arl,. AI rk Oft .,..bolie inta-
p'aUoa, topthar .Uh the ....rk on alcebraic .i.p11-
fie.Uon, colltributed to • nuabar of .,.at for
.,..bo11e ..th...Ucal coaput.Uon.. 110 (1971b)
pre.enta • I'OOd rev1e.. S,.lt... pre••ntt7 esllt
that c.n DOlv. a,..boUe.ll,. 00 equ.Uon 11ke
,2" _ 3,." + 2 • 0 (for ,,), and tb.t c.a int.erate
_,..bolie.ll,. .a .xpre••10n lIke I(" + .,,)2 d". Such
ay.t....re quite ....fully ..plo,.ed in phy.ic. ra-
..areh, for .nopl., In which ."pr...iOlla ariae
h.vinl huodrad. of t.ra••
Anoth.r quit••ucea..tul .pplicaUon i. tho DEKDRAL
prop''' th.t hJpoth•• ia•• ch••ieal atructura. fro.
• eoabCn.Uon of •••••peetrop''' .nd nuel.ar ••c-
aetic relOD&DC'e data. 'lbe .,..t.. 1. pre.ented .1 th
tbl. data froo·....pl. of • known eh_ical eCilpouDd
(that S., it. ahnical foraul. i. knowo). It u...
.._ral lOYal. of _ladI" .bout eh..Seal atrue-
tun••nd bow th.7 bre.k up In .... apactroaeoP7 to
iDf.r tb••trueture of tb. c..pound. It c.n de.l .itt
i
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a lal'Se n\lllber of o....nic COllpound. 1ncludlal cOllpl.x
..ine. and ••tros-nic .teraid.. It. parfon.nce on
tbe .teroid. oft_ exc.ed. the be.t buaan parforaance.
TIle DEIlDRAL project typifie•••tyle of Al .y.t••
buUdiac that haD been quU••ucc..afully .pplied to
che.1atrr .nd _ otller d_in.. TbJ. d..iln .tyl.
in.ohe. int.n.lYe int.ractlon bet_n Al .d.nti.ta
• nd .pplic.tion••re••d.nti.t.. n. latt.r .ra
queried in the .iaut•• t d.t.il to .xtr.ct froe th••
rul•••Dd otb.r kaowl.dl. tbat .re operation.lly u••-
ful in the dOll.in. n ....re tb.n _ed lata the
.y.t•• by tbe Al .ci.nti.t••Dd t ..U .re run to
Judi. th.ir .ff.cti••a.... ne proc••• i. lonl .nd
inyolY.......ral U.ration.. Th••pplicatioa••d.n-
tht••re oft.n confront.d .Uh .pp.reat contradic-
tion. betwe.n bow tb.y ••y tb.y .aka d.ci.ion. aad
bow th.y .ctu.lly ..k. d.d.ioa.. Few of tb•• ha...
.ny re.lly Ilobal or co.pl.t.ly .ccurat. th.orr of
how th.y .pply thair kaowl.dl.. Furtb.raor•• th1&
kaowl.dl. i. oft.n infonal aad h.uri.tic. A•• r.-
.ult. the inl .y.t.. i •• coll.ction of ".lni-
tbeorl nd .pacial rul.. of ooly local .U.cth.-
ne... To u•• thl. d••ila .tr.t.cy, tb••yst•• au.t
be one that c.a d.al with a.ay••ad .o..tl••• coa-
flicUac, .ial-th.orl.... h .u.t alao be ••y.tea to
wbicb a.w kDOwl.dC. c.a cradu.lly be .dded .nd old
kaowledC. aodifl.d.
Aft.r .....ral DOath. or y.ars of th1& IOrt of cradual
.baplnC of the .y.t•• , U coa.. to .1aulat. the per-
fo",aace of the bu..a .xpert. whose kaowl.dC. 1t b••
I.in.d. Thil c.n.ral .tr.t.cy i. beclnalac to be
• .ployed .xt.ll.haly 10 Al .pplic.tioa.. [For ex-
.apl., ••••1.0 Shortliff••t .1. (1973).)
2.3.3 Autoa.tlc th.or•• ,roviaC (Ch.rt 7)
n.r••re three a.jor th......vld.at ia .tt.apts to
C.t coaput.r procr••s to prove th.ore..s In a.th.-
a.tic••nd 10Clc. Flrat, ••rly work by Al res..rch-
.ra produc.d h.url.tic procr.... th.t could prove
ai.pl. th.or.a. in propo.i tional 10Clc .nd blCh-
.ebool leval th.ore.. In plan. ceo...try. Th... pro-
eraa. u.ed (but adnly halpad to reUne) cOllcepts
11k. r •••oninl backwards, ...ns-end. analy.l., us.
of .ubco.ls, .nd the us. of • BOd.l to .11ainat.
futU•••areb p.th.. nix fact tb.t -Jocldlln. bad
already d.veloped pow.rful procedure. th& t .Uec-
ilY.ly .U.inat.d propodtional 10Cic ... dOlldn
requlrlac h.uri.tic probl._.olvlac t.chnlqu.a does
aot detract frOll the v.lu. of th1& ..rly work.
Loclcians w.re al.o d.v.loplac technlqu.. for prov-
iac th.or••• In the Urat orel.r predlcat. calculu•.
J. A. Roblnson (1965) .ynthe.lz.d .0De of thl. work
into a proeedure tor u.lnC a .incl. rule at inler-
ence, re.olution, that could ••s11y be ..chanlzed 1n
co.put.r proCrallS. Buildiac re.oluUon-ba••d prover.
qUickly bee.......cond theme 1n autOClatlc tbeore.
provinC, whll. oth.r approach•• laacuilh.d. Resolu-
tion had. creat influence on other application areas
as well (Chart. 1 .nd B). P.rfor.anc. of tb. reso-
lution .y.te•• reached i_pr••atve. if Dot IUperhuaan.
level.. ProcrUlI -ere written that could prove rea-
sonably co.p1.x, .ometl... novel, theore•• In certain
dOll.lna of .athe••tics. Tbe belt perforaance. how-
ever, .a. achieved by aan-aachine .y.t... 1n which •
• killed human provlded .trat.elc cuidance leavine tb.
• yac•• Co verify 1..... and to fill in ahort chaina
of deduction. [see e.pedally Cluarel .t al. (1969)
and All.n aDd Luckham (1970). Th. latter .,.t••
b••-beell used to obtain proofs of Dew aaCb_atlca1
r ••ult. aDDOunced wl thout proof lD the Hotic.s of the
,\aerlcan lI.th••atical Soci.ty.]
Variou••trat.cl.....re d...loped to i.pro" the
.Uid.llcy of the reoolution prover.. Th....trat.-
11.....re ..lilly b...d on the fo", Dr .7ftt.. of th.
.apre••lona to be prow.d and not OD .ny epedal knowl-
ede. or ...alltic. of tb. doaaln. In autoaatlc tb.ore•
proViDC. Ju.t a. in othar applic.tioDS .rea., ....ntic
kllOWledC. wa. ne.d.d to iaprow. perforaaace beyond tb.
plat.eu reaebed by the lat. 1960••
Th. work of Bl.d.oe alld hie etud.nte ie typlcal of
th. third and let..t th._ 111 .ut_tic tbeor•• prov-
Lnc. Al tboucb tbey ••pb..1z. the laport_c. of aaD-
.achill. 8y8t... , their pracr... th••••lv•• ba.e' beco.e
kaowlede.-bao.d .Peclall.to In c.rtalD ..theaatlcal
d.-dn.. Th. uo. of ....otic kaowl.dC. lD th.ore.-
provlac .y.te.. haD alao ren.wed lDt.reat in h.urla-
tice for .ubcoali~, and .0 fortb. The procr_e of
thl. croup are capabl. of provinc 00_ r.ther 1.pr••-
alv•.theorellls, and it CaD be expected that: the pr••ellt
..n-.acbine ey.t... wll1 produc••v.r eore Coapet.llt
.nd eore coapl.taly auto.atic oUsprinl.
2.3.4 Auto.atic procr.-ial (Chart 8)
Work in autoaatic proeraaodnl baa two clo••ly lnt.r-
relat.d coal.. 011. 1. to be able to prove th.t a
11ven proera. acts ln a Clv.1I way; the other i. to
eyntbeslze a procraa that (provably) will act ill a
eiven wa,. The fir.t .1cht be call.d proer_ verl-
fication and the ••cond procraa cener.tion. Work on
one coal lI.ually contribut•• to prOlre.. toward the
other; hence, we co.bine thea in our discu••loll.
aro.t of tbe work on proCr•• v.riflcaUon 1& ha.ed on
a t.chnlqlle propo••d by Floyd (1967). [see alao Turll1C
(1949).J Thla technlqu. lnvolv.. a..oclatinc a...r-
tions witb varioue polnta ln the flow chart of a pro-
cra. and then provlnc the•• a...rtioll.. Orlelnally.
tb.....rUon. h.d to be provlded by a h....n, but eo_
receat work h•• been devoted t:o ceneratinc the ••••r-
tion••utoDUcallyo' Once propo.ecI. OD. can .tteapt to
hay. tb.....rUon. proved .itb.r by a bu..n Dr by a
..cbln.. ne latter cours. lnvolves • clo•• link be-
t-..n tbl. fl.ld .nd that of .utoaatlc theore. provlne.
A receat aystea develop.d .t the Stanford R....rch
In.Utute [ElSpu at al. (973») 1. typical of on. in
whlcb the auerUon. are both produced [El.p•• (1972)]
and prov.d [Waldlnc.r and Levitt (973)] ... tomatically.
Thi••y.t•• has been u.ed to verify .everal pr0p'allls
includinc a rea1-nulftbe'r division aleori tha and 10••
lIort procra... I t has also proved theore•• about a
pattern ••tcher and a yer.ion of Robinson's (196~)
unification a1corithdlo. It 1•• COod axaap1. of a
.odern AI prolralft 1n that it .aka. effectiye use of a
larce .lIIOunt of doaaln-speciflc knowledce.
The clo••ly related _ark on prop-•• ceneration ha.
succeeded 1n produc1nc some .1lftple prorralllS. Typical
of thi. work 1. the systeDll of Buchanan and Luelth••
(974). Broadly viewed, the probl•• of con.trucUnc
• eOlftputer progr•• includes the probles of construct-
1nC a plan, ••y, fOT a roboC, and thus there are clo••
link. between werk in automatic procra..inc, robotic.,
and CORlllon-••n.e rea.onine .nd deduction.
Su••••n'. (1973) HACKER il another Iyltea Chat -r·i C••
.1I.ple procr••• for a U.lt.d dOOldn (th. BIDCICS
world). SU.....n·. coal for HACKER 10 for lot to .ia....
lace his o'Wn programming aty1e. An iJDport8llt feaCure
of HACKER il its Itrateo of aCtemotll1« flrat to
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writ•••i~l. "1.t'.-~-that-thi.-wi11-do"procr".
aad th.1l d.buccine it ""til it do...uc..-.cl .t it.
ta.k. To _loy tilt. .trat-er. IIAClCEIl u.... cre.t
d••1 of ao.1.dC. • ...... t liM1,. d ..... of procr..
.~ aDd _ to U" tha••
Acaln, 80_ of the aoat auee•••tul work ba. been 1a
co••etlon with _a-..chlae .,..t.... We include 1n
tIIi. c.t.COI7 ...rtaill ald. to b........ procr-r. auch
•• tIIo.. fOlllld i .. til. IIITEIlLISP .yat.. [Taltd••1l
(1972., b, 1973)]. III fact, .Il,. t.cblliqu.. tb.t help
_u ~ production of procr". _r••ftiel.llt .icht
be c.11.d p.rt of .ut....tic proer...inc. Ba1z.r
(1972) pr.... id... co<>d •.-.r,. of thU bro.d "ie. oC
~ tidd.
2.3.5 Ilobot. (Chart 9)
Enl7 ..ow aDd tII.Il, _n c.tIIer. up .h.t.nr tech-
1lO10C7 bappe... to ba .rDIlIld aDd .tta.,ta to buUd
robot.. DurinC the lat. 1960., re...reb 0" robot.
prorld.d • c...tra1 focu. for i ..tqr.tine _cb of til.
AI tacbDo10C7. To build ... l ..telHcent robot t. to
build • _.1 of _". Sueb. robot .hou1d baft cen-
.ra1 re••onine .bi1ity. loco_tty••nd ..nipu1.tiy.
dilla, pefC.ptud (e.peclaU,. ,,1au.1I .biHU....nd
f.cUit,. rlth ...tura1 1aJlCUac.. Thu•• robot re.earch
i. c10••1y li..ked With ••nra1 oth.r .pp1ic.ttons
are... In fact, .,.t of the re••arch on _chin.
rl.io.. (Ch.rt 10) waa, aDd i •• baine perfo..-d i ..
connectton rl th robot proj.cts.
Our prob1n-.o1"illl ...d repre••nt.ttona1 t.chniques
... probab1,. .1ready ad.qu.t. to .Uow u••fu1 cen.rd
purpo•• robot .ppHc.Uona; -,y.r••uch robot.
would ba perceptu.11,. i.,oy.ri.h.d YIltil we d.y.10p
• uch .or. powerful "l.ud .bUlti... Robotic. iI •
par'tlcularly &ood do..1D 1n whlc.b to pursue the nec-
••••17 ,,1.10.......rch.
Th. robot re...rcb of til. lat. 1960. produced .,..te..s
c.p.b1. of fOrUIll .nd til... 1..t.1Uc.nUy execuUnc
pl.... of .ction baaed 011 an illt.rnal _.1 of til.
world. Th. Edillburch. Stanford. BITAC••Dd lilT .y.-
_. co••ilt.d of _Dipulator ......nd TV c...ra.
or otll.r "laud Inp..t d.Y1cea. The.. bec._ c.p.b1.
of buildine .tructures o..t of .i~l. block.. In 0'"
c••• (Stanford). til••y.t.. could .....b1••n ...to-
_bile w.t.r p..-p. Th. Stanford R••••rch In.titut.
.,..tncon.1ated of • _bU. cart .nd TV c....ra (but
DO ua). It co..ld fo... aad .".c..t. p1.... for lIaYl-
C.UIll tllro"Ch • ai.pl••nrlro....nt of rGOlU. door-
w.,.•• and 1are. block•• aDd it. "i....1 .,..t.. could
recocalze and locate doorwaya, floor-wall boundaries,
and the bre. blocks. Th••,..t.. had .oph1aUc.ted
t.cbDlqu•• to .Uow it to recover fro. error. and ..n-
for...... circua.t.nc••• aDd It could .tore (l••rn)
C.ll.ra1ized nr.io... of til. p1.n. it prod..c.d for
f ..·ture u•••
81Dce practic.1 .pp1ic.tio... of c.ner.1 purpo.e robot
.,..t........ lOOr. mote than they do in other .ppH-
eationa ana.. the incr.a.inel, prapatic re••arch
cliaat. of the .arl, 1910a ha•••en a l ••••nine at
acti"ity In c.n.rd robotlc. re..areb. I .. the _.n-
tl_. ".riou. proj.ct. wl til the practic.1 lod of
ad".nc11ll indu.trl.1 ...t ....tion han baCUII to .pp1,.
___ of the dr.ad,.-d.nloped aaIlipulaUve aDd Ylaud
.kl11. to f.ctory •••••bly and in.pectio.. prob1....
It ....a rea.onable to predict that -an'. historic
fa.ctn.tion wlth robot•• coupled with. lIaW round of
adyance. ID rl.ioll aDd reaaoDilll .bUltl•• , rlll
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lead to • re.urrence of i ..t.re.t ID C....rd robot
.,..t•••• perh.p. durlne ~ ;.t. 1970••
The abUtt,. to IDt.rpret rl.ual i_a of tba ....r1d
18 ad.quat••llOUCh eYeD i ....... l ....ct. to culde ....y
co.p1." bahaYlor patt.rna. Y.t the ....lyala of
enrrda,. rl.ud ........ b7 ..chi....tU1 main••
lere.1y ..nconqu.red cball.nea to AI re.earch.r••
Early work conce..trat.d .1.... t .xc1u.iY.1y on d•• icn-
illl .,..t._ tbat could daa.U, two-di_... iona1
l-ae•• Into • _11 .._r of catecori••-alph.-
.._ric cbar.ct.r recocnt tlon. for ."..,1.. In
f.ct. _eb of the AI work durilll til. 1iso. wu con-
caned witb patt.n reeopltjoa. .....rch.n. such
a. Frank loeenb1att &lid 011ver Se1fridc•• were Inf1u-
...tid 1...haplnc· tllla .arl,. perlod. P.tten> d ...i-
flc.tlon (or recornl tlon) contillU•• aa par.ta
actin re••areb IDtar••t, but .1nc. a t ll1e5.
AI l ..tere.t 1D "lalon baa C.lltared OD til. _re dU-
flclllt prob1•• of Il1t.rpretl1ll aDd de.cribine c_p1ex
thr..-di_nsiona1 ......... Both aapect., cla••Ulc.-
tlon aDd de.criptlon••r. thorouChly and clear1,.
tre.ted In .n exc.11.lIt textbook b7 Dud. and B.rt
(1973) •
Mueb of the .c.... and,..la work can ba tr.c.d to
.obart'. (1963) influential. tIIe.i.. It eat.bU.hed
a tr.nd of ana1yzilll .cen•• c_aed of pri•••tlc
.01id. (the .0-ca11.d "blocks world"). Workine wlth
the•• (.o_U_. co.p1.x) .c.n•• c...po••d of .i.p1.
obj.ct. helped to e.tabU.h • wid. r&"C. of t.eb-
Diq.... for conYertllll r.w Yld.o i_ea. l ..to .,..boUc
·d••cripti~... ba.ed 0.. concept••uch •• 11 recloll••
.Dd .i.pl••h.pe.. The MIT "copy" .,..t for .x-
IJI\lle, C.II u•• a "laual Input derlc. to look at •
.call. conal.tine of ••truct..re of b1ocka. Th••,..-
t .. can an.1yz. the .c.De to for- • repre••Dt.tlon
of how tha b10cka .re .rr.nced. Thi. repre••ntation
can then 1at.r be u.ed (wlth the robot .....,..t..) to
reprodllc. thl. exact block .tructure fro. dl••rrane.d
blocka.
s_••ucc•••ru1 .xcur.lona out.id. the blocka world
hay. baen ••d.. (S.. tile .ntrie. to the richt of
the daahed U ... In Ch.rt 10). Indaed, _nl re-
.earcher. contend th.t contlnul1ll to work with
b10cka h...ctu.lly hlnder.d re••arch procre•• in
.achine Yi.ion becau.e it ha. all"wed workers to
.void f.clne c.rt.ln key prob1......oci.ted wlth
doea1n s.aantica, d1atlftcul1h1nc fe.ture. of co.ple.
object•• and new repre••ntatlollal .ch..... III any
caM. 'worklll1 with IIOre coapl.x Icene. 1. now well
e.tabU.hed. Th••pirlt of rec.nt work i. well cJe-
.cribed In • note by Te..eDb.u. (1973). Ac.in,
kDow1edce .bout the do-at.. i. crucid to .c.... Int.r-
pret.tion.
2.3.7 Natural l_neua,. alIt.... (Chart 11)
Procesllnc written and lpoken to",1 of n.atural
lancuace. hal been the subject of 10 .uch rel••rch
th.t til. tuk of .urveyine procre.. in thla U.1d
alone should humble anyone. How. theil, are •• to
••y .lIythinC very helpful ill JII.t • few sent.nc•••
The Interested re.der .hou1d ... the GENERAL volume.
clted in Ch.rt 11.
Perhapa a de.crlption of the power of aome repre-
.entatlYe .y.tems wl11 .ufflce. WinoCr.d (1971)
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l.pl_ftted ••,..t•• th.t c.rrl.d Oft "bloca....rld..
wrltt.a dlaloc. 11k. the follow1DJ:
IIan (t)'P1IIC lato a teral...U: WIllch cube 18 aUtinc
Oft the tabl.?
8,..t.. (pn.uUDJ t."t Oft • d18pl.,.): TIl. l.rc.
Ift.a OM ..hlch ...pport. tile red p,.raald.
.: 1& th.... a 1&rJ. block behlDel a p,.raald?
s: Y••• thre. of th..: A 1.rI. I'lHt 0.... a larc.
cre•• cuba. .Del tile bl... one.
.: Put ....11 00. onto, th. cre.a cuba ..hlch .up·
port. a p,.raald.
8: 0It
.: Put the 11tn••t PJ'raald Oft top of 1t.
S: 0It
TIle .,..t.. d.DOa.tr.t•• le. UDd.rataDdlDJ of the l •• t
two ....-cd. b,. hariDJ a d ...l.ted robot .n carr)'
out .pproprl.t••ctlona 10 a .1_1.ted block. world.
TIl. work of Sch.nk (1872) t,.plfl.. • r.ther .ucc.a.-
f ..l trend 10 oat..ral la0Jll&J...Dd.rataDdloc. ...,. of
the rec.nt ayat... , in 0_ ••, or aDatber, atte-pt to
••tch a a.ctlon of input text or utterance ..alnat
•••aoUcall,. llkal,. .tored .tructur.a (that are IlOr•
or 1••• co.pl ) Th••••tructure. ar. them••lv••
• eb.... or .c rl0 f ..U1•• 'h.v1", variabl.. th.t
.... bouod to coft.t.nts la tb. 1nput d..rt", aatchl",.
The lnatantlated acenarloa aerve a. a aort of deep
• tructure th.t repres.nt the ..ao1", of the ..tt.r-
.nce. [5.. al.o 1I1a.k,. (1914).)
The JOal. of • coordln.t.d .clenUflc .ffort to pro-
duce .yst.as to uDderatand 11alted utteranc•• at
conUn..o..s .peech are cl..rly outllned 1n • plan by
11....11 .t al. (1911). If the JO.la .re ..t. b,. 1976
• prototype .y.te••hou14 be .ble (In the conte"t of
• lialt.d do.ain of diacoura.) to understand (In a
fn Ua.. real Uae) .n ""'~r1c.n (_ho.e dlalect ls
not extl"e1Mly reclonal) apeakine (in a "natur.l"
a.nn.r) ord1nary (.Uho"Ch perh.p. :o...what .laple)
Enc1t.h .entences constructed tr08 • lOOO-'liord vocab-
ulary. Th... projects br1ne topth.r workers ln
• couatiC••nd apeech r ••••rch •• well as 1n AI. The
proJ.cts ••ea to be aore or 1... on .ched.. l ••nd wlll
prob.bl,. .chiev. credit.ble perfon.nc. b,. 1976. (Ill
the sp1rlt of the vacuenas. ot the phra.e "a fe.
U ... r.al U ..," the proJ.cts oueht to .chlev. the
1976 coel•• t leut .....U .. ln the lot. 1970•• )
In ..y oplnlon, the ..ork ln n.tural l.n",.c...nder-
.tandlnc 1. extreaely laport.nt both for 1t. Obvlo...
Applic.uon••nd for it. future potenU.l contr1b..•
tlon. to the COr. toplc. of AI. It 1. the pr1_ .x-
...ple of a field 1n wh1ch reuon.ble p.rfora.nc.
could not be achieved by kno.ledee-l~poverl.hedsys-
t.... Ir. 1l0W know the t understander. need \arp
uaounta ·of knowledce; the chaltenee 1. to att••pt to
bu11d .oa. re.lly laree .yate•• th.t h.v. the .de-
quate knowledc. and to laarn, by our al.take., the
orc.nlz.Uonal pr1nc1ples need.d to k••p these larp
• ystea. froa becolll1nl unwleldy.
2.:.8 Infor••tlon froce.slnl psychol0ll (Chart 12)
COllputer actence 1n ceneral and AI til particular have
bad. tre..ndous l.pact aD psycholoa. They pro-
v1d. the conc.pt. and the v.rr voc.bular,. o..t of
.blch to construct the eaat u.eful theor!•• of huaan
behavior. In.y op1010a the roea8Oft that, .ay, prior
to 19~5, there .....re, in f.ct, DO adequate thaor1a.
of huaan beh.v, , percepUon, and cocnl Uoa 1.
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becauae the concepta out ot wbicb to coutruct th•••
theorl•• h.d cot ,..t _n foraulated. Befo... we hay.
the concept. (.nd th.,. are DOW cra4ll.l1,. .ccuoulatloc)
it 1••• lIlpo••lbl. to llDd.r.taDd b....ft tbo"Jht •• It
.... lIlpolllble to uod.rstaDd 1I&'Illlttoa, I.", !lefore
we b.d the COncept of eo...... • Deleutand. tb.
world b,. CODOtrlctlnC _al., d hl. _al. are oft.n
ba..d 00 coocept. dr.... fro- bla t.chooloJlcal 10ven-
t10n.. W. aa,. DOt uDd.r.t.nd aaa l ...dl.t.l,. .ft.r
bu11dlol the Urn robot, but we cert.lnl,. won't un-
d.r.taDd bt- befor.: (We cot. 10 P•••10C th.t kDo.l-
edp .bo..t the .tructure aDd fWlcUo.. of th.....ro_
or .0,. oth.r b..lc coapoo."t of the ,br.l_l. lrrele-
"aot to the klDel of ..Del.r.taDd1ac of 10t.ll1pnce th.t
we are ...k10C. Sa lo"c •• tbe.. COllpo..."t. c.n per-
fora _ v.rr .1apl. loCical oper.Uon., th." it
doe.n't re.ll,. aatt.r wh.th.r th.,. are "auron., re-
la,.8, Y.c~tube., tzoanalatora, or whatever.)
An ."c.llent .bort .CCOWlt of the relaUonship betw••n
AI aDd p.ycbolon ha. _a ..rttt." b,. 11....11 (1970).
lIhU. h•• perh.p. prud.ntl,., adopt•••_hat 1•••
nt..... poalUoo thao alM .bout tb. d.peod.nce of
ps,.cbolory on AI. he n.verth.l••• Ihow. bow thor-
ouebly lDforaaUoo proc••dnc ld••• b.ve pen.tr.t.d
p.,.cboloClcal tbeorr •
Mo.t of til. lnforaatlon-proce••1nc-b...d p.ycboloCY
to d.t. haa be.n d.vot.d to .xplalDlDJ .1 th.r "lIOry
(e.c .• EPAJI and BAlI 1n Chart 12). perc.pUon [ •• C••
IIt.rnberc (1966»), or probl•• eolvlDJ ( ••c •• 11....11
aod Sl_n (197:1)). Prob.bl,. the llO.t coapl.t•
• tte~t .t uod.r.taod10c h..... probl olvl11C .bl1-
lty 1. th. l ••t ...otlon.d work of N ll .od Sl_n.
Thl. '101... propo••••n lnforaatio" proc...1JlC th.orr
of probl._.olvl", based 0" the re.ulta of aao,. ,.••n
of res••reb ln p.,.choloJY aDd AI •
An1..l behavior ...hll. lonl the .pecl.l l"ten.t of
exp.rl..ntal p.ycbolOCiata. h•• b.d llttle
lnforaaUoo-proc...1DJ-b.aed th.oreUc.l .tt.nUon.
Soa. _.la 10splr.d b,. .tholoCl.ta b.v. be.n pro-
po••d by Fri.dman (1967). I tblnk that tile proc1..c •
tlo" .y.tea _.1 advanc.d to .xpl.l" c.rtal" buaan
probl...01v1nl beb."lor by 11....11 (1967) aDd col-
1••",•• alrht be a .tartinc polot for ao ."t.n.tv.
theorr of .n1..l behavlor. II....U. h1a••lt. not••
that th.s. proc1..ctloo .,..t... cao be "l....d u C.n-
.rallz.Uon. of .U...l ...-re.po.....,..t.... [lnc1d.n.
t.U,.. tb••ntire repertoire of ..hat ... C.ll.d
"lntermedlat.-lev.l .cUoo." of tbe Staoford It••••reb
10.Utute robot .,.u.. (It.ph.d .t &1. 1971) ....
lodepend.ntly procr_d 1.. &1_.t .".ctl,. thla pro-
ductlon foraall... Proc1uctloo .y.t h.v. be.n ....d
In oth.r AI proCra.......11.) 11 11 aDd Slaon
(1972. p. 1103) bav••100 .t.ted th.t th.y "bav••
.troDJ pr..onlUon th.t tile .ctual orlaolzatlo" of
b__aD probl•••oivine 'procr... elo••l, re...ble. the
productloll sy.t.a orcanlzatlon •••• " It YOuld ...
profitable th.n to .tt.apt to trac. tbe .vol..tio ry
d.v.lopm.nt of th1. hypoth••1z.d prodUctlon .,..t..
oreanlz.t10a down throueh eo.. of the b1eh.r .nlaals
.t le••t.
3. COIlCLUSIOllS
I" .-rr that tile AI caapalc" 1. belDJ
".eed on ••wral dlfferent fronta. aod th.t tile ric-
torl•••••••11' •• tb•••tbacka. contribut. to •
crowl", cOlIIIIOn cor. of ld••• that ••p1r•• to be •
.ct."". of Int.llll1.0C.. AcUDOt thl. b.cqrowJd.
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it 1. worth _nUonine so_ of tb. popular criU-
el••• of AI:
(1) AI ba.n't redl" don. anythlne y.t. Tbsre.re
• f.. "toy" procr... tb.t pl.y .iddUne cb... and
.01 i~l. puzzl•• lik. ".i••lon.ri•• aDd canai-
b.l but the .ctu.l .cco-pll.baant. of AI _ ••ured
.Cain.t ita proa1&•••re di..ppoinUnc. (Se., for
.....pl•• Dreyfu. (1865. 1812),) [lly co_nt .bout
thi. kind of critlci.. 1. th.t It••utbor. b.ven't
re.lly look.d .t AI re••arcb p.. t .bout 1960,)
(2) IIot onl" baa AI not .cbl.ved .nytbinc, but ita
CO.la .re .ctu.lly 1.po..lbl.. Thu., AI 1& .o_tblne
like alebe.,.. It 1& 1.po••ibl. in principle to pro-
Cra- into co.put.r••uch n.ce••ltl•• of lnt.llll.nc.
u· "frla.ce con.clou.n•••• and "peraplcuoua Iroup1nc."
(Alain, ... Dreyfu. (1965. 1912).) [Th1& klnd of
criticl.. 11 actually rather brave 1n yl•• of tb.
f.t. of ..ny previous 1.po••lbll1ty predictions.
Thl••tt.ck .i~ly look. 11k•• poor bet to _.)
(3) Th••ubj.ct ..tt.r of AI, ...... ly lntelUc.nce,
i. too bro.d. ' It'. 11k. cl.l.ine Ici.nce 1•• fleld.
[Th1& critlel••••y bav• • 0_ ..ri~
(4) Ev.rythlnC h.ppenlne ln AI could Ju.t •• well
happen 1n other part. of co.puter science, control
encln..rlnc, .nd p.ycholol)'. There 1& re.lly no need
tor thi. AI "bridce" betw••n already e.tabUsh.d diS-
clpline.. (see LiChthill (1913).) (Thi. kind of
criUci•• c.u.ed quite ••Ur in Cre.t Britain re-
c.ntly. I thlnk I have .hown th.t the .o-called
bridp h•• quit•• bit of internal .tructure and is
contribuUnc • h.avy trafflc of ldeas lnto 1to
t.rmlnl.)
(5) AI 1& iapo..ible becau•• it i ••tte~tine to re-
duc. (to und.rot.ndinC) .0_thlnC fund_nt.lly "ir-
reducible. to FurthentOre. thIs very att••pt 11 pro-
hne: there .re c.rtain ....ome .y.terles ln Ufe
thmt beat r"aln .ysterioue. (S•• Roszak (1912).J
[lly prejudice .bout thl. view 1. that, .t be.t. lt
11, of cours., non••n... A blind refusal even to
atte.pt to und.r.tand i. p.t.ntly danl.rou.. By all
_ans, let us DOt" tonela•• a ··rhap.odic underatand-
ine" of ,th••••y.teri.. , but l.t u••lao re.lly
und.r.t.nd th••. )
(6) AI ta too danc.rou•••0 it prob.bly oulht to be
.b.ndon.d--or .t l.ast ..n"ly U.ited. (S.e
Waizenb.u. (1972).) [lly vi.. i. tb.t tb. potential
dancer of AI, .lone with .11 other dancer. th.t ..n
pre••nt. to hi..elf, will .urvive .t le•• t until ...
h.....cienc. th.t re.lly und.r.tand. buman ..otions.
Under.tandine th••e ~ns. DO 1••• than und.r-
.tandine lnt.lUI.nce and perception, ..111 be an
ulti••t. eon••qu.nce of AI rea••rch. Kot to under-
• t.nd th.. 1& to be u their _rcy forever, anyway.]
The on. critici•• b.vine any weicht .t all, I think,
1. th.t AI ..y be too bro.d and diver•• to reaaln •
cohe.l". field. So f.r. it baa .tayed toc.th.r re.-
.on.bly well. Wh.ther i t be~ln. to traction.t. lnto
.ep.r.t••xotic .pplic.tion••re•• of coaputer .ci-
.nc. d.pend. lareely, I thlnk, on wh.ther th....p-
pU".Uon. continue to contribute core id... of creat
c.n.raU ty.
1Ibat 1& tb••tatu. of th••• core ld... tod.y? Th.re
.re two extr_ Yi.... I h.ve h••rd John IIcCarth"
••y (perbap. only provoc.tively to stud.nt.) th.t
re.lly lnt.1Uc.nt procr re • lonl ..a" off .nd
th.t _n .. fin.ll" .chi th•• they ..111 be b...d
OIl id••• that a ...a"t .rouDd yet. Thelr builder.
rill look b.ck .t AI in 1974 .. beine • period of
pre-hi.tory of tha fi.ld.
On the other hand. what if ...lread" h... mo.t of the
id... tbat ...re colnc to C.t. id... Uk••UUon. of
coordinated .ini-tbeori••• procedural eabeddlne of
knowledC., ••&OCi.tiv. retri.v.l. and .eenario franes •
Suppo.. th.t we bave now onl" to d."..,t. the larc. ef-
fort required to build re.ll" hOCe lnt.lllcent .y.te.s
b...d on the.. id.... To.,. ~l.dl., DO one .dvo-
c.t.. this .It.rn.tiv. Yi.., but consid.r thta: ,Wh.t-
....r the n.ture of an int.lllC.llt .,.t•• , it rill be
exc••dlnel" caapl.x, Ite perform.ac. will d.rive in
larc. p.rt fro. it. COIIplezit". W...Ul DOt be .ure
th.t AI i. re.dy to ,build • lare•• int.llil.at .y.tea
until!!!.!! .. have daDe .0. 1be .lecanc. of the
b.alc id••••nd the an aDd powerful laneuacu alone
wlll not be .ufflcl.nt indic.tion of our .aturity.
At so_ ti_, w. w11l ba... to put toc.ther .xceedincly
cOllplex .y.t.... The ti_ .t ..hich it ta .ppropriate
to try wUl .lw." be • CU....
lIy CU••• i. tbat ...tUl ba... Cood deal of ..ork to
do on the probl•• of how to obtaia, "pre.ent, coor-
dinate, and u•• the extenal•• knowledce we DOW know
ta reqUired. But, the•• id.....ill not CCIa. to those
who _rely think .bout the proble.. Th.y wl11 COllI.
to tho•• who both think .nd eaparl••nt ..ith much
lareer .yu••• than w. have built .0 far.
Another probl••, of a -ore practical type, concerns
knowl.d1e .cqul.ition. Tod.", the knowl.dle in • pro-
cram muet be put ln "by band" by the procram_r al-
thouch there .re belianine atte.pta .t c.tUnc
procr... to acquire _ledce throuCh on-Une int.r-
.ction witb .kill.d bu..n.. To build r ••lly larce,
knowl.de.abl. ay.t... , we wl11 hav. to ".ducate" .x-
1.tine procr... r.ther th.n .tteapt the almo.t impos-
albl. fe.t of civine birth to alr.ady co.petent ones.
[S... re...rch.r. (•. C•• P.pert, 1912) exp.ct that .t
1.alt 101M of the principl.... discover for educatlnc
procr wU1 have an 1.pACt. perh.p. revolutiollary,
on how duc.t. peopl•• ) •
In this connecUon, .. h....lready _ntion.d that
Mveral .ucc•••ful AI .yst•• uae a eoablnat10n at aan
and ..chin. to .chl.n hiCb perforaanc. 1....1.. I
expect th1& re.earch .tratecy to continu. and to pro-
vld. the .etUne in whlch the huaan ezpert(a) c.n
cradu.Uy transf.r .kill. to tb•••chin.. (Wood. and
IIakhoul (1913) conscioualy .ppl" ••trat.cy .uch ..
th1& .nd c.ll it "lncremental .1I1Ul.Uon.")
I haY. not y.t _nUoned ln tbi. p.per the .ubJect of
l ••raine. It ta bec.u•• 1 h.ve c to .cr.. with
John IIcC.rthy tbat .. c.nnot ha prolraa l ••rn •
fact before .. know how to t.ll it that fact and be-
fore the procr.. know. bow to u.e th.t hct. W. h....
been bu.y with teninc .nd uaine f.ct.. Le.mir.c
thea i ••till in tb. future ••lthouCh 1&olated
.uce••••• hav., 1n taet, occurred.. [S peela11"
&allUel (19~9, 1961), .1uton (1970). Flkes .t a1.
(1912.), .nd Su•••an (1973).]
Contlnuine our di.cu••ioll of the lik.ly future of AI,
.. not. tb.t tb. incre••incl, praca.tic .ttitud. of
tho•• who have be.n .pon.orinc AJ re...rch w11l h.ve
• cre.t .ff.ct 011 tb. cour•• of th1& re•••rch. Th.r.
..y .ven be • t ••por.ry reduction of effort by Al r.-
•••rchere in t~ cor. topic••nd the flrat-1.vel .p-
plication. ana. In favor of increa••,; .uppo.t of
.acineer. aDd .el.nU.t. bu11dine ••cond-leve1 appU-
c.Uon.. The re.ul t. of the••••cond-l.vel effort.
..y, In tact. be rath.r .pect.cul.r. I h.ve in mnd
.uch thiOC••••utomat.d f.ctori••••utomatic robot.
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INiROOUcnON-AN EXAMPLE
This ~r will uamiae eme:Jiq thelllCS of bowledp en-
pneerinl. illustrate thell1 with e:ue studies c1nwn from the
wort of the StanCord Heuristic Procr2mminl Project. and
discIw &eDetal issues of bowledls eqineerilll an and
pnctice.
Let _ bqin with a.u example lIew 10 our wortbench: a
system called PUFF. the early fruil of a col1aboration be-
tween our project and a aroup at the Pacific Medical Center
(PMCl in San Fl'Ulcisco.·
A physician reCers a patient 10 PMC's pulmolW')' tImction
lestinl lab for diaanosis of possible pulmolW')' fullClion dis-
order. For Olle of the tests. the patient inhales aDd exhales
a few times in a lUbe colllleCted 10 a.u insaumenllcomputer
combination. Tbe instrUmenl acquiRs da1a on flow lUCS
aDd Yolwnes. the so-ca1led lIow·yolWlleloop of the patient's
lunp and anays. The computer me&S1IRS certain param-
eters or the curve a.ud presents them 10 the diacnostician
(physici&D or PUFF) for inlerpretation. The diacnosis is
made Will these lines: normal or diseased; restricted lUIII
disease or obstrUCtive airways disease or a combination of
both; the severity; the likdy diseuc rype(s) (e.I•• emphy·
sema. bron.chitis. el&:.); a.ud other factors importaDt for di-
acnosis.
PUFF is pyen not oll1y the measured dua but also certain
ilems of inConnatioll from the patient record. e.... sex. ace.
nWllber of pack·years of ciprettz smokinl. The laSk of the
PUFF system is 10 inCer a cIiqnosis a.ud print il out in
Enalish in the normal medical summary form of the illter·
prewiOll expected by the reCemnl physicia.u.
EYery!hin1 PUFF knows about pU1mo1W')' function di-
acnosis is conwlIed in (cumnlly) H rules of the IF.•.
THEN••. form. No textbook of medicine currenlly records
these rules. They constitule the part1y-public. parlly.priyale
bowledle of an expert pulmonary physiolocist at PMC. and
were extracted and polished by project enlin«rs wortinl
inlensiyely with the expert oYer a period of lime. Here is an
example of a PUFF rule \the unexplained acronyms reler to
various dala llIeaSuremeotsl:
• Dr. J. QabanI. Dr. L F_. Jolla Ituu. CI.- WcO_
E·'
RULE 31
IF:
1) The severity of obstrUCtive aimys
disease of the patient is areater than or
equal 10 mild. a.ud
II The decree of di1\'usion de!ect of the
patient is aruter than or equal 10 mild.
and
3) The lie (body box) observed/predicted of
the patient is areater than or equal 10 110
aDd
~) The observed-predicted dift'erellCe in
rv/lle of the patienl is If'ealCr than or
equal 10 10
THEN:
I) There is ssrona!y su~stive evideDc:c
(.9> that the subtype of obstrUCtive aimys
disease is emphysema. and
%) It is definite (l.O) that "OAD,
Dift'usion DeCect. elevated TLC. and eleyated
IIV lOp:tber indicate emphysema." is oae of
the llndinp.
One hundred cascs. e:areCuUy chosen 10' span the variety
of disease states with sufficient exemplary inComwion for
each. were used 10 extract the " rules. As the bo....ledle
emeraed. it was represented in rule form. added 10 the sys·
tem and lested by runninl additional a.ses. The expert was
somelimes surprised. sometimes Crustnted. by the 0cca-
sional pps and incollSistencies in the laIowledle. and the
incorrect diqnoses that were locica1 consequences of the
eilitinl rule set. The inletlliay between bowledle encineer
and expert andua11y expanded the set of rules 10 remove
most of these problems.
As cumu1ation of lechlliques in the an demands and aI·
lows. a ne.... tool ....as nOI invented 'lihell III old one would
do. The kno....ledae enlineers puUed out of their loolkit a
version oC the MYCIN system (to be discussed laterl, with
the rules about inCectious di~35eS removed. and used il as
the inCerence enline for the PUFF diacnoses. Thus PUFF.
like MYCIN. is a reWively simple b&ckward-chainilli inCer·
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ea" system. It scek.s a valid liae-oC.reasoning bued on iu
rules and rooted in the instrumeat and palieat data. With a
little more worit at fitting some existing tools together,
PUFF will be able to explain this liae-oC-rca.soning, just as
MYCIN docs.
.~ it is. PUFF ollly prints out the final interpretation. oC
wllich the foUowing is an eUlllple:.
PATIENT DATA:
The delrcc of dyspnea: MODERATELY-5EVERE
The severiry oC coughilll: MILD
Sputum produc:tion MODERATELY·SEVERE
The number oC pack·yean oC smokina: 4&
referral diagnosis: BRONCHmS
IVOIVC·pl'cdicted: 80
RV/RV.pl'cdicted: 19\
FVOFVC·pl'cdil:tcd: 31
TLC(body boxlobservcdlprcdicted: 127
Predicted FEVUFVC: 83
TLC(DLCO)obscrvcdlprcdictcd: 8J
FEVlIFVC ratio: $0
RVrrLC Observed-Predicted: 2\
MMF/MMF·pl'cdil:led: 19
the DLCo/DLCo-predicted: 48
The slope (F$O-obs-ru_obsliFVc...obs: 19
DEGREE OF OBSTRUCTIVE .oURWAYS DISEASE:
OAD decree by SLOPE: (MODERATELY·SEVERE
7001
OAD dqrcc by MMF: (SEVERE 9001
OAD dqrce by FEVI: (MODERATELY·SEVERE
100)
FINAL OAD DEGREE: (MODERATELY-5EVERE
910) (SEV'£RE 900l
No conflict. Final dClfCC:
(MODERATELY·SEVERE 9101
INTERPRETATION:
Obsauetioa is indicated by curvatU~of
the flow-volume loop.
Forced Vita!~ty is normal and peak
flow ralCS arc reduc:cd. suaestia&
air<ny obstruction.
Flow rue !'rom 2$-7' oC expired vol\llllC is
reduced. iJldiC2lillI sev.r. air<ny
obstructioa.
OAD. Dif!'usioa Dc!ect, elevued TLC. :1Dd
elevated RV lOICtbcr iadicate elll'pllysclDL
OAD, OOfusioa Defect. and elevued RV
iadie:ate .mphysema.
Chanp in expired /low rates foUowill&
brondIodilatioa shows that there is
reversibility oC airway obstrW:tioa.
The prtSCnce ot a productive eouib is an
iadicatioa that the OAD is ot the
broadlitic type.
Elevued !Ulll vol\llllCS iadic:atc
overinflatioa.
Air ~piDl is indicated by the clcvaud
E·2
difl'erenc:e between observed and predicted
RVrrLe ratios.
[mprovement in airway resistance indicates
some reversibility oC airway
Airway obstruction is consistent with the
patient's smokiagllistory.
The airway obstruction accounu for the
patient's dyspnn.
Although broachodilators were not
usctul in this one cue. prolonged usc may
prove to be beneficial to the patient.
The reduced diffiuion capacir.y Indicates
airway obstruction of the mixed
broQl:hilic and empllysematous types.
Low diffusinl capacity indicates lou oC
alveolar capillary surface.
Obsuuc:tive Airways Disca.sc oC mixed types
I'w cases Dot studied durllll the knowledge acquisitioa
process wen used for a test and valida1iOD ot the rule set.
PUFF infemd a diagnosis for each. PUFF.produc:ed and
expcrl·produc:ed interpretations we~ ceded for statistical
analysis to disl:cvcr the degree oC asreemcnt. O"'er various
typeS ot disca.sc states, and for t..,o conditions oC =h
betweell hullWl and computer diagncscs ("same degree oC
scveriry" and "within one degree ot severiry"). asreemcnt
ranpd between approximately 90 percent and 100 percent.
The PUFF story is'just belinmn, and will be told perhaps
at a later NeC. The Sut;lrisin, punchline to my synopsis is
that the ClUT'CDt swe ot the PUFF system as described
above was achieved in leu than $0 hours oC intera.eQon with
the expert and less than 10 malI-wcek.s oC effort by the
knowlcdp enllinccrs. We have teamed muc!! in the put
decade oC the an ot etllineerin, knowledle·bascd iotelligent
agents!
[n the remainder of this essay. I ....ould like to discuss the
route that one research lI'Oup. the Stanford Heuristic Pro-
grammial Project, bas wen. illustratilll~s with case
srudia. and discussina themes of the work.
AR11FICIAL INTEWGENCE .t K.."iOWLEDGE
ENGINEERlNO
The dicbolOmy that ....as used to classify the collected
papers ill the volume Compu"r$ aNt Thoufltt still chane·
terizcs ....ell the motivations and research efforts oC the AI
ccmmu.niry. Ftnt, there arc solDe who worit toward the
coosauaioa oC illtellipat artit'ao:u. or seck to unc:over prill-
ciplcs. methods. and techniques useful in such coostrW:tioa.
Second, the~ arc these ....110 view aniiicial inteUigence as
(to usc N.....eU· s pllra.sc) ··theoretical psychoIOCY." s..killl
explicit and valid informatioa prcl:cssinc models ot humaa
thoulllt.
For purposes ot this essay. I wish to fcc:us on the moti-
vations oC the tirst grouP. these days by far the larger oC the
two. I labct these motivations "the intelligent agent view-
point" and here is my undcrstandina cC that viewpoint:
"The potetttial uses ot computers by people to accom-
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plish wks tall be 'ooe-dimensioaalized' iato a spe=um
representina the natUre oC instruction that must be pven
the eomputer to do its job. CalI it the WHAT-to-HOW
spe=um. At one utreme oC the specU'\lm. the user sup-
plies his inteUi,ellCe to instruCt the machille with precision
auc:t1y HOW to do his job, step-by-step. Procress iD
Computer SQeoc:e tall be seea as Steps away Crom the
extreme 'HOW' point oa the specU'\lm: the Camiliar pan-
oply of assembly laquqes. subroutiDe libraries. compil-
m. e:ltensihle lancu2ces. etc. At the ocher ntreme of
the spedl'Um is the user with his real problem (WHAT be
wishes the computer. u his ilIstrllmeDt. to do Cor him).
He a,spires to communiau WHAT he waats doae ia a
Jaaauace that is comCoruble to him (per!laps ElII!ish); via
communication modes that are coDvenient Cor him (ill-
cludiaa perhaps. speech or pie:tllRS); with SOIJlC aeaeB!-
icy. some vqueness, imprecisioD. eYen error; without
bavina to lay Ollt in detail all necessary SlIbaoals for ad·
equate performaoc:_with reasonable usunnce that he
is addressina LII inteUiaent aaent that is USilll kDowledae
of his world to ullderstalld his intent. to lilI iD his vque-
DeSS. to lIIlIke specific his abstrxtions. 10 correct his
errors. to discover 39Propriate subloals. and ultiawely
to tnnslate WHAT he re.a.IIy wants done into processina
steps that define HOW il shall be done by a rut computer.
The research activity aimed at creatina eomputer pro-
arams that act as "iateWeent qeats" near the WHAT
ead oC the WHAT-To-HOW spel:tnIm C2JI be viewed as
the lona-ruae aoa1 oC AI research." (Feiacnbaum. 1974)
Our youl1l science is still more art thLlI science. An: "the
- prioc:iples or methods I'Ovemil1l any cr2ft or branch oCleara-
ina:' An: "skilled wor1cmanship. eJ:ecution. or lleac:y."
Tbcse the dictionary leaches us. Knuth tells us that the
endeavor oC computer procnmmina is an art, in just these
ways. The art oC cODStnlCtil1l intelliaent aaeats is both part
of and an Clttension oC the proanmmin, an. It is the art of
buildil1l cocnplu computer proanms that represent and rea-
son with kDowled,e oC the world. Our art therefore lives in
symbiosis with the other worldly arts. whose practitionen-
Cltperu oC their an-llold the knowled,e "'e aeed 10 COil-
StnICt inteW,eat lIents. In most ··cnfts or b~hes of
leamia," what we ca1I "e;xpertise" is the essence oC the art.
And Cor the domains oC knowledee lhat w. 10uch with our
an. it is the "rules oC upel'tise" or the rules of "aood
judameat" oC the upen practitioners of lhat domain that
we seek to tnnsCer 10 our procrams.
UllOM 01 tlt~ PGlt
Two iasiahts from previous work are pertinent 10 this
essay.
The lint concerns the quest Cor ieneralicy and power oC
the inference eagiae used in the performance oC iatellieent
acts (what Minsky and Papen [see GoldsteiD and Papert.
19171 have labeled ..the power str.UelY"). We must hypoth-
esize from our nperience to date that the problem solvin,
power nhibited in iUl ialCllillClll acelll's performaDCe is pri-
E-3
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marily a consequence oC the specialist's knowledp em-
ployed by the ..ellt. LIId oaly very secoodarily related to
the reneralicy and power oC the ioterenee methad employed.
Our aaents must be kDow\edae-rich, even if they are meth·
ods-poor. In 1970, reportiaa the lint major summary-oC·
results oC the DENDRAL proaram (10 be discussed later),
we addressed this issue as ColIows:
" ••. acacraI problem-solvers an too walt 10 be used
as the basis Cor buildil1l hiah-performance systems. The
behavior oC the best aeaeral problem-solvers we know.
human problem-solvers. is observed to be weak and shal-
low, ucepl ia the areas ia which the hullWl problem-
solver is a Spel:iaIist. And it is observed that the tnnsCer
oC upel'tise belween specialty areas is sliahl. A chess
master is ualikely 10 be LII Cltpen al,ebraist or an upen
mus specU'\lm analyst. etc. la this view. the upen is the
specialist. with a specialist's knowledae oC his area and a
specialist's methods and heuristics:' (Feipnbaum. Buch-
anan and Lcderbera. [971. p. 117)
Subsequenl evidence from our 1&bonlOry and all others
bas oaly coafitmed this belie!.
AI researchen have dr.Imatica1ly shifted their view on
,enenaliry and power ill the pul decade. In 1967, the c:an.
onical questioa about the DENDRAL proanm was: "II
SOWIds like iood chemisll'Y. bllt whal does it have to do
with AI'" la [97'7. Goldstein and Papen write oC a pandiam
sbitt ia AI:
'"Today mere bas beea a shift ia pv2di1lll. The fun-
damental problem oC undenundina iatellieence is ROI the
identification oC a Cew powerful techniques. but tather the
questioa oC how to represent tarae amouats oC knowledee
in a fashioa that permits their effective use and iatenl:-
lion." (Goldstein and Papen. 1977).
1'be second insiaht from put worit concerns the ll&lure oC
the knowledp thal an upen brilll' to the performance oC
a wk. E:lperience has shoWl! us tIW this knowled,e is
taraely heuristic knowledee. CltperieatW. unceruiD-mostly
",cod IUCsses" and "aood pnctice." ia lieu oC facts and
riacr. E:lperience has also WJahtus that mIlCh oC this Icnowl-
edee is private 10 the expen. aOl because he is unwillin, to
share- publicly how he performs. but because he is unable.
He knows more than he is aware of knowina. [Why else is
the Ph.D. or the Internship a aulld-like 39preaticeship 10 a
presumed "master oC the cnfl?" What the masten really
Itnow is aot wrillCn ia the IClttboob oC the mUlen.] BUI
we have leamed also that this private Itnowled,e can be
uncovered by the careful. painstaltins analysis of a second
perry. or sometimes by the upen himselC. operatinl in the
conte:lt oC a larae number oC hiahly spegfic perfonn&llce
problems. Finally, we have teamed thaI uper!ise is multi-
faceted. that the npert brinas 10 bear many and varied
sources oC knowledse ia performance. The 39proach to cap-
lUrin, his upertise must proceed oa mLlly fronts simulta.
aC0U3ly.
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lbe knowledie enpnecr is llw secnad party just dis-
c:usscd. Sbe works intensively wilb aa cxpert to acquire
domain-specific knowledie aad orpnlze it Cor use by a p\'Oo
cnm. SimulWleously sbe is matcbinc lbe tools o( lbe AI
woritbcnch to lbe wk at baad-procnm orsaaizalions.
melhods oC symbolic ialerence, tecbniques Cor l!Ie strllctur-
illl ol symbolic information, aad lbe like. If !be tool fits. or
nearly fits, sbe uses it. If not. necessity 1lI0tllen AI invell-
tion. aad a lleW tool ieu created. Sb. builds tile early ver-
sions oC tile illtelliiCnt alent. auided always by her intent
tlW !be Proeram eventually acbieve expert levels oC per-
COnn&lll:. in lbe Wk. Sh. refines or recoaceplll&!izes tile
system as the increasilll amount oC acquired Icnowledp
causes tile AI tool to "break" or slow dOW11 intolerably.
She also refiJleS th. human interface to lbe intelliient ascllt
wilb several aims: to lIIaIce lbe system appear "comCona-
bt." to the human user in his li!\IUislic transaeliotls wilb it;
to make tbe system's inCerenee processes undenWldable to
lb. user: and to make lbe assisWlce conlrOUabIe by th. user
wheD. in th. context oC a rul problem. he W aa insill!t
tlW previously was not elicited aad l!Iere!ore not incorpo-
med.
III th. next sectiOll, I wish to explore (in SUIl1llW'Y Conn)
so_ case studies oC the IcnowledllC el1iinee(s art.
CASES FROM THE !C.'lOWLEOOE ENGINEER'S
WORKSHOP
I will draw material Cor tIIiJ sectioa from lb. worit o( my
II'OUP at SlanCord. Mueb excilinl worit in Icnowledp calli-
aeenlll is SOilll oa elsewhere. SilIc:e my intenl is aot to
survey litenl:Ure but to ilIUSU'ale l!IelllCS, at !be risk oC ap-
pear;1lI parochial I hav. used as case studies tbe worit I
know best.
My collaboralon (Pr'OtCSSOl'1 Lcder!lcrJ aad Buchanan)
and 1bqaa a se'ries ot projects. initially the d.velopment of
lb.e DENDRA!. proeram. in 196$. W. had dual motives:
first. to sllldy sCeDti1ic problem solv;nc and di.sc:overy, par.
tieulariy !be processes scientists do use or should use ill
inCcrrinl h)'llOthcses aDd theories from empirical evidence:
aDd secoad. to conduct tIIiJ study ia such a way lbat our
uperimcaw procnms would oae day be oC use to wortinl
scieDtists. providinc inteWllat assisWICI oa imponaat and"
difficult problems, By 1970. _ aad OCJI' clI-woriten had
~ ClIOUIh experiencl lbat w. Celt comCortable illlayiac
out a proeram oC~ euc:ompusil!l worit oa theory
Cormation. Ia10wledle uliIiAlioa. knowlcdll acquisitioa.
explaualioa., and Icnowled.e ealiDeerinl techlliques. AI-
lhouih there were some surprises &10.... th. way. the linen!
UlICS of !be matl:h are proceedial as envisioacd.
THEMES
M a road lIIIp to these aM studies. it is uutu1 to keel'
in miad c:.ruia major themes:
E~
~lI"Glioll-41Ul'I'ZI: Omnipreseat in our experimcau is lbe
"classical" iCaenUoa-and-tcst framework lbat has beea
the IIa1Imark oC AI prosrams Cor two decades. This is aot
a coascqucace oC a doctrinaire attitude oa our pan about
heuristic snn:h. but ratller ot the uselulacss aad sutfi-
cicacy oll!le cOlICept. '
Sju.ltuiOll~A.c:tioll Rul,z: W. have chasea to rcpreseat tbe
Icnowled&e oC cxperts in tIIiJ Corm. Makiaa no doctrinaire
claims Cor l!Ie uuiversa! applicability ot tIIiJ representa-
tion. we aoaelbeless poiat to the demonstrated utility o(
lbe rule·be.sed reprueatatioa. From tIIiJ reprueawioa
llow rather directly lII&.lIy oC !be characteristics o( our
proerams: Cor example. ease oC modilication oC lbe knowI-
cdp. cue oC explanatioa, Th. essence oC our approach
is tlw a rule must capture a "cbunk" of domain knowl-
edca lbat is mcaDill1f'uJ. ia aad oC itsclt. to the domain
specialist. Thus our rules bear omy a historical reW.iOIl-
s!lip to !be productioa rules used by N.weU aad Simoa
(1972) whic:h w. vi.. as "lIlaChin.·laniua&e pf'Oll'&lD"
mini" of a recopiz.e~lCt mac!lillll.
fu DotruWt-Sp.c:ific: !CJlowl,d,,: It plays a critical 1'1)'- in
or;anizin& and collStniuilli sean:b. The lbclIIe is llw in
l!Ie Icnowledie is the power. Th. iateratilli actioa arises
from l!Ie Icnowledp be.se, lIOt tbe iIIlereace enline. We
use Icnowledp in rule Corm (discussed abovel. in the Corm
ol inCerealia!ly.ricb models based oa lbeory. and i4 the
Corm o{ c-blcaus oC symbolic data &ad reJatioashipa (i.•••
tnme-like sU'UCtllreS). System processes are made to COli-
Corm to lIallIn1 aad coaveaieat represenwiollS o{ !be do-
maitMpec:ific Icnowlcdp.
FkzibilJl'1 10 modify 1M luwwl,d,. btu.: It !be so-ca11ed
"sniD size" of the Icnowlcdp represeawioa is chosea
properly (i.... smalI enoull! to be comprehensible but
larp eaoulh to be meaaiactuJ to lbe domain specialist).
then tbe rule-based approacb allows sreat: lluibility (or
addi.... AmOvinc. or ~haaCiII& knowlcdp ia !be synan.
Li_I.,,4301lUr,: A ceatral orp.aizilll prillCip'- iIIth. do-
Silll at Icnowled...b&scd inteWllnt ascats is tbe mainte-
_ of a 1ine-oC-ressoninl tlW is comprehensible to th.
domain specialist, This ptiacipl. is. of course.aot a locical
neccuity, but seems to us to be aa ClIIinecriIll principle
ol major impotWlC••
Mil/lip/, S04l~,z 01 K_l,d,,: The Connatioa aad maia-
_ (support) ot tbe Iiae-ol-ressoainl usually require
the ialql'atioa ot lIWIy disparate sources o{ knowledp.
The repraenwioaal :tad ialereatW problems ialChieviac
a smooth aad etrectiv. illtep-uioa are Cormidable cllli-
aeerilll problems.
Ezpi4Nuiott: Th. ability to CllPlaia the UDC-OC·reasonilli in
a faaI\lqI coavenieat to tbe user is necasary Cor appli-
eatioa aad (or system dev.lopmeat (..... Cor debuailll
aad Cor extctl<!Ulc the knowlcdp buI). 0_ apia. thw
is an ClIIinftriac priaciple. but very itnportaaL W1Ial COli-
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aiNtes. "u upIazwioa" Is DOl a simple coacept. aDd
coasidenbIe lboucllt aeedlto be Jive. ill acb cue. 10
tile UNdllriDc of U;lIamIioaa.
III dill Mdioa 1 wiD II')' to iIIustrue tbeM tbema with
various cue llUdies.
Bepaa ill 1965. thiI colIaboraave project with the SWltotd
Mass SpecttoaIeay L.abonUlry bas become one o( the Ioaa-
at·livacl colldmlous efforts ill the hislOl')' of AI (a Caet tIw
ill IlO small way bas coauibulCd to ilS s~). T1la buil;
tnmewon; of~-lastud l\IIe-bued represcn-
wioa bas proved ruaed III<l exWldabIa. For us the DEN-
ORAL systelll bas beeII a (ouawa o( ideas. lIWIy o( which
haye (oulld their way. hi&bJy lDCwnorphoscd. into our adler
projects. For example. our loaa-slalldiq commitlDCllt to
ruJe.llued represenwious arose out o( our (successful) at-
lelII;It to bead ott the immineat ossification o( DENDRAL
c:a.used by the rapid accumulalioa or oew kDowledre ia the
s)'SCalD arouad 1967.
To e!III-u& plausible suuetUreS (IlOm-boad IftPhs) Cor
orpllic lIIOIecu1es. Jivn two kiDcb or iDCormatioll: malytic
wtrUlllllftt clara &om a lIIaSS spectrometer and a nuclear
mapetic l'eSClCWICe spedrOmeter: UK! user·supplied COli-
strIiIIlS OIl the IDSwers, derived' from any other source o(
kDow!edp (instrumenw or conlUtU&l) anilable to the user.
CbImic:aJ StnlCt1lRS are represclIlCd as IIodc-liDk IftPhs
of I10IDS (1lOdcs) aDd beads (links). ConstrainlS OIl search
an represcnlCd as subcnllhs (uomic coaficuratious) to be
denied or preferred. T1la~ theory o( lIIaSS SpedrOm-
etrY is repraenlCd by a set o( l\IIes of the pncnl (arm:
Situation: Particular atomic:
coati~
(~)
I!ProbabiIiry. P.
: of oceurriDc
I
I
V
Action: Fr&llDncuion o( the
particular collfieuntion
(Bruldnl Iinlr.s)
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JtuIes oC thiI Corm are II&tIU'&1 aDd expressive to mass
SpecttoaleUUIS.
DENDRAL's iDCereace procedure is a bcuristic search
tIw takes piau ill three stases. without Ceedbeck: plaD-
paerate-test.
"Oeaeruc" (a procnm c:aIled CONGEN) is a pneration
process (or plausible saue:tures. lIS (ouDdation is a combi-
II&toriai a1&orithm (with malhema.ticalIy prayen properties o(
c:omplclallCSS III<l _edundant paerWon) tIw can pra-
duee aD the topolQlic:ally 1ep1 c:andida1e strU=s. Call-
strainlS supplied by the user or by the "PIan" process prune
aDd steer the ceaerWoa to produce the plausible set (i.e••
those satistyiqttle coustraint.s) aIId DOl !be eDOI'lIIOUI 1qa1
set.
"Tnt" rct!Dcs the eyaluation or plausibillry. discardill8
less worthy c:aadidates and rmk-on1criq the remailldcr (or
examinatioa by ttle user. "Test" first prllduccs a "pre-
diacd" set of instrument clara (or each plausible c:andidatc.
usinl the rules clescribed. It lhn evaluates the worth of
each candidate by c:ompariDc ilS predic:ted clara with the
ICtU&1 input data. The eyaluation is baed lID heuristic cri-
teria oC 1QOdaess-o(-tit. Thus. "test" selcct.s the "best"
g;llaaatious of the data.
"Plan" produe:cs direct (i.e•• IlOt c:haiDed) ilIfereac:c about
likely substrUcture in ttle IDOlccule from pattcrDS ill the clara
tIw are indic:alive of the prescllCC of the subsauc:ture. (Pal-
larDS in !be data aiuer ttle le!t-halld-sides of substrUCture
roles). ThQUlh composed of lIWIy I10IDS whose inlarcoQo
lIeCtions are pven. the substructure can be manipu1ated as
atom-like by 'OCCDerate," AlIl'esatill8 lIWIy unilS enteriq
iAto a c:ombill&lOrial process into (ewer bisher-level unilS
reduces the size of the combinatorial search space. "Plan"
SIIt.s up the search space so as to be relevant to the input
data. "Generate is the iDCcmlCe tac:tic:im; "PIan" is the
iDCcreaca stratqist. There is a septltUe "Plan" paockaIe (or
each rypc of ;ustrUment data. but each packaie puses sub-
saue:tures (subcnllhs) to "Generate." Thus. there is a uni-
(orm interface between "Plan" and "Ocnerale," User.sup-
plied coasTniDt.s enter this interface. directly or from user·
assist pacbles. in the (arm of subsaue:tures.
T1la various sources o( kDowledCC used by the DEN-
ORAL system are:
Valeoc:es (1ep1 C:ODDcctiDns of I1Oms): stable and un-
stable confiauntious of I1Oms; l\IIes (or lIIaSS spectrom-
cay !raImenwions; l\IIas (or NMR shifts: experts' l\IIas
(or platmilll and evaluation; user-supplied coostraint.s
(contextual).
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DENDRAL's Sln~tllre el~idation abilities are, paradox.
io:ally, both very senen.! and very !WTOW. InseneraJ. DEN·
DRAL handles aU mole,ules, ,y,li, and tree·like. In pllre
strUe:t1lR elu,idation under ,oastniats (willlolit instrument
datal. CONCiEN is unrivaled by human pcrfonnanee. Ia
sauetlU'e elucidatioo wilb instrument data. DENDRAL's
pcrformanc;e rivals expcn human pcrfonnan,e only Cor a
smaD nlllDber oC molec:ular Camilies Car which the prosnm
has been liven spcaalist's knowledce, namely lbe rmulies
of interest to our ,hemisl ,oUaboralol'1. I will spare this
,omputer seieaee audienee the list or names or these Cami-
lies. Wilbia lbeso areas or knowledse·inlensive spec~
tion, OENDRAL's pcrforma.nee is usu.ally not only mueh
(aster but also more :u:,unte than u:pcn hllrnaa perform-
anc:e.
Tbe SUlCmcnt just made summarizes thousands or nllI3
ot DENDRAL 00 problems or inlerest to our expcns. lbeir
eoUeacucs, and lbeir students. The results obtained. alone
wilb lhe kIlowledp tlw !lad to be siven 10 DENDRAL to
obtaio them. are published in major journals or ,hemistrY.
To date. 2$ p&pe1'1 have been published lbere, IInder a Jeries
title ,.Applic:31ioas or ArtifiQai Intel!iacn,. Cor Chemica!
laferenc:e: (specillc subjec:t)" (see Cor example. the Bu-
,twws. Smilb, et aI•• 1976, rereretlCe).
The DENDRAL SyStem is in everyday use by Stanford
,hemists. their ,0Uabomol'1 at other IImvenities and eol-
labontinl or otherwise iaterested chemists ia industrY.
Users OIItside Stanford access the system over ,ommercial
eomputetfC:OlDllluaic;atiollS network. The problems they are
solvilll are often difficult and novel. Tbe British aovernment
is eurrently supporonl work at Edinburah aimed at tnMo
rerrinl DENDRAL to industria! lUet ,01Dlllllmties in tlMt
UK.
Representation and extensibility. The repres.n!ation ebo-
sen Cor the molecules, ,onstnints, and rules or instrument
data interprewioo is suffiaently close 10 that used by chem-
ists io lhinkina about structure elucidatioo that the bowl-
edp hue has beca extended sQlOOtbly and easily, mostly
by chemists themselves io recent YC2r.l. Only oae major
reprosnm!Din1 eiron lOOk place in the last 9 years-when
a new pmcralOr was c:reated 10 deal ....ilb e;yclie sauetures.
Rcpresenwioo and tIM Illteeruioo or multiple soun::es ot
kDowlcdp. The pnerally ditfieult problem or intearatiOI
variOllS sourees or knowledp has beeo made euy io DEN·
DRAL by c:antuJ elllineerilll or the representuioll3 of 0b-
jects. ,onstni!lu. ~d rules. W, iosisted on a common laD-
au.ap or eompatibiliry or the represellwiollS wilb ea.:h olller
and wilb the inferenee processes: lbe lanauaae or ll101ecuIar
saueture expressed as Ir&Phs. This lealU to a su:ailbtfor-
ward procedllR (or addiol a _ souree or knowledp. say,
(or example, the bowled.. assoc:ialed wilb a new type of
insUUlllellt dala. The procedlU'e is this: write rules that de-
sai!M the ef(ect or tile pllysical proeesses or the instrulDCllt
oa lIIOlecules usilII the silUatioo=>-ctioa (orm wilb molec:.
uJar IRphs on belb sides: any special inference process
usilll these niles must I'&" its resulU to lbe ,eneralOr only
(!) ia lbe eoaunon sraPh laneuace.
It is today widely believed io AI that the lise or many
diverse sourees or klIowledp in problem solvilll and data
interpretation has a scron. etfec:t On quality or performance.
How scron. is. or eourse, domain~epcodenl,but the impac;t
or brilllina just one additional ~, or klIowledse 10 bear
00 a problem an be start!.illl. III one ditfieliit (but not liD-
usu.ally ditfi,ult) mass spectrum analysis problem,· the pro-
ara.m IIsinl iu mass spectrOmetry knowledce alone would
have aenerated an impossibly larae set or plausible ,andi·
dales (over 1.2.5 million!). Our ensineerinl response 10 this
was to add another souree or data and knowledae. prolOo
NMR. The addition 00 a simple interpretive theory or this
NMR data, Cram which lbe proenm ,ould infer a (ew ad·
ditional constraints, redllCed the Set ot plausible <:andidates
10 oae, the rilhl saueture! This was lIot an isolated result
but sho"wc4 lip doZCII3 or times io subseqllenl analyses.
DENDllAL &lid data. DENDRAL's robust models (top-
01oP:al. chemical. instl'Ulltetltal) permit a strateI)' or /iud-
illl sollItions by aeneruinl hypothetical ",ort'ec:t answen"
&lid ,hoosilll amona these wilb ,ritical tests. This strateI)'
is opposite to lhat or picQol toaether the implieations or
ea.c:h data point 10 Corm a hypolbesis. We call DENDRAL's
sttatqy latply llIodel-drivell. and the other data-driveo.
The eonseqUCllC. or havina enoulh knowledp to do model·
driven aaalysis is a larp reduetioa in lbe amolllll or data
tlw lIIIISl be examioed sillCe data is beilll used mostly Cor
verifical:ioa ol pouible answen. 10 a typical DENDRAL
mau spcctrUIZI aaalysis. IIsu.ally 110 more lha.n about l$ data
points OIIt olio typiea1lOtal or 2~o points are proeessed. This
impolWll point about data redllCtioa and Cocus-or-utentioo
bas beets discussed belore by Qrqory (1968) and by the
visiotlllld speech resarr:h croups. but is not widely ua4er.
stood.
Conclusioo. DENDRAL was an cvIy Ilerald or ..oJ·s shift
to tlMt kDowledp-ba.scd pandillD. It demonstrated the point
of the primacy o( doraain-.pecific: klIowled8e ia ac.bievinc
expert leYels or pcr!orma.nce. lIS developmeot broulbt 10
the surface imponaat problems or klIowledae representa-
tion. acqllisitioo. and lISC. It showed lhu, by and larp, tile
AI tools of the lint decade were sufllcient 10 cope with lb,
dellWlda ol a eomplcx scientific problem-solvitli wk, or
were readily extended to ha.ndle ualoreseeo ditfieulties. It
delllOllSttaled tlw AI's eonc:eptual and proeramminl tools
....en~ o( producinl procnms of applic:ations inteI"CSt.
albeit in lW'l'OW specialties. Such a demonstration or eOlD-
peteIIU and sufllQellCY was imponaat fur the credibiliry 01
the AI tieIcl at a criticaJ jUlll:tIU'e in its IlislOry.
META.-DENDRAL: Uri",;", "lUI 01 IrUUI Jp,cm,,","y
HIRarbI ....
The META-DENDRAL PfOII'UI is a ease study io aulO-
lIIatic acquisition or domain knowledp. [I arose OIIt or our
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DENDRAL wort for two reasons: llnt... decisioD that with
DENDRAL we had .. sufficiently finn foundatioD OD whicb
to punue our lonc-sWldiIll interest in processes or scientific
tIle«y fol'llWioD; second. by .. recopitiOD tIw the acqui-
sition of domain knowledae was the bottleDeclt problem in
t.be buildinl 01 appiiatiOtlS-«iellted illtellipllt qeats.
META·DENDRAL·sjob is to ill!erl'llles offncmenwioD
olmolccules iD .. mass spectrometer ror possible later use
by the DENDRAL performance proanm. The intcnnC& is
to be made from IICtU&l spectra !'Korded from kDoWtl m0-
lecular struetura. TIle output oC the system is the set DC
fra&menwioa rules discovered. SWllllW"Y of lbe eYidenc:a
suwonitll ecb rule. aIId .. SWllllW"Y oC colltn-indicatinl
eYidcDce. User·supplied constrainu call also be input to
force tile (orm of rules aIoaa desired lines.
!be rules an. of coune. DC lb. same (orm as used by
DENDRAL tIw wu described carlier.
META·DENDRAL. like DENDRAL. IISCS the aenera-
tioa-&Ild-test framework. The process is orpDized in t!IRe
su.aes: Reinterpret lbe data &Ild summari%e evidence
(INTSUM); puente pllWsible calldidates (or Met (RU··
LEGEN); test aDd refine the set DC plausible rules (RULE·
MOD).
INTSUM: Jives every data point in every specu1ltll all
interprewion as .. possible,(hiablY spcci.fic) ~nwion.
It thell summarizes swislically the "weiibt of evidence"
(or ~nwioasaDd ror atomic coatiaunlions tIw cause
tbcse fr2cmcnwions. Thus. the job oC INTSUM is to InnS-
1aIc data to DENDRAL subsnPbs aDd bond-breW. aDd to
S11111111&riu lbe eYidcoce KCllC"C!itlily.
RULEGEN: coDdw:ts a heuristic seardI or the spee DC
alIles tIw arc Iepi under the DENDRAL rule SY'lltu aDd
tile user·supplied constrainU. It searc:bes (Dr plausible rules.
i.e•• lbose (or wbicll positive evidence uisu. A seardI pam
is pruned wbell there is DO evideDce (or rules or lbe class
just lleaerated. The seardI tree bellins with '.he (sin&le) IIlOSt
aencral rule (loosely put. "aIIythina" fralments from "allY·
tIliIlc") aIId proceeds level·by·level toward more detailed
spcci1lcations oC the "aIIyt!liIll." The heuristic stoppiaa cri·
terioD measures whether .. rule beinl lleDerued bas becoDIC
too specific. in particular whelber it is applicable to too rew
mo1ecu1es of the iDput set. Similarly there is .. criterioD (or
decidinc whether all emel'Jinllle is too lleaeral. Thus. lbe
output oC RL'L£GEN is a scI o( CJIIdidate rules (or wbicll
there is positive evidence.
RULEMOD: tests llle c:an<1ida.tc ruIc set usiDc more com-
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plu criteria. includitll the prelCftCe of oeptive evidence.
It removes redulldaDcies in the caadidate tuIe set; _tiCS
rules tIw arc supported by the same evidence: tries further
SpecializatioD oC CJIIdidates to remove aepUve evidence;
aDd tries further aeDenIizatioD tIw prcscrtes positive evi-
detlce.
META·DENDRAL produces Me sets tIw rival in q:J.a1ity
tbose produced by our coUabora.liaa upcns. In some tests.
META·DENDRAL re<realed rule sets tIw we bad previ·
ousIy acquired from our expcns duritlI tile DENDRAL proj-
ect. ill .. more suinaeDt test il!volYiDa IIlCmbers of .. Camily
of complex rinaed molecules (or wbich the mass spectnl
theory bad DOt been completely worked out by chemists.
META·DENDRAL discovered rule sets (<< ea.ch Sllbfamily.
The rules were judpd by expertS to be excellent aIId .. paper
describiaa them was recently published ill a major chemical
joumaI (Buc1wlaa. Smith. ct aI. 19'76).
ill a test of the ccnenlity o( the appl'OKb... venioD oC
the META·DENDRAL prosnm is ~urrcntly beitll applied
to the discovery oC rules ror the &lIaiysis oC"nuclC2t IIlaIIIclic
resoaanc:e data.
MfelN tvUi TEJRESlAS: M~dit:aJ dktposu
MYCIN oripnated in lbe Pb.D. lbesis DC E. Sbortlift'e
(DOW Shortlift'c. M.D. as ....em. in coUabora.lion with lbe
lD!ectious Disease IfOUP at lbe Stanford Medical School
(Shortlif!'e. 19'76). TElRESlAS. the PlI.D. thesis work oC R.
Davis. arose from issues &Ild problems indicated by the
MYCIN project but ccneralized by Davis beyond the bounds
DC medical ~osis applicatioDS (Davis. 19'76). Other
MYCIN·rclated theses arc in Pf'OlTCSS.
Talb
The MYCIN performance wit is diacnosis oC blood in-
(ectiODS aIId meninaitis iD!ectiODS aIId the rceolllllleDdalioD
o( dnIlllJ'eatlllCnl. MYCIN coaducu .. CDllSuitatioa (iD Ena-
!isb) with a physic:ian-uscr about a patient case. CODStrUctiDI
Iines-o(-rcasoaina lcadinll to the ~osis IIId trntmetll
plan.
The TElRESIAS Imowlcdp acquisitioD wit cu be de-
scribed as (ollows:
III lbe context oC a particular consultation. confront lbe
cx;lCrt with a diacnosis with which be doc3 not &lfCc. Lead
him systematically back throuib the linc-oC·rcasonilll that
produced the ~osis to lbe poinl at which he iDdicates
lbe aaa\ysis went awry. Interact ..,ilb lbe expert to modify
offeadinll rules or to acquire Dew rules. Rerun the ~oDSuI·
taDoa to lest the solution aDd pin Ille upert's ~Oac:urn:llCc.
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MYCIN's rules are o( the (onn:
IF (col\iWlCtive c!auses) THEN (implication)
Here is lLQ example of a MYCIN rule (or blood ilI!ectioas.
RlJ1.E U
IF:
Il The site of the cultun is blood. and
2) Tbe sram saiD o( the orpnism is
1f'&llIDCI. &ad
3) 1'bc morpho1osY or the orp.aism is
rod.llld
4) Tbe p&tient is a compromised host
l1iEN:
Thera is sugestive evid~ (.6) tlw
the iclcDtiry o( the orpnism is
pscudomoaas-aefUliaosa
TEIllESlAS allows the l"C'Presenwion o( MYON·like
rules cavmUn' the use o( other rules. i.•.• ruIe-ba.sed strat-
qiu. All eu.mple (oUows.
~..\1llJ1.E Z
IF:
Il the patient is a CQfII\lromised host. and
Z) there are ruIcs which menDon in their
premise pscudolllOllM
3) then art rules which mcatioa ill their
premise k1ebsiellas
mEN:
1'bcre is sugestive evidence (.4) tlw the
(0l'lIItr should be done bc!OR the Iancr.
MYCIN employs a ptIaUioa-Uld-test procedure of a
familiar son. lbe pnenlioa of steps ia the liae-oC.reasoninc
is ICCOlDPlisbed by bKkwvd chaininc of the rules. An IF-
side c!ause is either immediately ttIIe or (alse (q dAltenniDed
by patient or test data entered by the physiciaa ill the coo-
suJwioa); OC' is to be decidtd by subplin.. ThUi. "tat"
is iIlterlcaved with ••paauioa,. aDd serves to prune QUI
iacorrec: liaa-oC-reasoaiIl..
Exh ruIt supplied by IIIe~ hIS UIOCiaI.ed with it a
"dqree of c&rt2illry" l"C'PrtSC1ltiq the upon's coalidcace
ill the validiry or the rule (a aumber l'rom I to 10>. MYON
UICS a panicuI.v Id-hoc but siDipM mooW 01 inexact ruIOo-
inc to cumuW8 the dqRcs o( cuaiary 01 the ruIcs used in
III ialertace chaia (SlIortIi1re IIId BuchaaaD. 1973).
It (ollows tlw there may be a lIumbcr 01"so_what ttIIe"
liIIa-o(~iDdlcatilII one diapoais. some io-
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c1icatiq IIIOther. All (above a threshold) are used by the
system as sources oC lenowledie jndicatin, plausible lines-
oC·reaonjna.
TEIRESIAS' rule acquisition process is based on a record
oC MYON's scar~h. Rule acquisition is iUided by a set or
rule models thai c1i~tate the form and indi~ate the likely
content oC new rules. Rule models arc not liven in advance.
but are ialerred !rom the lenowledie base o( existiq rules.
The tanauaae used look.! like it miiht be Eqlish but is
aetUaI1y the dialect "Doctor~se" used by members oC the
tribe oC healina arts practitioners. Reasonably simple Ian·
IUIP proccssinS methods suffice. When ambiauitics cC io-
tCfilretation are encountered. they are fed back to the user
Cor decisioas about meanini.
The foUowina is III e:tample o( ~ diaanosis reported by
MYCIN to one oC its usus foUowina ~ ~onsultation. An
eump~ ~onsulution will not be shown. but oae can be
found ill Shortli.l!e's book (Shoriliffe. 1976>.
My therapy recommendations will be desi;aed
to m:u Cor orpnisms thai are either very
likely OC', a1thouih less likely, would bave
a sillli.!lcant d!'cet on tlIerapy selection
it they were present. It is important to
cover Cor the (ollowina probable
iIlCectioa(s) IIId associated orpnism(s):
INFECTION-I is CYSTITIS
(Item Il PSEUDOMONAS-CEP.~CIA(ORGANISM.S]
(Item 2) CITROBACTER·OIVERSUS (ORGANISM-4)
(Item J) E.COU (ORGANISM·J)
lNFECTION-2 is UPPER·RESPlRATORY-
INFECTION
(Item 4) USTERlA (ORGANISM-Z)
INFECTION·J is BACTEREMIA
(Item ,) ENTEROCOCCUS (ORGANISM. I)
(REC·I) My preferred tlIerapy recommendation
is u follows:
In order to cover for ltelll3 (I Z 3 4 ,):
Give tile followin, in combitWion:
I) KANAMYCIN
Dote: 1~ m, (7.J m~k&l ql2h 1M (or IV)
(or 23 days
COllllDents: Modify dose ill reaal failurt
2) PENiOLUN
Dose: Z$IO,OOO uniu (~ooo unitslkll
q4b IV (or 23 days
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No diDica1 enl\Wioa or MYCIN is curTenlly bein& clone.
III I preliminary cvaluation. dooe outside or !he cIinic:aI
leaiq. I peel 01expe"j~ wu uked to ruc MYCN's
perfonna.ac:e a10llll , Dumber or dimellSiollS (C.I•• inCectiD&
orpnism idenlification. orpnism siJDificaace). In 90 per-
cent or !he cases submitted to the judaes. I majority or tile
JudIes said tIw the prosnm's decisiollS were the·same·u
or u-cood·u the decisiollS they would have made.
1:qI'.........
MYCIN caD expose its IiDe or re:uollina by olferin& ex·
plaaatioas or various kinds. "My" UId "How" questions
caD be asked by the user duriDc the coasulwion. "My"
is !he user's way or inquirilla. "My do you want to kDow
t1wT' "How" is his way or ukina. "How did you conclude
t1w. • • 7" In I post-consu!wion. he caD similarly inquire
about how the diqnostic coaciusioQl were reaclIed, UId
iDquire about the reuoas wby c:eruin olller coaciusioas
were ruled out. Elwnples or the MYCIN·TElllESlAS ex·
planation capabilities rollow:
MYCIN: Is the patient's il1IIess with
ORGANISM·! &bospiw.l&:.qwed infection?
USER: WHY
TElllES1AS: (i.e.• WHY is it imporunt to
determine wbether or not the infection with
ORGANISM·! wu &cquired while the patient
wu boIpitali%.cd?)
[I.OJ This will aid in determiniq the
e;atelOry ~ORGANISM.!.
It bas &!ready beeD established tIw
[1.1] the anm SlliD or ORGANISM·! is
pmnq.aad
[I.2J the DIOrphoiolY o{ ORGANISM·! is rod.
and
[I.3J !he aeroOicity o{ ORGANISM·! is
faculwive
Therefore. if
11.4J the infection with ORGANISM·! wu not
lCquitcd while the patient wu hospitali%.cd
there is SlJ'OnalY suaeslive evidence (.8)
tIw the Q!elOry oC ORGANISM·! is
eaterobKteriaccae
Also: there is weakly suaesliye eyidenc:e
(.1) that the identity oC
E·g
OROANISM·I is pseudomollU-aeruliuosa
[RULE 37]
USER: HOW !.3
TEIRESlAS: [i.c. BOW wu it established
dial the IUObicity o{ORGANISM·1 is
fIcululivc?]
TIle rollowiq were used:
[3.11 RULE rr indiC21ed there is SlJ'OlII1y
suaestivc evidence (.8) that the
acrobicity 01 ORGANISM·! is Caculwiye
(3.21 ROLE '17 indiQted !here is wcaldy
suaeslive evidence (.2) that the
IetObicity or ORGANISM·! is anaerobic
Siac:e this pve I cumulative CF o{ (.8) {or
Caculwiye. md (.2) Cor auaerobic. it bas
been established that the aerobicity of
ORGANISM·! is faculwive.
USER: WHY DIDN'T YOU CONSIDER
STREPTOCOCCUS AS A POSSlBlLlTY FOR
ORGANISM·!'!
TEIRESIAS: The CoUowina rule could have
been used to delmlline that the ideDlity or
ORGANISM·! wu streplOCOCCUS: RULE 33
But clause 2 (..the morpbolocY or the
orpnism is coa:us" wu alRady known
to be CaIse {or ORGANISM·!. so the rule wu
Deveruicd.
A lew silo" comments aimed at knowledae enciaeerina
are ill order.
Enalish is the I~e most lIIt1II"II &ad comfortable for
our experts &Dd users. a.nd was thereCore lIle lanauace cho-
len for inter&etive consult&tion. explan&tion. md external
representation o{ the rules (the interaal fomw is lN11!R·
USP). This situaliou is not peculiar to doctors: in most
areu o{ application ot inlellilent &&ellIS I belieye that En,·
Iish (i.e.. lIIt1II"II Imauaie) wiD be the l&aaua.ae.o{ choice.
Proarammilla m Enalish lanauaae processor md front-end
to such systems is not a sary eaterpme beause:
(a) the domain is specialized. so tlw possible interpret&·
lions are conslnined.
(b) speci.a!ist.laIk is replete with st&ndal'd jll'lon and ster·
eotyped W&ys o{ u:pressina knowledae md queries-juSl
riaht for text templates. simple uammars and olller simple
processina schemes.
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(,I the ambilllity of interpretation resultin, from simple
"hemes ,an be dealt ....ith easily by feedin, ~k interpre-
tations for ,onfirmation. If this is done ....ith a pleasant "I
didn't quite undentand you. , ... tone. it is not initatin, to
the user.
Enllisb may be exxtly the wron,lanauaac for represen-
tation and interxtion in some domains. It would be a....k·
ward. to say the least. to represent DENDRAl.'s ,bemic:al
struet1lres and Jcno.... lediC of mass Spcctl'ORletry in EnI1ish.
or to intera<:t about these with a user.
Simple explanation "hemes have been a part of the AI
"enc for a number of yean and ate not hard to implement.
Really Iood models of what explanation is as a ttansxtion
between user ~d acent.....ith proarams to implement these
models. will be the subjec:t (I predi't) of mu,b future re-
searcb in AI.
Without the explanation ~pability, 1 assert. user accept-
&lICe of MYClN ....ould bave been nil. and there would have
been a lJ'Cady diminisbed etr"tiveness and 'Onaibution ol
our experts.
MYCIN was the fint of our proarams that foreed us to
deal with what we had always. undentood: that experts'
kDowlediC is uncertain and that our ia!erence enlines had
to be made to reason with this uncertainty. It is less imllOr-
tant that the inexact reasonin, "beme be formal. ri,orous.
and unilOrtll than it is for the s~eme to be na.tun.I 10 and
easily undentandable by the experts and usen.
All of these points ca.n be summarized by sayiftl that
MYCIN and its TEIRESlAS adjunc:t are experiments in the
dcsilll of a Sft·throullh system.....bos. representations and
processes ate almost transparently cleat to the dom.aill spe-
cialist. "Almost" here is equivalent to "with a few minuteS
of introductory dcsatption." Thc various pie:es 01
MYClN-thc backward ~nin,. the Enllisb ttansxtiollJ.
the explallations. etc.-are eaclI sinqllc in 'Oncept and r.-
alization. But there are IJ'CU virtUeS to simplicity in system
desilll; and viewed as a lOtaJ intelliaent a!lCnt system.
MYCINlTElRESlAS is one of the bat enlineered.
SUIX: si,Ml uwnrlVtditr,
SUIX is a system ~illl that was tested in all appliatioa
....hose details are ,lassilicd. Because of this. the easuia.
di_ioa will appear 'Onsiderably less 'ODl:rete and taD-
sible than the preccdil1l case studies. This system desilll
was done by H. P. !'Iii and me. and was sll'OlII!y intluenced
by the CMU Hearsay U system desilll (Lesser and Erman.
1977).
Tail
SU/,,"S wk is the formatioa and 'Ontinual updatilli. over
lon, periods of time. ol bYl'Otheses about the idenaty, l~
cation. and velocity ol objects ia a pbysical space. n.
outpUt desired is a display of the "currenl bat bypotbaft"
with !ll1I explanation of the support for e«h. There ate t....o
types of input data: the primary siJllal (to be undenlOOd);
and auxi1iuy symbolic data (to supply contexl for the un-
dentandin&l. The primary Silllals are spectra. represented
as ~riptions of the spectral lines. The various spectra
caver tile pbysiQ! space with some spatial ovemp.
Thc rules liven by the expert about objects. tIIeir behav.
ior. and the interpretation of siana1 data from them are all
represented in the situation~action fonn. Th. "situations"
constitute invokin, conditions and the "actions" are pre-
cesses that modify the current hYllOtllescS. POSI unresolved
issues. rC'Ompule evaluations, etc. The expert's kDowledse
of bow to do analysis in tile task is also represented in rule
form. These sauqy rules replac. the normal exC(;utive
prosnm.
Thc siawion-IlYl'Othesis is represented as a noo.-Iink
anPh. tree·like in that it has distinct "levels," eacll repre·
sentin. a deIree of abstraction (or aureptionl that is nat-
un.l to the expert in bis undentandin, of the domain. A
node represents all hYl'Othesis; a link to that node represents
support for that hYl'Othesis (as in HEARSAY II. "support
from abovc" or "SUPllOrt from below"'). "Lower" levels
ala 'Onc:emcd with the specifics of the silllal data. "Hillhu"
levels represe:nl symbolic abstrxtiODS.
Th. siawion-llYl'Otbesis is formed in~mcntalJy. As the
silllalioa ua!olds over tilllC. the triacrilll of rules modifies
or disatds existin, bYl'Otheses. adds new ones. or clwl,es
sUPl'Ort values. The situation-hypothesis is a co=n won:-
spccc ("blackboard." in HE...a5AYjatlanl for all the rules.
In seneraJ. the incremental steps toward a more complete
and refiaed situation-hypothesis <:all be viewed as .. •..
qllCftC. ol loc::aI lencrate-and-test activities. SolllC of thc
rules ala plausible move lenerators. iCneratilll either nodes
or links. Other rules are evaluators. testiftl and lIlodlf'yin.
node descriptions.
la~ operation. new data is submitted for p~essilll
(say. N tinJe.uaits of new datal. This initia.tcs a flurry of
ruJe.lriacrinp and consequently rule-Ktions (called
"evelltS"). Some events are direct 'Onsequen,es of dam:
other events arise in a C&SQd..like fasbion from the tri,.
iCrilII of rules. Auxiliary symbolic data also ause events.
usually atrectin, the bil!ler levels of the hYl'Othesis. As a
c:oasequencc. support·from-above for tIIc lower level pro.
usscs is made availabl.; and expectations of possible lo....er
!eve.! events can be formed. Eventually alItb. relevant rules
have their say and the system ~omes quies'Cnt. thereby
triacrin, the input ot new data to reencfliZ. the ia!erellCC
activiry.
The system uses til. simplityin. S=IY of maintaininl
only one "bat" siawioa-IlYl'Othesis at any moment. mod-
ilyiftl it inc:relllC4tal1y as required by the clIanIin, data. This
E-10
IppnlIl:!I is GlIde fasiN, by MVn c!wlcttriJlics of tilt
domaie. rant. lIlcrt is lilt IU'OlII COtUiDuity ov,r tiIIIe of
objects ud llltir behavion (Ipeciflally. lIsey do JIO( clwct
rIdicIIly oyer lime. /JIt behav, rIdicaIIy dilrerntly oyer
IIIan periods). Stcood. a liaalt probltm (idatit)'. loca1ioo
IIId vtIocity of a particular lit of objects) persists over
DIIlIIIl'OUS data ptberilll periods. (Compan lhiI to speech
UDdentaDdilll ill wbidl aclllltllm:1 is spokn jusl oace.
ud taClI preseats a IIIW aacI dilr,real problem.) Fiaally. the
lyslIID'l lIypot11esis is t)'llic:aIIy ".lllloit riahl." ill pan be-
CIIIM il aeu OWlllrOlll opponunities to refilll tilt solutioa
(IA•• tilt lIUlDltOUS data p1/IeriIIa periods). aacI io pan be-
CIIIM tilt avai1ability ofllllDY tDowledae SOIIf'CCS leDds to
over-dtllrmine tilt solutiotl. AI a raull ot an ot l!Icse, tbe
cumac bal bypolllesis chalIIe' oaIy slowly willlli_. &lid
bIDce keepilll oaIy tilt curRal best is a feasible aPP"C*h.
Of illwat are lilt liIIIt-butd evalls. n.s. ruJe.Iib
upmsioaa, cra&ed by cenaiA ruIa, aiaet upoa tilt pu-
.... olspec:i1!ed IlIIOWIts 01 lillie. 'T1ley impl_1 various
..wait......... stnlelies of aaaIysis thal are useful ill lilt
domaiD.
IJa tbe tal applicalioa. Will silD&i data ptIenled by a
simulation pnlCI"LlD becauM rnI data __ available. the
proaraca Kbieved upen levels of ped_ over a Spall
01 tat problems. $0_ problema were ditlicull becauM
lIIere wu very little primary sipal to IUflPOn iIIle~.
0tIItrs were ditflcult becauM 100 1IIuc11 sipal ioduced a
pMlhota 01 aIlcmacives willi lIIIICII &lIIbiauity.
A IDOdUItd SlJIX desiaa is eurratltly beina II3Cd u tilt
buis for &IIap~ 10 lilt inccrpnwioa of x-ray~
lIiIoInPlIic data. tbe atYSALlS pt'OIr&ID _nlioaed lacer,
The nlIc ot tIM aaWliary s)'lllbolic: IOUl'CeS of data is ot
critical impolUllCC. 'T1ley supply • sYlllbolic model of tilt
uistiIII sinwioo thal is lIIed 10 ICDer2!l upecw:ioas of
eVeDts 10 be observed io 1II. data serum. 'Ibis allow. Oow
ot iIIltmlCa from biaber levels of abscraetioa to lower.
Such a proce~. so falIIiIiar 10 AI researdlcn, appareatly is
aImou ullr'eCOCDiud amoal silllal processiq C1lIiaetn. In
tIM applieatioa wk, lilt expeewiolMlrivell aaalysis is II-
IIlI!iaI ill coauollillllllt colllbillAlorial procnsiDI explosion
II tilt lower levels. cxlI:tIy lllt explosioll thal forces l!le
lrIdilionaisilllai proc:essinl enaineen 10 seelt out l!le !arresl
pouible aumber-aunchcr for l!leir work.
The clesilll ot appropnau cxpl&ll&lioas for tIM user tali:es
ID iocereslilll twist io SUIX. Tho situaliolHlypolllesis \III-
folds pico:emca1 over lime. bul tIM "appropriuc" cxpla.aa-
lioa !or lilt user is 00ll lllat focuses 00 individual objccu
oVe!' lime. Thus the approprille cxpl&llllion lIIUSI be SYlt-
thesized from • bislory of all lllt Iventl tIw led up 10 lllt
CurTeIIl hypolbcsia. Coacrasl this willi lllt MYCIN·TEl-
WIAS raponiq 01 rule iIIvocaDoas ill tilt c.oastrIIC:tioa of
a rasoailll dIaiII.
Siace itsltDow\edce but IIId its auxiliary sYlllbolic data
live it a IIIOd.eJ.ol-lllt-litullioa thalstroDllY coastniu iD-
lapl'ltatioa of dle primary data lerum, SUIX is relatively
uapenurbed by tmXfuI tJIt lIIiuilIc data. T1Iest data eoadi-
docIIlIIIrely eaus.t lIucnwioas ill dle credibility of iDdivid·
ua1 bypollleses aDdIor lilt craIioa 01 tbt ..wait·aacI-_"
eveats. SUIX em be (but has JIO( yet btft) used CD COlItrol
Mason. SiDee its rules specify whal types ud values of
evidence are aecessary 10 esl&blisll suppon. IDd sillct it is
col1llalldy proccssiq a COlIIPlete lIypothesis StrllelUr'e, il
em request."critic:al radillll" from tilt SCDSOn.1Ja 1ftICI'&1,
this allows &II elficieat 11M 01 limited lIasor baDdwicltll &lid
daca ac.quisilioo proccssillc capUli1ity.
Se-:a does DOl aIIaw lIIOft l!wI just a briel sketch of
odItr illccralilll projects tIw have ben completed or Il'lI
ill procras.
AM: esm deel dltl:Pery
AM is a IaIowIedae-bued sysllm tIw conjectures iata'-
escinl concepts ill elemCDwy lIIIlbcmatics. It is a discovcm'
of illccmlilll thoorwllll to prove, JIO( a theorem proYillc
proIfIlII. II ..... cooceived &lid executed by D, 1.aII&t for bis
Ph.D. l1ltsis. IDd is reponed by bim ill these~.
AM'sltllowledae is buicalIy 01 two typeS: ruIes 1Iw sUI-
pst poaibly iaterestinl DeW concepts from previously COlI-
jeclured cOacepll; and rules tIw .valuate the lII&thtlllllial
"interalillllless" of a conjecture. These ruIes 1ltC1IIPl 10
capture tbt cxpeniH of th. proleuioaal IIIIlbeIll&ticilD II
tIM wit oflllllbemalic:al discov.ry. Thoulh Leaat is DOl a
prolessional lIIIlllemaliciu. he wu able succeufuI1y to
serve u bis 0W1J cxpen ill tbt buildilll of this pf'QlrUll.
AM cooducts a beuristic scan:1I throualllllt SPl/:C of COG-
CCl'U creaca.ble from its rules. Its buic fram.work is PIt-
eratiocHnd-test. The ICncntioo is plausible lIIOve .enc~
lion. u indicated by the rules for fOf'lll&lioa of DeW coocepts.
'T1le lesl is lllt evaluation of "inlCreslillll\css." Of parlicular
DOle is lllt II\Cthod of lesl-by-eUlZqlle tIw lends the Oavor
ol scientific hypothesis ccsliq 10 tho enccrprlse of lII&lbc-
III&Iical discovery.
Initialized willi coacepts of clemenwy SCI theory, it COD-
jectured concepti ill clelllCnwy number theory, Iue:h u
"add," "lIIUltiply" (by (our distinct pal!Is!), "primes," the
unique faclorization lheorem, and a COOC.pl similar to
primn bul previously DOl lIIu.c:h sNdied called "lII&XilllaBy
divisible aUlllben.'·
MOLGEN: planllllla uperiDMtIIIlJIlIICII«UIar plIdic:s
MOLG£N, a collaboratioa willi the Stanford Gelleua
OeplltlllCDI. ia worlt ia Proci'css. MOLO£N', wit is 10
.-
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provide inteUiacnt advice to a molecular pneticist on the
planailll oC experiments involvina the manipulation oC DNA.
TIM aeneticist has various kinds ol labonlory techniques
available lor clwl&illl DNA material (cuts, joillS. iascltiollS.
deletiollS. and so on); techniques lor detcnninilll the bio-
Ioaic:a1 coascquences oC the chanaes: various illSuumenu
lor lDeasurinc effects: various chemlc:a1 methods Cor iaduc·
iac. CacjliWina. or inhibitin, cbanaes: and many other toeb.
So_ !l(OLOEN PfOlnlDS under development will otrer
planai.na assUWlc:e ill otpAizina and scquencilll such tools
to Kcomplish an experimental aoal. Othu MOLOEN pro-
anms will check user·provided experiment plans Cor Cessi-
bility: and iu ltnowledae base will be a repository Cor the
~id1y expudina knowledp oC~ specialty, available by
interroptioa.
III MOLOEN the problelll oC inteantion oC many diverse
sources of bowledp is central siDee the ascnce of the
upenllM1lt plannina process is the successful meraiD, ot
bidoIicaI. senetic. chemlc:a1. topolosical. and instrument
1aIow!edp. 111 MOLOEN the problem ot repracntilll pro-
c:aus is also broulbt into locus since the expert's know!-
ec1p of experimental slntelics-pro~mustalso be
repRWllted and put to usc.
ODe !l(OLOEN Protnm (Stetik. 1973) solves a 1)1le oC
analysis problem that is oCten ditricwt Cor laboratory sci.tt-
lists to solve. DNA strUCtures ca.a be l'ncmentec1 by chem-
ic:als called resaiction ell%)'1!les. The,. enzymes cut DNA
at specific recoanition sites. The traamenwion may be com-
plete or pvtial. ODe or more enzymes may be used. The
erap.nted sqments oC the DNA are caUected and soned
QUI by sqmcllt lenath usina a techllique called id electro-
plIonsis. The analytical problem is similar to that laced by
DENDRAL: Jivell an observed Cnamelltation palterlI. hy-
pocbeIiu the best strueturaJ explallatioll oC the data. More
prec:isely the problem is to map the ellZylllC recOlllitioa sites
of a DNA strIICtlInI from complete or penial ••dipsts".
The PI'QIrUI uses the model-drivea approach that is sim-
ilar to DENDRAL's &lid is c1iscuu.d earlier. Tha method is
pllCnte-aud-lat. A I'lnerator is initiated that is capable oC
pnerarinc all the site-sqment maps in aD exhaustive. imt-
e1undallt Wllioa. VariOUI pruDiDa rules are used to remove
whole c:luscs of coac:eivable ca.aclidates in lilllt of the dua.
So_ of the pruIIina rules are empirical and judJlllelllai.
Othen are Cormal and matheawically based.
TIM PI'QIrUI solves simpler problems ol~ type of &naI-
ysis benar than Iabora&ory scientists. The harder problems.
bo_ver. yield oaIy to the broader bio1olical kno...lec1p
IaIowa by the scietlbsu aDd DOt yet available to the pro-
ll'alIl's reuoninc proc;ascs. In a recent test case. a problem
wlloM solution SIlKe contained appro.limately UO.OOO.OOO
site-1'ncmeu1 "ll\&9S" was solved ill 17 secoods ot PDP·lO
a- usilll the INTEllUSP prosnmmina symlll.
IateratiaclY. the computer scientist's CornW uadcntand-
in, ~ the IIatUre oC the problem. his lormal represcnwioa
of the tDow1cdce used lor prunin, out inappropriate candi-
elates. and the computational power available to bim enabled
!lim to SUQllSt a r.... new Uperimcllt desilllS to his poetic:ist
coIIaboraton that were not previously ia their repertoire.
.-.:.:;
. ~
"
,
;~
%31 Natioaal Computer CoafCIUCC. 1m
CllYSALJS: lnte:rrlnc procel.D SlnJCt1In from cIecU'oa
daIsItylllape
CRYSALlS. too. i3 wort ill proll'cu. Iu wit is to hypoth-
.size the saueture oC a prolein from a map of elccuoa
density that is derived from x-ray crystalloanphic c1ala. The
map is threc-dimcnsioaal. and the contoUr iDCormatiOtl is
crude aDd hiahlY ambil\lOUS. IIlterpretatioa is lUided and
supportcc1 by auxiliary iDConnatioa. oC which tho amlllO acid
sequence oC the protein's 1Nckbooe is tho most importallt.
Density map interpretation is a protein ch.mist's art. M
ai_ys. C&llturilll~ art in heuristic rules and puttill, it to
usc with aD ioterenee ealine is the project's aoal.
The iafereac:e enline Coc ellYSAl.1S is a modificatioa oC
tho SUIX system dcsip described abov•• The hypothesis
lormation process must deal with many leyels oC possibly
u.seful aarqation and abslnCtion. For ClWIIple. the map
itself can be viewed as coasistina ot "peW." or "paIa
and vaDeys," or "skeletoa:' 'I'M proteill modci IIu
"atoms,'· "amlele plaaa," "amino acid sic1echaillS,'· and
evea massiv. substructures such as "helices:· Proteia m0l-
ecules are so complex that a systematic paeration-and-test
Sll'alen' like DENDRAL's is not (euible.Incrementai p~.
ill' toselhcr oC the bypothesis usin, rqion-crowilll methods
is nccesS&ry.
'I'M ellYSALIS desip (alias SU/P) is described in a
recent paper by Nii aDd Feiaeaballm (\977)•
SUMMARY OF CASE STUDIES
Some oC the themes pl'CS4ated earlier lMed 1IO ~tIJo
Iatioa. 1M 1 wish to revisit three heR: pneratiott-ud-tcst;
sinwioa~Ktionrules: and upWwions.
Airaaft came ill a wiele variety ot sius. shapes. and
Cuactioaal dcsips and tlley are applied ill very lIWIy _ys.
But almost all that lly do so because ol the UIlilyiac physic;a1
principle oC lift by airflow: tho othen are descnbed by ex-
ceptioa. 1C there is sueb a unityitIJ principl. lor illtelliaent
prosrams and human inteUiaeaca it is paeration-ud-ttst.
Nc woadcr that this bas beell so tborouahIy stUdied in AI
rescare:h!
la the caM sNdia. paeration is manJlatec1 ill a variety
ot lorms &lid processiDa schemes. There are Iep! move
pneraton defined lormally by a senel'Uina aiIoritbJD
(DENDRAL's snpb leneratiaa aiIorithm): or by & Iosical
rut. of illCereace (MYCIN's '*ltwvd chaininal. WlIen Iep!
move pneratioa is 110( possible or not emci.lIl. th.re are
plausible move IClltlatOn (as ill SUIX and AM). So_IiaMs
pncratioa is iaterleaved with lestina (as in MYClN. SU/X.
aDd AM). 111 one case. aIlpneraCOII preccda teslina (DEN-
DRALl. One case (META·DENDRALl is mixed. with some
lestia, ta1tina plaat duria, poeratioa. SOlllC alter.
E·12
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Tac abo sbowI pas YViety. 't1Mrt .,.. aimpIe lela
CMYeN: "Is tbe orpzIism IIIfObicr': stJlX: "Hu &11*'
rnI IizIe appared Il poUDolI p,', SeIDl taU .,.. COlIIPIeJ.
IMurisUl: evahwiolll (AM: "Is tbe DeW coacepc 'iIIlamt·
Iq'r': MOLGEN: "WiD tbe ractioa lCtlIaIly lake plactr,
SoIDIa- &~ tat CUI iIIvolve raadbKt 10 IIIOdify
_ object beiIII tlIItIId (II ill WETA·DENDJtAL>.
n.~ fnlm our caM audia IUPpottS tbe uaniaa
by Newell IDd SimoII 1IW pllC'ltioD-uld-tat is & law ol
our ICieace (NawclllDd Simoa, 1976).
Si~Aaioo ruIa an used 10 rapnMlIt &X;lCI'tS'
bowladp ill all of liM caM 1tlIdia. AI_ys liM siPWioll
pan iadicata liM~ coaditiGas lIDdIr wIIicII liM rule
is reJeVUL Tbe ICZioII pan CUI be aiIIIpIe (MYeN: __
dude pnsa_ ol particular orpaism; DENDRAL: coo-
dude bnak ol puticuIar boadl. Or It CUI be quite eomplU
(WOLGEN: III uperimtial pracedan). 'Ibc ovmiciiq coo-
sidcraIioa ill m.altiDI duicD cIloica Is lJl&t liM I'IIIa rorm
cIIoIa be abIc 10 l'IPf'IICIIl dearly IDd dinctIy wbat tIM
upen wisIla 10 express about liM docDaia. As illusllUed,
this may aecaaiwa & wide vvWioa ill rule IY1Itax aDd
-=-From & llUdy ol all the projects, & rquIIrity &lIIet'PS. A
salMlIt raDlr'& 01 liM Siawioa~Aclioa I'IIIa teeluIiqua ror
rapnMlIliq upcu' kDowildp II tbe IIIOCluIariIy ol liM
bow\edall bela, with the collCOlllitaat lIaibility 10 add or
c:!IalIee the bowl... asily II liM &X;lCI'tS'~
or liM docaain cIIaqa. Hue lOG o. III\IIt be pnpwic:,
DOt doc:uiaaira. A teeluIiqua SlICh II this CUIIlOC rIP_t
modUlarity olbowledp illlW modUlarity does DOt uist ill
tIM dolll&iD. Tbe ¥inua or this lK!uIiqua is 1IW it sarva II
& rramewoet ror cIiscoverilll wbat lIIOduiarity uiIa Us tbe
domails. Discovery may reed bKk 10 QIIM mormulalioa of
the kDowledp toWard lI'euet lIIOduiarity.
FUI&IIy, our caM studies bave showa 1IW stnICIY kDowl-
edp CUI be captlII'ed Us I'IIIa rorm. III TEIRESlAS. the
metarula capon bowled.. 01 bow 10 clc1Jloy docDaia
bowladp; ill StJ/X, tile SlftUlY n1Ia r.p_t liM u-
pam' Ialowledp or "bow to &Il&Iyu" Us the docDaia.
Most' of tIM PfOII'UIlI. aDd all of the IIIOl'& _t _.
IIIIb &vailabM &Il Uplaaatioll capability ror the user, be he
nd-user or sru-m developer. Our r_ 011 tDCkascn ill
appIicazioas doaI&illl bas rorced IlteIlDoIl 10 bullWl Inei-
neeriIlI i_. ill particular maltilll liM Med ror liM Ullla-
lIItioD caplbiliry imperative.
The Inlelliaellt Alent viewpoint seeall 10 III to demlDd
1IW the acent be able to explaill its activity; eila the quatioa
arises of who is Us conmH ol the acnt's activity. The issue
is DOt academic or pbilosopbicaL It is &Il encineerinc issue
, l!w has arisen in medica! and miliwy applicatioas or inw-
Iitut 1PIltI, IDd wiD IOVa1ll !bun_~eof AI wwt
ill appIicatioaI araa. And oa tile p/libopIIicaI level OM
lllicbt lvell &:1\1& tbat tIMn is & monl im:pmUve 10 provide
ICcurate upIaaatiolll to encI-IIsan wlloM iIltIIitioaa &bout
our sySlallll .,.. aIlIIost nil
FmaIIy, tile upIlnarjoa capabiIlry is Deeded II pan of tile
coocened IltKk oa die bowledp acquilitioa problem. Ex-
pIaauioa ol_ raaoaiq process is _rn1 to tile illter1l:-
ave traDSfer of upertiM 10 tile bowlcdp bela, IDd it is
our IDllIt powaduI tool foe tbe debuailsc ol tbe bowledp
but.
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Allen Newell. "Remarks on the relationship between artificial intelligence and cogni-
tive psychology," pp 363-400, in Theoretical Approaches to Non-Numerical Problem
Solving, Part IV, edited by R. Banerji and M. D. Mesarovic, copyrighted 1970. Reprinted
by permission of Springer-Verlag, New York.
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REMARKS ON THE RELATIONSHIP BETWEEN
ARTIFICIAL INTELLIGENCE AND COGNITIYE PSYCHOLOGY
Allen Newell
Carnegie-Mellon University
Pittsburgh, Pennsylvania
1. INTRODUCTION
Shortly after I agreed to participate in this conference, I received a letter
from a psychologist friend, who had been working in the area of cognitive simulation.
He had become discouraged, feeling that less and less work was going on. He felt
that attempts to simulate cognitive functioning were a dead end and he was leaving
the field. He wanted to let me know •
Now, ~ own impression is that matters stand rather well in the use of infor-
mation processing models in psychology. The dissonance between this letter and
my own view led to considerable reflection over the next several months. This
seems an appropriate occasion to pass on these reflections. Thus, I wish ~o address
~self to the relationship between artificial intelligence and cognitive psychology.
I will not provide here any survey of the research being done. Nor will I be
reporting any new research (though in fact some of the odd pieces I will mention
are fai rly recent).
Furthermore, these are reflections on the relationsh1p. I shall not attempt
any systematic argument. For that would be, in effect. to argue the necessity ~f
my own world view -- ~ own Weltanshauung. And I agree with the substance of
Churchman's paper in this conference. that one cannot argue such things directly.
let me set the stage by two preliminaries, before moving to the points
themse1ves •
2. THE,POSSIBLE RELATIONSHIPS
We list in Figure 1 a number of possibilities that cover the range of relation-
ships.that might exist between artificial intelligence and psychology. The list
moves roughly from weak to strong relationship as one moves from top to botto~.
F·2
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Thus, right at the top, there may be no relationship at all between artificial
intelligence and psychology. This is certainly a possible view:
Since the theory rests' on analogies between the human and the
mechanical process, ~ewell et !l take' some pains to produce
comparisons between human problem solving and the behavior of
the machine. In this effort [LT] they draw upon previously
published descriptions of relevant human behavior. They add
nothing to our further understanding of the living me~hanisms,
but they do provide a better understanding of the computer.
(T. Kendler, 1961, pp. 451-452.)
The next stage is where one feels that artificial intelligence provides
.
metaphors,.thus making psychologists attend to new phenomena in appropriate ways.
This view is the interpretation many scientists put on cybernetics through the
forties and fifties. And many people hold it about artificial intelligence now:
Psychology and the study of artificial intelligence are both
concerned with intelligent behavior, but otherwise they are
not necessarily related except to the extent that metaphors
borrowed from one discipline may be stimulating to the other.
(A.G. Oettinger, 1969, p. 30.)
No relationship
Metaphor I Attention focussing
Forces operationality
Provides language
Provides base (ideal) models
Sufficiency analysis
Theoretical psychology
Self sufficient
Figure 1: Possible Relationships between AI and Psychology
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The next step of engagement is that emphasis on programs and mechanisms forces
the psychologist to become operational, that is, to avoid the fuzziness of using
mentalistic terms. It is a sort of mental hygiene. Behaviorism is in part a
similar sort of mental hygiene, but one that achieves its effect by remaining in
the observation language of the experiment (i.e., the behaviors that can be
observed). Artificial intelligence offers an operationalism with respect to theor,y.
This view has been ve~ popular, as the following quotations testify:
The advantage of playing this kind of game lies solely in the
fact that, if you talk about machines, you are more certain to
leave out the subjective,. anthropomorphic hocus-pocus of
mentalism••••
There is still a further step possible along this same road:
the design and construction of actual robots who perform
different human functions as well or better than a man can
do. ••• The only use that lies in designing an actual robot
is to make sure that, in stating the properties of a function,
we have not left in unwittingly some ~stic ambiguous mentalistic
term. (E. Boring, 1946, p. 191.)
••• On the other hand, the computer program allows us to
specify with complete precision, complex models that certainly
embody what we are vaguely point to with these words. We can
then, as wi th the concepts "active memor,y" and "learning" briefly
discussed here, study our models to get a better idea of what we
have been talking about.
The computer is just a powerful tool for clearly specifying
rules that mechanisms must follow in car~ing out procedures
that process information. (L. Uhr, 1969, p. 297.)
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The next stage sees the language as the major connection: The language of
programs and data structures (e.g•• list structures) is the appropriate vehicle for
describing the behavior of humans. in contradistinction. say. to classical mathe-
matics. An analogous view was strongly held a decade ago in arguing that for the
social sciences the appropriate mathematics was that of finite structures (matrix
analysis. markov processes. graph theory). as opposed to the mathematics of the
continuum (i.e•• diff~rential equations). Perhaps. the clearest statements of the
language view with respect to artificial intelligence have been made by George
Miller:
The computer program can play a double role in psychology: as
a nodel of an intelligent system and. even more broadly. as a
kind of language in which theories can be expressed. Everyone
recognizes the importance of holding a good theory; the advantages
of speaking a good language. however. are not so often recognized.
(p. 9)
There is much that the psychologist can learn from a study of
computing machines and the structure of their programs. Programm-
ing languages seem to offer.~n excellent medium for the expression
of psycho1ogicial theories. even though using such languages implies
that men and machines are in some deep sense considered to be equi-
valent -- functionally. if not structurally. (G. Mill er .1962.
p. 21.)
The stages af metaphor. operationality and language are somehow content free.
That is. the gains to psychology are in various behaviors and disciplines of·the
psychologist. The next stage finally accords the product of the artificial intelli-
gence models significance. even if not their content•. Here artificial intelligence
is used to provide base lines against which to view actual behavior. These base
lines are in the direction of optimum behavior. rather than in the direction of
random behavior as in the base lines usually provided for by statistics). Such
,-
ideal types are u~ed fruitfully in several places in ~cience. In psychology a good
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example is the work of Ward Edwards on behavior in uncertain situations, where
humans are consistently conservative compared to the optimal solution, as computed
from Bayes theorem. Without this comparison with an ideal system, a significant
aspect of the data would be missed. In artificial intelligence this view is
perhaps less common than might be suspected, given that computers are programmed
to do the best job possible. Uevertheless, one finds the attitude expressed
occas ionally :
The computer analogues used in some o'f the model of human
information processing and thought depict ideal intellectual
slaves, experiencing practically no time lag, no loss of memory,
and no reluctance to consider all of the available evidence.
The human to whom our formulations are meant to apply do
unfortunately experience considerable limitations in these
regards. (W.J. McGuire,. 1968, p. 159).
'The next tum of the screw reflects a unique feature of human cognitive'
behaviors, namely that they constitute performances for which often we do not know
'!nlway that they can be accomplised. Thus, it becomes of interest to discover
systems that perform these tasks. If, in addition,' no mechanisms are used in
these systems that clearly go beyond the capacities of the human, then an initial
,theo~ has been provided. This level has been called sufficiency analysis, since it
seeks to show that a sufficient set of mechanisms exists for a particular intellectual
task. To illustrate, if one develops a chess program that examines 800,000 positions
in deciding on a move, then one has not made a contributioni since excellent evidence
exists that no human could consider 800,000 separate items of information in ten
minutes. But if the chess program only considers around 100 positions, and if
there are no other ways in which the program radically violates the general
character, of human processing capacities, then it may be taken as a first model.
An example of this view is the following:
The definitions are both nominal and ostensive in the sense that
when we speak, for example, of "pathogenic conflict" we can'
, ,
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point to a precise procedure in the program which computes
whether two beliefs are in conflict or not. We must postpone
the question, which eventually must be faced, of how closely
this corresponds to the nature of pathogenic conflict in real
persons. But at this point we can say there is a rough match
between the output of the program and typical behavior of
patients in psychotherapeutic sessions. (K.M. Colby and
J.P. Gilbert, 1964, p. 417)
This view has a certain value in itself, since psychology has 1.. Jeneral ignored
the question of explaining how it is that humans can perform the acts of intelli-
gence they routinely accomplish. Thus, it adds a new mode of analysis.
With the next turn, we get artificial intelligence as theoretical psychology.
This 1s analogous to the view of the mathematics of differential equations as
theoretical physics. Thus the actual theories of cognitive psychology are to be
expressed as artificial intelligence'systems. We would expect to find artificial
intelligence systems of direct empirical relevance, and also artificial intelligence
systems being developed for their own sake. just as in mathematics there is
concern with the differential equations of physical interest (e.g., the Mathieu
equation) and also the pure theory of differential equations. This view has been
often expressed; for instance:
Quite typically. these models express psychological propositions
1n terms of individual operations for matching, generating,
transforming, and retrieving information. These operations
are knit together to form systems of complexly organized
structures and processes. Since the structures and processes
are represented exp1i ci t ly. such models enable us to go behond
measures of the quantifiable and statistical properties of
behavior to investigations of the specific sequences of stimuli
and responses involved. ••• By comparing model-generated
behavior with data from humans. we can decide unambiguously
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whether the model is sufficient to account for the phenomena-
we are investigating. Concerned as they are with the micro-
structure of behavior. information-processing psych~logists
often prefer to work with extensive sequential data from indi-
vidual subjects. (W. Reitman. 1969. p. 246.~
There is yet one more twist -- a radical one. bu~ not totally implausible•
One can view artificial intelligence as sufficient within itself for the entire
task of understanding the nature of human intelligence.' Thus. the behavioral
data now being gathered and analyzed in psychological laboratories are taken to be
irrelevant. With our long standing involvement in an empiricist view of science.
this may seem like nonsense. But consider that'the constraints on intelligent
behavior in our world may be such that there exists tn essence. only one type of
system that can accomplish it. Then we might be able to discover that system by
direct analysis. knowing only the nature of the world (the organism's task environ-
ment) and the general kinds of performances of which it is capable. The plausibility
of this can be enhanced considerably if two conditions are added. First. the basic
system itself must have arisen by evolution. Second. the 'system must be able to
develop from a basic system (capabilities unknown. but fundamentally simple) to
one with full intelligence. Tbere are few who subscribe to this viewpoint totally.
However a hint can be found in the following quotation:
Nor is it true that psychologists take the experimental
evidence into account but that others [engineers working,
on pattern recognition] do not. for it is not clear that
much really firm evidence has been collected. except for
a few scattered findings. chiefly from neurophysiology.
As horri~ying as it may sound to some. the chief sources
of specification of a model for pattern recognition are
intuition and introspection, and in this we all draw upon
our own resources' as human beings. Since these are two
functions that have made twentieth century psychology
F-8,
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especially uneasy, there is no reason to think that
.::_:_ psychologists are terribly adept at them. (L. Uhr,
'::::::" 1966, p. 291 )
_: "_ ,,:_ •
":-_:_:_ I have laid out this array of viewpoints to-locate myself and the nature of
•.:_.'_,
.o_., _y comments. I wish to focus on the strong end -- namely, on artificial intelligence
:_;;.;;_i as theoretical psychology. (I do not, however, go to the last stage.) Thus, I am
_,:_:::_!_, muchconcernedwith the use of.artlficlalintelligencesystemsas theoriesfor
i::.,::_:_:] detailed andexpllctt bodies of data on humancognitive behavior.
.-0 The literature that talks about simulation of cognitive processes speaks
":!3
..!::-? mostlyfromviewsdowntowardtheweakend. as I have triedto indicatewith the
quotations. While I think that'artificial intelligence can be relevant to
::;,,i:_, psychologyin all of theseways,I havealway_felt thatquotingthemsmackeda
blt of damningwith faintpraise. If it is not possibleto do the realjob -- i.e,.
; to be _eow in the full sense -- then one must settle for the advantages that do
: ::--.:-_ exist.* (Tobe fairto thosewho haveespousedthesevariousadvantages-- includ-
tng myself -- clarity about the role of a new development is achieved only Slowly.)
:::"_:!::_ 3. WHAT IS ARTIFICIALINTELLIGENCE?
The secondpreliminaryis to fixwhat I meanby artificialintelligencefor the
• _.:., -;:_
purposeof this paper. As shownin Figure 2 there is a very large encompassing
domain labeled variously c_bernet,ic s_stems, information processing systems, control
•:_::_ systen_,etc.-- thisentirefamiliarinterrelatedscientificand technologlcal
,_;:;_ domainthathas arisensinceWorldWar II. One majorsubdomainis thatof .s_mbollc
.:_:., s_stems,which is prettymuch coterminouswith thesystemsof interestto computer
science. Symbolicsystemsare to be distinguishedfromdiscretesystems,as the
controltheoristusesthatterm,in havingsymbolsthathave referentialstructure.
Programmingand linguisticsystemswouldbe anotherset of namesfor the same.area.
:'.::i _.Psychologyitselfhas a niceexample. One oftenhearsthata goodtheoryis one
•. _:,.. j
::,:_:i that leadsto goodnew experiments.Whiletrue.thisvirtueoftenhas to serve
•_ "in the absenceof more substantialadvantages,suchas predictiveand explanatory
power.
;: ;
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FIGURE 2: Cybernetic Systems and its Subdomains.
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Within sy~olic systems there is a subdomain called heuristic programming, e.g••
programs for problem solving, theorem proving, game playing, induction, etc. This
is part of artificial intelligence, as the term is commonly used. There are also
other parts of artificial intelligence, such as pattern recognition. Some pattern
recognition systems are symbolic, e.g., the work of Uhr (1961). But other
pattern recognition systems are discrete, though not symbolic (e.g., neural nets),
and some are not even discrete (e.g'., holographic systems).
With Figure 2 as background, then, when I refer to artificial intelligence. I
will mean heuristic programming -- that is, symbolic systems for performing
intellectual functions. I will exclude such areas as pattern recognition -- not
because they are any less important, but because they are a different story for a
di fferent time•
More important, I wish to broaden my concern from artificial intelligence to
the whole of symbolic systems. For the right question to as~ is not about the
relation of psychology to artificial intelligence systems, but about the relation of
psychology to symbolic systems. In fact, this larger view already has a name -- it
is called information pracessing psychology. It is to be distinguished from the
flurry withi~ psychology some years ago on the use of informatipn theory, as
developed by Shannon (e.g•• see Attneave, 1959). Information processing psychology
is concerned essentially with whether a successful theory of human b~havior can be
found within ~he domain of symbolic systems.
The reason for the expansion is clear if you view the matter from psychology's
vantage point, which wants to construct theories to describe and explain human
behavior. Symbolic systems provide a possible class of systems within which such
theories might be formed. Some of the behaviors of interest are primarily problem
solving -- e.g., a man playing a game of chess. But much behavior of interest is
not intellectually demanding -- e.g., learning new information. interpreting a
command in natural language. retrieving a relevant fact. But these tasks are also
susceptible to an analysis in terms of symbolic systems and information processing.
Thus. artificial intelligence covers only a part of the relevant systems.
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I am insisting on, the importance'of the general type of system used to form
specific theories of human behavior -- in our case. symbolic systems', It iSi then.
worthwhile to note that psychology has searched for its theories mostly in terms of
classes of systems other than symbolic systems. Behaviorism is in general coupled
with a view of systems of stimulus and response associations. Gestalt psychology
1s coupled with a view of continuous fields which r~organize themselves, Psycho-
analytic theo~ is framed in terms of energy constructs. with conservation laws
a major organizing feature. All of these views -- and the three of them account
for a large fraction of psychological theo~ -- are quite distinct from symbolic
systems.
This 'emphasis on the substantive content of information processing models is
in sharp contradistinction to the neutrality of 'computer simulation per see This
latter has been emphasized by many people. It can be seen in the earlier quote of
Uhr in connection on operationality. Here is another:
I should like to conclude with this final comment: 1-1y
insistence that a theoretical formulation be rendered in
such a manner that it could be converted into a computer
pro~ram does not in itself predispose us toward any par-
tfcular type of theo~•••• The model resides wholly in,
the program supplied to the computer and not at all in the
hardware o,f the corrputer i tse1f• For thi s reason any
,model can be programmed -- provided only that it js
sUfftcientlyexplicit. (Shepard. 1963. p. 67.)
~ own insistence does not conflict with the above statement. Rather. it reflects
an additional product of the growth of computer science. namely. that of a theoretical
model of symbolic behavior. After the fact. one can see that such a theo~ might
have emerged within psychology (or linguistics) without the advent of the computer.
In historical fact. the theo~ emerged by trying to program the computer to do
non-numerical,tasks and by trying to construct abstract, theories of computation
and logic.
With this background. let me now make a series of points.
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4. POINT ONE: PENETRATION INTO EXPERIMENTAL PSYCHOLOGY
The first point is that the penetration of information processing theories
into experimental psychology is very substantial. To see this, one must take the
broader view I have just emphasized. Information processing, not artificial
intelligence, is the critical issue, simply because most tasks investigated 1n
psychology are not problem solving or complex learning.
Furthermore, the total range of work that now operates within an information
processing framework by no means derives from a single source. More precisely,
the wider domain, which we labeled cybernetic systems in Figure 2, has been the
common source of 'all the work (especially if we understand it to include develop-
ments in operational mathematics, such as decision theo~ and game theo~).
But this broad development has permitted many parallel developments in psychology,
~ll converging on the class of information processing systems. ' Let me briefly
identify these main lines of development.
Perhaps the most important one in terms of number of investigators is t~at
..c. concerned with the study ofimmedhte memory. III terms familiar to this audience,
the basic problem is to discover the logical design of the short term memory.
Actually, there appear to be several such memories, some of ttl! order of hundreds
of milliseconds half life, at least one of the order of several seconds. Since no
anatomical or physiological data, exist on these memories, their eXisten~e and
characteristics must be inferred entirely from behavior. Thus, there is even
controversy over what memories exist (Melton, 1962).
Now the concern with th~ logical design of a system does not necessarily imply
concern with a symbolic system. And, indeed, the genesis of this work goes back to
communications engineering and information theo~. The book by Broadbent on
Perception and Communication (1958), which was one of the milestones in this area,
shows this very well: signal processing, but not symbol processing.
What changed this was the discove~ that the human immediate memo~ appears
to hold symbols -- chunks, to use the term introduced by George ~i1ler in his we11-
known paper on the magic number seven (Miller, 1956). This estabiished that one
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should consider the human as an information processing system with a short term
memo~ of constant capacity, measured in number of symbols. By now, this view
'. permeates all work, as can be seen in the numerous models of short term memory
that are now available (many of them stm1ll1arized in Norman (1969».
A second development is in psycholinguistics, where the work of Chomsky has
had a ve~ large impact. First, observe that Chomskian linguistics implies a
symbolic system. One can emphasize, as have the linguistics, that performance
should be distinguished from competence. so that a model of the linguistic ability
(i..e •• the set of syntactical rules) does not imply that language is in fact
processed in a person by a machine that takes the rule system as input. However.
if one wants to draw any inspiration from linguistics for psychology. then it will
still be a system of this kind ~- i.e•• some kind of a system that deals with
discrete symbols with rules and transformations on those symbols.
This is exactly what has happened 1n psytholinguistics. where many studies are
being performed, taking seriously the notions of linguistic.transformation and the
encoding of' meaning (semantics) in the so-called deep structure (Chomsky. 1967).
The attempt to characterize the development of children's grammars, which thereby
attributes ta them a (simple) system af rule following behavior on symbol structure!
(language utterances). is part of the same picture (Smith and Miller. 1966).
Problem solving. A third development is the simulation of cognitive processes
in problem solving by means of computer programs. This is the development associated
with (intimately entwined with. would be a better phrase) artificial intelligence.
The problem solver is viewed as a symbolic system. capable of following strategies
of search. applying heuristics. calculating results. both symbolic and (on occasion)
numeric. and evaluating partial results. The efforts referred to here are those
one would also consider psychology (tn line with the choices with respect to
Figure 1). namely. those where direct comparison is made between the symbolic
system and data from human behavior. Good representatives of this work can be
found in the well-known collection by Feigenbaum and Feldman (1963) (see also
Reitman. 1965).
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Concept formation. A fourth area of development is in the study of concept
fonnation. Work in this area. of course. goes back many years (e.g•• to Hull.
1920). A major'turning point is symbolized by the book by Bruner. Goodnow and
Austin (1956). which made extensive use of the notions of strategy and hypothesis
formation. as well as cognitive strain (being essentially the dynamic mcmo~ load
needed to car~ out various strategies). The system i~p1ied there. was ve~ much
a symbolic system. though its inspiration came out of decision and gar~ theory.
rather than computer science.
However. though there has been substantial work in artificial intelligence on
concept formation (inspired in large part by the Bruner. Goodnow and Austin
analysis) and even on information processing models for its psychology (e.g~. Hunt.
1962. Hunt, Marin and Stone, 1966). most of the upsurge of work that followed in
the late fifties and early s'ixties could not reasonably be seen as working within
an information processing fr'amework. It would be better characterized as a
straightforward experimental investigation of psychological phenomena, in which
various limited questions were posed and investigated without any deep ,commitments
to the type of processing system implied. For example, studies were done to show
that there was a systematic effect of the number of relevant versus irrelevant
dimensions in the stimulus configurations; and to show the effect of the availa-
bility of past information (Bourne, 1966).
However. gradually more explicit assumptions have been made about the nature
of the subject's processing -- first'in terms of hypothesis testing (Rest1e. 1962).
more" re~~~tly in terms of general rule-following behavior (Haggard and BOurne, 1965).
These shifts imply a symbolic processing system.
Summary. 1'1y purpose in qUickly going over these lines of development is not
to establish them in any detail -- for this I have hardly done. It is to call your
attention to the use of symbolic models in many places throughout experimental
psychology. It suggests (and I maintain) that a shift in the Zeitgeist in
'psy~hology has taken place toward a view of man as an information processor.
, In fact. I have left out several additional lines of development. for 'exalqJle
the work in verbal learning. Although the non-psychologist can be pardoned for
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thinking that this is coextensive with psycholinguistics, in fact it is a separate
experimental tradition going back to Ebbinghaus and his use of nonsense syllable
learning (laBS). Work on the learning of verbal materials -- serial lists, paired
associates, and free recall --.have been one of the bastions of S-R psychology,
since th~ phenomena lend themselves well to explanation in terms of the formation
of a~sOciations.
let me quote a paragraph from a recent study by a psychologist who. has long
worked in this area. The study is entitled. "Image as a mediator in one-trial
paired-associated learning. II It seeks to investigate the use of Iilneumonic devices
in memorization. It has long been known that if you want to memorize a list of,
say, ten items. then a good w~y. to proceed is by having an already learned list
of associations, say, l-bun. 2-shoe. 3-tree. 4-door•••• lO-hen. and then (to
memorize the new material) forming a bizarre visual scene involving each of the
items and the w~rd in the permanent list •. That is. if the firs~ item to be
memorized was whale, then visualize the whale with a bun in its mouth; if the
second was a bicycle, then visualize the bike riding down the toe of the shoe, and
so on. It will then be found (so goes the lore) that the kth item can be reliably
recalled by going from the' number, say 4, to its word. say door, and then to the
visual scene, from which the object can be recalled. (The "l-bun, ••• " list is
memorized once and can be used for a lifetime.)
The present study is a prelimina~ effort to make some
experimental contact with the hypothetical construct of
visual image with no immediate intent to assert the reality
of such a phenomenon. In the present study S's were
instructed to form visual images and to use them in memoriz-
ing lists of words. Whether or not they did so may remain
in question. The fact that they accepted the instructions
and maint~ined that they followed them cannot be denied. In
this. report the term "image" will be used to refer to the
processes S'ssaid they followed when instructed to "picture"
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the 10 articles mentioned in connection with the previously
l~arned list of 10 words that rhyme with the first 10 numbers.
(B.R. Bugelski. E. Kidd and J. Segmen, 1968, p. 70.)
This quotation accurately reflects the present state of verbal learning research.
It is still much enmeshed in a behavioristic stance, which views with alarm
attempts to deal with i ntema1 processes (symbol i c or otherw1 se). But they are
be~ng driven to such attempts. in large part b~cause of a shift in view to an
organism as an active. symbol manipulating system. In the decades prior to the
current one. such notions as imagemediated paired associate learning simply did
not call for investigation. The current attempts testify to the shift in the
·Zeitgeist.
A final comment: if on~ looks at where the excitement has been over the last
ten years in psychology -- the places where rapid growth is taking place and which
people ta1k about when asked "what's new" -- a substantial fraction of these tum
out to be connected to this shift towards information processing models. The
work on immediate memory is one. the rise of a linguistically oriented psycho-
linguistics is another; the study of children's grammar (within psycholinguistics)
i~ a third. (Possibly the work on problem solving is yet another, but that is
more difficult for me to assess. since I am so involved in it.)·
5. POINT TWO: FROM Ir*lEDIATE MEMORY TO I~1EDIATE PROCESSOR
In the discussion of the possible relationships of information processing
models to psychology we opted for the use of such models as detailed theories of
behavior, rather than, say, metaphors or exercises in the discipline of ope~ational­
ism. Even taking for granted the extent of the activity discussed above, there is
still the question of its nature. Does the work on immediate memo~ use the notions
of information processing only as a metaphor. rather than theo~1 After all, in a
pri~arily experimental discipline (such as psychology still remains). one can play
fast and loose with many verbal formulations and many metaphors. so long as th~y
lead to asking interesting experimental questions.
F·17
.-
1
" "
~-
. ..-' '.~
.. ~: ;,-.-,.: .
.:. :
....,
~ .. ;,!
........' ,
- ....
379
Let me pursue this question with respect to the work on immedia~e memo~. To
understand this area you must know some background. The behaviorist era in
psychology, which reigned in its various forms for the thirty years prior to
World ~ar II, moved the question of learning to be the central question of an
objective psychology. The study of sensation and perception gradually came to
tale subordinate places. Even more so, the study of memo~ became simply an
aspect of learning. When work on immediate memo~ was restimulated.in the fifties
and sixties, it was largely as a re-emphasis within the notion of learning. Thus,
these studies could be conducted with only the issues of memo~ in mind -- the nature
of acquisition; retrieval, capacity, reliability, etc.
If I were to suggest to this audience that they study the structure of an
unknown information processing system, then certainly the kinds of memories would
be of prime importance, i.e., their capacities and access characteristics. But
the nature of the rest of the central processor would be of equal interest. i.e ••
the control structure and the basic processing operations. Almost none of this
concern with processing, as opposed to memory. is evident in the earlier psycholog-
ical literature on illJllediate memory. But recently -- within the sixties -- there
has been a shift toward such concern. And this shift carries with it the use of
information processing theories in detail.
Some brief examples are appropriate to show this situation. I will not attempt
any historical comparison. but rather give examples of current work that uses
information processing assumptions. not as metaphor but as atheo~.
If we ask a subject "What is the 7th lett~r after G in the alphabet?"
(Answer: N). it will take him about a second and a half to respond. If we va~
this question by changing the starting letter and the number, then we get a curve.
such as that shown in Figure 3 for subject RS. If we kept at our subject long
enough, we might expect him to memorize all the answers (there are only 26x25 = 650
distinct questions), in which case the time to respond might be independent of the
details of the questipn. But barring that, the subject must somehow generate-the
ans~~r. The figure immediately suggests that he does this by counting down the
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Average reaction time to count down alphabet (adapted from
Olshavsky, 1965, Fig. 2).
I Z , 4 5 61 B 9 '0 II 12. 13" lit" IS 16 17 18 19 20 2.1 21232.'1 2.5
1
2.
" Subjed: R.5.
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FIGURE 3:
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alphabet at a constant rate (he is silent during the interva.1 between question and
answer, so may proceed any way he wants). That is. we model our' subject as a
simple serial processing system which has operations of "get next. II "add 1.·
-test if tally = n" and "speak result." along with some control structure for
integrating the performance into a repetitive loop, The linearity arises because
the same operations are being performed repetitively.
This particular figure. taken from a Masters thesis at 01U (Olshavsky. 1965).
is not an isolated example. It shows several things that characterize much of
the experimental work on the immediate processor. First. the task is very simple.
thus illustrating the earlier point that information processing systems. not
artificial intelligence systems should be our main concern. Second. the response
measure is reaction time. so that the task is to infer the structure of a complex
process from the time it takes to perform it. Third. a population of tasks is
used. so that some gross aspect, such as the linearity in Figure 3, contains the
essential induction from data to mechanism. Since, in fact, reaction times are
highly variable, it is this last feature (initiated by Neisser, 1963) which
distinguishes current work from a long history of earlier work on reaction times
that didn't bear such fruit.
Ftgure 4, from a study by Sternberg (1967). reinforces these points. He gave
his subject a set of digits. say (1,3.7). and then asked them if a specified
digit. say 8. was a member of the set. He finds. as the figure shows. that n~t
only does it take 'longer to answer the question for larger set;s, but the relation-
ship is linear. Thus, again, the natural interpretation is according to a process-
ing system engaged in repetitive search. (Though the search here is through immediate
memory. whereas it was through long term memory in Figure 3.) Now the point of
showing this second example is that Sternberg goes on to use this basic result
in ~n ingenious way. In one condition he presents the subject with a fuzzy.
degraded image. What should happen?
We know. independently, that it takes longer to compare a degraded image than
a clear one to a known digit. One possibility is that the subject works with the
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image. thus having to make the more difficult comparison at each step of the
search. If this were the case. the slope of the data line should be greater for
the fuzzy image than for the ~lear image. A second possibility is that the
subject initially identifies which digit the fuzzy image represents and then com·
pares·an internal representation on each stage of the search. In this case. the
slope should be the sa~e. but there should be extra time for initialization. As
Figure 4 shows. the latter clearly prevails. Thus we can' infer that the operation
of perceptual identification occurs prior to the search in immediate memory.
The point of this study. for us. is to see how definitely Sterberg is working
with a processing model. The situation is so simple thilt the key properties can
be inferred without creating a program to simulate the subject. But the dependence
on the detailed theory is no less for that.
I will present you one more example. since I really wish to convince you of
the extent to which information processing theories are taking hold at the level
of studying the immediate processor. This is work done by Donald Dansereau in a
Ph.D. thesis just"comp1eted at Carnegie-Mellon (Dansereau. 1969). He studied the
process of mental multiplication. e.g •• "~lultiply 27 by 132 in your head and when
you are through. give the answer." His subjects were all highly practiced; even
so. it takes a substantial length of time·-e.g •• about 130 seconds for 27x132.
Again. as wHh these other studies. time was the measure. and he gave his subjects
a large population of tasks.
Now the fundamental fact about mental multiplication is that any cruc~
processing model does quite well. That is. a reasonable count of the steps required
by the method the subject uses (e.g •• 62x943 requires 5 holds for the given digits.
6 single-digit multiplications. 9 additions. 4 carries and 11 holds for a total
~ifficu1ty factor of 35) does quite well in predicting the time taken. Figure 5
shows actual times taken versus this difficulty factor for a particular subject.
,The linear regression accounts for about 90% of the variance. However. this result
is not 'at all sensitive to the exact assumptions. Other work has gotten similar
results with quite different measures (Thomas. 1963). though in all cases they are
crude processing models.
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Dansereau went on to'construct a more refined model, in which he postulated
several kinds of memories with associated transfer times between and within
memories. There was an imag~ store, where operands had to be positioned, as in a
template, in order to be added or multiplied. There was a short term memor,y that
held a small number of digits, e.g., the definition of the problem or intermediate
results. Finally, there was a long term memor,y in which information could be
fixated for an indefinite period of time. The transfer times are shown in
Figure 6. They were obtained from independent experiments,' either already in the
1i terature or done by Dansereau. Thus, these times are not parameters to be
estimated from the primar,y data on performance•
Figure 7 shows the results of this model. The system is complex enough .to
require simulation. The times taken by the simulation are shown as open circles
and the actual times by the solid circles. Both are plotted against the difficulty
factor used in the prior figure. (Thus there are many dots for a given difficulty
factor, since there are many different multiplication problems with the same factor.)
It can be seen clearly that the simulation has prOVided a next order of i~provement,
fitting the "staircase" effect of the actual data.' This fit is' not due ·to an
excess of parameters, since the only parameter used to fit the data was a scale
change. All t'IthP.rs, as. remarked above, were estimated independently from other
data.
Although we have no space to discuss it, the model shows that ver,y little
time is spent in the act ~f multiplying or adding. Rather, significant amounts of
time are spent in memorizing intermediate results (which we expected) and in
positioning operands (which we did not expect) •
This work shows clearly the shift from models of memor,y to models of the
immediate processor. Memor,y, of course. remains central to the system, but there
is much more as well. Furthermore. we have moved to where an explicit theory must.
be built of the situation (the simulation), even though the task is still not one
that artificial intelligence finds of much interest per see
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6. POINT THREE: ON BEING SERIOUS
I have tried to illustrate with examples from one area, immediate memory, that
theories of man as an information processor are being used in serious and detailed
ways. I would now like to turn this conclusion around. There have always been two
feelings held by workers in artificial intelligence about themselves: (l) they
were proceeding independently of any concern with human behavior (i.e., not
simulating). alternatively (2), they were in fact being relevant to how man thinks.
Both these views are, in my mind, legitimate -- including their conjunction, which
has been ~ personal position in some of our work (e.g., GPS).
I wish to address ~self to those of the second (simulating) persuasion. By
ROW, anyone who is serious about the psychological relevance of his work in
artificial intelligence had better be prepared to deal with detailed ~ata of humans
in s~ecific situations, experimental or otherwise. As we discussed in connection
with Figure 1, there are many ways in which a work in artificial intelligence could
be considered relevant to the study of human behavior. All these ways remain
legitimate. But the gradual success of the detailed. use of information processing
theories means that non~ of the less demanding ways carry much punch (though there
will always be exceptions, naturally).
Tni~ same point was reached some years ago with respect to neural modeling and
physiology. No neural modeling is of much interest anymore, unless it faces the
detail of real physiological data. The novelty and difficulty of the tasks under-
taken by heuristi~ programming has tended to push the corresponding day of reckoning
off by a few years. The development of symbolic sy~tems that would behave in any
way inteliigently produced sufficiency analyses that were in fact relevant to the
psychology of thinking. But the automatic relevance of such efforts seems to me
about past.
Let me illustrate this'point briefly. In the last few years Ross Quinian
has.developed a model of semantic memory (Quillian, 1965, 1969). Many of you are
undo~btedly aware of it; Bob Simmons discussed it to some extent in his paper at
this conference. The essential features are (1) each concept is a node "in a
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semantic net (as in several othe: programs, such as SIR (Raphael, 1964); and
(2) a complex structure encodes the definition (as in dictiona~ definition) of
the word, thus relating it to the other concepts used in its definition. In his
original work he used the task of giving the system two words, e.g., FIRE and BURN,
and having it state the relationship between these concepts; e.g., FIRE IS CONDITION
WHICH BURN, also TO BURN CAN BE TO DESTROY SOtIETHING ON FIRE.
Now this program is an example of sufficiency analysis, as we have used the.
phrase. For the system is not intended as a detailed model of human memory and it
was never tested as such. But it is relevant to psychology, because he was able
to make (and demonstrate via the living program) conceptual progress in how.human
memo~ might be stru~tured for tasks where we understand by general experience what
performance can typically be expected of humans. Indeed, the work· was a Ph.D•
dissertation in Psychology at Carnegie-~~llon (Quillian, 1966).
There is a sequel to this work -- and it makes my point. Quillian is, indeed,
interested in the psychology of human memo~. Thus, he follo~ed up this work in
sufficiency analysis with an attempt to explore whether ~uman memory could be
modeled by' such a structure (Collins and Quillian, 1969). The essential feature
of a semantic net is that information a~~ut a concept is not all localized at the
node corresponding to that concept, but is distributed through the network. Thus,
that a cana~ can sing, might be located at canarY, but that a cana~ can fly is
probably not located at canary, but at bird, since it is a property of all birds.
Similarly, that a canary has skin is probably not even located at bird. but rather
an animal. If this were the case, then it should take longer for such a system to
answer~ or !!.2. to such questions (when embedded in a population of other questions,
such as "Does a house sing?", "Does a cat fly," etc.). Further, if the net is
homogeneous in its structure, then there should be a constant operation time to go
from node to node in the net.
Figure 8 shows the results of asking these questions experimentally of humans,
using reactions times. The points are averages over populations of questions of
similar type. The quantity of interest is the difference between points, as
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indicated above. Three of them are essentially identical at the 80 ms. The fourth,
from "A canary is a canary" to "A canary' is a bird" is too large, due. it appears,
to the reaction to the former being too fast. But this is the one question that
admits of an answer by perceptual matching. avoiding the meaning of the word
"canary" altogether (hence the time to go from image node in the net). There is
other evidence in the literature that indicates the same phenomena. e.g•• it takes
longer to recognize that ~ and ~ are the same than that ~ and ~ are the same. since
(apparently). the latter can be done by'a perceptual match and the other not
(Posner. 1968).
Before leaving Quillian's work. let me note that a number of assumptions are
embedded in Figure 8. Thus, nothing guarantees that the particular words are
related as the experimental analysis assumes, even if the structure of memory is
precisely of this postulated type. i.e., the information that a canary can fly
c~uld be as close to "canary" as that it could sing. Thus. Collins and Quillian
attempted to select a population of words that had a high prior plausibility of
being this way -- and were successful, as you can see.
To make the point of this work for us explicit: (1) if you want to assert
the relevance of a theoretical information structure to psycho1~gy, then you had
better build a bridge from it making use of experimental data; (2) it can be .done.
The bridge built by Collins and Quillian is a frail one. of course. since it only
addresses one tiny aspect of the total memory system and it is compatible with
many other similar structures. Indeed. as you would expect, neither Quillian nor
anyone else thought the original structure was right in detail. and his second
iteration is a much modified system (Quillian. 1969). But with the experimental
work. it has passed well beyond metaphor.
Even more briefly. let me present one more example. This is taken from ~ own
work with H·.A. Simon on problem solVing. I insert it. both because I'm always
inclined to mention some of ~ favority psychology. especially when it fits the
story so well. and because none of our examples, with th~ possible exception of
Quillian's memory structure, are from artificial intelligence.
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We work intensively with cryptarithmetic tasks, such as the SEND+MORE=MONEY
that Fikes used to describe the operation of his program, REF-ARF in this confer-
ence. It is a puzzle that still retains modest challenges as a task for various
problem solving programs. We could simply work with programs for solving this
task, say like REF-ARF, or even some that are more like we imagine a human proces-
sor to be constructed, e.g., with a short term memory_ a long term memory, etc.
From these we could draw various conclusions about the general character of human
problem solving. In fact, we did exactly this with ,the logic Theorist. our.
original program (Newell. Shaw and Simon, 1958). But for some time now. since the
first work with GPS (Newell. Shaw and Simon, 1960, 1961), we have taken an attitude
much as I am trying to prescribe here.
Thus, our typical operation is to present a subject with the task. asking him
to talk aloud as he works on it. A fragment of the result, called a protocol, is
shown in Figure 9, where the task is DOUAlO+GERAlO=ROBERT and 0=5 is given as
initial information (Newell, 1966, 1967). We then attempt to construct'a process-
ing system that mirrors the behavior of the subject and agrees with what we know
about human,processing capabilities.
Typical collegiate SUbjects in this task can be described with excellent
fidelity as working in a problem space, whose elements are the states of knowledge
the subject can have about the task, and whose structure is 9iven by a small set
of operators that work on a given state of knowledge to produce a new state of
knowledge. Problem solving is search through this problem space. This search.
what we call the problem behavior graph (PBG), is shown in Figure 10 for the
fragment of protocol shown in Figure 9. The four'operators used by this subject
are Process a column (PC), Assign a dioit toa letter (AV), Generate the possible
values for a letter (GH), and Test if a diQit - letter assignment is leQal (TO).
(Actually, these are four specific variants of processes that meet these four
general functional descriptions.)
The problem space, with its operators, is a reasonable description only if
'there exists an information processing system that describes the way the subject's
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FIGURE 10: Problem behavior Graph (PBG) for Fig. 9
(adapted from Newell. 1967. Fig. 10).
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search goes in this problem space. It is our fashion to write these. programs as
production systems, meaning an ordered set of condition-action expressions with a
control structure that continually executes the first expression whose condition is
true. (The actual expression being executed changes as the action parts continually
modify the immediate memo~, which is what the conditions test.) Again, there is
no space to describe a complete production system, for our subject. A typical
production, available in almost all subjects can be paraphrased, "If a new equality
expression has just occurred, then find a column that contains the letter involved
and process .that column." In symbols:
<letter> = <digit> new + Find-column«letter»; Process-column (column).
The left side is written as a BNF grammar so that any expression in the knowledge
state of the right form will trigger the production (e.g., IT = 0 new') •
Given a production system (the one for the subject of Figure 9 and 14 pro-
ductions), one can. attempt an accounting of t~e nodes of the problem behavior graph
that are described successfully by a production. Figure 11 shows this accounting
for the total protocol, in which the productions are ordered in terms of decreasing
marginal utility. There are two kinds of errors. First, a certain fraction of the
nodes in'the problem behavior graph are not covered (errors of omission); this
gradually drops to 11% with the total set of productions. Second, the wrong pro-
duction gets evoked at a node in the graph, due to the ordering (errors of commission);
these gradually rise as the set of productions increases to about 9% or 14% (two
levels of error were counted in the original work).
Th)s brief description is not meant to do more than indicate a scientific
style, namely, one where programs (the production systems) are constructed to deal
with specific instances of human data, with quantitative assessment of the
comparison. Not revealed in this brief account is the concern for under~tanding
how the programs oT different subjects comPare, so that a general theory of human
problem solving emerges. The example should reinforce the story told by the
earlier ones -- that if one is serious about the implications of work in artificial
intelligence for psychology, then one must come to terms with data on human
beha·lior.
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7. FINAL POINT: ON PSYCHOLOGY·S PREFERENCES
The main points are now made. in response to the letter from ~ psychologist
friend. First. the frame of reference must be expanded from artificial intelli-
gence to information processing systems on symbolic structures. Then. it is found
that a ve~ substantial penetration has occurred of information processing theories
into psychology. Second. there is beginning a shift in experimental psychology
from a concern exc1usively with immediate memory to a concern with the whole of the
immediate processor. This testifies to the use of information processing theories
at a detailed level. and not just as experiment-guiding metaphor. Third. the
coupling has become intimate enough that artificial intelligencers must take
experimental data seriously if they want to claim any direct relevance of their
work to psychology.
With these points made. I should rest content. But there is one place where
I have finessed ~ letter-writing friend. and I must give him his due. For he
did mean artificial intelligence and not information processing psychology in
general (at least. so I believe). Now. whereas I would insist on the latter view.
there. is one respect in which his concern remains justified. The higher mental
processes' in American psychology have always held a secondary place. There are
many reasons for this: the impact of behaviorism that simply denied the relevance
of the mental; the feeling that the important thing was the elements (i.e., the
basic act of learning), out of which complexity would grow automatically; the so~e­
what fanatical adherence to the scientific canon of simplicity first; the actual
messiness of the area, as r~ealed by the relatively few, but continual, forays
.
that have occurred. The reasons make little difference. The psychology of thinf.ir.g
and problem solving makes up a rather sad chapter in the hi;tory of psychology.
It is one of ~ fond hopes that the situation has finally changed -- that w~
have the techniques to deal with integrated goal oriented behavior on a par with
any other part of psychology. But I am afraid that my correspondent is correct:
that psychologists will not shift in mass to the study of thinking and problem
solving. These areas will remain relatively lightly populated -- and this was in
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part what he was dec~ing, for he expected it to be different some ten years after
the initial work.
I think he is correct in his depression, since, as we have seen, there is large
contact between information processing theories and psychology at the level of
immediate memo~ (and psycholinguists too, though I didn't stress it as much).
These are extremely exciting areas at the moment, as noted earlier. They can be
attacked with relatively small amounts of theory and large amounts of sophisticated
experimental techniques. They fit psychology's image of the proper thing to study:
basic structure and not too much complexity. Thus, as experimental psychologists
move towards assimilating information processing theories, they will gravitate
towards the study of the immediate processor and basic language structure, and not
toward thinking and complex problem solving. It is not without significance that
only one out of five of my. examples came from the heartland of artificial inte11i-
gence.
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