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Abstract 
AI-based techniques have included countless applications within the engineering field. These range from the automation of 
important procedures in Industry and companies, to the field of Process Control. Smart Home (SH) technology is designed to 
help house residents improve their daily activities and therefore enrich the quality of life while preserving their privacy. An SH 
system is usually equipped with a collection of software interrelated with hardware components to monitor the living space by 
capturing the behavior of the resident and their occupations. By doing so, the system can report risks, situations, and act on behalf 
of the resident to their satisfaction. This research article shows the experimentation carried out with the human activity 
recognition dataset, CASAS Kyoto, through preprocessing and cleaning processes of the data, showing the Vía Regression 
classifier as an excellent option to process this type of data with an accuracy 99.7% effective 
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1. Introduction 
Older adults usually have problems in relation to their health and the management of their quality of life. There are many 
studies that have made it possible to strengthen the social well-being of the elderly using technology. One of the 
technological aspects that contribute to improving the quality of life of adults, is precisely the enrichment of physical spaces 
with sensors, video surveillance equipment and actuators, which favor the performance of their activities of daily living 
(ADL) in indoor environments, which allows discovering patterns of human actions generated from the movement and 
interaction of individuals with the environment, in such a way that they facilitate data monitoring and understanding of the 
activity of older adults in surveillance environments, technology-based, with the purpose of automatically detecting 
abnormal patterns, which affect your health or could put your life at risk. Generating in this way, conditions that allow the 
elderly to have a comfortable, comfortable, and independent life. These types of technological tools allow monitoring of 
daily actions that range from basic hygiene management, personal care, cleaning and even meal preparation. All these basic 
activities give older adults the possibility of interacting in community [1] with the tranquility of a personalized and 
functional medical attention through the implementation of technology. Although the list of activities that a person can 
perform is extensive, this study focused on those that take place in indoor environments. Where the domain of cognitive 
ability prevails to carry out these actions. To identify this type of activity, various studies have been developed from 
different lines of work: from the stochastic perspective, making use of the hidden Márkov chains [2], from the treatment of 
uncertainty through of fuzzy logic [3], and from web ontology [4] from the concepts on which web developments are 
structured. Through this article, the results of the research and the predictive model and its characteristics are shown. First, 
the brief review of the literature section 2 is shown, second, the functional characteristics of the model are shown. Third, the 
results of the experiments are detailed, finally the conclusions are shown. 
2. Literature Review 
As a result of the analysis of the literature review, a series of categories related to: the implementation of preprocessing 
techniques in HAR [6-11]; Techniques based on supervised and unsupervised learning, [12-15] and the different areas of 
HAR development that allow the processing of the data extracted from the sensors to solve problems related to human 
activities in different contexts [16-18]. With the rapid development of current technology and the popularization of 
smartphones, ubiquitous sensing has become a research field and its universal purpose is to extract knowledge from data 
obtained by sensors. One of the keys to a successful HAR is selecting the appropriate features, representing the sensor data, 
and implementing classifiers. Ronao [6] performs a study based on the selection of characteristics. He proposes a 
convolutional neural network (Convolutional Neural Networks - Convnet) that allows the extraction of characteristics and 
their classification using smartphone sensors. With a multilayer convnet with alternating convolution and grouping 
membranes, the entities extracted from the raw time series sensor data, the lower layers that extract the most basic features, 
and the upper layers that can obtain more complex characteristics. Showing how different Convnet architectures affect 
overall performance and how this system does not require advanced preprocessing or tedious manual build functions and can 
outperform other next generation algorithms in the HAR field. The quality of the data according to Gudivada [8] plays a 
fundamental role in preprocessing, and data intensive applications. Acquisition and verification are the biggest challenges in 
data- intensive applications. The high quality of the information enables faster decisions to be made. The degree of adequacy 
of the data for a specific purpose must be considered, that it is complete, consistent, without duplication, that it is accurate 
and timely. The application of relevant practices and controls that improve the quality of reports is known as data quality. 
Furthermore, quality assessment is domain specific, less objective, and requires significant human participation. 
The analysis presented by Galván [10] proposes the collection of data from different sources using a device and the use of 
a modified version of the Adaptive Boosting (AdaBoost) algorithm for the selection of characteristics. A similar work was 
proposed by Sean Eddy [11] in the use of hidden Markov models (HMM) to classify certain activities. A relevant example of 
this technique is the one proposed by Sean Eddy, who built a model called the Discriminative Conditional Restricted 
Boltzmann Machine (DCRBM). This model combines a discriminatory approach with the capabilities of the Conditional 
Restricted Boltzmann Machine (CRBM). The model enables the discovery of Essential Predicates of Social Interaction 
(ESIP) actionable components to train the DCRBM model and use it to generate low-level ESIP data with a high degree of 
precision. 
3. Predictive Functional Model 
The construction process of the predictive model for the recognition of ADL from the CASAS Kyoto dataset, implied the 
approach of an experimental process, divided into a series of phases (see figure No. 1), that is: 1) integration and debugging, 
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2) grouping of instances, 3) application of techniques of representation of characteristics by subset of data, 4) training and 
testing of models for classification, and (5) evaluation of the quality metrics of the models to identify with which 
hybridization of technique, the best results were generated in terms of hit rate, see figure 1, Each of the aforementioned 
phases are detailed below.  
To generate the ADL Activities dataset, the CASAS laboratory researchers recruited 20 participating volunteers to carry 
out five (5) activities which are: making phone calls, washing hands, cooking, eating, and cleaning. The information was 
collected through the following sensors: Motion sensors, Sensors for the use of kitchen elements, Sensor in the medicine 
container, sensor in kitchen utensils, telephone directory, cabinet sensor, water sensor, sensor ignition of the kitchen and use 
of the telephone. For the integration of the data, a dataset was first generated consisting of 120 files that correspond to 86-
day measurements of the interactions of individuals vs sensors in the environment, these instances were ordered 
consecutively by the TimeStamp column, this integration was carried out due to because each of the files have the same 
structure. The structure of each of the files is made up of date, TimeStamp, sensor, status, start and end of the activity. As a 
result, a first-row dataset was obtained with a total of 6,425 data instances. For the construction of the preprocessed dataset, 
the row dataset was taken in which, considering the TimeStamp, a representation in columns of the states of each of the 
sensors of the respective timeline was generated, indicating in the same way, the activity that was running on that line. 
 
Fig. 1. Predictive Functional Model. Source: Created by author 
The preprocessed dataset is made up of five (5) types of characteristics or data columns (which are represented in table No. 1) and collects a total of 26 characteristics. 
 
Table 1. Description of the characteristics of the Preprocessed dataset. 
# Characteristics Amount Description 
1 TimeStamp 1 Contains the date and time of the sequence of activities. 
2 Motion sensors 11 Identified like this: M01, from M07 to M09, from M13 to M18 and M23. Each one takes ON and 
OFF values. 
3 Binary sensors 10 Identified like this: from I01 to I08 and D01. Each one takes ABSENT and PRESENT values 
4 Proximity sensors 3 Identified like this: AD1-A, AD2- B and AD1-C. Each one takes numerical values. 
5 Telephone use 1 It takes values of START and END. 
 Total 26  
 
After the process described above, in which the preprocessed dataset is obtained, the grouping of the data instances 
continues; For this, the dataset was segmented with sliding windows of three (3) seconds, while, for the process of v 
generating new characteristics, the values of the attributes corresponding to the proximity sensors (AD1-A, AD2- B and 
AD1-C), applying aggregation functions such as: standard deviation, kurtosis, mean, maximum, minimum, bias and range. 
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As a result of this, 21 new characteristics were obtained, generating a segmented dataset with 45 characteristics including 
activity and 5,736 instances. See table No 2. 
Table 2 . Description of the characteristics of the segmented dataset 
 
# Characteristics Amount Description 
1 TimeStamp 1 Contains the date and time of the sequence of activities. 
2 Motion sensors 11 Identified like this: M01, from M07 to M09, from M13 to M18 and M23. Each one takes ON and 
OFF values. 
3 Binary sensors 10 Identified like this: from I01 to I08 and D01. Each one takes ABSENT and PRESENT values 
4 Proximity sensors 21 Identified like this: AD1-A, AD2- B and AD1-C. Each one takes numerical values. 
5 Telephone use 1 It takes values of START and END. 
 Total 26  
The data set after the segmentation process is unbalanced, that is, the number of instances of each of the activities are in 
different proportions. One solution to this is class balancing. To illustrate how this technique works, minority classes must be 
identified and then oversampled, that is, taking a sample from the data set and considering its closest neighbors, to create a 
more synthetic data point. For the balancing of the classes, the SMOTE technique (Synthetic Minority Oversampling 
Technique) [19] was used, obtaining as a result a balanced dataset as shown in Figure 2.  
                           
Fig 2. Balanced Dataset Classes. Source: Created by author. 
 
When balancing the classes as evidenced in Figure No. 2, the symmetry in each of the instances can be observed. Next, 
two subsets of data were generated, the first for training the model and the second for testing, with a 70-30 ratio, given that 
the literature [20] indicates 70% of the data for training and 30 % for test, with different records in each dataset.For the 
process of applying characteristics selection techniques, the level of incidence that the attributes of the dataset have with 
respect to the process of identifying the class criteria is identified. This process was carried out with the application of 
different characteristics selection techniques such as: Gain Ratio, Chi square, Info Gain, OneR, ReliefF and Symmetrical 
Uncert. This process seeks a reduction in the number of characteristics to reduce the computational time required in the 
construction of the final model. 
Subsequently, the training of the model is carried out using the attributes with the best results according to the selection 
of characteristics. With the purpose that it can predict the activity carried out by a person according to the entered data set, in 
this stage several models are obtained, which later will be applied different quality metrics to find the one with the best result 
throw. Finally, the evaluation of the quality metrics of the obtained model is carried out to identify which hybridization of 
the classification technique with the characteristic selection technique, yields the best results in terms of the hit rate and then 
the selection of the model is carried out with the best results. The quality techniques that were evaluated are the following: 
FPR, Precision, Recall and ROC Area. Understanding the methodology used in this study, we proceeded to recreate a series 
of experimentation scenarios, using different types of segmentation techniques, selection of characteristics and classification. 
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The processed dataset (consisting of 45 characteristics, including the class criterion) was evaluated using the following 
nineteen (19) classification techniques: Classification Via Regression [21], Random SubSpace [22], Bagging [23], Random 
Forest [24], Attribute Selected, J48 [25], OneR [26], LMT [27], REP Tree [28], Randomizable Filtered [29], Random Tree 
[30], JRip [31], Iterative Classifier Optimizer, LogiBoost [32], Multi Class [33], Multilayer Perceptron [34], Simple Logistic 
[35] and IBK [36]. See table 3. 
Table 3 . Classificator´s Results 
 
# Classificator FPR Accuracy Recall ROC Area 
1 Classification Via Regression 1,20% 97,60% 97,60% 99,70% 
2 Random SubSpace 4,10% 89,80% 89,90% 98,60% 
3 Bagging 5,20% 85,10% 86,40% 97,40% 
4 RandomForest 4,10% 86,90% 87,40% 97,20% 
5 Attribute Selected 2,70% 91,60% 91,80% 96,90% 
5. Conclusions 
        To determine which of these classification techniques generated better results, the different quality metrics were evaluated. 
With the Classification Via Regression classifier, the ROC area with the highest rate was 99.70%, the IBK classifier with the 
lowest ROC area rate was 71.60%, with the Random SubSpace the accuracy rate was 89.80%, FPR was 4.10% and recall with 
89.90%. After carrying out this experimentation, it can be identified that the classification methods constitute a good tool to be 
able to carry out the adequate identification of activities of daily life and that they allow to validate predictive methods and 
support the making of these types of decisions. 
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