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Graph G heißt kubisch (3‐regulär), falls jeder seiner Knotenpunkte mit genau drei Kanten von 
G inzidiert, wobei Mehrfachkanten zugelassen sind.                                                                                  
Die Menge G3 bezeichne alle kubischen Graphen. 
Der verallgemeinerte Petersen Graph Pe(c, k)   G3 (c = 3, 4, 5, …; 1   k   c ‐ 1) hat die 
Knotenpunktmenge V(Pe(c, k)) = {ui, vi; i = 1, 2, …, c} und die Kantenmenge E(Pe(c, k)) = {(ui, 
ui+1), (ui, vi), (vi, vi+k); i = 1, 2, …, c, k = 1, 2, …, c ‐ 1 und der Index wird (mod c) reduziert} (in 
Abb. 1 sind c = 5 und k = 2). Offensichtlich sind die beiden Graphen Pe(c, k) und Pe(c, c – k) 
isomorph, also Pe(c, k) ≅ Pe(c, c – k). Ist k = c/2, so findet man im Graphen Pe(c = 2k, k) 
genau k Doppelkanten (siehe M. E. Watkins(4); mitunter auch als „Zweiecke“ bezeichnet), 
somit gehören diese ebenfalls zur Menge G3.                                                                                                                 
Es sei g = ggT(c, k) der größte gemeinsame Teiler von c und k. Zwei Graphen Pe(c, k‘) und 
Pe(c, k‘‘) sind isomorph, falls ggT(c, k‘) = ggT(c, k‘‘) und k’k‘‘1 (mod c) sind. Die beiden 
Graphen Pe(10, 2) und Pe(10, 6) sind somit nicht isomorph, da  ggT(10, 2) = ggT(10, 6) = 2, 
aber k’k‘‘ = 12 2 (mod 10) ist.  
Eine interessante Erweiterung stellen die seit 1988 aus dem Foster Census(5)  bekannten I‐
Graphen dar. Der I‐Graph I(c, j, k), 1   j, k < c und j, k   c/2, hat die Knotenpunktmenge 
V(I(c, j, k)) = {ui, vi; i = 1, 2, …, c} und die Kantenmenge E(I(c, j, k)) = {(ui, ui+j), (ui, vi), (vi, vi+k); i 
= 1, 2, …, c, wobei der Index (mod c) reduziert wird}. Somit ist jeder verallgemeinerte 
Petersen Graph auch ein I‐Graph, denn es ist  Pe(c, k) = I(c, 1, k). Offensichtlich ist I(c, j, k) ≅ 
I(c, c‐j, k)	≅ I(c, j, c‐k). 
In dieser Arbeit wird eine (nicht zu enge) Klasse von Graphen betrachtet, für die wesentliche 
Parameter (Spektrum, Anzahl von Gerüsten, Linearfaktoren, Hamiltonkreise, Packungsdichte 
) teils explizit berechnet werden können. 
2.	Konstruktion	eines	Speichengraphen		
Vorbemerkung                                                                                                                                              
Zunächst betrachte man einen oben beschriebenen verallgemeinerten Petersen Graphen 
Pe(c, k). Jede u‐v‐Kante (ui, vi) mit ihren Endknotenpunkten ui, vi werde als Speiche (kurz: Spi) 
von Pe(c, k) bezeichnet. Der u‐Kreis Cu hat die Kantenmenge E(Cu) = {(ui, ui+1); i = 1, 2, …, c,  
Index mod c}. Ist g = ggT(c, k) = 1, so gibt es genau einen v‐Kreis mit der Kantenmenge E(Cv) = 
{(vi, vi+k); i =1, 2, …, c,  Index mod c} und im Falle g > 1 , bilden die Kanten genau g paarweise 
disjunkte Kreise der Länge c/g, die zur Menge Cv  zusammengefasst werden. Man kann also 
den Graphen Pe(c, k) so konstruieren, dass zunächst die c Speichen Spi (i = 1, 2, …, c) mit den 
Endknotenpunkten ui, vi vorgegeben werden, die alle Kopien des Graphen K2 mit V(K2) = {u, 
v} und E(K2) = {(u, v)} sind. Die Speichen werden  zunächst durch den Kreis Cu verbunden und 
anschließend, je nach g, wird der Kreis Cv bzw. die Menge Cv der g Kreise gebildet. Die Kreise 
Cu, Cv bzw. die Kreise von Cv werden als periphere Kreise von Pe(c, k) bezeichnet.                                                  
Ganz analog kann ein Speichengraph konstruiert werden. 
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Bemerkung 2.2:                                                                                                                                                     
Mit der Konstruktion von Speichengraph G verbinde man die vereinfachte Vorstellung, dass 
G eine reifenähnliche Gestalt R = R(G) einnimmt, wobei sich die hängenden Knotenpunkte ji 
(i = 1, 2, …, c; j = 1, 2, …, h) von Speiche Spi auf der Oberfläche und die dreivalenten 
Knotenpunkte von Spi im Inneren von R befinden. Die Knotenpunkte ji von G werden 
deshalb als periphere Knotenpunkte bezeichnet. Diese Struktur ist (in praktischer Hinsicht) 
besonders dann sinnvoll, wenn c >> 2, Speiche Sp ein planarer Graph ist und alle kj = 1 sind; 
dabei stützen die c Speichen den Reifen R.                                                                                                             
Bemerkung 2.3:                                                                                                                                                 
Geben sei Graph G = G(Sp; c, k) mit c = g0c0.                                                                                                 
Ist g0 = 1, so ist der resultierende Graph G zusammenhängend.                                                                      
Ist g0 > 1, so ergeben sich für Graph G genau g0 Kopien des Graphen G0 = G(Sp; c0, k0), wobei 
k0 = k/g0 = [k1/g0, k2/g0, …, kh/g0] ist.                                                                                                                                 
 
3.	Nomenklatur	
Es sei a > 2 eine natürliche Zahl. Die Menge R = R(a) enthalte alle primen Restklassen 
bezüglich a. Die Elemente von R bilden mit der multiplikativen Verknüpfung „ “ eine 
abelsche Gruppe G = G(a) = (R,   ). Die Ordnung (die Anzahl der Elemente) von G  gibt die 
famose Euler‐Funktion  (a) an; sie hat folgende Eigenschaften:                                                                               
‐  Ist a = pb Primzahlpotenz, so ergibt sich  (a) =  (pb) = pb – pb‐1 = pb(1 – 1/p),                                  
‐  Die Funktion   ist distributiv. Ist ggT(a‘,a‘‘) = 1, so gilt  (a’ a‘‘) =  (a‘)   (a‘‘).    
Offensichtlich ist  (a) für jedes a > 2  gerade. Deshalb setzen wir  *(a) = ½  (a).                             
Mit R = { rq = rq(a), q = 1, 2, …,  (a)} sei R* = { rq = rq(a), q = 1, 2, …,  *(a), rq < a/2}. 
 
Gegeben ist der Speichengraph G = G(Sp; c, k)   G3, Sp   Sp(h). 
Neben k gibt es (möglicherweise) weitere, von der Speiche Sp unabhängige k(q )= [kj(q);  j = 1, 
2,…, h; 1   q    *(c)] derart, dass jeder der Graphen G(q) = G(Sp; c, k(q)) zu G isomorph ist, 
wobei G(1) = G gesetzt werde. Diese lassen sich folgendermaßen finden. Ordnet man die in k 
= k(1) gegebenen h Zahlen k1, k2, …, kh   als erste Zeile einer Matrix K = (kqj), also k1 = k1j, so 
können  für  1  <  q    *(c)  die  weiteren  Elemente  kqj  von  K  mit  Hilfe  der  Kongruenz                    
kqj   rq kj (mod c), j = 1, 2,…, h und q = 2, 3, …,  *(c) gefunden werden. Aus den kqj‐Werten 
ergeben sich die  gesuchten kj(q) einfach zu:  kj(q) = kqj , falls kqj < c/2 und kj(q) = c ‐ kqj sonst. Die 
kj(q)‐Werte  können  zur  reduzierten  Matrix  Kred  =  (kqjred  =  kj(q))  zusammengefasst  werden. 
Somit sind die zu G = G(Sp; c, k) isomorphen Speichengraphen G(q) = G(Sp; c, k(q)) q = 1, 2, …, 
 *(c) gefunden.  
Der SpG G = G(Sp; c, k) mit k = [1   k1, k2, k3, …, kh] werde uniformer SpG (kurz: USpG) 
genannt, falls h‘ = h ist, also alle gj = 1 sind.                                                                                                 
6 
 
Ein USpG heiße einfacher SpG (kurz: ESpG), falls für alle j = 1, 2, …, h die kj = 1 sind. Hier wird 
kurz k = 1 gesetzt, also G = G(Sp; c, 1). 
Graph G = G(Sp; c, k) heiße zirkulanter SpG (kurz: ZSpG), falls für h =  *(c) die Matrix  Kred 
(eventuell durch Zeilenvertauschung) eine zirkulante Matrix(6) ist.  
                                                                                                                                                                                                  
Die hier gegebene Klassifizierung der Speichengraphen ist unabhängig von der jeweiligen 
Speiche Sp   Sp(h).                                                    
                                                                                                                                                                              
Beispiel 3.1:  c = 18, k = [5, 7, 3, 4, 6]:  (18 ) =  (2 32) = ( 2 – 1)(32 – 3) = 6 und  *(18) = 3.                           
Hier  sind  h‘  =  2,  h  =  5:  R = {1, 5, 7, 11, 13, 17}, R*  =  {1,  5,  7}  und  somit  für  jeden 
Speichengraph mit der Speiche Sp   Sp(5) sind  
 
K = 








61031317
6215177
64375
   und    Kred =  








68351
62317
64375
. 
 
Die zu SpG G = G(1) = G(Sp, 18, [5, 7, 3, 4, 6]) isomorphen SpG sind  G(2) = G(Sp, 18, [7, 1, 3, 2, 
6]) und G(3) = G(Sp, 18, [1, 5, 3, 8, 6]). 
 
Beispiel 3.2:  c = 7, k = [1, 3, 2]:   (7) = 7 – 1 = 6,  *(7) = 3 und R* = {1, 2, 3}.                                                       
Für jeden Speichengraph mit Speiche Sp   Sp(3) sind für c = 7   
K = 








623
462
231
   und    Kred =








123
312
231
. 
Somit handelt es sich bei dem Graphen G = G(Sp, 7, [1, 3, 2]) um einen USpG der zugleich  
ZSpG ist. Die zu G = G(1) = G(Sp, 7, [1, 3, 2]) isomorphen Speichengraphen sind  G(2) = G(Sp, 7, 
[2, 1, 3]) und G(3) = G(Sp, 7, [3, 2, 1]).  
An geeigneten Stellen soll zum Vergleich mit dem Petersen Graphen Pe = G(K2, 5, [1, 2]) 
jeweils eine Bemerkung zum hier interessant erscheinenden SpG Pf = G(S4, 7, [1, 3, 2]) 
erfolgen. Die  Speiche Sp = S4 ist der Stern mit vier Knotenpunkten (Abb. 2.1). 
	
4.	Charakteristisches	Polynom	und	Eigenwerte		
Graph G = G(Sp; c, k), Sp   Sp(h) und 1   kj < c, habe die n x n Adjazenzmatrix A(G) = (aii‘), j, 
j‘ = 1, 2, …, n.  Die Eigenwerte von G sind die Eigenwerte von A(G). Das charakteristische 
Polynom von G (also von A(G)) ist pG( )= det( In – A(G)); In bezeichne die n‐reihige 
Einheitsmatrix. 	
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pL1,1 ( ) = pL1,4 ( ) = pL2,1 (  ) = pL2,4 ( ) =  2 + ½(3 ‐  5 )   ‐ ½(1 +  5 )  und                                                 
pL1,2 ( ) = pL1,3 ( ) = pL2,2 (  ) = pL2,3 ( ) =  2 + ½(3 +  5 )   ‐ ½(1 ‐  5 ).                                                
Somit ist                                                                                                                                                        
pGo3(  ) = ( ‐ 1)(  ‐ 3)(  2 –  3 ‐ 3)2(  4 ‐ 3 3 ‐ 3 2 + 11  ‐ 1)2( 4 ‐ 3 3  ‐ 4  ‐ 1)4. 
 
Einfache Überlegungen ergeben den folgenden    
Satz 4.2:                                                                                                                                                                        
Es seien Gop = G(So2q, p, 1) und Goq = G(So2p, q, 1) zwei Speichengraphen mit den Speichen 
So2q, So2p und p. q > 1 natürliche Zahlen. Die zwei Graphen Gop und Goq sind isomorph, kurz   
Gop = G(So2q, p, 1)    G(So2p, q, 1) = Goq.                                                                                 (4.3) 
Man beachte, dass im Graphen La,b die Knotengewichte d(a) und d(b) vertauscht werden 
können. Andererseits sind die hängenden Kanten der p Speichen So2q von Gop mit den 
hängenden Kanten der q Speichen So2p von Goq identisch.                                                        
Bemerkung 4.2:                                                                                                                                                      
Es sei G ein Graph mit der Knotenpunktmenge V = V(G) = {1, 2, …, n}, der Kantenmenge E = 
E(G) und der Adjazenzmatrix A = A(G). G‘ sei ein weiterer Graph mit n‘ > n Knotenpunkten, 
die folgendermaßen markiert werden: Für alle  k,	l	 	V	erhalte	jeder	Knotenpunkt	von	G‘	
mit	Marke	k genau	einen	Nachbarknotenpunkt	der	Marke	l. Das	bedeutet,	dass	die	
Markierung	von	G	einen	lokal	homöomorphen	Homomorphismus	von	G‘	auf	G	darstellt.		
Sei u = (u1, u2, …, un) ein Eigenvektor von G, der zum Eigenwert   gehört. Die k‐te 
Komponente (k   V) von Vektor u ist uk. Deshalb wird jedem von G‘ mit k markierten 
Knotenpunkt im Vektor u‘ = (u‘1, u‘2, …, u’n‘) ebenfalls der Wert uk zugeordnet. Der so 
gefundene Vektor u‘  ist ein Eigenvektor von G‘ zum Eigenwert  . Somit ist Graph	G	ein	
Divisor	von	Graph	G‘,	also	kurz		G│G‘ bzw. pG( )│pG‘( ).	 
Satz 5.1.1:                                                                                                                                                                
Für G = G(Sp; c, k) und G‘ = G(Sp; c‘, k), Sp   Sp(h) und h > 1  sei	c	>	1	ein	Teiler	von	c‘,	also	
c‘	=	rc,	r	 	1.																																																																																																																																																																				
Dann	ist	pG‘( )	=	pG( )qc‘,c( ).																																																																																																											
Hierbei	hat	das	Quotientenpolynom	qc‘,c( )	den	Grad	v(r	–	1)c.		
Beweis:																																																																																																																																																																						
Die	Graphen	G	und	G‘	haben	die	Knotenpunktmengen	V	=	V(G)	=	{ji,	j	=	1,	2,	…,	v;	i	=	1,	2,	
…,	c}	bzw.	V‘	=	V(G‘)	=	{ji‘,	j	=	1,	2,	…,	v;	i‘	=	1,	2,	…,	c‘}	.	Eine	geeignete	Zuordnung	der	
Knotenpunkte	von	G‘	zu	den	Knotenpunkten	von	G	ist	folgende:		Kotenpunkt	ji‘	von	G‘		
werde	der	Knotenpunkt		ji	von	G	zugeordnet,	falls	i‘	 	i,	mod	c		ist.											                    
Man betrachte nur die peripheren Knotenpunkte von G bzw. von G‘, also j = 1, 2, …, h.                                       
In G ist Knotenpunkt ji	mit	den	beiden	Knotenpunkten	ji‐kj	und	ji+kj	verbunden,	wobei	die	
Indizes	mod	c	zu	nehmen	sind.	Analog	verhält	es	sich	bei	Graph	G‘.	Hier	ist	ji‘	mit	ji‘‐kj	und	
ji‘+kj	verbunden	und	die	Indizes	werden	mod	c‘	genommen.			
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Gleichung  (5.1) gestattet es,  spezielle Eigenwerte mit  ihren Vielfachheiten  für geeignete  i‐
Werte  durch  Einsetzen  von  i  =  0,  c/6,  c/4,  c/3,  c/2,  2c/3,  3c/4,  5c/6    sofort  zu  ermitteln 
(Tabelle 1).  
Tabelle 1( i = 0 entspricht i = c)  
)131(2/1)131(2/133,11,34,3
110222,1
6/5,6/3/2,3/4/3,4/2/0





ccccccci
 
Eine	mitunter	nützliche	Operation	ist	das	switchen	eines	Graphen	G	bezüglich	einer	
Teilmenge	W	der	Knotenpunktmenge	V(G)	von	G,	welche	G	in	einen	kantengewichteten	
Graphen	GW	überführt.	Während	alle	Kanten	von	G	in	seine	Adjazenzmatrix	A	=	A(G)	mit	
dem	Gewicht	1	eingehen,	ergibt	sich	AW	=	A(GW),	indem	alle	den	Knotenpunkten	aus	W	
zugeordneten	Zeilen	und	Spalten	von	A	mit	(‐1)	multipliziert	werden.	Gibt	es	W	so,	dass	
alle	Kanten	von	GW	das	Gewicht	(‐1)	haben,	so	ist	AW	=	‐A	und	somit																																																																				
pG( ) = det( In – A) = (‐1)n det(‐ In + A) = (‐1)n det(‐ In – AW) = (‐1)n pGW(‐ ).																																																
		                                                                                                                                                                          
Satz 5.1.2:                                                                                                                                                                               
Ist c = 2c‘, c‘ ungerade, so gilt pGc( )	=	pGc‘( )pGc‘(‐ ).																																																					(5.2)	
Beweis	von	Satz	5.1.2:																																																																																																																															
Zunächst	wählen	wir	in	Gc	einen	Schnitt	S	=	{(j1,	jc),	(jc‘,	jc‘+1),	j	=	1,	2,	3},	löschen	diese	
sechs	Kanten	und	erhalten	zwei	identische	Graphen	Gc~,	in	denen	sich	die	
entsprechenden	Knotenpunkte	jeweils	im	Index	um	c‘	unterscheiden.	In	jedem	werden	
drei	neue	gewichtete	Kanten	eingefügt,	und	zwar	mit	(+1)	gewichtete	Kanten	(j1,	jc‘),	was	
den	Graph	Gc‘	ergibt,	und	weiterhin	drei	mit	(‐1)	gewichteten	Kanten	(jc‘+1,	jc),	wodurch	
der	Graph	Gc*	folgt.	Auf	den	Graphen	Gc*	werde	nun	die	switching‐Operation	angewandt.	
Dazu	wähle	man	die	mit	der	Knotenpunktmenge	W	=	{4c‘+1,	4c‘+3,	…,	4c} {jc‘+2,	jc‘+4,	…,	jc‐1;	
j	=	1,	2,	3}	von	Gc	korrespondierende	Menge	von	Gc*	aus.	Ist	c‘ 	c	–	1	(mod	2),	also	c‘	
ungerade,	so	sind	alle	mit	(+1)	gewichteten	Kanten	von	Gc*		erfasst	und	wir	haben	den	
Graphen	Gc*W	=	Gc‘‘.	Die	Graphen	Gc‘	und	Gc‘‘	unterscheiden	sich	nur	durch	ihre	
Kantengewichte	(+1)	bzw.	(‐1).	Somit	ist		pGc‘( )	=	pGc‘‘(‐ )	und	demzufolge																						
pGc( )	=	pGc‘( )pGc‘‘( )	=		pGc‘( )pGc‘(‐ ). 																																																																						 
Es	sei	angemerkt,	dass	im	Falle	c‘	gerade	eine	alle	mit	(‐1)	gewichteten	Kanten	
überdeckende	Knotenpunktmenge	in	Gc‘‘	nicht	existieren	kann.		
5.2	Determinante	der	Adjazenzmatrix	
Mit pGc( ) = [

ci
i 1
pLi( )] ergibt sich a(Gc) =  det(A(Gc)) =  pGc(0)  =  

ci
i 1
pLi(0) . 
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Weiter ist mit Gleichung (5.1)  pLi(0)   = 3di2 = 12 cos2(2i /c) und damit                                                           
a(Gc) =  3c{

ci
i 1
 [2 cos(2i /c)]2}.                                                                                                    
(5.3) 
Aus den beiden Produktformeln (I. M. Ryshik und I. S. Gradstein(12), Seite 34) 
q gerade:   2q‐1[

1
0
ql
l
cos(x + 2l /q)] = (‐1)q/2 – cos(qx), und 
q ungerade:  2q‐1[

1
0
ql
l
cos(x + 2l /q)] =  cos(qx) 
erhält man für x = 0 und l   0 
für q = 4k:         

qi
i 1
(2 cos(2l /q)) = 0 , 
für q = 2k + 1:   

qi
i 1
 (2 cos(2l /q)) = 2 und 
für q = 4k + 2:   

qi
i 1
 (2 cos(2l /q)) =  ‐ 4.  
Somit ergibt sich der 
 
Satz 5.2.1: 
Der Wert a(Gc) =  det(A(Gc))  ist 
für c   0, mod 4:                         a(Gc) = 0,                                                                                   
für c   1, mod 2:                         a(Gc) =  223c   und                                                                (5.4) 
für c   2, mod 4:                         a(Gc) = 243c  .                                                                         
																																																																																																																																																							     
5.3	Anzahl	der	Gerüste		
Ein  Gerüst  T  =  T(G)    eines  Graphen  G  ist  ein  Baum  (ein  kreisloser  zusammenhängender 
Graph), für den V(T) = V(G) und E(T)   E(G) sind. Mit t = t(G) werde die Anzahl aller Gerüste 
von Graph G bezeichnet. 
Satz 5.3.1  ( Hutschenreuther(11,Seite 39): Graph G sei r‐regulär, habe n Knotenpunkte und die 
Eigenwerte   0 = r >   1     2   …    n‐1. 
Dann ist     t(G) = (1/n)[

1
1
n
i
(r ‐   i)] = (1/n)pG‘(r) und pG‘( ) = d/d (pG( )).                (5.5)         
Das Spektrum bzw. das charakteristische Polynom des SpG Gc = G(Sp; c, 1) ist nach der oben 
beschriebenen Methode bekannt, sodass mit r = 3 die Gerüstzahl t(Gc) von Gc mit Gleichung 
(5.5) berechnet werden kann.   
Graph Gc = G(S4; c, 1) hat für i = 1, 2, …, c die Eigenwerte (Gleichung 5.1) 
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 1,2(i) = di = 2cos(2i /c) und                                                                                                                       
 3,4(i) = di/2  (di2/4 + 3)1/2 = cos(2i /c)  (cos2(2i /c) + 3)1/2. 
 
Für i = c ergeben sich  1,2(c) = 2,  3(c) = 3 (geht in Gleichung (5.5) nicht ein) sowie                           
 4(c) = ‐1, womit der Faktor (3 – 2)2(3 – (‐ 1)) = 4 in t(Gc) zu berücksichtigen ist. 
Weiter sind für 1   i < c:                                                                                                                                                      
(3 ‐  1(i))(3 ‐  2(i)) = (3 ‐ 2cos(2i /c))2  und                                                                                                               
(3 ‐  3(i))(3 ‐  4(i)) =                                                                                                                                             
= (3 ‐ cos(2i /c) – (cos2(2i /c) + 3)1/2)(3 ‐ cos(2i /c) + (cos2(2i /c) + 3)1/2) =                                          
= 6(1 –  cos(2i /c)). 
Mit  Gleichung  (5.5)  erhält  man  nun  für  die  Anzahl  der  Gerüste  von  Gc  nach  einfacher 
Umformung: 
t(Gc) = 6c‐1/c[

1
1
c
i
(3 – 2cos(2i /c))2(1 –  cos(2i /c))].                                                         
Sei f(i) = (3 ‐ 2cos(2i /c))2(1 –  cos(2i /c)). Da die Kosinusfunktion gerade ist, kann das 
Produkt über i in Abhängigkeit von c weiter reduziert werden und es ergibt sich der  
 
Satz5.3.2:                                                                                                                                                             
Mit den gegebenen Bezeichnungen gelten  für Gc                                                                                                         
t(Gc) = 6c‐1/c[
u
i
if
1
)(

]2                  für c = 2u + 1 und                                                                                                       
t(Gc) = 21526c‐1/c[
1
1
)(


u
i
if ]2          für c = 2u > 2 .                                                           (5.6) 
Für kleine c sind in Tabelle 2 die mit MAPLE(13) berechneten Werte für t(Gc) und die 
Quotienten q(Gc) = ln(t(Gc)) /n(Gc) angegeben.                                                                                                               
 
Tabelle 2:      
76239.0...78596.078423.077977.076847.073675.062633.0)(
...360925494314929920059296052187006912150)(
150...765432
Gcq
Gct
c
  
5.4	Anzahl	der	Linearfaktoren	
Ein Matching eines (beliebigen) Graphen G   G ist eine Menge knotendisjunkter Kanten von 
G. Matching M heiße maximum, falls es die größtmögliche Kantenanzahl von G besitzt. Ein 
Matching,  welches  alle  Knotenpunkte  von  G  überdeckt,  ist  ein  Linearfaktor  (1‐Faktor, 
perfektes Matching, kurz: LF). 
e sei eine Kante von G. Die Anzahl der LF‐en von G werde mit lf = lf(G) und die Anzahl der LF‐
en die die Kante e von G enthalten oder nicht enthalten werde mit r(e) = r(e, G) bzw. b(e) = 
b(e,  G)  bezeichnet.  Sind  alle  LF‐en  von  G  gleichwahrscheinlich,  so  gibt  p(e)  =  p(e,  G)  =  
r(e)/lf(G) die Wahrscheinlichkeit an, Kante e in einem LF von G zu finden. 
15 
Ist  lf(G)
gemein
Beobac
Beweis:
Ist  c  > 
Linearfa
Ist c = 3
Von  jed
(Abb. 5
LF(Abb.
Linearfa
 
              
Satz 5.4
Die Wah
den We
Beweis 
Gc  kann
Wegen 
durch 
abgebild
  >  0  und 
sam, so ist  
htung: Der 
 
1 und  gera
ktors. Die b
, wähle ma
em periphe
.2  links).    Is
 5.2 rechts)
ktor hat.    
                  1
.1: 
rscheinlich
rt p(e) = 1/
von Satz 5.4
  durch  Dr
 3   haben
3 und  c‘
et werden
haben  die
p(e‘) + p(e‘
Graph Gc>1 
de,  so wäh
eiden peri
n die Kant
ren Kreis v
t c > 3 un
 in Gc gezei
                    
i               2i 
Abb. 5.2 Di
keit, eine b
3. 
.1: 
ehung  um
  jeweils all
/ c‘‘ die p
, müssen d
  drei  Kant
‘) + p(e‘‘‘) =
= G(S4; c, 1
le man  z. 
pheren Kre
en (11, 41),
erbleibt no
d ungerade
gt werden,
                    
    3i             
              
e Graphen 
eliebige Ka
  3    bzw. 
e drei Kant
eripheren 
eren Kante
en  e‘,  e‘‘ 
 1. 
) hat einen 
B. die Kan
ise C2 und C
 (22, 42) un
ch genau 
,  so kann 
 dass auch
                   
                   
                   
         
G2 und G3 m
nte e in ei
c‘/ c‘‘  m
en einer Sp
Kreise Cj  (j
n ebenfalls 
 
 
und  e‘‘‘  v
Linearfakto
ten  (1i, 4i),
3 haben ge
d (33, 43) a
eine Kante 
mittels Einf
Gc, c > 3 un
                    
                1i
            
                   
it einem L
nem Linear
it  sich  zu
eiche von 
 = 1, 2, 3) 
den Wert 1
on  G  eine
r.   
  i  =  1, …,  c
rade Länge
ls Kanten e
für einen L
ügen eines
d ungerade
                    
              2i  
                   
inearfaktor
faktor von 
r  Deckung 
Gc den glei
von G  jew
/3 haben.  
n  Endknot
,  als Kante
. 
ines Linea
inearfakto
 Teiles von
, wenigste
                    
     3i 
 
                   
 
Gc anzutref
gebracht 
chen Wert
eils auf  sic
                    
 
enpunkt 
n  eines 
rfaktors. 
r von G3 
 G2 mit 
ns einen 
 
fen, hat 
werden. 
 1/3. Da 
h  selbst 
      
16 
              
Es seien
E(G), un
mit ihm
x bzw. G
Man wä
G(S4, c >
E0 enthä
Kanten 
so erhä
Es sind G
– (11, 1c
Gc – 11 –
Jeder Kn
4 und i =
Der folg
Satz 5.4
Für c > 1
lf(Gc) = 
wobei a
 
Beweis 
1) k = 0:
LF0 sei e
2c0), (3c‐
Endkno
Mit den
lf(Gc0) =
                    
 G = (V, E) 
d es seien 
 inzidierend
 – (x, y). 
hle E0 = E0 
 1, 1). Für k
lt. Man be
mit ihren E
lt man den 
c
0 = Gc – E
) – 21 – 2c –
 1c – (21, 2
otenpunkt
 1, 2, …, c)
ende Satz g
.1: 
 ist 
2lf(Gc0) + lf(
 = 0 (c unge
von Satz 5.4
  Es ist Gc0 =
in Linearfa
1
0, 3c0) und
tenpunkten
 gegebene
 0 für unge
         G42     
Abb. 
  G ein Gra
x, y   V(G
en Kanten
(Gc) = {(11, 
 = 0, 1, 2 se
achte, dass
ndknotenp
Graphen G
0 = Gc – (11,
 (31, 3c) ≅ G
c) – 31 – 3c ≅
 ji von Gc de
. 
ibt die Anz
Gc1) = 2a3c/
rade) oder
.1: 
 Gc – E0.  A
ktor von Gc
 (1c‐10, 4c‐10)
 bleibt der 
n Anfangsw
rades c. 
                 G
5.3: Die Gr
ph mit der
) sowie e =
 bzw. Kante
1c), (21, 2c),
i LFk  = LFk(
 der Fall k =
unkten und
c
k (In Abb. 5
 1c) – (21, 2
c
0 – 110 – 1
 Gc0 – 21 –
r nicht in G
ahl lf(Gc) de
2 + 2c + 2(‐1
 a = 1 (c ge
ußerdem fi
>3
0, der die 
 enthält. N
Graph Gc‐20
erten  für 
4
0                 
 
aphen G40, 
 Knotenpun
 (x, y)   E(
 e = (x, y) g
 (31, 3c)} un
Gc) ein Line
 3 nicht ein
 außerdem
.3 für den S
c) – (31, 3c),
c
0 ≅  …, un
 2c – 31 – 3c
c
k gelöscht
r Linearfak
)c,               
rade) geset
ndet man l
Kante (1c0, 
ach dem Lö
 übrig. Som
c = 2 und 
 G41             
G41, G42 un
ktmenge V
G). Werden
elöscht, so
d einen Lin
arfaktor, w
treten kan
 die verblei
pG G4 darg
 Gc1  ≅ Gc –
d Gc2 ≅ Gc –
 ≅ … .  
 wurde, wir
toren von 
                    
zt wird. 
eicht, dass 
4c0) und so
schen diese
it ergibt sic
c = 3  ist  lf
      G4* 
d G4*  
 = V(G), de
  in G Knot
 erhält man
earfaktor L
elcher gen
n. Löscht m
benden (3 –
estellt).     
 11 – 1c – (2
 11 – 1c – 2
d mit jik bez
Gc an:          
                    
lf(G20) = 3 u
mit auch di
r Kanten m
h lf(Gc0) = 3
(Gc0) = 3c/2 
 
r Kantenm
enpunkt x 
 den Grap
F = LF(Gc) v
au k Kanten
an in Gc die
 k) Kanten
1, 2c) – (31, 
1 – 2c – (31,
eichnet (j =
                   
                  (
nd lf(G30) =
e Kanten (2
it ihren 
lf(Gc‐20).    
für gerade
 
enge E = 
und alle 
hen  G – 
on Gc = 
 von  
 k 
 von E0, 
3c) ≅ Gc 
 3c) ≅ 
 1, 2, 3, 
                   
5.6) 
 0 sind.       
c‐10, 
                    
s  c und 
                    
                    
                    
  
 
 
17 
2) k=2: 
2c0 – 310
3) k = 1:
enthalte
In  Gc‐1*
zu Gc‐21 
gelösch
Also sin
lf(Gc1) =
Mit lf(G
Aus 1), 
In Tabe
zusamm
Tabelle 
)(
1
0
Gclf
k
k
c


Bemerk
Von Sp 
B = [Br; 
Für dere
Graphe
3(r ‐ 2) S
  
. .
              
Für die 
Kante e
überleg
bei eine
im Grap
Es sind lf(G2
 – 3c0, ergib
 Mit Gc1 ≅ 
n. Somit is
  löschen w
erhalten w
t, so hat ma
d für c > 3: 
 lf(Gc‐11) + 2
2
1) = lf(G31) 
2) und 3) fo
lle 2 sind fü
engestellt:
2 
36612
1866
903
432
ung 5.4.1:  
= S4 können
r = 1, 2, …] 
n Glieder g
n sind bipar
echskreise
 .                  
                    
Speichengr
 von GBr bz
en, dass für
m Linearfa
hen GQcr zu
2) = 3 (für a
t sich som
Gc0 – 21 – 2
t der result
ir die Knote
ird. Werden
n einen Gr
lf(Gc1) = 2lf
lf(Gc‐21).     
= 3∙2 = 6 er
lgt unmitte
r c = 2, 3, 
 
12030
6630
270
65
                    
 zwei Folge
und Q = [Qr
elten:  h(B
tit und plan
.  
Q2                
Abb. 5.4: 
                    
aphen GBcr
w. GQr den
 r > 1 und c
ktor LF von
 LF gehöre
lle drei Mö
it  lf(Gc2) = 3
c seien Kant
ierende Gra
npunkte 1
 andererse
aphen isom
(Gc‐1*), lf(G
                    
hält man sc
lbar Satz 5.
…, 12 die A
420126
258126
810
87
                    
n von Spei
; r = 1, 2, …
r) = 3r, v(Br)
ar, Br ist ei
             Q1 =
Die ersten 
                   
= G(Br, c, 1
 Wert p(e) 
 > 2 lf(GQcr
 GQcr jewei
n.  
glichkeiten
lf(Gc‐20) = l
e (1c1, 4c1) 
ph Gc1 ‐  1
c‐1*, 4c‐1*, 2
its in Gc‐1* 
orph zu Gc
c‐1*) = lf(Gc‐
                    
hließlich fü
4.2.             
nzahlen de
15510
10510
20
19
                   
chengraphe
] mit B1 = Q
 = 3*2r – 2 
n Baum un
 S4 = B1       
zwei Gliede
                    
) und  GQcr
= 1/3 hat (s
) = 3(r‐1)clf(G
ls genau ein
!), lf(G32) = 
f(Gc0).          
und somit (
c
1 ‐ 4c1 ‐ 3c‐1
c‐1* und 2c‐
die Knoten
‐2*.              
2*) + lf(Gc‐2
                    
r  c > 1:  lf(
                    
r Linearfak
204612
204626
043
110
                    
n abgeleite
1 = S4.         
bzw. h(Qr) 
d Qr hat für
                   
r der Folge
                    
= G(Qr, c, 1
. Satz 5.4.1
c) ist. Denn
e „hängen
0 und für G
                    
3c‐11, 3c1) im
1 ‐ 3c1 ≅ Gc‐
2*, womit e
punkte 2c‐1
                    
1) und somi
                    
Gc1) = 2c + 2
                   
toren von G
5556
4098
729
12
 
                    
t werden (
                    
= 3, v(Qr) = 
 r > 1 drei V
             B2  
n Q und B 
                    
) gilt ebenf
). Weiterhin
 im Speiche
de“ Kante v
c>3
2 ≅ Gc0 –
                   
 LF1 von G
1*.               
in Graph is
*, 4c‐1*, 1c‐1
                    
t                  
                   
(‐1)c. 
                    
c
k, k = 0, 1
                    
s. Abb. 5.4)
                   
6r – 2. Beid
ierkreise u
                   .
                    
alls, daß jed
 kann man
ngraph GQ
on jeder Sp
 
 210 – 
                    
c
1 
                    
omorph 
*, 1c‐2* 
                    
                    
                   
     
 und Gc 
                    
:                 
                    
e 
nd               
 
 . .  
                  
e 
 sich 
c
r muß 
eiche 
                    
       
                    
             
            
              
   
  
 
 
18 
5.5	Ha
Ein Grap
n(G)  ist
Hamilto
bezeich
Satz 5.5
Beweis:
Wir neh
Speiche
vier mö
b1, b2).
hindurc
unten) 
Durchga
auf  der
betrach
Zeilen u
A
Bei der 
einmal a
 Die Gra
miltonk
h G   G  h
,  d.  h.,  da
nkreis und 
net. Ein Ha
.1: Für c > 2
                    
men an, d
ngraphen S
gliche Anor
 Geht HK d
h, so wird 
mit  „  “ 
ng ein „+“‐
  darunter 
teten Speic
nd drei Spa
a1 
 
a2 
bb. 5.5: M
hier gegeb
uftritt. 
phen G3, G
reise 
eiße hamil
ss  Kreis  C 
wir setzen
miltonweg 
 hat der Gr
                    
ass Gc eine
p = S4 ang
dnungen v
urch einen
diese Situa
bezeichnet
 oder „ “
befindlich
hen Sp = S
lten kann a
ögliche Ano
enen Speic
4 und G6 ha
tonsch, fall
alle  Knote
 C = HK. Di
HW von G i
aph Gc wen
                    
n Hamilton
egebenen 
on HK bezü
 periphere
tion mit „+
  (Abb.  5.5
‐Durchgang
en  Speiche
4 ergeben 
uf diese Ar
 
 
 
 
 
rdnungen 
he S4 ist kla
ben jeweils
s es einen K
npunkte  vo
e Anzahl de
st ein Weg,
igstens ein
                   
kreis HK =
Knotenpun
glich einer
n Knotenpu
“ bzw. mit 
).  Offensic
 bzw. auf e
.  Die  rest
sich  zwang
t ein HK lei
eines Hami
r, dass ein
 einen solc
reis C = C(
n  G  überd
r Hamilton
 der alle Kn
en Hamilto
                    
HKc = HK(G
ktnumerier
 Speiche Sp
nkt nur na
„–“ und  im
htlich  folgt
inen „+“‐ f
lichen  zu 
släufig. Mi
cht veransc
b1
b2
ltonkreises 
 „ “ in jed
hen Hamilt
G) in G dera
eckt.  Ein  s
kreise von 
otenpunkt
nkreis. 
                    
c) habe. Mi
ung gibt es
i = S4 von G
ch oben bz
 dritten Fa
  auf  eine
olgt ein „–“
HK  gehöre
t Hilfe eine
haulicht we
 
 
in einer Sp
er Zeile vo
onkreis HKc
rt gibt, da
olcher  Kre
G werde m
e von G übe
                    
t der oben
  (bis auf R
c (Abb. 5.5
w. nur nac
lle (von ob
n  „–“‐  bzw
‐Durchgang
nden  Kan
r Matrix H
rden: 
 
 
eiche von G
n Matrix H
 (c = 3, 4, 6
 
ss n(C) = 
is  heißt 
it hk(G) 
rdeckt. 
                   
 für den 
otation) 
: a1, a2, 
h unten 
en nach 
.  „  “‐
 jeweils 
ten  der 
K von c 
c  
K genau 
):  
19 
 
HK3 = 











, HK4 = 














 bzw. HK6 = 


















.                                                               
Ist c > 4, so können geeignete „Einsätze“ ESu/g in Matrixform  (siehe unten) für ungerades 
bzw. gerades c angegeben werden, womit der Satz für c > 2 bewiesen ist.                                 
                                                                                                                                                                          
ESu =  




  und ESg = 














                                                                                                         
Für c = 2 gibt es offensichtlich keinen HK2.                                                                                                                       
Es könnte sich um den kleinsten bipartiten (planaren) kubischen Graph mit Doppelkanten 
handeln, der keinen HK besitzt? 
Mit  einem  MAPLE‐Programm(13)  zur  Ermittlung  der  Anzahl  der  Hamiltonkreise  eines 
beliebigen Graphen GG wurden die hk(Gc)‐Werte für c = 3, 4, …, 12 berechnet (Tabelle 3). 
Tabelle 3:  
 
1322046605103612612301260)(
12111098765432
Gchk
c  
Ein Vergleich von hk(Gc) mit lf(Gc) führt zu folgender 
Vermutung 5.5.1: 
Ist b   1 und                                                                                                                                                                          
c = 2b, so ist hk(Gc) = 4[2c/2‐1 – (‐1)c/2‐1] = 4[2b‐1 – (‐1)b‐1], und für                                                                                
c = 2b + 1 ist hk(Gc) = lf(Gc).                                              
Bemerkung 5.5.1:                                                                                                                                                      
Da Graph Gc>2 hamiltonsch und n(Gc) gerade sind, folgt sofort, daß Gc>2 auch wenigstens zwei 
Linearfaktoren hat.  
Bemerkung 5.5.2:  Mit den in Abb. 2.1 gegebenen Speichen So6, Sf8 Sp(3) sind Goc = G(So6, 
c, 1) und  Gfc = G(Sf8, c, 1), c > 2, zwei weitere Speichengraphen. Man kann sich leicht davon 
überzeugen, dass hk(Goc) = hk(Gfc) = hk(Gc) ist.                                                                                                              
Bemerkung 5.5.3:                                                                                                                                                    
Gegeben	sind	die	Speichen	Qr	und	Qr+1	(Abb.	5.4),	r 	1,	mit	den	hängenden	Kanten	e1,	e2,	
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7.	Chemischer	Bezug	?	
Es ist nicht auszuschließen, dass gewisse ESPG‐s auch für die Chemie von Interesse sein 
könnten. Nehmen wir an, dass die HMO‐Theorie von Hückel(14‐17) auf 3‐D‐Moleküle 
anwendbar sei, so sollten z.B. die beiden paaren Graphen GBc2 = G(B2, c, k = 1) und GQc2 = 
G(Q2, c, k = 1) mit je 10c Knotenpunkten für geeignete c‐Werte interessant sein. Setzt man               
z. B.  c = 6, so ergeben sich folgende positiven Eigenwerte:                                                                                         
für GB2:     3(1), 2(8), 1(11), 2.732(2), 0.732(2), 2.514(2), 2.086(2), 0.572(2), und                                                      
für GQ2:  3(1), 2.8223(2), 2.727(2), 2.7093(1), 2.4812(2), 1.9032(1), 1.8019(4), 1.247(4), 1.2233(2), 
1.1701(2), 0.6889(2), 0.445(4), 0.3186(2), 0.1939(1).                                                                                       
Damit erhält man für die mit GB2 bzw. GQ2  korrespondierenden hypothetischen Moleküle 
mit jeweils 60 Kohlenstoffatomen eine ‐Elektronenenergie von 94,544  bzw. 89.2896  ‐
Einheiten, was einer Resonanzenergie per Elektron (kurz: RepE) von 0.5757  ‐  bzw. 0.4882
 ‐Einheiten entspricht. Dass der zweite Wert wesentlich kleiner als der erste ist resultiert 
aus den Vierkreisen in Q2. Der Graph Gc=15 hat ebenfalls 60 Knotenpunkte und seine 
Eigenwerte sind: 3, 2.8718(2), 2.5259(2), 2.0684(2), 2(2), 1.8271(4), 1.6307(2), 1.3383(4), 1.3028(2), 
1.1027(2), 1.0110(2), 0.6180(4), ‐0.2091(4), ‐1(5), ‐1.0447(2),  ‐1.1877(2), ‐1.4504(2), ‐1.6180(4), ‐
1.8400(2), ‐1.9563(4), ‐2.3028(2), ‐2.7207(2), ‐2.9673(2). Das mit Gc=15  korrespondierende 
hypothetische Molekül hat somit eine  ‐Elektronenenergie von 94.3202  ‐Einheiten, was 
einer RepE von 0.572  ‐Einheiten entspricht. Für das gut bekannte ikosaedrische C60–
Fulleren beträgt die RepE 0.5527  ‐Einheiten während für Graphit (ebenfalls im Hückel‐
Modell) ein Wert von 0.5761  ‐Einheiten per C‐Atom bekannt ist(18). Offensichtlich wird bei 
dem angegebenen hypothetischen C60‐Molekül, welches mit GBc2 korrespondiert, die 
geometrische Struktur zu einer größeren Destabilisierung beitragen, während das dem 
Speichengraphen Gc=15 entsprechende C60‐Molekül bei ebenfalls sterischer Behinderung (c 
wesentlich größer) eine gewisse Stabilität aufweisen sollte. 
Man kann für chemisch relevante Fragestellungen den Knotenpunkten und/oder den Kanten 
einer Speiche und den Randkanten eines Speichengraphen Gewichte zuordnen, sodass 
bezüglich der (spektralen) Eigenschaften weitere Resultate zu erwarten sind. 
8.	Abschließende	Bemerkungen		
8.1) Werden neben Mehrfachkanten auch Schlingen zugelassen, so kann c   1 gesetzt 
werden. Sei s eine Schlinge, die sich am Knotenpunkt iV(G) von Graph G befindet. Der 
Beitrag von s zur Valenz von i und zum Eintrag aii in der Adjazenzmatrix A = A(G) = (aij) von G 
ist 2. Dann können in G(Sp; c, k) ein oder mehrere kj = c sein.                                                                           
Der Speichengraph G(Sp, c = 1, k) = L mit  Sp   Sp(h)  heiße trivialer SpG (kurz: TSpG). Der 
TSpG  L   G3 ergibt sich aus Sp   Sp(h) , indem man  an jeden der h hängenden 
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