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Abstract
We present a new approach to the study of generalized Pascal matrices that yields general
results about group structures and explicit formulas for powers and inverses of the Pascal
matrices, shows how the groups of Pascal matrices are related to groups of 2 × 2 matrices, and
clarifies the way in which symmetries and duality relate to the algebraic aspects of the theory.
We consider bilaterally infinite generalized Pascal matrices obtained as the matrix repre-
sentations of certain linear operators on spaces of formal Laurent series. Their column gener-
ating-functions are simple rational functions closely related to the linear fractional maps of the
complex plane. We obtain explicit expressions for the inverses and the powers of the Pascal
matrices that generalize most of the analogous results in the literature.
© 2004 Published by Elsevier Inc.
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1. Introduction
Finite and infinite matrices that generalize the Pascal triangle have been stud-
ied from diverse viewpoints for a long time. Recently, several authors have stud-
ied some linear algebraic aspects of generalized Pascal matrices (see [1–9,12–14,
16–19]). One-parameter groups of Pascal matrices have been constructed using dif-
ferent approaches, for example, in [2,8] as exponentials of the scalar multiples of a
particular matrix, in [2] as solutions of matrix differential equations, in [3,12] as rep-
resentations of translation operators on some space of functions, and in [4,5,16–19]
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by giving explicit formulas for the entries of the matrices. Groups with two param-
eters are considered in [4,16,17]. Formulas for inverses and powers are obtained
in [3,4,6,7,14,17]. Problems related to factorizations, transposes and symmetries
are considered in [1,6,9,18].
In the present article we present a new approach for the study of infinite struc-
tured matrices that include several types of generalized Pascal matrices. We construct
groups of bilaterally infinite matrices that contain as submatrices (finite or infinite)
most of the generalizations of Pascal matrices considered in the references cited
above. Our matrices are the matrix representations of linear operators on spaces of
formal Laurent series. We construct first some one-parameter groups taking expo-
nentials of weighted shift operators that act on formal Laurent series. Using the rela-
tionships of the resulting exponential operators with the fractional linear maps on the
plane, we extend the one-parameter groups and obtain commutative and noncommu-
tative groups with two parameters that are either isomorphic or anti-isomorphic to
subgroups of GL(2,C).
One of our main objectives is to show that the convergence-free algebras of oper-
ators on spaces of formal Laurent series introduced in [15] provide a suitable set-
ting for the study of structured infinite matrices like the generalized Pascal matrices.
Working with bilaterally infinite matrices makes it possible to obtain inversion for-
mulas related to reflection with respect to the anti-diagonal in Z × Z determined by
n+ k = −1. We can also handle shifts on the matrices in the direction of the main
diagonal. They are of the form an,j → an+k,j+k , for k ∈ Z, and play an important
role in our development. They are quite difficult to handle when one works with
finite matrices.
We characterize in Theorem 3.2 the weighted shifts W such that eλW is a substi-
tution operator. They are the shifts associated with generalized binomial coefficients
that satisfy a Chu–Vandermonde convolution formula. We show in Theorem 5.2 how
the inverse of a generalized Pascal matrix is obtained by means of a shift in the
direction of the main diagonal and a reflection with respect to the main anti-diagonal.
An explicit formula for powers and inverses is obtained in Proposition 4.2 as an
immediate consequence of a corresponding formula for triangular 2 × 2 matrices.
Our formula generalizes analogous results from [4,14,17]. In Proposition 5.1 we
describe how taking transposes sends lower to upper Pascal matrices. Here the shifts
along the diagonal and the connection with 2 × 2 matrices play an important role.
In this paper we deal with generalizations of Pascal matrices that involve only
the classical binomial coefficients. The generalizations involving q-Gaussian coeffi-
cients and Stirling numbers, as well as the construction of groups with three complex
parameters, factorizations, combinatorial identities, and multidimensional matrices
will be discussed elsewhere.
In Section 2 we present the basic definitions and results about the convergence-
free algebras of operators that provide the general setting in which we construct
our generalized Pascal matrices. For a more detailed treatment see [15], where the
multivariable case is also studied.
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2. Formal Laurent series and infinite matrices
Let F be the set of all the formal Laurent series a(z) =∑∞n=−∞ anzn where the
coefficients an are complex numbers and only finitely many of the an with n < 0
are nonzero. If a(z) /= 0 we define v(a) = min{n ∈ Z : an /= 0} and v(0) = ∞. We
call v(a) the reversed degree of a(z). Note that for a and b in F we have v(ab) =
v(a)+ v(b).
For each m in Z we defineFm = {a ∈F : v(a) = m}. It is easy to see thatF0 is
a commutative group under multiplication. If a is inFm then a(z) = zmh(z), where
h is an element of F0, and hence a has an inverse under multiplication. This means
that F is a field.
We denote by L the set of all bilaterally infinite matrices G = [gn,k], where the
indices n and k run over all the integers and, either G = 0 or there exists v(G) =
min{n− k : gn,k /= 0}. This condition means that all the entries gn,k above the diago-
nal n− k = v(G) are zero, and that there is at least one nonzero entry in the diagonal
n− k = v(G). We say that L is the set of lower semi-matrices. It is easy to verify
that L is an algebra over C. The multiplication of two elements of L involves only
finite sums of complex numbers and therefore no convergence problems arise.
For m in Z we say that the set of all pairs (n, k) in Z × Z that satisfy n− k = m
is the diagonal of index m, or the mth diagonal. The main diagonal has index zero.
Every matrix G inL may be seen as a linear operator on the spaceF as follows.
We identify each series a(z) in F with the infinite column vector formed by its
coefficients ak , and we define
Ga(z) = G
∑
k∈Z
akz
k =
∑
n∈Z
(∑
k∈Z
gn,kak
)
zn.
This series corresponds to the column vector obtained by multiplying the matrix G
by the column vector associated with a(z). Therefore, for each k in Z the series
Gzk =∑n gn,kzn corresponds to the kth column of G, and we can consider G as
a doubly infinite sequence of elements of F.
A sufficient condition for invertibility in L is given in our next proposition.
Its proof is a straightforward computation.
Proposition 2.1. Let G = [gn,k] be a nonzero lower semi-matrix such that gn,k /= 0
whenever n− k = v(G). Then there exists a unique lower semi-matrix G−1 such
that GG−1 = I = G−1G and v(G−1) = −v(G).
The condition that gn,k /= 0 whenever n− k = v(G) is not necessary for invert-
ibility. This is proved by the following example. Let m > 1 and let A be an invertible
m×m matrix such that a1,m /= 0. Let G be the matrix obtained from the identity
matrix of L by replacing any m×m block centered on the main diagonal by the
matrixA. It is clear thatG is invertible, v(G) = m− 1, and there is only one nonzero
entry of G in the diagonal of index m− 1.
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The operator algebra L contains several types of operators that we will use to
construct groups of generalized Pascal matrices. We present next some basic proper-
ties of multiplication and substitution operators.
Given f (z) in F, the operator that sends a(z) to f (z)a(z) is represented by
a matrix that we denote by M(f ) = M(f (z)). Since M(f )zk = zkf (z) it is clear
that the (n, k) entry of M(f ) is fn−k . Therefore M(f ) is in L, v(M(f )) = v(f ),
and M(f ) is a Toeplitz matrix. The map f → M(f ) is an injective morphism.
Let g(z) be an element of F1, that is, g(z) =∑j1 gj zj and g1 /= 0. The sub-
stitution operator a(z)→ a(g(z)) is a linear and multiplicative map on F, and its
matrix representation is denoted by S(g). Since S(g)zk = gk(z) is the kth column of
S(g), we see that its (n, k) entry is the coefficient of zn in the series gk(z), which we
denote by (gk)n. Note that v(S(g)) = 0 and the entries in the main diagonal are the
nonzero numbers (g1)k . Therefore, by Proposition 2.1 the inverse of S(g) exists and
belongs to L. The well-known Lagrange inversion formula says that such inverse
has the form S(g˜) for a unique g˜(z) in F1 called the inverse of g under substitution
(see [11,15]). Note that S(g)S(h) = S(h ◦ g) for any pair g and h in F1.
Proposition 2.2. Let f be an element of F, g be an element of F1, and let g˜ be
the inverse of g under substitution. Then
S(g)M(f ) = M(f ◦ g)S(g) (2.1)
and
(M(f )S(g))−1 = S(g˜)M
(
1
f
)
= M
(
1
f ◦ g˜
)
S(g˜). (2.2)
Proof. Let k be an integer. Then
S(g)M(f )zk = S(g)zkf (z) = gk(z)f ◦ g(z) = M(f ◦ g)S(g)zk
and therefore the kth columns of S(g)M(f ) and M(f ◦ g)S(g) coincide for all k.
The second part clearly follows from the first one. 
Multiplication and substitution operators can be used to construct some quite large
groups of operators, which we describe in the following proposition.
Proposition 2.3. The sets B = {M(f )S(g) : f ∈F, f /= 0, g ∈F1}, C =
{M(f )S(g) : f ∈F0, g ∈F1} andD= {M(g′)S(g) : g ∈F1} are groups of oper-
ators and D ⊂ C ⊂ B.
Given a groupG contained inL and an invertible Q inL, it is clear that Q−1GQ
is also a group. Consider the following example. Let u be an integer and let H
be a lower semi-matrix. Then the kth column of the matrix M(z−u)HM(zu) is
equal to z−uHzu+k and thus its (n, k) entry equals hn+u,k+u. Therefore the effect
on H of conjugation by M(zu) is a shift of u places in the direction of the diag-
onal whose equation is n = k. We denote the shifted matrix by Hu, that is Hu =
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M(z−u)HM(zu). Note that H = H0 and also that (GH)u = GuHu and (Hu)r =
(Hr)u for any r  0, and therefore there is no ambiguity in an expression of the
form Hru .
The effect of a diagonal shift on a substitution operator is quite simple. A trivial
computation yields
Su(g(z)) = M(z−u)S(g(z))M(zu) = M((g(z)/z)u)S(g(z)),
g ∈F1, u ∈ Z. (2.3)
3. Weighted shifts and one-parameter groups
In this section we will construct several one-parameter groups of matrices in L
that generalize the classical Pascal matrices. We introduce next the weighted shift
operators that will play a central role in our development.
Let m be an integer and let α be a complex-valued function defined on Z. We
define the weighted shift operator W associated with m and α as follows:
Wzk = α(k)zk+m, k ∈ Z. (3.1)
Note that v(W) = m and that all the nonzero entries of W lie on the diagonal of
index m and thus W is in L. We say that m is the index of W and α is its weight
function. If m > 0 we say that W is a forward shift and if m < 0 we say that W is
a backward shift. It is clear that the operators M(zm) are shifts. So is the derivative
operator D, since Dzk = kzk−1. It has m = −1 and α(k) = k. The shift associated
with m = 1 and α(k) = k will be denoted by E and called the basic forward shift.
Let W be the weighted shift with index m and weight function α. Then
Wrzk = α(k)α(k +m) · · ·α(k + (r − 1)m)zk+rm, r  0, k ∈ Z.
Therefore Wr is the weighted shift with index rm and weight function
P(k, r) = α(k)α(k +m) · · ·α(k + (r − 1)m), r  1, (3.2)
which is a generalized factorial function. Note that P(k, 0) = 1 for all k. Now sup-
pose that m > 0 and let f (z) =∑r0 frzr be an element of F0. Then we can form
the operator f (W) =∑r0 frWr , and its kth column is
f (W)zk =
∑
r0
frP (k, r)z
k+rm. (3.3)
This shows that f (W) is an invertible element of L with v(f (W)) = 0, since f0 /=
0. Therefore the set F0(W) = {f (W) : f ∈F0} is a group contained in L and
isomorphic toF0. We can obtain smaller subgroups in different ways. For example,
if we take a fixed h in F0 then {hn(W) : n ∈ Z} is a discrete subgroup of F0(W).
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One-parameter groups are usually constructed by means of the exponential func-
tion. In our context this is done as follows. Let W be a forward shift with weight
function α(k) and let f (z) = eλz, where λ is a complex number. Then, since f is in
F0, we see that f (W) is an invertible element of L with v(f (W)) = 0. Therefore
{eλW : λ ∈ C} is a group of operators isomorphic to the additive group of complex
numbers.
Note that
eλWzk =
∑
r0
P(k, r)
r! λ
rzk+rm, k ∈ Z. (3.4)
We define the generalized binomial coefficients associated with the weighted shift
W as
C(k, r) = P(k, r)
r! , k ∈ Z, r  0.
Now we can write
eλWzk = zk
∑
r0
C(k, r)(λzm)r . (3.5)
If m > 1 then the kth column of eλW is a lacunary series and hence the matrix of
eλW has infinitely many diagonal strips of zeros of width m− 1.
From (3.5) we see that the matrix representation of eλW is a generalized Pas-
cal matrix where the classical binomial coefficients are replaced by the coefficients
C(k, r). In the present paper we study only the matrices generated by weighted shifts
W associated with the classical binomial coefficients.
Let s be an integer and let W be as above. Define Ws = M(z−s)WM(zs). This is
a diagonal shift of s places of the operator W . A simple computation gives Wszk =
α(k + s)zk+m and hence Ws is a weighted shift with index m and weight function
β(k) = α(k + s). Note that
eλWs = M(z−s)eλWM(zs).
This clearly implies that for each integer s the group {eλWs : λ ∈ C} is isomorphic to
the group {eλW : λ ∈ C}.
The set of all operators of the form ep(W), where p(z) is a polynomial of degree
less than or equal to n, is a commutative group isomorphic to the additive group
Cn+1.
A fundamental result that we will use often is the binomial series formula
(1 + w)t =
∑
r0
(
t
r
)
wr =
∑
r0
(−t + r − 1
r
)
(−w)r, w, t ∈ C. (3.6)
This series converges for |w| < 1.
We consider next some simple examples. If W = M(zm) with m  1 and f (z) in
F0 then f (W) = f (M(zm)) = M(f (zm)) is a multiplication operator. Note
that f (zm) is a lacunary series if m > 1.
L. Verde-Star / Linear Algebra and its Applications 382 (2004) 179–194 185
Now let m = 1 and α(k) = k for k in Z. In this case W = E, the basic forward
shift, and the associated generalized binomial coefficients are C(k, r) = (k+r−1
r
)
, for
k in Z and r  0. Then, using the binomial formula (3.6), we obtain
eλEzk = zk
∑
r0
(
k + r − 1
r
)
(λz)r =
(
z
1 − λz
)k
=
∑
nk
(
n− 1
n− k
)
λn−kzn.
(3.7)
Therefore eλE = S(gλ(z)), where gλ(z)) = z/(1 − λz), which is a linear fractional
mapping. Note that gλ ◦ gµ = gλ+µ for any complex numbers λ and µ. Using the
well-known relationship between linear fractional maps and 2 × 2 matrices we
obtain the following result.
Proposition 3.1. The group {eλE : λ ∈ C} is isomorphic to the group L1 =
{ [ 1 0
−λ 1
] :
λ ∈ C}.
Note that L1 is a commutative subgroup of SL(2,C).
From (3.7) we see that the (n, k) entry of eλE is equal to (n−1
n−k
)
λn−k for n  k and
it is zero for n < k.
Using diagonal shifts we obtain for each integer s a group {eλEs : λ ∈ C} iso-
morphic to {eλE : λ ∈ C} and thus isomorphic to L1. The (n, k) entry of eλEs is
obtained by shifting the indices n and k by the integer s in the expression for the
(n, k) entry of eλE . In this way we get that (eλEs )n,k =
(
n+s−1
n−k
)
λn−k if n  k and it
is zero otherwise. For the case s = 1 we get (eλE1)n,k =
(
n
n−k
)
λn−k . The restriction
of eλE1 to the quadrant with n  0 and k  0 is an infinite matrix that is often called
generalized lower triangular Pascal matrix. The classical Pascal matrix is obtained
when λ = 1.
By (2.3) and (2.2) we have
eλEs = M((1 − λz)−s)S(gλ(z)) = S(gλ(z))M((1 + λz)s). (3.8)
Consequently, for each integer s the set {eλEs : λ ∈ C} is a subgroup of the group
C of Proposition 2.3, and for s = 2 it is a subgroup of D, since (1 − λz)−2 is the
derivative of gλ(z).
Theorem 3.2. Let W be a weighted shift with index m  1 and weight function α(k)
and let λ be a complex number. Then eλW is a substitution operator if and only if
there exists a nonzero complex number δ such that α(k) = δk for k in Z.
Proof. Since substitution operators are multiplicative, a necessary condition for eλW
to be a substitution operator is eλWzk+n = (eλWzk)(eλWzn), for any integers k and
n. Using (3.5) this condition yields
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C(n+ k, r) =
r∑
j=0
C(k, j)C(n, r − j), r  0. (3.9)
This is a Vandermonde convolution formula for the generalized binomial coeffici-
ents C(n, r). Taking r = 1 in (3.9) we get C(n+ k, 1) = C(n, 1)+ C(k, 1) and
hence α(n+ k) = α(n)+ α(k). Then we must have α(0) = 0 and α(k) = α(1)k for
every k.
Now suppose that α(k) = δk for some given δ /= 0. Then
C(k, r) = δr k(k +m)(k + 2m) · · · (k + (r − 1)m)
r! = (δm)
r
(
k/m+ r − 1
r
)
,
and by (3.5) and the binomial formula (3.6) we have
eλWzk =
∑
r0
(
k/m+ r − 1
r
)
(δmλ)rzk+rm
= zk
∑
r0
(−k/m
r
)
(−δmλzm)r
= z
k
(1 − δλmzm)k/m .
Therefore eλW = S(gλ,m(z)), where gλ,m(z) = z/(1 − δλmzm)1/m, and the proof
is complete. 
If δm = 1 we obtain a minor simplification. In this case Wzk = (k/m)zk+m and
gλ,m(z) = z
(1 − λzm)1/m =
(
zm
1 − λzm
)1/m
. (3.10)
This is a formal conjugation of gλ by the map z → zm. A simple computation shows
that gλ,m ◦ gµ,m = gλ+µ,m and therefore the group {eλW : λ ∈ C} is also isomorphic
to L1. It is easy to see that for this W we have
(eλW )n,k =
(
(n−m)/m
(n− k)/m
)
λ(n−k)/m,
if (n− k)/m is a nonnegative integer, and it is zero otherwise. Note that when m > 1
the matrix eλW is sparse. In this case we can also use diagonal shifting to obtain for
each integer s a group {eλWs : λ ∈ C} that is also isomorphic to L1.
4. Groups with two parameters
The commutative group L1, defined in Proposition 3.1, is a subgroup of the non-
commutative group L defined as the set of all the matrices of the form
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A =
[
a 0
c 1
]
, (4.1)
where a and c are complex numbers and a /= 0. Note that L is closely related to
the group of lower triangular elements of SL(2,C) and that each element of L is
determined by two parameters.
For every A = [a 0c 1] we define the function gA(z) = az/(cz+ 1). Since gA is an
element ofF1 we have that S(gA) is an invertible element ofL with v(S(gA)) = 0.
A straightforward computation shows that gA ◦ gB = gAB for any A and B in L.
Therefore S(gB)S(gA) = S(gA ◦ gB) = S(gAB), and this yields the following result.
Proposition 4.1. {S(gA) : A ∈ L} is a noncommutative group contained in L and
it is anti-isomorphic to the matrix group L.
By the binomial formula we have
S(gA)z
k =
(
az
cz+ 1
)k
=
∑
r0
(−k
r
)
akcrzk+r =
∑
nk
(
n− 1
n− k
)
ak(−c)n−kzn.
Therefore
(S(gA))n,k =
{(
n−1
n−k
)
ak(−c)n−k, if n  k,
0, otherwise.
Let Su(gA) = M(z−u)S(gA)M(zu) for u in Z. Recall that Su(gA) is a diagonal shift
of the composition operator S(gA). By (2.3) we obtain
Su(gA) = M
((
a
cz+ 1
)u)
S(gA), u ∈ Z. (4.2)
Then it is easy to see that
Su(gB)Su(gA) = Su(gAB), A,B ∈ L, u ∈ Z, (4.3)
and
Su(gB)Sv(gA) = M((gB(z)/z)u−v)Sv(gAB), A,B ∈ L, u, v ∈ Z. (4.4)
For every integer u the set {Su(gA) : A ∈ L} is a group anti-isomorphic to L. The
operators Su(gA) appear in the theory of representations of the group SL(2,C) (see
[10]).
Shifting the matrix S(gA) by u places along the diagonal we see that
(Su(gA))n,k =
{(
n+u−1
n−k
)
ak+u(−c)n−k, if n  k,
0, otherwise. (4.5)
If A = [a 0c 1] then it is easy to verify that
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A−1 =
[
a−1 0
−c/a 1
]
and
Ar =
[
ar 0
σ(a, r)c 1
]
, r ∈ Z, (4.6)
where
σ(a, r) =


0, if r = 0,
r, if a = 1,
1−ar
1−a , if r /= 0 and a /= 1.
Combining (4.6) with (4.3) we obtain
Sru(gA) = Su(gAr ), r, u ∈ Z. (4.7)
Using (4.5) with Ar instead of A we obtain the following explicit formulas for the
powers and the inverse of Su(gA).
Proposition 4.2. Let u and r be elements of Z. Then we have
(Sru(gA))n,k =
{(
n+u−1
n−k
)
ar(k+u)(−σ(a, r)c)n−k, if n  k,
0, otherwise. (4.8)
Note that this formula may be used to define Sru(gA) for complex values of r and
u.
The matrix factorizations
A =
[
a 0
c 1
]
=
[
a 0
0 1
] [
1 0
c 1
]
=
[
1 0
c/a 1
] [
a 0
c 1
]
yield
S(gA) = e−cES(az) = S(az)e−ca−1E. (4.9)
The diagonal substitution operator S(az) satisfies S(az)zk = akzk and can be seen as
a weighted shift of index zero and weight function α(k) = ak . Therefore the group
{S(gA) : A ∈ L} is a product of the group {eλE : λ ∈ C} and the group of all the
diagonal substitutions z → az, where a is a nonzero complex number.
A natural extension of the present section is the construction of a group of gener-
alized Pascal matrices with three parameters, whose elements are substitution oper-
ators S(g) associated with linear fractional maps of the form
g(z) = az+ b
cz+ d , ad − bc /= 0,
with the coefficient b not necessarily equal to zero. But if b /= 0 and d /= 0 then g is
inF0 and all the powers gr , with r  0, are also elements ofF0 and therefore S(g)
is not in L. In order to deal with such cases we have to consider matrices that act
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on some space of convergent power series in some domain, and the matrices must
satisfy some convergence conditions. Such discussion will be presented elsewhere.
In the next section we look at some important symmetry and duality properties of
the generalized Pascal matrices.
5. Symmetries and duality
If we construct the exponential of a backward shift, like the derivative D, for
example, we obtain a matrix that is not in L, but that is the transpose of an element
of L. We will describe briefly the setting in which such matrices can be studied.
Define the reversing operator R by Rzk = z−k−1 for k in Z. Then the image ofF
under R, denoted by R(F), is the set of all formal power series a(z) =∑n anzn that
have finite degree. This is, either a(z) = 0 or there exists w(a) = max{n ∈ Z : an /=
0}. It is clear that R(F) is a field. Henrici [11] calls the elements of R(F) Laurent
series at infinity. We call them reversed Laurent series. A natural convergence-free
space of linear operators on R(F) is the set U of upper semi-matrices. These are
the matrices G = [gn,k] such that, either G = 0 or there exists w(G) = max{n− k :
gn,k /= 0}. Note that U =LT = {H T : H ∈L}.
From the definition of the weighted shift operators (3.1) it is clear that the trans-
pose of a weighted shift W is also a weighted shift. More precisely, if Wzk =
α(k)zk+m then WTzk = α(k −m)zk−m. Therefore, if W is a forward shift then the
one-parameter group {eλW : λ ∈ C} is transformed by transposition into the group
{eλWT : λ ∈ C}, which is contained in U. Obviously, every group contained in L
yields by transposition a group contained in U. Note that transposition commutes
with diagonal shifting, that is, (Gu)T = (GT)u, for any matrix G and any integer u.
For every matrix C = [a bc d] we define C# = [ a −c−b d ]. Note that the map C → C#
sends the group L onto the group U of all matrices of the form
[
a −c
0 1
]
, where a and c
are complex numbers and a /= 0.
In our next proposition we identify the transposes of the operators Su(gA) for
matrices A in the group L.
Proposition 5.1. Let A = [a 0c 1] be an element of L and let u be any integer. Then
STu(gA) = aSu−1(gA#). (5.1)
Proof. From (4.5) we see that
(STu(gA))n,k =
{(
k+u−1
k−n
)
an+u(−c)k−n, if k  n,
0, otherwise.
Then we have
STu(gA)z
k =
∑
n
(
k + u− 1
k − n
)
an+u(−c)k−nzn.
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We let j = k − n and eliminate the index n in the above formula to get
STu(gA)z
k =
∑
j0
(
k + u− 1
j
)(−c
az
)j
ak+uzk
=
(
1 − c
az
)k+u−1
ak+uzk
= az1−u(az− c)k+u−1.
Therefore
STu(gA)z
k = aM(z1−u)S(az− c)M(zu−1)zk.
This is equivalent to (5.1) since A# = [a −c0 1 ] and thus gA#(z) = az− c. 
Note that for each u in Z the set of all operators of the form Su(gB), where B
is in U, is a group anti-isomorphic to U. The commutative group of all the trans-
lation operators S(z− c), where c is a complex number, is the best-known group
of generalized Pascal matrices. Its elements are usually considered as translations
on a space of polynomials (see [12]).
Using Proposition 5.1 we can obtain properties of the operators Su(gB), with B
in U, from corresponding properties of their transposes.
We introduce next another type of duality that plays an important role in the theory
of Lagrange inversion formulas (see [15]). For every infinite matrix G = [gn,k] we
define G∗, called the dual of G, as the matrix whose (n, k) entry is g−k−1,−n−1.
The map G→ G∗ is a reflection with respect to the diagonal line in Z × Z with
equation n+ k = −1. The sets L and U are clearly invariant under such reflection
map. It is easy to see that (GH)∗ = H ∗G∗ whenever GH is well defined. Since
multiplication operators are Toeplitz matrices, they are invariant under ∗, that is,
M∗(f (z)) = M(f (z)) for any f (z). Note that diagonal shifting does not commute
with the map G→ G∗, but we have (Gu)∗ = (G∗)−u for any matrix G and any
integer u.
Theorem 5.2. Let A = [a 0c 1] be an element of L and let u be any integer. Then
(Su)
∗(gA) = aS2−u(gA−1) = aS−12−u(gA).
Proof. Using (4.5) we get
((Su)
∗(gA))n,k =
{(
u−k−2
n−k
)
au−n−1(−c)n−k, if n  k,
0, otherwise.
Therefore, for any integer k we have
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(Su)
∗(gA)zk =
∑
n
(
u− k − 2
n− k
)
au−n−1(−c)n−kzn
=
∑
j
(
u− k − 2
j
)
au−k−1−j (−c)j zk+j
= zkau−k−1
∑
j
(
u− k − 2
j
)(−cz
a
)j
= zkau−k−1
(
1 − cz
a
)u−k−2
= azu−2
(
a−1z
1 − a−1cz
)k+u−2
.
Since A−1 = [ 1/a 0−c/a 1] we obtain
(Su)
∗(gA)zk = aM(zu−2)S(gA−1)M(z2−u)zk = aS2−u(gA−1)zk,
and this completes the proof. 
The previous theorem yields the inversion formula
S−1u (gA) = a−1(S2−u)∗(gA) (5.2)
for any A = [a 0c 1] in L and any integer u. In particular S−11 (gA) = a−1(S1)∗(gA), and
S−1(gA) = a−1(S2)∗(gA). These inversion formulas clearly show the importance
of the diagonal shifting of the matrices, which is not possible when one works
with finite matrices or infinite matrices in the first quadrant of Z × Z.
Using (4.2) we get
S−1(gA) = a−1
(
M
((
a
cz+ 1
)2)
S(gA)
)∗
= a−1S∗(gA)M
((
a
cz+ 1
)2)
= S∗(gA)M(g′A(z)).
This is a particular case of the Lagrange inversion formula (see [15]).
Since the mapG→ G∗ is the reflection with respect to the diagonal with equation
n+ k = −1, combining diagonal shiftings with ∗ we can obtain reflections with
respect to other diagonals. Let m be an odd integer and let r = (m+ 1)/2. Then, for
any matrix G it is clear that ((Gr)∗)−r = (G∗)−2r = (G2r )∗ is obtained from G by
reflection with respect to the diagonal with equation n+ k = m.
Let t be an integer and letA be an element of L as in the previous theorem. Denote
by H the reflection of St (gA) with respect to the diagonal with equation n+ k = m,
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where m and r are as previously defined. We will use the previous theorem to find
the inverse of H .
Note thatH = (St+2r )∗(gA). By Theorem 5.2 we haveH = aS−12−t−2r (gA). There-
fore
H−1 = a−1S2−t−2r (gA) = a−1S1−t−m(gA). (5.3)
Let us consider a particular case. If t = 1 then
(S1(gA))n,k =
{( n
n−k
)
ak+1(−c)n−k, if n  k,
0, otherwise,
and H is obtained from S1(gA) by reflection with respect to the diagonal n+ k = m.
Then, by (5.3) we have H = (Sm+2)∗(gA) and H−1 = a−1S−m(gA). In this case
we have
Hn,k =
{(
m−k
n−k
)
am+1−n(−c)n−k, if n  k,
0, otherwise,
and
(H−1)n,k =
{(
n−m−1
n−k
)
ak−m−1(−c)n−k, if n  k,
0, otherwise.
Let K be the principal block matrix of order m+ 1 of H , defined by K = [Hn,k]
for 0  n  m and 0  k  m. Note that K is obtained from the principal block of
order m+ 1 of S1(gA) by reflection with respect to the main anti-diagonal. It is easy
to see that the inverse of K is the principal block of order m+ 1 of H−1. A related
problem, using modular arithmetic, is considered in [1].
6. Rectangular generalized Pascal matrices
We present here a simple factorization property of the so-called “rectangular”
Pascal matrices that does not require any convergence conditions.
Let R denote the set of all matrices
[
a b
c 1
]
with a − bc /= 0. For each matrix C =[
a b
c 1
]
in R we have the rational function gC(z) = (az+ b)/(cz+ 1) and we define the
matrix P(gC) as the unilaterally infinite matrix whose (n, k) entry is the coefficient
of zn in the Taylor series expansion around zero of gkC(z), for n  0 and k  0. Note
that, in general, P(gC) is not triangular, this is why such infinite matrices are called
rectangular.
Every element of R has the factorization[
a b
c 1
]
=
[
1 b
0 1
] [
a − bc 0
c 1
]
. (6.1)
The first matrix in the right-hand side, which we call B, is an element of the group
U, and the second matrix, that we call A, is an element of the group L. Note that both
U and L are contained in R. Note also that R is not closed under multiplication.
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The factorization (6.1) yields gC(z) = gB(gA(z)) where gB(z) = z+ b and
gA(z) = (a − bc)z/(cz+ 1). In view of (4.3) it is clear that a straightforward com-
putation shows that
P(gC) = P(gA)P (gB). (6.2)
This matrix multiplication is convergence free, since P(gA) is lower triangular and
P(gB) is upper triangular. The factorization (6.2) induces corresponding factoriza-
tions for the principal blocks of order m+ 1 of the Pascal matrices, for any m  0.
Such factorizations can be used to compute determinants of the principal blocks of
P(gC), which are the finite rectangular generalized Pascal matrices. For the compu-
tation of determinants related to Pascal matrices see [13]. Particular cases of (6.2)
have appeared often in the literature. See [9], for example.
7. Final remarks
Let us note that the column generating-functions are an important tool in the
proofs of several of our results. This suggests that some generalizations may be
obtained by suitable modifications of the generating-functions. Some q-analogues
may be obtained in this way. Factorizations of the generalized Pascal matrices can
also be obtained by generating-function methods.
The explicit formulas for arbitrary powers of Pascal matrices yield many combi-
natorial identities that deserve some attention. The construction of noncommutative
groups of infinite matrices with three parameters, in a convergence-free setting, is
another interesting problem. Finally, the generalization to the case of multidimen-
sional matrices is another direction for further research. Note that [15] deals with
operators on spaces of multivariable formal Laurent series, and such operators are
represented by multidimensional matrices.
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