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Organic charge transfer salts exhibit thermal expansion anomalies similar to those found in other strongly
correlated electron systems. The thermal expansion can be anisotropic and have a non-monotonic temperature
dependence. We show how these anomalies can arise from electronic effects and be significantly enhanced,
particularly at temperatures below 100 K, by strong electronic correlations. For the relevant Hubbard model the
thermal expansion is related to the dependence of the entropy on the parameters (t, t′, and U ) in the Hamiltonian
or the temperature dependence of bond orders and double occupancy. The latter are calculated on finite lattices
with the Finite Temperature Lanczos Method. Although many features seen in experimental data, in both
the metallic and Mott insulating phase, are described qualitatively, the calculated magnitude of the thermal
expansion is smaller than that observed experimentally.
PACS numbers: 71.72.+a, 71.30.+h, 74.25.-q, 74.70.Kn, 75.20.-g
I. INTRODUCTION
The thermal expansion coefficients of a wide range of
strongly correlated electron materials exhibit temperature
and orientational dependencies that are distinctly different
from simple metals and insulators1. Materials that have
been studied included heavy fermion compounds2, organic
charge transfer salts3–6, iron pnictide superconductors7,8, and
LiV2O49. The Gru¨neisen parameter Γ, which is proportional
to the ratio of the thermal expansion to the specific heat, can be
two orders of magnitude larger than the values of order unity
found for elemental solids2, and may diverge at a quantum
critical point10. For organic charge transfer salts, the thermal
expansion coefficients show anomalies at the superconduct-
ing transition temperature11, at the Fermi liquid coherence
temperature, at the Mott transition, and strong non-monotonic
temperature and orientational dependence3. Anomalies have
been recently observed also in a spin liquid candidate mate-
rial, κ-(BEDT-TTF)2Cu2(CN)35. For a proper understanding
and interpretation of these experimental results it is important
to elucidate the electronic (apart from the phononic) contribu-
tion to the thermal expansion, particularly since it may dom-
inate at low temperatures. Related electronic effects are seen
in lattice softening near the Mott transition via sound velocity
measurements12,13. The electronic contribution can also lead
to the critical behaviour of the thermal expansion close to the
metal-insulator transition4,14.
Here we study the electronic contribution to the thermal ex-
pansion, including its directional dependence, by modelling
the electrons with a Hubbard model on the anisotropic trian-
gular lattice at half filling, an effective model Hamiltonian for
several families of organic charge transfer salts15. Our analy-
sis requires a connection between the Hubbard model parame-
ters (t, t′, U ) and structural parameters (lattice constants) that
can be deduced from electronic structure calculations and bulk
compressibilities for which we use experimental values.
A. Summary of results
Our main results concerning the electronic contribution to
the thermal expansion α are as follows.
(i) At low temperatures strong correlations can increase the
thermal expansion by as much as an order of magnitude.
(ii) A non-monotonic temperature dependence of α is pos-
sible.
(iii) Significant orientational dependence is possible, in-
cluding the expansion having the opposite sign in different
directions.
(iv) In the metallic phase the crossover from a Fermi liquid
to a bad metal may be reflected in a maximum in the temper-
ature dependence of α.
(v) In the Mott insulating phase a maximum in the tempera-
ture dependence of α can occur, at a temperature comparable
to that at which a maximum also occurs in the specific heat
and the magnetic susceptibility.
(vi) All of the above results are sensitive to the proximity
to the Mott metal-insulator transition and the amount of frus-
tration, reflected in the parameter values (U/t and t′/t) in the
Hubbard model.
Although, we can describe many of the unusual qualitative
features of experimental data for organic charge transfer salts,
the overall magnitude of the thermal expansion coefficients
that we calculate are up to an order of magnitude smaller than
observed. This disagreement may arise from uncertainties in
how uniaxial stress changes the Hubbard model parameters,
and uncertainty in the compressibilities including not taking
into account the effect of softening of the lattice associated
with proximity to the Mott transition.
B. Specific experimental results we focus on
We briefly review some experimental results that our cal-
culations are directly relevant to. We only consider thermal
expansion within the conducting layers. Anomalies are also
seen in the interlayer direction but are beyond the scope of this
2study. Figure 1 shows the relation between the anisotropic tri-
angular lattice, and the associated hoppings t and t′, and the
intralayer crystal axes (b and c) for κ -(BEDT-TTF)2X with
anions X=Cu2(CN)3 and Cu(NCS)2. For X= Cu[N(CN)2]Br,
the crystal axes b and c should be replaced with c and a, re-
spectively.
b
c
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t t
Figure 1. Lattice and hopping integrals in the Hubbard model
for κ -(BEDT-TTF)2X with X=Cu2(CN)3 and Cu(NCS)2. For X=
Cu[N(CN)2]Br the crystal axes b and c should be replaced with c
and a.
Mott insulating phase of κ-(BEDT-TTF)2Cu2(CN)3 [Fig-
ure 1 in Ref. 5]. For some temperature ranges thermal ex-
pansion in the b (t′) and c (t) directions have opposite signs.
Thermal expansion is a non-monotonic function of tempera-
ture. αb and αc have extremal values at about 60 K and 30 K,
respectively. For comparison, the magnetic susceptibility has
a maximum at a temperature around 60 K16.
Metallic phase of un-deuterated κ-(BEDT-
TTF)2Cu[N(CN)2]Br [Figure 5a in Ref. 3]. As the
temperature decreases there is a crossover from a bad metal
to a Fermi liquid.17 αa is a non-monotonic function of
temperature, with a large maximum around 35 K, which
is comparable to the temperature at which there is a large
change in slope of the resistivity versus temperature curve18.
This is one measure of the coherence temperature associated
with the crossover from the bad metal to the Fermi liquid.19
Mott transition in fully deuterated κ-(BEDT-
TTF)2Cu[N(CN)2]Br [Figure 1 in Ref. 4 and Figure 2
in Ref. 20]. As the temperature decreases there is a crossover
from a bad metal to a Fermi liquid to a Mott insulator (below
14 K). αc (direction of t′) is much smaller than αa (direction
of t) and monotonically increases with temperature. In
contrast, αa is a non-monotonic function of temperature,
with a large maximum around 30 K, which is comparable to
the temperature at which the crossover from the bad metal
to the Fermi liquid occurs. Also, αa is negative in the Mott
insulating phase.
C. Outline
The outline of the paper is as follows. In Section II we
discuss how the thermal expansion is related to variations in
the entropy through Maxwell relations from thermodynamics.
In Section III the relevant Hubbard model is introduced and
it is shown how the temperature dependence of bond orders
is related to the thermal expansion. We also discuss how the
parameters in the Hubbard model depend on the lattice con-
stants. Results of calculations of the bond orders using the
Finite Temperature Lanczos Method are presented in Section
IV. Comparisons are made between the calculated thermal ex-
pansion (for a range of parameter values) and specific exper-
iments on organic charge transfer salts. This is followed by
discussion of remaining future challenges, while we summa-
rize our main conclusions in Section V.
II. GENERAL THERMODYNAMIC CONSIDERATIONS
For simplicity and to elucidate the essential physics we
first discuss the isotropic case. Experiments are done at con-
stant temperature, pressure, and particle number (assuming
the sample is not connected to electrical leads and the par-
ticle density is controlled by chemistry). Thus, the Gibbs free
energy G(T, P,Ne) is a minimum and satisfies
dG = −SdT + V dP + µdNe. (1)
From this we can derive a Maxwell relation implying that the
volume thermal expansion is given by
α(T ) ≡
1
V
(
∂V
∂T
)
P
= −
1
V
(
∂S
∂P
)
T
. (2)
In calculations it is however easier to vary the volume than
pressure and so we rewrite this as
α(T ) = −
1
V
(
∂V
∂P
)
T
(
∂S
∂V
)
T
= κT
(
∂S
∂V
)
T
, (3)
where κT is the isothermal bulk compressibility. Given the
expression above it is natural to expect strong thermal expan-
sion effects when the entropy is large (e.g., at the incoherence
crossover) and sensitive to volume-dependent parameters in
the system (e.g., close to the Mott transition).
As the volume changes so do the lattice constants and the
parameters in an underlying electronic Hamiltonian such as
the hopping integral t in a Hubbard model. To evaluate (3) we
use (
∂S
∂V
)
T,Ne
=
∂t
∂V
(
∂S
∂t
)
T,Ne
, (4)
leading to
α(T ) = κT
∂t
∂V
(
∂S
∂t
)
T,Ne
. (5)
This equation for volume thermal expansion applies for
isotropic case, while orientational dependance of thermal ex-
pansion can be obtained in a similar manner by generalizing
V dP to −
∑
i dσiV
0li/l
0
i . Here i = x, y, z, dσi is the change
of uniaxial stress, li is the length in i direction, while V 0 and
3l0i are reference volume and length. Thermal expansion in di-
rection i is then, similarly as Eq. 4, given by
αi(T ) =
1
Ei
l0i
V 0
∂t
∂li
(
∂S
∂t
)
T,Ne
+ · · · (6)
Additional terms involve different electronic model param-
eters instead of t, e.g., t′ and U . This expression is valid
for small Poisson’s ratio, which is together with more de-
tailed derivation in terms of the grand potential (Ω = G −
PV − µNe) discussed in Appendix A. The value of the
Young’s modulus Ei we take from experiment and later com-
ment on the effect of the Mott transition on it. We esti-
mate ∂t/∂li from band structure calculations and we calcu-
late ∂S/∂t numerically with the Finite Temperature Lanczos
Method (FTLM)21,22. It follows from the third law of thermo-
dynamics that αi(T )→ 0 as T → 0.
III. HUBBARD MODEL
We model our system with two Hamiltonian terms, Hˆ =
Hˆel + Hˆother, where Hˆel describes electrons in the highest
occupied band and their contribution to the thermal expan-
sion is our main interest. We decouple these electronic de-
grees of freedom from others such as phonons and electrons in
lower filled bands, and denote their contribution with Hˆother.
With this we neglected the direct coupling of electrons and
phonons, but we keep the dependence of Hˆel on the lattice
constants ai, which is in the spirit of a Born-Oppenheimer ap-
proximation.
We model the electrons in the highest occupied band with
the grand canonical Hubbard model on the anisotropic trian-
gular lattice,
Hˆel = −
∑
i,j,σ
ti,jc
†
i,σcj,σ + U
∑
i
nˆi,↑nˆi,↓ − µ
∑
i,σ
nˆi,σ
= −tTˆ1 − t
′Tˆ2 + UDˆ − µNˆe. (7)
Here ti,j = t for nearest neighbor bonds in two directions
and ti,j = t′ for nearest neighbor bonds in the third direction
(compare Figure 1). Electronic spin is denoted with σ (↑ or
↓). Tˆ1 and Tˆ2 denote bond order operators corresponding to
t and t′ hopping respectively, and Dˆ is the double occupancy
operator. The chemical potential µ(T ) is determined by the
required half filling, i.e. that 〈Nˆe〉 = Ne = N , where N is
the number of lattice sites. 〈. . .〉 denotes thermal average.
Following equation (6), we relate the thermal expansion to(
∂S
∂x
)
T,Ne
where x = t, t′, U . Using the Maxwell-type rela-
tions we can write(
∂S
∂t
)
T,Ne,t′,U
=
(
∂〈Tˆ1〉
∂T
)
Ne,t,t′,U
, (8)
(
∂S
∂t′
)
T,Ne,t,U
=
(
∂〈Tˆ2〉
∂T
)
Ne,t,t′,U
, (9)
(
∂S
∂U
)
T,Ne,t,t′
= −
(
∂〈Dˆ〉
∂T
)
Ne,t,t′,U
. (10)
With the equations above we related the thermal expansion to
the variation of entropy with electronic model parameters (t, t′
and U ) or analogously to the T dependence of bond orders
(〈Tˆ1〉, 〈Tˆ2〉) or double occupancy (〈Dˆ〉), again at fixed particle
number.
A. Dependence of the Hubbard model parameters on the
lattice constants
The expression (6) for the thermal expansion requires
knowledge of the dependence of Hubbard model parameters
(t, t′ and U ) on the lattice constants. Estimates of this depen-
dence can be obtained from electronic structure calculations
via methods such as extended Hu¨ckel or Density Functional
Theory (DFT). Calculations using the former with the exper-
imental crystal structure for X=Cu2(CN)3 give the following
(compare Fig. 8 in Ref. 23),
t = t0(1 − 4.9(
c− c0
c0
)), (11)
t′ = t′0(1− 8.7(
b− b0
b0
)). (12)
U = U0(1− 3.5(
b− b0
b0
)− 2.8(
c− c0
c0
)). (13)
Here c and b are in-plane lattice constants (compare Figure
1), while reference values at 1 bar pressure are denoted with
c0, b0, t0, t
′
0 andU0. In general the Hubbard model parameters
depend on all lattice constants and structural parameters (in-
cluding angles)24–28 and all should be considered, but for sim-
plicity we keep only the dependencies given above. They were
obtained23 by assuming that squeezing only reduces the inter-
molecular distance along the direction of the uniaxial stress,
but does not induce rotations of molecules.
The actual dependence of the Hubbard U on the structure
is subtle. In a crystal such as sodium or nickel oxide U would
simply be associated with a single atomic orbital and would
not vary with lattice constant and stress, provided screening
is neglected. Screening could introduce some dependence.
However, for (BEDT-TTF)2X crystals things are more com-
plicated because U is with respect to a molecular orbital on a
dimer of BEDT-TTF molecules and the dimer geometry will
vary with uniaxial stress. Furthermore, the estimate given in
the expression (13) is based on the assumption that U is solely
given by the intradimer hopping integral 2tb1. However, that
is only in the limit tb1 ≪ U˜0, where U˜0 is the Coulomb repul-
sion associated with single BEDT-TTF molecule. Although,
this assumption is actually unrealistic15, Eq. (13) is useful
as an estimate, particularly because it is an upper bound for
the dependence. Furthermore, we will see below that the U
dependence of the entropy is much smaller than that of the t
and t′ dependence (compare Figs. 3 and 4) and so turns out
to make a relatively insignificant contribution to the thermal
expansion. Hence, the above concerns are not particularly im-
portant.
The thermal expansion in the direction of the c axis can
therefore be calculated from Eqs. (6), (8), and (11), related to
4the bond order 〈Tˆ1〉, to give
αc =
1
Ec
c0
NV1uc
∂t
∂c
∂〈Tˆ1〉
∂T
(14)
where Ec is the Young’s modulus in the c direction, and we
have neglected the contribution from the double occupancy.
V1uc denotes the volume of one unit cell. In a similar way,
the main contribution to αb is given by the t′ dependence on b
according to Eq. (12) and the temperature derivative of 〈Tˆ2〉,
αb =
1
Eb
b0
NV1uc
∂t′
∂b
∂〈Tˆ2〉
∂T
. (15)
These are the expressions we use below to calculate the ther-
mal expansion.
IV. RESULTS
In the following we discuss several numerical results ob-
tained on N = 16 sites by the finite-temperature Lanczos
method (FLTM)21, which was previously successfully used to
determine a range of thermodynamic quantities for the same
Hubbard model22. In particular, it was shown that one could
describe the Mott metal-insulator transition and the crossover
from a Fermi liquid to a bad metal.
A. Dependence of the entropy on Hubbard model parameters
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Figure 2. (color online) Strong correlations significantly enhance
the electronic contribution to the thermal expansion through the tem-
perature dependence of the bond order. This is demonstrated by com-
paring ∂〈tˆ1〉/∂T at low T forU = 8twith the noninteracting U = 0
result. 〈tˆ1〉 = 〈Tˆ1〉/N is the average kinetic energy in certain direc-
tions. At low temperatures the enhancement is by an order of magni-
tude. The plotted quantity is related to the thermal expansion via Eq.
(14) and to the stress dependence of entropy s = S/N via a Maxwell
relation ∂〈tˆ1〉/∂T = ∂s/∂t, Eq. (8). In addition, strong correlations
also produce a strong non-monotonic temperature dependence. Re-
sults are for t′ = 0.8t and U = 8t, corresponding to the system in
the Mott insulating phase.22
In Fig. 2 we show the T -derivative of 〈tˆ1〉 = 〈Tˆ1〉/N ,
namely (1/N)(∂〈Tˆ1〉/∂T )t,t′,U,Ne , in the insulating phase
(U = 8t, t′ = 0.8t22) and compare it to the result for non-
interacting fermions (U = 0). The strong difference shows
that correlations can increase the electronic contribution to the
thermal expansion by as much as an order of magnitude at low
temperatures, and produce a non-monotonic temperature de-
pendence.
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Figure 3. (color online) Strongly anisotropic temperature depen-
dence of the bond orders 〈Tˆ1〉 and 〈Tˆ2〉. Due to strong correlations
and frustration a small anisotropy (i.e. deviation from the isotropy
of the triangular lattice) with t′ = 0.8t leads to strongly anisotropic
electronic contributions to the thermal expansion. This is seen by
comparing ∂〈tˆ1〉/∂T = ∂s/∂t and ∂〈tˆ2〉/∂T = ∂s/∂t′, which are
large and have opposite sign at low T . For the isotropic case (t′ = t)
they have essentially the same T dependence, with only a factor of
two difference coming from a number of bonds associated with cor-
responding hopping. The double occupancy 〈dˆ〉 = 〈Dˆ〉/N shows
a much weaker T dependence. Results are for the insulating phase
with t′ = 0.8t and U = 8t22.
In Fig. 3 we show that an anisotropy value of t′/t = 0.8
leads to strong anisotropy of bond orders and their T -
derivative relevant for thermal expansion. This probably orig-
inates in strong frustration for the isotropic case with large
low T entropy and therefore small changes in the anisotropy
can lead to strong change of bond orders which in the insulat-
ing phase are associated with spin correlations. In Fig. 3 we
also show the T -derivative of double occupancy which has
smaller values than for bond orders. By the Maxwell relation
in Eq. (10), our results in Fig. 3 are qualitatively consistent
with the U variation of S shown in Fig. 4 of Ref. 22. This re-
lation of the entropy and negative values of (∂〈Dˆ〉/∂T )t,t′,Ne
at low T were recently evoked29,30 as a possible mechanism
for adiabatic cooling in optical lattices.
In Fig. 4 we show results for a metallic case (t′ = 0.8t,
U = 6t22) for which a Fermi liquid like behaviour is expected
at low T leading to a linear-in-T thermal expansion coeffi-
cient below the coherence temperature Tcoh, above which a
crossover to a bad metallic phase appears31. Such a linear in
T dependence originates in α ∝ −∂S/∂x (with x = t, t′ or
U ) and a linear-in-T entropy S . Such dependence of entropy
and its variation with U is shown in Fig. 4 in Ref. 22. Based
on these considerations we include in Figs. 4 and 6 a linear
extrapolation of the FTLM results to zero temperature.
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Figure 4. (color online) In the metallic phase (t′ = 0.8t, U =
6t22) the temperature dependence of the bond orders is strongly
anisotropic and non-monotonic. At low temperatures, a linear de-
pendence is expected for a Fermi liquid, extrapolating to zero, in
accordance with the third law of thermodynamics. This is shown by
the dashed lines. The linearity ceases above the coherence temper-
ature Tcoh, where there is a crossover to a bad metal and where a
maximum magnitude of the thermal expansion is observed. At low
temperatures (T ≃ 0.1t) ∂〈tˆ1〉/∂T = ∂s/∂t can be an order of
magnitude larger than for the non-interacting (U = 0) system.
B. Thermal expansion coefficients
We now present the results of calculations that can be
compared to experimental data for the thermal expansion
of specific organic charge transfer salts. We used Eqs.
(14, 15) together with the following estimates for param-
eter values: V1uc = 800 × 10−30 m3 from Fig. 5 in
Ref. 28, the temperature scale is determined by t =
50 meV22, estimated from Density Functional Theory (DFT)-
based calculations27,28,32. Estimates for the Young’s modulus
from X-ray determination of the crystal structure under uni-
axial stress are 1/Ec = (1/c0)(dc/dσc) = 6.9× 10−11 Pa−1
and 1/Eb = (1/b0)(db/dσb) = 5× 10−11 Pa−1 from Table 1
in Ref. 26 for α-(BEDT-TTF)2NH4Hg(SCN)4. Comparable
values for isotropic pressure in κ-(BEDT-TTF)2Cu(NCS)2 are
given in Ref. 33. We also use Eqs. (11, 12) for estimates of
∂t/∂c and ∂t′/∂b.
In Fig. 5 we show an estimate of the thermal expansion co-
efficients for the insulating phase and parameters (t′ = 0.8t,
U = 8t) that correspond to κ-(BEDT-TTF)2Cu2(CN)3, and
can be compared to experimental data shown in Fig. 1 of Ref.
5. The calculated magnitude of about 5 × 10−6/K at 50 K
is approximately one fifth of the measured value. We discuss
possible explanations of this discrepancy later. As in experi-
ment we observe a strong anisotropy with maximum around
50 K, but the sign of the anisotropy is opposite to the exper-
imental one at such T . Interestingly, a similar T dependence
with the right absolute values is experimentally observed as a
very low T (∼ 6 K) anomaly (see Fig. 2 in Ref. 5), but for
agreement our T scale would need to be reduced by a factor of
10, suggesting that this involves different physics beyond our
calculations, such as transition into some type of spin liquid
phase.
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Figure 5. (color online) Temperature dependence of the thermal ex-
pansion in the Mott insulating phase. Note the non-monotonic be-
havior and the large anisotropy. Indeed, in the b direction, thermal
contraction rather than expansion occurs. The maximum magnitude
occurs at approximately the same temperature as that for which the
specific heat and magnetic susceptibility are a maximum (compare
Figure S1 of Ref. 22). The solid curves (t′ = 0.8t and U = 8t) can
be compared to experimental results for κ-(BEDT-TTF)2Cu2(CN)3
shown in Fig. 1 in Ref. 5. The results are quite sensitive to the pa-
rameter values and proximity to the Mott transition. This is seen by
comparing the dashed curves (t′ = 1.2t). The parameter values used
are described in the text.
Our results in Fig. 5 have significantly different T -
dependencies for the thermal expansion coefficients in c (t)
and b (t′) directions due to anisotropy in the bond orders
shown in Fig. 3, originating in the anisotropy t′ = 0.8t and
since variation of the different lattice constant changes differ-
ently t and t′ (Eqs. 11, 12). Low temperature experimental
results shown in Fig. 1 of Ref. 5 show a strong difference in
the T -dependence between the b and c directions, suggesting
that, if they originate from the electronic degrees of freedom,
the proper electronic model should have notable t-t′ asymme-
try, or that the dependence of t and t′ on the lattice constants
c and b is strongly asymmetric. The anisotropy αc−αb in our
results shown in Fig. 5 has the opposite sign to experiment.
Taking t′ ∼ 1.2t > t changes the sign of our αc − αb re-
sults, making the comparison to experiment better. Change of
the sign of the thermal expansion by increasing t′ above the
isotropic point (t′ = t) originates in moving away from max-
imal frustration (and therefore maximal entropy). This also
involves moving away from the isotropic point for which the
temperature dependence of both 〈Tˆ1〉 and 〈Tˆ2〉 is essentially
the same (apart from a factor of 2) due to symmetry (compare
Figure 3).
In Fig. 6 we show our estimate of the electronic contri-
bution to the thermal expansion for the metallic phase of or-
ganic charge transfer salts. Similar to the experimental data,
our results show a maximum at T ∼ 60 K and suggest that
the experimentally observed anomalies (see Fig. 5 in Ref.
3) could have an electronic origin. On the other hand, in
Fig. 6 we observe larger anisotropy (αc − αb) for t′ = 0.4t
than for t′ = 0.6t, which is in agreement with experimen-
tally observed larger (αa−αc) for κ-(H8-ET)2Cu[N(CN)2]Br
(κ-Br) shown in Fig. 5a in Ref. 3 than (αc − αb) for κ-(D8-
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Figure 6. (color online) Temperature dependence of the thermal ex-
pansion in the metallic phase (U = 4t). These results can be com-
pared to Fig. 5a and 5b in Ref. 3 with the t′ = 0.4t results more
relevant for Fig. 5a (κ-Br) and t′ = 0.6t results more relevant for
Fig. 5b (κ-NCS). The dashed lines are linear extrapolations to zero
temperature, as expected for a Fermi liquid. Note that t′ = 0.4t is
closer to the Mott insulating phase than t′ = 0.6t (compare Fig. 3
in Ref. 22). Our αc (αb) should be compared to the experimental
data shown as full squares (empty circles) in Fig. 5 in Ref. 3. Our
calculated values are about 5-10 times smaller than the measured val-
ues. As in experiment we observe for T ∼ 60 K larger anisotropy
(αc − αb) for t′ = 0.4t than for t′ = 0.6t with the right sign for
t′ = 0.4t. We observe a maximum magnitude at T ∼ Tcoh ∼ 60
K, suggesting that the experimental anomalies at T ∼ 50 K could
have an electronic origin, although the observed increase (decrease)
of αc for κ-Br (κ-NCS) at such temperature is inconsistent with our
results. We use the same parameter values and approximations as for
Fig. 5.
ET)2Cu(NCS)2 (κ-NCS) shown in Fig. 5b in Ref. 3. We note
that in κ-(H8-ET)2Cu[N(CN)2]Br t′ ∼ 0.4t while in κ-(D8-
ET)2Cu(NCS)2 t′ ∼ 0.6t27.
C. Sign of the hopping integrals
We note that for comparison with the organics in Figs. 5
and 6 we used positive t and t′ for the Hubbard model de-
fined by Eq. (7), while with respect to our definition DFT
based calculations suggest they are both negative27. This is
not a problem, since changing the signs of both t and t′ cor-
responds at half-filling to a particle-hole transformation and
leads to the same result due to a double sign change, e.g.,
∂〈Tˆ1〉/∂T → −∂〈Tˆ1〉/∂T and ∂t/∂c → −∂t/∂c. On the
other hand, Refs. 32 and 34 suggest negative t′/t which
could affect the results but actually also t′/t → −t′/t cor-
responds to a particle-hole transformation with an additional
k-space shift of (pi, pi) (considering the equivalent square lat-
tice with one diagonal hopping t). This again does not change
the results for thermal expansion. On the other hand, such
particle-hole transformations are important for the sign of the
thermopower35.
D. Future challenges
We now discuss several possible improvements to our the-
oretical description that we leave as future challenges. First
it is clear from discussion of Eq. (6) and furthermore from
discussion of anisotropic effects in Appendix A and Eq. (A6)
therein that for an anisotropic materials like the organics the
stiffness tensor Cijkl can be strongly anisotropic with several
important elastic constants that are not known at a moment,
but may be experimentally accessible. For example, adding
Poisson’s ratios to known Young’s moduli and extracting also
other elastic constants would allow for a full tensor descrip-
tion. This is not just of interest for the study of thermal ex-
pansion, but also on its own, since also stiffness tensor has
notable electronic contributions. These have been already ob-
served as lattice softening, e.g., via sound velocity12,13, which
becomes substantial (up to 50%) close to the metal-insulator
transition (MIT) and in addition suggests critical behaviour at
the end of the first-order line, leading to a diverging ∂2Ω/∂t2
related to ∂2Ω/∂l2i [see Eq. (A5)]. One should however keep
in mind, that the MIT is experimentally observed to be weakly
first order in the organics36 but its order in a Hubbard model at
half filling is still controversial37–40. In our analysis we do not
include these lattice softening effects (reduced Young’s mod-
ulus) close to the metal-insulator transition, but their inclusion
would increase our αi by roughly a factor of two, making the
electronic contribution to αi larger and more important and
would improve the comparison to experiment (see in particu-
lar the discussion of Fig. 6).
Another challenge is to obtain the dependence of the Hub-
bard model parameters (t, t′ and U ) on all lattice constants ai
and on all structural parameters, including the angles and ori-
entation of molecules. These dependencies are not easy to ob-
tain, and simple Eqs. (11-13) could be greatly improved with
more elaborate DFT calculations or studies such as in Refs. 24
and 25. In particular Fig. 2 in Ref. 25 shows that in various
salts the different angle between ET molecules is directly con-
nected to the lattice constants, which suggests that this angle
is an important structural parameter and that it possibly varies
also with temperature and applied stress. Therefore DFT cal-
culations, which would in addition to intermolecular spacing
relax also angles between molecules, could be valuable and
present a future challenge. DFT could connect changes of Hel
parameters to changes of structural parameters with the com-
plete tensor. This would further facilitate the full tensor de-
scription of electronic contribution to thermal expansion and
elastic constants.
V. CONCLUSIONS
We have shown how the electronic contribution to the ther-
mal expansion is related to the electronic degrees of freedom
via the parameters (t, t′ and U ) in a Hubbard model and
temperature derivatives of known quantities (bond orders and
double occupancy). The values of thermal expansion coeffi-
cients are further governed by the relation of model parame-
ters to lattice (structural) constants and by elasticity constants.
7The electronic contribution to the thermal expansion is
large with strong orientational and non-monotonic tempera-
ture dependence. Furthermore, we showed that correlations
strongly increase the electronic contribution and by estimat-
ing it for organic charge transfer salts we showed that it can
provide a qualitative understanding of experimental data for
temperatures below 100 K. In particular, contrary to sugges-
tions in Ref. 3, the anomalies around 50 K may not be lattice
anomalies or structural phase transitions, rather they could
originate from the electronic contribution, and be due to the
bad metal - Fermi liquid crossover.
It should be stressed that also phononic contribution to the
thermal expansion may play an important role at quite low T ,
which is suggested by large phononic contribution to specific
heat (see Ref. 41 and 42 and the Supplement of Ref. 22) and
in turn to entropy relevant for thermal expansion [Eq. (3)].
Therefore the study of lattice vibrations (e.g., anharmonic ef-
fects, orientational dependence or the Gru¨neisen parameter43)
and the estimates of their contribution to thermal expansion or
stiffness tensor may aid our understanding.
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Appendix A: Anisotropic thermal expansion
We discuss thermal expansion here in terms of a grand po-
tential Ω, due to its simple connection to the electronic Hamil-
tonian
exp (−βΩ) = Tr[exp (−βHˆel)], (A1)
and its straight forward calculation within FTLM21. Thermal
expansion coefficients are given by
αi ≡
1
li
(
∂li
∂T
)
P,Ne
, (A2)
where li is a length of a sample in the i (= x, y or z) direction
and can be exchanged also by a lattice constant ai, and where
we denoted that experiments are done at constant pressure (P )
and fixed electron number (Ne). Since we are interested also
in an orientational (i) dependence, we first need to generalize
the standard mechanical work−PdV to V 0
∑
i,j σijdεij with
V 0 being a reference volume, while σij and εij are stress and
strain tensors, respectively. We however simplify our analysis
by considering just normal stress and no shear deformations
taking only diagonal terms. σii = σi is uniaxial stress which
equal −P for isotropic pressure and εii = dli/l0i with l0i de-
noting reference length. With this we can write mechanical
work as
∑
i σiV
0dli/l
0
i . This brings us to Ω = Ω(T, li, µ)
and dΩ = −SdT +
∑
i σiV
0dli/l
0
i − Nedµ, where for a
fixed Ne one needs to adjust the chemical potential, µ =
µ(T, li, Ne). From Ω one can obtain the equation of state
which for usual work (−PdV ) reads −P = (∂Ω/∂V )T,µ
but with our generalized work the three equations of state (for
i = x, y, z) are
σi =
l0i
V 0
(
∂Ω
∂li
)
T,lj 6=i,µ
. (A3)
Taking the full derivative of equation of state for fixed
Ne in the case of usual work (−PdV ) one obtains differ-
ential equation of state −dP = ( ∂
∂T
( ∂Ω
∂V
)T,µ)V,NedT +
( ∂
∂V
( ∂Ω
∂V
)T,µ)T,NedV , which when compared to dV/V =
βdT − κTdP gives expression for isothermal bulk compress-
ibility κ−1T = V (
∂
∂V
( ∂Ω
∂V
)T,µ)T,Ne and volume thermal ex-
pansion β = κT ( ∂∂T (
∂Ω
∂V
)T,µ)V,Ne in terms of Ω. Similarly
taking full differentials of Eq. (A3) leads to differential equa-
tions of states
dσi=
l0i
V 0
( ∂
∂T
(∂Ω
∂li
)
T,lk 6=i,µ
)
lj ,Ne
dT+
∑
j
Cij
dlj
l0j
, (A4)
Cij=
l0i l
0
j
V 0
( ∂
∂lj
(∂Ω
∂li
)
T,lk 6=i,µ
)
T,lk 6=j ,Ne
. (A5)
From above Eq. (A4) it is clear that a small change of strain
dlj/l
0
j = εj leads to a small change of stress dσi = σ˜i, which
are at constant temperature (dT = 0) related by σ˜i = Cijεj or
with expanded indices σ˜ii = Ciijjεjj , namely by Hook’s law.
Now we recognise Cij or Ciijj as a stiffness tensor, which
depends on material’s elastic constants, and has replaced κ−1T .
The symmetry of Cij is discussed in Appendix C.
Thermal expansion coefficients can now be expressed as
αi =
∑
j
(C−1)i,j
−l0j
V 0
( ∂
∂T
(∂Ω
∂lj
)
T,lk 6=j ,µ
)
lk,Ne
, (A6)
and we further for clarity simplify our calculation by assum-
ing that Poisson’s ratio is small which makes C−1 diagonal,
(C−1)i,j = (1/Ei)δij with Ei being Young’s modulus in i
direction.
Similarly one can show that li- and T -derivatives of Ω in
Eq. (A6), can be replaced with li derivative of entropy S. See
Appendix B for more detail.
αi =
1
Ei
l0i
V 0
(∂S
∂li
)
T,lk 6=i,Ne
. (A7)
Further more, since Ei > 0 the sign of αi is determined
by the entropy derivative and therefore whether the change of
li (or in turn some electronic model parameter, see Eqs. (12)
and (11)) increases or decreases the entropy. For maximally
frustrated systems the low-T entropy is expected to be maxi-
mal and therefore the sign of αi can help determining whether
one is with a certain parameter above or below the maximal
frustration.
8Appendix B: Relation of thermal expansion to entropy via
grand potential
Here we show that the T and li derivative of Ω, one at fixed
Ne and the other at fixed µ, appearing in Eq. (A6) for thermal
expansion can be expressed as li derivative of entropy. Such
relation can be shown with the use of Helmholtz free energy
F , but here we show it by using Ω.
( ∂
∂T
(∂Ω
∂li
)
T,lk 6=i,µ
)
lk,Ne
=
( ∂2Ω
∂T∂li
)
lk 6=i,µ
+
( ∂2Ω
∂µ∂li
)
T,lk 6=i
( ∂µ
∂T
)
lk,Ne
(B1)
−
(∂S
∂li
)
T,lk 6=i,Ne
=
( ∂2Ω
∂li∂T
)
lk 6=i,µ
+
( ∂2Ω
∂µ∂T
)
lk
(∂µ
∂li
)
T,lk 6=i,Ne
.(B2)
Since −Ne = (∂Ω/∂µ)T,li we can write
( ∂
∂li
(∂Ω
∂µ
)
T,lk
)
T,lk 6=i,Ne
=0=
( ∂2Ω
∂µ∂li
)
T,lk 6=i
+
(∂2Ω
∂2µ
)
T,lk
(∂µ
∂li
)
T,lk 6=i,Ne
(B3)
( ∂
∂T
(∂Ω
∂µ
)
T,lk
)
lk,Ne
=0=
( ∂2Ω
∂µ∂T
)
lk
+
(∂2Ω
∂2µ
)
T,lk
( ∂µ
∂T
)
lk,Ne
(B4)
Using Eqs. (B3) and (B4) in Eqs. (B1) and (B2) makes it
clear that both expressions [Eqs. (B1) and (B2)] are equal and
therefore αi in Eq. (A6) can be connected to the derivative of
entropy.
Appendix C: Symmetry of Cij
By symmetry Cij should equal Cji, which is not directly
seen from Eq. (A5) since for example i-derivative of Ω is
taken at fixed µ, while j-derivative is taken at fixed Ne. We
show here for example, that Cxy given with Eq. (A5) obeys
the symmetry. Keeping in mind that Ω = Ω(T, li, µ) and for
fixed Ne, µ = µ(T, li, Ne) we can write out the first term( ∂
∂ly
( ∂Ω
∂lx
)
T,lk 6=x,µ
)
T,lk 6=y,Ne
=
( ∂2Ω
∂ly∂lx
)
T,lk 6=x,y,µ
+
( ∂2Ω
∂lx∂µ
)
T,lk 6=x
( ∂µ
∂ly
)
T,lk 6=y,Ne
. (C1)
By using −Ne = (∂Ω/∂µ)T,li one obtaines( ∂
∂lx
(∂Ω
∂µ
)
T,li
)
T,lk 6=x,Ne
= 0 =
( ∂2Ω
∂lx∂µ
)
T,lk 6=x
+
(∂2Ω
∂µ2
)
T,li
( ∂µ
∂lx
)
T,lk 6=x,Ne
. (C2)
Using this relation in Eq. (C1) and then further in Eq. (A5)
one gets
Cxy =
lxly
V
[( ∂2Ω
∂lx∂ly
)
T,lk 6=x,y,µ
(C3)
−
(∂2Ω
∂µ2
)
T,li
( ∂µ
∂lx
)
T,lk 6=x,Ne
( ∂µ
∂ly
)
T,lk 6=y,Ne
]
.
From this it is obvious that Cxy = Cyx and the symmetry is
obeyed.
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