The aim of this work is to exploit the acoustic-phonetic similarities between several languages. In recent work crosslanguage HMM-based phoneme models have been used only for bootstrapping the language-dependent models and the multi-lingual approach has been investigated only on very small speech corpora. In this paper, we introduce a statistical distance measure to determine the similarities of sounds.
INTRODUCTION
The multi-lingual approach addresses two aspects of a multilingual speech recognition system. First, there is a demand to optimize the process of cross-language transfer of speech recognition technology. Porting a speech recognition system from one language to another is an expensive and time consuming process. At the moment, state of the art crosslanguage transfer requires collection of a huge database in the new language and a complete new training of the acoustic models. For a robust and commercial telephone-based application utterances of at least 1000 speakers have to be collected and evaluated. Further the training of the acoustic Hidden Markov Models (HMMs) takes a lot of time and requires a lot of computational power. To reduce cost and time of cross-language transfers multi-lingual phoneme modelling becomes an important issue for international companies and speech laboratories. Second, many applications are limited in memory and computational resources. For a multi-lingual speech recognition system which covers a variety of languages it can be necessary to reduce the number of parameters to fulfil the hardware limitations. Therefore, acoustically similar models and parameters should be used for different languages. In our multi-lingual approach the similarities of sounds across languages are exploited. The fact that there are similarities of sounds is also documented in international phonetic inventories, like P A , SAMPA or Worldbet. These inventories are developed by phoneticians classifying the sounds of many languages. This classification was done by sophisticated phonetic knowledge rather than by statistical measurement. In this work we present a statistical method to determine the similarities of sounds across languages.
PREvIouswoRK
The idea of creating multi-lingual phoneme models was first presented in [3]. In this paper the terms poly-and monophonemes were introduced. Poly-phonemes are sounds whose realisational properties across several languages are similar enough to be equated. Mono-phonemes are sounds which have language-dependent properties. The experiments were conducted with the EUROM 0 database containing 8 minutes of speech €or each language [9] . In another work the cross-language transfer of a speech recognition system from English to Japanese was speeded up by using sounds of the source language for bootstrapping and for adaptation of the HMMs of the target language [2] . Several muIti-lingual recognition tasks were presented using language-dependent models. The recognition performance for several languages on phonetic and word level were compared in [6] (Fkench) . These corpora have the advantage that they contain much more speech material than the OGI corpus and that it is possible to train context-dependent phoneme models. The disadvantage using these huge corpora is, that all these databases were recorded with different equipment and that they differ in speaking style and quality. So the comparison of phoneme models across languages can be overlapped and covered up by different recording conditions.
International Phonological Invento-
The most used phonetic inventory is the International Phonetic Alphabet (IPA). Because IPA contains non ASCII symbols which are difficult to process on Werent computer platforms, some alternative phonetic inventories were created. For European languages SAMPA was invented and designed in the scope of projects in the European Union (ESPFUT). SAMPA contains a broad phoneme set which uses the same symbol for quite different sounds across languages (i.e rsounds). The Worldbet ([5]) in its basic form is an ASCII representation of the IPA. Further, it is possible to provide each symbol with diacritics. These diacritics allow to mark allophonic realizations of the phonemes. At the current status there are 299 different phonetic symbols for a variety of different languages.
LanguageSpecific Phoneme Prop-
(br-Ph).
ries erties
In the beginning we defined the goal to exploit and model similar sounds. However, the realization of the phonemes in each language can differ. The . This means that the sounds of a language are kept acoustically distinct so as to make it easier for the listener to distinguish one from another. Because each language has a separate phoneme inventory, the boundaries between two similar phonemes in each language are languagespecific. Hence, the variation of the realization of a sound has a language-specific component.
Statistical Phoneme Modelling
The phonemes are modelled by continuous density Hidden Markov Models (CD-HMM) [4] . As density functions Laplacian mixtures are used. Each phoneme consists of a 3 state left-to-right HMM. The acoustic feature vectors consists of 24 mel-scaled cepstral, 12 delta cepstral, 12 delta delta cepstral, energy, delta energy and delta delta energy coefficients. The length of the analysis window is 25 msec and the displacement is 10 msec for each frame. Because of the limited size of the speech corpus only context independent phoneme models are created.
Distance Measure
One important issue of this investigation is to find a reliable distance measure for phonemes modelled by a 3 state Markov model. This distance measure can be used for clustering or substitution of multi-lingual phoneme models. It is also useful for developing or evaluating a multi-lingual phonetic inventory, like IPA, SAMPA or Worldbet.
To measure the distance or the similarity of two phoneme models we use a relative entropy-based distance metric [l].
During training the parameters of the mixture Laplacian density phoneme models are estimated. l?urther, for each phoneme a set of phoneme tokens X is extracted from a test or development corpus. A phoneme token is a realization or observation of a phoneme and is marked by the phonetic label. Given two phoneme models Xi and Xj and given the sets of phoneme tokens or observations Xi and Xj the distance between model Xi and X j is defined by:
This distance measure can be considered as log likelihood measure which tests how well two different models fit to the same data X,. Corresponding, the distance between model X j and Xi is defined by:
To get a symmetric distance the average is taken:
PHONEME RECOGNITION
The phoneme models were trained by a standard viterbibased maximum likelihood training algorithm. The recognition tests were performed using the phonetic labels resulting ML2: 72 multi-lingual models using 6155 densities in an isolated rather than a continuous phoneme recognition task.
Language-Dependent Models
In the first experiment we conducted training and test for each language separately to get baseline recognition results. Hence, the phoneme models are language-dependent. The phoneme recognition results are listed in Table 2 (column:
It is obvious that the phoneme recognition rate for Spanish is much higher than for German and English. This can be explained by the simple vowel structure of Spanish. In German and English short and long vowels exist which are a c u l t to distinguish during labelling as well as recognition. The recognition rate increased using automatically aligned labels generated by the forced viterbi algorithm instead of using the original hand labelled transcription. Using the realigned labels for recognition the accuracy increased to 49.2%, 49.9% and 62.0% for English, German and Spanish, respectively.
Cross-Language Phoneme Model Substitution
In the second experiment we evaluated the performance of the English phoneme models used instead of the German phoneme models in a German recogniser. Therefore, we computed the distance ~( X G E , AAE) between the German (GE) and English (AE) phoneme models using the proposed distance metric. Then we substituted the German phonemes with the corresponding English phonemes which had the smallest distance or highest similarity to each other. The phoneme recognition results are presented in column 4 of Table 3 . For a few phonemes this substitutions yield improvement (/k/, /p/ and /N/). This is also shown by the negative distance values ~( X G E , X A E ) between German and English models. A negative distance value means that the English model generates a higher likelihood than the German model. However, most of the substitution yields a significant degradation. In spite of the fact that the English models were trained with more data than the German models, the language-specific models achieve in average a higher performance than the substituted cross-language models. The ability to use this distance measure to evaluate a phonetic inventory can be demonstrated for the diphones /aU/ and /d/. A high dissimilarity between the German and 
Multi-Lingual Phoneme Models
The main studies have focussed on the ability to create multi-lingual phoneme models which can be used in a Mriety of languages. For each symbol of a multi-lingual pbonetic inventory a separate statistical model should be ereated. However, the previous experiments have shown that the language-dependent models yield a higher perform== than the cross-language models. Mow we want to combine the language-dependent and the language-sped4Ic WOW tic properties to a multi-lingual model. 3n [9] the polyphonemes are dehed as phonemes which are to be modelled them as one phoneme. A drawback ofthis approach is that the complete acoustic space of a poiy-phoneme model is used during a languagedependent recognition test. In our approach we identify and model regions of the acoustic space in which similar phonemes are overlapping. Therefore, we apply an agglomerative density clustering technique to reduce equal or similar realizations of similar phonemes. Only the densities of corresponding states in the phoneme are clustered. Figure 1 shows the architecture of a single multi-lingual phoneme. Densities used in all languages are located in the hatched region. Whereas the densities are tied across different languages, the mixture weights of the densities are language-dependent. This property should emphasize the fact, that a specific realization of a phoneme appears in one language more often than in another language. The density clustering was conducted with different cluster thresholds.
* Thr. Table 4 : recognition rates for phoneme /m/ using *erent cluster thresholds. (a,b,c) denotes the number of densities clustered to the 3, 2 or 1 language region, respectively. Method ML2 is used
#densit(a,b,c).
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Number of densities and recognition rate for the phoneme /m/ are given in Table 4 . Using a cluster threshold of 5 the number of densities were reduced by a factor of 3 without any significant degradation. In this case 221, 48 and 72 of the 341 initial densities are clustered to the poly-phoneme region, to the two-language and to the mono language region, respectively. The recognition rates for the complete multi-lingual system are given in column 5 and 6 of Table 2 (ML1, ML2). For the experiment ML1 the conventional poly-phoneme definition is used meaning that the complete acoustic region of a polyphoneme (outer contour of Figure 1 ) is used for recognition.
The new proposed method including only partial overlap of acoustic region yields improvement of 2.0% (ML2). However, the recognition rates are lower than in the languagedependent case. 
CONCLUSIONS AND FUTURE WORK
In this paper, we described a method to determine the similarities of sounds across different languages. Futher, a new approach of multi-lingual phoneme modelling was introduced. The proposed acoustic-phonetic modelling considers languagedependent as w e l l as languageindependent properties using a density clustering algorithm. However, many questions have to be clarified. First, the modelliig and density clustering of the multi-lingual phoneme models have to be improved and optimized. Furthermore, this technique has to be applied to contextdependent phoneme models (diphones or triphones). It is expected, that the overlap of densities and cross-language similarities between context-dependent phoneme models are higher than for context-independent models. However, this requires multi-lingual databases of a huger size than the OGI corpus offer. Hence, we have to evaluate this approach on different databases, like TIMIT and PHONDAT. Channel compensation and normalisation technique may help to reduce the database dependencies. Finally, additional languages have to be incorporated and evaluated for this multilingual approach.
