This paper introduces a novel method for reconstructing optical tomography images using pre-computed transforms. Our approach is to pre-compute and store the inverse matrix required for MAP reconstruction using lossy source coding techniques. We show how lossy source coding techniques can be used to store the large and non-sparse matrix by applying a wavelet transform in the image space and appropriate orthonormal transforms in the sensor space. Lossy coding dramatically reduces the the number of non-zero coefficients, thereby proportionately reducing both the required storage and computation time. However, if the number of sensor measurements is large, the storage and computation of the orthonormal transforms can become prohibitive. For this purpose, we introduce a general method for approximating any orthonormal transform by a series of sparse binary transforms. This sparse matrix transform technique is then used together with lossy coding to result in a fast reconstruction algorithm for optical tomography. Simulations indicate that the technique can dramatically reduce the storage and computation requirements in reconstruction by exploiting redundancy in the transformed matrices.
INTRODUCTION
The objective of optical tomography is to reconstruct tissue cross-sections from measurements of diffusely scattered light [1] . This is an ill-posed and highly nonlinear inverse problem, but it is of great potential value since optical spectroscopy methods offer the potential for much greater specificity in clinical and research applications. Model based methods are ideally suited for optical tomography, but they result in very computationally expensive optimization problems. Numerical optimization methods such as multigrid optimization [2] and adjoint differentiation [3] , can reduce computation, but the computational challenge remains a potential barrier to the use of optical tomography in real-time clinical applications.
In this paper we present a novel non-iterative reconstruction approach for optical tomography with the potential to be much faster than iterative reconstruction methods. Our approach is based on pre-computation and storage of the inverse operator using lossy image coding techniques. We show how lossy source coding techniques can be used to store the large and non-sparse matrix by applying appropriate orthonormal transforms in the sensor space and a wavelet transform in the image space. Importantly, these othonormal transforms are chosen to minimize the mean squared error in the reconstructed image by decorrelating both the sensor inputs and the columns of the matrix. Using typical imaging geometries for optical tomography, we have shown [4] that lossy coding of this transformed matrix can dramatically reduce the the number of non-zero matrix coefficients, thereby proportionally reducing both the required storage and computation time.
However, if the number of sensor measurements is large, the storage and computation of the required orthonormal transform can become prohibitive. For this purpose, we present a general method for approximating any orthonormal transform by a series of sparse binary rotations. This sparse matrix transform technique is then used together with the lossy coding to result in a fast reconstruction algorithm for optical tomgorahy.
OPTIMAL LOSSY COMPRESSION FOR THE INVERSE SYSTEM MATRIX
The reconstruction problem in optical tomography can be linearized and formed as an inversion
wherex ∈ R N denotes the reconstructed 3D image of the tissue's optical parameters, y ∈ R M is the surface measurement, and H is the inverse system matrix which can depend on an unknown bulk parameter vector θ of the material. For notational simplicity, we will suppress the dependence on θ. Our approach to reconstruction will be to pre-compute H, compress it using lossy compression methods, and then decompress H and compute the required matrix-vector product onthe-fly to reconstruct the imagex. In practice, this may mean that a series of H matrices will be compressed for differing values of θ. Notice that the columns of H are actually 3D images corresponding to the reconstruction of different sensor measurements, so these columns are well suited for compression by conventional lossy image coding methods. However, it is critical to perform this lossy compression with the appropriate distortion metric on H, so that the mean-squared error is minimized in the reconstructed image. In order to obtain this metric, we must account for the distribution of the measurement y.
Let R y be the auto-correlation matrix of y defined by
where E and Λ y are the matrices of eigenvectors and eigenvalues of R y , respectively. Define the transformed inverse system and data asH
Notice that E[ỹỹ T ] = I, andx =Hỹ. If we further define δH as the quantization error in H and δx as the resulting quantization error inx, then we have that δx = δHỹ. From this we can obtain an expression for the conditional MSE inx given δH. Assume the measurement y is independent of the quantization error δH. Then we have the fact that
where δH is the Frobenius norm [4] . This means that if we minimize δH 2 we obtain a reconstructed imagex+δx with minimum distortion. Therefore,H is the appropriate representation for the storage and coding of the inverse matrix H.
Next, we decorrelate along rows of H with KarhunenLoeve (KL) transform and decorrelate along columns with wavelet transform [5] . These transforms can be expressed aš
where Φ consists of the eigenvectors ofH TH , and W represents 3D wavelet ransform. Since both the KL and wavelet transform are orthonormal, we know δȞ 2 = δH 2 . Accordingly, define the transform data aš
Thenx can be expressed as: After obtaining the sparse representation H, the SPIHT algorithm [6] is used to quantize and encode each column of the matrix with the same quantization table. Figure 1 illustrates compression of H, whereȞ is the sparse representation of H obtained through KL and wavelet transforms. Due to sparsity ofȞ, evaluation ofȞy requires many fewer multiplications than evaluation of Hy. Therefore, lossy compression both reduces the data that must be stored, and reduces computation required to reconstruct the image.
So the final algorithm for reconstruction is given bŷ
where [Ȟ] denotes the quantized version ofȞ and T is defined by
If the number of sensor measurements, M , is small, then the computation and storage are dominated by the number of nonzero elements in [Ȟ] .
However, if the number of measurements, M , is large, then the computation and storage may be dominated by multiplication and storage of the matrix T . The next section addresses how to efficiently compute and store the transform T .
SPARSE MATRIX TRANSFORM
In this section, we present a sparse matrix transform (SMT) method which allows for efficient storage and multiplication with T . We do this by approximating the orthonormal transforms in T as a product of sparse binary orthonormal rotations. Since the distortion-rate performance is primarily dominated by the whitening process as shown in Figure 3 , we illustrate this method by computing an approximation to the orthonormal matrix E from equation (2) .
We approximate E as
where i k and j k are two distinct indices chosen so that i k < j k , and A k is a sparse matrix of the form
if i = j k and j = i k 0 otherwise (12) Each matrix A k can be viewed as a rotation in the coordinate pair (i k , j k ). Our strategy is to use K (order M log 2 M ) of these sparse rotations to approximate the orthonormal transform E. Since multiplication by A k only requires 3 multiplies, an approximate sparse factorization of E can dramatically reduce complexity for large matrices E. In practice, we represent the matrix A k in the computer by two shorts for i k and j k , and two doubles for cos(θ k ) and sin(θ k ).
We compute the matrices A k in a recursive proceedure starting with k = 0. To do this, apply the following recursion
Intuitively, each new sparse rotation A k , decorrelates the indices i k and j k , and it can be shown that the indices i k and j k are selected so that M −1 i=0 C ii is minimized after the update. Accordingly, Λ y in (3) and (4) is replaced by the diagonal entrees of the resulting C. The same factorization procedure can also be used to approximate Φ in (6) using its sparse matrix transform.
NUMERICAL RESULTS
Here we give some numerical results of fluorescence optical diffusion tomography (FODT) [7] from reflectance measurements based on the proposed algorithms. The measurement geometry is shown in Fig. 2(a) where a 6 cm × 6 cm probe scans on top of the semi-infinite medium. The probe contains 4 sources and 117 detectors as shown in Fig. 2(b) . The background optical values are set to μ ax,m = 0.02 cm −1 , D x,m = 0.03 cm and ημ a f = 0 cm −1 , which approximates the optical property of tissue. The measurements were generated with a spherical heterogeneity of radius 0.5 cm present 2 cm below the center of the probe. The optical values of the heterogeneity are μ ax = 0.12 cm
and ημ a f = 0.05 cm −1 . The size of the computation domain is 8 × 8 × 4 cm 3 with a resolution 0.25 cm. Additive noise was introduced based on the shot noise model of [8] giving an average SNR of 35.6 dB. The inverse matrix was computed column by column using an iterative optimization method [4] . We modeled the covariance of y by R y = AA T where A is the linearized forward model for the FODT system. The wavelet transform was constructed with the popular biorthogonal 9/7 tap filters and using a symmetric boundary extension. We used QccPack library [9] to implement the 3D wavelet SPIHT coding. Figure 3 plots the normalized root mean squared error (NRMSE) of the reconstructed image versus the number of bits per matrix entry in H. Each plot corresponds to a different measurement transform. The best distortion-rate performance is obtained by using the exact KL transform for both the whitening of y and the decorrelation ofH. However, simply whitening y yields nearly the same distortion-rate performance, while whitening with the SMT transform results in a small but significant increase in bit rate. The SMT uses 8M log 2 M rotations. Notice that using no transform, results in a large increase in bit rate. Table 1 shows the effect of compression with the KLT and SMT methods. The KLT method uses both whitening and decorrelation with a single stored transform, and the SMT method uses just whitening with the sparse transform. The bit rate for both methods was adjusted to achieve a distortion of approximately 10%, and this resulted in a SPIHT compression ratio of 192:1 for the KLT and 122:1 for the SMT. The total storage includes both the storage of H and the storage of the required transform. Notice that the SMT reduces storage by a factor of approximate 1.7 for this problem. Fig. 4 shows the reconstruction results at the depth of 2 cm with the different compression methods. The normalized root mean squared error (NRMSE) in the two compression cases are both approximate 10%.
CONCLUSION
We introduce a method for compressing the transforms required to reconstruct images for FODT data. Our method incorporates a sparse-matrix transform formed by a series of rotation matrices to both reduce storage and computation. We show that the method has promise on a simulation of a practical imaging geometry. 
