Método Computacional para o Diagnóstico Precoce da Granulomatose de Wegener by Linhares, José do Nascimento et al.
Método Computacional para o Diagnóstico Precoce da
Granulomatose de Wegener
Computational Method for early Diagnosis Wegener’s
Granulomatosis
José do Nascimento Linhares 1 2
Lúcio Flávio A. Campos 1 3
Ewaldo Eder Carvalho Santana 1 4
Jardiel Nunes Almeida 1 5
Flávia Larisse da Silva Fernandes 1 6
Data de submissão: 29/12/2015, Data de aceite: 25/04/2016
Resumo: Neste trabalho é apresentado um sistema de reconhecimento de padrões
proteômicos com o objetivo de auxiliar o diagnóstico precoce da Granulomatose de
Wegener (GW), uma vasculite idiopática rara de difícil detecção e alta taxa de mor-
talidade para indivíduos não tratados. O método consiste em extrair características
de sinais proteômicos e classificá-las como sendo de indivíduos portadores ou não
portadores de GW. Para tanto, utiliza-se Análise de Componentes Independentes para
extrair características dos sinais, Algoritmo de Máxima Relevância e Mínima Redun-
dância para reduzir o número de características e custos computacionais e Máquina de
Vetores de Suporte para classificar. A qualidade do método foi avaliada utilizando uma
base de dados com 335 sinais proteômicos, composta por 75 casos ativos, 101 casos
negativos e 159 em remissão. O melhor resultado obtido foi para um vetor de vinte
características cuja acurácia, especificidade e sensibilidade foram, respectivamente,
de: 98, 24%, 99, 73% e 99, 50%.
Palavras-chave: diagnóstico, granulomatose de Wegener, método computacio-
nal, padrões proteômicos
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Método Computacional para o Diagnóstico Precoce da Granulomatose de Wegener
Abstract: This paper presents a recognition system of proteomic patterns in
order to assist in the early diagnosis of Wegener’s Granulomatosis (WG), a rare idio-
pathic vasculitis difficult to detect and of high mortality rate for untreated individuals.
The method consists of extracting features of proteomic signs and classifying them
as being of bearers individuals or non-carriers of GW. For this purpose, we use Inde-
pendent Components Analysis to extract characteristics of these signals, Algorithm of
Maximum Relevance and Minimum Redundancy to reduce the number of features and
computational costs and Support Vector Machine to qualify them. The performance
of the method was evaluated using a database of 335 proteomic signals, comprising 75
active cases, 101 negative cases and 159 in remission. The best result was obtained for
a vector with twenty characteristics whose accuracy, sensitivity and specificity were,
respectively: 98.24%, 99.73% and 99.50%.
Keywords: diagnosis, Wegener’s granulomatosis, computational method, proteo-
mic patterns
1 Introdução
A Granulomatose de Wegener (GW) é uma vasculite granulomatosa autoimune mul-
tissistêmica rara de difícil detecção, que atinge 3 em cada 100.000 pessoas no mundo (1, 2, 3).
Esta doença afeta os vasos sanguíneos de pequeno e médio calibre e vênulas do sistema res-
piratório superior, pulmões e rins, causando inflamação e consequente necrose dos tecidos
desses órgãos. Em alguns casos, pode atingir também o coração, o sistema nervoso, olhos,
pele, trato gastrointestinal e musculoesquelético (4, 2). A GW é uma patologia que quando
não diagnosticada e tratada precocemente, pode levar o paciente a óbito em apenas um ano.
Atualmente a GW é diagnosticada através de sintomas, exames clínicos, radiológicos
e sorológicos que seguem critérios propostos pelo American College of Rheumatology (5). Se
dois dos seguintes achados: inflamação oral ou nasal, nódulos ou opacidades na radiografia de
tórax, hematúria microscópica, inflamação granulomatosa na biópsia da parede de vasos e a
presença do anticorpo Anti Citoplasma de Neutrófilos (ANCA-c) positivo forem encontrados,
tem-se até 90% de especificidade. Porém, outras doenças da classe das vasculites sistêmicas
também apresentam o ANCA-c positivo (6). Vale ressaltar, que os sintomas iniciais da GW
são praticamente inespecíficos, o que não permite sua diferenciação em estágios iniciais.
O tratamento é feito com uso de citotóxicos e imunossupressores para combater as
reações imunológicas do organismo. O sucesso da terapia está diretamente relacionado com
a detecção precoce da enfermidade, pois isto influencia na dosagem dos medicamentos. Se
o tratamento for iniciado de forma tardia, doses maiores de medicamentos são aplicadas o
que pode potencializar seus efeitos colaterais, trazendo complicações cardíacas, infertilidade,
obesidade, osteoporose, hipertensão arterial, diabetes e infecções oportunistas (7). Verifica-se
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assim, a necessidade do desenvolvimento de métodos de diagnósticos para a GW que sejam
precisos e que permitam a detecção precoce da mesma.
Recentemente a comunidade científica vem aplicando técnicas de CAD (Computer
Aided Diagnosis) em várias doenças (8, 9, 10, 11). Araújo (8), por exemplo, utiliza a Análise
de Componentes Independentes (ICA) para extrair características de sinais proteômicos com
o objetivo de diagnosticar o câncer de ovário . Áurea (9) propõe um método de diagnóstico
precoce da Diabetes utilizando ICA e Máquina de Vetor de Suporte (SVM). Yu (10) aplica
sinais proteômicos e bioinformática para detecção do câncer de colo retal. Mantini (11) usa
ICA e padrões proteômicos para identificação de biomarcadores e sua possível associação
com doenças.
Neste trabalho, a partir do estudo da espectrometria de massa, especificamente de si-
nais proteômicos, combinado com métodos computacionais, propõe-se uma metodologia de
detecção precoce da GW. O método proposto consiste basicamente em extrair caraterísticas
de sinais proteômicos para classificá-los como sendo de indivíduos portadores ou não porta-
dores de GW.
2 Metodologia Proposta
O método proposto é constituído de três submétodos que consistem em: extrair ca-
racterísticas de sinais proteômicos utilizando Análise de Componentes Independentes (ICA),
reduzir a quantidade de características com a técnica de Máxima Relevância e Mínima Re-
dundância (mRMR), afim de diminuir os custos computacionais e classificar com a Máquina
de Vetores de Suporte (SVM). A figura 1 mostra um diagrama do método proposto. A seguir
descreveremos cada um desses métodos.
2.1 Espectrometria de Massa e Sinais Proteômicos
De acordo com Araújo (12), a ciência tem procurado e desenvolvido formas de diag-
nosticar doenças precocemente. Nesse sentido o estudo de sinais proteômicos, que é o con-
junto de proteínas expressas a partir de um determinado genoma, tem se mostrado promissor,
pois o proteoma está em constante mudança devido as respostas que podem ser obtidas aos
estímulos externos e internos . Assim, a presença de uma doença pode mudar de forma sig-
nificativa as características das proteínas e consequentemente do proteoma, indicando qual a
patologia que acomete o paciente ou possíveis biomarcadores que possam indicar a presença
da enfermidade (13).
Atualmente um dos métodos mais utilizados para obtenção de sinais proteômicos é
a espectrometria de massa, que é uma técnica analítica física que permite detectar e identi-
ficar moléculas por meio de sua razão massa/carga (m/z). Para a aplicação dessa técnica,
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Figura 1. Diagrama da metodologia proposta.
utiliza-se um espectrômetro de massa que é composto basicamente por uma fonte de íons,
um analisador de massas, um detector de íons e uma unidade de aquisição de dados.
Neste trabalho utilizamos uma base de dados com sinais proteômicos obtidos a partir
de um espectrômetro de massa que utiliza a técnica de ionização Surface-enhanced laser
desorption/ionization (SELD) e um analisador de massas do tipo Time of Flight (TOF) (14).
Em SELD, a ionização é feita depositando-se a mistura de proteínas, que se deseja analisar,
sobre uma superfície com afinidade química, em seguida, essa superfície é lavada restando
apenas as moléculas que se ligaram a ela. Após a lavagem, uma matriz é posta sobre a
superfície e deixada cristalizar. Logo após, o analito é excitado por laser para formar os íons
em fase gasosa.
No analisador TOF, os íons são acelerados por um potencial elétrico em um tubo
de vácuo e detectados de acordo com seu tempo de voo (15), que é proporcional a m/z. O
resultado ao final de todo o processo é um espectro de massas. O espectro obtido é um gráfico
que mostra a intensidade relativa de cada íon que aparece como picos comm/z definidos. A
figura 2 mostra um espectro de massa obtido com a técnica SELD-TOF.
2.2 Extração de Características pela Análise de Componentes Independentes
A análise de componentes independentes (ICA-Independent Component Analysis) é
um modelo estatístico usado em processamento de sinais para recuperar fontes estatistica-
mente independentes ou extrair características de um sinal (16). No modelo ICA linear é
considerado que um dado vetor aleatório X de sinais observados, por exemplo, o sinal pro-
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Figura 2. Espectro de massa obtido de um espectrômetro de massas.
teômico, é gerado a partir da atuação de um operador linearA sobre um vetor S, cujas com-
ponentes são mútua e estatisticamente independentes e não gaussianas. Matematicamente
pode-se escrever
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A matriz A é vista como uma matriz de mistura e a equação 1 (modelo ICA) mostra
como os sinais observadosX são gerados a partir da mistura das componentes independentes
de S.
O problema principal em ICA é encontrar A e S conhecendo apenas o vetor X e
dependendo da aplicação que se queira fazer, a matriz de interesse poderá ser A ou S. Na
extração de características de sinais proteômicos, por exemplo, a matriz utilizada é A, pois
suas colunas representam as características de cada um dos sinais.
Na prática é impossível resolver com exatidão a equação 1 e obter a matriz de carac-
terísticas A, porém estimativas podem ser obtidas utilizando a informação mútua ou explo-
rando a propriedade de não gaussianidade das componentes de S. Essa segunda abordagem,
tem como alicerce o teorema do limite central, que diz que a soma de variáveis aleatórias
estatisticamente independentes e identicamente distribuídas tende a uma distribuição gaus-
siana (17). Assim, X tem distribuição de probabilidade mais próxima de uma distribuição
gaussiana, uma vez que é gerada pela soma dos elementos de S ponderados pelos elementos
deA.
Para estimar as componentes independentes e a matriz de características A utiliza-se
a equação 1. Nessa equação basta multiplicar os dois lados porW = A−1 para encontrar
Y =WX, sendo Y a estimativa de S. Como X é mais gaussiano que S, uma componente
independente é estimada quando se encontra umW que projeta os elementos de X em uma
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distribuição de probabilidade não gaussiana.
Dentre os algoritmos utilizados para estimar a matriz de características A e as com-
ponentes independentes destaca-se o algoritmo fastICA, por ter rápida convergência, e, com-
parado com algoritmos baseados em gradiente, é mais simples, pois não necessita de ajuste
no passo de adaptação (18). O fastICA usa como medida de não gaussianidade uma versão





Sendo os ki constantes positivas, E é o operador esperança, ygaus variáveis gaussianas com
variância unitária e média zero e osGi são funções não quadráticas. Segundo (19), as funções
G1 e G2, representadas nas equações 3 e 4, garantem boas aproximações da negentropia e












Os passos de execução do fastICA são:
1. inicializa-se aleatoriamente uma estimativaW paraA−1;
2. ajusta-seW
Wn+1 ←− E{XG1(WX)−G′1(WX)}W;
G′1 é a derivada de G1.
3. normaliza-seW
Wn+1 ←− Wn+1‖Wn+1‖ ;
4. se não convergir repete-se o passo 2.
Implementações do fastICA nas linguagens R, C++, Python e MATLAB podem ser
encontradas em (20).
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2.3 Seleção de Características mais Discriminativas
Definir o número de características a serem utilizadas em um sistema de reconheci-
mento de padrões é de suma importância, pois permite melhorar a performance do classifica-
dor, diminuir os custos computacionais e reduzir o tempo na etapa de classificação.
A redução de características consiste na escolha de um subconjunto das características
mais informativas produzidas a partir dos sinais originais sem que se perca sua capacidade
discriminante (21), isto é, o subconjunto selecionado deve ser capaz de descrever o conjunto
como um todo.
Nesse trabalho, foi utilizado o algoritmo de Máxima Relevância e Mínima Redundân-
cia (mRMR) para reduzir o conjunto de características. O mRMR seleciona do conjuntoA as
características mais relevantes e menos redundantes. Para tanto, utiliza a medida de máxima
relevância, dada pela informação mútua I entre a variável de classe c e cada característica xi,
como mostra equação 5,






e minimiza a medida de redundância, uma vez que é possível que entre as características
selecionadas via máxima relevância tenham informações redundantes (21, 22) e estas não
acrescentam nenhuma informação nova, por isso, podem ser removidas do conjunto de ca-
racterísticas sem comprometê-lo. A mínima redundância é dada em termos da informação
mútua I por 6






Em resumo, o mRMR combina as equações 5 e 6 para encontrar a equação 7 que
fornece conjuntamente, após um processo de otimização, as características mais relevantes
e menos redundantes. Essa equação foi utilizada por Ding e Peng (22) para implementar o
algoritmo de máxima relevância e mínima redundância. Tal algoritmo foi testado com varias
bases de dados e em todas mostrou-se ser o mais eficiente (22).
max Φ(D,R), Φ(D,R) = D −R (7)
2.4 Classificação com a Máquina de vetores de suporte
Como etapa final, foi realizada a classificação das amostras utilizando a Máquina de
Vetor de Suporte (SVM), que é uma técnica de aprendizado de máquina baseada na teoria do
aprendizado estatístico, criado por Vapnick em 1965 para resolver problemas de regressão e
classificação (23).
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Essa técnica estabelece princípios que permitem induzir um classificador para separar
duas ou mais classes de forma que a distância das margens seja máxima. Isso faz com que
a SVM seja robusta diante de dados com grandes dimensões, tenha boa capacidade de gene-
ralização e suporte ruídos nos dados (24). Aplicações de SVMs podem ser encontradas em
categorização de textos, análise de imagens e bioinformática (25).
Para dados linearmente separáveis, um classificador SVM toma como entrada um
conjunto de dados e prediz através de uma função de decisão (hiperplano), induzida a partir
de um conjunto de treinamento, a que classe cada dado pertence. Em geral o conjunto usado
para o treino é um subconjunto das características escolhidas mediante algum critério de
seleção como o mRMR. No treino da máquina apenas os dados localizados às margens das
classes são utilizados, tais dados são denominados vetores de suporte.
Nas situações em que os elementos do conjunto de dados não sejam linearmente se-
paráveis, a SVM faz o mapeamento desses dados para um espaço de dimensão maior. Nesse
espaço, existe uma alta probabilidade que sejam classificados por um hiperplano (26). As
funções que realizam a mudança do espaço de representação dos dados do conjunto a ser
classificado são chamadas de kerneis.
A tabela 1 mostra as funções kerneis mais utilizadas e que apresentam bons resultados
em processos de classificação. Nesse trabalho foi utilizado o kernel definido pela função de
base radial (kernel gaussiano).
Tabela 1. Kernel.
Tipo de função Forma matemática
Função de base radial k(xi, xj) = e−γ|xi−xj |
2
Função polinomial k(xi, xj) = (1 + xi · xj)n
Função sigmoidal k(xi, xj) = tanh(axi · xj + b)
2.5 Métricas de Desempenho
A avaliação da qualidade de testes diagnósticos é feita, em geral, calculando-se as
medidas de acurácia, sensibilidade e especificidade. A acurácia é a taxa de acertos do teste.
A sensibilidade é a capacidade que o teste diagnóstico apresenta de detectar os indivíduos
verdadeiramente positivos, isto é, de diagnosticar corretamente os doentes. A especificidade
informa a eficácia do método em diagnosticar corretamente os indivíduos sadios.
Essas medidas dependem da quantidade de indivíduos classificados correta e incorre-
tamente. Os resultados da classificação podem ser divididos em: verdadeiro positivo, falso
positivo, verdadeiro negativo ou falso negativo. Um resultado é definido como verdadeiro
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positivo ou verdadeiro negativo se a classificação é feita de forma correta e falso positivo ou
falso negativo se ela apresenta resultado incorreto.














Sendo: VP o número de verdadeiros positivos, VN o número de verdadeiros negati-
vos, FP o número de falsos positivos e FN o número de falsos negativos identificados pelo
método.
3 Resultados e Discussão
3.1 Base de dados
Para testar a eficiência desse método, utilizou-se uma base de dados com 335 sinais
proteômicos, que pode ser encontrada em (28). Esses sinais foram obtidos por meio da técnica
SELDI-TOF e estão divididos em 75 casos com diagnóstico positivo (grupo ativo), 101 casos
com diagnóstico negativo (grupo controle) e 159 casos com a doença em fase de remissão.
Cada vetor dessa base possui dimensão de 380000. Nesse trabalho, foram utilizados o grupo
ativo e o grupo controle.
A figura 3 mostra um sinal proteômico dessa base de dados. O eixo horizontal cor-
responde aos valores de razão massa/carga e o eixo vertical equivale a intensidade do sinal.
Cada pico observado dá uma ideia da abundancia das moléculas que compõem esse espectro
de massa.
3.2 Extração de características
Como primeira etapa, antecedendo a extração de características, foi realizado um pre-
processamento sobre o conjunto de sinais da base de dados, com o objetivo de reduzir os
ruídos verificados que certamente degradariam o desempenho do classificador SVM. Nesse
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Figura 3. Espectro de massa de um sinal proteômico retirado da base de dados de forma
aleatória.
primeiro processo, foi selecionado de cada amostra os pontos no intervalo [250000; 350000],
pois verificou-se que a maior parte da informação de todos espectros encontravam-se nesse
intervalo.
A figura 4 ilustra os resultados obtidos para dois sinais proteômicos com diagnósticos
positivo e negativo, respectivamente, antes e depois desse processo.
O processo de extração de características consistiu em unir os vetores de casos ativos
com os vetores de casos negativos, já reduzidos, para gerar a matrizX de ordem 176×100001
a ser utilizada como entrada no modelo ICA. Cada linha dessa matriz corresponde a um caso
e cada coluna a um nível de intensidade do sinal proteômico. Na etapa seguinte, foi utilizado
o algoritmo FastICA para extrair as características dos sinais da matriz X. Assim, obteve-se
a matriz de características A de ordem 176 × 176. As linhas dessa matriz correspondem
aos vetores de características dos sinais e permitem identificar cada uma das amostras entre
presença ou ausência de Granulomatose de Wegener.
3.3 Redução de dimensionalidade
A redução da dimensionalidade da matriz de características A foi feita utilizado o
algoritmo de Máxima Relevância e Mínima Redundância. Como resultado foi obtido a matriz
AR com as características organizadas da mais relevante para a menos redundante. Isso
significa que as entradas dessa matriz possuem os dados distribuídos em ordem decrescente
de representatividade, o que possibilita definir o número de características a serem utilizadas
no classificador SVM para obter o seu melhor desempenho.
Para determinar quantas características permitiam um melhor desempenho do classifi-
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Figura 4. Espectros de massa. A figura (a) corresponde a uma amostra da base de dados
com diagnóstico negativo de dimensão 380000 e a figura (b) mostra essa mesma amosta já
reduzida para o intervalo [250000; 350000]. De forma semelhante, afigura (c) apresenta uma
amostra com diagnóstico positivo e a figura (d) equivale a essa amostra com dimensão
menor.
cador para cada amostra, foram realizados testes incrementando de cinco em cinco o número
de características até um total 175 e cada vetor gerado foi testado com o classificador SVM.
3.4 Classificação das amostras e avaliação do método
Como etapa final, as linhas da matriz AR, que correspondem aos casos de pacientes
portadores e não portadores da GW, foram classificadas por meio da máquina de vetores de
suporte, utilizando o kernel dado pela função de base radial representada na tabela 1, com
γ = 0, 5.
Por último, foi avaliada a eficácia do método proposto calculando a acurácia, a sensi-
bilidade e a especificidade do classificador com a técnica de validação cruzada 10-fold-cross
validation, que consistiu em dividir a base de dados em dez partes, usar nove para treino
e uma para teste. Esse processo foi repetido permutando circularmente as divisões até que
todas fossem usadas.
A tabela 2 mostra os melhores resultados obtidos no processo de classificação pela
SVM. Estes foram alcançados com vetores de 5, 10, 15 e 20 características. Da observação
desses dados é possível ver que o melhor desempenho do classificador e, consequentemente,
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do método proposto foi obtido para um vetor com 20 características (linha 4 da tabela 2).
Para esse vetor, obteve-se 98, 24% de acurácia, 99, 73% de sensibilidade e 99, 50% de espe-
cificidade, com desvios padrão respectivamente de 0, 174, 0, 035 e 0, 073. Isso significa que
dos 176 indivíduos portadores e não portadores de GW, 173 foram diagnosticados correta-
mente (soma dos verdadeiros positivos VP com os verdadeiros negativos VN ) e 3 de forma
incorreta (soma dos falsos positivos FP com os falsos negativos FN ). Apenas um indivíduo
foi diagnosticado como normal (falso negativo) sendo portador de GW.
Tabela 2. Desempenho da SVM para 5, 10, 15 e 20 características. A acurácia, a
sensibilidade e a especificidade são apresentadas com seus respectivos desvios padrões.
Carac VP FP VN FN Acurácia Especificidade Sensibilidade
5 73 3 98 2 (97,22±1,94)% (97,93±3,24)% (96,33±2,43)%
10 73 2 99 2 (97,75±2,07)% (98,28±2,66)% (98,70±2,30)%
15 73 2 99 2 (97,75 ±1,97)% (94,85±3,86)% (99,10±1,62)%
20 74 2 99 1 (98,24 ±1, 74)% (99,73 ±0, 35)% (99,50 ±0, 73)%
Para implementação da metodologia proposta foi utilizada a linguagem de programa-
ção MatLab, utilizando os pacotes fastICA e mRMR, disponíveis em (20) e (29), respectiva-
mente, e o pacote SVM, foi adquirido de (8).
4 Considerações Finais
Neste trabalho foi apresentado ummétodo computacional que utiliza Análise de Com-
ponentes Independentes, técnica de seleção de atributos Máxima Relevância e Mínima Re-
dundância eMáquina de Vetores de Suporte para diagnosticar precocemente a Granulomatose
de Wegener, uma doença rara com complicações multissistêmica que quando não diagnos-
ticada e tratada rapidamente pode levar o paciente a morte. Esse método foi usado para
classificar 176 sinais proteômicos de pacientes e os resultados corroboram estudos anterio-
res quanto à eficiência da técnica ICA para extrair características de sinais proteômicos, a
mRMR permite selecionar as melhores características que identificam os portadores de GW,
além de reduzir custos computacionais e a SVM implementada com um kernel gaussiano tem
um bom desempenho num cenário de classificação não linear.
Para um vetor com apenas vinte características o método proposto obteve 98, 24% de
acurácia, 99, 73% de sensibilidade e 99, 50% de especificidade. Das 176 amostras apenas 3
foram classificadas incorretamente, sendo duas falso positivo e uma falso negativo.
Apesar dos bons resultados, para um aumento da confiabilidade do método apresen-
tado novos testes devem ser realizados em diferentes bases de dados.
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Diante dos resultados apresentados, espera-se que em um futuro bem próximo o mé-
todo desenvolvido neste trabalho possa ajudar profissionais da saúde no diagnóstico da Gra-
nulomatose de Wegener. Isso possibilitará um aumento da sobrevida do paciente com di-
agnóstico positivo, uma vez que a completa remissão dessa doença está relacionada com a
precocidade do tratamento.
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