Abstract-We consider the problem of stabilization and disturbance rejection in discrete time systems with limited feedback information as it is commonly the case in Networked Control Systems. In a networked system, transmission of information is constrained by the network bandwidth and availability. Our goal is to decrease the rate at which a perturbed system needs to transmit feedback information to update its controller node while maintaining stability and disturbance rejection properties. A state-disturbance observation approach is presented and we show in this paper that asymptotic stability can be obtained in the presence of constant disturbances. Additionally, we provide conditions for inter-update performance for both, constant and piece-wise constant disturbances.
The authors of [15] and [16] used the model-based framework in [5] for, respectively, stabilization of singularly perturbed systems and stabilization of coupled networked uncertain systems.
In the present paper we use the state/disturbance observation approach presented in [18] . The work in [18] discussed observability and stability conditions for continuous time systems but inter-update performance was not addressed. This is an important issue since inter-update performance is degraded, in general, using long update periods. In the present paper we consider discrete-time systems and, more importantly, we present a design procedure to select the update time period in order to obtain a desired performance for the inter-update response of the system. The results in this paper address the case of disturbance attenuation and consider the situation of output feedback using state observers. We implement an augmented state observer that provides estimates not only of the states of the disturbed system but also estimates of the unknown external disturbance. We provide observability conditions for the augmented system in terms of the original plant parameters. Then, this augmented state observer is used in the networked system and we show that asymptotic stability can be achieved for any finite update period in the presence of constant disturbances. This stability result is made possible by implementing a model-based framework that includes an estimate of the constant disturbance to compute the control input and by including an augmented observer system that asymptotically converges to the real state and disturbance.
Since the inter-update response may be poor when using very long update periods we focus our attention to system performance between update intervals and derive conditions on the choice of the update interval in order to establish bounds on the response of the system. Here, we consider both, constant and piece-wise constant disturbances. The use of the combined model-based approach and the augmented observer considerable improves the performance of the networked system compared to similar work in [12] - [13] .
The paper is organized as follows. Section II introduces the model-based architecture for control over networks. Section III describes the augmented state observer for discrete time systems and provides observability conditions on the augmented system. The main results of the paper are given in Section IV. First, we show that asymptotic stability in the presence of constant disturbances can be obtained using any finite update interval. Then, we analyze the interupdate performance of the system for both constant and piece-wise constant disturbances. Examples are presented in Section V and Section VI concludes the paper.
II. PROBLEM DESCRIPTION
The particular networked configuration that we implement in this paper is the Model-Based Networked Control System (MB-NCS) architecture that was presented in [5] . The MB-NCS configuration makes use of an explicit model of the plant which is added to the actuator/controller node to compute the control input based on the state of the model rather than on the plant state. The state of the model is updated when the controller receives the measured state of the plant that is sent from the sensor node every h seconds, where
is constant (and also an integer for the case of discrete-time systems) and k μ represents the time instants when a measurement is transmitted from the sensor node to the controller node. This notation emphasizes the fact the transmissions do not occur at every time k=0,1,2… but at some of those time instants specified by k μ . Consider a Model-Based Networked Control System (MB-NCS) as shown in Fig. 1 . An important difference with respect to the MB-NCS setup used in [5] [6] [7] [8] [9] [10] is the consideration of an external disturbance w(k). Assume that the disturbance is a persistent disturbance; in particular, we assume that it is a constant signal. This approach can be used in practice for piece-wise constant disturbances. In this case the output of the system is not asymptotically stable since there could be infinite number of discrete changes on the disturbance as time goes to infinity. However, bounded stability can be obtained as it is shown in this paper.
III. AUGMENTED STATE OBSERVER
Consider a dynamical system represented by discrete time equations of the following form:
(
where ( ) , ( ) , and ( ) ,
represent the state, control input, and measurable output of the system, respectively. ( ) , ( ) m w k w k W ∈ ≤ represents the unknown constant external disturbance. In this section, we focus on the state and disturbance estimation of (1). In Section IV this augmented state observer will be implemented in the sensor block shown in Fig. 1 . We assume, for the moment, that both, the control input u(k) and the system output y(k) are available at the augmented observer for all times k=0,1,2,… Particular implementation details corresponding to the networked configuration as shown in Fig. 1 will be discussed in Section IV. Define the augmented state vector:
The augmented system is given by: 
The state observer for the augmented system (3) is given by: 
where λ i represents the eigenvalues of A for i=1,...,n, and the associated eigenvectors to λ i are given by v i . For any 1 e i λ ≠ we have that:
Additionally, assume that 1
is an unobservable eigenvalue of (A e ,C e ), then by the PBH unobservable eigenvalue condition [19] we have that:
for some ˆ0 v ≠ . Equation (11) can be expressed as:
which results in ˆ0 m v = and
but since (A,C) is observable (13) 
which can also be expressed as
but from the condition on M expressed in the theorem, we have that (15) can only be satisfied by ˆˆˆ0
and we have a contradiction, therefore any 1 e i λ = is an observable eigenvalue of (A e ,C e ) and the augmented system (3) is observable.■
IV. MODEL-BASED CONTROL WITH LIMITED

COMMUNICATION
The networked system in Fig. 1 contains a nominal model of the system in order to generate an estimate of the state of the disturbed system (1) and to compute the control input between update intervals. The model dynamics are given by:
where
The use of the augmented observer described in the previous section provides an estimate of the unknown external disturbance that can be transmitted to the controller node in order to improve the control action by compensating for the effects of the disturbance w(k), that is, the control input for the plant is given by:
where K is a stabilizing gain for the nominal system (16) , that is, the eigenvalues of A BK
for i=1,…,n, and ˆ( ) w k represents the latest update of the disturbance estimate received at the controller node. i.e.
where k μ represents the update instants and 1 1 k k h μ μ + − = ≥ is the update period and it is assumed to be constant, i.e. we use periodic communication. The update period h represents the number of time units, as measured by the discrete time index k of the underlying system (1) , that the sensor waits in order to transmit a new observer state since the last update took place. Since the discrete-time index is the set of nonnegative integers, then it is clear that h is an integer. At the update instants the augmented observer state ( ) e x k μ is received at the controller node. The observer state contains estimates of both, the states of the plant and the disturbance. The observed disturbance is kept constant in the controller node during the next update interval as described in (18) and the model state is updated using the part of the observer state corresponding to the estimated plant states, i.e. ˆ( ) ( ).
After a model update takes place the model keeps its normal execution as in (16) . The sensor node contains the augmented observer and it has access to the output of the system at all times k=0,1,2,…. In order to provide the observer with the control input u(k) a copy of the model is implemented in the sensor node which is updated using the observer state at the same time instants that the model in the controller. Define the state error:
Define the state vector z(k) that contains the state of system (1), the state error defined in (20) , and the observer state error, that is,
where ( )
e e e k x k x k = −
The evolution of (21) during the time interval
is given by: 
Continuing with the interval 1 2 [ , ) k k k ∈ we have:
At k=k 2 the state of the model is updated once again using the state of the observer, and we have the following:
By following the same analysis at every cycle
we obtain that the response of the system given by
The term
we analyze the properties of the matrix inside the brackets in (30) to determine the stability of the system. Note that this matrix is of the form 0 0
The eigenvalues of (31) are given by the eigenvalues of ( ) A. Inter-sample performance analysis. The result in Theorem 2 shows that it is possible to asymptotically stabilize an open-loop unstable system with an unknown constant disturbance by using the model-based approach described in this section and reducing the frequency of feedback updates. However, the performance between updates could significantly deteriorate for very long update intervals. In the following we determine bounds on the performance of the system as a function of the update time intervals.
Consider the response of the system in the following form.
( 
The response of (33) can be expressed as ( ) 
In order to obtain a desired performance using this approach it is necessary to allow sufficient time for the observer to converge, within some specified bounds, and then transmit its state to update the controller. This means that we will avoid the use of relatively short update time intervals. This situation is in fact in line with the main purpose of the paper which is to reduce communication between the sensor node and the controller node. A similar condition will be considered to allow the system to operate with a new set of updated state and disturbance estimates for a sufficient time before the model variables are updated again. Then, the response of the system between updates is bounded by the following:
if (A,B) is stabilizable, (A,C) is observable and the nullspace of (6) 
We can analyze how much the norm of the state could grow between update intervals by studying the growth of the state of the system at times k μ − , before the update times, as follows: 
Since 1
By similar analysis, we obtain ( ) (0) The term Φ is a function of the update period h and, in general, it increases as h increases. Therefore, although the model-based networked system is asymptotically stable for any finite h, the performance of the system between update intervals deteriorates if we select a very long update interval. Hence, very large values of h need to be avoided to obtain a desired inter-sample performance.
B. Piece-wise constant disturbances.
We consider piece-wise constant disturbances ( )
, for some integer p>1. In order to allow the observer to converge within some specified bounds we assume a synchronization of updates after disturbance changes. This simply means that if a change on the disturbance occurs at time d k then the next update time instant is given by
At the update times, the response of the system and the observer can be expressed as
Since all eigenvalues of matrix Θ have magnitude less than one, then there exists an integer ( ) 0 Then, for piece-wise constant disturbances (41) the norm of the state is bounded by ( )
if (A,B) is stabilizable, (A,C) is observable, the nullspace of (6) contains only the zero vector, and ε Θ and L ε satisfy
Proof. Consider the response of the state at the time instant when the first change on the disturbance occurs which is represented by d h
where 
We want to find conditions on ε Θ so ( )
we obtain (45 3 we can obtain the new performance bound for inter-sample intervals which considers the new choice of initial conditions and it is given by (44). ■ Remark. The results in this section consider stabilization (for nonzero initial conditions) and disturbance rejection (for constant or piece-wise constant disturbances). We also consider absence of feedback measurements for possibly long intervals of time and, since the initial conditions for the state observer and the model variables are uncertain, we obtain the performance bound (36) for constant disturbances which is determined based on the choice of initial states for the observer and the models which are selected as the zero states. Since no information is available about the initial states and the value of the uncertainty the previous choice is typical. For piece-wise constant disturbances we consider the effect of the worst possible change on the value of the disturbance which is 2W and the performance bound (44) was obtained.
V. EXAMPLE
Consider the following open-loop unstable continuous-time system that represents the model of a batch reactor [20] . 
The continuous-time nominal parameters are discretized using T=0.05 seconds. The controller and observer gains for the discretized system are given by: 
VI. CONCLUSION
A model-based approach for networked systems perturbed by external disturbances was discussed in this paper. An augmented state observer was used in order to estimate both plant states and the external disturbance. Further, analysis of system performance between update time instants was addressed. This analysis provided insight into the appropriate selection of update time intervals in order to obtain a satisfactory inter-update performance. 
