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Abstract
The purpose of the paper is to determine the cuspidal class number of the modular curve X1(22n+1). It
is a continuation of the previous work of the determination of the cuspidal class number for the modular
curves X1(pm) for the case p = 2.
© 2007 Elsevier Inc. All rights reserved.
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Introduction
In the previous papers Takagi [2–4], we determined the cuspidal class number of the modular
curve X1(pm) for the case p = 2. The point of the arguments was that the cuspidal divisor group
can be embedded into a group ring. In the present paper, we consider the case p = 2, and show
that the arguments proceed similarly if m is odd. The main result of this paper is the formula
for the cuspidal class number of the modular curve X1(22n+1) (Theorem 6.1), which is formally
the same as the case p = 2,3. Unfortunately, the arguments do not proceed if m is even. The
problem of the determination for the case where m is even is still unsolved.
The contents of this paper are the following. Section 1 corresponds to [3, Section 2]. Section 2
corresponds to [3, Section 3]. Here, we embed the cuspidal divisor group into a group ring, and
determine the divisor of the modular function g6Nk,u as an element of the group ring. Section 3
corresponds to [3, Section 4]. Here, we introduce the function g˜k,u which is a modification of the
E-mail address: takagi@cas.showa-u.ac.jp.0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
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is that the Fourier coefficients of gk,u are not contained in the cyclotomic field kN . Section 4
corresponds to [3, Section 5]. Here, we prove that B2,k,χ = 0 if χ = 1, which completes the
proof of Theorem 3.1 in Section 3. Section 5 corresponds to [3, Section 6]. Here, we prove that
the group F coincides with the group S , and determine the structure of F . Section 6 corresponds
to [3, Section 8]. Here, we determine the cuspidal class number formula.
In this paper, we denote by Z, Q, C, 12 the ring of rational integers, the field of rational
numbers, the field of complex numbers, the two-by-two unit matrix, respectively. For any prime
number p, we denote by Qp the field of p-adic numbers. For any finite set S, we denote by |S|
the number of the elements of S.
1. Two results in the case of the principal congruence subgroups
1.1. Here we extend the results of Takagi [3, Section 2]. The purpose of this section is to give
two theorems (Theorem 1.1 and Theorem 1.2).
We assume that the reader is acquainted with the contents of Takagi [2, Section 1]. Let M
and O be the same as in [2, Section 1]. In the present paper, we consider the case where M = 2.
Then, O = Z + √2Z. Let f be an integer satisfying f  0. Put I = 2f √2O. Let XI be the
complete non-singular curve corresponding to the quotient space of the upper half plane H by
the principal congruence subgroup Γ (I) of G(
√
2 ). Let FI , F1 and G(I ) (= GI ) be the same as
in [2, Section 1]. Then FI is the field of all automorphic functions with respect to Γ (I) whose
Fourier coefficients belong to the cyclotomic field kI which is generated by the 2f+1th roots of
unity over Q [2, Proposition 1.7]. F1 is the field of all automorphic functions with respect to
G(
√
2 ) whose Fourier coefficients belong to Q. G(I ) is the subgroup of the group GL2(O/I)
consisting of all matrices of the form
(
a
√
r b
√
r∗
c
√
r∗ d
√
r
)
(r = 1 or 2)
where r∗ = 2/r .
The field CFI can be identified with the function field on XI . The field FI is a Galois
extension of F1 whose Galois group is isomorphic to the quotient group of GI by {±1}:
Gal(FI /F1) ∼= GI /{±1} [2, (1.15)]. For any element α of GI , we denote by σ(α) the corre-
sponding element of Gal(FI /F1) by the isomorphism stated above.
Let C(I) (= C) be the abelian subgroup of G(I ) consisting of all matrices of the form
α =
(
a
√
r b
√
r∗
b
√
r∗ a
√
r
)
(r = 1 or 2).
We call r the type of α and denote r , a, and b by t (α), a(α), and b(α), respectively. We call C(I)
the Cartan group. Let C(1) = C(1)(I ) be the subgroup of C consisting of all elements of type 1.
Then, [C : C(1)] = 2 and C(1) is isomorphic to the image by the reduction modulo 2f √2 of the
unit group of the ramified quadratic extension Q2(
√
2 ) of Q2.
Let P∞ denote the prime divisor of FI defined by the q-expansion. Let P be a prime divisor
of FI and let νP be the valuation of P . For any element σ of Gal(FI /F1) we define the prime
divisor Pσ by νPσ (hσ ) = νP (h) (h ∈ FI ). This defines a right action of Gal(FI /F1) on the set of
all prime divisors of FI . Then the conjugates P∞σ are of degree one, every conjugate P∞σ can
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be identified with the cusps on the curve XI . If σ = α(mod ± Γ (I)) for α ∈ G(
√
2 ), then the
prime divisor P∞σ corresponds to the cusp on XI represented by α−1(∞). (These arguments
are the same as in [2, Section 2].) We call the conjugates of the prime divisor P∞ the cuspidal
primes.
1.2. We recall some properties of Siegel functions. For any element a = (a1, a2) of Q2 − Z2, the
Siegel function ga(τ ) (τ ∈ H) is defined in [1]. It has the q-product
ga(τ ) = −qτ (1/2)B2(a1)e2πia2(a1−1)/2(1 − qz)
∞∏
m=1
(
1 − qτmqz
)(
1 − qτm/qz
)
, (1.1)
where qτ = e2πiτ , qz = e2πiz, z = a1τ + a2, and B2(X) = X2 − X + 16 is the second Bernoulli
polynomial. If b = (b1, b2) ∈ Z2, then
ga+b(τ ) = ε(a, b)ga(τ ), (1.2)
where ε(a, b) is a root of unity given by
ε(a, b) = exp
[
2πi
2
(b1b2 + b1 + b2 + a1b2 − a2b1)
]
. (1.3)
If α ∈ SL2(Z), then
ga
(
α(τ)
)= ψ(α)gaα(τ ), (1.4)
where ψ is the character of SL2(Z) appearing in the transformation formula for the square of the
Dedekind η-function. Explicitly, ψ is given as follows (Weber [6, pp. 125–127]). Let α = ( a b
c d
)
be any element of SL2(Z). Then
ψ(α) =
{
(−1)(d−1)/2 exp[(2πi/12){(b − c)d + ac(1 − d2)}] if d is odd,
−i(−1)(c−1)/2 exp[(2πi/12){(a + d)c + bd(1 − c2)}] if c is odd. (1.5)
It can be shown that ψ(−12) = −1 and ker(ψ) is a congruence subgroup of level 12 and of
index 12. (Moreover, it is known that the kernel is the commutator subgroup of SL2(Z).)
Now we construct modular units in FI . Let B ′f be the set of
u =
(
x
2f r
√
r,
y
2f r∗
√
r∗
)
(x, y ∈ Z) (1.6)
such that u /∈ Z√r × Z√r∗ (= Z(r)) with r = 1 or 2. Let Bf be the set of all u ∈ B ′f such that
(x,2) = 1 or (y,2) = 1 according as r = 2 or r = 1. For any element u = (a1√r, a2
√
r∗ ) of B ′f
(a1, a2 ∈ Q), we call r the type of u and denote it by t (u). We write u◦ = (a1, a2) (∈ Q2 − Z2).
We put
gu(τ) = gu◦
(√
r
∗ τ
)
. (1.7)r
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√
r∗ ) of Z(r), put v◦ = (b1, b2) (∈ Z2). For these u and v, put
ε(u, v) = ε(u◦, v◦). For any element
α =
(
a
√
s b
√
s∗
c
√
s∗ d
√
s
)
∈ G(√2 ) (s = 1 or 2)
and r (= 1 or 2), put
α(r) =
(
a(r, s) b(r, s∗)
c(r∗, s∗) d(r∗, s)
)
∈ SL2(Z).
The following proposition can be proved similarly as [3, Proposition 2.1].
Proposition 1.1. Let u be an element of B ′f with type r .
(1) Let v ∈ Z(r). Then gu+v(τ ) = ε(u, v)gu(τ ).
(2) Let α ∈ G(√2 ). Then gu(α(τ)) = ψr(α)guα(τ ), where ψr(α) = ψ(α(r)).
(3) Let α ∈ Γ (I). Then gu(α(τ)) = εu(α)ψr(α)gu(τ ), where εu(α) = ε(u, v) with v =
u(α − 12) (∈ Z(r)).
In Proposition 1.1, ε(u, v) is a 2f+2th root of unity, and ψr(α) is a 12th root of unity. So, by
Proposition 1.1, the function gu12×2
f depends only on the residue class of u modulo Z(r), and is
invariant under the exchange of u by −u. Moreover, it is an automorphic function with respect
to the group Γ (I), and has no zeros and poles on H. By the q-products of Siegel functions we
see that the Fourier coefficients of gu12×2
f belong to the field kI . Hence, the function gu12×2
f is
an element of the unit group of FI .
Let B ′ (r)f (r = 1,2) be the set of all elements of B ′f of type r . Let B′ (r)f = (B ′ (r)f /Z(r))/{±1}
be the quotient of B ′ (r)f , and B′f =
⋃
r=1,2B′ (r)f the disjoint union. We define the sets B(r)f , B(r)f ,
and Bf similarly. Then the group GI (±) = GI /{±1} acts on the sets B′f and Bf by the right
multiplication of matrices. For u ∈ B′f and α ∈ GI (±), we have(
gu
12×2f )σ(α) = guα12×2f , (1.8)
which can be proved in the same way as [2, (2.5)].
For any real number x, we denote by 〈x〉 the real number satisfying 0  〈x〉 < 1 and 〈x〉 ≡
x (mod Z). The function B2(〈x〉) satisfies the relations B2(〈−x〉) = B2(〈x〉) and B2(〈x + z〉) =
B2(〈x〉) (z ∈ Z). For an element u of B′f , let (a1
√
r, a2
√
r∗ ) be its representative. Then the
number B2(〈a1〉) depends only on u. We denote it by B2(〈u◦1〉).
Now the first main result of this section is the following theorem which gives the divisor
of gu12×2
f
.
Theorem 1.1. Let u be an element of B′f of type r . Then the divisor of gu12×2
f is given by
div
(
gu
12×2f )= 12 × 2f × 2f−1 ∑
α∈C(±)
(r ◦ s)B2
(〈
(uα)◦1
〉)
P∞σ(α
−1),
where s = t (α) and r ◦ s = rs/(r, s)2.
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1.3. Now, to emphasize f , we write C(f ) for C(±). Put
uf =
(
1
2f+1
√
2,0
)
.
Then the group C(f ) and the set Bf correspond bijectively by the mapping α → uf α. Let u be
an element of Bf of the form (1.6). We denote by R(Bf ) the set of u (∈ Bf , r = 1,2) satisfying
one of the following:
(i) 1 x < 2f−1r , 0 y < 2f r∗,
(ii) x = 2f−1r , 0 y  2f−1r∗,
(iii) x = 0, 1 y  2f−1r∗.
Then the set R(Bf ) is a complete set of representatives of Bf . Hence, we can make the group
C(f ) act on R(Bf ) naturally.
When f  1, let K(f ) be the kernel of the reduction map C(f ) → C(f−1). The action of the
group C(f ) on the subset Bf−1 of B′f is stable. In fact, the action is the composite of the reduction
map and the action of C(f−1) on Bf−1. Hence, the group C(f ) acts on the set R(Bf−1), and the
action of the subgroup K(f ) is trivial.
Let N be an arbitrary natural number. Then the function B2(〈x〉) satisfies the following rela-
tion:
N
N−1∑
k=0
B2
(〈
x + k
N
〉)
= B2
(〈Nx〉). (1.9)
This is called the distribution relation for the second Bernoulli polynomial.
Lemma 1.1. Let f  0 and α an element of C(f+1).
(1) When f = 0, we have
( ∏
β∈K(1)
gu1αβ
)2
= gu0α × (a constant).
(2) When f  1, we have
∏
β∈K(f+1)
guf+1αβ = guf α × (a constant).
Proof. In each of (1) and (2), take the 12 × 2f th power, and compare the divisors of the both
sides using Theorem 1.1. By (1.8) it is sufficient to consider the case where α = 12. Then using
the distribution relation (1.9), it can be shown that they coincide. 
3540 T. Takagi / Journal of Algebra 319 (2008) 3535–3566Lemma 1.1(1) implies that the square roots of gu with u ∈ R(B0) are products of Siegel
functions up to constants. The set R(B0) consists of two elements ( 12
√
2,0) and (0, 12
√
2 ). For
definiteness, we denote by √gu the square roots of gu (u ∈ R(B0)) defined by
√
g
( 12
√
2,0)(τ ) = exp
[
−2πi
4
]
× t− 124
∞∏
m=1
(
1 − t2m−1), (1.10)
√
g
(0, 12
√
2 )(τ ) =
√
2 exp
[
2πi
8
]
× t 124
∞∏
m=1
(
1 + tm), (1.11)
where t = exp[ 2πiτ√
2
].
Then we have
√
g
( 12
√
2,0)(τ ) = (−c)× g( 14 √2,0)(τ )× g( 14 √2, 12 )(τ ), (1.12)√
g
(0, 12
√
2 )(τ ) = c × g(0, 14 √2 )(τ )× g( 12 , 14 √2 )(τ ), (1.13)
where c = exp[2πi × 716 ].
The product of the two functions √g
( 12
√
2,0)(τ ) and
√
g
(0, 12
√
2 )(τ ) is a constant, in fact
√
g
( 12
√
2,0)(τ )×
√
g
(0, 12
√
2)(τ ) =
√
2 exp
[
−2πi
8
]
. (1.14)
Remark 1.1. The functions√g
( 12
√
2,0)(τ ) and
√
g
(0, 12
√
2 )(τ ) are used in Takagi [5]. See [5, (2.5)–
(2.8)]. The relation (1.14) shows that the equality in [2, p. 367] holds also in the case p = 2 if we
replace gu by
√
gu.
Let u be an element of R(Bf ). We denote by gˆu(τ ) the function defined as follows:
gˆu(τ ) =
{√
gu(τ) if f = 0,
gu(τ ) if f  1.
(1.15)
Then, we can make the two cases of Lemma 1.1 into one as follows.
Lemma 1.2. Let f  0 and α an element of C(f+1). Then we have∏
β∈K(f+1)
gˆuf+1αβ = gˆuf α × (a constant).
Let F(2) be the function field, which is defined in [2, p. 354] with the notation F(M). In the
present paper, we set M = 2, and call any function g in CF(2) a modular function.
Lemma 1.3. Let f = 0. Let e :R(Bf ) → Z be a mapping, and l a prime number. If∏
u∈R(Bf ) gˆ
e(u)
u = gl for some modular function g, then the residue classes of e(u) modulo l
are the same for all u.
T. Takagi / Journal of Algebra 319 (2008) 3535–3566 3541Proof. Let gˆ∗u and g∗ be the reduced forms of gˆu and g, respectively. (For the definition of this
reduced form, see Kubert and Lang [1, p. 88], or [2, the proof of Lemma 3.5].) Then we have
∏
u∈R(B0)
(
gˆ∗u
)e(u) = (g∗)l . (1.16)
By (1.12) and (1.13), we have
gˆ∗
( 12
√
2,0) =
∞∏
m=1
(
1 − t2m−1)= 1 − t − t3 + · · · , (1.17)
gˆ∗
(0, 12
√
2 ) =
∞∏
m=1
(
1 + tm)= 1 + t + t2 + · · · . (1.18)
By (1.17) and (1.18), we see that the coefficients of gˆ∗u belong to the integer ring Z. By (1.16),
g∗ is also a power series 1+b1t +· · · in t with coefficients in the field Q. Then, by a consequence
of a theorem of Shimura [1, Lemma 3.1 in Chapter 4], the coefficients of g∗ have bounded de-
nominators. Thus, by (1.16) and the Gauss lemma for power series with bounded denominators,
we see that the power series g∗ also has coefficients in Z. By (1.17) and (1.18), the coefficient
of t in the left-hand side of (1.16) is equal to
−e
((
1
2
√
2,0
))
+ e
((
0,
1
2
√
2
))
. (1.19)
Since (1.19) is the coefficient of t in the power series (g∗)l , it must be congruent to 0 modulo l.
This proves the lemma. 
Lemma 1.4. Let f  1. Let e :R(Bf ) → Z be a mapping, and l a prime number. If∏
u∈R(Bf ) g
e(u)
u = gl for some modular function g, then for any v ∈ R(Bf ) and any β ∈ K(f ),
we have e(vβ) ≡ e(v) (mod l).
Proof. Let α be any element of C, and α∗ an element of the group U which satisfies α∗ ≡
α (mod 2f
√
2 ). (For the group U , see [2, p. 352].) Let e∗ :R(Bf ) → Z be the mapping defined
by e∗(u) = e(uα−1). Then, applying σ(α∗) to the relation in the lemma and using (1.8), we have∏
u∈R(Bf ) g
e∗(u)
u = gl1 where g1 = gσ(α
∗) × (a constant). (Note that the relation in the lemma
implies g ∈ F(2). Hence the notation gσ(α∗) is well defined.) Let g∗u and g∗1 be the reduced forms
of gu and g1 respectively. Then we have∏
u∈R(Bf )
(
g∗u
)e∗(u) = (g∗1)l . (1.20)
By the q-product (1.1), we see that each g∗u is a power series 1 + a1t + · · · in t = exp[ 2πiτ2f √2 ]
with coefficients in the ring oI of the cyclotomic integers in the field kI . By (1.20), g∗1 is also a
power series 1 + b1t + · · · in t with coefficients in the field kI . Thus, by (1.20) and the results of
Shimura and Gauss mentioned above, g∗ also has coefficients in the integer ring oI .1
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form (1.6). When f  2, we have
a1 =
{−ζ ryf+1 if x = 1,
0 if x = 1, (1.21)
where for any positive integer k, we write ζk = exp[ 2πi2k ]. When f = 1, we have
a1 =
⎧⎨
⎩
−1 if u = ( 14
√
2,0),
1 if u = ( 14
√
2, 12 ),
0 for other u.
(1.22)
Let c1 be the coefficient of t in the power series expansion of the left-hand side of (1.20).
When f  2, we have by (1.21)
c1 = −
∑
0y2f −1
e∗
((
1
2f+1
√
2,
y
2f
))
ζ
y
f
−
∑
0y2f+1−1
(y,2)=1
e∗
((
1
2f
,
y
2f+1
√
2
))
ζ
y
f+1. (1.23)
When f = 1, we have by (1.22)
c1 = −e∗
((
1
4
√
2,0
))
+ e∗
((
1
4
√
2,
1
2
))
. (1.24)
Since c1 is also the coefficient of t in the power series expansion of (g∗1)l , and the coefficients
of the power series g∗1 are integers, it must be congruent to 0 modulo l.
Assume f  2. We note that in the summation (1.23), each root of unity appears only once.
By [1, Lemma 2.3 in Chapter 4], if two roots of unity in the summation (1.23) differ by a factor
of −1, then their coefficients are congruent to each other modulo l. In particular, considering the
equalities ζ 1+2
f
f+1 = ζf+1 × (−1) and ζ 2
f−1
f = ζ 0f × (−1) (= −1), we have
e∗
((
1
2f
,
1 + 2f
2f+1
√
2
))
≡ e∗
((
1
2f
,
1
2f+1
√
2
))
(mod l), (1.25)
e∗
((
1
2f+1
√
2,
1
2
))
≡ e∗
((
1
2f+1
√
2,0
))
(mod l). (1.26)
When f = 1, by (1.24) we have
e∗
((
1
4
√
2,
1
2
))
≡ e∗
((
1
4
√
2,0
))
(mod l). (1.27)
Now, to complete the proof, we divide the case into f  2 and f = 1.
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of C(f ) defined by
β1 =
(
1 + 2f 0
0 1 + 2f
)
, β2 =
(
1 2f−1
√
2
2f−1
√
2 1
)
.
Then, the group K(f ) consists of four elements 1, β1, β2 and β1β2. Choose the element α above
to satisfy vα = ( 12f , 12f+1
√
2 ). Since ( 12f ,
1+2f
2f+1
√
2 ) = ( 12f , 12f+1
√
2 )β1, we have e∗(vαβ1) ≡
e∗(vα) (mod l) by (1.25). This implies
e(vβ1) ≡ e(v) (mod l). (1.28)
Next, choose the element α above to satisfy vα = ( 12f+1
√
2,0). Since ( 12f+1
√
2, 12 ) =
( 12f+1
√
2,0)β2, we have e∗(vαβ2) ≡ e∗(vα) (mod l) by (1.26). This implies
e(vβ2) ≡ e(v) (mod l). (1.29)
By (1.28) and (1.29), the proof of the case f  2 is complete.
Next, let us assume f = 1. Let v be any element of R(B1). Let β be the element of C(1)
defined by
β =
(
1
√
2√
2 1
)
.
Then, the group K(1) consists of two elements 1 and β . Choose the element α above to satisfy
vα = ( 14
√
2,0). Since ( 14
√
2, 12 ) = ( 14
√
2,0)β , we have e∗(vαβ) ≡ e∗(vα) (mod l) by (1.27).
This implies
e(vβ) ≡ e(v) (mod l),
which completes the case f = 1. 
1.4. Now we prove the divisibility of the group generated by the Siegel functions gˆu for all
u ∈ R(Bf ) with f fixed. As before, we call any function g in CF(2) a modular function.
Theorem 1.2. Let f  0 be an integer. Let g be a modular function. Suppose that for a prime
number l, gl =∏u∈R(Bf ) gˆe(u)u with e(u) ∈ Z. Then there exists a mapping e∗ :R(Bf ) → Z such
that g = c∏u∈R(Bf ) gˆe∗(u)u with c a constant.
Proof. We proceed by induction on f . First, let f = 0. In this case, gˆu = √gu. By Lemma 1.3,
the residue classes of e(u) modulo l are the same. Therefore, e(u) can be written as e(u) =
k + e∗(u) × l (k, e∗(u) ∈ Z), where k does not depend on u. Since the product ∏u∈R(B0) gˆu is
a constant (1.14), we have gl = (a constant) ×∏ gˆe∗(u)×lu . This proves the case f = 0.u∈R(B0)
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f = f0 + 1, and prove the statement for this f . By (1.15) we have gˆu = gu. Since the group C(f )
and the set R(Bf ) correspond bijectively by the mapping α → uf α, we have
gl =
∏
α∈R(C(f )/K(f ))
∏
β∈K(f )
gˆ
e(uf αβ)
uf αβ
, (1.30)
where R(C(f )/K(f )) denotes a complete set of representatives of C(f ) modulo K(f ). By
Lemma 1.4, the residue class of e(uf αβ) modulo l does not depend on β , so that we can write
e(uf αβ) = e(uf α)+ e′(uf αβ)× l with e′(uf αβ) ∈ Z. By (1.30) and Lemma 1.2, we have
gl = gl1 ×
∏
α∈R(C(f )/K(f ))
{ ∏
β∈K(f0+1)
gˆuf0+1αβ
}e(uf α)
= (a constant)× gl1 ×
∏
α∈R(C(f )/K(f ))
gˆ
e(uf α)
uf0α
= (a constant)× gl1 ×
∏
α∈C(f0)
gˆ
e(uf α)
uf0α
, (1.31)
where in the exponent e(uf α) of the last term in (1.31) the notation α denotes the corresponding
representative in R(C(f )/K(f )) of the element α (∈ C(f0)), and
g1 =
∏
α∈R(C(f )/K(f ))
∏
β∈K(f )
gˆ
e′(uf αβ)
uf αβ
.
Put g2 = g1 × (a constant). Then, by (1.31) we have
(
gg−12
)l = ∏
α∈C(f0)
gˆ
e(uf α)
uf0α
. (1.32)
If we apply the induction hypothesis for (1.32), the function gg−12 can be expressed as a product
of gˆuf0α . Since gˆuf0α can be expressed as a product of gˆu (u ∈ R(Bf0+1) = R(Bf )) (Lemma 1.2),
we have the desired expression for g. This proves the case of f = f0 + 1. 
2. Determination of the divisors of the modified Siegel functions
2.1. Here, we extend the results of [3, Section 3] to the case where N is a power of 2 with an odd
exponent. From now on we put N = 22n+1, where n is an integer with n 0.
For a Fuchsian group of the first kind Γ , we denote by XΓ the complete non-singular curve
associated with the quotient space Γ \H. We denote by Γ1(N) the subgroup of SL2(Z) consisting
of all matrices
(
a b
c d
)
with a ≡ d ≡ 1 (mod N) and c ≡ 0 (mod N), and denote by X1(N) the
curve XΓ with Γ = Γ1(N). Henceforth we put
Γ =
(
1 0
0
√
N
)−1
Γ1(N)
(
1 0
0
√
N
)
. (2.1)
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coincides. For technical reasons we shall consider the curve XΓ instead of X1(N). The group Γ
is a subgroup of G(
√
2 ).
Let h be an integer with −n h n, and put
Γ(h) =
(
1 0
0 2h
)−1
Γ
(
1 0
0 2h
)
. (2.2)
We have Γ(0) = Γ . Though our main object is the group Γ(0), we need all the Γ(h) for h in the
given range. Let U be the group defined in [2, p. 352]. Put
S(h) = Q×  M  U(h), (2.3)
where U(h) is the subgroup of U consisting of all elements x such that the 2-component x2 of x
is of the form:
x2 =
(
a b ⊗ √2
c ⊗ √2 d
)
(2.4)
with {
a ≡ d ≡ 1 (mod NZ2),
b ≡ 0 (mod 2n+hZ2),
c ≡ 0 (mod 2n−hZ2).
(2.5)
Put F(h) = FS(h) and FΓ = F(0). Then, F(h) is the field of all automorphic functions with
respect to the group Γ(h) such that the Fourier coefficients belong to the cyclotomic field kN =
Q(e2πi/N ). The field kN is algebraically closed in the field F(h). The field CF(h) can be identified
with the function field on the curve XΓ(h) (= X(h)). Put I = 22n
√
2O. Then, using the notation
of Section 1, we have f = 2n, kI = kN , Γ(h) ⊃ Γ (I), and F(h) ⊂ FI . Let GI , C = C(22n
√
2 ),
C(±), P∞ have the same meaning as in Section 1 with f = 2n.
Now we consider certain prime divisors of the field F(h). For a prime divisor P of the field FI
we denote by [P ](h) the prime divisor of F(h) induced by P . If P is a cuspidal prime of FI ,
then we call [P ](h) a cuspidal prime of F(h). Let [P ](h) be cuspidal. Then the divisor [P ](h) is of
degree one. Therefore, it can be identified with a prime divisor of CF(h), namely with a point on
the curve X(h). It is a cusp lying below the cusp P on the curve XI by the morphism XI → X(h).
Thus the cuspidal primes of F(h) correspond bijectively to the cusps on X(h).
Let G(h) be the subgroup of GI consisting of all elements
( 1 b√2
c
√
2 1
)
with b ≡ 0 (mod 2n+h)
and c ≡ 0 (mod 2n−h). Then
Gal(FI /F(h)) = σ(G(h)) ∼= Z/2n−hZ × Z/2n+hZ.
Hence the field FI is an abelian extension of the field F(h) of degree 22n.
We describe the cusps on X(h) by the elements of C. Put Q∗ = Q
√
2 ∪ {∞}. Then the set of
cusps on X(h) can be identified with the set Γ(h)\Q∗ of all Γ(h)-equivalence classes in Q∗. On the
other hand, let α ∼(h) β be the equivalence relation in C defined by [Pσ(α
−1)∞ ](h) = [Pσ(β
−1)∞ ](h).
Let ϕ be the bijection from C/∼(h) to Γ(h)\Q∗ defined by ϕ([α](h)) = the cusp[Pσ(α
−1)∞ ](h),
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cusp represented by x ∈ Q∗. Then ϕ−1([∞](h)) = [12](h). If x = a
b
√
2
= ∞ with a, b ∈ Z and
(a, b) = (a,2) = 1, then ϕ−1([x](h)) = [α](h) with α =
(
a b
√
2
b
√
2 a
) ∈ C. If x = a√2
b
= ∞ with
a, b ∈ Z and (a, b) = (b,2) = 1, then ϕ−1([x](h)) = [α](h) with α =
(
a
√
2 b
b a
√
2
) ∈ C.
In order to state the following lemmas, we define the order of α ∈ C with respect to h denoted
by ord(h)(α) as follows. Let r be the type t (α) of α (see Section 1.1). If r = 1, then ord(h)(α) =
0, l, n − h according as (b(α),2) = 1,2l ‖ b(α),2n−h | b(α) where 1 l  n − h − 1. If r = 2,
then ord(h)(α) = 0, l, n + h according as (a(α),2) = 1,2l ‖ a(α),2n+h | a(α) where 1  l 
n+ h− 1.
Lemma 2.1. Let α ∈ C and l = ord(h)(α). Put a = a(α), b = b(α), and r = t (α). Then the class
[α](h) of α is the set [α]∗ (= (−1)[α]∗) or the disjoint union of the two sets [α]∗ and (−1)[α]∗
according as n = 0 or n 1, where the set [α]∗ is defined as follows: the set [α]∗ consists of the
elements β ∈ C of type r which satisfy the condition that if r = 1, then a(β) ≡ a (mod 2n+h+l+1)
and b(β) ≡ b (mod 2n−h); if r = 2, then a(β) ≡ a (mod 2n+h) and b(β) ≡ b (mod 2n−h+l+1).
Proof. The fact that the class [α](h) is the union of the two sets [α]∗ and (−1)[α]∗ can be proved
exactly in the same way as [3, Lemma 3.1]. It is easy to see that the two sets [α]∗ and (−1)[α]∗
are disjoint if and only if n 1. When n = 0, the two sets [α]∗ and (−1)[α]∗ coincide with the
set {α}. 
Lemma 2.2. Let α ∈ C and l = ord(h)(α). Then the ramification index of the prime divisor
P
σ(α−1)∞ with respect to the extension FI /F(h) is 2l .
Proof. This can be proved in the same way as [3, Lemma 3.2]. 
2.2. Here we consider the equivalence relation ∼(0) in C. Exactly in the same way as [3, Sec-
tion 3.2], we shall see that each equivalence class is a coset of a subgroup of C, and therefore we
can embed the cuspidal divisor group of the curve XΓ (= X(0)) into a group ring.
Let D (the cuspidal divisor group) be the free abelian group generated by the cuspidal primes
of the function field FΓ , and D0 the subgroup of D consisting of all elements of degree 0.
Let F be the group of all non-zero functions in FΓ whose divisor has support within the cuspidal
primes. Let us denote by div(F) the subgroup of D0 consisting of all divisors of functions in F .
We call the factor group
C =D0/div(F) (2.6)
the cuspidal divisor class group of the curve XΓ , and the order of C the cuspidal class number
of XΓ (namely, of the curve X1(22n+1)).
Remark 2.1. Let FC be the group of the non-zero functions in CFΓ whose divisors have support
within the cuspidal primes. The elements of FC are called modular units. Later (in Remark 3.1),
we shall see that FC = C×F . Therefore, we can identify the group div(F) with the group
div(FC) consisting of all divisors of functions in FC.
T. Takagi / Journal of Algebra 319 (2008) 3535–3566 3547We define several subgroups of C in the same way as in [3, Section 3.2]. Let k be an integer
with 0  k  n. Let C(1)k (respectively C(−1)k ) be the subset of the group C consisting of the
elements α which satisfy both t (α) = 1 and b(α) ≡ 0 (mod 2k) (respectively both t (α) = 2 and
a(α) ≡ 0 (mod 2k)). Put Ck = C(1)k ∪ C(−1)k . Let Dk be the subset of C(1)0 consisting of the
elements α which satisfy both a(α) ≡ 1 (mod 2n+k+1) and b(α) ≡ 0 (mod 2n). Then, the sets
Ck , C
(1)
k , and Dk are subgroups of C. They satisfy
C = C0 ⊃ C1 ⊃ · · · ⊃ Cn ⊃ ±D0 ⊃ ±D1 ⊃ · · · ⊃ ±Dn,
[Ck : Ck+1] = [Dk : Dk+1] = 2 (0  k  n − 1), [Ck : C(1)k ] = 2, and C(−1)k = C(1)k
( 0 1
1 0
)
(0  k  n). Also, we have C(1)0 = C(1). (In Section 1.1 we defined C(1) as the subgroup of C
consisting of all elements of type 1.) Put Gk = Ck/ ± Dn, G(ε)k = C(ε)k / ± Dn (ε = ±1), and
Hk = ±Dk/±Dn. Then we have
G = G0 ⊃ G1 ⊃ · · · ⊃ Gn ⊃ H0 ⊃ H1 ⊃ · · · ⊃ Hn = 1. (2.7)
We note that G(1)n ∼= (Z/NZ)×/{±1}, and that the group G0/H0 is isomorphic to the Cartan
group C(2n
√
2 )(±). (For the notation, see Section 1.1.) Naturally, we can define the notion of
type for the elements of G.
From now on, we denote by R the additive subgroup of the group ring Z[G] defined by
R =
n∑
k=0
Z
[
(Gk −Gk+1)/Hk
]
, (2.8)
where Gn+1 = ∅, and each coset xHk is identified with the element ∑y∈Hk xy. Then, the sub-
group R is in fact a subring of Z[G] by [3, Proposition 1.1].
Now we embed the divisor group D into the ring R. Let α be any element of C, and k =
ord(0)(α). Then, by Lemma 2.1 we can see that [α](0) = ±αDk . This implies that α−1 ∼(0) β−1 is
equivalent to α ∼(0) β . In other words, the set of all β satisfying [Pσ(β)∞ ](0) = [Pσ(α)∞ ](0) is ±αDk .
Let x be the image of α in the group G. It is easy to see that x is an element of Gk − Gk+1. In
this case, we write k = ord(x). Thus, by ϕ([Pσ(α)∞ ](0)) = 2kxHk we can define an embedding
ϕ :D→ R. (2.9)
Note that rankZD = rankZ R. Let Rc be the additive subgroup of R defined by
Rc =
n∑
k=0
2kZ
[
(Gk −Gk+1)/Hk
]
. (2.10)
Then we have ϕ(D) = Rc . The embedding ϕ satisfies
deg
(
ϕ(D)
)= 2n deg(D) (2.11)
for any element D ∈ D. Let R0 be the additive subgroup of R consisting of all elements of
degree 0. Then by (2.11) we have ϕ(D0) ⊂ R0. Put Rc = Rc ∩R0. Then we have ϕ(D0) = Rc.0 0
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and we have
c
(
22n+1
)= {22n−1(n+ 2) if n 1,
2 if n = 0. (2.12)
Remark 2.2. For a prime p ( = 2), the number of the cusps of the curve X1(pm) is given by
c(pm) = 12 (p − 1)pm−2{(m+ 1)p −m+ 1} in [3, p. 527]. The formula (2.12) above shows that
this formula of c(pm) holds also in the case where p = 2 and m = 2n+ 1 with n 1.
2.3. Now we construct modular units in the field FΓ . Let k (0  k  n) be an integer, ε = 1
or −1, and put h = kε. We define subsets A′ (ε)k and A′k of the set B ′n+k (defined in Section 1.2)
as follows. Let A′ (ε)k be the subset of B ′n+k consisting of all elements u of the form
u =
(
x
2n+hr
√
r,
y
2n−hr∗
√
r∗
)
(x, y ∈ Z), (2.13)
where r = 2 or 1 according as ε = 1 or −1. Put A′k = A′ (1)k ∪ A′ (−1)k . Note that this union is
disjoint. For any element u of A′ (ε)k , we call ε the sign of u. As an element of B ′n+k , we called r
the type of u, and denoted it by t (u).
Let u be an element of A′k of sign ε. We define the function gk,u(τ ) on the upper half plane
by
gk,u(τ ) = gu
(
2hτ
)
, (2.14)
where h = kε and gu is the function defined by (1.7).
Let E(1)k (respectively E(−1)k ) (0  k  n) be the subset of the group G(
√
2 ) consisting of
all elements α = ( a b√2
c
√
2 d
) (respectively ( a√2 b
c d
√
2
)) with b ≡ c ≡ 0 (mod 2k) (respectively
a ≡ d ≡ 0 (mod 2k)). Put Ek = E(1)k ∪E(−1)k . Then the sets Ek and E(1)k are subgroups of G(
√
2 )
satisfying [Ek : E(1)k ] = 2 (0 k  n). We can make the group Ek act on the set A′k as follows.
Let α be an element of E(δ)k (δ = ±1) with the notation above. Let u be an element of A′k of the
form (2.13) with sign ε. Then we denote by u ◦ α the element of A′k with sign δε given by
u ◦ α =
⎧⎨
⎩
(
ax+2hcry
2n+hr
√
r,
2−hbr∗x+dy
2n−hr∗
√
r∗ ) if δ = 1,
(
2−har∗x+cy
2n−hr∗
√
r∗, bx+2
hdry
2n+hr
√
r ) if δ = −1.
(2.15)
Exactly in the same way as the case of p = 2 [3, p. 528], we can verify that the action α → u ◦ α
defines a group operation. Let A = ( 1 00 2h), and put α(h) = A−1αA or 2hA−1αA−1 according as
δ = 1 or −1. Then α(h) ∈ G(
√
2 ), and u ◦ α = uα(h). (In [3, p. 528], we used the symbol α(h)
instead of α(h). But this symbol was misleading because we already used the symbol α(r). See
also [4, p. 676].)
Proposition 2.1. Let u be an element of A′ with sign ε and type r . Put h = kε.k
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(2) Let α ∈ Ek . Then gk,u(α(τ)) = ψu(α)gk,u◦α(τ ), where ψu(α) = ψ((α(h))(r)).
(3) Let α ∈ Γ (⊂ E(1)k ). Then gk,u(α(τ)) = εu(α)ψu(α)gk,u(τ ), where εu(α) = ε(u, v) with
v = u ◦ α − u (∈ Z(r)).
Proof. Exactly the same as [3, Proposition 3.1]. 
In this proposition, ε(u, v) is a 2N th root of unity, and ψu(α) is a 12th root of unity. So the
function g6Nk,u depends only on the residue class of u modulo Z(r), and is invariant under the
exchange u → −u. Moreover g6Nk,u is a modular function with respect to Γ and has no zeros and
poles on H. By the q-product we see that the Fourier coefficients of g6Nk,u belong to kN . Hence
g6Nk,u is an element of the unit group F .
PutA′(ε)k = (A′(ε)k /Z(r))/{±1} andA′k =A′(1)k ∪A′(−1)k (disjoint union) (0 k  n). We again
use the terminology sign and type. Let G(1)k (respectively G(−1)k ) (0 k  n) be the subset of the
group GI consisting of all elements
(
a b
√
2
c
√
2 d
) (respectively ( a√2 b
c d
√
2
)) with b ≡ c ≡ 0 (mod 2k)
(respectively a ≡ d ≡ 0 (mod 2k)). Put Gk = G(1)k ∪ G(−1)k . Then the sets Gk and G(1)k are sub-
groups of GI satisfying [Gk : G(1)k ] = 2 (0 k  n). The group Gk acts on the set A′k in a similar
way to Ek . Namely, for α ∈ G(δ)k and u ∈A′k with sign ε and type r (h = kε) we denote by u ◦ α
the element of A′k with sign δε given by (2.15). In particular, the group Ck acts on A′k , and the
action of ±Dk is trivial. Hence the group Gk/Hk acts on A′k . For u ∈A′k and α ∈ Gk , we have
(
g6Nk,u
)σ(α) = g6Nk,u◦α. (2.16)
The proof of (2.16) is exactly the same as for p = 2 [3, (3.6)].
We define two subsets A∗k and Ak (Ak ⊂ A∗k ) of A′k as follows. Let u be an element of
A′k of the form (2.13). Let A∗k (0  k  n) be the subset of A′k consisting of the elements u
with (x,2) = 1 or (y,2) = 1 according as ε = 1 or −1. Let Ak (0  k  n − 1) be the subset
of A∗k consisting of all elements u satisfying (x,2) = (y,2) = 1, and An = A∗n. Then the set A∗k
(respectively Ak) is the subset of A′k consisting of the elements which can be represented by
elements of A∗k (respectively Ak) (0 k  n). We call elements of Ak or Ak primitive.
As is easily seen, the set A∗k is stable under the action of Ck . The action of Ck on A∗k is
transitive, and the action of ±Dk is trivial. Moreover, the induced action of Ck/±Dk on A∗k is
faithful. So the group Gk/Hk (= Ck/±Dk) acts on A∗k transitively and faithfully. Put
wk =
(
1
2n+k+1
√
2,0
)
, (2.17)
which is an element of A∗k with sign 1 and type 2. Then the group Gk/Hk and the set A∗k cor-
respond bijectively by the mapping α → wk ◦ α. Moreover the set (Gk − Gk+1)/Hk and the
set Ak correspond bijectively by the same mapping. Hence the number |⋃nk=0Ak| is equal to
the number c(N) of the cusps of XΓ .
Now we determine the divisor of g6Nk,u as an element of the ring R. Since the following propo-
sition can be proved exactly in the same way as [3, Proposition 3.2], we omit its proof.
3550 T. Takagi / Journal of Algebra 319 (2008) 3535–3566Proposition 2.2. Let u be an element of A′k (0 k  n) of the form (2.13), and let ϕ :D→ R be
the embedding (2.9). Then we have
ϕ
(
div
(
g6Nk,u
))= 6N
2
∑
α∈G
fu(α)α
−1.
The function fu(α) is given by
fu(α) =
{
t (α)∗22n+k−2sB2(〈 a(α)t (α)x2n+k−s+1 + b(α)y2n−s 〉) if ε = 1,
t (α)22n+k−2sB2(〈 a(α)x2n−s + b(α)t (α)
∗y
2n+k−s+1 〉) if ε = −1,
where s = 0, k − ord(α) or k according as α ∈ G(ε)k , α ∈ G(ε) −G(ε)k or α ∈ G(−ε), respectively.
The proof of the following proposition is also the same as [3, Proposition 3.3], so we omit it.
Proposition 2.3. Let u and ϕ be the same as in Proposition 2.2. Then for any element α ∈ Gk we
have αϕ(div(g6Nk,u)) = ϕ(div(g6Nk,u◦α)).
3. The fullness of the modified Siegel functions
3.1. In the case p = 2, the Fourier coefficients of the functions gk,u were contained in the cyclo-
tomic field kN . On the contrary, in our case, where p = 2, the Fourier coefficients of gk,u are not
contained in the field kN . Thus, we define the function g˜k,u as follows
g˜k,u(τ ) = e−2πia2(a1−1)/2 × gk,u(τ ), (3.1)
where k is an integer with 0 k  n, and u = (a1√r, a2
√
r∗ ) is an element of A′k (see (2.14)).
Then the Fourier coefficients of g˜k,u are contained in the cyclotomic field kN . Since e2πia2(a1−1)/2
in (3.1) is a 2N th root of unity, we have
g˜6Nk,u = g6Nk,u, (3.2)
whence g˜6Nk,u belongs to the unit group F .
Let S be the subgroup of the function group F (defined in Section 2.2) consisting of the
functions g (∈ F ) which can be expressed as products of the functions g˜k,u with u ∈ Ak (0 
k  n) and elements of k×N .
As in the case of p = 2, we shall prove in this section and the next that the quotient group
S/k×N has the same rank c(N)− 1 as the quotient group F/k×N . Moreover we shall prove S =F
in Section 5.
3.2. Let R be the ring (2.8) and ϕ the embedding (2.9). Put RQ = R ⊗ Q and RC = R ⊗ C.
Let fk(α) be the function fu(α) in Proposition 2.2 with u = wk (2.17). We define the element θk
of RQ by
θk = 12n−k+1
∑
fk(α)α
−1. (3.3)α∈G
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logue of the Stickelberger element). Since wk is Hk-invariant, we have αθk = θk for all α ∈ Hk
by Proposition 2.3. The following proposition is a consequence of the distribution relation for
the second Bernoulli polynomial (1.9). It can be proved exactly in the same way as [3, Proposi-
tion 4.1], so we omit the proof.
Proposition 3.1. Let k be an integer with 0 k  n.
(1) Let 0 k  n− 1. Then we have ∑α∈Hk/Hk+1 αθk+1 = 2θk .
(2) Let f (α) be a function on Gk/Hk . Then we have {∑α∈Gk f (α)α}θk = {∑α∈Gk f (α)α}θ .
3.3. Let us denote by Xk the set of the characters χ of the group Gk/Hk which satisfy χ | Hk−1 =
1 when k  1. Put X =⋃nk=0Xk (disjoint). For an element χ of X , we say that the order of χ
is k if χ belongs to Xk . For an element χ of X of order k, we define the element eχ of RC by
eχ = 1|Gk|
∑
x∈Gk
x−1. (3.4)
For 0  k  n and χ ∈ X of order k, we define the generalized Bernoulli Cartan num-
ber B2,k,χ by
B2,k,χ = 2n+k
∑
α
χ(α)t (α)∗B2
(〈
a(α)t (α)
2n+k+1
〉)
, (3.5)
where α ranges over G(1)k /Hk if k  1, or over G/H0 if k = 0. When k = n  1, the group
G
(1)
n /Hn (= G(1)n ) is isomorphic to (Z/NZ)×/{±1}, and χ induces an even Dirichlet character
“χ” of conductor N . Hence B2,n,χ (n  1) coincides with the generalized second Bernoulli
number B2,χ (with respect to the character χ of (Z/NZ)×/{±1}). When k = 0, the group G/H0
is isomorphic to the Cartan group C(2n
√
2 )(±). The following proposition can be proved in the
same way as [3, Proposition 4.2], so we omit the proof.
Proposition 3.2. Let χ be an element of X of order k. Then we have θeχ = θkeχ =
(2n−1B2,k,χ¯ )eχ , where χ¯ denotes the complex conjugate of χ .
3.4. Let u be any element of A∗k . Then u = wk ◦ α with some α ∈ Gk , and the set G(u) of all
such α coincides with a coset α0Hk (α0 ∈ Gk). Since |Hk| = 2n−k , we have 6N(∑α∈G(u) α)θk =
6N × 2n−kα0θk = ϕ(div(g˜6Nk,u)). By this and Proposition 3.1, we have
ϕ
(
div
(
g˜6Nk,u
))= 6N( ∑
α∈G(u)
α
)
θ. (3.6)
The element
∑
α∈G(u) α belongs to R. In particular if u is primitive, then we have ord(α0) = k.
Hence the elements
∑
α∈G(u) α with u primitive constitute a basis of R. We shall prove in
Section 4 that B2,k,χ = 0 for all non-trivial characters χ of G0/H0. (In the trivial case, since
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we can prove the following theorem in the same way as [3, Theorem 4.1]. So we omit the proof.
Theorem 3.1. The group S/k×N has the maximal possible rank c(N)− 1.
Remark 3.1. As a consequence of this theorem, we have FC = C×F . In fact, since FC/(C×F)
is a finite group, if g ∈ FC, then some power of g belongs to C×F . This implies that g belongs
to C×F .
Let g be the product of g˜6Nk,u for all k and all primitive u (∈ Ak). Then ϕ(div(g)) = 6Nμθ
by (3.6), where μ =∑α∈G α. Since μθ = (deg(θ))μ = 0, the function g is a constant:∏
0kn
∏
u∈Ak
g˜6Nk,u = a constant. (3.7)
Theorem 3.1 implies that this is the only relation among the functions g˜6Nk,u with u primitive
(∈Ak).
4. Non-vanishing of the generalized Bernoulli Cartan numbers
4.1. To complete the proof of Theorem 3.1, we must show that B2,k,χ = 0 if χ = 1. The basic
idea is to use the Fourier expansion of the function B2(〈x〉), which is given by
B2
(〈x〉)= 1
2π2
∑
l =0
1
l2
e2πilx, (4.1)
where l ranges over all non-zero integers. Let χ be an element of X of order k. For any integer l,
we put
Wk,χ (l) =
∑
α
χ(α)t (α)∗ exp
[
2πi
la(α)t (α)
2n+k+1
]
, (4.2)
where α ranges over C(1)k /Dk or C/D0 according as k  1 or k = 0. Put
δ(n) =
{
1 if n = 0,
0 if n 1. (4.3)
Then we obtain the following proposition in the same way as [3, Proposition 5.1]. In its proof
the only difference is that in the case of p = 2 the index [±Dk : Dk] is always 2, on the contrary
in our case, where p = 2, the index [±Dk : Dk] is 1 or 2 according as n = k = 0 or not.
Proposition 4.1. Let χ be an element of X of order k. Then we have
B2,k,χ = 2
δ(n)
2π2
× 2n+k ×
∞∑
l=1
1
l2
Wk,χ (l).
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p = 2, by putting M = p = 2 and κ = 1. Then we obtain the following proposition exactly in the
same way as [3, Proposition 5.2]. We omit its proof.
Proposition 4.2. Let χ be an element of X of order k  1. Put Wχ = 2−1Wk,χ (1). Then |Wχ | =√
N , and we have
B2,k,χ = Wχ2π2 × 2
n+k+1 ∏
q( =2)
(
1 − χ¯ (q)
q2
)−1
,
where q runs through all prime integers = 2. Hence, B2,k,χ = 0.
4.3. Next, we assume k = 0. We can also apply the arguments in [3, Section 5.3] to our case,
where p = 2, by putting M = p = 2. But in order to state our results we need some notation.
Let F = Q2(
√
2 ) be the ramified quadratic extension of the field Q2. Let o and p be the
maximal order of F and its maximal ideal respectively. Put t = √2. For any positive integer f ,
put Kf = o/pf . For a multiplicative character μ of K×f and an additive character φ of Kf ,
a Gauss sum SKf (μ,φ) is defined by
SKf (μ,φ) =
∑
α∈K×f
μ(α)φ(α). (4.4)
For a non-trivial μ, the conductor of μ is defined to be the smallest power pi such that μ is
trivial on 1 + pi . Let pc be the conductor of μ (1 c f ). We call μ primitive if c = f . Let μ∗
(respectively φ∗) be the uniquely determined character of K×c (respectively Kc) such that the
character μ (respectively φ ◦ tf−c) can be expressed as a composition of the reduction map
K×f → K×c (respectively Kf → Kc) with μ∗ (respectively φ∗).
Now we can identify the finite algebra K2n+1 with the subalgebra of the algebra M2(O/
2n
√
2O) consisting of the elements α which can be represented by matrices of the form(
a b
√
2
b
√
2 a
)
with a, b ∈ Z. We write a(α) for the residue class of a modulo 2n+1Z. With this
identification, we have K×2n+1 = C(1)(2n
√
2O) = C(1)/D0.
Let χ0 be the non-trivial character of G/H0 such that χ0 | G(1) = 1. We assume that χ is
neither 1 nor χ0. If we use the same notation “χ” for the character of K×2n+1 which is induced
by χ , then the character χ of K×2n+1 is non-trivial. Let pc be the conductor of χ . Let χ∗ be
the character of K×c as above. Let ψ be the additive character of K2n+1 defined by ψ(α) =
exp[2πi × a(α)2n+1 ], and ψ∗ the character of Kc as above. With these definitions, put
Wχ = SKc(χ∗,ψ∗). (4.5)
Then we have the following proposition exactly in the same way as [3, Proposition 5.4]. We omit
its proof.
Proposition 4.3. Let χ be an element of X of order 0 which is neither 1 nor χ0. Let Wχ be as
above. Then |Wχ | =
√
2c , and we have
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n+1+δ(n) × χ(β)δ
∏
q( =2)
(
1 − χ¯ (q)
q2
)−1
,
where β = ( 0 11 0 ) (∈ C(−1)), δ = 0 or 1 according as c is odd or even, and q runs through all
prime integers = 2. Hence, B2,0,χ = 0.
When χ = χ0, we have the following proposition. The proof is the same as [3, Proposi-
tion 5.5], so we omit it.
Proposition 4.4. We have
B2,0,χ0 = −
1
6
× 2n+δ(n).
Hence, B2,0,χ0 = 0.
5. Determination of the unit group on X1(22n+1)
5.1 In this section we determine the structure of the unit group F .
First, we consider the case n = 0, namely N = 2. (The reason why we divide the case into
n = 0 and n  1 is that the case n = 0 is exceptional.) Since the genus of the curve X1(2)
is 1, the cuspidal class number of X1(2) is also 1. Moreover, we have Γ1(2) = Γ0(2), hence
X1(2) = X0(2). Since the unit group on the curve X0(2) is known [5], the structure of the unit
groupF can be determined. In fact, it is shown in [5, Theorem 4.2] that the groupF consists of all
functions of the form c×h24m2 with c ∈ Q× and m ∈ Z. The function h2(τ ) defined in [5] satisfies
g˜0,u(τ ) = (−2) × (h2(τ ))2 with u = (0, 12
√
2). Hence, the group F consists of all functions of
the form c× (g˜0,u)12m with c and m as above. Let S be the subgroup of F defined in Section 3.1.
Since u ∈ A0, this implies that F = S .
5.2. Since the case n = 0 is completed, unless the contrary is stated, hereafter our arguments go
under the assumption
n 1. (5.1)
In this subsection, we shall prove that F = S . For technical reasons we introduce a sub-
group S∗ of F , and divide the proof into the two steps (i) the proof of S = S∗ and (ii) the proof
of F = S∗. We define the group S∗ as the set of the functions g (∈ F ) which can be expressed
as products of the functions g˜k,u with u ∈ A∗k (0 k  n) and elements of k×N .
Let us write an element u of A′k in the form (2.13). We denote by R∗k (respectively Rk) the
set of the elements u which are contained in A∗k (respectively Ak) and also satisfy one of the
following:
(i) 1 x < 2n+h−1r , 0 y < 2n−hr∗,
(ii) x = 2n+h−1r , 0 y  2n−h−1r∗,
(iii) x = 0, 1 y  2n−h−1r∗.
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Let u ∈ R∗k and α be an element of the group Gk/Hk . Let [u] denote the element of A∗k rep-
resented by u. Let [u] ◦ α be the element of A∗k determined by the action of Gk/Hk defined in
Section 2.3. We denote by u ◦ α the element of R∗k corresponding to [u] ◦ α. Then the mapping
u → u ◦ α defines a group action of Gk/Hk on the set R∗k .
Lemma 5.1. Let 0 k  n− 1 and α ∈ Gk+1. Then we have
g˜k,wk◦α = c
∏
β∈Hk/Hk+1
g˜k+1,wk+1◦αβ
with c ∈ k×N .
Proof. This follows from Proposition 2.3 and Proposition 3.1(1). 
By this lemma, we have the following proposition. Since its proof is exactly the same as [3,
Proposition 6.1], we omit it.
Proposition 5.1. S = S∗.
For each k (0 k  n) and each element u of R∗k , let m(k;u) be an integer. Let k(m) be the
maximum k such that m(k;u) = 0 for some u. If m(k;u) = 0 for all k and u, then put k(m) = −1.
As before, in the following lemmas we call any function g contained in the function field CF(2)
a modular function.
Lemma 5.2. Let m(k;u) and k(m) be as above. We assume that k(m)  1. Let l be a prime
number, and let
∏
0kn
∏
u∈R∗k g˜
m(k;u)
k,u = gl with g a modular function. Then for any element v
of R∗
k(m)
and any element α of Hk(m)−1/Hk(m), we have m(k(m);v ◦ α) ≡ m(k(m);v) (mod l).
Proof. Take v ∈ R∗k(m), and fix it. Since the group Ck(m) acts on R∗k(m) transitively, we can
choose an element β ∈ Ck(m) so that
v′ = v ◦ β =
{
( 12n−k(m) ,
1
2n+k(m)+1
√
2 ) if k(m) = n,
(0, 122n+1
√
2 ) if k(m) = n. (5.2)
Let β ′ be an element of U such that β ′ ≡ β (mod N). (For U , see [2, p. 352].) Then σ(β ′) = σ(β)
on the function field FΓ . Let k satisfy 0 k  k(m), and u be in R∗k . Since β ∈ Ck(m) ⊂ Ck , we
have (g˜σ (β
′)
k,u )
6N = (g˜6Nk,u)σ(β) = g˜6Nk,u◦β by (2.16) and (3.2), whence g˜σ (β
′)
k,u = g˜k,u◦β ×(a constant).
Put m′(k;u) = m(k;u◦β−1). For k with k > k(m) and u inR∗k , put m′(k;u) = 0. Then applying
σ(β ′) to the relation stated in the lemma, we have
∏
0kn
∏
u∈R∗k g˜
m′(k;u)
k,u = gl1 where g1 =
gσ(β
′) × (a constant). (Note that the relation in the lemma implies g ∈ F(2). Hence the notation
gσ(β
′) is well defined.) Let g˜∗k,u and g∗1 be the reduced forms of g˜k,u and g1, respectively. Then
we have ∏
0kn
∏
u∈R∗
(
g˜∗k,u
)m′(k;u) = (g∗1)l . (5.3)
k
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cients in the ring of cyclotomic integers oN in kN . By (5.3), g∗1 is also a power series 1+b1t +· · ·
in t with coefficients in kN . Then, by (5.3) and the results of Shimura and Gauss mentioned in
the proof of Lemma 1.3, g∗1 also has coefficients in the integer ring oN .
Let a1 be the coefficient of t in the power series g˜∗k,u. Then we have
a1 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−(ζ y2n+1 + ζ−y2n+1) if u = (0, y22n+1
√
2 ) (k = n),
−(ζ y2n + ζ−y2n ) if n 2 and u = ( 12 , y22n
√
2 ) (k = n− 1),
−ζ yn+k+1 if n 2 and u = ( 12n−k , y2n+k+1
√
2 ) (k  n− 2),
−ζ yn−k if u = ( 12n+k+1
√
2, y2n−k ) (0 k  n),
0 otherwise.
(5.4)
For simplicity, we write m′(k, ε;x, y) for m′(k;u), where we assume that u is written in the
form (2.13). Then the coefficient of t in the left-hand side of (5.3) is given by
−
∑
1
m′(n,−1;0, y)(ζ y2n+1 + ζ−y2n+1)−∑
2
m′(n− 1,−1;1, y)(ζ y2n + ζ−y2n )
−
∑
0kn−2
∑
3
m′(k,−1;1, y)ζ yn+k+1 −
∑
0kn
2n−k−1∑
y=0
m′(k,1;1, y)ζ yn−k, (5.5)
where
∑
1 denotes summation over y running through all odd integers with 1  y  22n. The
summations
∑
2 and
∑
3 appear only when n 2. In
∑
2 (respectively
∑
3), y runs through all
odd integers with 1 y  22n−1 (respectively 1 y  2n+k+1).
Since the summation (5.5) is equal to the coefficient of t in the expansion of (g∗1)l , it must be
congruent to 0 modulo l. We note that in the summation (5.5) the root of unity ζ yn+k(m)+1 with
(y,2) = 1 appears only once. By [1, Lemma 2.3 in Chapter 4], if two roots of unity in (5.5) differ
by a factor of −1, then their coefficients are congruent to each other modulo l.
Now consider the equalities ζn+k+1 × (−1) = ζ 1+2n+kn+k+1 = ζ−(−1+2
n+k)
n+k+1 . First, let us assume k =
k(m) = n or n− 1. Since the coefficients of ζ−(−1+2n+k(m))n+k(m)+1 and ζn+k(m)+1 in (5.5) are congruent
to each other modulo l, we have
m′
(
k(m);
(
ξ,
−1 + 2n+k(m)
2n+k(m)+1
√
2
))
≡ m′
(
k(m);
(
ξ,
1
2n+k(m)+1
√
2
))
(mod l), (5.6)
where ξ = 0 or 12 according as k(m) = n or n − 1. The group Hk(m)−1/Hk(m) is generated by
α = ( 1+2n+k(m) 0
0 1+2n+k(m)
)
. As elements of the set R∗
k(m)
, we have
(
ξ,
1
n+k(m)+1
√
2
)
◦ α =
(
ξ,
−1 + 2n+k(m)
n+k(m)+1
√
2
)
, (5.7)2 2
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m(k(m);v ◦ α) ≡ m(k(m);v) (mod l). This completes the case of k(m) = n or n− 1.
Next, assume k(m)  n − 2. Since the coefficients of ζ 1+2n+k(m)
n+k(m)+1 and ζn+k(m)+1 in (5.5) are
congruent to each other modulo l, we have
m′
(
k(m);
(
1
2n−k(m)
,
1 + 2n+k(m)
2n+k(m)+1
√
2
))
≡ m′
(
k(m);
(
1
2n−k(m)
,
1
2n+k(m)+1
√
2
))
(mod l). (5.8)
Similarly as above, the group Hk(m)−1/Hk(m) is generated by the element
α =
(
1 + 2n+k(m) 0
0 1 + 2n+k(m)
)
.
Then as elements of the set R∗k(m), we have
(
1
2n−k(m)
,
1
2n+k(m)+1
√
2
)
◦ α =
(
1
2n−k(m)
,
1 + 2n+k(m)
2n+k(m)+1
√
2
)
. (5.9)
By (5.8) and (5.9), we have m′(k(m);v′ ◦ α) ≡ m′(k(m);v′) (mod l), hence m(k(m);v ◦ α) ≡
m(k(m);v) (mod l). This completes the proof of the lemma. 
Lemma 5.3. Let l be a prime number. Let g be a modular function, and let us suppose that
gl = ∏0kn∏u∈R∗k g˜m(k;u)k,u . Then there exist integers m′(k;u) for all k (0  k  n) and u
(∈R∗k ) such that k(m′) k(m) and g = c
∏
0kn
∏
u∈R∗k g˜
m′(k;u)
k,u with c a constant.
Proof. The case k(m) = −1 is trivial. We proceed by induction on k(m)  0. Suppose that
k(m) = 0. Let f = n in Theorem 1.2. It is easy to see that R∗0 = R(Bn). Since n  1, we have
g˜0,u = cug0,u = cugu = cugˆu with cu a constant. Then Theorem 1.2 implies that the function g
can be written as a product of the functions gˆu with u ∈ R(Bn) up to a constant. This completes
the case k(m) = 0. Next, assume that k(m) 1. Since α → w ◦α is a one-to-one correspondence
between Gk(m)/Hk(m) and R∗k(m) (w = wk(m)), if we denote by R(Gk(m)/Hk(m)−1) a subset
of Gk(m) which gives a complete set of representatives of Gk(m)/Hk(m)−1, then we have
∏
u∈R∗
k(m)
g˜
m(k(m);u)
k(m),u =
∏
α,β
g˜
m(k(m);w◦αβ)
k(m),w◦αβ , (5.10)
where α (respectively β) runs through R(Gk(m)/Hk(m)−1) (respectively Hk(m)−1/Hk(m)). By
Lemma 5.2, we have m(k(m);w ◦ αβ) = m(k(m);w ◦ α) + l × m′(α,β) with m′(α,β) ∈ Z for
each (α,β). By these relations and Lemma 5.1, we have
(
gg−11
)l = k(m)−1∏
k=0
∏
u∈R∗
g˜
m(k;u)
k,u ×
∏
α∈G /H
g˜
m(k(m);w◦α)
k(m)−1,w′◦α , (5.11)k k(m) k(m)−1
3558 T. Takagi / Journal of Algebra 319 (2008) 3535–3566where w′ = wk(m)−1 and g1 = c1∏α,β g˜m′(α,β)k(m),w◦αβ with c1 a constant. Applying the induction
hypothesis for (5.11), we have the desired expression for g. This completes the proof. 
Theorem 5.1. The group F coincides with the group S .
Proof. By Proposition 5.1, it is sufficient to prove F = S∗. Since F/S∗ is a torsion group by
Theorem 3.1, if g ∈F , then some power of g belongs to S∗. Hence, it is sufficient to prove that
if l is a prime number, and if g ∈ F and gl ∈ S∗, then g ∈ S∗. This follows immediately from
Lemma 5.3. 
Remark 5.1. As stated in Section 5.1, this theorem holds also in the case n = 0.
5.3. Here we study the condition under which a product of the functions g˜k,u belongs to the
group F .
Let u be an element of A′k . Then (3) of Proposition 2.1 implies that if α ∈ Γ , then
g˜k,u
(
α(τ)
)= εu(α)ψu(α)g˜k,u(τ ). (5.12)
It is easy to verify that εu and ψu are both characters of the group Γ .
Let m(k;u) be an integer for each k (0 k  n) and each u ∈ A′k such that m(k;u) = 0 except
for a finite number of u. Put
g =
∏
0kn
∏
u∈A′k
g˜
m(k;u)
k,u . (5.13)
Then g belongs to the group F if and only if we have
∏
0kn
∏
u∈A′k
{
εu(α)ψu(α)
}m(k;u) = 1 (5.14)
for all α ∈ Γ .
For an element α of Γ , let us write
α =
(
1 + aN 2nb√2
2nc
√
2 1 + dN
)
(5.15)
with a, b, c, d ∈ Z. We write an element u of A′k with sign ε and type r as in (2.13). Then we
have that ψu(α) = ψ((α(h))(r)) where
(α(h))
(r) =
(
1 + aN 2n+hbr
2n−hcr∗ 1 + dN
)
, (5.16)
and that εu(α) = exp[ 2πi2 ξ ] where ξ is an element of Q satisfying
ξ ≡ 2n−har∗x(bx + 1)+ 2n+hdry(cy + 1)
+ bx
(
x
2n+hr
+ 1
)
+ cy
(
− y
2n−hr∗
+ 1
)
(mod 2Z). (5.17)
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Proof. Use (1.5), (5.16) and (5.17). 
Put G(3) = Γ/Γ (3O), and G(4) = Γ/Γ (2n+1NO). Then G(3) ∼= SL2(Z/3Z), and Γ/Γ (3 ·
2n+1NO) ∼= G(3) × G(4). Let α3 and β3 be elements of Γ such that α3 ≡
( 1 √2
0 1
)
(mod 3),
β3 ≡
( 1 0√
2 1
)
(mod 3), and also α3 ≡ β3 ≡ 12 (mod 2n+1N). Let α4, β4 and γ4 be ele-
ments of Γ such that α4 ≡
( 1 2n√2
0 1
)
(mod 2n+1N), β4 ≡
( 1 0
2n
√
2 1
)
(mod 2n+1N), and γ4 ≡( 1−N 0
0 1+N
)
(mod 2n+1N), and furthermore α4 ≡ β4 ≡ γ4 ≡ 12 (mod 3).
Lemma 5.5. The elements αl , βl (l = 3, 4), and γ4 generate the factor group Γ/Γ (3 · 2n+1NO).
Proof. Elementary. 
Lemma 5.6. ψu(γ4) = 1. εu(γ4) = 1, (−1)x, (−1)y according as h = ±n, h = n, h = −n, re-
spectively.
Proof. Easily verified by means of (1.5), (5.16) and (5.17). 
Lemma 5.7.
(1) ψu(α4) = exp[ 2πi2N (−2n+h−1Nr)]. εu(α4) = exp[ 2πi2N ξ1], where ξ1 is an integer satisfying
ξ1 ≡ 2n−hr∗x2 +Nx (mod 2N).
(2) ψu(β4) = exp[ 2πi2N (2n−h−1Nr∗)]. εu(β4) = exp[ 2πi2N ξ2], where ξ2 is an integer satisfying
ξ2 ≡ −2n+hry2 +Ny (mod 2N).
Proof. These can be proved by means of (1.5), (5.16) and (5.17) in a similar manner to [3,
Lemma 6.4]. 
Lemma 5.8.
(1) ψu(α3) = exp[ 2πi3 (2kr)]. εu(α3) = 1.
(2) ψu(β3) = exp[ 2πi3 (−2kr∗)]. εu(β3) = 1.
Proof. These can be proved by means of (1.5), (5.16) and (5.17) in a similar manner to [3,
Lemma 6.5]. 
By these lemmas and (5.14), we have the following:
Theorem 5.2. Let g be a function given by (5.13). Then g belongs to the unit group F if and only
if the relations (i), (ii) and (iii) hold:
(i) ∑0kn∑u∈A′k (2n−hr∗x2 +Nx − 2n+h−1Nr)m(k;u) ≡ 0 (mod 2N),
(ii) ∑0kn∑u∈A′k (2n+hry2 +Ny − 2n−h−1Nr∗)m(k;u) ≡ 0 (mod 2N),
(iii) ∑ ∑ ′ 2krm(k;u) ≡ 0 (mod 3).0kn u∈Ak
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the five elements αl , βl (l = 3, 4) and γ4. If we substitute the elements α4, β4 and α3 for α
of (5.14) and use Lemmas 5.7 and 5.8, we obtain the relations (i), (ii) and (iii) respectively. If we
substitute β3 for α of (5.14) and use Lemma 5.8, we obtain a relation (iii)′, which can be shown
to be equivalent to (iii) by the congruence 2r∗ ≡ r (mod 3). If we substitute γ4 for α of (5.14)
and use Lemma 5.6, we obtain the following relation:∑
u∈A′(1)n
xm(n;u)+
∑
u∈A′(−1)n
ym(n;u) ≡ 0 (mod 2). (5.18)
It is easy to see that (i) implies ∑
u∈A′(1)n xm(n;u) ≡ 0 (mod 2) and that (ii) implies∑
u∈A′(−1)n ym(n;u) ≡ 0 (mod 2). Thus, (i) and (ii) implies the relation (5.18). This completes
the proof. 
By Theorems 5.1 and 5.2, we have the characterization of the unit group F .
Theorem 5.3. The unit group F consists of all functions g of the form
g = c
∏
0kn
∏
u∈Rk
g˜
m(k;u)
k,u ,
where c ∈ k×N and m(k;u) are integers satisfying the relations (i), (ii) and (iii) of Theorem 5.2
where each A′k is replaced by Rk .
By (3.7), we see that the function ∏0kn∏u∈Rk g˜k,u, is a constant. This is the only relation
among the functions g˜k,u with u ∈Rk .
Remark 5.2. Lemmas 5.4–5.5 and Theorems 5.2–5.3 hold also in the case n = 0.
6. Calculation of the cuspidal class number of X1(22n+1)
6.1. Here we calculate the cuspidal class number. This section is similar to [3, Section 8].
Let I3 be the set of elements
∑
α∈G m(α)α of R (m(α) ∈ Z) which satisfy the following:
n∑
k=0
∑
α∈(Gk−Gk+1)/Hk
{
2n−ka(α)2t (α)+N}m(α)+ ∑
α∈(G(−1)n−1 −G(−1)n )/Hn−1
Nm(α)
−
∑
α∈G(−1)n
{
3
2
N + 2−na(α)N
}
m(α) ≡ 0 (mod 2N), (6.1)
n∑
k=0
∑
α∈(Gk−Gk+1)/Hk
{
2n−kb(α)2t (α)∗ +N}m(α)+ ∑
α∈(G(1)n−1−G(1)n )/Hn−1
Nm(α)
−
∑
(1)
{
3
2
N + 2−nb(α)N
}
m(α) ≡ 0 (mod 2N), (6.2)α∈Gn
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α∈G
t(α)m(α) ≡ 0 (mod 3). (6.3)
Here, for each α in G, the symbols a(α), b(α) and t (α) denote a(α0), b(α0) and t (α0),
respectively, where α0 is a representative of α in the group C. It is obvious that t (α0) does not
depend on the choice of α0. It can be shown that if α /∈ G(−1)n (respectively α /∈ G(1)n ), then the
residue class of 2n−ka(α0)2t (α0) (respectively 2n−kb(α0)2t (α0)∗) modulo 2N does not depend
on the choice of α0. Also it can be shown that if α ∈ G(−1)n (respectively α ∈ G(1)n ), then the
residue class of 2n−ka(α0)2t (α0) − 2−na(α0)N (respectively 2n−kb(α0)2t (α0)∗ − 2−nb(α0)N )
modulo 2N does not depend on the choice of α0.
Proposition 6.1. ϕ(divF) = I3θ.
Proof. Since the proof is similar to that of [4, Proposition 3.1], we omit it. 
By Proposition 6.1, we see that the cuspidal class number is equal to the index [Rc0 : I3θ ]. Put
μ =∑α∈G α.
Lemma 6.1. [R0 : Rc0] = 2a , where a = 22n−2(n2 + 3n)− n.
Proof. Exactly the same as [3, Lemma 7.1]. 
Remark 6.1. This number a coincides with that of [3, Lemma 7.1] if we put p = 2.
Lemma 6.2. ξ ∈ I3 and ξθ = 0 if and only if ξ ∈ Zμ.
Proof. Since deg(θ) = 0, we have μθ = (deg(θ))μ = 0. The fact μ ∈ I3 can be verified directly
by examining the relations (6.1), (6.2) and (6.3). (See also the proof of Lemma 6.7 below.) As
another proof, we can use the fact that the product g =∏0kn∏u∈Rk g˜k,u is a constant. Then g
belongs to F , so that μ ∈ I3 by Theorem 5.2 and the proof of Proposition 6.1. The rest of the
proof is similar to that of [3, Lemma 7.2], so we omit it. 
Let I3·23n−1 (respectively I0) be the set of elements of I3 such that the left-hand side of (6.3)
is congruent to 0 modulo 3 · 23n−1 (respectively equal to 0).
Remark 6.2. The numbers 12lp3n (in [3, Lemma 8.1]), 4 · 33n (in [4, Lemma 4.1]) and 3 · 23n−1
are equal to (p + 1)|G(1)| in each case.
Lemma 6.3.
[I3θ : I3·23n−1θ ] =
{
23n−4 if n 2,
1 if n = 1.
Proof. Let η = ξθ , where ξ = ∑m(α)α ∈ I3. Put d(ξ) = {∑α∈G t(α)m(α)}/3 (∈ Z). Then
the residue class of d(ξ) modulo 23n−1 depends only on η. In fact, let ξ ′ be another element
of I3 satisfying η = ξ ′θ . Then (ξ ′ − ξ)θ = 0; hence by Lemma 6.2, ξ ′ − ξ = kμ with k ∈ Z.
Since d(μ) = 23n−1, we have d(ξ ′) ≡ d(ξ) (mod 23n−1). Now, put ϕ(η) = d(ξ) (mod 23n−1).
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prove Im(ϕ) = 0 or 8Z/23n−1Z according as n = 1 or n 2, respectively. First, assume n = 1.
For any element ξ of I3, we have
∑
α∈G(1) m(α) ≡ 0 (mod 4) and
∑
α∈G(−1) m(α) ≡ 0 (mod 4)
by (6.1) and (6.2), respectively. This implies d(ξ) ≡ 0 (mod 4). Hence, we have ϕ(η) ≡ 0 (mod 4)
for all η ∈ I3θ . Namely, Im(ϕ) = 0. Next, assume n  2. For any element ξ of I3, we have∑
α∈G(1) m(α) ≡ 0 (mod 8) and
∑
α∈G(−1) m(α) ≡ 0 (mod 8) by (6.1) and (6.2), respectively.
This implies d(ξ) ≡ 0 (mod 8). Hence, we have Im(ϕ) ⊂ 8Z/23n−1Z. Put ξ = (N + 25) · 1G −
(N + 1)α + 6Nβ , where α (respectively β) denotes the element of G(1)n (respectively G(−1)n )
represented by
( 5 0
0 5
) (respectively ( 0 11 0 )). Then ξ is an element of I3. Since d(ξ) = 8(1 + 22n),
we have ϕ(η) ≡ 8(1 + 22n) (mod 23n−1) where η = ξθ . Let l be an integer satisfying (1 +
22n)l ≡ 1 (mod 23n−1). Then ϕ(lη) ≡ 8 (mod 23n−1), which implies Im(ϕ) = 8Z/23n−1Z. This
completes the proof. 
Lemma 6.4. I3·23n−1θ = I0θ .
Proof. Let d(ξ) be as in the proof of Lemma 6.3. Since d(μ) = 23n−1, we have μ ∈ I3·23n−1 . If
ξ ∈ I3·23n−1 , then d(ξ) = 23n−1k with k ∈ Z. Hence d(ξ − kμ) = 0; namely, ξ − kμ ∈ I0. This
implies I3·23n−1 = I0 + Zμ. By Lemma 6.2, we have I3·23n−1θ = I0θ . 
By Proposition 6.1, Lemmas 6.1, 6.3 and 6.4, we see that the cuspidal class number is equal to
[R0 : I0θ ]/2a+3n−4 or [R0 : I0θ ]/2a according as n 2 or n = 1, respectively, where a denotes
the integer in Lemma 6.1. For an element ξ =∑α m(α)α of R, let ξ+ =∑α∈G(1) m(α)α and
ξ− =∑α∈G(−1) m(α)α. Put s = (1/3)(2μ+ +μ−) (= (1/3)∑α∈G t(α)∗α), and θ ′ = θ − s.
Lemma 6.5.
(1) I0s ⊂ Zμ+.
(2) I0θ = R0 ∩ (I0θ ′ + Zμ+).
Proof. (1) Let ξ ∈ R. Since ξs = (1/3)(ξ+ + ξ−)(2μ+ +μ−), we have ξs = (1/3)[{2 deg(ξ+)+
deg(ξ−)}μ+ + {deg(ξ+)+ 2 deg(ξ−)}μ−]. If ξ ∈ I0, then deg(ξ+)+ 2 deg(ξ−) = 0. Hence ξs =
−deg(ξ−)μ+ ∈ Zμ+. This proves (1). (2) The inclusion ⊂ follows from (1). Let η = ξθ ′ + kμ+,
where ξ ∈ I0 and k ∈ Z. Suppose deg(η) = 0. Since deg(θ ′) = −deg(μ+), we have k = deg(ξ).
Put η1 = ξθ = ξθ ′ + ξs. By (1), ξs = k1μ+ with some k1 ∈ Z. Then we have again k1 = deg(ξ)
(= k). Hence η = η1 ∈ I0θ . This gives the reverse inclusion ⊃. 
By Lemma 6.5, we have the isomorphism
R0/I0θ ∼= (R0 + I0θ ′ + Zμ+)/(I0θ ′ + Zμ+). (6.4)
For an integer d , let Rd denote the set of ξ ∈ R such that deg(ξ) ≡ 0 (mod d).
Lemma 6.6. R0 + I0θ ′ + Zμ+ = R|G(1)|.
Proof. Similar to that of [3, Lemma 8.3]. 
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22n(2n+1 + 1)μ+.
Proof. We can verify that the left-hand side of (6.1) evaluated at μ+ (which is equal to the left-
hand side of (6.2) at μ−) is congruent to 0, N or 12N modulo 2N according as n  3, n = 2
or n = 1, respectively. Also the left-hand side of (6.2) evaluated at μ+ (which is equal to the
left-hand side of (6.1) at μ−) is congruent to 0, N or 32N modulo 2N according as n  3,
n = 2 or n = 1, respectively. (This implies that μ satisfies (6.1) and (6.2).) Thus evaluated at the
element ξ0, the left-hand sides of both (6.1) and (6.2) are congruent to 0 modulo 2N . As is easy
to see from (6.3), ξ0 ∈ I0. The rest of the proof goes similarly to that of [3, Lemma 8.4]. Also see
the proof of [4, Lemma 4.4], where another method for the calculation of deg(θ−) is given. This
method also works well for our case p = 2. 
Lemma 6.8. I0θ ′ + Zμ+ = I3·23n−1θ ′ + Zμ+.
Proof. The inclusion ⊂ is obvious. In the proof of Lemma 6.4, we obtained I3·23n−1 = I0 + Zμ.
Since μθ ′ = deg(θ ′)μ = −23n−1μ, we have I3·23n−1θ ′ = I0θ ′ + 23n−1Zμ. By Lemma 6.7,
23n−1μ = 2n × 22n−1μ = 2nξ0θ ′ + 23n(2n+1 + 1)μ+ ∈ I0θ ′ + Zμ+. This implies the reverse
inclusion ⊃. 
Lemma 6.9. The element θ ′ is invertible in the algebra RQ.
Proof. The proof goes similarly to that of [3, Lemma 8.6]. Write θ ′ = ∑a(χ)eχ . Then it is
sufficient to show a(χ) = 0 for all χ . Let χ0 be the non-trivial character of G/H0 defined in
Section 4.3. By Proposition 3.2, the definition of θ ′, Propositions 4.2, 4.3 and 4.4, we have
a(χ) = 2n−1B2,k,χ¯ = 0 (χ = 1, χ0), −22n−2(2n+1 + 1)/3 = 0 (χ = χ0), −23n−1 = 0 (χ = 1).
This proves the lemma. 
Now we consider the inclusion:
R ⊃ R|G(1)| ⊃ I3·23n−1θ ′ + Zμ+ ⊃ I3·23n−1θ ′. (6.5)
By (6.4), Lemmas 6.6 and 6.8, we see that the cuspidal class number is equal to [R|G(1)| :
I3·23n−1θ ′ +Zμ+]/w, where w = 2a+3n−4 or 2a (= 23) according as n 2 or n = 1, respectively,
and a denotes the integer in Lemma 6.1.
Lemma 6.10.
(1) [R : R|G(1)|] = |G(1)| = 23n−1.
(2) [I3·23n−1θ ′ + Zμ+ : I3·23n−1θ ′] = 23n(2n+1 + 1).
Proof. (1) Obvious. (2) Put l = 23n(2n+1 + 1). It is sufficient to prove that Zμ+ ∩ I3·23n−1θ ′ =
lZμ+. First, we prove the inclusion ⊂. Let ξθ ′ = kμ+ with ξ ∈ I3·23n−1 and k ∈ Z. Then ξ =
kμ+θ ′−1, where θ ′−1 is the inverse of θ ′ in RQ. Let ξ0 be the element defined in Lemma 6.7.
Then, the lemma implies lμ+θ ′−1 = 23n−1μθ ′−1 − 2nξ0 = −(μ + 2nξ0). Put η0 = μ + 2nξ0
(∈ I3·23n−1 ). Then ξ = (−k/l)η0. Since ξ ∈ I3·23n−1 and deg((η0)+) + 2 deg((η0)−) = 3 · 23n−1,
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from lμ+ = −η0θ ′. 
For two lattices A and B of RQ, let C be a lattice contained in A ∩ B . Then [A : C]/[B : C]
does not depend on the choice of C. We denote this number by [A : B]. It satisfies the usual
multiplicative property, namely [A : B] = [A : D][D : B]. In particular, we have
[R : I3·23n−1θ ′] = [R : Rθ ′][Rθ ′ : I3·23n−1θ ′]. (6.6)
Lemma 6.11. [R : Rθ ′] = 13 · 25n−3(2n+1 + 1)
∏
χ =1,χ0 |2n−1B2,k,χ |.
Proof. Let θ ′eχ = a(χ)eχ . Then [R : Rθ ′] = |detRQ(θ ′)| =
∏ |a(χ)|. The eigenvalues a(χ) are
given in the proof of Lemma 6.9. 
Lemma 6.12.
[Rθ ′ : I3·23n−1θ ′] =
{
3 · 27n if n 2,
3 · 28 if n = 1.
Proof. Since θ ′ is invertible, we have [Rθ ′ : I3·23n−1θ ′] = [R : I3·23n−1 ]. Let ϕ :R → (Z/2NZ)2 ×
(Z/3 · 23n−1Z) be the homomorphism defined by ϕ(ξ) = (ϕ1(ξ), ϕ2(ξ), ϕ3(ξ)), where ϕ1(ξ),
ϕ2(ξ), ϕ3(ξ) are the left-hand sides of (6.1), (6.2), (6.3), respectively. First, assume n  2. Let
φ1 : Z/2NZ → Z/8Z and φ2 : Z/3 · 23n−1Z → Z/8Z be the homomorphisms induced by reduc-
tion modulo 8. Put φ = φ1 ×φ1 ×φ2. Then φ is a homomorphism of (Z/2NZ)2 × (Z/3 ·23n−1Z)
onto (Z/8Z)3. Let A be the subgroup of (Z/8Z)3 consisting of all elements (x, y, z) which sat-
isfy x + 2y ≡ z (mod 8). Put G = φ−1(A). If we show ϕ(R) = G, then we have [R : I3·23n−1 ] =
|ϕ(R)| = |G| = 18 · (2N)2 · (3 · 23n−1) = 3 · 27n, which is the desired value. For an element
ξ =∑α m(α)α of R, we see
ϕ1(ξ) ≡
∑
α∈(G(1)n−2−G(1)n−1)/Hn−2
4m(α)
+
∑
α∈(G(1)n−1−G(1)n )/Hn−1
2m(α)+
∑
α∈G(1)n
m(α) (mod 8), (6.7)
ϕ2(ξ) ≡
∑
α∈(G(−1)n−2 −G(−1)n−1 )/Hn−2
4m(α)
+
∑
α∈(G(−1)n−1 −G(−1)n )/Hn−1
2m(α)+
∑
α∈G(−1)n
m(α) (mod 8), (6.8)
ϕ3(ξ) ≡
∑
α∈(G(1)n−2−G(1)n−1)/Hn−2
4m(α)+
∑
α∈(G(1)n−1−G(1)n )/Hn−1
2m(α)
+
∑
α∈G(1)
m(α)+
∑
α∈(G(−1)−G(−1))/H
4m(α)+
∑
α∈G(−1)
2m(α) (mod 8). (6.9)n n−1 n n−1 n
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ξ1 = −1G+α, ξ3 = 9 ·1G−α, and ξ2 = 8β−2ξ3, where 1G denotes the unit element of G, α the
element of G(1)n represented by
( 3 0
0 3
)
, and β the element of G(−1)n represented by
( 0 1
1 0
)
. Then
we have ϕ(ξ1) = (8,0,0), ϕ(ξ2) = (0,8,0) and ϕ(ξ3) = (0,0,8). This implies ϕ(R) ⊃ ker(φ).
Now, we see ϕ(1G) ≡ (1,0,1) (mod 8) and ϕ(β) ≡ (0,1,2) (mod 8). Since the group A is
generated by (1,0,1) and (0,1,2), this implies φ(ϕ(R)) ⊃ A. Thus, we have proved ϕ(R) = G.
Next, assume n = 1. Let φ1 : Z/2NZ → Z/8Z (respectively φ3 : Z/3 · 23n−1Z → Z/4Z) be the
homomorphism induced by reduction modulo 8 (respectively 4). Put φ = φ1 ×φ1 ×φ3. Then φ is
a homomorphism of (Z/2NZ)2 × (Z/3 · 23n−1Z) onto (Z/8Z)2 × (Z/4Z). (Note that 2N = 16
and 3 · 23n−1 = 12.) Let A be the subgroup of (Z/8Z)2 × (Z/4Z) consisting of all elements
(x, y, z) which satisfy x + 2y ≡ z (mod 4). Put G = φ−1(A). If we show ϕ(R) = G, then we
have [R : I3·23n−1 ] = |ϕ(R)| = |G| = 14 · (2N)2 · (3 · 23n−1) = 3 · 28, which is the desired value.
For an element ξ =∑α m(α)α of R, we see
ϕ1(ξ) ≡
∑
α∈(G(1)0 −G(1)1 )/H0
2m(α)+
∑
α∈G(1)1
m(α) (mod 4), (6.10)
ϕ2(ξ) ≡
∑
α∈(G(−1)0 −G(−1)1 )/H0
2m(α)+
∑
α∈G(−1)1
m(α) (mod 4), (6.11)
ϕ3(ξ) ≡
∑
α∈(G(1)0 −G(1)1 )/H0
2m(α)+
∑
α∈G(1)1
m(α)+
∑
α∈G(−1)1
2m(α) (mod 4). (6.12)
These imply the relation ϕ1(ξ) + 2ϕ2(ξ) ≡ ϕ3(ξ) (mod 4), so that we have ϕ(R) ⊂ G. Put ξ1 =
−1G + α, ξ3 = 9 · 1G + α, and ξ2 = 8β − ξ3, where 1G, α and β are the same as for n 2. Then
we have ϕ(ξ1) = (8,0,0), ϕ(ξ2) = (0,8,0) and ϕ(ξ3) = (0,0,4). This implies ϕ(R) ⊃ ker(φ).
Now, put ξ4 = −1G + γH0 and ξ5 = −β + δH0, where γ denotes the element of G(1)0 − G(1)1
represented by
( 1 √2√
2 1
)
, and δ the element of G(−1)0 − G(−1)1 represented by
(√2 1
1
√
2
)
. Then,
φ(ϕ(ξ4)) = (1,0,1) and φ(ϕ(ξ5)) = (0,1,2). Since these two elements generate the group A,
we have φ(ϕ(R)) ⊃ A. Thus, we have proved ϕ(R) = G. 
By (6.5), (6.6), Lemmas 6.10, 6.11 and 6.12, we obtain the cuspidal class number h1(22n+1)
as follows.
Theorem 6.1. The cuspidal class number of the modular curve X1(22n+1) is given by
h1
(
22n+1
)= 2e × ∏
χ =1,χ0
1
2
|B2,k,χ |,
where e = 2 + 2n+ 22n−2(n+ n2) for all n 1.
Remark 6.3. This formula coincides with that for the case p = 2,3 [3, Theorem 8.1].
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