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ABSTRACT
In the stable boundary layer (SBL) it is observed often that turbulence is not continuous in space and time.
This discontinuous, intermittent turbulence causes alternations from the mean evolution of the stratified atmo-
spheric boundary layer, which may result in an oscillatory type of behavior of the near-surface wind speed and
temperature. It is well known that intermittent turbulence in the SBL can be generated by various mechanisms.
This paper focuses on an intermittency generating mechanism that arises from a direct interaction of the lower
atmosphere (first tens of meters) with the vegetation surface, without interaction with the air aloft. It is shown
that the essence of this mechanism can be captured by a 1D bulk model of three coupled nonlinear differential
equations.
In the present paper, numerical runs with the model show that intermittent turbulence is most likely to occur
over land surfaces with low vegetation during clear-sky conditions in the presence of a moderate to low synoptical
pressure gradient. The existence of a vegetation layer has a strong influence on intermittency dynamics. Due to
its small heat capacity, the vegetation temperature is able to quickly respond to rapidly changing conditions.
This in turn affects the stability of the lower atmosphere, causing an important feedback mechanism.
In addition, it was found that intermittent behavior of SBL models occurs for various first-order closure
schemes with different stability functions. However, stability functions that allow turbulent transport beyond the
critical Richardson number effectively suppress intermittent–oscillatory behavior. Currently, the latter type of
formulations is often used in numerical weather prediction to prevent excessive SBL cooling in very stable
conditions.
The advantage of using a simplified SBL model, as proposed in the present paper, is that it allows an analytical
study of the system, which, in turn, allows theoretical predictions about the occurrence of intermittent SBL
behavior (see the companion paper).
1. Introduction
On clear nights with weak winds, a frequently ob-
served phenomenon is the weak and intermittent char-
acter of turbulence. Intermittent turbulence is charac-
terized by brief episodes of turbulence with intervening
periods of relatively weak or unmeasurable small fluc-
tuations (Mahrt 1999). In this study we indicate inter-
mittency by so-called ‘‘global intermittency’’ in a sense
that, in the periods of weak turbulence, eddies on all
scales are missing of suppressed. This type of inter-
mittency differs from the so-called ‘‘fine-scale inter-
mittency,’’ sometimes found in turbulence literature,
where fine-scale structures occur intermittently within
larger eddies (Mahrt 1989).
An example of this global intermittency is given in
Fig. 1. Figure 1 shows the development of the turbulent
heat flux near the surface during a clear night with rel-
Corresponding author address: Dr. B. J. H. Van de Wiel, Depart-
ment of Meteorology and Air Quality, Duivendaal 2, Wageningen
University, Wageningen 6701 AP, Netherlands.
E-mail: Bas.vandewiel@user.metair.wau.nl
atively weak winds. The measurements were obtained
from sonic measurements (5-min averages) of the Wag-
eningen Meteorology and Air Quality group during the
1999 Cooperative Atmosphere Surface Exchange Study
(CASES99) field campaign (for a general description of
this experiment see Poulos et al. 2000). The example
shows a clear alternation between strongly turbulent pe-
riods with large negative heat fluxes and more quiet
periods with hardly any heat flux. The discontinuous,
intermittent turbulence causes changes in the mean evo-
lution of the near-surface temperature and wind speed.
In cases when the period of the intermittent turbulence
is regular, this may result in oscillatory behavior of the
mean quantities. Therefore, in this text both ‘‘oscillatory
behavior’’ and ‘‘intermittency’’ refer to the same phe-
nomenon.
For comparison, the results of a clear night with
strong winds are shown, obtained during the same cam-
paign. A totally different behavior is visible with con-
tinuous turbulence resulting in an almost constant tur-
bulent heat flux during the night. This type of weakly
stratified cases is often found during nights with strong
winds and/or during nights with cloudy conditions.
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FIG. 1. Observed turbulent heat fluxes on two clear nights of 14–
15 and 17–18 Oct 1999, during the CASES99 field experiment, in
KS. The thick line represents a case with discontinuous turbulence
(i.e., globally intermittent), observed in conditions with light surface
winds. The dashed line represents a case with continuous turbulence
(i.e., not globally intermittent), observed in conditions with strong
surface winds.
The knowledge of the physical mechanism(s) behind
the intermittent behavior of turbulence in the stable
boundary layer (SBL) is still very limited, partly be-
cause of difficulties in measuring fluxes in weak, inter-
mittent turbulence. It is unclear whether intermittency
is generated by local shear effects, by instability on the
scale of the entire surface inversion layer or by turbu-
lence generated aloft diffusing to the surface [see review
on SBL issues by Mahrt (1999)]. Also, locally produced
waves formed by Kelvin–Helmholtz instabilities could
play a role in triggering turbulence bursts [e.g., Nappo
1991; also recently observed during CASES99 by Blu-
men (2001, personal communication)] as could the
transverse eddies produced by the inflection point mech-
anism (Thorpe and Guymer 1977).
In this study we focus on an intermittency mechanism
which results from a delicate interplay between radiative
cooling and turbulent mixing in presence of a pressure
gradient. This mechanism can be described as follows
(cf. Businger 1973): On clear nights thermal stability
may increase fast, compared to the existing wind shear,
due to the strong cooling of the surface. As a conse-
quence the gradient Richardson number increases con-
siderably and therefore turbulence is suppressed and,
eventually, collapses. This results in a decoupling of the
air from the surface. At this point, due to the very little
friction acting on the air, the omnipresent pressure force
starts to accelerate the air mass. Thus, shear increases
until Ri , Ricrit , eventually regenerating turbulence. As
a result of this turbulence both stratification and shear
are reduced quickly. Due to the strong surface radiation
the stratification soon intensifies, causing Ri to increase
so that turbulence is suppressed again. Now the whole
process starts over again. Several cycles of the behavior
sketched above results in an intermittent character of
turbulence in the stable boundary layer and oscillations
in the near-surface wind speed and temperature.
At present, it is not clear whether this mechanism
generates intermittent turbulence aloft—for example,
near the low-level jet (Vukelic and Cuxart 2000; Ha and
Mahrt 2001)—or that it generates intermittent turbu-
lence near the surface via a direct surface–atmosphere
interaction (Revelle 1993). In this study we confine our-
selves to the direct interaction of the lower stratified
atmosphere (first tens of meters) with the surface, with-
out considering interaction with the atmosphere aloft.
The intermittency caused by this interaction is referred
to in the following as atmosphere–surface intermittency
(ASI).
Following the results of Blackader (1979), Revelle
(1993) carried out a numerical study of SBL behavior
using a one-dimensional multilayer model. His model
uses a simple first-order turbulence closure for the air
layers with diffusion coefficients depending on the local
gradient Richardson number. The surface energy bal-
ance at the soil surface is solved for dry conditions.
Even with this simple model, the SBL shows intermit-
tent turbulent behavior near the surface for a certain
range of geostrophic wind speeds. Also the intermittent,
near-surface dynamics does not show interaction with
the developing low-level jet aloft. The period of the
intermittent turbulence calculated by the model varies
between ½ h to 4 h depending on the actual environ-
mental circumstances. The modeled periods are within
the range of experimental results obtained by others as
reported in Revelle (1993). Using a fog prediction model
with comparable turbulence parameterization, Welch et
al. (1986) clearly showed oscillatory behavior in radi-
ation fog, resulting in a series of fog dissipation and
redevelopment episodes. The same study also shows
oscillatory behavior of fog development in field obser-
vations. Note that, an alternative explanation for oscil-
latory behavior in a particular fog event at Cabauw was
given by Duynkerke (1991) in terms of gravity wave
theory.
McNider et al. (1995) carried out a theoretical study
on SBL dynamics. Although they did not explain the
oscillatory behavior of the models mentioned above,
their approach using bifurcation techniques applied to
a simplified model largely inspired the present work and
its companion paper (described below).
An understanding of the physics behind intermittent
turbulence and oscillations is of great practical impor-
tance for parameterization of the very stable boundary
layer for numerical weather prediction (NWP) purposes.
It is, for example, easy to understand why the commonly
used average flux–profile relationships will be violated
in intermittent flows: under these conditions the mean
fluxes are largely determined by the (relatively short)
bursting period, whereas the mean gradients are largely
determined by the longer quiet periods with large gra-
dients. This implies that no universal relationship can
be found between the time-averaged profiles and the
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mean flux. In practice, however, the effect of intermit-
tent turbulence is often parameterized by empirical cor-
rections to the surface layer similarity functions for con-
ditions of strong stability (Holtslag and de Bruin 1988;
Beljaars and Holtslag 1991). Furthermore for very stable
situations, these empirical corrections are needed to pre-
vent a decoupling of the atmosphere in NWP resulting
in too-low surface temperatures (Louis 1979; Beljaars
and Viterbo 1998). The decoupling phenomenon is
closely related to intermittency, because of the fact that
this decoupled system can become recoupled again by
the influence of increased shear forced by the pressure
gradient, leading to intermittent turbulence at the surface
(Derbyshire 1999). Later in this text, we will discuss
the effect of such empirical corrections on SBL model
behavior with respect to the intermittency phenomenon.
The purpose of this paper is to show that the main
mechanism behind ASI can be described with a simple,
nonlinear bulk model, consisting of a coupled system
of three nonlinear differential equations. This model
mimics oscillatory SBL behavior triggered by the in-
teraction between the bulk of the SBL and the under-
lying surface. Turbulence interactions with the overlying
atmosphere are ignored. The bulk model appears to de-
scribe the main features of the oscillatory SBL. The
main advantage of this approach is that it allows analytic
solutions, which (a) give more insight in the influence
of external (synoptic) forcings on the SBL development
and (b) give more insight in the internal system dynam-
ics of the complex interactions between the radiation
and turbulent processes.
The results of our approach are described in two pa-
pers: in part I the model is described and several nu-
merical solutions are presented, showing different re-
gimes of behavior. In a companion paper (hereafter de-
noted as Part II), analytic solutions will be presented.
Herein, it will be shown that the numerical results can
be generalized in such a way that the occurrence of
intermittent turbulence can be predicted from the eval-
uation of external parameters such as pressure gradient,
cloud cover, and surface roughness (an extended abstract
based on both papers is given in Van de Wiel et al.
2000).
In section 2 the model equations are given. In section
3 typical examples of the model dynamics are given.
The effect of different turbulence parameterizations on
the model outcome is discussed in section 4. Section 5
deals with the comparison of our results with earlier
studies. Finally, conclusions of this work are presented
in section 6.
2. Model setup
a. General description
Points of departure for the current model of the phys-
ics in the SBL are the conservation equations for mo-
mentum and heat. In the derivation of the model equa-
tions, it is our aim to reduce the complexity of the phys-
ical system to a minimum while preserving those phys-
ical processes which, according to the authors, are the
most relevant to study the present mechanism. In con-
nection with this aspect, Derbyshire (1999) argues that
even the simplest analysis needs to couple explicitly the
wind profile, temperature profile, and surface-heat bud-
get. As shown below, our model design is in compliance
with this statement. Furthermore, in section 3a, we will
show that the model behavior of this simplified model
resembles the behavior of more detailed models.
We designed our atmosphere–surface bulk model
with the following features:
1) It describes the interaction between the ‘‘bulk’’ of
the SBL and the underlying surface.
2) The surface is covered with a low vegetation layer.
3) There is no interaction (except for radiation) between
the turbulent SBL and the ‘‘free’’ atmosphere above:
at the top of the SBL the fluxes of momentum and
sensible heat are zero.
4) The depth of the SBL is taken constant (see section
2e).
5) The SBL is ‘‘dry;’’ that is, phase changes of water
variables are ignored and there is no surface evap-
oration.
6) It is a bulk model; that is, only the time evolution
of the depth-averaged temperature and wind speed
is considered.
7) A simple radiation scheme is used based on a quasi-
gray body approach for the longwave radiation emit-
ted and absorbed by the SBL, the surface and the
overlying ‘‘free’’ atmosphere, and clouds.
8) In the momentum equation, the Coriolis force is ne-
glected.
The third and eighth assumptions, above, are dis-
cussed in more detail because they limit the applicability
of the model results. Several observational studies (e.g.,
Caughey et al. 1979; Mahrt et al. 1979; Nieuwstadt
1984) of the SBL show a decrease of the turbulent fluxes
with height. In those cases, the height at which the fluxes
vanish is referred to as the boundary layer depth. The
present study is applicable to this type of condition
where there is no turbulent transport between the tur-
bulent SBL and the ‘‘free’’ atmosphere above. Basically,
the restriction to these special cases was made in order
to limit the complexity of the model (see Part II). This
restriction means that the present model cannot be ap-
plied in situations where the turbulence intensity in-
creases with height. These kinds of stable ‘‘boundary
layers’’ are also commonly observed [e.g., Smedman
(1988) and recent observations during CASES99 by L.
Mahrt (2001, personal communication); for a review of
these so-called ‘‘top-down boundary layers,’’ see Mahrt
(1999)]. Obviously, this kind of top-down transport may
influence SBL dynamics (McNider et al. 1995; Vukelic
and Cuxart 2000; also see discussion in section 5a).
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FIG. 2. The model system: state variables, fluxes, and model
domain. (See appendix A for list of symbols.)
Therefore, in the future, the present analysis could be
generalized by including this type of interaction.
The eighth assumption considers the fact that the Cor-
iolis force acts on the SBL with a timescale of a few
hours [e.g., 3 h at 458 latitude; Blackadar (1957)],
whereas the dynamics of the intermittent turbulent
boundary layer have a typical timescale in the order of
1 h (Revelle 1993). Furthermore, comparison of the pre-
sent model with the results of Revelle (1993), who in-
cluded Coriolis effects, reveals that Coriolis effects are
not essential for the intermittency mechanism to occur.
The consequence of this assumption is that, in the pre-
sent study, our pressure gradient term is, in fact, the
ageostrophic (or effective) pressure gradient term. In
other words, it is the pressure gradient in the direction
of the mean flow. This, has to be kept in mind when
interpreting the results.
Our physical model, sketched in Fig. 2, consists of
four layers:
• The (deep) soil, which is kept at a constant temper-
ature, TM; 2` , z , 0.
• The vegetation layer with depth d; 0 # z # d. [Within
this layer, at the bottom of the vegetation layer, a thin
mulch layer with thickness dm is present, which is
regarded as a resistance, not as a separate layer (see
section 2e).]
• The air layer, which has a constant depth h (the actual
SBL); d , z # h.
• The free atmosphere above the SBL (the longwave
radiation emitted by the free atmosphere does not vary
in time); h , z , `.
For this system, the basic equations for the layered
averaged wind speed ^U&, air temperature ^Ta& and veg-
etation temperature ^Ts& are given by (see appendix A
for list of symbols),
h ]U ]^U& h ]P 1
dz 5 h 5 2 1 (t 2 t ), (1)E h 0]t ]t r ]s rd
h ]T ]^T &a adz 5 hE ]t ]td
1 1
5 (R 2 R ) 2 (H 2 H ), and (2)h 0 h 0rc rcp p
d ]T ]^T & 1S Sdz 5 d 5 2 (G 2 G ). (3)E d 0]t ]t r cy y0
Equation (1) represents the conservation of momen-
tum for the depth-integrated SBL. The first term rep-
resents the pressure gradient, an external variable de-
termined by large-scale atmospheric processes. As be-
fore, this term represents the pressure gradient in the
direction of the mean wind (the effective pressure gra-
dient). The second term is the friction at the top and
the bottom of the SBL. The second and the third ex-
pressions are the energy conservation equations for the
SBL and the vegetation layer. Herein H stands for the
turbulent heat flux and R for the net longwave radiation
for the air layer at the top and the bottom of the SBL.
Parameters Gd and G0 represent the energy flux at the
vegetation top and the soil heat flux respectively. Note
that Gd 5 2Qnet 1 H0, with Qnet the net longwave ra-
diation at the vegetation top (Qnet positive downward;
Gd, H0 positive upward). In the next sections, a more
detailed description of the various process parametri-
zations are given. The detailed model equations are sum-
marised in appendix B.
b. Parameterization of turbulent fluxes
To solve Eqs. (1)–(3) the turbulent fluxes at the
boundaries of the atmospheric layer z 5 0 and z 5 h
are required. In our model we assume the turbulent flux-
es vanish at z 5 h, which means th 5 0 and Hh 5 0.
The turbulent fluxes at the boundaries are parameterized
in terms of bulk properties of the SBL; that is, a drag
law formulation is applied. Although, in literature, a
variety of drag law formulations are available (Csanady
1967; Blackadar and Tennekes 1968; Yamada 1976;
Louis 1979), the universality of drag laws is still under
question (Stull 1990). Especially at high stabilities when
fluxes are not constant with height and nonstationary
effects are present, those kinds of flux parameterizations
can be debatable (Delage 1997). Nevertheless, in our
opinion, it is useful to adopt a drag law formulation as
a first-order approximation to account for the basic feed-
back mechanisms between stratification, shear and tur-
bulence. Therefore a drag law is chosen considering the
following aspects:
• The drag law should possess the strong feedback
mechanism of stability on turbulent mixing efficiency
(i.e. dependent on some form of Ri number).
• The drag law should match with the integrated surface
layer profiles resulting from similarity theory.
Also, for the purpose of our analytical analysis (Part II),
the drag law formulation should be as simple as pos-
sible. As a matching case, the similarity functions of
Businger et al. (1971), based on extensive surface layer
946 VOLUME 59J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
FIG. 3. Overview of model longwave radiation components.
measurements, are chosen. This results in a drag co-
efficient (or turbulent exchange function) that is qua-
dratically dependent on the bulk Richardson number,
assuming a critical value of the latter of 0.2 (see section
3c; McNider et al. 1995; Derbyshire 1999). The surface
layer fluxes thus are calculated as,
2k
2 2t 5 ru* 5 r^U& · · f (R ); (4)0 b2h÷
ln1 2[ ]z0
2k
H 5 2rc · |^U& | · DT · · f (R ), (5)0 p b2h÷
ln1 2[ ]z0
where
DT 5 ^T & 2 ^T &,a S
g (^T & 2 ^T &)a SR 5 (h÷ 2 z ) · · ; andb 0 2T ^U&Re f
2Rbf (R ) 5 1 2 ; 0 # R # Rb b c1 2Rc
f (R ) 5 0; R . R . (6)b b c
A reference height h÷ has to be chosen, which is rep-
resentative for the SBL profiles. In situations with in-
termittent turbulence and oscillating mean variables,
SBL profiles will be time-dependent, causing the ref-
erence height to be a function of time. For simplicity,
an effective reference height, representing the bulk of
the SBL is defined, arbitrarily set at h/2. Furthermore,
in the model we assumed that Z0m 5 Z0H 5 Z0. For
notational convenience ^U&, ^Ta&, and ^Ts& will be re-
placed in the following by U, Ta, and Ts.
c. Parameterization of longwave radiation
In the model, a so-called ‘‘emissivity approach’’ is
adopted to describe the radiative characteristics of the
atmosphere. It is well-known that the lower atmosphere
does not emit or absorb longwave radiation in the fre-
quency range 8–14 mm, known as the atmospheric win-
dow (Paltridge and Platt 1976), and that it is almost
opaque outside this region. Therefore an apparent emis-
sivity is assigned to the lower atmosphere with a value
in the range 0.7–0.9. Also clouds play an important role
in the nocturnal surface radiation budget, because they
emit longwave radiation both outside and inside the at-
mospheric window range. This extra amount of radiation
is not absorbed by the air, but (almost) totally absorbed
by the surface. Although this extra radiative forcing,
strictly speaking, depends on the cloud cover, type, and
height of the clouds, a first-order approximation only
depending on cloud cover was adapted to simulate this
effect: cloud↓ 5 N · 60 W m22 (low-level clouds at
midlatitudes; Paltridge and Platt 1976).
For the vegetation surface the radiative budget reads
(Fig. 3)
4 4Q 5 « sT 1 N · 60 2 « sT .net a a s S (7)
From the amount of longwave radiation emitted by the
surface, only a part—«as (W m22)—is absorbed by4T S
the overlying air layer. The remaining part of the surface
radiation (i.e., the part emitted in the window range)
leaves the system.
Thus, the radiative budget for the air layer reads
4 4 4 4R 2R 5 (« sT 2« sT ) 2 (« sT 2« sT ),h 0 a Top a a a a a s (8)
assuming the same emissivity for the air layer and the
overlying air.
Next, for simplicity and for the purpose of our ana-
lytical analysis of the system equations (see Part II)
these equations will be linearized near a reference tem-
perature by applying a Taylor series expansion, which
leads to radiation terms linear in Ta and Ts. The line-
arized radiative budget for the air layer reads
3R 2 R 5 4« sT (T 1 T 2 2T ).h 0 a Ref s Top a (9)
The linearized radiative budget for the vegetation sur-
face reads
4 3Q 5 [2s (« 2 « )T 1 N · 60] 1 4« sT (T 2 T )net s a ref a ref a s
«s32 4« sT 2 1 · (T 2 T ).a ref s ref1 2«a (10)
The first term on the right side will be defined as the
isothermal net radiation:
4Q 5 2s(« 2 « )T 1 N · 60.i s a ref (11)
This isothermal net radiation is defined as the net
radiation that would occur under isothermal conditions.
It depends on the radiative properties «s, «a, and N of
the atmosphere and the vegetation cover, and determines
the maximum radiative forcing on the system. It is com-
parable with the isothermal net radiation as defined by
Monteith (1981) and by Holtslag and De Bruin (1988).
For example, under cloudless conditions with «a equal
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TABLE 1. Overview of model parameters and physical constants. The values given are used in the model runs, unless stated otherwise.
(Int. and ext. refer to internal and external variables/parameters, respectively; phy. is for physical.)
Symbol Description Type Value (reference) Units
U Wind speed Int. variable Variable (m s21)
Ta Air temperature Int. variable Variable (K)
Ts Surface temperature Int. variable Variable (K)
1 ]P
r ]s
Effective pressure force (per
mass)
Ext. parameter 2.0 3 1024 (m s22)
N Cloud fraction Ext. parameter 0.0 (—)
z0 Roughness length Ext. parameter 0.05 (m)
«a Air emissivity Ext. parameter 0.78 (—)
«s Surface emissivity Ext. parameter 1.0 (—)
Cy Heat capacity (per m2) of low
vegetated surface
Ext. parameter 2000 (J m22 K21)
lm/dm Bulk conductance of mulch/
stagnant air layer
Ext. parameter 2.5 (W m22 K21)
Tref Reference temperature Ext. parameter 285 (K)
h Boundary layer height ‘‘Int./ext.’’ par. (see
section 2e)
80.0 (m)
h÷ Reference height (h/2) ‘‘Int./ext.’’ par. (see
section 2e)
40.0 (m)
cp Heat capacity of dry air (at
constant pressure)
Phys. constant 1005 (J kg21 K21)
r Density of dry air Phys. constant 1.2 (kg m23)
Rc Critical bulk Richardson num-
ber
Phys. ‘‘constant’’ (see
section 3e)
0.2 (—)
g Gravity constant Phys. constant 9.81 (m s22)
k von Ka´rma´n constant Phys. constant 0.4 (—)
s Boltzmann’s constant Phys. constant 5.67 3 1028 (J K24 s21)
to 0.8, and «s equal to 1.0 this would result in a Qi of
275 W m22, which is a typical value of the isothermal
net radiation under those conditions.
d. Parameterization of surface temperature dynamics
In our model the surface temperature dynamics are
described by a simple soil–vegetation scheme. It is well-
known that the existence of a small (isolating) vege-
tation layer has a large impact on the development of
the nocturnal surface temperature (Duynkerke 1999). In
case vegetation is present, the direct influence of the
soil heat flux on the energy balance of the vegetation
top is limited. This effect results in much lower surface
temperatures for grassland than for bare soils or road
surfaces (Best 1998). Also, because of this limited in-
teraction and because of the small thermal inertia of the
vegetation layer, the vegetation temperature is able to
respond to quickly varying external forcings (Acevedo
et al. 2000). This rapid reaction of the surface temper-
ature has a direct impact on the stability of the lower
atmosphere, which, in turn, has important consequences
for the near-surface atmospheric dynamics. Of course,
this is particularly valid for situations with intermittent
turbulence. However, the influence of this sensitivity of
the vegetation temperature is not always considered in
modeling studies, because often the (slow) diurnal cycle
is studied.
Our soil–vegetation system consists of a thin vege-
tation layer with a small heat capacity. At the bottom
of this vegetation layer there is a thin, loose organic
mulch layer formed from dead plant material. Further
we assume that
1) the soil layer has a constant temperature (i.e., the
resistance of the mulch layer with nonturbulent air
is large compared to the resistance to heat transport
in the soil), and
2) heat within the small canopy is distributed instan-
taneously within the canopy, so that the vegetation
temperature is approximately equal to the vegetation
surface temperature.
Thus the heat budget of the vegetation layer is (cf.
Duynkerke 1999)
]T 1 lS m5 Q 2 H 2 (T 2 T ) , (12)net 0 S M[ ]]t C dy m
where Ts is the vegetation temperature, TM is the soil
temperature, and dm and lm are the thickness and con-
ductivity of the mulch layer. It is noted that value of
the bulk conductance (defined as lm/dm) of the mulch/
air layer in the vegetation (2.5 W m22 K21; Table 1) is
comparable with the value reported by Duynkerke
(1999; 3 W m22 K21), estimated from Cabauw mea-
surements over short grass. Parameter Cy stands for the
heat capacity of the vegetation per unit of area (J K21
m22) (Cy 5 ry cy d; see symbol list).
Note that the mathematical structure of (12) is such,
that, by using different parameters, it exactly describes
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FIG. 4. Transient run showing the time evolution of the surface
temperature during 10 h as calculated by the model.
the surface temperature dynamics of a homogeneous
(bare) soil, according to the well-known force–restore
method (Deardorff 1978). In section 3e this bare-soil
interpretation of the problem will be addressed.
e. Model equations and solving
The final model consists of the set of equations that
is given in appendix B. This set, derived in the previous
sections, describes the development of the air temper-
ature, the surface temperature and the wind speed in
time. The equations are integrated in time using a fourth-
order Runge–Kutta technique with a time step of 10 s.
The time integrations proved to be numerically stable
for all runs. It is noted that, except for the example in
section 3a, only stationary situations are considered.
This was done to enable a direct comparison between
the present numerical results and the analytical analysis
(Part II), which is valid for the equilibrium situation.
On average, stationarity is reached within 15 h, de-
pending on the initial conditions and the thermal prop-
erties of the atmosphere and of the surface. To be sure
about stationarity, runs after 30 h are shown. In advance,
it is noted that, in general, the dynamic model behavior
(the intermittency) does not differ much between the
transient period and the stationary period, enabling a
possible extension of the stationary results to more re-
alistic (i.e., transient) cases (see section 5).
The model variables Ta, Ts, and U are referred to as
internal variables, because they are time-dependent and
consequently have a range of values for one run in time.
It is noted that the bulk-Richardson number—which is
directly related to Ta, Ts, and U—is also a time-depen-
dent internal variable. On the other hand we will denote
surface roughness, surface and air emissivity, cloud cov-
er, and pressure gradient as external parameters. These
parameters, which are constant in time for each run,
determine the development of the internal variables. So
the physical behavior simulated by the model will de-
pend on the actual values of the external parameters. In
Table 1 the values of the parameters and constants used
in the model runs are given. Unless stated otherwise,
the results shown have been obtained with these values.
In Table 1 the boundary layer height h is referred to
as an external variable, because in our bulk model a
fixed a priori value was assigned to the boundary layer
height. This is in order to avoid model complexity for
our analytical analysis. In a real SBL this parameter is
part of the system itself, and thus a dependent internal
variable. As a model extension, one might think of pa-
rameterizing this height as a relaxation process in terms
of external variables such as pressure force and radiative
forcing (cf. Nieuwstadt and Tennekes 1981).
3. Model results
a. Transient behavior
An example of a 10-h transient run is shown in Fig.
4, which is compared qualitatively with the results of
an earlier study (not shown in Fig. 4) by Revelle (1993).
Revelle uses a one-dimensional model with the same
type of turbulence closure as in the present model. The
model differs from the present model by the fact that it
consists of a multilevel discretization, instead of a single
level discretization and that it incorporates Coriolis ef-
fects, whereas in the present study these effects are ne-
glected. In Fig. 4 a general decrease in surface tem-
perature is seen as is generally observed in nocturnal
conditions. Also after some time, sudden increases in
temperature are visible, which after a short time drop
back to the general trend. The occurrence of such tem-
perature peaks confirms the results of Revelle, who
showed that these peaks were related to intermittent
bursts of turbulence. The period of the temperature
peaks of about 1½–2 h is comparable with the periods
of temperature peaks reported by Revelle (i.e., 30–240
min). The peak height of 4–5 K agrees with the peak
height of the near-surface temperature of about 5 K as
in Revelle (see his Fig. 3). Thus, the truncated model
presented here essentially shows the same type of be-
havior as the more complex model. It is noted that tem-
perature peaks of the surface temperature with a mag-
nitude of several degrees are quite commonly observed.
Coulter and Doran (2000) for example observed a de-
crease and increase of surface temperature of about 4
K within 2 h during the CASES99 experiment. Acevedo
(2000) reported a temporal increase (13 K) in near-
surface temperature and humidity during intermittent
turbulence bursts.
Thus, the example in Fig. 4 shows that, the inter-
mittency mechanism described qualitatively in the in-
troduction, can be captured by a system of three coupled
nonlinear differential equations. Therefore, more insight
into the ASI can be gained by studying the dynamics
of this simplified system. In the next sections and in the
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FIG. 5. Variation of surface temperature Ts after 30 h (equilibrium
situation) for different values of the pressure gradient 2(1/r · ]P/]s).
companion paper (Part II) the behavior of the system
will be studied in more detail.
b. Flow regimes
In this section different model regimes are studied as
a function of the imposed effective pressure gradient.
The pressure gradient is of importance in the SBL be-
cause it provides mechanical energy favoring turbulent
mixing. Together with the amount of radiative surface
cooling this turbulent mixing determines the strength of
the nocturnal inversion (e.g., Andre´ and Mahrt 1982).
In the following it will be shown that not only the in-
version strength (mean state) of the SBL, but also the
dynamic behavior is strongly influenced by this pressure
gradient. In Fig. 5 the equilibrium value of the surface
temperature is shown for three cases with different pres-
sure gradients. Clearly, three different regimes are vis-
ible.
1) Weak (low) pressure gradient force: turbulent fluxes
are weak, resulting in the lowest surface temperature
corresponding to the strongest inversion. The solu-
tion has a nonoscillatory character.
2) Strong pressure (high) gradient force: turbulent flux-
es are strong, resulting in the highest surface tem-
perature corresponding to the weakest inversion.
Again, the solution has a nonoscillatory character.
3) Moderate pressure force: turbulent fluxes are alter-
nately weak and strong, resulting in intermediate, but
strongly oscillating surface temperatures (for a qual-
itative physical interpretation, see introduction).
The existence of three different regimes agrees with
the results of more complex models reported by Lin
(1990) and Revelle (1993). The three regimes are a re-
sult of a strong interplay between various coupled phys-
ical processes:
• Wind speed is a function of the surface roughness, the
pressure force and the stratification strength.
• The strength of the stratification is a function of the
emissivities of the atmosphere (including clouds) and
the land surface, and of the turbulent heat flux that,
in turn, is an implicit function of wind speed.
There is a further discussion on the physical interpre-
tation of the equilibrium system behavior in a com-
panion paper.
c. The oscillatory regime
In this section the oscillatory case of the previous
section is studied in more detail. In Fig. 6a the temporal
behavior of the internal model variables U, Ta, and TS
is shown. The pattern of TS, showing strong oscillations
is the same pattern as presented in Fig. 5. Contrary to
TS, this oscillatory behavior has almost disappeared in
the graph of Ta. This is not surprising, because of the
fact that the integrated air layer has a relatively large
heat capacity, so that the impact of the (relatively small)
intermittent fluxes is largely damped out. The height-
averaged wind speed clearly shows oscillatory behavior
with amplitude of about 1 m s21. The wind speed in-
creases during the quiet periods and decreases during
the turbulence bursts conforms to the mechanism de-
scribed in the introduction.
In the introduction it was argued that the oscillatory
behavior of the mean variables like temperature and
wind speed can be generated by intermittent turbulence
(that is, discontinuous, but regular). This is illustrated
in Fig. 6b, which corresponds to the same case as Fig.
5a. It is shown that the turbulent fluxes have a regular
intermittent character leading to an oscillatory behavior
of the mean variables. Also, for the intermittent case,
the transport of turbulent heat flux (peak values of 233
W m22) and momentum flux (peak values of 0.25 m
s21) is well correlated, in contrary to transport by linear
gravity waves (e.g., Kondo et al. 1978). This coupled
transport of heat and momentum is controlled by the
dynamics of the bulk Richardson number, which strong-
ly influences the mixing efficiency of turbulence, via
the turbulence exchange function f (Rb/Rc) (see Fig. 6c).
In most cases (not shown here), the maximum value of
(Rb/Rc) exceeded the value 1, resulting in periods with
no turbulent transport, alternating with turbulent bursts.
In some intermittent cases however, (Rb/Rc) did not
cross the value of 1, which means that during inter-
mittent turbulence the flow does not need to become
completely laminar during calm periods, although it be-
comes very weakly turbulent. Thus Fig. 6c is an in-
between case with Rb/Rc hardly exceeding 1.0. With
respect to the discussion above it is noted that we adopt-
ed (Rb/Rc) , 1 (with Rc equal to 0.2 for the reasons
explained in section 2b) as a sufficient condition for the
onset of turbulence, using an empirical bulk Richardson
number rather than a gradient Richardson number. Gen-
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FIG. 6. (a) Behavior of the surface temperature Ts, air temperature
Ta, and the wind speed U in a situation with intermittent turbulence.
(b) Behavior of the sensible heat flux and the friction velocity in a
situation with intermittent turbulence. (c) Behavior of the normalized
bulk Richardson number Rb (Rb/Rc) turbulent exchange function
f (Rb), in an equilibrium situation with intermittent turbulence.
TABLE 2a. Amplitude of surface temperature Ts as a function of
external forcing parameters 2(1/r · ]P/]s), N, and «a. The bold num-
bers represent the reference values from Table 1.
Parameter
21/r · ]P/]s (31024) (m s22)
Amplitude Ts (K)
N (—)
Amplitude Ts (K)
«a (—)
Amplitude Ts (K)
0.5
0
0.00
4.1
0.70
5.9
1.0
3.1
0.25
2.9
0.78
4.1
2.0
4.1
0.50
0.8
0.82
3.0
4.0
3.3
0.75
0
0.86
1.5
8.0
0
1.00
0
0.90
0
erally, the theoretical condition (Ri/Rc) , 1 is only a
necessary condition for the onset of turbulence [with Rc
equal to 0.25; Miles (1961)].
d. Sensitivity to forcing parameters
In this section the sensitivity of the model to different
atmospheric forcing parameters is investigated. In a
companion paper (Part II) the results of sections 3d and
3e are generalized by introducing a dimensionless pa-
rameter from which the model behavior can be pre-
dicted.
In Table 2 a few forcing parameters are varied com-
pared to their reference value (shown in bold in Table
2; only a single parameter is varied at a time). The
amplitude of the equilibrium surface temperatures are
given, with zero amplitude corresponding to the non-
oscillating cases. In Fig. 5 it was shown that the value
of the pressure gradient has a large influence on the
different model regimes. This fact can also be found in
Table 2 which shows no surface temperature amplitude
at very low and high values of the pressure gradient,
and large amplitudes at moderate pressure gradients. At
the same time, it can be seen intermittent turbulence is
more readily expected in situations with high radiative
forcing, that is, low values of cloud cover (N) and at-
mospheric emissivity (ea) (Table 2). This follows the
intuitive perception that no intermittency is expected
under near-neutral stability conditions. Thus, it is con-
cluded that intermittent turbulence is expected to occur
during nights with clear skies in the presence of mod-
erate to rather small pressure gradients.
e. Sensitivity to local surface parameters
The relation between intermittency and land surface
characteristics is studied by investigating the sensitivity
of the model to local surface parameters (Table 3). From
Table 3 it can be seen that both the heat capacity of the
vegetation layer and the bulk conductance (here defined
as lm/dm) of the thin mulch–nonturbulent air layer are
important parameters controlling the amplitude of the
vegetation temperature: a vegetation layer with a small
heat capacity and a low conductance to the upper soil
is able to respond quickly to changing external forcings
allowing a rapid change of stability in the lower at-
mosphere.
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TABLE 2b. Amplitude of surface temperature Ts as a function of local surface parameters z0, Cy , and lm/dm. The bold numbers represent
the reference values from Table 1.
Parameter
z0 (m)
Amplitude Ts (K)
Cy (J m22 K21)
Amplitude Ts (K)
lm/dm (W m22 K21)
Amplitude Ts (K)
0.025
2.5
10 000
0
10.0
0
0.050
4.1
5000
0
5.00
0
0.100
4.9
2000
4.1
2.50
4.1
0.300
5.9
1000
6.9
1.25
6.6
1.000
6.6
500
8.7
0.625
8.3
Table 3 also shows that larger oscillations of surface
temperature are expected over rough surfaces than over
smooth surfaces. Thus, the results of Table 3 clearly
show that the intermittent surface–atmosphere dynamics
are very sensitive to the surface characteristics. This
means that for this type of intermittency modeling, a
rather detailed description of physical surface charac-
terics is needed to model the rapid surface temperature
fluctuations found in these circumstances.
In this light it is interesting to know what would
happen above a bare soil surface or over an ocean. To
look at this aspect we first point out the following: math-
ematically, Eq. (12), which describes the temperature
development of a vegetation, is exactly equivalent to
the well-known force–restore method. This method uses
an analytical solution for a (single-mode) sinusoidal
forcing on a homogeneous soil to describe the temporal
evolution of the surface temperature (e.g., Deardorff
1978). According to this method, the equation for the
surface temperature over a bare soil is given by:
]T 2S 5 (Q 2 H ) 2 v(T 2 T ), (13)net 0 S M]t r c dg g g
where rg is the density (in kg m23) and cg (in J kg21
K21) is the heat capacity of the soil; v(52p/period) (in
rad s21) is the angular frequency of the external forcing
and TS (in K) and TM (in K) are the surface and deep
soil temperature, respectively. The so-called e-folding
depth dg (in m) depends on both the thermal properties
of the soil as well as on the frequency of the imposed
forcings:
2lgd 5 , (14)g !vr cg g
where lg (in W m21 K21) is the conductivity of the soil.
The force–restore method is often applied for modeling
the diurnal cycle of the surface temperature for which
the period is known. This contrary to the present in-
termittent case, where this a priori choice is not evident.
Based on our earlier results (section 3a) and on the
results of Revelle (1993) periods of 30 min, 1½ h, and
4 h are used as a test case (in principle it is also possible
to find the period in an iterative way). Model simulations
were performed for three different soil types:
1) dry sand (lg 5 0.30 W m21 K21, rg 5 1.6 · 103
kg m23, cg 5 0.80 · 103 J kg21 K21, and dg 5
0.012–0.033 m);
2) wet sand (lg 5 2.2 W m21 K21, rg 5 2.0 · 103 kg
m23, cg 5 1.48 · 103 J kg21 K21, and dg 5 0.021–
0.058 m); and
3) clay (lg 5 1.18 W m21 K21, rg 5 1.8 · 103 kg m23,
cg 5 1.25 · 103 J kg21 K21, and dg 5 0.017–0.049
m).
The model results were the same for the different soil
types: none of the soil types shows intermittent behavior.
This is caused by the fact that the soil heat capacity and
its conductivity are large compared to the vegetated
case, which prevents a rapid surface cooling. Keeping
in mind the limitations of the force–restore method it
is concluded that, according to the present model, in-
termittency is not easily found above a homogeneous
bare soil. Of course, inhomogeneous (e.g., crusted or
tilted) soils will behave differently. Also, intermittency
having another origin than the present mechanism, may
still occur. We may extend these bare soil conclusions
to oceans: due to the extremely large heat capacity of
water it is likely that the intermittent surface–atmo-
sphere dynamics will not occur above a large water
surface.
4. Impact of turbulence parameterization
a. Stability functions
In this section we will investigate the effect of the
turbulence parameterization on the model outcome by
comparing different types of stability functions. In Fig.
7 a few examples of such stability functions are given
as a function of the bulk Richardson number. The ra-
tionale behind these functions differs from one to an-
other, reflected in the different shapes of the stability
functions. The quadratic and the linear stability func-
tions, for example, assume the existence of a critical
(bulk) Richardson number, beyond which no turbulent
transport is possible. This clearly results in a sharp cut-
off of the stability function at this critical value of the
bulk Richardson number. On the other hand, some of
the other functions assume no critical bulk Richardson
number resulting in a ‘‘broad tail’’ of the stability func-
tion. For example, the formulation of Beljaars and
Holtslag (1991) allows some turbulence transport event
at high Richardson numbers to account for nonstation-
ary effects such as the occurrence of intermittent tur-
bulence. The well-known Louis functions (Louis 1979)
show broad tails resulting in relatively high values of
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FIG. 7. Various stability functions for turbulent exchange as a func-
tion of the bulk Richardson number. The dots correspond to the time-
averaged (30 min) values of the stability function during an inter-
mittent run with the original quadratic stability function used in each
time step.
FIG. 8. Calculated stability functions f m(Rb) for oscillatory situa-
tions in the equilibrium, using conditional and nonconditional sam-
pling. For comparison the original quadratic stability function used
in the model is given.
the stability function at large Rb numbers. Although the
Louis functions are not based on observational material,
they are of great practical use in operational weather
forecast models. They produce higher and more realistic
surface temperatures in conditions of strong stratifica-
tion, resulting in a better model performance than with
the more observationally based stability functions (Bel-
jaars and Viterbo 1998). This is related to the fact that
modeling with the observationally based stability func-
tions easily causes a decoupling of the atmosphere with
the surface due to the small turbulent exchange at high
stability (Beljaars and Holtslag 1991; Derbyshire 1999).
Finally, we mention the formulation of Mahrt (1987),
that accounts for subgrid fluxes due to terrain hetero-
geneity. In this study only homogeneous situations are
considered, which means that the Mahrt formulation
does not apply. Nevertheless, considering the very broad
tail of this stability function, it is likely that the results
of Mahrt’s functions would have been comparable with
those of the Louis functions.
b. Modeled stability functions for the intermittent
case
A novel and interesting result in Fig. 7 is given by
the dots, which represent the time-averaged values of
the stability function during a transient run with oscil-
lations (as in Fig. 4), with the original quadratic stability
function used instantaneously during each model time
step. During the first 8 h of a transient run, half-hour
averages of wind speed, temperature, and turbulent flux-
es were calculated as is common practice in observa-
tional studies. From these half-hour fluxes and gradients,
the mean Richardson number and stability functions f m
and f h were calculated (only f m is given in Fig. 7). We
observe that the explicit modeling of the intermittent
turbulence is reflected in the (small) tail behavior of the
stability function, although the original quadratic sta-
bility function shows no tail. This confirms the earlier
statement that stability function with broad tails can be
regarded to some extent as time-averaged parameteri-
zations of intermittency and nonstationary effects. Also,
due to the intermittent character of the turbulence, the
uniqueness of the (averaged) flux profile relationship is
gone. This is mainly due to the fact that the mean gra-
dients are largely determined by the relatively long quiet
period with little turbulence, while the fluxes are largely
determined by the short bursting period. This means that
a direct link between the flux and the gradient cannot
exist.
By sampling at fixed times (as is common practice),
extreme cases, such as 90% of the time interval with
laminar flow and 10% turbulent flow, are easily includ-
ed, causing large scatter in the time-averaged stability
function (for reasons given above). This scatter can be
reduced if one samples conditionally over a complete
intermittent period (i.e., over both a laminar and a tur-
bulent period), so that the time-averaged profiles and
fluxes are more representative for the sampling period.
In Fig. 8, stability functions are compared for the con-
ditional and the nonconditional sampling case, calcu-
lated for the same equilibrium run. From this figure it
is concluded that, by using conditional sampling, a bet-
ter estimate of the ‘‘mean’’ gradients and fluxes during
intermittent turbulence is made, resulting in a stability
function that resembles more the original Businger–
Dyer function. Of course, some scatter remains present,
due to the ‘‘non uniqueness’’ of the flux profile rela-
tionships in intermittent conditions.
It is noted that in Fig. 8, other than in Fig. 7, the
(bulk) Richardson numbers are calculated by dividing
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FIG. 9. Transient runs for different turbulent parameterizations
f m,h(Rb), showing the time evolution of the surface temperature Ts
during 10 h as calculated by the model.
the total buoyancy destruction [}S(Ta 2 Ts)] by the
total shear production (}S U 2). This somewhat different
averaging procedure is done because, strictly speaking,
2
± for a nonstationary situation. The use of a2U U
different averaging procedure for the Richardson num-
ber, however, had very little effect on the results.
c. Transient runs for different stability functions
To investigate the effect of the shape of the stability
functions on the SBL dynamics, 10-h transient runs of
the surface temperature were generated and are plotted;
Fig. 9 corresponding to the different stability functions
showed in Fig. 7. For all runs, the same set of parameters
given in Table 1 are used. It can be seen that the general
decrease in surface temperature is comparable for the
different parameterizations. On the other hand, for this
particular set of parameters, oscillatory behavior with
intermittent turbulence occurs for two stability functions
only. Both oscillatory runs correspond to stability func-
tions with a sharp cutoff, that is, stability functions that
assume the existence of a critical Richardson number,
beyond which no turbulent transport is possible. To in-
vestigate if the sharp cutoff in the stability function is
responsible for the oscillatory behavior, a number of
additional runs with the noncutoff turbulent parameter-
izations were carried out. It turned out that for these
stability functions oscillatory solutions are also possible.
For example, a run with the exponential stability func-
tion using different values of Cy (500 J m22 K21) and
roughness length (0.5 m), produces intermittent turbu-
lence with oscillatory behavior in the surface temper-
ature with a period of about 1 h. Using the same values
and doubling the pressure gradient (8.0 · 1024 m s22),
the Beljaars–Holtslag functions also produce oscillatory
behavior with a period of about half an hour. Thus a
sharp cutoff is not necessarily responsible for oscilla-
tory behavior, which confirms the finding of Derbyshire
(1999) stating that such a cutoff is not a necessary con-
dition for SBL decoupling. On the other hand, multiple
runs show that a broad tail in the stability functions is
able to suppress oscillatory behavior, so that the set of
physically realistic parameters causing oscillatory be-
havior becomes smaller for these type of functions. Thus
a nonoscillatory solution is more likely when the sta-
bility function attains a limited value at high Ri num-
bers. Specifically the Louis formulation (1979) has such
a broad tail that intermittency is not observed within
the physically realistic parameter space. Thus, the use
of broad-tail stability functions can be of practical use
in numerical weather prediction, if one does not want
to resolve oscillations.
5. Discussion
a. Comparison with previous work
The results from the numerical analysis with the one-
layer model generally shows agreement with the be-
havior of the model results of Revelle (1993). Oscil-
lating as well as nonoscillating regimes are encountered
in both studies. It is worthwhile to note that, although
a multilayered model up to 1 km is used by Revelle,
the oscillating dynamics only occur in the lowest two
model levels up to 10 m. His results show that at 30 m
the atmosphere is decoupled from the surface and fol-
lows an inertial oscillation, as commonly observed in
stable boundary layers (albeit mostly at higher levels).
This is directly related to the fact that above 10 m the
Richardson number is above the critical value. Revelle’s
use of two different values for the critical Richardson
number for the surface layer (0.4) and the above surface
layer (0.25) could have some influence, although it is
noted by Revelle that a single Richardson criterion gives
the same results for low geostrophic wind speeds (,5
m s21), that is, the range where the oscillatory behavior
occurs. The fact that the oscillation dynamics only occur
below 30 m in the example shown by Revelle, favors
the use of a simple approach using a one-layer model
in the present study.
Recently, an interesting study with different turbu-
lence parameterization was carried out by Vukelic and
Cuxart (2000). In their analysis they use an SBL model
with a simplified second-order turbulence closure
scheme [prognostic turbulent kinetic energy (TKE)] and
apply constant surface forcing by prescribing the tur-
bulent heat flux at the ground level. They show that
oscillatory behavior (period of about 40 min) in the wind
speed and the TKE production occurs in the upper part
of the low-level jet. Because constant surface forcings
are applied, they can not reproduce the intermittency,
which was actually observed from measurements close
to the ground. Instead, the model runs showed a ground
level decoupled from the dynamics above.
Derbyshire (1999) reviews the decoupling phenom-
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enon, which is defined as a cessation of turbulent trans-
port between the surface and the atmosphere. In a sit-
uation with intermittent turbulence, also the surface lay-
er itself temporarily becomes decoupled from the sur-
face during quiet periods. So the decoupling process is
closely related to the oscillatory behavior of turbulence
as discussed in this text. Derbyshire shows that several
SBL schemes seem to allow decoupling. Furthermore
his analytical analysis, on a simplified Couette flow with
no pressure force and Coriolis effects, shows that de-
coupling can be interpreted as a process driven by pos-
itive feedbacks between the surface temperature and the
SBL parameterization, slowed down by soil thermal in-
ertia. It is shown that the decoupling process is sensitive
to the surface roughness and the soil thermal properties,
which is confirmed by our results. Although in his article
the possible recovery of the SBL (i.e., restored SBL–
surface interaction) after a period of decoupling is not
studied, Derbyshire mentions the importance of the
large-scale pressure gradient on this SBL recovery (by
acceleration leading to an increase of wind shear).
McNider et al. (1995) use a simplified, two-layer SBL
model, with the same kind of parameterization as pre-
sented in this paper to study SBL dynamics. They report
some oscillatory behavior of the mean variables for cer-
tain parameter ranges, which confirms the results of this
study. Contrary to our results however, they report dou-
ble-valued equilibrium solutions for certain values of
the external parameters. For example two values of Ueq,
Ta,eq, and Ts,eq are found for a particular combination of
external parameters. The existence of multiple solutions
could have strong implications for the predictability of
the SBL in the sense that even slight changes in initial
conditions would lead to quite different solutions for
temperature and wind speed. The difference in model
behavior between both studies can be explained by the
use of different boundary conditions. In our study at the
upper model boundary the turbulent fluxes are assumed
to be zero (prescribed fluxes). In the study of McNider
et al. at the model boundary, the potential temperature
and the wind speed (geostropic) are prescribed, allowing
turbulent interaction between the actual model and the
higher levels. Imposing this kind of boundary condition,
two types of equilibrium solutions are basically possi-
ble: (1) the overlying air is decoupled from the model
layer—in this case the equilibrium solution of the model
basically follows our results, where the momentum of
the model layer is supplied by the pressure force; and
(2) the overlying air interacts with the model layer—in
this situation extra momentum and heat from above are
supplied to the model domain, resulting in an equilib-
rium solution different from the situation without this
transport.
The numerical studies mentioned above show, that
the basic intermittency mechanism, caused by the in-
teraction between radiative cooling, pressure force, and
the effect of stratification on turbulent mixing, is a pos-
sible candidate to be responsible for the observed in-
termittent behavior of the SBL. At the same time it is
not clear at what level this intermittency is generated.
Are the turbulent bursts generated close to the jet and
transported downwards, or are they generated near the
ground caused by the atmosphere–surface interaction
(this paper)? It is clear that there is a need for experi-
mental evidence (such as the CASES99 experiment;
Poulos et al. 2000) that can provide more information
about SBL dynamics, improving our knowledge about
stable boundary layers.
b. Practical/experimental issues
In this study, a simple conceptual bulk model is de-
veloped to study SBL dynamics. Although such an ap-
proach has theoretical advantages, it requires special
attention to practical/experimental issues. Due to the
simplifications and assumptions, details are lost and re-
sults must be interpreted carefully. Below, some prac-
tical aspects are addressed that show why direct com-
parison of the model results with measurements is not
straightforward:
• Most of the results, like the sensitivity analysis (Tables
2 and 3), were obtained for the equilibrium situation,
which is reached no earlier than after 10–15 h, de-
pending on the actual parameter values (section 2e).
It is clear that most of the nocturnal boundary layers
are not in equilibrium at all (e.g., Nieuwstadt et al.
1981). Therefore, for several runs, we compared the
equilibrium model behavior with its transient behav-
ior, with respect to the oscillations. It turned out that
in most cases, the differences were only marginal, with
slightly larger periods and amplitudes occurring in the
transient period (e.g., compare Figs. 4 and 5).
• The assumption that the external parameters (e.g.,
pressure gradient and cloud cover) are constant during
the night will be violated in practice (the same goes
for the boundary layer height).
• Also, the assumption of horizontal homogeneity will
be violated in practice. Not only synoptical parame-
ters, but also surface characteristics vary in space.
Without extending the present framework to 2D or 3D
equivalents, the influence of inhomogeneity on inter-
mittent surface–atmosphere dynamics can not be as-
sessed.
• Although, predictions about the oscillatory behavior
of the surface temperature can be easily verified, os-
cillations in the integrated values of mean variables
will be more difficult to obtain: the values have small
amplitudes and the height-integrated signal will be
blurred by uncertainties in the SBL height estimations.
In addition, some important processes in the SBL
such as dew/fog formation, advection, drainage flow and
wave activity processes, are neglected. So in case the
above-mentioned processes are important, the applica-
bility of the model is limited. Nevertheless, in our opin-
ion, this model could serve as a framework for future
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theoretical and experimental research on this intermit-
tency mechanism.
6. Conclusions
This paper focuses on an intermittency-generating
mechanism that results from a direct interaction be-
tween the lower atmosphere and the surface. In this
idealized case, interaction of the near-surface atmo-
sphere with the low-level jet and/or elevated turbulence
is not considered, despite their possible relevance to
SBL dynamics. Also, the influence of other effects, often
found in real SBLs, such as advection, gravity waves,
drainage flows, and dew formation, is not considered.
In future work, the present framework could be extended
by incorporating these processes.
The main conclusion of this paper lies in the fact that
this complex intermittency–atmosphere surface inter-
mittency (ASI)—can be captured by a coupled system
of only three nonlinear differential equations. This re-
duced system possesses the most essential elements of
the SBL: buildup of stratification associated with a
strong cooling of the surface by longwave radiation,
supply of mechanical energy by the (ageostrophic) pres-
sure gradient, and the limiting effect of stratification on
turbulent mixing efficiency. It is also shown that both
intermittent (oscillatory) and nonintermittent (nonos-
cillatory) regimes are found for different sets of external
parameters. This result is confirmed by some others
(e.g., Revelle 1993) with more detailed model config-
urations.
The reduction of the process complexity to a simple
bulk system makes it possible to study this system an-
alytically. In a companion paper an analytical system
analysis is made, which leads to an explicit equilibrium
solution of the system. By using analytical bifurcation
theory the present numerical results are generalized
such, that the occurrence of intermittent/oscillatory
model behavior can be predicted from evaluation of the
external parameters (see companion paper, Part II).
We found that intermittent turbulence is expected to
occur in nights with clear skies in the presence of a
moderate-to-rather-small (ageostrophic component of
the) pressure gradient. Furthermore, it is found that the
presence of a vegetation layer largely influences SBL
dynamics. Due to the low heat capacity of the vegetation
in combination with its isolating properties (stagnant air
in the lower part of the canopy), its surface temperature
may change rapidly on changing turbulent heat fluxes.
This change in surface temperature in turn has a direct
effect on the radiation and turbulent heat budgets, caus-
ing an important feedback mechanism, which may lead
to instability (see Part II). According to the authors, any
modelling of ASI should therefore include the possi-
bility of a vegetation layer (or another isolating layer
such as a snow layer). It was also found, that ASI is
less likely to occur over bare soil surfaces, and unlikely
to occur over large water surfaces, due to higher heat
capacities and conductivity preventing rapid changes of
surface temperatures.
A comparison on turbulence parameterization shows
that the general shape of the stability functions (i.e., the
limiting effect of stratification on turbulent mixing) is
an important feedback mechanism in SBL modeling. In
principle, a broad class of stability functions allow os-
cillatory behavior of SBL models. However, the shape
of the tail of the stability functions plays an important
role in suppressing this oscillatory behavior. Further-
more, it was shown that, in practice, a stability function
with a sharp cutoff at the critical Richardson number
effectively shows tail behavior when time averages are
used. This is a consequence of averaging oscillatory,
nonlinear processes, especially when nonconditional
sampling is applied.
From the number of mechanisms that can cause an
intermittent character of turbulence in the SBL, only
one is considered in the present study. Currently, it is
not clear if the different intermittency mechanisms are
related to each other and where they occur in the SBL.
For example, it is not clear whether turbulence bursts
can be generated near the ground, or if they are gen-
erated near the low-level jet and transported downward.
Therefore extensive experimental studies such as CAS-
ES99 (Poulos et al. 2000) are needed to clarify this issue
and improve our knowledge about the stable boundary
layer.
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APPENDIX A
Symbol List
cg Heat capacity of the soil (J kg21 K21)
cp Heat capacity of air at constant pressure (J kg21 K21)
Cy Heat capacity of the surface vegetation per unit area (J m22 K21)
cy Heat capacity of the vegetation (specific) (J kg21 K21)
d Depth of the vegetation layer (m)
dg E-folding depth of the soil layer (m)
dm Thickness of the mulch layer (m)
«a Emissivity of the atmosphere (—)
«s Emissivity of the surface (—)
f Stability function (turbulence exchange function) (—)
fm Stability function for the turbulent momentum flux (—)
fh Stability function for the turbulent heat flux (—)
Gd Heat flux at the top of the vegetation layer (W m22)
G0 Heat flux at the soil surface (W m22)
h Depth of the turbulent layer [xxxxx (BL) height] (m)
h÷ Reference height, here defined as h/2 (m)
Hh Sensible heat flux at the boundary layer top (W m22)
H0 Sensible heat flux at the surface (W m22)
k von Ka´rma´n constant (—)
lg Soil conductivity (W K21 m21)
lm Conductivity of the mulch layer (W K 21 m21)
N Fraction of cloud cover (—)
P Pressure (Pa)
Qnet Net radiation budget of the surface (W m22)
Qi Isothermal net radiation (W m22)
r Density of dry air (kg m23)
r Density of the vegetation layer (bulk) (kg m23)
rg Density of the soil (kg m23)
Rb Bulk Richardson number (—)
Rc Critical bulk Richardson number (—)
Rh Net longwave radiation of the BL at the boundary layer top (W m22)
R0 Net longwave radiation of the BL near the surface (W m22)
s Boltzmann’s constant (W m22 K24)
s Horizontal distance (m)
t 0 Surface shear stress (N m22)
t h Shear stress at the boundary layer top (N m22)
t Time (s)
DT Temperature difference (Ta 2 Ts) (K)
Ta Height-averaged air temperature (K)
^Ta& Height-averaged air temperature (K)
TM Soil temperature (K)
Tref Reference temperature (K)
Ts Vegetation (surface) temperature (K)
^Ts& Depth-averaged vegetation temperature (K)
Ttop Temperature of atmosphere above the turbulent boundary layer (K)
U Height-averaged wind speed (m s21)
^U& Height-averaged wind speed (m s21)
u∗ Friction velocity (m s21)
v Angular speed of intermittency period (s21)
z Height coordinate (m)
z0 Roughness length (m)
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APPENDIX B
Full Set of Equations
Given our discussion in section 2, the full set of equa-
tions is summarized as:
2]U 1 ]P 1 k
25 2 2 · · U · f (R ),b2]t r ]s h 1
ln h z01 @ 2[ ]2
34« sT (T 1 T 2 2T )]T a ref s Top aa 5
]t rc hp
21 k
2 · · U · (T 2 T ) · f (R ), anda s b2h 1
ln h z01 @ 2[ ]2
4 3]T 2s (« 2 « )T 1 60 · N 4« sTs s a ref a ref5 1 · (T 2 T )a s]t C Cy y
34« sT «a ref s1 · 2 1 · (T 2 T )ref s1 2C «y a
2rc kp
1 · · U · (T 2 T ) · f (R )a s b2Cy 1
ln h z01 @ 2[ ]2
1 lm2 · · (T 2 T ),s MC dy m
where,
2 1 g h 2 z01 22 2 R 1 T 2 Tb a sf (R ) 5 1 2 5 1 2 ; b 21 2R R T Uc c ref 
Rb0 # # 1, and
Rc
Rbf (R ) 5 0; . 1.b Rc
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