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Tuning an H-infinity controller with a given
order and a structure for interconnected systems
with delays
Suat Gumussoy and Wim Michiels
Abstract An eigenvalue based framework is developed for the H∞ norm analysis
and its normminimization of coupled systems with time-delays, which are naturally
described by delay differential algebraic equations (DDAEs). Fore these equations
H∞ norms are analyzed and their sensitivity with respect to small delay perturba-
tions is studied. Subsequently, numerical methods for the H∞ norm computation
and for designing controllers minimizing the H∞ norm with a prescribed structure
or order, based on a direct optimization approach, are briefly addressed. The effec-
tiveness of the approach is illustrated with a software demo. The paper concludes by
pointing out the similarities with the computation and optimization of characteristic
roots of DDAEs.
1 Introduction
In many control applications, robust controllers are desired to achieve stability
and performance requirements under model uncertainties and exogenous distur-
bances [22]. The design requirements are usually defined in terms of H∞ norms of
closed-loop transfer functions including the plant, the controller and weights for un-
certainties and disturbances. There are robust control methods to design the optimal
H∞ controller for linear finite dimensional multi-input-multi-output (MIMO) sys-
tems based on Riccati equations and linear matrix inequalities (LMIs), see e.g. [5,7]
and the references therein. The order of the controller designed by these methods is
typically larger or equal to the order of the plant. This is a restrictive condition for
high-order plants, since low-order controllers are desired in a practical implemen-
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tation. The design of fixed-order or low-orderH∞ controller can be translated into
a non-smooth, non-convex optimization problem. Recently fixed-order H∞ con-
trollers have been successfully designed for finite dimensional linear-time-invariant
(LTI) MIMO plants using a direct optimization approach [10]. This approach allows
the user to choose the controller order and tunes the parameters of the controller to
minimize the H∞ norm under consideration. An extension to a class of retarded
time-delay systems has been described in [9].
In this work we design a fixed-order or fixed-structureH∞ controller in a feed-
back interconnection with a time-delay system. The closed-loop system is a delay
differential algebraic system and its state-space representation is written as{
Ex˙(t) = A0x(t) +
∑m
i=1 Aix(t− τi) +Bw(t),
z(t) = Cx(t).
(1)
The time-delays τi, i = 1, . . . ,m are positive real numbers and the capital letters
are real-valued matrices with appropriate dimensions. The input w and output z are
disturbances and signals to be minimized to achieve design requirements and some
of the system matrices include the controller parameters.
The system with the closed-loop equations (1) represents all interesting cases of
the feedback interconnection of a time-delay plant and a controller. The transforma-
tion of the closed-loop system to this form can be easily done by first augmenting
the system equations of the plant and controller. As we shall see, this augmented
system can subsequently be brought in the form (1) by introducing slack variables
to eliminate input/output delays and direct feedthrough terms in the closed-loop
equations. Hence, the resulting system of the form (1) is obtained directly without
complicated elimination techniques that may even not be possible in the presence
of time-delays.
As we shall see, the H∞ norm of DDAEs may be sensitive to arbitrarily small
delay changes. Since small modeling errors are inevitable in any practical design we
are interested in the smallest upper bound of theH∞ norm that is insensitive to small
delay changes. Inspired by the concept of strong stability of neutral equations [11],
this leads us to the introduction of the concept of strong H∞ norms for DDAEs,
Several properties of the strong H∞ norm are shown and a computational formula
is obtained. The theory derived can be considered as the dual of the theory of strong
stability as elaborated in [11, 13, 16, 17] and the references therein.
In addition, a level set algorithm for computing strong H∞ norms is presented.
Level set methods rely on the property that the frequencies at which a singular value
of the transfer function equals a given value (the level) can be directly obtained
from the solutions of a linear eigenvalue problem with Hamiltonian symmetry (see,
e.g. [1, 2, 4]), allowing a two-directional search for the global maximum. For time-
delay systems this eigenvalue problem is infinite-dimensional.
Therefore, we adopt a predictor-corrector approach, where the prediction step in-
volves a finite-dimensional approximation of the problem, and the correction serves
to remove the effect of the discretization error on the numerical result. The algo-
rithm is inspired by the algorithm for H∞ computation for time-delay systems of
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retarded type as described in [14]. However, a main difference lies in the fact that
the robustness w.r.t. small delay perturbations needs to be explicitly addressed.
The numerical algorithm for the norm computation is subsequently applied to
the design of H∞ controllers by a direct optimization approach. In the context of
control of LTI systems it is well known that H∞ norms are in general non-convex
functions of the controller parameters which arise as elements of the closed-loop
system matrices. They are typically even not everywhere smooth, although they are
differentiable almost everywhere [10]. These properties carry over to the case of
strong H∞ norms of DDAEs under consideration. Therefore, special optimization
methods for non-smooth, non-convex problems are required. We will use a combi-
nation of BFGS, whose favorable properties in the context of non-smooth problems
have been reported in [12], bundle and gradient sampling methods, as implemented
in the MATLAB code HANSO1. The overall algorithm only requires the evaluation
of the objective function, i.e., the strong H∞ norm, as well as its derivatives with
respect to the controller parameters whenever it is differentiable. The computation
of the derivatives is also discussed in the chapter.
The presented method is frequency domain based and builds on the eigenvalue
based framework developed in [15]. Time-domain methods for the H∞ control of
DDAEs have been described in, e.g., [6] and the references therein, based on the
construction of Lyapunov-Krasovskii functionals.
The structure of the article is as follows. In Section 2 we illustrate the gener-
ality of the system description (1). The concept of asymptotic transfer function of
DDAEs is introduced in Section 3. The definition and properties of the strong H∞
norm of DDAEs are given in Section 4. The computation of the strongH∞ norm is
described in Section 5. The fixed-order H∞ controller design is addressed in Sec-
tion 6. The concept of strong stability, fixed-order (strong) stabilization and robust
stability margin optimization is summarized in Section 7. Section 8 is devoted to a
software demo.
Notations
The notations are as follows. The imaginary identity is j. The sets of the com-
plex, real and natural numbers are C,R, N respectively. The sets of nonnegative
and strictly positive real numbers are R+,R+0 . The matrix of full column rank
whose columns span the orthogonal complement of A is shown as A⊥. The zero
and identity matrices are 0 and I . A rectangular matrix with dimensions n × m
is An×m and when square, it is abbreviated as An. The i
th singular value of A
is σi(A) such that σ1(·) ≥ σ2(·) ≥ · · · . The short notation for (τ1, . . . , τm) is
τ ∈ Rm. The open ball of radius ǫ ∈ R+ centered at τ ∈ (R+)m is defined as
B(τ , ǫ) := {θ ∈ (R)m : ‖θ − τ‖ < ǫ}.
1 Hybrid Algorithm for Nonsmooth Optimization, see [20]
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2 Motivating examples
With some simple examples we illustrate the generality of the system description
(1).
Example 1. Consider the feedback interconnection of the system and the controller
as 

x˙(t) = Ax(t) +B1u(t) +B2w(t),
y(t) = Cx(t) +D1u(t),
z(t) = Fx(t),
and u(t) = Ky(t− τ).
For τ = 0 it is possible to eliminate the output and controller equation, which results
in the closed-loop system{
x˙(t) = Ax(t) +B1K(I −D1K)
−1Cx(t) +B2w(t),
z(t) = Fx(t).
(2)
This approach is for instance taken in the software package HIFOO [3]. If τ 6= 0,
then the elimination is not possible any more. However, if we let X = [xT uTyT ]T
we can describe the system by the equations


 I 0 00 0 0
0 0 0

 X˙(t) =

A B1 0C D1 −I
0 I 0

X(t)−

 0 0 00 0 0
0 0 K

X(t− τ) +

B20
0

w(t),
z(t) =
[
F 0 0
]
X(t),
which are of the form (1). Furthermore, the dependence of the matrices of the
closed-loop system on the controller parameters,K , is still linear, unlike in (2).
Example 2. The presence of a direct feedthrough term from w to z, as in{
x˙(t) = Ax(t) +A1x(t− τ) +Bw(t),
z(t) = Fx(t) +D2w(t),
(3)
can be avoided by introducing a slack variable. If we let X = [xT γTw ]
T , where γw
is the slack variable, we can bring (3) in the form (1):

[
I 0
0 0
]
X˙(t) =
[
A 0
0 −I
]
X(t) +
[
A1 0
0 0
]
X(t− τ) +
[
B
I
]
w(t),
z(t) = [F D2] X(t).
Example 3. The system{
x˙(t) = Ax(t) +B1w(t) +B2w(t− τ),
z(t) = Cx(t),
can also be brought in the standard form (1) by a slack variable. Letting X =
[xT γTw ]
T we can express
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 X˙(t) =
[
A B1
0 −I
]
X(t) +
[
0 B2
0 0
]
X(t− τ) +
[
0
I
]
w(t),
z(t) = [C 0]X(t).
In a similar way one can deal with delays in the output z.
Using the techniques illustrated with the above examples a broad class of inter-
connected systems with delays can be brought in the form (1), where the external
inputsw and outputs z stem from the performance specifications expressed in terms
of appropriately defined transfer functions.
The price to pay for the generality of the framework is the increase of the di-
mension of the system, n, which affects the efficiency of the numerical methods.
However, this is a minor problem in most applications because the delay difference
equations or algebraic constraints are related to inputs and outputs, and the number
of inputs and outputs is usually much smaller than the number of state variables.
3 Transfer functions
Let rank(E) = n − ν, with ν ≤ n, and let the columns of matrix U ∈ Rn×ν ,
respectively V ∈ Rn×ν , be a (minimal) basis for the left, respectively right null
space, that is, UTE = 0, EV = 0.
The equations (1) can be separated into coupled delay differential and delay
difference equations. When we define U =
[
U⊥ U
]
, V =
[
V ⊥ V
]
, a pre-
multiplication of (1) with UT and the substitution x = V [xT1 x
T
2 ]
T , with x1(t) ∈
Rn−ν and x2(t) ∈ R
ν , yield the coupled equations

E(11)x˙1(t) =
∑m
i=0A
(11)
i x1(t− τi) +
∑m
i=0 A
(12)
i x2(t− τi) +B1w(t),
0 = A
(22)
0 x2(t) +
∑m
i=1A
(22)
i x2(t− τi) +
∑m
i=0A
(21)
i x1(t− τi) +B2w(t),
z(t) = C1x1(t) + C2x2(t),
(4)
where
A
(11)
i = U
⊥TAiV
⊥, A
(12)
i = U
⊥TAiV,
A
(21)
i = U
TAiV
⊥, A
(22)
i = U
TAiV, for i = 0, . . . ,m
and
E(11) = U⊥
T
EV ⊥, B1 = U
⊥TB, B2 = U
TB, C1 = CV
⊥, C2 = C.V
We assume two nonrestrictive conditions: matrix UTA0V is nonsingular and the
zero solution of system (1), with w ≡ 0, is strongly exponentially stable which is a
necessary assumption for H∞ norm optimization. For implications of the assump-
tions, we refer to [8].
From (4) we can write the transfer function of the system (1) as
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T (λ) := C(λE −A0 −
m∑
i=1
Aie
−λτi)−1B, (5)
= [C1 C2]
[
λE(11) −A11(λ) −A12(λ)
−A21(λ) −A22(λ)
]−1 [
B1
B2
]
, (6)
with Akl(λ) =
∑m
i=0 A
(kl)
i e
−λτi , k, l ∈ {1, 2}.
The asymptotic transfer function of the system (1) is defined as
Ta(λ) := −CV (U
TA0V +
m∑
i=1
UTAiV e
−λτi)−1UTB (7)
= −C2A22(λ)
−1B2.
The terminology stems from the fact that the transfer function T and the asymp-
totic transfer function Ta converge to each other for high frequencies.
TheH∞ norm of the transfer function T of the stable system (1), is defined as
‖T (jω)‖∞ := sup
ω∈R
σ1 (T (jω)) .
Similarly, we can define the H∞ norm of Ta.
4 The strong H-infinity norm of time-delay systems
In this section we analyze continuity properties of the H∞ norm of the transfer
function T with respect to delay perturbations, and summarize the main results of
[8], to which we refer for the proofs. The function
τ ∈ (R+0 )
m 7→ ‖T (jω, τ )‖∞ (8)
is, in general, not continuous, which is inherited from the behavior of the asymptotic
transfer function, Ta, more precisely the function
τ ∈ (R+0 )
m 7→ ‖Ta(jω, τ )‖∞. (9)
We start with a motivating example
Example 4. Let the transfer function T be defined as
T (λ, τ ) =
λ+ 2.1
(λ+ 0.1)(1− 0.25e−λτ1 + 0.5e−λτ2) + 1
(10)
where (τ1, τ2) = (1, 2). The transfer function T is stable, its H∞ norm is 2.5788,
achieved at ω = 1.6555 and the maximum singular value plot is given in Figure 1.
The high frequency behavior is described by the asymptotic transfer function
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Ta(λ, τ ) =
1
(1− 0.25e−λτ1 + 0.5e−λτ2)
, (11)
whose H∞ norm is equal to 2.0320, which is less than ‖T (jω, τ )‖∞. However,
when the first time delay is perturbed to τ1 = 0.99, the H∞ norm of the transfer
function T is 3.9993, reached at ω = 158.6569, see Figure 2. The H∞ norm of
T is quite different from that for (τ1, τ2) = (1, 2). A closer look at the maximum
singular value plot of the asymptotic transfer function Ta in Figure 3 and 4 show that
the sensitivity is due to the transfer function Ta. Even if the first delay is perturbed
slightly, the problem is not resolved, indicating that the functions (8) and (9) are
discontinuous at (τ1, τ2) = (1, 2). When the delay perturbation tends to zero, the
frequency where the maximum in the singular value plot of the asymptotic transfer
function Ta is achieved moves towards infinity.
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Fig. 1 The maximum singular value plot of
T (jω, τ ) for (τ1, τ2) = (1, 2) as a function
of ω.
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Fig. 2 The maximum singular value plot of
T (jω, τ ) for (τ1, τ2) = (0.99, 2) as a func-
tion of ω.
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Fig. 3 The maximum singular value plot of
Ta(jω, τ ) for (τ1, τ2) = (1, 2) as a function
of ω.
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Fig. 4 The maximum singular value plot of
Ta(jω, τ ) for (τ1, τ2) = (0.99, 2) as a func-
tion of ω.
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The above example illustrates that the H∞ norm of the transfer function T may
be sensitive to infinitesimal delay changes. On the other hand, for any ωmax > 0,
the function
τ 7→ max
[0, ωmax]
σ1(T (jw, τ )),
where the maximum is taken over a compact set, is continuous, because a disconti-
nuity would be in contradiction with the continuity of the maximum singular value
function of a matrix. Hence, the sensitivity of the H∞ norm is related to the behav-
ior of the transfer function at high frequencies and, hence, the asymptotic transfer
function Ta. Accordingly we start by studying the properties of the function (9).
Since small modeling errors and uncertainty are inevitable in a practical design,
we wish to characterize the smallest upper bound for theH∞ norm of the asymptotic
transfer function Ta which is insensitive to small delay changes.
Definition 1. For τ ∈ (R+0 )
m, let the strong H∞ norm of Ta, 9Ta(jω, τ )9∞, be
defined as
9Ta(jω, τ )9∞ := lim
ǫ→0+
sup{‖Ta(jω, τ ǫ)‖∞ : τ ǫ ∈ B(τ , ǫ) ∩ (R
+)m},
Several properties of this upper bound on ‖Ta(jω, τ )‖∞ are listed below.
Proposition 1. The following assertions hold:
1. for every τ ∈ (R+0 )
m, we have
9 Ta(jω, τ )9∞ = max
θ∈[0, 2π]m
σ1 (Ta(θ)) , (12)
where
Ta(θ) = −CV
(
UTA0V +
m∑
i=1
UTAiV e
−jθi
)−1
UTB; (13)
2. 9Ta(jω, τ )9∞ ≥ ‖Ta(jω, τ )‖∞ for all delays τ ;
3. 9Ta(jω, τ )9∞ = ‖Ta(jω, τ )‖∞ for rationally independent
2
τ .
Formula (12) in Proposition 1 shows that the strongH∞ norm of Ta is indepen-
dent of the delay values. The formula further leads to a computational scheme based
on sweeping on θ intervals. This approximation can be corrected by solving a set of
nonlinear equations. Numerical computation details are summarized in Section 5.
We now come back to the properties of the transfer function (8) of the system (1).
As we have illustrated with Example 4, a discontinuity of the function (9) may carry
over to the function (8). Therefore, we define the strong H∞ norm of the transfer
function T in a similar way.
2 Them components of τ = (τ1, . . . , τm) are rationally independent if and only if
∑
m
k=1
zkτk =
0, zk ∈ Z implies zk = 0, ∀k = 1, . . . ,m. For instance, two delays τ1 and τ2 are rationally
independent if their ratio is an irrational number.
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Definition 2. For τ ∈ (R+0 )
m, the strong H∞ norm of T , 9T (jω, τ )9∞, is given
by
9T (jω, τ )9∞ := lim
ǫ→0+
sup{‖T (jω, τ ǫ)‖∞ : τ ǫ ∈ B(τ , ǫ) ∩ (R
+)m}.
The following main theorem describes the desirable property that, in contrast to
theH∞ norm, the strong H-infinity norm continuously depends on the delay param-
eters. It also presents an explicit expression that lays at the basis of the algorithm to
compute the strongH∞ norm of a transfer function, presented in the next section.
Theorem 1. The strongH∞ norm of the transfer function of the DDAE (1) satisfies
9 T (jω, τ )9∞ = max (‖T (jω, τ )‖∞,9Ta(jω, τ )9∞) , (14)
where T and Ta are the transfer function (5) and the asymptotic transfer function
(7).
In addition, the function
τ ∈ (R+0 )
m 7→ 9T (jω, τ )9∞ (15)
is continuous.
Example 5. We come back to Example 4. TheH∞ norm of T , as defined by (10), is
2.6422 and the strong H∞ norm of the corresponding asymptotic transfer function
Ta is 4. From property (14), we conclude that the strongH∞ norm of T (10) is 4.
Remark 1. In contrast to delay perturbations, theH∞ norm of T is continuous with
respect to changes of the system matrices Ai, . . . , Am, B and C.
5 Computation of strong H-infinity norms
We briefly outline the main steps of the strong H∞ norm computation. Further de-
tails can be found in [8]. The algorithm for computing the strong H∞ norm of the
transfer function of (1) is based on property (14). This algorithm has two important
steps:
1. Compute the strongH∞ norm of the asymptotic transfer function Ta.
2. By taking the norm in Step 1 as the initial level set, compute the strongH∞ norm
of T by a level set algorithm using a predictor-corrector approach.
In the first step, the computation of 9Ta(jω, τ )9∞ is based on expression (12)
in Proposition 1. We obtain an approximation by restricting θ in (12) to a grid,
9 Ta(jω, τ )9∞ ≈ max
θ∈Θh
σ1 (Ta(θ)) , (16)
10 Suat Gumussoy and Wim Michiels
whereΘh is a m-dimensional grid over the hypercube [0, 2π]
m andTa(θ) is defined
by (13). If a high accuracy is required, then the approximate results may be corrected
by solving a system of nonlinear equations. These equations impose that the strong
H∞ norm value is the maximum singular value of Ta(θ), and that the derivatives
of this singular value with respect to the elements of θ are zero.
In most practical problems, the number of delays to be considered in Ta(θ) is
much smaller than the number of system delays,m, because most of the time-delays
do not appear in Ta(θ). This significantly reduces the computational cost of the
sweeping in (16). Note that in a control application a nonzero term in (16) corre-
sponds to a high frequency feedthrough over the control loop.
In the second step, the transfer function T of (1) is approximated by a spectral
discretization. The standard level set method is applied to compute an approxima-
tion of the maximum in the singular value plot and the corresponding frequency by
taking as starting level the strongH∞ norm of the asymptotic transfer function Ta.
For each level, a generalized eigenvalue problem is solved, fromwhich intersections
of singular value curves of the approximated system with the level set are computed.
The predicted maxima and the frequencies are corrected by solving nonlinear equa-
tions characterizing a local maximum in the singular value plot of T .
6 Fixed-order H-infinity controller design
We consider the equations{
Ex˙(t) = A0(p)x(t) +
∑m
i=1 Ai(p)x(t− τi) +Bw(t),
z = Cx(t),
(17)
where the system matrices smoothly depend on parameters p. As illustrated in Sec-
tion 2, a broad class of interconnected systems can be brought into this form, where
the parameters p can be interpreted in terms of a parameterization of a controller.
Note that, by fixing some elements of these matrices, additional structure can be
imposed on the controller, e.g. a proportional-integrative-derivative (PID) like struc-
ture.
The proposed method for designing fixed-order/ fixed-structure H∞ controllers
is based on a direct minimization of the strongH∞ norm of the closed-loop transfer
function T from w to z as a function of the parameters p. The overall optimization
algorithm requires the evaluation of the objective function and its gradients with re-
spect to the optimization parameters, whenever it is differentiable. The strong H∞
norm of the transfer function T can be computed as explained in the previous sec-
tion. The computation of the derivatives of the norm with respect to controller pa-
rameters are given in [9, 19]. The overall design procedure is fully automated and
does not require any interaction with the user. Further details on the design proce-
dure can be found in [8].
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7 Strong stability, fixed-order stabilization and robust stability
margin optimization
In a practical control design, the stabilization phase is usually the first step in the
overall design procedure. It is important to take the sensitivity of stability with re-
spect to small delay perturbations into account in designing a stabilizing controller.
Similarly to the H∞ norm, the spectral abscissa function, i.e., the real part of the
rightmost characteristic root of a system, may namely not be a continuous func-
tion of the delays [13, 17]. This implies that, although the characteristic roots of
the overall system lie in the complex left half-plane, the system can become unsta-
ble when applying arbitrarily small delay perturbations. This discontinuity is due
to the behavior of characteristic roots with high frequencies (imaginary parts). The
counterpart of the asymptotic transfer function is the associated delay difference
equation of the time delay system, and its characteristic roots with high imaginary
parts correspond to these of the original system. The robust spectral abscissa func-
tion introduced in [18] is the smallest upper bound on the spectral abscissa which
continuously depends on the delays. We say that the system is strongly exponentially
stable if the exponential stability is robust with respect to small delay perturbations.
A necessary and sufficient condition is given by a strictly negative robust spectral
abscissa. An algorithm to compute the robust spectral abscissa and its derivatives
with respect to controller parameters is presented in [18]. Using this algorithm and
the non-smooth, non-convex optimization methods, the robust spectral abscissa is
minimized and the overall system is strongly stabilized. Note that when the standard
spectral abscissa function is used as objective function, the well-known fixed-order
stabilization problem is solved.
Another robustness measure is the maximum value of the spectral abscissa
when perturbations are considered to the system matrices whose Euclidean norm
is bounded by a given constant ǫ. This measure is called the pseudospectral abscissa
and has an interpretation in terms of a H∞ norm. Inherited from this connection,
the pseudospectal abscissa may also be sensitive to arbitrary small delay perturba-
tions. In accordance, the robust pseudospectal abscissa can be defined, taking into
account delay perturbations, in the same way as for the spectral abscissa and the
H∞ norm cases. Its computation is based on the computation of strongH∞ norms.
Using this computational method and non-smooth, non-convex optimization meth-
ods, the overall system can be stabilized under bounded perturbations on system
matrices and arbitrary small perturbations on delays.
8 Illustration of the software
AMATLAB implementation of the robust stabilization algorithms is available from
http://twr.cs.kuleuven.be/research/software/delay-control/.
Installation instructions can be found in the corresponding README file.
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We consider the following system with input delay from [21]:
x˙(t) = Ax(t) + w(t) + Bu(t− h), y(t) = x(t), z(t) = x(t), u(t) = kx(t)
where h = 5 and k ∈ R1×3. We start by defining the system for w ≡ 0:
A = [-0.08 -0.03 0.2;0.2 -0.04 -0.005;-0.06 0.2 -0.07];
B = [-0.1;-0.2;0.1];
C = eye(3);
p1 = tds_create({A},0,{B},5,{C},0);
The uncontrolled system is unstable with a pole at 0.1081.
In order to compute a controller , we call a routine to minimize the robust spectral
abscissa with a controller order zero, nC=0,
[k1,f1] = stabilization_max(p1,nC);
The controller k1 with the optimized robust spectral abscissa f1 is given by:
k1 =
D11: {[0.4712 0.5037 0.6023]}
hD11: 0
f1 =
-0.1495
where empty fields of the controller are omitted for space considerations.
We inspect the characteristic roots of the closed-loop system with and without a
controller by the following code. We first calculate the closed-loop with zero con-
troller and the computed controller:
k0 = tds_create({},0,{},0,{},0,{[0 0 0]},0);
clp0 = closedloop(p1,k0);
clp1 = closedloop(p1,k1);
We can compute all eigenvalues with real part larger than −0.8 for both closed-
loop systems,
options = tdsrootsoptions;
options.minimal_real_part = -0.8;
eigenvalues0 = compute_roots_DDAE(clp0,options);
eigenvalues1 = compute_roots_DDAE(clp1,options);
We plot the characteristic roots of the closed-loop systems,
p0 = eigenvalues0.l1; plot(real(p0),imag(p0),+);
p1 = eigenvalues1.l1; plot(real(p1),imag(p1),*);
The results are displayed in Figure 5 on the left. Note that the static controller
stabilizes the closed-loop system by pushing the characteristic roots to the left of
s = −0.1495which corresponds to the computed robust spectral abscissa f1 above.
In control applications, the robustness and performance objectives are often for-
mulated as theH∞ norms of transfer functions. We can tune the controller parame-
ters of the controllerK to minimize the strongH∞ norm of the closed-loop system
by initializing the static controller k1 computed before,
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Fig. 5 (left) Characteristic roots of the open-loop system (marked with ∗) and the closed-loop
system using a static controller k1 (marked with •). The closed-loop system has the rightmost
characteristic root at −0.1495 with a multiplicity of four. (right) The singular values of the closed-
loop system corresponding to the minimum of the robust spectral abscissa using a static controller
k1 (shown in dashed lines) and corresponding to the minimum of the strong H∞ norm using a
static controller k2 (shown in straight lines).
% redefine plant with performance channels
p1 = tds_create({A},0,{eye(3)},0,{eye(3)},0,{},[],{B},5,{C});
% initialize the controller
options.K.initial = k1;
[k2,f2] = tds_hiopt(p1,nC,options);
The controller k2 with the optimized strongH∞ norm f2 is given by:
k2 =
D11: {[0.7580 1.2247 0.6626]}
hD11: 0
f2 =
28.4167
where empty fields of the controller are omitted for space considerations.
The singular values of the closed-loop transfer function fromw to z are displayed
in Figure 5 on the right. Note that the static controller minimizing THE robust spec-
tral abscissa has a largeH∞ norm, 79.5443. This is expected since the controller is
not tuned to minimize strong H∞ norm but the robust spectral abscissa. The static
controller minimizing strong H∞ norm reduces the objective function to 28.4167
as indicated by f2 and flattens the singular value plot as expected.
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