and can be combined also with simultaneous spectral and diffusion modeling.
Introduction
Magnetic resonance spectroscopy (MRS) permits obtaining biomedically relevant information about in vivo tissue metabolite contents. In clinical use, most often, single or multiple spectra from one or several regions of interest (ROI) are obtained and evaluated in an isolated fashion. Multidimensional extensions of such an approach have been proposed previously. They comprise true 2-D NMR experiments, like 2DJ or COSY. Even more common are general interrelated datasets, that include scans for the determination of T 1 , T 2 , apparent diffusion constants (ADCs), magnetization transfer or chemically kinetic data. PROFIT [1, 2] is the most widely used program for 2-D NMR data as obtained in vivo, while IPAD [3] and FiTAID [4] are two packages that have been developed targeting the more general kind of multidimensional data.
All MRS fitting packages are based on a theoretical frequency-or time-domain model of the acquired databe this it one-or multidimensional spectra-that contains multiple fitting parameters, which are adapted for a best fit between model and data. To prevent systematic bias, care has to be used to guarantee that either the model is general enough to adapt to non-ideal data or that the data can be preprocessed to conform to the expected signal shape. Such non-ideal signal behavior includes not only the lineshape and unpredictable baselines, but also other non-ideal experimental conditions leading to artifacts.
Abstract
Objective Simultaneous modeling of true 2-D spectroscopy data, or more generally, interrelated spectral datasets has been described previously and is useful for quantitative magnetic resonance spectroscopy applications. In this study, a combined method of reference-lineshape enhanced model fitting and two-dimensional prior-knowledge fitting for the case of diffusion weighted MR spectroscopy is presented. Materials and methods Time-dependent field distortions determined from a water reference are applied to the spectral bases used in linear-combination modeling of interrelated spectra. This was implemented together with a simultaneous spectral and diffusion model fitting in the previously described Fitting Tool for Arrays of Interrelated Datasets (FiTAID), where prior knowledge conditions and restraints can be enforced in two dimensions. Results The benefit in terms of increased accuracy and precision of parameters is illustrated with examples from Monte Carlo simulations, in vitro and in vivo human brain scans for one-and two-dimensional datasets from 2-D separation, inversion recovery and diffusion-weighted spectroscopy (DWS). For DWS, it was found that acquisitions could be substantially shortened. Conclusion It is shown that inclusion of a measured lineshape into modeling of interrelated MR spectra is beneficial One of the two novelties addressed in this report concerns the direct inclusion of a predefined lineshape distortion into the 2-D fitting model for interrelated spectra. It is clear that for most accurate results a minimal experimental linewidth as achieved by higher order shimming remains crucial. Any B 0 -inhomogeneities and eddy currents cause the lineshape for metabolites and water to deviate from the ideal Lorentzian model that is based on the natural linewidth due to the intrinsic T 2 . If the field distortions are very small and/or lead to exponential signal decay themselves, the Lorentzian line type remains an adequate description; the associated overall exponential decay is then often called a T * 2 decay. If the field distortions are random and, hence, lead to Gaussian signal decay, the resulting lineshape is of the Voigt type, which has, for example, been used as a general lineshape description in FiTAID up to now.
However, the B 0 inhomogeneities can easily be more complicated than a Gaussian form and also not conforming to what can be compensated by the second order shim systems that are normally available on clinical MR systems-in particular in the vicinity of air-tissue interfaces in a superficial cortex or in inferior frontal brain areas. In these cases, distortion compensation methods may be the only effective approach.
Methods to account for such distortions have been proposed early-on and have been refined since [5] [6] [7] [8] [9] [10] [11] [12] [13] . These methods were mostly based on non-suppressed water signals used as reference lines, but also B 0 field maps have been used to define the shape distortions. Most of these methods-at least as aimed at for the in vivo case-have not particularly focused on multidimensional spectra (except for Refs. [2, 3] that included alternative suggestions for general lineshape models).
Use of lineshape information mostly aimed at a deconvolution of the measured metabolite data, which usually comes at the cost of modified noise profiles of the data and may also lead to critical divisions by numbers close to zero [5] . Instead of trying to restore the ideal lineshape used in the fitting model, the fitting model can be adapted to the experimental lineshape leading to a perfect match between measured data and metabolite signal model. Alternatively to the use of additional lineshape information, multiple approaches were developed for extracting a common lineshape from the metabolite signals themselves and compensate for this in fitting [11, [14] [15] [16] [17] [18] [19] . A comprehensive comparison of different ways of accommodating the lineshape in fitting has recently been provided in Ref. [20] . Such a general lineshape model (obtained directly from the water-suppressed spectrum) was already included for 1-D models in the LCModel or TDFDFIT [17] . Of course, if the lineshape is fitted along with the other spectral parameters, this increases fitting uncertainties since it increases the number of unknown parameters. In particular, it is also important to consider the interaction between lineshape and baseline estimation [16] . TDFDFIT already allowed the separation of lineshape and metabolite spectrum modeling for the 1-D case, by allowing for lineshape estimation from the water signal that could then be transferred onto the metabolite model spectrum. A recent study used a similar approach in 1-D, but basing the lineshape on a fieldmap [21] .
In the first part of the current study, we investigate the benefit of using a reference lineshape obtained from nonsuppressed water in cases of interrelated spectra. We call this type of model extension by prior knowledge lineshape information Lineshape-Enhanced Modeling (LEM).
In the second part of the current study, a particular case of 2-D-interrelated MRS is addressed, where field distortions are of particular importance. This constitutes the other novelty for 2-D fitting introduced in this work: FiTAID was extended for the use in diffusion-weighted (DW) MRS [22] [23] [24] [25] .
DW MRS has become of interest in recent years for its promise to contribute to the elucidation of microstructural features that are difficult to investigate through the water signal. In particular, cell-specific intracellular space can be explored in vivo by investigating the diffusion behavior of metabolites that are specific to certain cell types. Interrelated spectra from DW MRS are of a similar type as inversion recovery data. In both cases the signal pattern does not change between the related spectra while the amplitude behavior can easily be described. Thus, simultaneous modeling of spectral features and the determinants of the inter-spectral relationship appears useful-in particular for cases of limited SNR, where a simultaneous fit of the whole dataset prevents apparently good fits of individual spectra that are meaningless in the overall context. In summary, FiTAID is extended to simultaneous fitting of spectral parameters and ADCs, along with extending the fitting model to include a general lineshape as provided from water reference scans or field maps to extend 2-D MRS to cases with spatial and/or temporal field distortions. Preliminary accounts of this work have been presented earlier [26, 27] .
Theory Lineshape model
For the ideal case of a perfectly homogeneous B 0 field, the signal model for the free induction decay, in time domain is
where A 0 is proportional to the initial magnetization, and ω 0 and ϕ 0 are the resonance frequency and initial phase. In the presence of magnetic field inhomogeneities, this is distorted. The time domain function in the presence of noise can then be written as with g(t) representing the distortion-related decay function due to B 0 inhomogeneities and eddy currents and n(t), the noise in the time domain.
In the frequency domain, this corresponds to a convolution of the ideal signal with the distortion distribution function
where X ideal (f) represents the ideal metabolite spectrum, N(f) the frequency domain noise and Y(f) the measured spectrum. Several types of field distortion functions will be demonstrated in the treated examples. It is important to realize the consequences of Eq. (3) for the determination of the distortion function from an experimental reference signal (e.g., unsuppressed water). The T 2 -related signals decay has to be eliminated from the experimentally observed lineshape in order to be able to apply the distortion function in processing. (See the implementation part in "Materials and methods" section.)
Diffusion model
To study metabolite diffusion, pairs of matched gradient pulses are applied. They either surround a refocusing pulse or the TM period in a stimulated echo sequence. The first gradient pulse dephases the coherence, and the second pulse refocuses the magnetization for stationary spins, while diffusion leads to signal attenuation.
The attenuation power of a specific acquisition setting is determined by the shape, amplitude, duration and timing of these gradients and is indicated as b-value. For the case of a pair of rectangular gradient pulses [24] :
where γ is the gyromagnetic ratio, g is the gradient amplitude, δ is the gradient duration and Δ is the spacing of the pulse pair.
In the case of Gaussian diffusion, the signal attenuation follows a monoexponential model where ADC is the apparent diffusion coefficient, including the hindrances present in the microscopic environment. The traditional approach to determine ADCs of the observed metabolites is to fit the measured spectra obtained with different b-factors independently, and
subsequently to fit the estimated area values to a monoexponential decay. Here, we combine the two fits leading to a set of interrelated spectra y i (t), acquired with differing diffusion weightings b i . The respective time domain functions can be written for a superposition of M metabolites as:
where g i (t) and n i (t) represent the lineshape distortion and noise for the individual spectra with different diffusion weighting. This is implemented in FiTAID, where the signal amplitudes are related by the described mono-exponential signal decay determined by the experimental b-values and fitted ADCs that can be chosen to be metabolite specific or with prior knowledge relations between the ADCs of selected metabolites. Further prior knowledge in both dimensions regarding offsets, phases, Gaussian and Lorentzian linewidths can be invoked just as described for 2DJ experiments or inversion transfer experiments in FiTAID in [4] .
Materials and methods
In the current implementation, the distortion function was extracted from the lineshape of a non-suppressed water signal, which can be acquired from separate acquisitions or simultaneously using metabolite cycling (MC) [28, 29] . In MC, a selective pulse inverts upfield and downfield parts of the spectra in alternating scans. This yields water or metabolites when adding or subtracting subsequent scans. MC was used below for the diffusion weighted scans.
Neglecting chemical shift-related ROI shifts, the distortions affect water and metabolites equally; however, to obtain the relevant distortion function (see Eq. 3) from the measured water signal for each of the interrelated spectra, the water signal has to be corrected for the natural T 2 -decay. An approximation to the distortion function for each experiment (i.e., each TE in 2DJ scans, each inversion delay in inversion recovery scans, or each b-value in DW MRS) was obtained by dividing the respective water signal by the ideal water signal decay and subsequent normalization:
In this work, the T 2 of water was obtained from 2DJ separation experiments with Maximum Echo Sampling
(MES) 1 [30] [31] [32] . Thus, T 2 was estimated from the observed echo maxima of all TEs. g(t) therefore represents the experimentally determined distortion function and is compromised by the noise term that increases towards the end of the FID. Its influence is evident in some of the figures in the results section and is commented on in "Discussion".
Instead of correcting the distorted metabolite data with this distortion function, in LEM it is proposed to enhance the metabolite model with the distortion function in order to fit the distorted spectra with equally distorted basis spectra. LEM thus avoids zero-division artifacts.
The performance of both novel features in this study, i.e., LEM for 2-D fitting and simultaneous diffusion and spectral modeling, were tested in examples 1-5 below. Signal pre-processing and lineshape simulations were performed in Matlab (R2011b) and model fitting in FiTAID on standard Windows computers. It should be noted that in FiTAID LEM always comes on top of the basic parameterized lineshape type, which can be Lorentzian, Gaussian or Voigt.
LEM: simulated 1D brain spectra
For simple-validation of LEM fitting, 1-D metabolite spectra and corresponding water signals were simulated and then fitted in FiTAID using different fitting models.
Spectra of the six common brain metabolites, Creatine (Cr), Glutamate (Glu), Glutamine (Gln), Glycerophosphorylcholine (GPC), Myo-Inositol (mI), N-acetylaspartate (NAA), were simulated with VeSPA [33] for a PRESS sequence with TE = 21 ms, with concentrations and T 2 values from the literature [34] [35] [36] . A macromolecular baseline (MMBL) was also included. It had been obtained from the fit of an in vivo inversion recovery experiment analogous to that described in Refs. [4, 37] , where the MMBL had been fitted with regularly-spaced Voigt lines separated by 10 Hz (averaged from ten subjects, 3T, inversion time of 900 ms, TE 22 ms).
Simulated spectra were created using six different lineshape distortions: Lorentzian, Gaussian, Voigt (i.e., combination of Lorentzian and Gaussian), symmetric triangular, asymmetric triangular and rectangular field distributions. The first three were motivated by their general nature of previous use in the literature. The latter three present cases that materialize with single linear field gradients, applied in combination with rectangular spatial ROI signal selection in different relative orientations. All six test cases were realized with three different linewidths (ranging between 7-10, 10-12, and 12-14 Hz full width at half height, with exact width depending on distortion type). Data was simulated with 100 noise realizations per case at four different signal-to-noise levels (corresponding to 18, 56, 176, and 561, respectively, in the undistorted case, but lower values for the distorted cases where, e.g., they range from 4 to 114 for the case of the strongest Lorentzian distortion). χ 2 fitting was done in frequency domain (0.33-4.46 ppm) using a Voigt line as basic line type with a common Gaussian linewidth for all metabolites and macromolecules (This choice of a Voigt line as basic line type is motivated in general fitting by allowing the Gaussian part to mimic an equal "shim"-contribution for all resonance lines. Here, this freedom comes in addition to the LEM model). Starting values for fitting in FiTAID were kept identical for all distortion types, SNR values, and noise realizations.
LEM: simulated 2DJ brain data
Following the verification of LEM-fitting for the onedimensional case, the method is validated for a two-dimensional case. Spectra, including the six metabolites Cr, Glu, Gln, GPC, mI, and NAA, were generated in VeSPA for a 2DJ separation scan with MES, which is equal to a series of PRESS spectra recorded with increasing echo time (4 kHz spectral width; 8 TEs: TE = 20, 40,… 160 ms; simulation with ideal pulses, spin system parameters taken from Refs. [38, 39] ). Literature T 2 ' s and concentrations [32] [33] [34] for brain were used.
In vivo MMBL spectra were added for the spectra with TE < 120 ms. They had been obtained experimentally previously [37] with metabolite-nulled 2DJ PRESS with an inversion time of 900 ms (averaged from ten subjects, 3T).
Corresponding datasets for unsuppressed water signal references were also created (T 2 = 60 ms). The three lineshape distortions applied in this section were different asymmetric triangles in the frequency domain (2 Hz wide up-slope on the downfield side; 15, 25, or 50 Hz wide down-slope on the upfield side), leading to a full width at half maximum (FWHM) of 7.5, 12.1, and 25.4 Hz). The lineshapes were adapted for MES, implementing the time domain function to be centered upon the corresponding echo maximum and the signal mirrored as complex conjugates to fill the initial points. An analogous method was used to define the base spectra for the MMBL.
Three SNR levels (62, 43 and 28, as defined for NAA in the undistorted case) with ten noise realizations were evaluated for the distorted and undistorted lineshapes.
For the 2DJ example, LEM fitting was compared to three lineshape deconvolution methods: QUALITY [5] (quantification improvement by converting lineshapes to the Lorentzian type), Eddy Current Correction (ECC) [6] , and (QUECC) [7] (Combined QUALITY deconvolution and Eddy Current Correction). ECC uses the phase of the reference lineshape to correct the metabolite phase, while QUALITY includes both the phase and the amplitude of the reference signal (complex division). QUECC is a combination of both methods, correcting with amplitude and phase where the reference is strong and only the phase where the reference signal decays close to noise levels. For the presented case of MES, the thresholds for the application of this method had to be adapted and were optimized to include correction-parts both before and after the echo maxima. Specifically, the water and metabolite signals were examined starting from the first and last point until the signal magnitude was bigger than a predefined multiple of the standard deviation of noise, which had been calculated using the last quarter of the signal. Specific thresholds of ten and three times the noise obtained empirically for water and metabolite signals, respectively, were used.
LEM: in vitro inversion recovery data example
For verification of the method in experimental data, 2-D inversion recovery data was obtained in vitro, where multiple datasets with different lineshapes can be obtained without time constraints and excluding complications from subject motion. The measurements were performed on a 3T Siemens (Erlangen, Germany) Verio MR scanner using a PRESS sequence with an adiabatic pre-inversion pulse (inversion recovery (TI) times used: 125, 250, 500, 1000 ms; TE = 30 ms; TR = 3000 ms; eight acquisitions; water pre-saturation using three pulses).
Measurements were performed on a "braino" phantom from GE Medical systems including the seven metabolites, Cr, Glu, mI, NAA, choline, creatine/creatinine and lactate. The lineshape was obtained from one non-water suppressed acquisition, used as reference for all TI spectra, and T 2 -corrected using a T 2 value from a 2DJ scan.
Spectra with seven different lineshapes were recorded applying intentional first order gradient offsets in two spatial directions during signal acquisition. The resulting fits using a Lorentzian as basic line type model with and without LEM were compared to the well-shimmed case as ground truth. The different metabolites were assigned individual T 1 values, except for NAA's multiplet, where 
Interrelated diffusion data: simulated DW MRS data for brain
To test simultaneous fitting of spectra and ADCs, simulated diffusion-weighted brain spectra were created (3T, PRESS, TE = 30 ms, 8 b-values: b = [250; 500; 1000; 2000; 4000; 6000; 8000; 10,000] s/mm 2 ; monoexponential diffusion model) including nine metabolites: Cr, Glu, Gln, GPC, mI, NAA, N-acetylaspartylglutamate (NAAG), taurine (Tau), and γ-aminobutyric acid (GABA).
Spectra were simulated using VeSPA; relative concentrations were based on typical white matter concentrations [40] , T 2 s were assumed to be equal and ADCs were taken from Ref [23] . A MMBL (as defined in example one above) was also included with an ADC value of 7 × 10 −6 mm 2 /s obtained from [41] .
The simulation included non-ideal experimental conditions in terms of three different Gaussian field distortions of 3, 5 and 9 Hz at different SNRs. For each distortion, one hundred realizations with three different noise levels were applied. Relative noise levels of 1, 2 and 4 were chosen such that the NAA SNR in the frequency domain ranged between 58 (at 3 Hz) and 3 (9 Hz), at the very low diffusion weighting with b = 250 s/mm 2 . For fitting in FiTAID, prior knowledge was implemented within the spectra using a common phase and Gaussian distortion for all metabolites, as well as partial constraints for relative offsets and Lorentzian broadening. Between spectra (i.e., along the b-value dimension) all spectral parameters were assumed to remain constant (including the lineshape; c.f. next paragraph). Simultaneous fits that inherently provided estimates for the ADCs (individual ADC for each metabolite and the baseline) were compared to identical sequential spectral fits without the use of the second dimension amplitude relation. In this case, ADCs were estimated in Matlab subsequently from the fitted areas using an exponential model.
Interrelated diffusion data and LEM: experimental DW MRS data for human brain
LEM fitting for DW MRS data is illustrated for human in vivo data obtained from occipital gray matter in a single subject. The data was acquired at 3T (Siemens Trio) in a 39-year-old male subject using a STEAM sequence including diffusion weighting gradient pulses [42] , metabolite cycling [38] , and inversion recovery CSF nulling (TI/TE/ TM/TR 1500/37/150/2500 ms; five b-values: b = {427, 722, 1710, 2671, 3595 s/mm 2 }) as presented in Ref [43] . The fitting model included base spectra with Voigt lineshape type for 21 metabolites {Cr, Glu, Gln, GPC, mI, NAA, NAAG, acetate, ascorbate, aspartate, ethanolamine, GABA, glucose, glycine, glutathione, lactate, phosphorylcholine, phosphocreatine, phosphorylethanolamine, scylloinositol, taurine} and macromolecular baseline. Prior knowledge included a single common Gaussian linewidth for all metabolite components, a common Lorentzian width for most of the metabolites (except NAA and NAAG singlets), and fixed offsets between and within the components. The lineshape (corresponding to g i in eq. [6] ), which is different for each b-value, was obtained from the coacquired water signal corrected for a T 2 , as obtained previously for this ROI using 2DJ. Figure 1 illustrates the fitting results for four of the six different field distortions evaluated. It compares results for fitting with and without LEM. For Lorentzian (and Gaussian and Voigt, spectra not shown) distortions there are no clearly visible residuals, since even without LEM, the Voigt line model is a valid representation of the overall lineshape. For all other cases, it is evident that there are systematic (i.e., non-random) residuals if the lineshape is not included in the fitting model. The triangular, particularly the asymmetric version, and the rectangular distortions show large residuals when fitted with a Voigt line model without LEM, and none if LEM is used, where the lineshape is applied to the constituent base spectra.
Results

LEM: simulated 1-D brain spectra
The bias in estimated areas is presented in Fig. 2 , where bias is presented for an average over multiple metabolites (bars) but also for specific metabolites (symbols), assembled for all four SNR levels and the six Fig. 2 Quantitative results for area estimates of one-dimensional spectra with six different field distortions. Average deviation from ground truth values (in %-beware the differing scales between cases) are depicted for the estimated metabolite concentrations (peak areas), evaluated for three distributions widths and four different noise levels. Results are given for both fit models, one without lineshape inclusion (just change of Lorentz and Gauss widths possible to adapt to the wider lines) and one with LEM inclusion, where the former case is plotted to the left and the latter to the right in each subplot. Bias values are plotted for individual metabolites (markers) and an average value for each case over all metabolites (solid bars).
(Individual values for Gln were omitted from the graphs because the estimated Gln concentration was zero or very small for many cases, such that the relative bias was often off-scale compared to the other values; however, the same trend is seen for Gln as for the others and the Gln values were included to calculate the average bias). Note the different scales ◂ different distortion cases. As stated above, Lorentzian, Gaussian and Voigt distortions (upper panel) show little bias even without LEM, while the other distortions produce much bigger bias (note the different scales). Overall, the fit without LEM shows an average bias of 9%; with LEM, this is decreased to 1%.
LEM: simulated 2DJ brain data
Sample data and fits for one case of the simulated 2DJ spectra distorted by a triangular lineshape are presented in Fig. 3 . The effectiveness of inclusion of the lineshape into the signal model to compensate for the distortion is illustrated in part (c) in comparison to the undistorted spectra in (a) and the non-compensated fit in trace (b). The reduction of residuals can easily be appreciated; they are nearly identical to the undistorted case. The quantitative performance of this method in the case of MES 2DJ for all metabolites and for metabolites with a dominating singlet (Cr, GPC and NAA) is summarized in Table 1 for the estimated area and in Table 2 for T 2 . The complete results for all metabolites, linewidths and SNRs can be found in the "Appendix". As can be observed, LEM-compensation results in smaller bias and variance particularly in terms of area estimates, especially for large linewidths. For T 2 estimation, simple eddy current correction is performing equally well in many cases. The main trend is also seen for other metabolites, showing however larger errors, particularly for Gln. Figure 4 shows the recorded spectra, the fitted spectra and the respective residues from the inversion recovery data. It includes the well-shimmed case and two cases with intentional linebroadening using a combination of two linear gradients. The well-shimmed case is not perfectly fitted mostly due to the fact that the base spectra were modeled with an ideal PRESS sequence that does not take chemical shift offset effects and modified evolution during the RF pulses into account. Figure 4b -e show the spectra for the distorted cases, from which one can appreciate that the distortion is captured better by LEM than the crude Lorentz line model for most cases-in particular comparing Fig. 4b with Fig. 4c . The quantitative results in terms of bias for area and R 1 (=1/T 1 ) compared to the well-shimmed case are shown in Table 3 . The fit without LEM shows on average a bias of 15% for the area estimation, with LEM this bias is considerably smaller at 5%. Surprisingly, T ′ 1 s did not experience a larger bias if the distortion is not corrected; both values are at 3%. Fig. 4 Demonstration of the effect of LEM for a set of in vitro inversion recovery spectra obtained from a "braino" phantom (inversion recovery delays TI of 125, 250, 500, and 1000 ms). Original data in black, fit in blue, and residues in red are depicted for the wellshimmed situation (trace a), a mild linewidth distortion (fit without LEM in b), with LEM in (c) and more severe broadening caused by offsetting two of the linear gradient shims (fit without LEM in d), with LEM in (e). (Please note the different scales for the different cases and that the noise, which is of identical amplitude, provides an inherent indicator of the differing scales) ▸ Interrelated diffusion data: simulated DW MRS data for brain Figure 5 illustrates sequential (Fig. 5a , c) versus simultaneous (Fig. 5b, d ) spectral and diffusion modeling for a simulated case at the worst (9 Hz) and best (3 Hz) Gaussian distortion and SNR. The figure includes the pure residues (without noise to better visualize the deviations), which are larger for separate fits. Table 4 presents the ADC results averaged over all noise realizations for the same two cases. It illustrates both accuracy (bias) as well as precision (variance). For almost all cases considered, relative bias is reduced by 30-90% and relative variance dropped by 10-60% when introducing simultaneous fitting. These numbers exclude the results for Gln, GABA and Tau, which were not fitted reliably in all cases, though also for these metabolites simultaneous fitting was more successful than sequential modeling.
LEM: in vitro inversion recovery data
Interrelated diffusion data and LEM: experimental DW MRS data for human brain
Finally, an experimental in vivo illustration for combined use of LEM and simultaneous spectral and ADC fitting is shown for DW MRS in human brain gray matter in Fig. 6 . The figure contains spectra and fits obtained with three different b-values for the four cases of sequential and simultaneous fit, combined with and without LEM. For this single case, the resulting residuals do not show clear improvements when applying LEM. Simultaneous modeling does not lead to visually larger residuals, which would be possible since it does not allow for adaptation to noise features in single spectra.
Discussion
LEM fitting, i.e., the combination of an experimentally determined lineshape with simulated base spectra to form adapted bases for linear combination modeling, has been shown to be a well-suited extension of one-and multidimensional model fitting for in vivo MR spectroscopy both based on simulated cases and experimental spectra. The inclusion of the lineshape led to improvements with respect to bias and variance whenever the lineshape differed from Gaussian or Lorentzian distortions, which can be handled well already by the use of a Voigt line type.
In addition, it has been shown that diffusion weighted spectroscopy yields another type of interrelated data that is well suited to two-dimensional signal modeling. The first dimension is handled by linear-combination model fitting and the second dimension is handled based on a known functional dependence of signal amplitudes. In addition, arbitrary additional fitting restrictions prevent physically non-meaningful solutions. The simultaneous fit allows for a virtually increased SNR for those parts of the 2-D dataset that have low SNR as seen as individual spectra that would lead to large fitting areas-possibly leading to substantial bias when fitting ADC values from the estimated areas.
The two approaches have successfully been combined for the case of in vivo DW MRS. Though not proven for the single presented case, it is expected that in vivo DW MRS will profit substantially from these extensions because lineshape distortions and low SNR usually coincide when very strong diffusion weighting is used to achieve the highest b-factors.
For verification and numerical quantification of the benefit of the suggested fitting extensions, we mostly relied on simulated and in vitro data. This choice was motivated by the need to know ground truth in order to be able to prove an increase in accuracy and not just an improvement in precision. However, ground truth is not available in vivo. Even for reproducibility measurements, repeated in vivo measurements are very limiting because of naturally occurring patient motion and signal drifts. In addition, even in vitro measurements were not as useful as simulations Table 3 Bias and variance of estimated areas and R 1 (=1/T 1 ) values from in vitro inversion recovery spectra recorded from a "braino" phantom at 3 T The phantom, originally created with creatine, contains after partial conversion creatine and creatinine that share the 3 ppm peak but show distinct peaks for the CH2 group. The relaxation times were determined separately for these peaks. in the case of arbitrary field distortions because it is not straightforward to produce reproducible and adjustable distortions of a specific form experimentally. Maladjustments of shim gradients are not very useful to produce lineshapes far from a Gaussian distortion and straightforward use of shim currents throughout the complete MRS sequence lead to chemical shift offset effects that in turn lead to a lineshape that depends on chemical shift offsets. Black represents original data, blue the fit, and red the residuals, shown without the noise for clarity. Residues magnified by a factor of four are added for those cases where they would be hard to judge without upscaling As mentioned in the Introduction, many approaches to deal with non-ideal lineshapes have been suggested in the literature in the past for 1-D MRS. Many of them opt for deconvolution in preprocessing trying to find an optimal compromise of linewidth enhancement without incurring too big a SNR penalty [5] [6] [7] [8] [9] [10] [11] [12] [13] . Equally popular is the approach to include a description of a general lineshape in the fitting model that can be obtained from the metabolite data itself [14, 15, [17] [18] [19] . A one-to-one comparison with all of these techniques was not possible and was beyond the scope of this study given the large number of suggested techniques [20] . The limited comparison performed for the case of 2DJ showed that the present method performed better than the deconvolution techniques. However, most deconvolution methods have primarily been applied to 1-D spectroscopy, and we cannot exclude that specifically adapted deconvolution and filtering techniques (as done in this study for QUECC) if adapted to the peculiarities of the specific 2-D case could outperform LEM. However, LEM is straightforward and its principle can be used right away for any 2-D case or interrelated datasets.
It is also of note that even though the use of the correct lineshape function is needed for guaranteed correct area estimation, it was in some cases astounding how χ 2 error minimization using a basic Voigt line type can still yield fairly accurate results even in cases of deviating lineshapes where visible residues will turn out to be fairly large, indicating that the size of the residues does not necessarily indicate how far off-target is the area estimation. This was seen in particular for symmetric lineshapes, where the χ 2 minimum as result of the minimization compromise may still lie close in parameter space to the true values. Whether or not separate distortion functions are needed for individual traces of an interrelated dataset depends a lot on the type of experiment. If the gradient scheme, and, hence, eddy currents change strongly between the traces, individual shape functions are recommended, but if the shape is given by B 0 inhomogeneities, which are unchanged between the traces, a single shape function will suffice.
Simultaneous fitting of spectra and metabolite ADC values improved accuracy and precision of the estimated ADC values as documented in the simulated cases reported in Table 4 and the visual results presented in Fig. 5 . The quantitative simulation results show that particularly for low SNR and somewhat broader spectra the increase in precision can be substantial (average CV was more than halved), possibly reducing scan time by substantial factors. This may pave the way to determination of ADC values also for minor contributors to the spectra in reasonable scan times for human studies. The combined use of LEM fitting and simultaneous ADC and spectral fitting has merely been employed as an illustration above, but will be thoroughly examined in further studies. In particular, potentially larger effects of eddy currents on lineshape with larger gradient amplitudes at higher b-values appears as ideal application for LEM fitting to reduce systematic effects occurring as a function of the experimental changes along the second dimension. Proper accommodation of such lineshape changes seems ideal to prevent bias in the determined ADCs.
Limitations
For experimental verification of LEM fitting, we relied on extracting the lineshape from a water reference acquisition. The main problem with this approach is the need for correct estimation of the natural T 2 decay of water and its elimination from the reference signal. The estimation of in vitro and in vivo T 2 values from echo maxima in 2DJ spectra is limited by eddy-current related shifts of echo maxima. 2 The elimination of the natural T 2 decay necessitates division of the reference time domain signal by an exponential decaying function (T 2 decay). At the point where this function becomes critically small, this division leads to an exponential increase in the noise floor of the reference line that is then incorporated into the base spectra. Extra Gaussian damping or truncation of the signal to a length that does not suffer from exponential growth of the noise may take care of this issue. Alternatively, one could model the lineshape to denoise it or one could consider the water T 2 decay in the Lorentzian part of the resulting metabolite peak shape. However, optimal prevention of this issue has not been tackled in this work since its influence on the fitting results did not seem to prevent success of LEM fitting in the investigated cases. In addition, the LEM model does not exclusively rely on using a water reference for information on the lineshape; similarly suited would be lineshape information as obtained from a field map as recently proposed in Ref. [9] or [21] . Though, it should be noted that the use of a field map to determine the field distribution instead of the water reference line precludes compensation for eddy current related time-dependent field changes and subsequent line shape distortions. Hence, if a field map is used, a water reference scan will still be beneficial to have for eddy current correction of the experimental data before LEM. With the use of the metabolite cycling technique, a water reference can be obtained easily without additional measurements and in real time with the metabolite measurements, which is of advantage in cases of unstable measurement situations (patient or physiologic motion).
Also, the 2-D fitting of ADC and spectral quantification has clear limitations. First of all, simultaneous spectral and diffusion modeling is less flexible in terms of the diffusion model than separate diffusion modeling based on predetermined area values. At present, only singlegradient-direction and monoexponential diffusion attenuation has been included in FiTAID. Hence, for water this model would only apply for modest maximum b-values. Metabolite diffusion is slower; hence, the criterion of monoexponential signal decay extends to considerably larger b-values, but still this limits the general use. Of course, more complex diffusion models or a tensor diffusion model could be incorporated in FiTAID in principle. Clearly, for experiments where the diffusion model is under investigation, independent fitting of the different DW spectra would be preferred. Fig. 6 Illustration of combined use of LEM fitting and the 2-D type of simultaneous diffusion and spectral fitting for a case of in vivo diffusion weighted human brain spectra. Spectra originate from gray matter of a healthy volunteer acquired at 3T with a modified STEAM sequence (TE 37 ms; three of five spectra shown with b-values = {427, 1710, and 3595} s/mm 2 ; black: experimental spectra, blue: fit, red: residues). Fits are presented for four modeling settings: sequential spectral/ADC fit without LEM, sequential spectral/ADC fit with LEM, simultaneous spectral/ADC fit without LEM, simultaneous spectral/ADC fit with LEM. (Beware that the zero lines in the spectra are influenced by setting the first point in the FID to zero for both the experimental data and the fitted spectra) For this single dataset, no clear benefit of either LEM and/or simultaneous fitting is evident Compartment effects should also be considered carefully. The water signal may arise from different compartments than the metabolites and also from compartments with differing diffusion properties. The former case is a problem already for general LEM fitting if the lineshape is derived from the water signal, where CSF-particularly in cases of brain atrophy-may influence the overall lineshape for the water, but not the metabolite signals. Even worse for the combined use of LEM and diffusion fitting, here the differential diffusion properties between CSF and parenchymal water would even make the compartment effect b-value dependent. However, in the in vivo case shown, the CSF water signal had been suppressed by an inversion recovery module.
Conclusions
In this work, a combined method of reference lineshape model enhancement and multidimensional prior-knowledge fitting mainly centered on diffusion coefficients was presented.
Improved accuracy and precision of the fitted parameters was illustrated with examples from one-and twodimensional 1H MRS data taken from simulations, as well as in vitro and in vivo measurements. Lineshape model enhancement can take into account non-analytic distortions of homogeneity and eddy current effects. In addition, it was demonstrated that DW MRS data sets are best evaluated in a modeling approach where spectral parameters and ADC values are estimated simultaneously, at least as long as a monoexponential diffusion model is adequate. 
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