Stochastic Theory of Relativistic Quantum Mechanics by Godart, Maurice
 
1 
STOCHASTIC THEORY 
OF RELATIVISTIC QUANTUM MECHANICS 
 
Maurice GODART, 
Email = maurice.godart@skynet.be 
0.1 Introduction 
We have presented in a previous paper (arXiv:1206.2917v2[quant-ph]) arguments 
supporting the idea that the stochastic theory of quantum mechanics is a promising substi-
tute to the orthodox theory in the non-relativistic domain. The questions now inevitably 
arise to know if it is possible to extend it to the relativistic domain and how to do it. In 
order to propose solutions to those problems we first transpose to the special context of 
the 4-dimensional Minkowski space all the definitions, equations and relations that are 
known to be valid for the Markov processes in the completely abstract mathematical con-
text of an m-dimensional space. We shall therefore utilize methods not developed here 
and not assumed to be familiar to the average reader. Hence we simply refer to the rele-
vant literature. We then explain how the principles of relativity come into play. Along the 
way, we introduce ad hoc assumptions for the sole reason that they facilitate or even 
make possible the further development of the theory. This appears clearly in the choice of 
the specific expressions proposed for the drift vectors and the diffusion tensor. These hy-
potheses and the so-called Nelson equations are used to determine the diffusion tensor 
and the drift vectors characteristic of such a process. It is then possible to write down the 
Kolmogorov equations that are used to determine the conditional probability density, as 
well as the Fokker-Planck equation that can be used to determine the normal probability 
density. We describe the logical sequence of steps that leads to the solution of specific 
problems and we illustrate the resulting method by applying it to the special case of the 
free particle. We also suggest a possible correspondence between the relativistic and non-
relativistic versions of the normal and conditional probability densities. 
0.2 The relativistic Markov process 
The co-ordinates of Minkowski space will be referenced by indices ranging from 0 to 3 
and correspond to the time t and to the co-ordinates of the ordinary space according to the 
definitions: 
0
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 (0.2-1) 
The metric tensors 
ijg  and 
ijg  are defined by: 
   i ji j
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0 1 0 0
g g
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 
 
 (0.2-2) 
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and will be used in the usual way for raising or lowering freely covariant or contravariant 
indices of vectors and of tensors. 
The basic hypothesis of the stochastic theory of relativistic quantum mechanics is that 
the trajectories of particles in the Minkowski space correspond to the sample functions of 
a diffusion process x  whose components ix  are expressed as random variables depend-
ing on a dynamical parameter. In classical relativistic mechanics it is sometimes confus-
ing but often convenient to use the proper time t of an observer as the dynamical parame-
ter. This is no longer possible in relativistic stochastic theory where a clear distinction 
must be made between the random variable 0x  of the stochastic process and its dynami-
cal parameter. This is why the time t that appears in the component 0x  of this stochastic 
process must be considered as a random variable  t s,  depending on a dynamical pa-
rameter that we shall denote subsequently by the different letter s in order to avoid any 
possible confusion. 
The various definitions, equations and relations pertinent to the Markov and diffusion 
processes will be presented briefly. We shall always simplify their writing by adopting 
the summation convention of Einstein extended to the symbols i
i x     and 
2 2 i j
i j x x     . 
We shall say that a stochastic process  x t  is a Markov process if the condition: 
   n n 0 0 n-1 n-1 n n n-1 n-1p x ,s x ,s ;  ;x ,s p x ,s x ,s  (0.2-3) 
is verified for any increasing sequence 
0 1 n 1 ns s s s     of values for the parameter s. 
Let us remember that the notation  p * *  designates the conditional probability density 
of the variables at the left of the vertical bar with respect to the variables at the right of it. 
In the case where n 2  the completely general rule: 
     2 2 0 0 2 2 0 0 1 1 1 1 0 0 1p x ,s x ,s p x ,s x ,s ;x ,s p x ,s x ,s dx


   (0.2-4) 
takes the particular form: 
     2 2 0 0 2 2 1 1 1 1 0 0 1p x ,s x ,s p x ,s x ,s p x ,s x ,s dx


   (0.2-5) 
also called the Chapman-Kolmogorov equation. Note that the integrals here above are 4-
fold integrals extending over the complete 4-dimensional Minkowski space 
At first sight, the condition imposed to the sequence of the values of the parameter s to 
be increasing lets inevitably presage that a Markov process must be irreversible, but this 
is not true, because quite unexpectedly it can be proved that the condition (0.2-3) is also 
verified for any decreasing sequence 0 1 n 1 ns s s s     of the parameter s. The prop-
erty of reversibility of the Markov processes will often oblige us to duplicate definitions, 
equations and relations given hereafter. We shall present them a first time in the so-called 
forward case of an increasing sequence of values of the parameter s and we shall use the 
index + to remember this context. We shall present them a second time in the so-called 
backward case of a decreasing sequence of values of the parameter s and we shall use the 
index - to remember this context. 
 
3 
We shall study in more details the so-called diffusion processes that are actually 
Markov processes characterized by the fact that they verify the conditions: 
        
      
 
 
i i i i
1 0 1 1 0 0 1 0 0 1 0 1 0
i i j j i j
1 0 1 0 1 1 0 0 1 0 0 1 0
ij
1 0
n
1 0 1 1 0 0 1
x x p x ,s x ,s d x v x ,s s s o s s
x x x x p x ,s x ,s d x 2 w x ,s s s
                                                                     o s s
x x p x ,s x ,s d x o s








    
   
 
 


  1 0s     when   n 3









  

 (0.2-6) 
depending on the sign of 
1 0s s , where the symbols  1 0o s s  denote quantities that con-
verge to 0 faster than 
1 0s s  and where 1 0x x  is a distance (in the mathematical sense) 
between the points 
1x  and 0x . According to the classical terminology the contravariant 
vectors  iv x,s  are called the drift vectors and the contravariant tensors  
i jw x,s are 
called the diffusion tensors. 
If we introduce the conditional mathematical expectation: 
      1 0 1 1 0 1E f x x f x p x x dx   (0.2-7) 
we can present the definitions of the drift vectors and of the diffusion tensors in the 
forms: 
        
            
i i i
s 0
i j i i j j
s 0
1
v x,s lim E x s s x s x s
s
1
w x,s lim E x s s x s x s s x s x s
s

  

  

      

              
 (0.2-8) 
Let us remark that the quadratic form built with the components i jw  is positive defi-
nite. This leads to the important conclusion that the determinants i jw  must be different 
from zero and thus that the inverse matrix    
1
i j
i jw w

 exists. 
We shall henceforth suppose that the probability density  p x,s , the conditional prob-
ability density  1 1 0 0p x ,s x ,s , the drift vectors  
iv x,s  and the diffusion tensors 
 i jw x,s  possess all regularity properties necessary and sufficient for the further devel-
opment of the theory. From the equation (0.2-5) and from the definitions (0.2-8) we can 
then deduce that the probability density  p x,s  verifies the Fokker-Planck equations: 
         
i 2 i j
i i j
v x,s p x,s w x,s p x,sp x,s
0
s x x  x
 
         
   
 (0.2-9) 
and that the conditional probability density  1 1 0 0p x ,s x ,s  verifies the first Kolmogorov 
equations: 
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   
 
1 1 0 0 1 1 0 0i
0 0 i
0 0
2
1 1 0 0i  j
0 0 i j
0 0
p x ,s x ,s p x ,s x ,s
v (x ,s )
s x
p x ,s x ,s
                          w (x ,s ) 0
x  x


 

 

 
 
 (0.2-10) 
and the second Kolmogorov equations: 
     
   
i
1 1 1 1 0 01 1 0 0
i
1 1
2 i j
1 1 1 1 0 0
i j
1 1
v x ,s p x ,s x ,sp x ,s x ,s
s x
w x ,s p x ,s x ,s
0
x  x


   
 
    
 
 (0.2-11) 
Let us remark that the Chapman-Kolmogorov equation (0.2-5) can be generalized to 
the case where either 1 0s s  or 2 1s s  provided that we impose the condition: 
   1 0 0 0 1 0p x ,s x ,s x x    (0.2-12) 
where  is the Dirac function. 
So the first Kolmogorov equations are partial differential equations of parabolic type in 
the variables 
0x  and 0s  for the unknown function  1 1 0 0p x ,s   x ,s  with the initial condi-
tion (0.2-12). 
In the same way the second Kolmogorov equations are partial differential equations of 
parabolic type in the variables 1x  and 1s  for the unknown function  1 1 0 0p x ,s x ,s  with 
the same initial condition (0.2-12). 
It can be proved that the two stochastic difference equations differing by the sign of 
s : 
             i i i i j j jx s s x s a x s ,s s b x s ,s z s+ s z s             (0.2-13) 
where the vector stochastic processes 
rz
  are independent generalized Wiener processes 
that are submitted to the conditions: 
      
          
          
r k 1 r k k
2
r k 1 r k k r k 1 r k
r k 1 r k s k 1 s k k
E z s z s x s 0
E z s z s x s T s T s
E z s z s z s z s x s 0 if r s
 

   
 
   
 
  


     

          
 (0.2-14) 
determine diffusion processes whose drift vectors and diffusion tensors are given by: 
     
        
 
i i
3
kij i r jr
0 0
r 0
v x s ,s a x s ,s
d T s1
w x s ,s b x s ,s b x s ,s
2 ds
 

  

 





 (0.2-15) 
We shall henceforth restrict our attention to the diffusions processes so defined. Let us 
then mention that the difference equation (0.2-13) can be used to prove that although (al-
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most) all sample functions  x s  are continuous they have (almost) nowhere a derivative 
with respect to the parameter s. 
We define now the stochastic derivatives by the formulae: 
     
 
 
       
h 0
i i  j 2
i i j
f x s h ,s h f x s ,s
D f lim E   x s
h
f x,s
       v x,s f x,s w x,s f x,s
s


 
    
  
  

    

 (0.2-16) 
with the particular case: 
    i iD x s v x s ,s   (0.2-17) 
The two stochastic derivatives can be combined to give: 
                 
b
a
E f b g b f a g a E g s D f s f s D g s ds     (0.2-18) 
that can be used to prove that the drift vectors iv  and diffusion tensors 
ijw  are not inde-
pendent but obey the relations: 
     
   
 
   
i  j i  j i  j
i i i  j
j
w x,s w x,s w x,s
2
v x,s v x,s p x,s w x,s
p x,s
 
 
  


     

 (0.2-19) 
where we have denoted by  i jw x,s  the common value of  i jw x,s  and  
i jw x,s . If we 
now define the auxiliary vectors  iu x,s  and  iv x,s  by the relations: 
     
     
i i i
i i i
u x,s v x,s v x,s 2
v x,s v x,s v x,s 2
 
 
     

    
 (0.2-20) 
we see that the relations (0.2-19) lead to the equation: 
       i i jjp x,s u x,s p x,s w x,s      (0.2-21) 
and that the addition of the two forms of the Fokker-Planck equations (0.2-9) members to 
members leads to the continuity equation: 
 
   ii
p x,s
p x,s v x,s 0
s

   
 (0.2-22) 
There is thus no difficulty for writing down the definitions and equations describing a 
diffusion process in a Minkowski space, but we did not yet care about the principles of 
relativity. By remembering the basic properties of covariant and contravariant vectors and 
tensors and by having a quick look at the proposed equations, and especially at the Fok-
ker-Planck and Kolmogorov equations, we are easily convinced that their relativistic in-
variance will be a direct consequence of the fact that the drift vectors  iv x,s  are con-
travariant vectors and that the diffusion tensor  i jw x,s  is a two times contravariant ten-
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sor with respect to the generalized Lorentz transformations. Designating the new co-
ordinates (and all functions expressed by means of them) by upper case letters (
1
), we 
know that those Lorentz transformations are defined by linear relations with constant co-
efficients i
kX  as in: 
i i k
kX X x  (0.2-23) 
Introducing the new co-ordinates in the definitions (0.2-8) leads to: 
        
      
 
r r r
s 0
r i i
i
s 0
r i
i
1
V X,s lim E X s s X s X s
s
1
X lim E x s s x s x s
s
X v x,s

 
 

     
     

 (0.2-24) 
showing that the drift vectors  iv x,s  are contravariant vectors. Note that the points 
 x s  and  X s  coincide and that their different writings simply express the fact that they 
are referenced by different systems of co-ordinates. This explains why the conditional ex-
pectations with respect to  x s  and  X s  are equal. Similarly, we obtain from the defini-
tions (0.2-8): 
   rs r s i ji jW X,s X X w x,s  (0.2-25) 
showing that the diffusion tensor  i jw x,s  is a two times contravariant tensor. 
There is also an important relativistic condition involving the dynamical parameter s. 
This parameter seems to be unique in non-relativistic mechanics because the time t is al-
ways chosen for playing this role. This is not so in relativistic mechanics where it is even 
possible to use different parameters for different particles. So we must also prove that all 
equations describing a diffusion process in a Minkowski space are in some sense inde-
pendent on the chosen parameter. We shall therefore consider a new parameter S that is a 
continuous function of the old parameter s and whose derivative is everywhere positive 
and finite. We shall designate hereafter by uppercase letters the co-ordinates and all func-
tions considered as depending on the parameter S. So we shall write: 
   i iX S x s  (0.2-26) 
The definitions (0.2-8) lead to: 
        
      
 
i i i
S 0
i i
s 0
i
V x,S dS lim E X S S X S X S
lim E x s s x s x s
v x,s ds

 
 

  
  

 (0.2-27) 
                                                 
1
 The same symbols written with uppercase letters like U, V, W, ... will be used repeat-
edly to designate the new values of the corresponding symbols written with lowercase 
letters like u, v, w, ...either after a Lorentz transformation or after a change of dynamical 
parameter or after a change of variables. We hope that the context will be sufficiently 
clear to avoid possible confusion, but imagining three completely different sets of tempo-
rary notations is cumbersome and can do after all more harm than good. 
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and to: 
   i j i jW x,S dS w x,s ds  (0.2-28) 
We shall present later convincing arguments indicating that the theory of the relativis-
tic diffusion process is somewhat similar to the theory of the non-relativistic stationary 
diffusion process. This one is characterized by the fact that the drift vectors iv  (and the 
diffusion tensor i jw ) are independent on the time t, with as consequences that the prob-
ability density  p x, t  is also actually independent on the time t and that the time variable 
t is separable from the space variables x, y and z in the Fokker-Planck and Kolmogorov 
equations. In the context of a relativistic diffusion process, it is not possible to maintain 
that the drift vectors iv  and the diffusion tensor 
ijw  can be independent on the dynami-
cal parameter s because of the relations (0.2-27) and (0.2-28), but it is however possible 
to transpose many interesting properties from the non-relativistic into the relativistic do-
main if we suppose that the drift vectors  iv x,s  and  
iV x,S  and the diffusion tensors 
 ijw x,s  and  ijW x,S  have the forms: 
     
     
i i
i i
v x,s v x g s
V x,S V x G S
 
 
 


 (0.2-29) 
and: 
     
     
i j i j
i j i j
w x,s w x g s
W x,S W x G S
 


 (0.2-30) 
where  g s  and  G S  designate strictly increasing functions of their arguments s or S 
that correspond to each other in the direct transform  S S s  or in its inverse transform 
 s s S , where the dot indicates a derivative with respect to s or S as the case may be 
and where we have used lowercase or uppercase letters to obey the naming convention for 
the drift vectors  iv x  and  
iV x  and for the diffusion tensors  
i jw x  and  i jW x  in 
spite of the fact that they are actually identical even if they have been defined in the con-
texts of the two different dynamical parameters s and S. 
If we now replace the drift vectors  iv x,s  and the diffusion tensor  
ijw x,s  by the 
expressions proposed in (0.2-29) and (0.2-30) we can rewrite the Fokker-Planck and 
Kolmogorov equations in the forms: 
 
 
       
2
i ij
i i j
p x,s1
p x,s v x p x,s w x 0
g s s x x x

  
          
 (0.2-31) 
and 
 
 
 
 
 
 
1 1 0 0 1 1 0 0i
0 i
0 0 0
2
1 1 0 0ij
0 i j
0 0
p x ,s x ,s p x ,s x ,s1
v x
g s s x
p x ,s x ,s
w x 0
x x

 

 

 
 
 (0.2-32) 
 
8 
 
 
   
   
1 1 0 0 i
1 1 0 0i
1 1
2
ij
1 1 0 0i j
p x ,s x ,s1
p x ,s x ,s v x
g s s x
p x ,s x ,s w x 0
x x

 
    

    
 (0.2-33) 
If we define in a natural manner the auxiliary vectors: 
     
     
i i i
i i i
u x v x v x 2
v x v x v x 2
 
 
     

    
 (0.2-34) 
we can obviously write 
     
     
i i
i i
u x,s u x g s
v x,s v x g s
 


 (0.2-35) 
and it is clear that the equations (0.2-21) and (0.2-22) can be written in the forms: 
       i i jjp x,s u x p x,s w x      (0.2-36) 
and: 
 
 
   ii
p x,s1
p x,s v x 0
g s s

   
 (0.2-37) 
So everything is fine from the mathematical point of view. We must however remark 
that quantum theory is actually a physical theory. We can object for example that if ct  is 
considered as a random variable in relativistic quantum theory, it is also such a variable in 
non-relativistic quantum theory that we have previously developed by supposing on the 
contrary that t could be used as the dynamical parameter. We can write however: 
             
  
2 2
0 0 0 02
00
0 0 02
1
E t s t s x s E ct s ct s x s
c
2
w x s ,s s s
c
        
 
 (0.2-38) 
showing that the conditional expectation in the left-hand side member converges to 0 
when c increases indefinitely to . At this limit, the variable t is no longer a random vari-
able and can be used safely as the dynamical parameter. We can object conversely that if t 
is not a random variable in non-relativistic theory, then ct is perhaps not such a variable in 
relativistic quantum theory either. But according to the Lorentz transformation (0.2-23) 
we must write: 
0 0 0 0 1 0 2 0 3
0 1 2 3X X x X x X x X x     (0.2-39) 
and claiming that the variables 1x , 2x  and 3x  are random variables while this is not the 
case for the variables 0x and 0X  is a mere contradiction. 
You may still claim that our definition of a diffusion process in a Minkowski space is 
not yet a definition of a fully relativistic diffusion process. You may present as an argu-
ment for this thesis that we proposed no conditions to forbid the presence in the defini-
tions (0.2-8) of terms for which the points 0x  and 1x  lie outside each other light cones 
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and may not be points on a normal trajectory. But classical theory already allows us to 
join such two points by a broken curve with partial arcs along which relativity is nowhere 
violated. The price to pay is to concede that time t must be a decreasing function of the 
dynamical parameter s along some special arcs while it is normally an increasing function 
of s. There is no objection against this picture of the trajectory of a particle because the 
special arcs can be considered as normal arcs for the corresponding antiparticle and the 
turning points can then be interpreted as the creation or annihilation of a pair. The very 
irregular nature of the trajectories as sample functions of a diffusion process can only be 
in favour of this point of view. We do not intend to continue this discussion further and 
we prefer to proceed with the development of the relativistic quantum theory, hoping that 
its results will support it. 
0.3 Nelson first equation 
We now intend to find the relativistic versions of the Nelson equations that will be 
used to determine the vectors  iu x,s  and  iv x,s . The first Nelson equation has a 
purely probabilistic origin. We shall see that it is possible to transpose many interesting 
results from the theory of the non-relativistic stationary diffusion processes to the theory 
of the relativistic diffusion processes if we suppose that the drift vectors  iv x,s  and the 
diffusion tensor  i jw x,s  are given by (0.2-29) and (0.2-30). A direct consequence is 
that the probability density  p x,s  is actually independent on the dynamical parameter s. 
Then the conservation equation (0.2-22) loses its first term and if we define the matrix 
 i jw  as being the inverse of the matrix  i jw  we can then write: 
   
       
               
              
i
i
i j k
i jk
k i j i j k
jk i i jk
j k i j k
jk i jk
0 p x v x
p x w x w x v x
w x v x p x w x p x w x w x v x
p x w x u x v x w x w x v x
    
    
         
     
 (0.3-1) 
and we so arrive at the so-called first Nelson equation: 
           i j i j ki j i jkw x u x v x w x w x v x 0      (0.3-2) 
0.4 Nelson second equations 
The Nelson second equations are deduced from the stochastic variational problem ap-
plied to the Lagrangian: 
           i j i j jij jL(x, v , v ) m c g v x,s v x,s u x,s u x,s q A x v x,s        (0.4-1) 
that is at the same time a relativistic version of the one used in the non-relativistic quan-
tum theory and a stochastic version of the one used in the classical relativity theory. Here 
above m is the mass of the particle and q is its charge. The covariant vector  jA x  is the 
electromagnetic potential defined in a Minkowski space by its components: 
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     
     
     
     
0
0
1
1 x
2
2 y
3
3 z
A x A x V x c
A x A x A x
A x A x A x
A x A x A x
  

  

  

  
 (0.4-2) 
where  V x  is the scalar electric potential and where  A x  is the vector magnetic poten-
tial. It is important to note that the electric and magnetic fields and potentials are normally 
functions that depend on the four co-ordinates of the point x  in a Minkowski space, but 
that surely do not depend on the dynamical parameter s. Supposing the contrary would 
amount to admit that the values of those quantities at a point x  are not unequivocally de-
termined but can still vary as a function of the extra parameter s, what is physically un-
sound 
Before proceeding we shall first define the so-called normalized vectors  iu x  and 
 iv x . If we use the formulae: 
         
         
2 i j i j
i j
2 i j i j
i j
v x g v x v x u x u x
v x,s g v x,s v x,s u x,s u x,s
     

    
 (0.4-3) 
to evaluate the scalars  v x  and  v x,s we obviously have: 
     v x,s v x g s  (0.4-4) 
so that the vectors  iu x  and  iv x  defined by the equivalent relations: 
         
         
i i i
i i i
u x c u x,s v x,s c u x v x
v x c v x,s v x,s c v x v x
  

 
 (0.4-5) 
are obviously independent on the dynamic parameter. The chosen symbol v  helps to 
remember that it will always designate a non-negative quantity and the factor c has been 
introduced for the only reason that it makes identical the dimensions of the corresponding 
original and normalized variables. A simple calculation gives immediately: 
         
2 i j i j
i j
2
v x g v x v x u x u x
c
   

 (0.4-6) 
Using the rules that allow us to raise or to lower freely indices of a covariant or con-
travariant vector we can write: 
 
 
 
i
i k
k
k
g u x,sL
m c
u v x,s
m u x




 (0.4-7) 
and: 
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   k kk
L
m v x q A x
v

 

 (0.4-8) 
So the Euler-Lagrange equations presented in their form: 
2m m m m
i i i j
k i k i k i j k k
i 1 i 1 i 1 j 1
L L L L L
v u w
t v x v x u x x u x   
        
   
         
    (0.4-9) 
lead to: 
         
           
i
k k i k k
i i j i
i k i j k k i
m v x q A x v x,s m v x q A x
s
u x,s mu x w x,s mu x q v x,s A x

         
            
 (0.4-10) 
Remember that the normalized variables  iu x  and  iv x  that arose automatically in 
the relations (0.4-7) and (0.4-8)) are independent on the dynamical parameter s, so that 
the Euler-Lagrange equations that we shall henceforth call the second Nelson equations 
become: 
           
     
i i i j 2
i k i k i j k
i
i k k i
m v x,s v x u x,s u x w x,s u x
q v x,s A x A x
      
    
 (0.4-11) 
We finally note that the expression: 
   i ii
L
m v x q A x
v

 

 (0.4-12) 
must be a gradient as it results from the theory of the stochastic variational principle. 
0.5 Diffusion tensor 
In non-relativistic quantum theory, we were not able to present a principle from which 
it was possible to deduce the expression: 
i j i jhw g
4 m


 (0.5-1) 
for the diffusion tensor i jw  and this form was justified only by comparing the Nelson 
equations with relations deduced from the Schrödinger equation. We are facing the same 
problem in relativistic quantum theory and the first idea that comes to mind to determine 
the form of this tensor is to apply the same procedure to the Klein-Gordon equation. This 
leads to: 
i j i jhw g
4 m
 

 (0.5-2) 
Unfortunately, this very simple form for the tensor i jw  is not acceptable because 00w  
must be non-negative according to its definition. So we must find a correspondence other 
than (0.5-2). After many hesitations we have decided to propose the definition: 
 
   
 
i j
i j i j
2
v x v xh
w x 2 g
4 m v x
 
  
  
 
 (0.5-3) 
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for the reason that the diffusion tensor  i jw x  so defined possesses useful properties. 
First it can be proved that the quadratic form  i j i jw x a a  is positive definite as it is im-
posed to it. 
Then the inverse  i jw x  of the diffusion tensor  
i jw x  is simply given by: 
 
   
 
i j
i j i j2
v x v x4 m
w x 2 g
h v x
 

  
 
 
 (0.5-4) 
as this results from a simple calculation leading to the identity: 
   jk jik iw x w x    (0.5-5) 
Finally we also have: 
     ji j i
4 m
w x v x v x
h

  (0.5-6) 
and this allows writing the first Nelson equation (0.3-2)) in the simpler form: 
       j i jj i ju x v x w x v x 0    (0.5-7) 
A last good point is that we have at the non-relativistic limit: 
i j i j
c
h
lim w g for i 0 i
4 m
   

 (0.5-8) 
We feel obliged to say that there exists unfortunately a bad point against the definitions 
(0.5-3). It is expressed by the inequality: 
       
   
 
i i j j i i j j
i j 1 0 1 0 0 i j 1 0 1 0 0
i j
i j
i j 2
E g x x x x x g E x x x x x
v x v xh
g 2 g s
4 m v x
h
s
2 m
0
    
 
   
  
 
  


 (0.5-9) 
Remember that we have decided from the start to not eliminate the space-like dis-
placements i i
1 0x x  from the conditional mathematical expectation, but the definition 
(0.5-3) of the diffusion tensor favours these with respect to the time-like displacements. 
The problem is more difficult than expected, because another choice of the diffusion ten-
sor that would lead to the supposedly better condition 
i j
i jg w 0  does not help. We know 
indeed that its statistical interpretation does not rule out space-like displacements. 
Anyway regardless of the definition proposed for the diffusion tensor we shall be fac-
ing a highly technical problem with the resolution of the Nelson equations. We intend in-
deed to use them for determining the vectors  iu x  and  iv x . Unfortunately the latter 
of them involve also their normalized versions  iu x  and  iv x . We must therefore 
eliminate them by taking into account their definitions (0.4-5). In doing so, we are going 
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to introduce partial derivatives of the first and second orders acting on fractions whose 
denominators are the square root of a quadratic form built precisely with the unknown 
vectors. The modified equations are horribly intricate and are certainly not the kind we 
like if we are asked to solve them, if we can at all. It would be unfortunate that we should 
be obliged to stop the development of our theory here. We are in a maze and to get out we 
propose to use as Ariadne’s thread the daring hypothesis that the original and normalized 
versions of the vectors  iu x  and  iv x  are actually identical. This demands obviously 
that the original vectors verify the condition: 
       i j i j 2i jg v x v x u x u x c     (0.5-10) 
and that they are the solutions of the Nelson second equations: 
           
     
k k jk 2
k i k i jk i
k
i k k i
m v x v x u x u x w x u x
q v x A x A x
      
    
 (0.5-11) 
We think that it is high time to produce exhibits in illustration and defence of the rela-
tivistic stochastic quantum theory based on the finding that they will not lead to unsound 
results when it will be applied to the study of (an) especially simple problem(s). We can-
not do this however without crossing the Rubicon and taking the momentous decision to 
follow the road paved with the simplifying hypotheses (0.2-29), (0.2-30) and (0.5-3). We 
hope that everything will run like clockwork. 
0.6 Free particle 
Before proceeding to the study of the very simple case of the free particle we think that 
it is a good idea to explain how a problem stated in the relativistic context of the quantum 
mechanics can be solved by the methods of the relativistic stochastic theory. 
We normally start from the specification of an electromagnetic potential  iA x  acting 
on a particle of mass m and charge q. In a first step we must determine the vectors  iu x  
and  iv x  that verify the normalization condition: 
       k k 2k kv x v x u x u x c   (0.6-1) 
and that with the value: 
 
   
   
i j
i j ij
k
k
v x v xh
w x 2 g
4 m v x v x
 
  
   
 (0.6-2) 
of the diffusion tensor are solutions of the two Nelson equations: 
       i i ji i jv x u x w x v x 0    (0.6-3) 
and: 
           
     
i i i j 2
i k i k i j i
i
k i i k
m v x v x u x u x w x u x
q v x A x A x
      
     
 (0.6-4) 
At this point we must call the attention to the fact that not all mathematical solutions of 
those equations are acceptable because the variational principle imposes the condition: 
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     i i imv x qA x G x    (0.6-5) 
for some scalar function  G x . 
In a second step we must solve the two Kolmogorov equations: 
 
 
 
 
 
 
0 0 0 0i
0 i
0 0 0
2
0 0i j
0 i j
0 0
p x,s x ,s p x,s x ,s1
v x
g s s x
p x,s x ,s
w x 0
x x

 

 

 
 
 (0.6-6) 
and: 
 
 
   
   
0 0 i
0 0i
2
i j
0 0i j
p x,s x ,s1
p x,s x ,s v x
g s s x
p x,s x ,s w x 0
x x

 
    

    
 (0.6-7) 
that together with the initial condition: 
   0 0 0 0p x,s x ,s x x    (0.6-8) 
determine the conditional probability density  0 0p x,s x ,s . If necessary we must also 
solve the Fokker-Planck equation: 
       
2
i i j
i i j
p x v x p x w x 0
x x x

 
         
 (0.6-9) 
that determines the probability density  p x . We must finally examine the pertinent 
mathematical properties of those normal and conditional probability densities and suggest 
for them possible physical interpretations that will hopefully justify the claim that the 
conditional probability density  0 0p x,s x ,s  is a safely recommended substitute to the 
orthodox wave function. 
We now intend to solve the problem of the free particle characterized by the fact that 
the force represented by the right-hand side member of equation (0.6-4) is identically 
zero. It is easy to see that a possible solution of the Nelson equations is given by: 
iu 0  (0.6-10) 
and: 
0
i
v c
v 0     for i 0
 

 
 (0.6-11) 
Formula (0.6-2) leads indeed to: 
ij
0     if i ih
w
1      if i=j4 m

 
 
 (0.6-12) 
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and it is then a trivial task to verify that these values satisfy the normalization condition 
(0.6-1), the Nelson equations (0.6-3) and (0.6-4) and that the condition (0.6-5) imposed to 
the vector  iv x  is verified if we choose  G x mct  
A concern is about the behaviour of the solution with respect to Lorentz transforma-
tions. Of course, the theory has been developed with great care about relativistic invari-
ance, but because of the special values chosen for the diffusion tensor i jw  we can still 
wonder if everything is perfect and if the renunciation to the d' Alembertian operator does 
not lead to physically unsound results. 
We shall say that the free particle in at rest in the system f the co-ordinates ix  where 
the vectors iu  and iv  and diffusion tensor i jw  are given respectively by (0.6-10), 
(0.6-11) and (0.6-12). This is the simplest case, but we shall pay attention to the more 
general systems of co-ordinates iX  where the free particle is moving with a constant 
translation velocity. The new co-ordinates are obviously related to the old co-ordinates by 
a Lorentz transformation that has the form: 
i i j
jX X x  (0.6-13) 
We know that the coefficients 
i
jX  are constants that depend only on the translation ve-
locity, but we are otherwise not interested by their exact definitions. 
We shall designate by iU , iV  i jW  the corresponding vectors and diffusion tensor in 
this new system and we shall also designate by  0 0P X,s X ,s  the conditional probability 
density related to it. Using the transforms: 
i i k
k
i i k
k
i j i j k h
k h
U X u
V X v
W X X w
 




 (0.6-14) 
we easily find that all the components of the vector iU  are equal to zero and that the 
components of the vector iV  and of the diffusion tensor ijW  are constants. The corre-
sponding conditional probability density  0 0p X,s X ,s  is then the solution of the Kol-
mogorov equations: 
 
     20 0 0 0 0 0i i j
i i j
0 0 0 0 0
P X,s X ,s P X,s X ,s P X,s X ,s1
V W 0
g s s X X X
  
  
   
 (0.6-15) 
 
       i 2 i j0 0 0 00 0
i i j
P X,s X ,s V P X,s X ,s WP X,s X ,s1
0
g s s X X X
 
  
   
 (0.6-16) 
that verifies the initial condition: 
   0 0 0 0P X,s X ,s X X    (0.6-17) 
Let us mention that we have not forgotten the indices + or -, but that we have decided 
to omit them because we have iU 0  and because it simplifies somewhat the writing. Let 
us introduce the new variables: 
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 
0
i i i i
0 0
S g g
Y X X V g g
 

   
 (0.6-18) 
where we have used the abbreviations: 
 
 0 0
g g s
g g s
 


 (0.6-19) 
We can see that the solution of the above pair of Kolmogorov equations together with 
their initial condition will be given by: 
   0 0P X,s X ,s Q Y,S  (0.6-20) 
if and only if the function  Q Y,S  is solution of the equation: 
   2i j
i j
Q Y,S Q Y,S
W 0
S Y Y
 
 
  
 (0.6-21) 
and verifies the initial condition: 
   Q Y,0 Y   (0.6-22) 
We can easily verify that the solution  Q Y,S is: 
 
 
i j
i j i j
4
det W W Y Y
Q Y,S exp
4S4 S
 
     
 (0.6-23) 
and that the solution  0 0P X,s X ,s  is then: 
 
 
   
 
i j
0 0 4
0
i i i i i i
i j 0 0 0 0
0
det W
P X,s X ,s
4 g g
W X X V g g X X V g g
exp
4 g g

   
              
  
 (0.6-24) 
by taking into account the definition (0.6-20), the changes of variables (0.6-18) and the 
solution (0.6-23) itself. This function is thus a solution of Kolmogorov equations (0.6-15) 
and (0.6-16) that verifies the initial condition (0.6-17) and is thus endowed with all the 
properties required for a conditional probability density. 
In the system where the particle is at rest this conditional probability density takes the 
form: 
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 
 
 
 
     
2
0 0
0 0
0 0
0 0
2 2 23 1 1 2 2 3 3
0 0 0
0 0
x x c g gm m
p x,s x ,s exp
h g g h g g
x x x x x xm m
  exp
h g g h g g
        
   
         
       
 (0.6-25) 
The solutions to the proposed Kolmogorov equations for the free particle possess sev-
eral sympathetic properties, except perhaps that they are not zero for pairs of points x  
and 
0x  that lie outside each other light cone. We have already proposed an answer to this 
objection by invoking the possible creation or annihilation of pairs of particles and anti-
particles. You would certainly applaud if you considered this explanation as a proof of the 
existence of positrons. We do not insist on this point but before leaving this subject, we 
find interesting to present a comparison of the values proposed by the solution (0.6-25) 
for two displacements equal to c in the t and x directions respectively for the same in-
crement of the dynamical parameter  g s . For the sake of simplicity, let us consider the 
three points 0x , 1x  and 2x  with co-ordinates: 
0 1 2 3
0 0 0 0x x x x 0     (0.6-26) 
0
1
1 2 3
1 1 1
x c
x x x 0
  

  
 (0.6-27) 
1
2
0 2 3
2 2 2
x c
x x x 0
  

  
 (0.6-28) 
and with also: 
 
   
0
1 2
g s 0
g s g s g
 

 
 (0.6-29) 
Let us remark that the interval  0 1x , x  is timelike, meaning that the straight line join-
ing the two points is an acceptable relativistic trajectory, while the interval  0 2x , x  is 
spacelike, meaning that the straight line joining the two points is not an acceptable rela-
tivistic trajectory. From (0.6-25), we obtain: 
   
2
2
2
1 0 0
m mc
p x ,s x ,s exp g
h g h g
   
     
   
 (0.6-30) 
and 
   
2
2
2 2
2 0 0
m mc
p x ,s x ,s exp g
h g h g
   
      
   
 (0.6-31) 
The ratio of those two values is then: 
 
 
2
2 0 0
1 0 0
p x ,s x ,s 2 mc
exp
hp x ,s x ,s
 
   
 
 (0.6-32) 
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This value is always less than 1 and it even converges very rapidly to 0 when  in-
creases. For example, we have in the case of an electron: 
2
20 -12 mc 7.7634 x10  s
h

  (0.6-33) 
We normally observe a particle over a period of time very large compared to the recip-
rocal of this value and it thus appears to move (almost) always in agreement with relativ-
ity because the probability density for a spacelike displacement is negligibly small com-
pared to the probability density for a timelike displacement. However those two probabil-
ity densities are nearly equal for very small values of . The expression: 
     ij i i j jij 0 ij 0 0 0g w s s E g x x x x x     (0.6-34) 
certainly incorporates displacements not allowed to a classical particle by relativity, that 
is displacements for which the quadratic expression   i i j jij 0 0g x x x x   is not positive, 
and can thus admit apparently impossible values. 
0.7 Non-relativistic limit 
Coming back to the formula (0.6-25) we can prove that the limit of its first factor when 
c converges to  is the Dirac measure  0 0c t t g g       and we can see that the sec-
ond factor is nothing else than the solution of the corresponding non-relativistic problem 
if we identify 0g g  with 0t t . This is in complete agreement with a hypothesis that ex-
plains how the results of the non-relativistic stochastic theory must coincide with the lim-
its of the corresponding results of the relativistic stochastic theory when the speed of light 
c is supposed to increase indefinitely to . This must be done carefully however by taking 
care of two requisites. 
The first one is so to say of a typographical nature and is imposed to us in order to 
make a clear notational distinction between the relativistic and non-relativistic random 
variables and functions thereof. This is why we shall designate by  ˆ ˆp x, t  and 
 0 0ˆ ˆ ˆp x, t x , t  the normal and conditional probability densities, by  
i ˆv x, t  the drift vec-
tors, by  i jˆ ˆw x, t  the diffusion tensors and by ˆdx  the volume element in the three-
dimensional Cartesian space of the variables xˆ . Note that we have: 
ˆdx cdt dx  (0.7-1) 
The second requisite is related to the fact that the relativistic theory can make a choice 
among a wide family of dynamical parameters s, while the non-relativistic theory is re-
stricted to use the classical time t as the only possible dynamical parameter. Remember 
that if s and S are two possible relativistic dynamical parameters, the functions  g s  and 
 G S  introduced in the first paragraph are actually identical. The limit process on s or S 
will thus lead to a unique result if we choose any of those functions as the dynamical pa-
rameter for the stochastic variables ixˆ . As a consequence we shall use interchangeably 
the expression  g s  or the symbol t to designate the time in the non-relativistic notations 
that we have proposed. 
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We want now to grapple with the problem of describing the relation that must exist be-
tween the relativistic and non-relativistic stochastic quantum theories. This question is 
logically and almost obviously answered by requiring that we must recover a non-
relativistic diffusion stochastic process characterized by a probability density  ˆ ˆp x, t  and 
a conditional probability density  0 0ˆ ˆ ˆp x, t x , t  when we apply the non-relativistic limit 
limc   to a relativistic diffusion stochastic process characterized by a probability den-
sity  p x  and a conditional probability density  0 0p x,s x ,s . We shall therefore pro-
ceed in an inductive way in that direction by showing that the conditions: 
     
     
c
0 0 0 0 0 0
c
ˆ ˆlimp x p x,g c t g
ˆ ˆ ˆlimp x,s x ,s p x,g x ,g c t t g g


     

       
 (0.7-2) 
with the abbreviations: 
 
 0 0
g g s
g g s
 


 (0.7-3) 
provide not only a very interesting mathematical hypothesis, but also probably the only 
physically acceptable thesis, because they guarantee the coherency between the relativis-
tic and non-relativistic domains not only of the results obtained up to now, but also of the 
definitions introduced previously. We shall call this requisite the (relativistic) correspon-
dence principle in spite of the fact that it could be the source of a potential confusion. 
In the calculations to come we shall not pay any attention to the ad hoc hypothesis that 
would allow us to exchange freely the limit and integration operations. The manipulation 
of  functions under the integral sign will be done here in a very formal way, but you 
must be confident that the theory of the measures can prove them in a rigorous mathe-
matical context. 
We shall first investigate how the relativistic drift vector  iv x  and the non-
relativistic drift vector  iˆ ˆv x,s  are related to each other. When i 0  we can write: 
       
     
     
 
  
0 0
0 0 0 0 0 0
c c
0 0
0 0 0
c
0 0 0 0 0
0
0 0
lim v x g s s s lim v x ,s s s
lim p x,s x ,s x s x s dx
ˆ ˆ ˆ ˆp x,g x ,g dx c t t c t t g g cdt
c g g
cg s s s

 

  
   
       
 
 

   (0.7-4) 
When i 0  we must write instead: 
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          
       
     
  
    
i i i
0 0 0 0 0 0
c c
i i
0 0 0 0 0
i i
0 0 0
i
0 0 0
i
0 0 0 0
lim v x g s s s lim p x,s x ,s x s x s dx
ˆ ˆ ˆ ˆ ˆ ˆp x,g x ,g x g x g dx c t t g g cdt
ˆ ˆ ˆ ˆ ˆ ˆp x,g x ,g x g x g dx
ˆ ˆv x ,g g g
ˆ ˆv x ,g g s s s

 


    
          
   
 
 

 
  (0.7-5) 
We so obtain: 
 
   
0
c
i i
c
lim v x c
ˆ ˆlim v x v x,g for i 0


 

 


 

 (0.7-6) 
These relations immediately imply that we have: 
 
   
0
c
i i
c
lim v x c
ˆ ˆlim v x v x,g for i 0


 


 
 (0.7-7) 
We shall now investigate how the relativistic diffusion tensor  i jw x  and the non-
relativistic diffusion tensor  i jˆ ˆw x,g  are related to each other. When i 0 j   we can 
repeat the previous calculations that now leads to: 
         i j i j0 0 0 0 0 0 0
c
ˆ ˆlimw x g s s s w x ,g g s s s

    (0.7-8) 
We so obtain: 
   i j i j
c
ˆlimw x w x,g for  i 0 j

    (0.7-9) 
The relations (0.7-7) and (0.7-9) are not mere tautologies but must rather be interpreted 
as proving that the presented properties of the non-relativistic drift vectors  iˆ ˆv x,g  and 
diffusion tensor  i jˆ ˆw x,g  as being the non-relativistic limits of the corresponding rela-
tivistic drift vectors  iv x  and diffusion tensor  
i jw x  are completely equivalent to 
their definitions based on the conditional expectations computed by using the non-
relativistic conditional probability density  0 0ˆ ˆ ˆp x,g x ,g  as this must be the case for a 
diffusion process. 
We shall show that the limits (0.7-9) can be obtained in another way. Let us present 
this thesis more precisely. On the one hand the non-relativistic diffusion process that is at 
the base of the non-relativistic stochastic quantum theory was supposed to be character-
ized by the diffusion tensor: 
i j i jh ˆwˆ g
4 m


 (0.7-10) 
where i jgˆ  is the metric tensor of the three-dimensional space of the variables ixˆ . In a pre-
vious paragraph on the other hand we have proposed for the relativistic diffusion process 
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at the base of the relativistic stochastic quantum theory a diffusion tensor  i jw x  equal 
to: 
 
   
 
i j
i j ij
2
v x v xh
w x 2 g
4 m v x
 
  
  
 
 (0.7-11) 
We know that the relations that exist between the metric tensors i jg  and i jg  are: 
i j i jg g for i 0 j     (0.7-12) 
Taking into account the relations (0.7-7) we obtain: 
     
    
2 i i
i j
c c
2 i i
i j
c
2
lim v x limg v x v x
ˆ ˆ ˆ ˆ ˆlim c g v x, t v x, t
c
 


 

 (0.7-13) 
that by the way is not in contradiction with the normalization condition (0.5-10)). The re-
sults: 
   
   
0
c
i
c
lim v x v x 1
lim v x v x 0 for i 0


 


 
 (0.7-14) 
that can be deduced there from lead to the limit: 
   
 
i j
i j i j
2c c
i j
i j
v x v xh
lim w lim 2 g
4 m v x
h
gˆ for  i 0 j
4 m
w
 
 
  
  
 
  


 (0.7-15) 
in complete agreement with (0.7-9). At the same limit we should obtain for the compo-
nent 00w : 
 
   0 000 00
2c c
v x v xh
lim w x lim 2 g
4 m c
h
4 m
 
 
  
  


 (0.7-16) 
and this would place the variable ct on an equal footing with the variables x, y and z. 
To conclude this paragraph we shall simply mention that the correspondence principle 
applies equally well to the normalization properties of the normal and conditional prob-
ability densities and also to the Chapman, Fokker-Planck and Kolmogorov equations. 
0.8 General theory of the relativistic systems. 
We have seen that the relativistic Fokker-Planck and Kolmogorov equations can be 
written by using exclusively the drift vectors  iv x  and the diffusion tensor  
i jw x  that 
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do not depend on the dynamical parameter s. We can then expect that many of the results 
obtained for the non-relativistic stationary diffusion processes can be transposed in the 
present context word for word so to say. 
Here after we shall study the Kolmogorov equations (0.6-6) and (0.6-7) concerning the 
conditional probability density  1 1 0 0p x ,s   x ,s . We shall restrict our study of those equa-
tions to the forward case where we have 0s s  because all that can be said about them is 
also valid for the reverse case with due changes. 
Those equations can be solved by the method of separation of the variables. Remember 
that this amounts to represent the general solutions of the equations (0.6-6) and (0.6-7) by 
sums of particular solutions of the form    0 00 0X x S s  and    X x S s  respectively. If 
we introduce those particular solutions into their corresponding equations and if we di-
vide by those solutions, we arrive at the equations: 
 
 
   
   0 2 0 00 0 0i j i
0 00 0 i j i
0 0 0 0 0 0
S s X x X x1 1
w (x ) v (x ) 
g s S s X x x  x x

  
   
   
 (0.8-1) 
and: 
 
 
   
   2 i j i
i j i
w (x) X x v (x) X xS s1 1
g s S s X x x  x x

          
    
 (0.8-2) 
The left hand side member of equation (0.8-1) does not depend on the variable 0x  
while the right hand side member does not depend on the variable 0s  so that their com-
mon value must be a constant that we shall designate by  . Similarly the common value 
of the two members of equation (0.8-2) must also be a constant that we shall designate by 
 . Then equations for  0 0S s  and  S s  can be written in the forms: 
 
 
 
0
0
00
0
S s
g s
S s
   (0.8-3) 
 
 
 
S s
g s
S s
   (0.8-4) 
and can be solved immediately to give: 
   0 0 0S s exp g s     (0.8-5) 
   S s exp g s     (0.8-6) 
while the equations for  0 0X x  and  X x  take the forms: 
   
 
2 0 0
0 0i j i 0
0 0 0i j i
0 0 0
X x X x
w (x ) v (x ) X x 0
x  x x

 
  
  
 (0.8-7) 
and: 
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         
2
i j i
i j i
w x  X x v x  X x X x 0
x  x x

 
          
 (0.8-8) 
We know that these equations have non identically zero solutions called the eigenfunc-
tions only for a discrete denumerably infinite set of values for the parameters λ and μ 
called the eigenvalues. Let us designate by  0i 0X x  the eigenfunction of the equation 
(0.8-7) associated with the eigenvalue 
i  and let us similarly designate by  iX x  the ei-
genfunction of the equation (0.8-8) associated with the eigenvalue 
i . We know that 
those solutions can be normalized and indexed by non negative integer numbers in such a 
way that we have: 
i i    (0.8-9) 
and: 
   0i k ikX x X x dx    (0.8-10) 
with: 
i  k
0   if i k
1   if i k

  

 (0.8-11) 
Then the solution  0 0p x,s x ,s  of the Kolmogorov equations verifying the initial 
condition: 
   0 0 0 0p x,s x ,s x x    (0.8-12) 
is given by: 
          00 0 n n 0 n 0
n 0
p x,s x ,s X x X x exp g s g s


      (0.8-13) 
The condition iv 0  simplifies considerably the theory of the Kolmogorov equations 
because they are then equivalent to a self-adjoint equation that is known to possess real 
eigenvalues and eigenfunctions. The bad news is that this condition is equivalent to an 
intolerable restrictive physical condition. We have seen indeed as a result of our varia-
tional principle that the vector i imv eA  must be a gradient. Thus the electromagnetic 
potential iA  must also be a gradient if iv 0  and the electromagnetic field i jB  given by: 
i j j i i jB A A    (0.8-14) 
must inevitably be equal to zero. Conversely if the electromagnetic field 
i jB  is different 
from zero, the vector iv  must also be different from zero. If not the electromagnetic field 
specified in the right hand side member of the second Nelson equation would play no role 
at all. So except in the case of the free particle the equations (0.8-7) and (0.8-8) are no 
longer equivalent to a self-adjoint equation and their non-zero eigenvalues i i    and 
associated eigenfunctions  0iX x  and  
1
iX x  are now possibly complex. In that case and 
as proposed before, we shall modify the notations by letting the index i run from   to 
  with the conditions: 
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   
   
*
i i
*0 0
i 0 i 0
*1 1
i 1 i 1
X x X x
X x X x



   




 (0.8-15) 
and to modify accordingly equation (0.8-13)  by writing it in the form: 
          00 0 n n 0 n 0
n
p x,s x ,s X x X x exp g s g s


      (0.8-16) 
The general expression obtained for the conditional probability density  0 0p x,s  x ,s  
shows that it depends on s and 
0s  by the difference    0g s g s  only. Because the diffu-
sion process  x t  is a Markov process we can write: 
 
 
 
 
 
 
 
 
 
1 1 n n 1 1 n-1 n-1
1 1 n n
1 1 n-1 n-1 1 1 n-2 n-2
1 1 2 2
1 1
1 1
n n 1 1 n-1 n-1 n 1 n 1 1 1 n-2
p x ,s ;   ;x ,s p x ,s ;   ;x ,s
p x ,s ;   ;x ,s
p x ,s ;   ;x ,s p x ,s ;   ;x ,s
p x ,s ;x ,s
                              p x ,s
p x ,s
p x ,s   x ,s ; ;x ,s p x ,s   x ,s ; ;x , 

  
   
       
n-2
2 2 1 1 1 1
n n n-1 n-1 n 1 n 1 n-2 n-2 2 2 1 1 1
s
                                            p x ,s   x ,s p x ,s
p x ,s   x ,s p x ,s   x ,s p x ,s   x ,s p x 
 (0.8-17) 
Taking into account the previous remark this formula proves that  1 1 n np x ,s ;   ;x ,s  
depends on the variables 1 2 ns ,s , ,s  by the differences    2 1g s g s , ...,    n n 1g s g s   
only. 
It is obvious that the constant function  00X x 1  is a solution of the equation (0.8-7) 
associated with the eigenvalue 0   and that according to the Fokker-Planck equation, 
the function    0X x p x  is a solution of the equation (0.8-8) associated with the same 
eigenvalue 0  . We have for this pair: 
     0 10 0X x X x dx p x dx
1


   (0.8-18) 
and we have not to worry about multiplicative constants for this pair of solutions. 
It is obvious that if (the real part of) all the non-zero eigenvalues are positive, we can 
write: 
 
 
 
        
   
 
0
0 0 n n 0 n 0
g s g s
n
0
0 0 0
lim p x,s x ,s lim X x X x exp g s g s
X x X x
                           p x
 
    



 (0.8-19) 
and this clearly shows that the physical phenomenon described by the Kolmogorov equa-
tions has an inherent tendency to go or to return to the stable state characterised by the 
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probability density  p x . The H-theorem proved in the previous paragraph shows that 
this must be the case. 
Our intuition leads us to think that the conjugate solutions must have something in 
common. In the case of the hydrogen atom for example, we can claim using the parlance 
of the orthodox theory that the pair of the eigenfunctions  00 0X x 1  and    0X x p x  
associated with the eigenvalues 
0 0 0     corresponds to the ground state and we can 
imagine that all other pairs  0iX x  and  iX x  associated with the eigenvalues 
i i 0     describe states having some physical characteristics in common (like the en-
ergy?) and possessing some other physical characteristics in their own right (like the 
spin?). It is all the same curious that the spin was introduced in the Dirac theory because 
the Klein-Gordon equation is unable to treat correctly even the simple case of the atom of 
hydrogen where an electric field alone is present. 
It would be welcome to confirm those ideas by studying a very simple example, but we 
can anticipate that it will be nonetheless a difficult task because complete separability of 
the equations (0.8-7) and (0.8-8) is no longer possible in the case where iv 0 . This op-
eration amounts indeed to replace a second order differential equation in m variables ix  
by an equivalent system of m second order differential equations in only one variable ix  
at a time. It is always possible to associate a self adjoint differential equation to those par-
tial equations and the same conclusion must also be valid for the complete differential 
equation, calling for iv 0 . 
0.9 Conclusion 
Several authors have proposed their own definition of  a relativistic diffusion process, 
but they do not pay enough attention (if any) to its theory, including the Kolmogorov and 
Fokker-Planck equations, the stochastic differential and integral equations, the reversibil-
ity properties, the variational principle and all the paraphernalia, that we have used. This 
is because they aim primarily at rediscovering the Klein-Gordon equation, what in our 
opinion is not a good idea. Conversely, other authors pay too much attention to a suppos-
edly universally valid theorem due to Hakim, stating that a relativistic Markov process 
cannot represent a diffusion process because it is always characterized by ijw 0 , so that 
they feel obliged to introduce rather special hypotheses in order to develop their idea any-
how. However, this negative result is obtained when studying a relativistic Markov proc-
ess that describes the evolution of a stochastic vector in a 7 dimensional space identical 
with the product of the 4 dimensional Minkowski space and of a 3 dimensional velocity 
space obtained by reducing the complete 4 dimensional velocity space according to the 
relativistic condition 2 2v c  
The present theory is obviously very different, but is it better? As a first favourable ar-
gument we must recognize that it clearly displays a remarkable internal consistency de-
spite the fact that its basic hypotheses are sometimes bizarre and questionable. In addition 
several welcome results concerning the non-relativistic theory are still valid in the relativ-
istic domain, simply because they are based on general properties of a Markov process. 
Let us quote as examples that: 
 Uncertainty relations exist even for the time stochastic variable, 
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 The trajectories of the particles are continuous functions of the dynamical parameter 
s, but possess nowhere a derivative with respect to it, 
 The collapse of the wave function is a mere myth and is simply replaced by an updat-
ing of the initial conditions. This eliminates by the same token the much discussed 
measurement problem. 
 The H theorem can be invoked to prove that any state of a system finally converges to 
the fundamental state characterized by the normal probability density, 
 The ergodic theorem can be invoked to replace mean values with respect to the dy-
namical parameter s by mathematical conditional expectations. 
This paper however waits for a continuation. So for example we have not been able to 
solve the apparently simple problem of the Coulomb field. So decisive arguments based 
on a comparison of the energy levels and on the automatic intrusion of the spin are unfor-
tunately missing at this time, 
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