Practical meta-analysis of correlation matrices generally ignores covariances (and hence correlations) between correlation estimates. The authors consider various methods for allowing for covariances, including generalized least squares, maximum marginal likelihood, and Bayesian approaches, illustrated using a 6-dimensional response in a series of psychological studies concerning prediction of exercise behavior change. Quantities of interest include the overall population mean correlation matrix, the contrast between the mean correlations, the predicted correlation matrix in a new study, and the conflict between the existing studies and a new correlation matrix. The authors conclude that accounting for correlations between correlations is unnecessary when interested in individual correlations but potentially important if concerned with a composite measure involving 2 or more correlations. A simulation study indicates the asymptotic normal assumption appears reasonable. Because of potential instability in the generalized least squares methods, they recommend a model-based approach, either the maximum marginal likelihood approach or a full Bayesian analysis.
do more than simply estimate a fixed-effect (common) correlation. By characterizing the heterogeneity between studies within a random-effects model, we can both provide more appropriate measures of uncertainty concerning inferences on average correlations and their contrasts and also address issues that explicitly concern variability between studies. In particular, we may derive a measure of compatibility or conflict between the set of matrices from an existing study set and the matrix resulting from a new study: That is, we can determine whether a new study is an outlier. Our work is motivated by an example drawn from the literature on the theory of planned behavior (TPB; Ajzen, 1985) in the prediction of physical exercise behavior. The TPB characterizes a 6-dimensional response and hence involves a 15-dimensional correlation vector with 120 covariance terms. Our basic meta-analysis features eight studies, and we are interested both in making inferences on contrasts between specific correlations and in establishing whether a ninth study is compatible with the initial set.
Two factors make such a meta-analysis more complex than normal. First, if the underlying response has more than two dimensions, there will be more than a single correlation coefficient, and because estimates of correlations are themselves correlated, we should use meta-analysis methods that deal with correlated multiple outcomes. Second, and of perhaps more technical interest, there are logical restrictions in a correlation matrix, technically to ensure the covariance matrix for the responses is positive definite: These are automatically satisfied in a sample correlation matrix, and any estimate should also satisfy those conditions.
Having briefly introduced our example, we draw on a wide literature to provide a unified notation and allow comparisons between a range of alternative approaches. First, we consider classical methods for meta-analysis of correlation matrices for which Becker (2000) provided a good review: For example, Hedges and Olkin (1985) introduced fixed (common) effect and random-effect methods for a single correlation coefficient, and Hunter and Schmidt (1990) considered methods for two or more correlations with each treated independently. Raudenbush, Becker, and Kalaian (1988) ; Cheung (2003) ; Cheung and Chan (2005) ; and Furlow and Beretvas (2005) illustrated a range of methods for a fixed-effect assumption including generalized least squares (GLS) methods that allow for covariances between correlations. Becker (1992 Becker ( , 1995 appears to provide the only description of a method for a full random-effects formulation allowing for correlations between correlations using a noniterative GLS method, but this does not seem to have been subsequently exploited.
The second relevant literature concerns classical methods for random-effects meta-analysis of general multiple correlated outcomes. Kalaian and Raudenbush (1996) considered GLS estimation of fixed effects based on restricted maximum likelihood variance estimates, and Berkey, Hoaglin, Antczak-Bouckoms, Mosteller, and Colditz (1998) described GLS and maximum marginal likelihood (MML) methods. Berkey et al. (1998) found little effect on individual estimates from making allowances for correlations between outcomes but did find an important effect on the power for making global tests that involve multiple parameters: This finding is perhaps predictable as covariances between estimators are only really of interest when concerned with functions of groups of estimators.
Finally, we note the increasing use of Bayesian methods for handling both covariance and correlation matrices (Daniels & Kass, 1999) and methods for random-effects modeling in general meta-analysis (Nam, Mengersen, & Garthwaite, 2003) . The ability of simulation-based methods, specifically Markov chain Monte Carlo (MCMC) methods, for making inferences on complex functions of parameters does not appear to have had a substantial impact within this area, and here we both provide a review of the available methods and show how they can be implemented with a free software package, WinBUGS (Spiegelhalter, Thomas, Best, & Lunn, 2003) .
Having introduced the available methods, we compare their results for our application. As noted above, allowance for the covariances between the correlations might not be expected to have much impact on the central estimate but might affect procedures that jointly involve two or more correlations. As one example of such a measure, we consider estimating the contrast between two elements in the correlation matrix.
We then explore the issue of comparing a set of existing studies with an additional study. This process would be of interest when, for example, using cross-validation to assess whether a study is an outlier in a random-effects metaanalysis or when assessing the compatibility of a newly observed study with an existing meta-analysis. In each case, this involves constructing a predictive distribution for a correlation matrix in a new study assumed to be drawn from the same population of studies and then measuring the conflict with the observed new correlation matrix: Procedures for performing this operation within both a classical and a Bayesian framework are derived and compared on the example. Finally, we draw some conclusions that emphasize our contribution in bringing together a range of methods within a unified structure, illustrating the Bayesian approach and its advantages and disadvantages, promoting the use of appropriate but overlooked classical methods, illustrating novel applications to a real example including contrasts between correlations and assessing compatibility with a new study, and provide full code for their implementation.
In the Appendix, we deal with the somewhat technical issue of the multivariate normal assumption for the sample correlation vector used in the fully parametric approaches. This assumption is manifestly untrue because of the logical restrictions between correlation elements, and we assess the quality of this approximation using both parametric bootstrap and Bayesian methods.
We note that there is potential for confusion in the terms used in this article. Therefore, we keep to the convention of using sample correlation for the observed correlation matrix, to distinguish from general discussion of covariances and correlations between elements of an outcome vector (which in this context is a sample correlation arranged as a vector).
Example
A prominent psychological theory, the theory of planned behavior, sets out the psychological determinants of engaging in future behavior (Ajzen, 1985) . In the present example, this behavior consists of physical exercise. The theory specifies the following determinant variables: attitude (A), subjective norm (SN), perceived behavioral control (PBC), and intention (I). An additional construct predictive of future behavior (FB) is past behavior (PB). Although PB is not specified as a causal determinant under the theory, it is often included as an important explanatory predictor of FB.
The full set of pairwise correlations between these six constructs has been reported in a set of eight articles (Abraham & Sheeran, 2004; Bozionelos & Bennett, 1999; Connor & Abraham, 2001; Godin, Valois, & Lepage, 1993; Lowe, Eves, & Carroll, 2002; Norman & Smith, 1995; Sheeran & Orbell, 2000; Terry & O'Leary, 1995) . Each article reported a correlation matrix resulting from a longitudinal study; assessing the constructs A, SN, PBC, PB, and I at baseline; and assessing FB after a period that varies across studies between 2 weeks and 6 months.
The 15 pairwise correlation coefficients between the six constructs are reported in Table 1 for each of the studies. The correlation coefficients themselves, rather than the constructs, are the basis for inference.
A previous meta-analysis in this context (Hausenblas et al., 1997) used a fixed-effect method of meta-analysis to each pair of constructs singly, applying the method described by Hedges and Olkin (1985) where each effect size is weighted by the inverse of its sampling variance prior to pooling: This may be reasonable when concerned only with the average effect in this particular group of studies (Hedges & Vevea, 1998) . However, the variability shown between some of the correlation estimates in Table 1 -for example, that between SN and PBC ranging from .02 to .48 -suggests a degree of heterogeneity, and hence a random-effects approach may be more reasonable if we wish to generalize to future situations. Moreover, meta-analysis of the pairs of constructs jointly as multiple outcomes would allow proper account to be taken of correlations between the sample correlations.
A particular interest is in comparing these historical correlation matrices with a corresponding matrix to be observed in an ongoing population-based randomized trial for increasing physical activity in those at increased risk of developing diabetes (Williams et al., 2004) . As a preliminary test of the method, we have identified a ninth study (Norman, Conner, & Bell, 2000) that is somewhat different from the other eight, in that rather than being a community or student sample, the participants were drawn from attendees of health promotion clinics at general practices. We later introduce this ninth study to test its compatibility with the eight studies in the meta-analysis.
Notation and Classical Methods

Estimation in a Single Study
Suppose we observe a p ϫ p correlation matrix R M , based on n independent observations on a p-dimensional response Norman et al. (2000) . The first eight studies are to be combined in a meta-analysis and then contrasted with Study 9, which was based on a different population. Study sample size is denoted n i .
vector with true correlation matrix . The upper off-diagonal elements of matrix R M can be arranged row-wise to produce a column vector R of length V ϭ p(p Ϫ 1)/2: We adopt the dual notation in which R jk M refers to an element of a correlation matrix, whereas R v refers to the vth element of R.
An expression for the asymptotic correlation between the sample correlations R jk M and R lm M was originally derived by Pearson and Filon (1898) to be
where
See Olkin and Siotani (1976) and Olkin and Finn (1995) for a full review of classical statistical methods for a single correlation matrix.
Rather than working on the original correlation scale, Becker and Fahrbach (1994) and Becker (2000) recommended Fisher's variance-stabilizing transformation g͑R͒ ϭ 1 2 log 1 ϩ R 1 Ϫ R to be applied to each element to provide a vector Z with corresponding matrix Z M , where we denote by the vector form of the same transformation applied to the true correlation matrix . This transformation is near linear between correlations of around Ϫ.6 and .6, and hence we can predict that in this range, covariances between original and Fisher-transformed correlations will be very similar.
Standard asymptotic results (Becker, 2000; Brien, Venables, James, & Mayo, 1984) show that for a Fisher-transformed correlation vector Z,
where S is a V ϫ V covariance matrix with elements
We note some special cases. When j ϭ l, k ϭ m, we have as the asymptotic variance of a Fisher-transformed correlation
from which we immediately obtain that the asymptotic correlation Corr(Z jk M , Z lm M ) is the same as that of the untransformed correlations given in Equation 1.
When j ϭ l, so that the two correlations share a variable, we obtain Figure 1 shows the estimated asymptotic correlations between the sample correlations: As noted above, these are the same whether considering original or Fisher-transformed correlations. Each study provides 15 pairwise sample correlations and hence 105 correlations between correlations, 60 of which share a common construct and 45 of which do not. Hence 840 values contribute to Figure 1 , which predictably shows that those correlations that share a construct are on average much more highly correlated (.32) than are those with distinct pairs of measures (.14).
Classical Multivariate Random-Effects MetaAnalysis
We now assume we have observed I p ϫ p correlation matrices R i M , i ϭ 1, . . . , I, each based on n i independent observations, so that
We then assume a random-effects model
The Fisher transformation is intended to eliminate the effect of having a limited range of [Ϫ1, 1] for the correlations and hence make any normality assumptions more plausible.
Many aspects of such a model may be of interest, and we illustrate the ease of predicting the correlation to be observed in a new study. However, we note that because of the nonlinearity of the transformation, the population correlation vector ϭ g Ϫ1 (␤) will not be precisely the mean untransformed correlation vector.
As special cases, we note that assuming S i and D are diagonal would lead to a series of independent univariate random-effects meta-analyses of each correlation coefficient individually, assuming D ϭ 0 is equivalent to a fixed-effect (pooled) analysis and diagonal S i and D ϭ 0 lead to V independent fixed-effects analyses.
Following Berkey et al. (1998) , we can now carry out standard multivariate regression to estimate ␤. From Equation 3 and Equation 8, the marginal moments of the Z i are
and so if we knew D and the S i , we could use the standard GLS estimate
In practice, we can obtain an estimate Ŝ i by substituting the sample estimate i ϭ R i M into Equation 2 (although see discussion below) and estimate D by solution: In our examples, we iterated until each element of D changed by less than 10 Ϫ5 . Becker (1992) suggested simpler noniterative solutions obtained by using a closedform estimate ␤ in Equation 13 followed by a single substitution of D in Equation 12: Here we use an unweighted estimate ␤ ϭ Z i , although weighted versions could be used.
An additional issue is which estimate Ŝ i should be plugged into Equation 12? The study-specific sample correlations i ϭ R i M may produce instability in the GLS method for small sample sizes (Cheung & Chan, 2005) , and, in any case, the whole modeling exercise assumes equality or at least similarity in correlations across studies. This issue is addressed by Becker and Fahrbach (1994) , who suggested using simple pooled estimates, whereas Furlow and Beretvas (2005) investigated weighted averages: See also Hafdahl (2007) for alternative estimators in the context of fixed-effects estimates. In fact, the most appropriate plug-in estimate for S i , given the random effects assumption, would appear to be a "shrunk" estimate formed by a weighted average of the pooled and the study-specific estimate with weights proportional to their precisions. This procedure would require an initial estimate of the between-study heterogeneity and is not pursued further here.
If we are further willing to assume multivariate normality in Equation 3 and Equation 8, so that Berkey et al. (1998) ,
where the D on the right-hand side is obtained from the previous iteration. For both GLS and MML approaches, after final convergence, the covariance matrix for ␤ is estimated by
We note that no allowance is made for uncertainty in the estimates Ŝ i and D , whereas with limited studies in the meta-analysis, we might expect the error in D to be considerable. We return to this issue when discussing the Bayesian approach.
A variety of quantities of potential interest can be derived from an inferred correlation matrix, such as partial correlation matrices, standardized regression coefficients, and path coefficients from structural equation models. Each of the previous methods can be adapted to this role using asymptotic approximations, although we argue below that the Bayesian approach using simulations is particularly suitable for making appropriate allowances for uncertainty in inferences on complex functions of correlations.
We again emphasize that we know that multivariate normality is an incorrect assumption, even asymptotically, because we are not taking account of the logical restrictions that are necessary between correlations to ensure the covariance matrix is positive definite: See, for example, Rousseeuw and Molenberghs (1994) for elegant descriptions of the shapes induced by these restrictions in three-dimensional space. We follow other authors in ignoring this potential difficulty in the succeeding analyses but consider in the Appendix whether the impact is more than negligible in this context.
Bayesian Methods
Estimation of a Covariance and Correlation Matrix in a Single Study
When performing Bayesian analysis on a single covariance matrix, it turns out to be mathematically neater to work with the inverse covariance ⌺ Ϫ1 , which is known as the precision matrix. Bayesian inference for a precision matrix ⌺ Ϫ1 proceeds by specifying a sampling distribution for a sample covariance ⌺ conditional on ⌺
Ϫ1
, written as p͑⌺ ͉⌺ Ϫ1 ͒, and then in addition specifying a prior distribution p(⌺ Ϫ1 ) that expresses evidence external to the study in question: Having observed ⌺ , these two distributions are then multiplied and normalized to give a posterior distribution
The proportionality sign indicates that Bayes's theorem only takes into account terms containing ⌺ Ϫ1 , and hence the term p͑⌺ ͉⌺ Ϫ1 ͒ really expresses the likelihood of different values of ⌺ Ϫ1 given the observed data. In many situations, the prior distribution will be chosen to be in some sense noninformative so that the inferences are driven by the data. Random-effects modeling corresponds to assuming a common prior for the precision matrix ⌺ i Ϫ1 in each study and considering parameters of this prior distribution p(⌺ i Ϫ1 ) as unknown quantities. If these hyperparameters are estimated using classical means, this is generally termed multilevel modeling or empirical Bayes, whereas if prior distributions are placed on the hyperparameters, this is termed full Bayes hierarchical modeling.
A central technical component of this process is the Wishart distribution. Specifically, a symmetric r ϫ r positive-definite matrix ⍀ has a Wishart Wi r [N, ] distribution, with N Ͼ r Ϫ 1 the degrees of freedom and a symmetric r ϫ r nonsingular matrix, if
where the proportionality symbol indicates that there is a complex multiplicative normalizing constant that contains only terms in r and ‫͓ޅ‬⍀͔ ϭ N Ϫ1 and so its derivation can be avoided. If r ϭ 1, this is simply a scaled N 2 distribution. As if this is not complex enough, additional care is required as there are multiple notations for the Wishart distribution: For example, Bernardo and Smith (1994) 
Ϫ y ͒͑y l Ϫ y ͒ T be the estimated covariance matrix. Then the sample cross-product matrix ͑nϪ1)⌺ has a Wishart distribution
which from Equation 17 provides a likelihood for
which can form part of Bayes's theorem (Equation 16).
To complete a Bayesian analysis, we need to provide a prior distribution. It turns out to be mathematically convenient to assume a Wishart prior distribution for ⌺ Ϫ1 , so that the prior distribution is then of the form 
We can recognize this as a new Wishart distribution
The fact that the posterior distribution is in the same closedform family as the prior distribution makes this an example of conjugate analysis. If we require a noninformative prior, we would like the degrees of freedom to be as small as possible. For a proper prior (i.e., one that integrates to 1), we need n 0 Ͼ p Ϫ 1, although a standard Jeffreys's prior as suggested by Gelman et al. (2004, p. 581) would set n 0 ϭ Ϫ1. Here we take the limit of a proper prior and let n 0 3 p Ϫ 1, ⌺ 0 3 0, leading to a posterior ⌺ Ϫ1 ͉⌺ ϳWi p ͓n ϩ p Ϫ 2,͑n Ϫ 1͒⌺ ]. This may be termed a reference posterior, as it provides a baseline from which to compare the results of including more informative prior judgments.
The analysis above allows us to make closed-form inferences on a single precision matrix and so obtain estimates and intervals for elements of ⌺ Ϫ1 . When wanting to make inferences on, say, correlations or functions of two or more correlations, closed-form solutions generally become difficult or impossible, and we are left with analytic approximations (the delta method) or simulation procedures. Increasing computer power has made the latter the method of choice in modern Bayesian analysis.
Thus, having obtained a Wishart form for the inverse covariance matrix (Equation 21 ), we can use standard algorithms to generate from this Wishart distribution and hence simulate a stream of plausible values for ⌺
. Each of these simulated precision matrices can be inverted into a covariance matrix and then transformed to a correlation matrix, for example, and inferences made on the correlations by empirical summaries of the distribution of simulated values, say by using the empirical mean as an estimate and the empirical 95% central part of the distribution as an interval estimate. This is popularly known as a Monte Carlo simulation, and it should be clear that it enables inferences to be made about arbitrary functions of the covariance matrix by carrying out appropriate transformations of the simulated values, for example, contrasts between correlations, partial correlation matrices, and standardized regression coefficients. These inferences can be made to whatever accuracy is required simply by running the simulations longer. Below we shall see how, in more complex models, we need to make use of more elaborate MCMC (i.e., Markov chain Monte Carlo) procedures.
Bayesian Multivariate Random-Effects Analysis
We now consider the random-effects model for the Fisher-transformed correlation considered previously, in which
with Ŝ i assumed known. We note that Bayesian analysis requires a full parametric form and so cannot simply use the GLS approaches described previously. Nam et al. (2003) described a full Bayesian solution to multivariate randomeffects meta-analysis in which prior distributions are placed on the top-level parameters ␤ and D: Typically, we might place a uniform prior for each element of ␤ and a Wishart prior for D Ϫ1 . Posterior distributions of parameters of interest cannot now be obtained in closed form, as in the conjugate analysis described above. Instead, we need to make use of MCMC methods, which allow us to simulate values from the posterior distributions of parameters of interest, given only a model specification such as Equation 22 and a set of data. These remarkable developments are summarized, for example, in Gilks, Richardson, and Spiegelhalter (1996) and have been greatly helped by the development of the (reasonably) user friendly WinBUGS package (Spiegelhalter et al., 2003) .
We now need to consider briefly a somewhat technical point concerning the prior distribution for the randomeffects precision matrix D Ϫ1 (this paragraph can be skipped at first reading). It is important to distinguish this situation from placing a prior on a precision matrix ⌺ Ϫ1 of the observations. Whereas an improper (or essentially improper) prior can be adopted at the sample level, at the random-effects level, it may lead to numerical problems and even an improper posterior distribution (Daniels & Kass, 1999) . Therefore, in our analysis, we assume a proper Wishart Wi V [n 0 , n 0 D 0 ] distribution for the random-effects precision matrix D Ϫ1 , with minimal n 0 ϭ V degrees of freedom and precision matrix n 0 D 0 with a constant c on the diagonal and zeros on the off diagonal. This prior corresponds to having a distribution
from which the marginal distribution for each precision
2 ͪ , representing a gamma distribution with mean V/c. This means that the prior standard deviations d ii ϭ 1/ͱD ii Ϫ1 have a root-inverse-gamma distribution (Spiegelhalter, Abrams, & Myles, 2004 ) with approximate mean ͱc/V. The issue then becomes choosing an appropriate value of c. It is perfectly reasonable within a Bayesian analysis to have to specify such prior parameters on the basis of our background knowledge of the specific situation, so that if d 0 was a reasonable prior estimate for the betweenstudy standard deviation of each Fisher-transformed correlation, then we could set c Ϸ d 0 2 V. In our context, a standard deviation of 0.1 for the between-study standard deviation of Fisher-transformed correlations would correspond to approximate 95% population limits of, for example, .0 to .4, or .5 to .9, equivalent to 95% limits for untransformed correlations of .0 to .38, or .46 to .72, respectively. This would appear to be a reasonable prior estimate, so in our analysis, we take c ϭ 0.1 2 ϫ 15 ϭ 0.15, emphasizing that evidence in the data concerning the between-study standard deviation will adapt this prior estimate appropriately. We might expect a little sensitivity to this precise value if there are not many studies in the metaanalysis: We found that doubling or halving c, corresponding to a fairly strong prior belief in either large or small variability between studies, led to negligible change in point estimates but an approximate 20% increase or decrease in the width of the intervals for correlations and their contrasts, respectively.
We note a range of Bayesian proposals for proper hierarchical modeling of covariance matrices that do not assume an approximate multivariate normal distribution for the covariances: See, for example, Barnard, McCulloch, and Meng (2000) ; Daniels and Kass (1999) , and Liechty, Liechty, and Muller (2004) . In each case, MCMC techniques have to be carefully adapted to take into account the logical constraints in the covariance matrix. We ignore these constraints and provide justification for this approach in the Appendix, in which we show that, in a limited example, the approximation is adequate for sample sizes over 50.
Application of Different Methods to the TPB Example
We now consider eight estimation methods for the Fisher correlations as defined previously. It is easy for confusion to arise in this context, and so additional explanation has been provided in terms of S i (within-study covariances) and D (between-study covariance).
a. Fixed effect, independent;
that is,
c. Random effect, independent (MCMC); that is,
e. Random effect, correlated (noniterative GLS); that is, S i unconstrained, D unconstrained.
f. Random effect, correlated (iterative GLS); that is, S i unconstrained, D unconstrained.
g. Random effect, correlated (MML); that is, S i unconstrained, D unconstrained.
h. Random effect, correlated (MCMC); that is, S i unconstrained, D unconstrained.
We note that the GLS method for random-effect correlated data (Method f) described in Equation 12 and Equation 13 was found to be fairly unstable, either iterating between a reasonable and an unreasonable solution or causing crashes due to numerical problems inverting matrices. It is possible that an adjusted GLS, say using generalized inverses, could be more stable, but we have not explored this possibility and simply report the more reasonable of the two estimates obtained. Taking into account correlations between correlations is therefore seen to have little effect on simple estimation, compared with the influence associated with a randomeffects or a full Bayesian analysis. Following the comments of Berkey et al. (1998) , we might expect more influence on functions of two or more correlations. We therefore also consider inference on the contrast ␤ 15 Ϫ ␤ 14 of the population mean Fisher-transformed correlation, representing the difference between the correlation of I with FB and that of PBC with FB: This is of interest because PBC and I are both predictors of FB in the TPB model, and this contrast allows one to determine which of the two has the stronger association. For the classical procedures, the estimate and standard error for this contrast can be obtained straightforwardly, together with a standardized test of a 0 contrast and a p value. The MCMC procedures simply simulate values of this contrast and report appropriate empirical summaries; for example, the p value is simply the proportion of simulations lying below 0. Figure 3 shows the results from the eight methods. In contrast to the individual correlations, it is clear that taking into account the correlations between the correlations has a substantial impact on the width of the intervals (although not the estimate) for the contrast, regardless of the estimation method: For a random-effect model, the incorrect anal- We conclude, in a very similar manner to Berkey et al. (1998) , that taking into account the correlations between correlations might be expected to make little difference to the estimates of individual correlations but might have a major impact on functions of those correlations, in particular on the power of global tests of the whole correlation matrix. In the next section, we explore such a test when contrasting a new correlation matrix with an existing metaanalysis.
Contrasting a New Correlation Matrix With the Meta-Analysis
As mentioned previously, there are a number of circumstances in which we may wish to compare an individual correlation matrix with another set of matrices, say in determining outliers and assessing the compatibility of a new study with existing evidence. Suppose we observe a new correlation vector R new with Fisher-transformed version Z new assumed to have expectation new and covariance S new , and we wish to assess its compatibility or conflict with the previous studies analyzed using the above model. Both classical and Bayesian methods are available for this, each making a multivariate normality assumption, which is made more plausible through the Fisher transformation.
Classical Measures of Compatibility or Conflict
Assuming multivariate normality and the null hypothesis that a new study comes from the same population as the others, we have
where ‫␤͑ޖ‬ ) is derived in Equation 15 . We now consider the distribution under the null hypothesis of the contrast
and so it is appropriate to plot
as prediction limits for a new individual Fisher-transformed correlation: For a fixed-effect analysis, we set D ϭ 0. We can then superimpose the observed new correlations Z v new , as illustrated in Figure 4 . As a summary of the individual conflicts, we can report the standardized difference and use ⌽(z v ) as an approximate p value. We mention in passing that the significance of these multiple correlated p values might be adjusted for multiple comparisons, which is perhaps best carried out using a modified false discovery rate procedure (Benjamini & Hochberg, 1995) . The z v s could also be combined into a summary for independent conflicts, X ind 2 ϭ ⌺ z 2 . A better combined measure of the conflict between Z new and ␤ would be the Mahalanobis distance
which provides a global test statistic that allows for the covariance between the correlation estimates and is approximately distributed as a V 2 random variable under the null hypothesis that Z new arises from the same population.
Bayesian Measures of Compatibility or Conflict
Within the MCMC framework, full account can be taken of the uncertainty concerning the covariance matrices through the standard device of simulating a large number of predicted correlation matrices and comparing them with that observed. Specifically, at each iteration we generate, conditional on the current values of ␤ and D, pred ϳ N V ͓␤,D͔ 
͔͒.
The results are shown in Figure 4 for the eight different methods described previously. There is a suggestion of consistent overprediction of the correlations, although the clearest pattern is the increasing predictive uncertainty when going from fixed to random effects and when going from a classical to a full Bayesian model.
The classical and Bayesian global test statistics are shown in Table 2 . The general pattern reflects that seen in Figure 4 , in that a fixed-effect analysis shows convincing evidence of conflict between the new study and the meta-analysis, whereas the classical random-effects analysis shows fairly strong evidence. For the classical approaches, taking into account the correlations has substantially increased the significance of the contrast, essentially increasing the power of the global test (note that the noniterative global test result gave an impossible negative value for the global test statistic). The full Bayesian MCMC model expresses so much uncertainty about the prediction that the evidence for lack of compatibility is removed, and taking into account the correlations has no effect.
Conclusions and Extensions
In this article, we have tried to bring together multiple literatures to address the problem of allowing for correlations between correlations in random-effects meta-analysis. The classical approaches have been reviewed and the Bayesian approach introduced. Full code has been made available for comparative implementation of these methods.
We have shown that the correlations between correlations can be readily taken into account. Predictably, this makes negligible difference when drawing inferences about individual correlations but can affect inferences on composite measures and therefore the power to test complex hypotheses in correlation matrices. Bayesian analysis using MCMC methods, in which full allowance is made for uncertainty in the variance estimates, leads to demonstrably wider intervals. We have also illustrated methods for making assessments of the compatibility of a new correlation matrix with an existing meta-analysis. The methods rest on a demonstrably untrue multivariate normal assumption, which nevertheless appears to be quite adequate for N Ͼ 50.
When it comes to recommendations, it is important to recognize that these are complex issues and we have only explored a single example in this article: Therefore, generalizations must be made with caution. Within classical methods, the GLS procedures are straightforward, but both iterative and noniterative versions can lead to inappropriate answers that are due in part to the lack of a check on the appropriateness of the estimate of the between-study random-effects covariance D. Because the multivariate normal assumption appears reasonable, at least for the type of matrices explored in this article, we generally recommend the MML procedure. However, a full Bayesian analysis, although more complex and with some dependence on prior assumptions when there are few studies, provides more realistic estimates of uncertainty and hence warns us about being too optimistic in assuming all the estimated variances are known precisely. This work could be extended in many ways. First, a fuller comparison with multiple data sets and simulation studies would be appropriate, to properly understand when each method breaks down and to make concrete recommendations. Second, extensions to these procedures might include allowing studies to have only measured correlations between subsets of responses, incorporating study-level covariates to see if they explain systematic differences between correlation matrices, and including a form of down-weighting or adjustment in a meta-analysis to allow for doubts about quality or artifacts. We report on these subsequently.
(Appendix continues) Figure A1 . Adequacy of the asymptotic covariance. Adequacy is assessed as the agreement between asymptotic covariance, calculated using standard formulae, and the 'true' covariance obtained through either a Bayesian (first column) or bootstrap (second column) simulation procedure.
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