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We propose a measure of the degree of ambiguity associated with a belief func-
tion and a nonparametric method to estimate it. The degree of ambiguity as-
sociated with a belief function is measured by the Kullback-Leibler diameter of
the set of probability measures compatible with it. It is shown that an estimator
based on the empirical version of the unambiguous measure generating the belief
function is consistent for the true value of the ambiguity measure. Applications
to policy decision making under Knightian uncertainty are discussed.
Keywords: Knightian uncertainty; belief functions; entropy; nonparametric meth-
ods, Prohorov metric, core diameter.
1 Introduction
The immense success of the von Neumann-Morgenstern-Savage decision theory
paradigm (see Neumann and Morgenstern (1947) and Savage (1954)) can be
partly attributed to the essential reduction of all situations of uncertainty to
situations of risk with known probabilities on events. Henceforth, we shall refer
to \Knightian uncertainty" (Knight (1921)) or \ambiguity" to describe situa-
tions in which no objective probability measure on the event space is available
to the decision maker. Savage posits that subjective beliefs agents base their
decisions upon can be represented by subjective additive probability measures.
However, since Ellsberg's famous experiment (Ellsberg (1961)) uncovered pref-
erences which cannot be supported through expected utility maximization by a
single probability measure on events, the framework was modied along several
directions, including the representation of beliefs by Choquet capacities (see
Cohen and Tallon (2000) for a survey of the use of non-additive belief represen-
tations in \non-expected utility" models of choice under uncertainty).
Let A be a -algebra of events on the set 
. To set the framework of
the present paper in context, it is useful to consider the following hierarchy of
representations of beliefs on (
;A). The set of Choquet capacities  : A !
[0; 1] such that () = 0, (
) = 1 and 8A;B 2 A, A  B =) (A) 
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(B), contains the set of lower probabilities, which are characterized by super-
additivity. Lower envelopes of some non-empty class of probability measures on
(
;A) are lower probabilities; special cases of lower envelopes are 2-monotone
or convex capacities characterized by (A) + (B)  (A \ B) + (A [ B),
and nally, belief functions, described in section 2 below, are convex capacities
themselves. We therefore have the hierarchy:  is a probability measure =)
 is a belief function =)  is a convex capacity =)  is a lower envelope
=)  is a lower probability =)  is a Choquet capacity (see Walley and Fine
(1982)). In all cases, the set of dominating probability measures (which may be
empty) will be called the core of the belief representation.
The main axiomatic extensions of the expected utility model to take into ac-
count ambiguity averse behaviour of agents are Choquet expected utility (Schmei-
dler (1989)) in which beliefs are represented by a Choquet capacity, and the
multi prior model of Gilboa and Schmeidler (1989) where beliefs are repre-
sented by the lower envelope of a closed and convex set of probability measures.
In the latter model, as in the non axiomatic dynamic extension of Epstein and
Wang (1994), decision is based on a minmax criterion and therefore ambiguity
aversion is indistinguishible from the degree of ambiguity underlying the belief
representation.
It is the concept of ambiguity as departure from epistemic determinacy in
the form of an objective probabilitymeasure on events that we are are concerned
with in this work. It is useful to consider a situation of ontological determinacy
and to think of the epistemic indeterminacy as scientic uncertainty. A defense
of interval valued probabilities in this framework can be based on the practice
of reporting scientic predictions on events (particularly earth-science related)
as intervals of values produced by dierent calibrations of deterministic physical
models.
We propose here an index of ambiguity for metrizable and separable event
spaces (heuristically, this index is equal to the diameter of the core) with the
aim of characterizing scientic progress on physical systems that impact policy,
based on the evolution of the index of ambiguity. Dow and Werlang (1994) also
consider the issue of the resolution of epistemic indeterminacy, whereas Walley
and Fine (1982) and Marinacci (1999) propose limit laws in a frequentist setup
which allows for ontological indeterminacy as well. Ontological determinacy
is implicit in the work of Hansen and Sargent (2000) who apply the minimax
approach on a set of contiguous stochastic processes in a departure from the
rational expectations framework. They use a notion of fear of misspecication
or taste for robustness as their concept of ambiguity aversion (which again is not
clearly distinct from ambiguity itself). Ontological determinacy is very explicit
in Brock and Durlauf (2000) as they advocate a Bayesian averaging rule in a
similar policy decision setting.
The next section discusses belief functions in detail and describes the Kullback-
Leibler relative entropy diameter used as an index of ambiguity. The reason for
the focus on belief functions is the statistical procedure employed to estimate
the relative entropy diameter, which relies on random draws from the proba-
bility space generating the belief function. The reasons for the use of relative
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entropy instead of a proper metric, such as the Prohorov metric of the bounded
Lipschitz metric whic both metrize the weak topology on the set of probability
measures on (
;A) (when 
 is metrizable and separable) are the invariance
properties of relative entropy and feasibility of calculation and estimation. The
nonparametric estimation procedure is described in section 3 with a discussion




 be a Polish space with Borel -algebra B and call M the space of all
probability measures on (
;B). Consider a compact, convex metrizable subset
Y of a locally convex topological vector space with Borel -algebra B
Y
, and let
p be a probability measure on (Y;B
Y
). Finally, let F be a strongly measurable
multivalued mapping taking points in Y onto closed non-empty subsets of 
.
For all S  
, we dene the Dempster variate, or belief function (see Demp-
ster (1967)), generated on (
;B) by (Y;B
Y
; p; F ) in the following way. Dene
S

= fy 2 Y j F (y) \ S 6= g
S

= fy 2 Y j F (y)  Sg:
The belief function p










). The belief (resp. plausibility) function corresponds to the





(S) for all S, with equality if and only if the belief function is
a probability measure. Finally, dene the set of probability measures on (
;B)
compatible with the belief function p

as
C = f 2M j 8S 2 B; p

(S)  (S)  p

(S)g:
We make the following assumptions:
Assumption (i): p

is almost positive (i.e. p

(S) = 0 implies p

(S) = 0).
Under assumption (i), the all measures in the set C are absolutely continuous
with respect to each other. For two elements  and 
0
in C, denote by d=d
0
or f , the Radon-Nikodym derivative of  with respect to 
0
.
We make the further assumption below:






is continuous on F (Y ),



























)  0 with equality if and only if
 = 
0









). However, it does not
satisfy the triangular inequality, and is therefore not a metric. It is used as a
measure of information for discriminating between competing hypotheses, as it
is invariant in the sense that it is decreased through a measurable transformation
of the probability spaces (
;B; ) and (
;B; 
0
) with equality if and only if the
transformation is a sucient statistic (see Kullback and Leibler (1951)).
We shall therefore use this Kullback-Leibler contrast to dene an index of
ambiguity on (
;B) in view of the following lemma.
Lemma 1: Under assumptions (i) and (ii),










In view of lemma 1, we dene an index of ambiguity implicit in the pair
(F; p) as the \Kullback-Leibler diameter" of C, i.e. A(F; p). As noted in the
introduction, in a minmax decision framework, this diameter serves also as a
measure of ambiguity aversion on the part of the decision maker.
3 Estimating ambiguity





of i.i.d. uniform random variables on (Y;B
Y
; p) as the
result of an experiment with known link F to the measurable space of interest
(




; p; F ).
A rationale for setting the problem in this way, and particularly for assum-
ing prior knowledge of the mapping F can be constructed from the following
example (presented in schematic form): suppose the \experiment" consists in n
independent small scale introductions of a genetically modied corn seed in n
similar controlled ecological environments. Such an experiment would make lit-
tle sense if it weren't carried out with clear prior knowledge of the link between
small scale introduction in controlled environments and large scale implemen-
tation for agricultural purposes. An elementary event in the the controlled
environment, say the appearance of a genetic modication in an insect, would
naturally be linked to a composite event, such as the appearance of a collection
of related genetic modications in a family of insects \genetically close" to the
former.
Consider rst the problem of estimating relative entropy of  with respect
to 
0
, where  and 
0










). Ahmad and Lin (1976) propose a nonparametric estimator of entropy
for absolutely continuous density functions with respect to Lebesgue measure on
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the real line, and Robinson (1991) extends it to relative entropy in a Euclidian
space. However, the topological vector spacial structure is not necessary, nor is











a histogram estimator of d=d
0

















































( denoting dirac measure).







f in what follows), we make the fol-
lowing assumption:
Assumption (iii): F (Y ) is compact.
Remark: Hall (1990) shows that properties of kernel estimators of entropy
of the type proposed by Ahmad and Lin (1976), Robinson (1991) and others,
depends crucially on the tail behaviour of the density. In particular, they show
that in Euclidian spaces,
p
n-consistency requires drastic conditions on tail be-
haviour and/or excess smoothness (to apply bias-reducing techniques such as
higher-order kernels as in Robinson (1991)) for any dimension higher than 1 for
histogram density estimates (which we use here) and 3 for more general kernel
estimates (where large kernel tails are needed to oset the eect of large tails
in the density).
Of course, we do not try to achieve
p
n-consistency here, as it would require
moment and smoothness conditions on f , which we are trying to avoid as they
are dicult to relate to the mapping F . However, we assume compactness of
F (Y ) and continuity of f to avoid clouding the central issue with tail behaviour
considerations.






be a measurable partition of F (Y ) such
that the following two conditions are satised:






























































and we now state













The link between the probability space (
;B
Y
; p) and the elements of C is
provided intuitively by Dempster's characterization of  2 C by the existence of
a set of probability kernels indexed by y 2 Y and with support F (y) on (
;B).




























. For each n-uple, an empirical density is constructed with
the slightly modied assumption:


















































































































(F; p) the proposed estimator for the Kullback-Leibler diameter
A
n






























We can now state the main result which is a immediate consequence of Theo-








Theorem 1 is a weak result, due mostly to the degree generality of the
setting, and more precise asymptotic results (on the rate of convergence and
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possible limiting distribution) would be needed to infer comparisons on the in-
formativeness of dierent experiments. However, such results will necessarily
entail smoothness assumptions on the densities of measures within the core of
the belief function, and therefore will be highly \F -specic". Naturally, imple-
mentation of the estimator will rely on algorithms which are also F -specic, so
that the present note should be mostly regarded as a blueprint for the modeling
of scientic uncertainty in policy decisions, the modeling of its evolution over
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Appendix
Proof of lemma 1: The belief function p

is a monotone Choquet capacity of innite order, and
M is metrizable with the Prohorov metric and is also Polish (see for instance Theorem 3.9 in Huber
(1981)); hence, by Lemma 2.2 of Huber and Strassen (1973), C is a compact subset of M. The




) under assumptions (i) and (ii). q.e.d.
Proof of lemma 2: In the proof, we shall drop the subscript for the Radon-Nikodym derivative
and its empirical counterpart. Noting that 
n


























































= A + B:
8
n
converges weakly to  with 
0
-probability 1 by Theorem 3 of Varadarajan (1958) and f is contin-
uous on a compact subset of 
, therefore, B ! 0 with 
0
-probability 1. Note that assumption (ii)
that Ahmad and Lin (1976) used for convergence of rst moment in B is not needed here.
Now, calling N
j
the number of X
i





























































































































































by proposition 6 of Abou-Jaoude (1976). By a similar argument and proposition 2 of Abou-Jaoude
(1976), the bias term A
2
also converges, whence the theorem. q.e.d.
Proof of Theorem 1: Consider a pair (; 
0
) of meaures in C. For p-almost every y in Y ,
there exists, by Theorem 2.1 of Wasserman (1990), a probability measure 
y
on B with support
F (y) such that









the probability measures corresponding to 
0











can be drawn in 
 according to  and 
0
using this result. First draw y













































in the same way as f

above. Conversely,





, i = 1 to n, there exists measures  and 
0




















































































0. The result follows from lemma 2. q.e.d.
9
