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Hom complex of Double mapping cylinder of graphs
Shuchita Goyal and Rekha Santhanam
Abstract
In this article, we give conditions on a graph G such that there exists a smaller subgraph
G′ of G so that the chromatic number of G′ is equal to that of G, and the neighbourhood
complex N(G′) possibly has higher topological connectivity than N(G). We also show how to
breakdown the smaller subgraph further to compute the chromatic number relatively easily.
These computations results in giving lower bounds on the chromatic number of the original
graph by making use of one of the Lova´szs’ theorems.
1 Introduction
For a graph G, the question of determining the chromatic number of G has been of central impor-
tance to the graph theorists. In the year 1955, Kneser formulated a class of graphs, popularly known
as Kneser graphs, KGn,k, and conjectured that χ(KGn,k) = n − 2k + 2. This question remained
open for almost 25 years until 1978 when Lova´sz came up with a topological space associated to
a graph G, which he called the neighbourhood complex, N(G), of that graph. His proof opened a
wide area of mathematics, topological combinatorics. Lova´sz proved the Kneser’s conjecture using
topological properties of N(KGn,k). In particular, he showed that χ(G) ≥ connN(G) + 3 for every
graph G. Generalizing this idea, he also conjectured that for any two graphs G,T , the chromatic
number of the graph G is bounded from below as per the following inequality:
χ(G) ≥ χ(T ) + connHom(T,G) + 1. (1)
A graph, T , for which this inequality holds with respect to every graph G is called a test graph.
In view of Kozlov’s result in [12] which states that Hom(K2, G) is homotopy equivalent to N(G),
Lova´sz result [14] showed that K2 is a test graph. It has been shown that the class of complete
graphs [3], odd cycles [2], bipartite graphs [?], special Kneser graphs [19], etc, are all test graphs.
Lova´sz conjecture has been disproved by Hoory and Linial [11] who exhibited explicit graphs G
and T such that the inequality (1) fails to satisfy.
In order to apply inequality (1), we need to be able to compute the connectivity of the hom
complex. However this computation is extremely hard. For instance, for n > 3, computing whether
Hom(T,Kn) is path connected is a PSPACE-complete problem [4]. Csorba and Lutz [5] showed
that Hom(C5,Kn) is a PL-manifold. Cˇukic´ and Kozlov studied the homotopy type of Hom(Ck, Cn)
in [7] and Hom(G,Kn) in [6]. C.Schultz [18] studied the topology of Hom(Ck,Kn) to give a proof
of the graph colouring theorem. Schultz [17] related the topology of Hom(K2, G) with the topology
of Hom(C2r+1, G).
In this article, we give a specific construction to obtain a relatively smaller subgraph G′ of G
such that χ(G′) = χ(G) and the connectivity of N(G′) is at least as much as the connectivity of
N(G). We begin the article by defining the notion of double mapping cylinder D of graphs in
section 2. Section 3 records the properties of D. In the next section, we give the construction to
obtain G′ from a graph G and further show how D relates to G′. The structure and the behaviour
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of D may lead one to believe that D indeed is the correct notion for the homotopy pushout in the
category of graphs. But this is not quite true, and this precisely is the content of the last section
where we point out why D cannot be a homotopy pushout object in the category of graphs.
2 The double mapping cylinder of graphs
Let G be the category with objects as finite undirected graphs without multiple edges and morphisms
as vertex set maps that takes edges to edges. Let G denote the collection of all the undirected graphs
that do not have multiple edges. For basic definitions, we refer the readers to [3, 9, 10].
Let A, B and C be graphs and f : A→ B and g : A→ C be graph homomorphisms. We define
the double mapping cylinder of height n as Dn = B ⊔f (A × In) ⊔g C = (B ⊔ (A × In) ⊔ C)/ ∼,
where ∼ denotes the equivalence relation f(a) ∼ (a, n) and g(a) ∼ (a, 0), and {[x], [y]} ∈ E(D) if
there exists some x0 ∈ [x], y0 ∈ [y] such that {x0, y0} ∈ E(B) ∪ E(A × In) ∪ E(C). We write x to
denote its equivalence class [x] and xy to denote an edge {x, y}.
A
f
//
g

B
j1

C
j2
// Dn
Figure 1: Double mapping cylinder.
The definition of double mapping cylinder of graphs is analogous to the double mapping cylinder
of topological spaces defined as:
Definition 2.1. Let X,Y,Z be topological spaces with p : X → Y and r : X → Z continuous maps.
The double mapping cylinder of {p, r} is defined to be the quotient space
Y
⊔
p
(X × [0, 1])
⊔
r
Z/ ∼
where ∼ is an equivalence relation generated by (x, 1) ∼ p(x) and (x, 0) ∼ r(x). We write Y
h⊔
X
Z
to mean the double mapping cylinder of the maps p, r.
Double mapping cylinders in Top are homotopy pushout objects in the category of topological
spaces and they satisfy the following universal property [20].
Definition 2.2. Let A,B,C be objects in C and f : A→ B, g : A→ C be morphisms. The 3-tuple
(D, j1, j2) with D ∈ C and morphisms j1 : B → D and j2 : C → D, is said to be universal if for any
other 3-tuple (G, k1, k2) with G ∈ C and morphisms k1 : B → G and k2 : C → G such that k2g is
weakly equivalent to k1f , then there exists a unique homomorphism α : D → G satisfying αj1 = k1
and αj2 = k2.
We will discuss similar properties for the double mapping cylinder of graphs in section 4.
Definition 2.3 ([13]). For two arbitrary graphs T and G, the Hom complex, Hom(T,G), is the
polyhedral complex whose cells are indexed by all the functions η : V (T ) → 2V (G) \ {∅} such that
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η(x)× η(y) ⊂ E(G), whenever xy ∈ E(T ). The closure of a cell η consists of all cells η′, satisfying
η′(v) ⊂ η(v), for all v ∈ V (G).
Throughout this paper, we will use the notation of polytopes to mean cells of Hom(T,G). For a
polytope η ∈ Hom(T,G), the image of η is defined to be, Im(η) := ∪t∈V (T )η(x).
Theorem 2.4. Let T ∈ G and consider Hom(T, ) : G → Top. Then for the diagram in Figure 1
and n ≥ diam(T ) + 1,
Hom(T,A)
fT
//
gT

Hom(T,B)
j1

Hom(T,C)
j2
// Hom(T,Dn)
is the homotopy pushout in Top, the category of topological spaces, that is, Hom(T,Dn) is the double
mapping cylinder of maps {fT , gT }.
We prove Theorem 2.4 by describing the polytopes in the Hom complex, Hom(T,Dn). Inde-
pendently, Matsushita [16] has given a proof using the notion of homotopy pushouts in topological
spaces. In his proof, he assumes that n > diam(T )+ 2, but his proof will also go through provided
n > diam(T ). We give a combinatorial proof of the above theorem for n > diam(T ) in appendix
A.
Following are some examples where we compute the homotopy type of hom complex of graphs
using this theorem.
Example 1: Consider the graph D on the right and
let T = K2. So to compute Hom(K2,D), we first
observe that D = D2 = B⊔f (A× I2)⊔gC for the fol-
lowing choice of A,B and C, is simply a renaming of
vertices ofD and hence Hom(K2,D) = Hom(K2,D2):
a
b c
p q
Graph D
x y
Graph A
a
Graph B
b c
Graph C
Therefore it suffices to compute Hom(K2,D2). Let f : A→ B map x and y to a and g : A→ C
maps x to b, y to c.
Easy computations yield
xy yx
Hom(K2, A)
aa
Hom(K2, B)
bc cb
Hom(K2, C)
x0y0
x1y1 y1x1
y0x0
x2y2 y2x2
Hom(K2, A× I2)
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It is easy to verify Theorem 2.4 in this example. By The-
orem 2.4, Hom(K2,D2) ≃ Hom(K2, B) ⊔fT Hom(K2, A) ×
I ⊔gT Hom(K2, C). Therefore, Hom(K2,D2) is the topolog-
ical space shown on right, which in turn is a contractible
space. That is, Hom(K2,D) is homotopically equivalent to a
point. However, one can compute Hom(K2,D) directly and
see that it is a contractible space since D folds to a single
looped vertex.
bc cb
x1y1 y1x1
aa
We next give a slightly non trivial example and compute its homotopy type.
Example 2: Let us consider the graphDn = B⊔f (A×In)⊔gC withB = Kp, A = K2, C = Kr;
p, r > 2 and f : A→ B, g : A→ C be inclusions. For p = 6 and r = 5, Dn is the graph:
a
b
c
d
e
f
. . .
1
2
3
4
5
Since f and g are inclusions, the induced maps fT : Hom(T,A) → Hom(T,B) and gT :
Hom(T,A)→ Hom(T,C) are also inclusions. By Theorem 2.4,
Hom(T,Dn) = Hom(T,Kp ⊔f K2 × In ⊔g Kr) ≃ Hom(T,B) ⊔fT (Hom(T,A)× I) ⊔gT Hom(T,C).
The complex Hom(K2,K2) × I is homotopy equivalent to two disjoint line segments, say L1
and L2. Suppose L1 and L2 have initial points l1, l2 and final points l
′
1, l
′
2 respectively. Babson and
Kozlov [3] proved that Hom(K2,Kn) is homotopy equivalent to a (n − 2)-sphere S
n−2. Thus for
T = K2, fT maps l1, l2 to Hom(K2, B) ≃ S
p−2 and gT maps l
′
1, l
′
2 to Hom(K2, C) ≃ S
r−2.
Therefore, Hom(K2,Dn) ≃ S
p−2 ∨ S1 ∨ Sr−2. One can compute and see that Hom(K2,Dn)
is a huge polyhedral complex whose number of vertices = 2(|E(Kp)| + |E(Kr)| + 3(n − 2) + 2) =
p(p− 1) + r(r − 1) + (6n − 8) and hence computing its homotopy type directly would be difficult.
Example 3: Let B and C be two non-trivial graphs with special vertices b ∈ V (B), c ∈ V (C).
Let A = K2 with V (K2) = {x, y}, let Bb = (B ⊔K2)/(b ∼ x), Cc = (C ⊔K2)/(c ∼ x) be the graphs
obtained by taking wedge sum (for definition, please refer to [1]) of B with K2 and C with K2
respectively. With respect to graph homomorphisms f : A→ Bb, g : A→ Cc being inclusions, the
double mapping cylinder D2 of height 2 folds to the graph GBb,Cc as considered by the author of
[8]. By Theorem 2.4, N(GBb,Cc) is homotopically equivalent to the wedge N(Bc) ∨ N(Cc) ∨ S
1 ≃
N(B) ∨N(C) ∨ S1 as Bb and Cc folds to B and C, respectively.
Note that to be able to utilize the theorem fully, we need to make a careful choice of A,B and
C so that the computations do become easier.
Example 4: Consider the graph G = wedge sum (for definition, please refer to [1]) of K4 and
K3 and choose the following as A,B and C.
4
xy
z
u
v
a
Graph A
x
y
z
u
v
a
Graph B
x
y
z
u
v
a
Graph C
With respect to inclusions of A in B, and in C, let Dn = B
h⊔
A
C, then computations show that
Dn ≃× K4 and hence Hom(K2,Dn) is homotopically equivalent to a 2-sphere, S
2.
Therefore N(Dn) is 1-connected.
We can compute N(G) and see that its first homology is non trivial and it is not 1-connected.
Thus connectivity of N(Dn) is higher in this pushout.
We exploit this particular choice of subgraphs A,B,C for a graph G and compare the double
mapping cylinder and the corresponding honest pushout object.
Lemma 2.5. Let A,B,C ∈ G be three loopless graphs with graph homomorphisms f : A→ B and
g : A→ C. Let G ∈ G denote the pushout of f and g, and Dn be their double mapping cylinder of
height n. If G is a simple graph, then
χ(G) ≥ χ(Dn).
Proof. For a simple graph X ∈ G, a k-colouring of X is a graph homomorphism from X → Kk.
Let X, Y be two loopless graphs, and h : X → Y be a graph homomorphism. Then it is easy to
note that a k-colouring of h(X) can be extended to a k-colouring of X.
Let χ(G) = m and c : G → Km be a proper m-colouring of G. By definition of the pushout
(quotient graph) G, we know that f(a) is identified with g(a) for every a ∈ V (A), therefore
c|f(A) = c|g(A). Then c|f(A) = c|g(A) gives a proper colouring of f(A) and g(A) and hence a proper
colouring, say c of A. Define c′ : Dn → Km by letting c
′|B∪C = c|B∪C and c
′|A×{i} = c, for
i = 1, 2, . . . n− 1. Clearly c′ is a proper colouring of Dn, hence the claim.
The inequality in the other direction is not true in general.
For example, consider the following graphs as A,B,C.
a
d c
b
Graph A
a
d c
b
x
Graph B
a
d c
b
y
Graph C
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Let f : A → B and g : A → C be graph inclusions.
Then the graph on the right is the honest pushout
G = B ⊔A C and has χ(G) = 5. On the other hand,
the double mapping cylinder Dn = B⊔f (A×In)⊔gC
is 4-colourable for any n > 1.
This gives an example where χ(G) is strictly greater
than χ(Dn).
a
d c
b
y
x
Graph G
3 Choosing subgraphs A,B, C of G
In this section, we always consider connected loopless graphs unless stated otherwise.
By definition of neighbourhood complex of a graph G, two vertices u, v ∈ V (G) form a 1-
simplex, denoted by {u, v}, in N(G) if and only if u and v have a common neighbour in G. That
is, there exists a path of length 2 connecting u to v in G. Therefore, two vertices lie in the same
path connected component of N(G) if and only if there exists an even length path in G connecting
these two vertices. Following this idea, it is clear that all the vertices of an odd cycle of G belong
to the same path connected component of N(G).
Lemma 3.1. [14] A loopless connected graph G is bipartite if and only if N(G) is disconnected.
For a space X, pi0(X) denotes the path connected components of X. Let X and Y be two
topological spaces and f, g : X → Y be two continuous functions. The map f is said to be
homotopic to g if there exists a continuous function F : X × [0, 1]→ Y satisfying F|X×{0} = f and
F|X×{1} = g. For a topological space X with a base point x, the n
th-homotopy group pin(X,x) is
defined to be the collection of homotopy classes of maps from Sn → X. One often writes [X,Y ] to
mean the homotopy class of maps from the space X to Y . If a continuous function f : Sn → X
can be extended continuously to f˜ : Dn+1 → X then f is called homotopically trivial. The nth-
homotopy group of X is trivial if every f : Sn → X is homotopically trivial. The spaces X is called
k-connected if pin(X,x) is homotopically trivial for all 0 ≤ n ≤ k and the connectivity of X, connX
is the largest k such that X is k-connected.
Let S be a geometric simplicial complex. A 1-chain in S is a finite sequence of 0-simplices
v0v1 . . . vs such that {vi, vi+1} is a 1-simplex in S for all i = 0, . . . , s − 1. A 1-chain is closed if
v0 = vs and such closed 1-chains are also referred to as loops based at v0.
A constant loop based at v0 is a sequence v0v1 . . . vs such that vi = v0 for all i = 0, . . . , s. A loop
based at v0 is said to be homotopically trivial in S if it is homotopic to the constant loop based at
v0. We define a closed 1-chain as simple if v0 occurs exactly once, that is, vi 6= v0 for 0 < i < s.
Theorem 3.2. Let G be a non-bipartite graph with Cp, a cycle in G and c ∈ Cp be such that
d(c) = 2, b ∈ N(c). Then pi1(N(G− bc), c) is a subgroup of pi1(N(G), c).
Proof. By hypothesis, G is non-bipartite and hence N(G) is connected by Lemma 3.1. Let NG(c) =
{a, b}. If c belongs to a C4 = (a, c, b, d) in G, then NG(c) = {a, b} ⊂ NG(d). Therefore c can be
folded to d and N(G− c) is homotopy equivalent to N(G).
So without loss of generality, we assume that the vertex c does not belong to any C4 in G. Let
NG(a) = {a1, a2, . . . , ak, c} and NG(b) = {b1, b2, . . . , br, c}. Since c ∈ V (G) does not belong to any
C4 in G, (N(a) ∩N(b)) − {c} = ∅. Consider the graph G
′ = G− bc.
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Since G′ is a subgraph of G, N(G′) is a subcomplex of N(G). Let f : N(G′) → N(G) be the
inclusion map and f# : pi1(N(G
′), c)→ pi1(N(G), c) be the group homomorphism induced by f . To
establish the statement, it suffices to prove that f# is an injective homomorphism.
Let α ∈ pi1(N(G
′), c) be a closed simple 1-chain such that f#(α) is homotopically trivial in
N(G). Then α = cv1v2 . . . vtc is a sequence of vertices of G
′ such that the first and the last
vertex is c and any two consecutive vertices form a 1-simplex in N(G′) and hence have a common
neighbour in N(G′). Since in N(G′), the vertex c forms 1-simplex only with neighbours of a, namely,
{a1, a2, . . . , ak}, we can see that v1, vt ∈ {a1, a2, . . . , ak}.
Using simplicial approximation, a closed 1-chain in a simplicial complex X can be interpreted
as a simplicial map from a triangulation of S1 to X. Given that α : S1 → N(G) is homotopically
trivial in N(G), there exists an extension σα : D
2 → N(G), that is bd(σα) = α. In the context of
simplicial complex, the subcomplex σα ⊂ N(G) gives a triangulation of D
2. If σα is a subcomplex
of N(G′) then it gives an extension of α to D2 in N(G′) and α is homotopically trivial in N(G′)
and there is nothing to prove. So without loss of generality, assume that σα contains a 2-simplex
{c, b1, b2}.
Note that any 2-simplex of N(G) not containing c belongs to N(G′). If the 2-simplex {c, b1, b2}
belongs to the interior of σα, then there exists a closed 1-chain η homotopic to α in N(G
′) such that
boundary of ση, bd(ση) = η, contains the 1-simplex {b1, b2}. Therefore, we assume that if a simple
closed 1-chain α ⊂ N(G′) is homotopically trivial in N(G) and σα contains a 2-simplex {c, bi, bj},
then the 1-simplex {bi, bj} belongs to α.
c
v2
v3
vi−1
b1
vi+1
a1
a2
(a)
c
v2
v3
vi−1
b1
vi+1
a1
a2
bi1
(b)
c
v2
v3
vi−1
b1
vi+1
a1
a2
bi1
bi2
(c)
c
v2
v3
vi−1
b1
vi+1
a1
a2
bi1
bi2
bij
x
(d)
Figure 2: An example to illustrate the proof of the Theorem 3.2. In (a), α is shown in black as the boundary of
σα. In (b), α1 is shown in black as obtained from α such that σα1 is contained in σα. Similarly (c) records the next
step. Lastly, (d) shows the final iteration, where we ought to have {c, bij , a1} as a 2-simplex shown by a dotted line.
Let i be the smallest integer such that vi ∈ {b1, b2, . . . , bk}, then the simple closed 1-chain
α = ca1v2v3 . . . vi−1vivi+1 . . . vt−1a2c with vi = b1, say, which is homotopically trivial in N(G) but
not in N(G′). We will show that this is not possible by exhibiting a simple closed 1-chain in σα
which is not homotopically trivial in N(G).
Take α1 = ca1v2 . . . vi−1b1c, then α1 is a subcomplex of σα and hence also homotopically trivial
in N(G). Let σα1 denote the extension of α1 to D
2. Note that N(A) ∩ N(B) = ∅, thus {c, ai, bj}
cannot be a 2-simplex in the neighbourhood complex of G. If {c, b1, x} generate a 2-simplex then
x ∈ {b1, . . . , bk}. Therefore α being homotopically trivial implies that there exists bi1 ∈ {b1, . . . , bk}
such that 2-simplex {c, b1, bi1} ⊂ σα1 . Now consider α2 = ca1v2 . . . b1bi1c ⊂ σα1 , then α2 is also
homotopically trivial in N(G). Similar argument as above gives that there exists bi2 ∈ {b1, . . . , bk}
such that 2-simplex {c, bi1 , bi2} ⊂ σα2 . Arguing similarly, we get αj = ca1v2 . . . b1bi1bi2 . . . bijc ⊂
σαj−1 ⊂ σα such that αj is also homotopically trivial in N(G). Since G is finite and hence the set
{b1, . . . , bk} of neighbours of b, this process terminates in a finite number of steps. After the last
iteration, we end up with a closed 1-chain {c, ai, bj} and that is not homotopically trivial in N(G),
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a contradiction. Therefore, if α is homotopically trivial in N(G) then so it is in N(G′). Hence
proved.
Note that G′ considered in the above theorem folds to G−c. Since c belongs to Cn in G, G
′ = G−bc
is connected for a degree 2 vertex c of G, if χ(G− c) > 2, then χ(G) = χ(G− c).
Corollary 3.3. For a finite connected non-bipartite graph, if c ∈ V (G) belongs to a cycle in G and
d(c) = 2. Then
connN(G− c) ≥ connN(G).
Furthermore, if G− c contains an odd cycle then χ(G− c) = χ(G). Else χ(G− c) = 2 implying
χ(G) = 3.
Let G be a non-bipartite graph with a cycle Cp ⊂ G and c ∈ Cp such that d(c) = 2. Define
A,B and C as follows: V (A) = V (B) = V (C) = V (G) and edge sets are E(A) = E(G) −
{(a, c), (c, b)}, E(B) = E(A) ∪ {(a, c)} and E(C) = E(A) ∪ {(c, b)}. If f : A → B and g : A → C
are inclusions, then G is the pushout object of {f, g} while G− c is ×-homotopy equivalent to the
corresponding double mapping cylinder Dn = B
⊔
f
(A × In)
⊔
g
C, where i : A→ B and j : A→ C
are the respective inclusion mappings.
Lemma 3.4. The graph A constructed above is ×-homotopy equivalent to Dn for every n > 1.
Proof. We show that C ≃× A ≃× B which will imply that Dn ≃× A × In which is ×-homotopy
equivalent to A via a sequence of fold maps [13].
Since ac = e ∈ Cp is an edge of a cycle, d(a) ≥ 2. Let a0 ∈ N(a)− {c} and b0 ∈ N(b)− {c}. Let
i′ : B → A be the graph homomorphism that sends c to a0 and is identity otherwise. Then i
′ gives
a ×-homotopy equivalence between B and A.
Similarly it can be shown that A ≃× C via ×-homotopy equivalence j
′ : C → A that sends c to
b0 and is identity otherwise.
Next we define k : Dn → A× In by
k(d, s) =


(b0, 0) if s = 0, d = c,
(a0, n) if s = n, d = c,
(d, s) otherwise.
The homomorphism k is a composition of folding maps that sends Dn− {isolated vertices of
Dn} to A× In− {isolated vertices of A× In}, therefore Dn ≃× A× In.
Corollary 3.5. Neighbourhood complex of A is homotopy equivalent to that of Dn, that is, N(A) ≃
N(Dn).
Corollary 3.5 also follows from Theorem 2.4 since B and C fold to A.
Corollary 3.6. For G as considered in the preceding paragraph, N(G−c) is ×-homotopy equivalent
to N(Dn) for every n > 1.
Proof. As c is an isolated vertex of A, the graph A is ×-homotopic to G− c and hence N(G− c) ≃
N(A) ≃ N(Dn) by above corollary.
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Let (G, c) = (G0, c0) be a connected non-bipartite graph with vertex c0 ∈ V (G0) of degree
two that belongs to some cycle Cp ⊂ G. Let A0 = A, B0 = B, C0 = C be the subgraphs
of G0 = G as constructed in this section and let Dn,0 be the corresponding double mapping
cylinder of height n. Let G1 = G0 − c0. Then by Corollary 3.3 and Corollary 3.6, connN(G1) =
connN(Dn,0) ≥ connN(G0). Since c0 belongs to a cycle in G0, G1 is a connected graph. If G1
has an odd cycle (equivalently non-bipartite) then χ(G1) = χ(G0). If G1 has a vertex c1 of
degree two which belongs to a cycle in G1, then as before, we obtain G2 = G1 − c1 satisfying
connN(G2) = connN(Dn,1) ≥ connN(G1). The above process stops after finitely many steps (since
G0 is a finite graph), say m, and let Gm be the resultant graph. Repeated applications of Corollary
3.3 and Corollary 3.6 gives that connN(Gm) = connN(Dn,m−1) ≥ connN(Gm−1). The graph Gm is
either bipartite or does not have any cycle with a vertex cm of degree two. If Gm is bipartite, that
is, χ(Gm) = 2 = χ(Gm−1) − 1, then χ(Gm−1) = χ(G0) implies that χ(G0) = 3. Else Gm has an
odd cycle, in which case χ(Gm) = χ(G0).
Suppose Gm has an odd cycle. Since Gm is a subgraph of G0 = G, χ(G) = χ(Gm) and
χ(Gm) = χ(Dn,m−1) by Corollary 3.6, therefore χ(G) = χ(Dn,m−1). Lova´sz proved that
χ(G) = χ(Dn,m−1) ≥ connN(Dn,m−1) + 3.
By Corollary 3.5, N(Dn,m−1) ≃ N(Am−1). This way, we can further bound the chromatic number
of G from below to get
χ(G) ≥ connN(Am−1) + 3.
This gives a close approximation on the lower bound of the chromatic number of the graph G
and the analysis is relatively simpler as A is a proper subgraph of G.
4 Dn and homotopy pushouts in graphs
We have already seen several properties of the double mapping cylinder Dn. Since the definition of
Dn is analogous to that of double mapping cylinder in spaces, we expect that it will give a notion
of homotopy pushout object in the category of graphs. In this case, Theorem 2.4 would imply that
For a finite connected graph T ∈ G, the functor Hom(T, ) : G → Top maps homotopy pushout
objects in G to homotopy pushout objects in Top.
It has been shown in [10], that hom complex as a bifunctor preserves ×-homotopic objects of
G. Although, in the category G of graphs, Dn is not ×-homotopic to Dm, for n 6= m, Theorem 2.4
shows that Hom(T,Dn) is weakly equivalent to Hom(T,Dm) in Top.
A well defined notion of homotopy pushout which is preserved by Hom functor Hom(T, ) is
useful. It will allow us to decide when a graph G is a homotopy pushout and computing its Hom
complex will then be easier. In general, pushouts are not preserved under weak equivalences while
homotopy pushouts are. If there exists a notion of homotopy pushout objects in G, then we expect
these objects to satisfy the universal property (cf. 2.2) similar to that of spaces, and preserve
diagrams of weak equivalences in the category of graphs.
We now examine the failure of the double mapping cylinder to be a homotopy pushout object
in the category of graphs with weak equivalences as ×-homotopy equivalences.
Consider the graph Dn = B
⊔
f
(A × In)
⊔
g
C together with canonical graph homomorphisms j1 :
B → Dn and j2 : C → Dn.
9
If G is a graph with graph homomorphisms k1 : B → G, k2 : C → G is such that there
exists a ×-homotopy K : A× In → G from k2g ≃× k1f , then there exists a graph homomorphism
α : Dn → G satisfying αj1 = k1 and αj2 = k2.
We define α : Dn → G by
α(x) =


k1(x) if x ∈ B,
k2(x) if x ∈ C,
K(x) if x ∈ A× In.
Clearly α is a well defined map and it satisfies αj1 = k1 and
αj2 = k2.
A
f
//
g

B
j1

k1

❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
❂
C
j2
//
k2
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚ Dn
α
&&
G
To show that α is a graph homomorphism, let xy ∈ E(Dn). If both x, y ∈ B (or in C) then
there is nothing to prove. Suppose x ∈ B then y ∈ A × {n, n − 1} by part (1) of Lemma A.4. If
y ∈ A × {n} then xy ∈ E(B), on the other hand if y ∈ A × {n − 1} then x /∈ B \ A and thus
x ∈ A × {n}, that is xy ∈ E(A × In) implying that α is a graph homomorphism since k1, k2 and
K are.
Here Dn satisfies the universal property only for large enough n. In fact, it depends on the ×-
homotopy commutative diagram. If Dn’s are homotopy pushout objects, then they should preserve
diagrams of weak equivalences in G. Note that the class of weak equivalences in G that we are
considering are the ×-homotopy equivalences. Let A
≃
−−→
hA
A′, B
≃
−−→
hB
B′, C
≃
−−→
hC
C ′ be ×-homotopy
equivalences with ×-homotopy inverses A′
≃
−−→
hA′
A, B′
≃
−−→
hB′
B, C ′
≃
−−→
hC′
C respectively.
Let f ′ : A′ → B′, g′ : A′ → C ′ be graph homomorphisms. There exists a canonical graph
homomorphism F : Dn → D
′
n which is defined as F (b) = hB(b), F (a, i) = (hA(a), i) and F (c) =
hC(c) for all b ∈ V (B), a ∈ V (A), i ∈ V (In), c ∈ V (C). But there does not exists any graph
homomorphism from D′n → Dn. However, if the length, n
′, of double mapping cylinder of {f ′, g′}
is sufficiently more than the length, n, of double mapping cylinder of {f, g}, then there exists
F ′ : D′n′ → Dn which would be a ×-homotopy inverse if the following shrink map is considered
equivalent to the identity map. We define shrinkm+k : D
′
m+n+k → D
′
n as identity on B
′ ⊔ C ′ and
shrinkm+k(a
′, s) =


(a′, 0) if 0 ≤ s ≤ k,
(a′, s − k) if k ≤ s ≤ k + n,
(a′, n) if k + n ≤ s ≤ k + n+m,
(2)
for all a′ ∈ V (A′) and s ∈ V (Im+n+k). The subscript m+k in shrinkm+k indicates the levels above
and below n, respectively, that the map shrinkm+k shrinks.
Let fhA′ ≃×
HB
hB′f
′, hC′g
′ ≃×
HC
ghA′ be ×-homotopies of length m and k respectively.
To define F ′, one has to use the homotopies HC and HB. To do this, one needs to take the
double mapping cylinder of {f ′, g′} of length at least m + k more than that of double mapping
cylinder of {f, g}. Thus one can never define a graph homomorphism F ′ : D′n → Dn. Therefore,
the best graph homomorphism to compare the valid composition FF ′ is the shrink map.
Let l = max{m,k} so that all the given homotopies are of the same length l. This can be done
by repeating the values on the last level of the homotopy on the new added levels.
For n′ = n + 2l, F ′ : D′l+n+l → Dn can be defined as F
′(b′) = hB′(b
′), F ′(c′) = hC′(c
′), for all
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b′ ∈ B′ and c′ ∈ C ′, and for a′ ∈ A′, s ∈ Il+n+l,
F ′(a′, s) =


HC(a
′, s) if 0 ≤ s ≤ l,
(hA′(a
′), s− l) if l ≤ s ≤ l + n,
HB(a
′, s− (n+ l)) if l + n ≤ s ≤ l + n+ l,
Suppose FF ′ ≃× shrinkl+l, then for some r ∈ N there exists a ×-homotopy K : D
′
l+n+l× Ir →
D′n such that K|D′l+n+l×{0} = FF
′ and K|D′
l+n+l
×{r} = shrinkl+l. Since FF
′|A′×Il is also a ×-
homotopy, in general K(a′, l − 1, 0) = FF ′(a′, l − 1) = hCHC(a
′, l − 1) need not be adjacent to
K(a′′, l, 1), where a′a′′ ∈ E(A′). Therefore, with no other assumptions if we use only these given
homotopies, then there does not exists a ×-homotopy between FF ′ and the shrinkl+l.
We will explore how to define the notion of homotopy pushout object in the category of graphs
in an upcoming article.
A Proof of the Theorem 2.4
We first prove the Theorem 2.4 when T ∈ G′ where G′ denote the subcategory of G of graphs G
such that P4, a path of length three, is not an induced subgraph of G. Then we extend the proof
for an arbitrary T ∈ G.
Lemma A.1. Let I denote the unit interval [0, 1] then for any two graphs G,H ∈ G, the spaces
Hom(G,H) × I and Hom(G,H × In) are homotopy equivalent.
Proof. The interval I is contractible, therefore, Hom(G,H)×I is homotopy equivalent to Hom(G,H).
By [13], the graph H × In folds to H, Hom(G,H × In) is homotopy equivalent to Hom(G,H) ≃
Hom(G,H) × I .
Let T be a connected graph unless stated otherwise and recall that Dn = B ⊔f (A× In) ⊔g C.
Definition A.2. Let T ∈ G be a graph. A polytope of Hom(T,Dn) that belongs to either Hom(T,A×
In), Hom(T,B) or Hom(T,C) is defined as a pure polytope. Polytopes which are not pure are defined
to be mixed polytopes.
Definition A.3. A polytope of Hom(T,Dn) is said to be a maximal polytope if it is not a proper
face of any other polytope.
Let η ∈ Hom(T,Dn) be a maximal polytope. Then η satisfies exactly one of the following:
1. Im(η) ⊂ f(A) ∪ (V (A)× {1, . . . , n− 1}) ∪ g(A)
2. Im(η) ⊂ V (B)
3. Im(η) ⊂ V (C)
4. Im(η) ∩ (V (B) \ f(A)) 6= ∅ and Im(η) ∩ (V (A)× {1, . . . , n}) 6= ∅
5. Im(η) ∩ (V (C) \ g(A)) 6= ∅ and Im(η) ∩ (V (A)× {0, . . . , n− 1}) 6= ∅
6. Im(η)∩(V (B)\f(A)) 6= ∅, Im(η)∩(V (A)×{1, . . . , n−1}) 6= ∅ and Im(η)∩(V (C)\g(A)) 6= ∅.
The polytopes of the type (1)-(3) are pure, and of the type (4)-(6) are mixed.
Let us denote by X = V (B) \ V (f(A)), Y = V (f(A)), Z = V (A) × {n − 1} and Z ′ = V (Dn) \
(X ∪ Y ∪ Z). We give a representative picture of all these sets in the following figure.
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: X
: Y
: Z
: Z ′
Here on, we assume that n ≥ diam(T ) + 1, so that V (C) ∩ Z 6= ∅.
Lemma A.4. Let T ∈ G be a graph without any isolated vertices. Let η ∈ Hom(T,Dn) be a maximal
polytope, where Dn = B ⊔f (A× In) ⊔g C. Let η ∈ Hom(T,Dn) then by definition, η =
∏
t∈V (T )
η(t),
where each η(t) is a simplex.
1. If η(t) ∩ (X ∪ Y ) 6= ∅ for every t ∈ V (T ), then Im(η) ⊂ X ∪ Y ∪ Z.
2. If for some t ∈ V (T ), η(t) intersects with both X and Z, then η(t) intersects with Y as well.
3. If η(t) ∩ (X ∪ Y ) 6= ∅ for every t ∈ V (T ), then Im(η(t)) ∩ V (C) = ∅.
Proof. 1. Let t ∈ V (T ). Since T does not have any isolated vertices, t has non-empty neigh-
bourhood. Let {t, t′} ∈ E(T ) and x ∈ η(t′). Then the condition η(t)× η(t′) ⊂ E(Dn) implies
that x ∈ X ∪ Y ∪ Z, therefore η(t′) ⊂ X ∪ Y ∪ Z.
2. Let y ∈ η(t) ∩X, z = (a, n− 1) ∈ η(t) ∩ Z. Let t′ ∈ NT (t) and x ∈ η(t
′). Since only vertices
that are adjacent to elements in both V (B) \ f(A) and V (A)×{n− 1} belong to V (A)×{n}
or equivalently f(A), the condition η(t) × η(t′) ⊂ E(Dn) implies that x ∈ Y . In particular,
for all x ∈ η(t′), {x, z} ∈ E(A× In) and therefore, z
′ = (a, n), {x, z′} ∈ E(A× In), therefore
each element of η(t′) is adjacent to z′ ∈ Y . Since η is a maximal polytope, z′ ∈ η(t).
3. Follows from the definition of Z ′.
Proposition A.5. Let T ∈ G′ and let σ, τ ∈ Hom(T,Dn) be two mixed maximal polytopes with
pure faces such that σ ∩ τ 6= ∅. Let η ⊂ σ ∩ τ then there exists a polytope η′ ∈ Hom(T,Dn) such
that η′ has a pure face and η′ ⊂ (σ ∩ τ).
Proof. Note that vertices in V (A) × {n} are identified with vertices in f(V (A)) ⊂ V (B) in Dn,
that is, [(a, n)] = [f(a)] ∈ V (Dn). Therefore, if [(a, n)] ∈ η(t) for a polytope η ∈ Hom(T,Dn), then
η(t) ∩ V (B) 6= ∅ and η(t) ∩ V (A× In) 6= ∅. We have the following cases depending on which pure
polytope(s) is contained in σ and τ .
Case 1: Let σ∩Hom(T,B) 6= ∅ and τ ∩Hom(T,B) 6= ∅. Then for every t ∈ V (T ), σ(t)∩V (B) 6= ∅.
By part (1) of Lemma A.4, σ(t) ⊂ V (B) ∪ (V (A)× {n− 1}) for each t ∈ V (T ). For η ⊂ σ ∩ τ ,
η ⊂ V (B) ∪ (V (A)× {n− 1}). If η(t) ∩ V (B) 6= ∅ for every t ∈ V (T ) then η′ can be chosen as η.
Assume that there exists some t′ ∈ V (T ) such that η(t′)∩V (B) = ∅, that is, η(t′) ⊂ V (A)×{n−
1}. Fix a t ∈ ND(t
′). It is easy to see that (σ(t)∪τ(t))×(η(t′)∪{(a, n)|(a, n−1) ∈ η(t′)}) ⊂ E(Dn).
Consider the polytope ξ ∈ Hom(T,Dn) defined by ξ(t) = η(t) for all t 6= t
′ and ξ(t′) =
η(t′) ∪ {(a, n)|(a, n − 1) ∈ η(t′)}. Then maximality of σ and τ implies that ξ ⊂ σ ∩ τ . For every
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t ∈ V (T ), if ξ(t) ∩ V (B) 6= ∅, then choose η′ as ξ. Else we repeat the same procedure as above by
taking η as ξ.
Since the graph is finite, the above process terminates after finitely many steps to yield a
polytope η′. By construction, η ⊂ η′ ⊂ σ ∩ τ and η′ ∩Hom(T,B) 6= ∅.
A similar argument works if σ ∩Hom(T,C) 6= ∅ and τ ∩Hom(T,C) 6= ∅.
Case 2: Let σ ∩Hom(T,A× In) 6= ∅ and τ ∩Hom(T,A× In) 6= ∅.
Assume that σ and τ do not have any pure faces from Hom(T,B) or Hom(T,C) else the
theorem follows from the previous case. If η ⊂ σ ∩ τ is such that η ∩ Hom(T,A × In) 6= ∅, then
choose η′ to be η. If not, then there exists p ∈ V (T ) such that η(p) ∩ V (A × In) = ∅, that is,
either η(p) ⊂ V (B) \ f(A) or η(p) ⊂ V (C) \ g(A). Without loss of generality, let us assume that
η(p) ⊂ V (B \ f(A)).
Connectedness of T gives a path between any two vertices of T and the property that T does
not have P4 as an induced subgraph implies that there is a path with two edges between p and any
t ∈ V (T ) \NT (p). Since σ(p)∩ V (B) 6= ∅, this gives that Im(σ) ⊂ V (B)∪V (A)×{n− 1}. Similar
argument implies that Im(τ) ⊂ V (B) ∪ V (A)× {n− 1}. Now η ∩Hom(T,B) = ∅ gives that there
exists a vertex r ∈ V (T ) such that η(r) ⊂ V (A)× {n− 1}. Let P be a path of length 2 between p
and r with a middle vertex q.
xp q r
Pick (ar, n − 1) ∈ η(r), then for every element x ∈ NT (r), {(ar, n − 1)} × η(x) ⊂ E(Dn) and
{(ar, n)} × η(x) ⊂ E(Dn). We now define a new polytope η
′ : V (T )→ 2V (Dn) as follows
η′(t) =
{
(ar, n) ∪ η(r) if η(r) ∩ V (B) = ∅,
η(t) otherwise.
Clearly η′ ⊂ σ ∩ τ is a polytope in Hom(T,Dn) and η
′ ∩ Hom(T,B) 6= ∅. This contradicts our
assumption that σ and τ do not have pure faces from B.
Case 3: Let σ ∩Hom(T,B) 6= ∅ or σ ∩Hom(T,C) 6= ∅ and τ ∩Hom(T,A× In) 6= ∅.
Without loss of generality, let σ(t) ∩ V (B) 6= ∅ for every t ∈ T . Now part (1) of Lemma A.4
implies that σ(t) ⊂ V (B) ∪ (V (A) × {n − 1}). Thus, η(t) ⊂ V (B) ∪ (V (A) × {n − 1}) for every
vertex t of V (T ). If η has a pure face from B or A × In, then η
′ can be chosen as η. Else, there
exist p, r ∈ V (T ) such that η(p) ⊂ V (B \ f(A)) and η(r) ⊂ V (A) × {n − 1}. Now arguing as in
Case 2 above, we get a polytope η′ ⊂ (σ ∩ τ) such that η′ has a pure face from B.
Case 4: Suppose σ has pure face from B and τ from C.
From part (3) of Lemma A.4, we see that σ(t) ∩ V (B)) 6= ∅ implies σ(t)∩ V (C) = ∅. Similarly,
we get that τ(t)∩V (B) = ∅. Now η ⊂ (σ∩ τ) so η(t) ⊂ V (A× In) for all t ∈ V (T ) and, put η
′ = η.
Hence proved.
Proposition A.6. Let T be a connected graph in G′. Then every maximal polytope of Hom(T,Dn)
has a pure face.
Proof. We prove the statement by contradiction. Suppose η ∈ Hom(T,Dn) is a maximal polytope
which does not have a pure face. Then, for some p, q ∈ V (T ) either η(p) ⊂ V (B) \ f(A) and
η(q) ⊂ (V (A) × {n − 1}) or η(p) ⊂ V (C) \ g(A) and η(q) ⊂ (V (A) × {1}). Without loss of
generality, let η(p) ⊂ V (B) \ f(A) and η(q) ⊂ (V (A)× {n− 1}).
The graph T is connected, so there is a path from p to q. Since η(p) ⊂ V (B) \ f(A) and
η(q) ⊂ (V (A)×{n− 1}), {p, q} /∈ E(T ) and thus any path between p and q has at least two edges.
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Since T does not have P4 as induced subgraph, any shortest path between p and q has at most two
edges. Let P be a path from p to q with two edges.
p t q
Path P .
Let x ∈ NT (q), we claim that η(x) ∩ (V (A) × {n − 2}) = ∅. Suppose not, then there exists
z ∈ η(x) ∩ (V (A) × {n − 2}). Since T ∈ G′ and {p, q} /∈ E(T ), x is either adjacent to p or
t. If x is adjacent to p, then η(p) ⊂ V (B) \ f(A) and η(q) ⊂ (V (A) × {n − 1}) implies that
η(x) ⊂ (V (A)×{n}). Alternately, if x is adjacent to t, then η(x) ⊂ (V (A)×{n, n−1}). Therefore,
for every x ∈ NT (q), η(x) ⊂ (V (A)×{n})∪ (V (A)×{n− 1}), that is η(x)∩ (V (A)×{n− 2}) = ∅.
Let y = (a, n − 1) ∈ η(q) ⊂ (V (A) × {n − 1}) and z ∈ η(x). Then {q, x} ∈ E(T ) implies that
(y, z) ∈ η(q) × η(x) ⊂ E(Dn). For y = (a, n − 1) ∈ η(q), let y
′ denote (a, n) then {y′, z} ∈ E(Dn).
Now define a new polytope
η′(t) =
{
η(q) ∪ {y′ : y ∈ η(q)} if t = q,
η(t) otherwise.
Clearly η′ ∈ Hom(T,Dn) and η is a proper face of η
′, which contradicts that η is a maximal
polytope. Thus every maximal polytope of Hom(T,Dn) has a pure face.
Lemma A.7. Let τ be a contractible polyhedral complex and δτ be a closed contractible subcomplex
of τ . Then there exists a deformation retract r of τ onto δτ .
Proof. Every polyhedral complex is a CW-complex, therefore (τ, δτ) is a CW-pair. Then the
inclusion i : δτ → τ is a cofibration. Since δτ is contractible, any two maps into δτ are homotopic.
Let us consider the homotopy H : δτ × I → δτ between the identity map and the constant map.
Then H can be extended to a homotopy H ′ : τ × I → δτ because i is a cofibration.
Let r = H ′|τ×{0}, then by definition r|δτ×{0} = H
′|δτ×{0} = 1δτ , that is, r is a retract. Since τ is
contractible, [τ, τ ] has only one element and hence ir is homotopic to 1τ . Thus r is a deformation
retract.
Proposition A.8. Let T ∈ G be a graph without isolated vertices, and η ∈ Hom(T,Dn) a maximal
polytope, then the union of its pure faces denoted δη, is a contractible subcomplex of η.
Proof. Let η ∈ Hom(T,Dn) be a maximal polytope. By part (3) of Lemma A.4, if η∩Hom(T,B) 6= ∅
then η ∩Hom(T,C) = ∅, therefore η does not have pure faces from both B and C.
If the pure faces of η belong to only one of Hom(T,B),Hom(T,A × In) or Hom(T,C) then
δη is a proper face of η. In particular, δη is a polytope and polytopes are contractible. Else,
η ∩ Hom(T,B) 6= ∅ and η ∩ Hom(T,A × In) 6= ∅. If η ∩ Hom(T,B) 6= ∅ then η(t) ⊂ (V (B) ∪
V (A) × {n − 1}) for each t ∈ V (T ) by Lemma A.4(1). Also, η ∩ Hom(T,A × In) 6= ∅ implies that
η(t) ∩ V (A× In) 6= ∅ for each t ∈ V (T ). Thus for t ∈ V (T ), η(t) ∩ V (A)× {n} 6= ∅ by maximality
of η and Lemma A.4(2).
Let σ1 = η ∩Hom(T,B) and σ2 = η ∩Hom(T,A× In). Now σ1 and σ2 both are polytopes and
thus contractible. Also,
σ1 ∩ σ2 =
∏
t∈V (T )
(η(t) ∩ (V (A) × {n})) 6= ∅,
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is a face, in particular a polytope, and hence contractible. Therefore σ1 ∪ σ2 is contractible.
Then from the previous lemma, the polyhedral complex σ1 ∪ σ2 can be deformation retracted to
the shared face σ1 ∩ σ2.
A similar argument works if η ∩ Hom(T,C) 6= ∅ and η ∩Hom(T,A× In) 6= ∅. Therefore, δη is
contractible.
Lemma A.9. Let σ and τ be two polytopes with non-empty intersection and contractible subcom-
plexes δσ and δτ respectively. If δσ∩δτ is contractible, then there exists a retract r : σ∪τ → δσ∪δτ
which is a deformation retract.
Proof. By definition, for any two polytopes σ and τ , their intersection is either ∅ or a face of both
σ and τ . Given that σ ∩ τ 6= ∅, we get σ ∪ τ is contractible.
Since δσ ∩ δτ , δσ and δτ are contractible, δσ ∪ δτ is contractible. Applying Lemma A.7 to the
CW-pair (σ ∪ τ, δσ ∪ δτ), we get the desired deformation retract.
Theorem A.10. Let T be a finite connected graph in G′. Let δHom(T,Dn) be the union of all pure
polytopes of Hom(T,Dn). Then there exists a deformation retract α : Hom(T,Dn)→ δHom(T,Dn).
Proof. Let η, ξ ∈ Hom(T,Dn) be two maximal polytopes. Then δη and δξ are non-empty by
Proposition A.6 and contractible by Proposition A.8. Suppose η ∩ ξ 6= ∅ then there exists a
deformation retract r : η ∪ ξ → δη ∪ δξ by Lemma A.9.
The space Hom(T,Dn) has finitely many maximal polytope ηi, where i = 1, 2, . . . , s. By induc-
tion it follows that ∪ηi deformation retracts to ∪δηi. Since, δHom(T,Dn) = ∪
s
i=1δηi, the theorem
follows.
By Proposition A.10, Hom(T,Dn) is homotopy equivalent to δHom(T,Dn). Now, δHom(T,Dn) =
Hom(T,B)⊔fT Hom(T,A× In)⊔gT Hom(T,C). By Lemma A.1, Hom(T,A× In) ≃ Hom(T,A)× I.
Therefore,
δHom(T,Dn) ≃ Hom(T,B) ⊔fT (Hom(T,A) × I) ⊔gT Hom(T,C).
Hence,
Hom(T,Dn) ≃ Hom(T,B) ⊔fT (Hom(T,A) × I) ⊔gT Hom(T,C).
This proves Theorem 2.4 for T ∈ G′.
The above machinery of deformation is made possible by Proposition A.6 which states that every
maximal polytope of Hom(T,Dn has a pure face if T ∈ G
′. If T ∈ G −G′, then the Proposition A.6
does not hold true as faulty polytopes are present in Hom(T,Dn. We therefore need to deal with
this case separately. Let T ∈ G be a graph other than K2 as K2 ∈ G
′ and Dn be as in Figure 1
with n ≥ diam(T ) + 1. Since we want to analyze the Hom complex, Hom(T,Dn) upto homotopy
, without loss of generality we assume that T is a stiff graph in view of the following theorem by
Kozlov.
Theorem A.11 (Kozlov, [13]). Let G−v be a fold of G and let H be some graph. Then Hom(H,G−
v) is a strong deformation retract of Hom(H,G).
We note that n ≥ diam(T ) + 1 implies that any maximal polytope η ∈ Hom(T,Dn) can be of
type (1)-(5) and not of the type (6).
Elements of Hom(T,Dn) that are of the type (4) or (5) will be referred to as faulty mixed
maximal polytope if Im(η) ∩A× {j} 6= ∅ for some j ≤ n− 2 or j ≥ 2 respectively.
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Lemma A.12. Let T ∈ G be a stiff graph other than K2 and η ∈ Hom(T,Dn) be a mixed maximal
faulty polytope. If η is of type (4) (resp. type (5)), then there exists a sequence of maximal
polytopes η1, . . . , ηn−s−1 (resp. η1, . . . , ηs−1) where s is the largest (resp. smallest) integer such that
Im(η) ⊂ V (B) ∪ V (A)× I[s,n−1] (resp. Im(η) ⊂ V (C) ∪ V (A)× I[1,s]) satisfying the following
1. η ∩ η1 6= ∅,
2. ηi ∩ ηi+1 6= ∅ for all i = 1, . . . , n− s− 2 (resp. for all i = 1, . . . , s − 2),
3. ηn−s−1 ∩Hom(T,B) 6= ∅. (resp. ηs−1 ∩Hom(T,C) 6= ∅.)
Proof. Let η ∈ Hom(T,Dn) be a maximal polytope such that η(t) ∩A× {r} 6= ∅ for some 1 ≤ r ≤
n − 1. The stiffness condition on T implies that if η(t) ∩ A{r − 1} 6= ∅, then η(t) ∩ A{r + 1} = ∅
and, if η(t) ∩A{r − 1} = ∅, then η(t) ∩A{r + 1} 6= ∅.
Let η ∈ Hom(T,Dn) be a mixed maximal faulty polytope of type (4). Suppose 1 ≤ s ≤ n− 1 is
the largest integer such that Im(η) ⊂ V (B)∪V (A)×I[s,n−1], that is, Im(η)∩ (V (A)×{s−1}) = ∅.
Let t0 ∈ V (T ) be such that η(t) ∩ (V (A) × {s}) 6= ∅. Let (a, s) ∈ η(t) ∩ (V (A) × {s}), then the
maximality of η implies that (a, s + 1) ∈ η(t) ∩ (V (A)× {s}).
Define η1 : V (T )→ 2
V (Dn)\{∅} by putting η1(t) = (η(t)∩(V (A)×{s+1}))
⋃
{(a, s+2)|(a, s+1) ∈
η(t) ∩ (V (A)× {s+ 1})}, if t = t0 and η1(t) = η(t), otherwise.
Note that the Im(η1) ⊂ V (B) ∪ V (A) × I[s+1,n−1] is a maximal polytope and η ∩ η1 6= ∅. Now
treating η1 as η and repeating the above construction yields a maximal polytope η2 such that
Im(η2) ⊂ V (B) ∪ V (A) × I[s+2,n−1] and η1 ∩ η2 6= ∅. We repeat this construction till we get a
maximal polytope ηr ∈ Hom(T,Dn) such that Im(ηr) ⊂ V (B) ∪ V (A) × I[n−1,n−1]. It is easy to
see that r = n − s − 1. If t ∈ V (T ) is such that ηr(t) ∩ V (A) × I[n−1,n−1] then maximality of ηr
implies that ηr(t) ∩ f(A) 6= ∅. Therefore, for every t ∈ V (T ), either ηr(t) ∩ V (B) \ f(A) 6= ∅ or
ηr(t) ∩ f(A) 6= ∅. Hence, ηr ∩Hom(T,B) 6= ∅ as required.
Similar construction can be done if η′ is a mixed maximal faulty polytope in Hom(T,Dn) of
type (5) to get a sequence η′1, . . . , η
′
s−1 of maximal polytopes such that η
′ ∩ η′1 6= ∅, η
′
i ∩ η
′
i+1 6= ∅
for all i = 1, . . . , s− 2 and ηs−1 ∈ Hom(T,Dn) has a pure face from C.
Lemma A.13. Let η ∈ Hom(T,Dn) be a mixed maximal faulty polytope and τ ∈ Hom(T,Dn)
be another maximal polytope such that η ∩ τ 6= ∅. Then for η and τ , the sequences η1, . . . , ηr
and τ1, . . . , τr′ of maximal polytopes, respectively, given by Lemma A.12 satisfy ηi ∩ τi 6= ∅ for
1 ≤ i ≤ min{r, r′},
Proof. Without any loss of generality, let us assume that η is a mixed maximal faulty polytope
of type (4). Note that η ∩ τ 6= ∅ implies that τ cannot have a pure face from A × In, that is,
τ ∩ Hom(T,A × In) = ∅. Let s be the largest integer such that Im(η) ⊂ V (B) ∪ V (A) × I[s,n−1],
then s ≤ n − 2 as η is a faulty polytope. We prove the statement of this lemma dealing with the
following two cases.
Case 1. τ ∩Hom(T,B) 6= ∅.
If τ has a pure face from B then Im(τ) ⊂ V (B)∪A×{n− 1}. Therefore η∩ τ 6= ∅ implies that
s ≥ n− 2. From above calculation we get that s = n− 2. Let η1 be constructed as in Lemma A.12,
then by construction η1 ∩Hom(T,B) 6= ∅. We only need to show that η1 ∩ τ 6= ∅. We note that for
all those vertices t ∈ V (T ) such that η(t)∩A×{s} = ∅, η1(t) = η(t) and hence for these t we have
η1(t)∩τ(t) 6= ∅. So let t
′ ∈ V (T ) be such that η(t′)∩A×{s} 6= ∅. Let (a′, s−1) ∈ τ(t)∩η(t), then by
construction of η1, we know that (a, s−1),∈ η1(t) whenever (a, s−1) ∈ η(t). Thus η1(t)∩ τ(t) 6= ∅.
Case 2. τ is also a faulty polytope.
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We first note that η ∩ τ 6= ∅ implies that τ is also of type (4). Let s′ be the largest integer such
that Im(τ) ⊂ V (B) ∪ V (A) × I[s′,n−1], then it is clear that |s − s
′| ≤ 1. Without loss of generality
assume s′ ≤ s. Let η1 and τ1 be as per the construction given in Lemma A.12, then as argued in
Case 1 we have η1 ∩ τ1 6= ∅. Now treating η1 as η and τ1 as τ , we repeat this step and continue
repeating till we get τr′ such that τr′∩Hom(T,B) 6= ∅. Same argument as in Case 1. now completes
the proof.
Theorem A.14. Let T be a finite connected stiff graph in G. Let δHom(T,Dn) be the union of
all pure polytopes of Hom(T,Dn). Then there exists a deformation retract α : Hom(T,Dn) →
δHom(T,Dn).
Proof. Let η, τ ∈ Hom(T,Dn) be two maximal polytopes. Suppose both η and τ have pure faces,
then δη and δτ are non-empty and contractible by Proposition A.8. Suppose η ∩ τ 6= ∅ then there
exists a deformation retract r : η ∪ τ → δη ∪ δτ by Lemma A.9.
Next we assume that η is a faulty polytope such that η ∩ τ 6= ∅. Then we deform η ∪ τ
to ηr ∪ τr′ , where ηr and τr′ are the maximal polytopes of Hom(T,Dn) from Lemma A.12 and
Lemma A.13. Note that if η is of type (4) (resp. type (5)), then ηr ∩ τr′ ∩ Hom(T,B) 6= ∅ (resp.
ηr ∩ τr′ ∩Hom(T,C) 6= ∅).
The space Hom(T,Dn) has finitely many maximal polytope ηi, where i = 1, 2, . . . , s. By induc-
tion it follows that ∪ηi deformation retracts to ∪δηi. Since, δHom(T,Dn) = ∪
s
i=1δηi, the theorem
follows.
Observe that the proof for compatibility while deforming two maximal polytopes of Hom(T,Dn)
having pure faces from Hom(T,B) in case (1) of Proposition A.5 does not depend on the fact that
T ∈ G′.
Proof of Theorem 2.4. By Proposition A.14, Hom(T,Dn) is homotopy equivalent to δHom(T,Dn).
Now, δHom(T,Dn) = Hom(T,B) ⊔fT Hom(T,A × In) ⊔gT Hom(T,C). As before, by Lemma A.1,
Hom(T,A× In) ≃ Hom(T,A)× I. Therefore,
δHom(T,Dn) ≃ Hom(T,B) ⊔fT (Hom(T,A) × I) ⊔gT Hom(T,C),
Hence,
Hom(T,Dn) ≃ Hom(T,B) ⊔fT (Hom(T,A) × I) ⊔gT Hom(T,C).
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