This paper explores the properties of pre-test strategies in estimating a linear Cliff-Ord-type spatial model when the researcher is unsure about the nature of the spatial dependence. More specifically, the paper explores the finite sample properties of the pre-test estimators introduced in Florax et al. (2003), which are based on Lagrange Multiplier (LM) tests, within the context of a Monte Carlo study. The performance of those estimators is compared with that of the maximum likelihood (ML) estimator of the encompassing model. We find that, even in a very simple setting, the bias of the estimates generated by pre-testing strategies can be very large in some cases and the empirical size of tests can differ substantially from the nominal size. This is in contrast to the ML estimator.
Introduction
The recent literature on spatial econometrics has been concerned with model specification issues both in cross sectional as well as panel data analysis.
1 In the present paper we will focus exclusively on cross sectional models. Empirical work is often based on estimation strategies which entails estimating initially a linear model (i.e., without spatial dependencies), followed by testing for spatial dependences, and re-estimation if spatial dependence cannot be rejected. It is well known that, in general, pre-test strategies may potentially introduce bias for both the parameter estimates and corresponding standard errors; see, e.g., Leeb & Poetscher (2008) . Of course, on the other hand, efficiency may be lost when the researcher estimates a more general model than necessary. The purpose of this paper is to explore the implications of some common pre-test strategies used in the estimation of Cliff-Ord-type spatial models.
In estimating Cliff-Ord-type models two forms of spatial dependences are usually considered in applied work, which correspond to two different model specifications. The first form of spatial dependence relates to the error term and specifies a spatial auto regressive process for the disturbances. Correspondingly, the model that derives from it is often referred to as a spatial error model (see, e.g., Anselin, 1988b) . The second form arises when the value of the dependent variable corresponding to each cross-sectional unit is jointly determined with the values at all other neighboring cross-sectional units. This is achieved through the inclusion of a weighted average of the dependent variable which is often described in the literature as a spatial lag. Consequently, the model that derives from it is often referred to as a spatial autoregressive model or, simply, a spatial lag model (see, e.g., Anselin, 1988b) . Burridge (1980) and Anselin et al. (1996) propose simple LM diagnostic tests, based on Ordinary Least Squares (OLS) residuals, for spatial error autocorrelation or spatial lag dependence. More recently Florax et al. (2003) suggest a simple selection criterion conditional upon the results of these specification tests. It should be noted that this testing strategy only leads to the estimation of either the spatial lag or the spatial error models and never of a model that contains both error and lag dependences, i.e., of the encompassing or full model. A partial explanation for this may be that the parameters of the full model are not identified if the model does not contain exogenous variables. However, most empirical specifications include exogenous variables, and in this situation the parameters of the full model are identified under mild regularity conditions; see, e.g., Kelejian & Prucha (1998) . Thus in this situation the researcher can estimate the parameters of the full model, and is not forced to select either the spatial lag or error model. Since the data may have been generated by the full model, which includes the spatial lag and error model as special cases, this reduces the likelihood of model misspecification. Of course, if the data have been generated by either the spatial lag or error model, estimating the full model will lead to a loss of efficiency. On the other hand, using a pre-testing strategy may yield biased estimates and may result in a situation where the employed asymptotic distribution of the estimator (derived without taking into account the pre-testing strategy) provides a bad approximation to the actual small sample distribution of the final stage estimator.
This paper explores the importance of the issues raised above for the estimation of linear Cliff-Ord-type spatial models. We explore within the context of a Monte Carlo study the small sample performance of three pretest estimators which are described in Florax et al. (2003) and which are based on a series of LM tests. We also compare their performance with that of the ML estimator of the general model, which allows for spatial spill-overs in the endogenous variables and disturbances. Our results are cautionary, in that we find that even in simple settings the bias of the estimates generated by a pre-testing strategy can be very large and the empirical size of tests can differ substantially from the nominal size. Quite expectedly, the results also show that the ML estimator based on the full model is consistent, and the size of hypothesis tests is reasonably close to the nominal size.
Section 2 briefly describes the models considered for this study and presents the corresponding likelihoods on which our estimators are based. Section 3 introduces the LM tests while Section 4 gives the three pre-test estimators based on those LM tests. Section 5 describes the design of our Monte Carlo experiment and discusses the main evidence. Section 6 concludes and give indication for future work.
The models
As we mentioned in the introduction, much of the empirical spatial econometrics literature has focused on the estimation of two alternative models relating to different forms of spatial dependence. In one case, spatial dependence is introduced via the disturbance process, where the disturbance term corresponding to one location is assumed to be jointly determined with those at other locations. In the other case, the dependent variable at one location is assumed to be jointly determined by its values at other locations. From an empirical perspective, each of these two forms of dependence translates into a different Cliff-Ord-type spatial model. The model corresponding to the first case is known in the literature as spatial error model; while the model corresponding to the second case is known as the spatial lag model (Cliff & Ord, 1973; Anselin, 1988b) . In what follows, we will briefly review these models and the corresponding likelihoods. Towards assessing the effects of pre-test strategies we will furthermore consider the encompassing Cliff-Ord-type spatial model, which includes both forms of spatial effects. As is common in the literature we refer to this model as a spatial auto-regressive auto-regressive model (SARAR(1,1)); see e.g., Anselin (1988b) . As remarked, the parameters of the SARAR(1,1) model can be consistently estimated under mild regularity conditions, provided the presence of exogenous variables; see, e.g., Kelejian & Prucha (1999 , 2010 Florax & Folmer (1992) ; Anselin (1988b) . Of course, if the true data generating process corresponds to a spatial error or lag model, we expect some loss in efficiency when estimating the encompassing SARAR(1,1) model. We will use the encompassing model to explore the properties of the considered pre-test estimators based on LM tests.
The approach frequently taken in empirical work is to start with the classical linear regression model
where y is an n × 1 vector of observations on the dependent variable, X is an n × k matrix of observations on the non-stochastic explanatory variables, β a k × 1 vector of corresponding parameters, and ε an n × 1 vector of innovations whose elements are -for simplicity -assumed in the following to be i.i.d. N (0, σ 2 ). 2 Under regularity conditions the OLS estimator is also the ML estimator.
As an alternative to the linear regression model (1), the error term can be specified as a spatial autoregressive process, leading to the spatial error model
where u is the n × 1 vector of disturbances, W is an n × n non-stochastic weighting matrix, 3 ρ is a scalar spatial autoregressive parameter with |ρ| < 1, and all other variables are defined as above. For efficiency we can estimate the model in (2) by ML (Ord, 1975) , although OLS remains unbiased. The expression for the log likelihood function of model (2) takes the form
where B = I N − ρW . 4 As an alternative to the ML estimator, a feasible GLS estimator, which utilizes a generalized method of moments estimator for ρ, has been suggested by Kelejian & Prucha (1999) . However, in this paper we concentrate on the ML estimator.
A further alternative to the linear regression model (1) which is often estimated in the empirical literature is the spatial autoregressive model
where λ is a scalar spatial autoregressive parameter with |λ| < 1, and all other variables are defined as above. Because of the simultaneous nature of the spatial lag variable, W y is correlated with the disturbance term ε. Thus OLS is inconsistent, but the model can again be estimated efficiently by ML. The log likelihood takes the following form (Ord, 1975 )
where A = I − λW. As an alternative to the ML estimator, the model could also be estimated by instrumental variables/generalized method of moments (Kelejian & Prucha, 1998) , but again the present paper will focus on the ML estimator. Finally, we consider the encompassing model which allows for spatial lags in the dependent variable, as well as in the disturbances, i.e.,
u =ρW u + ε.
3 The assumptions made on the weights matrix are standard and we will not discuss them in this paper.
4 For details on the maximum likelihood estimation see Anselin (1988b) , Ch 12.
5
The log likelihood for this model is given by
− 1 2σ 2 (Ay − Xβ) B B(Ay − Xβ).
LM tests
In this section we define the LM tests for the absence of spatial dependence employed in the construction of our considered pretest estimators. Burridge (1980) derived the LM test statistic for the spatial error model. Anselin (1988b) derived LM tests for the more general SARAR model. Requiring only the estimation of the restricted specification, LM tests have been considered particularly appealing in a spatial setting because of the computational difficulties related to the maximum likelihood estimation of the spatial models.
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With the first of these tests we wish to evaluate the hypothesis that the disturbances are independently normally distributed with constant variance (i.e. ρ = 0) against the alternative that they are generated by the first order spatial autoregression in (2). The LM-test statistics for this hypothesis is given by
where e = y − X β OLS denotes the vector of OLS residuals, and tr is the trace operator.
The second LM-test statistics, which evaluates the null hypothesis that λ = 0 in (4) against the alternative of a spatial autoregressive process is given by
where e = y − X β OLS denotes, as before, the vector of OLS residuals,
, and β OLS and σ 2 OLS are the OLS estimates of β and σ 2 . Under the null hypothesis that the true model is (1) both LM ρ and LM λ are asymptotically distributed as χ 2 (1).
The two test statistics presented above assume that the other form of dependence is not present. In other word, LM ρ is derived under the null hypothesis that ρ = 0, but it assumes that also λ is zero. Using the general principles of specification testing with locally misspecified alternatives derived in Bera & Yoon (1993) , Anselin et al. (1996) develop a set of diagnostics that are a robust version of (8) and (9). The expressions for the robust versions of the tests become, respectively,
and
[e W y/(e e/n) − e W e/(e e/n)]
where D as well as the other symbols where defined before. Both the LM * ρ and the LM * λ statistics are asymptotically distributed as χ 2 (1).
Pre-test estimators
The pre-tests estimators are based on the sequence of the LM-tests presented in the previous section. We follow the algorithms illustrated in Florax et al. (2003) , which proposes three different "approaches" toward specification tests, each leading to a different pre-test estimator. Before reviewing these three approaches, we need to introduce some additional notation. Let β OLS be the OLS estimator based on model (1), ρ M LE and β M LE the ML estimators corresponding to the model in (2) and, finally, λ M LL and β M LL the ML estimators corresponding to the model in (4). Also, let λ M L , ρ M L , and β M L denote the ML estimator for λ, ρ and β based on the full model in (6). Correspondingly, we have the following estimators for θ = (λ, ρ, β ) :
The first approach in Florax et al. (2003) is based on the test statistics LM ρ and LM λ and can be summarized as follows:
1. Estimate the non-spatial model by OLS to obtain β OLS and the vector of OLS residuals e = y − X β OLS .
2. Test the hypothesis of no spatial dependence due to an omitted spatially autoregressive error or to an omitted spatial lag using, respectively, LM ρ and LM λ .
3. If both tests statistics are not significant, then accept H 0 : λ = ρ = 0, and consequently the estimator for θ is given by θ OLS = (0, 0, β OLS ) .
4. If LM ρ is significant and LM λ is not significant then accept H ρ 1 : λ = 0; ρ = 0 and estimate model (2) by maximum likelihood to get
5. If LM λ is significant and LM ρ is not significant then accept H λ 1 : λ = 0; ρ = 0 and estimate model (4) by maximum likelihood to get
6. Finally, if both LM λ and LM ρ are significant, estimate the specification corresponding to the more significant of the two tests. et al. (2003) refer to this approach as the "classic" approach because it is based on the test statistics LM ρ and LM λ .
Florax
Let θ P T 1 denote the estimator for θ based on this approach, where "PT" stands for "pre-test". Then this estimator is formally given by
where 1(.) denotes the indicator function.
The second approach, that they refer to as the robust approach, is identical to the previous one with the exception that it is performed with the 8 robust versions of the LM tests. Let θ P T 2 denote the estimator for θ based on this approach, then it is formally given by
Florax et al. (2003) consider a third approach which is a "hybrid" specification strategy in that it combines the use of both test statistics (classical and robust). It is identical to the classical approach, except that step 6 is modified as follows: If both LM ρ and LM λ are significant, estimate the specification pointed by the more significant of the two robust statistics LM * ρ and LM * λ . As pointed out by Florax et al. (2003) the performance of this hybrid pre-test estimator is identical to the classical pre-test estimator. The reason is that, analytically, LM λ ≥ LM ρ if and only if LM * λ ≥ LM * ρ , as is easily checked.
6 We thus do not report separately on the performance of this hybrid pre-test estimator.
From the above definitions of the pre-test estimators it is obvious that they are highly nonlinear, and that they cannot generally be expected to be unbiased or consistent. Furthermore, it is obvious that the asymptotic distribution of those estimators will generally differ from those of θ OLS , θ M LL and θ M LE . Of course, potential issues stemming from improper inference when using pre-test estimators are well known; see, e.g., Leeb & Poetscher (2008) . The Monte Carlo study is intended to shed some light on the importance of those issues in the estimation of spatial models.
Monte Carlo
In what follows, we report on a Monte Carlo study of the small sample properties of the two pre-test estimators defined above. For comparison we also give results for the small sample properties of the ML estimator defined by the log-likelihood function of the comprehensive model (6). The design of the Monte Carlo is, intentionally, very simple. Our findings suggest that even for simple settings the bias of the estimates generated by pretesting strategies can be very large and the empirical size of tests can differ substantially from the nominal size. This is in contrast to the ML estimator.
Monte Carlo Design
In all of the experiments, the data are generated from the following simple model:
Obviously, for λ = 0 or ρ = 0 this model includes, respectively, the spatial error or spatial lag model as special cases. The two regressors, x 1 and x 2 , are normalized versions of income per capita and the proportion of housing units that are rental in 1980, in 760 counties in U.S. mid-western states.
7 We normalized the data by subtracting from each observation the corresponding sample average, and then dividing that result by the sample standard deviation. The first n values of these normalized variables were used in our Monte Carlo experiments. The regressors are treated as fixed and thus are held constant over all of the Monte Carlo trials. The Monte Carlo study assumes that units are located on a regular grid of dimension 23 × 23, which implies a sample size of n = 529. The spatial weighting matrix employed in our Monte Carlo study is based on the queen criteria (i.e. common borders and vertex). The values of β 1 and β 2 are set equal to one. We consider the same set of values for both ρ and λ, namely −0.8,−0.6,−0.4,−0.2, 0, 0.2, 0.4, 0.6, 0.8. Finally, we assume that the elements of the innovation vector are i.i.d. N (0, 1).
8 The results presented in the next section are based on 1,000 replications. All elaborations were performed using R statistical software (R Development Core Team, 2010) with the library spdep (Bivand et al. , 2010). 7 These data were taken from Kelejian & Robinson (1995) and where also used by Arraiz et al. (2010) .
8 The target R 2 for the simulation was set to 0.6. 9 We also run a Monte Carlo simulations with weighting matrix based on the rook criteria, and another simulations with a larger sample size (i.e., n = 1, 024). The results
Monte Carlo Results
The results of the Monte Carlo experiments are reported in Tables 1-6. The first four tables relate to the bias and mean squared errors (MSEs) of the two pretest estimators and the ML estimator of, respectively, ρ, λ, β 1 , and β 2 . In all tables, the first two columns contain the considered combinations of the true values of ρ and λ employed in generating the data. We note again that if λ = 0 the data are generated from a spatial error model, and if ρ = 0 the data are generated from a spatial lag model. In columns three to five we report the biases of the respective estimators, and in columns six to eight the MSEs.
For additional insight we also report in Table 5 the frequency with which the two considered pre-test procedures select the classical linear regression model (1), the spatial error model (2) and spatial lag model (4). Finally, in Table 6 we report on the empirical size of tests of the hypothesis that respectively β 1 and β 2 are equal to the true parameter value. More specifically, all tests are Wald tests based on "t-ratios", where the standard errors are calculated from the negative inverse Hessian of the log-likelihood function. For the pre-test estimators -consistent with what seems to be the usual practice when such estimators are employed in empirical work -these calculations are based on the log-likelihood function corresponding to the model selected by the pre-test procedure. For the ML estimator the calculations are based on the log-likelihood function of the full model. We next discuss the results in Tables 1-6 in more detail.
Consider first the results in Table 1 . Looking at the averages, we note that the bias of ρ M L is considerably lower (0.0079) than that of the pre-test estimators ρ P T 1 and ρ P T 2 (0.2583 and 0.2587). The highest bias corresponds to situations where there is substantial spatial dependence both of the error and of the lag type. As an example, consider the first row when both ρ and λ are equal to −0.8. The bias for both pre-test estimators in this case equals 0.8. This is because both pre-test procedures always lead to the estimation of the spatial lag model for this combination of values; see the first line of Table 5 . The bias is still very high when ρ = −0.8 and λ equals to −0.6 or −0.4 because even in these cases the pre-test procedure tend to suggest overwhelmingly the estimation of a spatial lag model. Interestingly, when are qualitatively similar to the ones reported here. They are available from the authors upon request. We note that the pre-test estimators and associated confidence remain biased even for larger sample sizes.
moving to positive values of ρ the situation is quite different. For example, when ρ = λ = 0.8, there is still a predominance of selecting the spatial lag model but the frequency of selecting the spatial error model increases to about 33%, and for ρ = 0.8 and λ = 0.6 the frequency of selecting the spatial error model is close to 90%. In general, apart from very large values of ρ the two pre-test procedures seem to point to the estimation of the spatial lag model. The tables also show that when one of the spatial parameters is zero the difference in terms of bias declines considerably.
In looking at the MSEs reported in Table 1 we see that the MSEs of the two pretest estimators for ρ are very similar, while (on average) the MSE of the ML estimator is considerably lower (0.1417 vs. 0.0087). Not surprisingly, when either λ = 0 or ρ = 0 (i.e., there is only one form of spatial dependence), the MSE of ρ M L is generally higher than that of the pre-test estimators. Table 2 displays the bias and MSE for the estimators of λ. Consider first the results in terms of bias. Looking at the averages, the results for the estimators of λ are in line with what was found for the estimators of ρ. More specifically, the average bias for λ M L is considerably lower (0.0029) than those of the pre-test estimators λ P T 1 and λ P T 2 (0.1328 and 0.1324). There are situations, however, in which the pre-test estimators perform very well. Not surprisingly these situations relate to cases where at least one of the spatial parameters is zero. For example, when ρ = −0.8 and λ = 0 both pre-test procedures always suggest the estimation of the error model -see Table 5 , line 5 -, and thus the bias of both λ P T 1 and λ P T 2 is equal to zero. Results for the MSE are also in line with the findings for the estimators for ρ, with the MSE of λ M L being substantially lower (0.0038) to those of either λ P T 1 and λ P T 2 (0.0519 and 0.0518). Again not surprisingly, when either λ = 0 or ρ = 0, the MSE of λ M L is generally higher than the MSE of the pre-test estimators.
The results in Tables 3 and 4 pertain to the bias and MSE of the estimates of β 1 and β 2 , respectively. Since the results for the two parameters are very similar, we will just focus on the results for β 1 . On average, the bias of both β 1,P T 1 and β 1,P T 2 is larger than that of β 1,M L . For some parameter constellations the bias of the pretest procedures can be sizable. In particular, for ρ = 0.8 and λ = −0.8 the bias of β 1,P T 1 and β 1,P T 2 is 0.1401, and that of β 1,M L is 0.0016. However, when ρ is equal zero (e.g., there is no error dependence), both pre-test estimators perform very similarly to the β 1,M L . Additionally, when the data generating model is the simple classical linear regression model (i.e., both ρ and λ are zero), both pre-test estimators, β 1,P T 1 and β 1,P T 2 , have a smaller bias (−0.0017 and −0.0014) than β 1,M L (−0.0031). Of course, when there is substantial spatial dependence (both coefficients are different from zero), β 1,M L always outperforms the two pre-test estimators.
The results reported in Tables 1-4 suggest that, even for very simple spatial data generating processes as those underlying our Monte Carlo analysis, the bias of the pre-test estimators can be very large in many cases. On the other hand, the ML estimators based on the full model are consistent for all the parameter values.
We next discuss the results reported in Table 6 . As discussed, this table display the results on the empirical size of a Wald test of the hypothesis that a respective parameter is equal to the true parameter value, where the intended size is 5%. Again we will focus our discussion on test pertaining to β 1 . For the pretest estimators on average the size of the test is, respectively, 16% and 12%. However, in some experiments it can be as large as 80%. In particular, it reaches the value of 82% when ρ = −0.8 and λ = −0.2. For the ML estimator the average empirical size of the test is 5.2% and thus close to the nominal size of 5%. For the different parameter constellations considered the size of the test remains close to the nominal size and varies between 3.7% and 6%.
Conclusions
This paper examined the small sample properties of model selection and pretest procedures in spatial econometrics. In particular, we consider a crosssectional Cliff-Ord-type model, and examine the small sample properties of pre-test estimators suggested in Florax et al. (2003) . We also explore the properties of corresponding Wald tests. For comparison we also report on the small sample properties of the ML estimator for the comprehensive model, and corresponding Wald tests.
Our Monte Carlo design is purposefully kept simple to avoid the contamination of the results from other modeling issues. For the same reason we draw the innovations from a Gaussian distribution, and we use the ML approach based on a Gaussian likelihood in the estimation of sub models and of the comprehensive model. The tests employed in the pre-test are likelihood ratio tests based on a Gaussian likelihood. Even within our simple setup we find that the biases of the estimators generated by the pre-testing strategies can be large and the size of hypothesis test may be quite different from the envisioned nominal size. In contrast, and not surprising, the ML estimator based on the comprehensive model is consistent, and the size of hypothesis tests is reasonably close to the nominal values. We also find that the loss in efficiency of estimating the full model, when the data are actually generated by a sub model, is modest.
We understand that most empirical work involves a certain amount of model selection and pretesting. However, our results suggest that for the estimation of a cross-sectional Cliff-Ord-type model pre-test strategies may be associated with substantial pitfalls. Our results also suggest that empirical researchers may seriously entertains estimating the comprehensive model, given that the potential efficiency losses from estimating the comprehensive model (when ρ or λ are zero) can be modest.
Recently, Debarsy & Ertur (2010) suggested an extension of the pre-test estimators considered by Florax et al. (2003) to a panel framework. In future research it may be of interest to explore the properties of those extensions to a panel data setting. Table 1 : Bias and MSE of ρ P T 1 , ρ P T 2 , and ρ M L . Table 2 : Bias and MSE of λ P T 1 , λ P T 2 , and λ M L . Table 3 : Bias and MSE of β 1,P T 1 , β 1,P T 2 , and β 1,M L . Table 4 : Bias and MSE of β 2,P T 1 , β 2,P T 2 , and β 2,M L . 
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