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Abstract. The paper is devoted to hyperbolic (generally speaking, non-Lagrangian and
nonlinear) partial differential systems possessing a full set of differential operators that map
any function of one independent variable into a symmetry of the corresponding system. We
demonstrate that a system has the above property if and only if this system admits a full set
of formal integrals (i.e., differential operators which map symmetries into integrals of the
system). As a consequence, such systems possess both direct and inverse Noether operators
(in the terminology of a work by B. Fuchssteiner and A.S. Fokas who have used these
terms for operators that map cosymmetries into symmetries and perform transformations
in the opposite direction). Systems admitting Noether operators are not exhausted by
Euler–Lagrange systems and the systems with formal integrals. In particular, a hyperbolic
system admits an inverse Noether operator if a differential substitution maps this system
into a system possessing an inverse Noether operator.
Key words: Liouville equation; Toda chain; integral; Darboux integrability; higher symme-
try; hyperbolic system of partial differential equations; conservation laws; Noether theorem
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1 Introduction
Let us consider partial differential systems of the form
uxy = F (x, y, u, ux, uy), (1.1)
where u = (u1;u2; . . . ;un) and F = (F 1;F 2; . . . ;Fn) are an n-dimensional vector and a vector-
valued function, u depends on real variables x and y. A special class of integrable systems (1.1)
consists of systems for which there exist n functionally independent x- and y-integrals (i.e.,
functions of the forms w(x, y, u, u1, . . . , uk), ui := ∂
iu/∂xi and w¯(x, y, u, u¯1, . . . , u¯m), u¯i :=
∂iu/∂yi such that Dy(w) = 0 and Dx(w¯) = 0; here Dy and Dx denote the total derivatives with
respect to y and x by virtue of the system). Scalar (n = 1) equations of such kind have been
studied in classical works like [8] since the 19th century as well as in relatively recent papers
such as [3, 11, 22, 27, 28, 33, 34, 36, 38, 37].
The most known example of scalar equations from the above class is the Liouville equation
uxy = e
u, for which the minimal-order integrals are
ω = uxx − u
2
x
2
, ω¯ = uyy −
u2y
2
. (1.2)
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In addition to the integrals, the Liouville equation, according to [36], possesses the differential
operators σ = Dx+ux and σ¯ = Dy+uy that respectively map kerDy and kerDx into solutions f
of the linearized Liouville equation DxDy(f) = e
uf . In other words, σ(g) and σ¯(g¯) are symmet-
ries of the Liouville equation for any g ∈ kerDy, g¯ ∈ kerDx. (Generalized symmetries are often
written in the form of equations ut = f , but we omit the left-hand sides of these equations for
brevity and call f symmetries; i.e., we understand the term ‘symmetry’ as a synonym for ‘charac-
teristic of a symmetry vector field’ in the terminology of [21].) Note that all functions of x and y
respectively lie in kerDy and kerDx for any system (1.1). In addition, if system (1.1) admits
an x-integral w and a y-integral w¯, then all functions of the forms g(x,w,Dx(w), D
2
x(w), . . . )
and g¯(y, w¯,Dy(w¯), D
2
y(w¯), . . . ) belong to kerDy and kerDx, respectively. Thus, the symmetry
families σ(g) and σ¯(g¯) depend on arbitrary functions.
The Pohlmeyer–Lund–Regge system in the degenerate case
u1xy =
u2u1xu
1
y
u1u2 + c
, u2xy =
u1u2xu
2
y
u1u2 + c
,
where c is a constant, can serve as an illustration of the ‘Liouville-like’ properties for n > 1.
The system admits the x-integrals
w1 = u
1
xu
2
x/
(
u1u2 + c
)
, w2 = u
2
xx/u
2
x −
(
u2u1x
)
/
(
u1u2 + c
)
, (1.3)
while the ‘symmetry-driving x-operators’
σ1 =
(
u1x
u2x
)
, σ2 =
u1xw1
0
Dx +(−u1
u2
)
(1.4)
map kerDy into symmetries of this system. It is convenient to introduce a special term for such
operators, and the author offers to use the term ‘symmetry driver’ for them. Replacing x with y
in (1.3), (1.4), we obtain y-integrals and y-symmetry drivers of the system. Additional examples
of systems (1.1) with the same properties can be found, in particular, in [4].
Moreover, all known examples of system (1.1) support the conjecture that system (1.1) ad-
mits n both x- and y-integrals if and only if this system possesses n both x- and y-symmetry
drivers (which, to avoid any assumptions on the existence of integrals in their definitions, can
be defined as differential operators that map arbitrary functions of x and y, respectively, into
symmetries). In the case n = 1, the simultaneous existence of integrals and symmetry drivers
is well established: results of [11, 3, 27, 28, 38] together prove1 that a scalar equation of the
form (1.1) has both an x-integral and a y-integral if and only if there exist differential opera-
tors σ and σ¯ that map any functions of x and y, respectively, into symmetries of the equation.
The proof is based on the Laplace method of cascade integration (see, e.g., [32]) that encounters
serious difficulties in the case of the systems (n > 1).
But, by using an alternative way, it was proved in [26] that system (1.1) possesses the full set
of symmetry drivers if this system admits the full set of x- and y-integrals. The present paper
demonstrates that the converse statement was, in fact, almost proved in [26]. More precisely,
in Section 3 we prove that any system (1.1) with n different both x- and y-symmetry drivers
possesses, in both x- and y-direction, n different formal integrals (i.e., differential operators
which map any symmetry of this system into kerDy and kerDx, respectively). We also illustrate
by an example that formal integrals allow us to construct the full set of ‘genuine’ integrals from
symmetries of (1.1). But to guarantee the existence of integrals in the general case, we need,
in particular, to prove that formal integrals cannot map all symmetries into functions of x or y
only instead of integrals. Such a proof is still absent.
1For more details, see Section 1 of [31].
Formal Integrals and Noether Operators 3
Integrals are a special form of conservation laws, and Noether’s theorem is widely used to
derive conservation laws from symmetries and for the inverse operation. But the proofs of the
statements mentioned in the previous two paragraphs do not use Noether’s theorem. Moreover,
not all systems admitting symmetry drivers are Euler–Lagrange systems, and this makes the
Noether theorem inapplicable (at least in the classical form). On the other hand, the simulta-
neous existence of integrals and symmetry drivers suggests that some Noether-like relationships
may be an underlying hidden reason of this simultaneous existence.
Trying to find such relationships, one can observe that symmetry drivers allow to construct
differential operators which map the characteristics of conservation laws into symmetries, and
integrals (including formal ones) generate differential operators which, roughly speaking, per-
form transformations in the inverse direction. Extending the terms defined in [7] for evolution
systems to a wider context, it is natural to call such operators Noether and inverse Noether
operators, respectively. In Section 5.2 we consider the Noether operators generated by integrals
and symmetry drivers, but point out that these Noether operators do not explain the simultane-
ous existence of integrals and symmetry drivers. Despite the last fact, Noether operators seem
to be interesting in themselves and, possibly, may be useful for other purposes. Motivations for
this are given in Section 4 and, partially, in Sections 5.1 and 5.2 too.
In Section 5 we consider some classes of systems (1.1) admitting Noether operators and
demonstrate that the existence of Noether operators is not a rare property for systems (1.1). In
particular, it is proved in Section 5.3 that system (1.1) admits an inverse Noether operator if
a differential substitution maps this system into a system possessing an inverse Noether operator
(for example, into an Euler–Lagrange system). Applying this result to the well-known Goursat
equation uxy =
√
uxuy, we use this equation as an example that illustrates the existence of
inverse Noether operators for some systems (1.1) possessing neither Lagrangians nor integrals
nor symmetry drivers.
2 Notation and basic definitions
2.1 Variables, functions and operators
Almost all2 relations in the present paper are considered on solutions of (1.1). To formalize
this, we eliminate all mixed derivatives of u from these relations by virtue of system (1.1) and
its differential consequences, and then demand that the equalities obtained in this way hold
identically in terms of x, y, u and the rest part of its derivatives. Therefore, we can assume
without loss of generality that all local objects (symmetries, x- and y-integrals, coefficients of
differential operators etc.) are functions of a finite number of variables x, y, u, ui := ∂
iu/∂xi,
u¯j := ∂
ju/∂yj . We use the notation g[u] to emphasize that a function g depends on a finite
number of the above variables. If a function g may depend on mixed derivatives of u in addition
to the above variables (i.e., the exclusion of mixed derivatives is not performed), then we use the
notation g{u}. Our considerations are local, the right-hand side of (1.1) and all other functions
are assumed to be locally analytical.
We employ the term ‘vector’ for column vectors only, while the word ‘row’ is used for row
vectors. In particular, u and its derivatives are column vectors. Let the superscript > denote
the transposition operation. If g is a scalar function and z is a vector (z1, z2, . . . , zκ)>, then by
gz = ∂g/∂z we denote the row
(
∂g/∂z1, ∂g/∂z2, . . . , ∂g/∂zκ
)
. For any vector-valued function
G =
(
G1, G2, . . . , G`
)>
, Gz = ∂G/∂z designates the ` × κ matrix with the rows G1z, . . . , G`z.
For a function g[u] we use the notation ordx(g) = k and ordy(g) = m if k and m are the
highest integers for which the function g[u] essentially depends on uk and u¯m, respectively. If
2Rare exceptions are either explicitly marked or can be easily recognized from the context.
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a function g[u] does not depend on uk or u¯m for all positive integer k and m, then we set
ordx(g) = 0 or ordy(g) = 0, respectively.
Let Dx and Dy denote the operators of total derivatives by virtue of system (1.1). For
a function g[u] they are defined by the formulas
Dx(g) =
∂g
∂x
+
∂g
∂u
u1 +
∞∑
i=1
(
∂g
∂ui
ui+1 +
∂g
∂u¯i
Di−1y (F )
)
,
Dy(g) =
∂g
∂y
+
∂g
∂u
u¯1 +
∞∑
i=1
(
∂g
∂u¯i
u¯i+1 +
∂g
∂ui
Di−1x (F )
)
.
The action of Dx and Dy on vectors and matrices is defined componentwise. To make the nota-
tion more compact, in the above formulas and below we set the zero power of any differentiation
equal to the operator of multiplication by unit (that is, equal to the identity mapping).
Consider a differential operator S of the form
k∑
i=0
m∑
j=0
ξij [u]D
i
xD
j
y, (2.1)
where ξij [u] are matrices. By S
† we denote the formal adjoint of S, i.e.,
S† =
k∑
i=0
m∑
j=0
(−1)i+jDixDjy ◦ ξ>ij ,
where the symbol ◦ denotes the composition of operators. Further on, we use the following
property of the formal adjoint: (P ◦Q)† = Q† ◦P † for any two differential operators P and Q of
the form (2.1). This and other operator equalities should be understood as follows: two objects
are considered equal if their coefficients ξij coincide after the objects are transformed to the
canonical form (2.1).
2.2 Symmetries
Definition 2.1. An n-component vector function f [u] is said to be a symmetry of system (1.1)
if the function f satisfies the relation L(f) = 0, where
L = DxDy − FuxDx − FuyDy − Fu. (2.2)
The differential operator (2.2) is called the linearization operator of system (1.1).
Definition 2.2. A differential operator
σ =
k∑
i=0
ςi[u]D
i
x, ςk 6= 0, k ≥ 0, (2.3)
where ςi are n-dimensional vectors, is said to be an x-symmetry driver of system (1.1) if σ(g(x))
is a symmetry of this system for any scalar function g(x). In this case, the symmetry family
σ(g(x)) is called a Liouville-like x-symmetry of (1.1), and the vector ςk is called the separant
of the symmetry driver σ and the corresponding Liouville-like symmetry σ(g(x)). We say that
symmetry drivers σ1, σ2, . . . , σr and the corresponding Liouville-like symmetries are essentially
independent if the n× r matrix consisting of their separants has rank r.
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If we replace x with y in the above definition, then we obtain the definition of y-symmetry
drivers and Liouville-like y-symmetries. Using the symmetry of formula (1.1) with respect to the
interchange x↔ y, we hereafter give only one of two ‘symmetric’ definitions and statements.
Lemma 2.3. An operator σ is an x-symmetry driver if and only if σ has the form (2.3) and
satisfies the operator equality L ◦ σ = % ◦Dy, where % = (Dx − Fuy) ◦ σ.
Proof. Because all functions of x belong to kerDy, the equality L ◦ σ = % ◦Dy directly implies
σ(g) ∈ kerL for any g(x). Therefore, we need to prove the converse only.
For any σ of the form (2.3), it is easy to calculate that
L ◦ σ = (Dy − Fux)(ςk)Dk+1x +
k∑
i=1
(L(ςi) + (Dy − Fux)(ςi−1))Dix + L(ς0) + % ◦Dy,
where % = (Dx − Fuy) ◦ σ. Applying both sides of this equality to g(x) and taking L(σ(g)) = 0
and the arbitrariness of g into account, we obtain the chain of the relations
(Dy − Fux)(ςk) = 0,
L(ςi) + (Dy − Fux)(ςi−1) = 0, i = 1, . . . , k, (2.4)
L(ς0) = 0.
Since the left-hand sides of (2.4) are the coefficients at Dix in L ◦ σ, their vanishing implies
L ◦ σ = % ◦Dy. 
Formulas (1.2), (1.3) in the introduction illustrate that for some systems (1.1) the kernel
of Dy may contain not only functions of x. And the equality L ◦ σ = % ◦Dy implies that σ(g)
is a symmetry of (1.1) for any g[u] ∈ kerDy. It is natural to call such symmetries Liouville-like
too, but this is not included in Definition 2.2 to emphasize the absence of any assumption about
the structure of kerDy in this definition.
If (1.1) admits x-symmetry drivers σ1, σ2, . . . , σr, then σ1(g
1)+σ2(g
2)+ · · ·+σr(gr) is a sym-
metry for any vector g = (g1(x), g2(x), . . . , gr(x))>. In other words, this set of x-symmetry
drivers can be considered as one operator S =
∑k
i=0 αi[u]D
i
x such that αi[u] are n× r matrices
and S maps any r-dimensional vector depending on x (and other elements of kerDy if such
elements exist) into a symmetry of system (1.1). If σ is an x-symmetry driver, then σ ◦ Dix
for any i > 0 is an x-symmetry driver too. (It is easy to see, for example, form the equality
L ◦ σ = % ◦ Dy.) Therefore, we always can equalize the highest powers of Dx in σ1, σ2, . . . , σr
and construct the corresponding operator S so that its separant αk has rank r if σ1, σ2, . . . , σr
are essentially independent. For example, the x-symmetry drivers σ1, σ2 defined by (1.4) can
be represented as one operator
S =
u1x u1xw1
u2x 0
Dx + (0 −u10 u2
)
,
where w1 is defined by (1.3).
2.3 Linearizations and integrals
For any function g[u], we define the differential operator
g∗ =
∂g
∂u
+
∞∑
i=1
(
∂g
∂u¯i
Diy +
∂g
∂ui
Dix
)
6 S.Ya. Startsev
and call it the linearization of the function g. The linearization of a vector function g[u] is defined
by the same formula. For any n-dimensional vector-valued function f [u] we can consider the
differentiation ∂f with respect to t by virtue of the equation ut = f [u]. It is easy to see that
∂f (g) = g∗(f). The direct calculation (see, for example, [6]) shows that
Dy ◦ g∗ − (Dy(g))∗ =
p∑
i=0
γi[u]D
i
x ◦ L, Dx ◦ g∗ − (Dx(g))∗ =
q∑
i=0
γ¯i[u]D
i
y ◦ L, (2.5)
where p = max(0, ordx(g) − 1), q = max(0, ordy(g) − 1), L is defined by (2.2), and γi[u], γ¯i[u]
are n-dimensional rows (or ` × n matrices if g is an `-dimensional vector). Equations (2.5) are
a more formal version of the well-known fact that Dx, Dy commute with ∂f if f [u] is a symmetry
of (1.1). ([∂f , Dy] = [∂f , Dx] = 0 directly follows from (2.5) and ∂f (g) = g∗(f).)
Definition 2.4. A function w[u] is called an x-integral of system (1.1) if Dy(w) = 0. If w
depends on x only, then w is called a trivial x-integral.
For brevity, below we use the term ‘integral’ as a synonym for ‘non-trivial integral’. It is
easy to see that x-integrals cannot depend on the variables u¯i. The order of the highest partial
derivative ui on which an x-integral essentially depends is called the order of this integral. Let
w1, w2, . . . , wr be x-integrals of orders p1, p2, . . . , pr, respectively. We say that these integrals
are essentially independent if the r × n matrix composed of the rows ∂w1/∂up1 , ∂w2/∂up2 ,
. . . , ∂wr/∂upr has rank r. It is clear that system (1.1) cannot have more than n essentially
independent x-integrals. An n-dimensional system of the form (1.1) is called Darboux integrable
if this system admits both n essentially independent x-integrals and n essentially independent
y-integrals.
Remark 2.5. There exist systems that admit integrals but are not Darboux integrable (i.e.,
the number of their essentially independent integrals is less than 2n). Such systems also have
interesting properties. For example, only one integral is sufficient to construct an inverse Noether
operator (see Remark 5.1 below). If (1.1) is an Euler–Lagrange system, then we also need only
one integral to guarantee the existence of a symmetry driver for this system (see Section 5.1).
In addition, n essentially independent x-integrals of (1.1) define a differential substitution
for any system ut = f(x, u, ux, . . . , uk) such that f is a symmetry of (1.1). This fact was
noted for scalar equations in [25, 38] and used for systems (1.1) in [4, 12]. No y-integrals are
necessary for this purpose if we are sure that a symmetry of the form f(x, u, ux, . . . , uk) exists
(otherwise, to guarantee the existence of such symmetries, we need additional assumptions such
as the existence of a Lagrangian for (1.1) or employing y-integrals in the way described at the
beginning of Section 3).
If w[u] and w¯[u] respectively are x- and y-integrals, then we obtain
Dy ◦ w∗ =
p∑
i=0
γi[u]D
i
x ◦ L, Dx ◦ w¯∗ =
q∑
i=0
γ¯i[u]D
i
y ◦ L, (2.6)
by applying (2.5) to the defining relations Dy(w) = 0, Dx(w¯) = 0. The following definition can
be considered as a generalization of (2.6).
Definition 2.6. A differential operator ℘ =
p+1∑
i=0
νi[u]D
i
x, where νi are n-dimensional rows, p ≥ 0,
νp+1 6= 0, is called a formal x-integral of order p+ 1 for (1.1) if the operator identity
Dy ◦ ℘ = S ◦ L (2.7)
holds for an operatorS of the form (2.1). We call νp+1 separant of ℘ and say that formal integrals
℘1, ℘2, . . . , ℘r are essentially independent if the r × n matrix composed of their separants has
rank r.
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Equation (2.7) means that ℘ maps symmetries (if they exist) into kerDy. This can be
considered as an alternative definition of formal integrals but requires the additional assumption
on the symmetry existence. Therefore, we use (2.7) as a defining relation instead.
Since the left-hand side of (2.7) does not contain terms with Djy, j > 1, the operator S
cannot contain non-zero powers of Dy. We can rewrite (2.7) as
℘ ◦Dy + · · · = S ◦ (Dx − Fuy) ◦Dy + · · · ,
where the dots denote the terms without Dy. Therefore,
℘ = S ◦ (Dx − Fuy). (2.8)
Thus, S in (2.7) contains terms with powers of Dx only and the highest of these powers is p.
Equation (2.7) implies that Djx ◦ ℘, ∀ j > 0, is a formal x-integral too. Therefore, if ℘1, ℘2,
. . . , ℘r are essentially independent formal x-integrals of orders less or equal to p¯+1, then we can
construct essentially independent formal x-integrals ℘˜1, ℘˜2, . . . , ℘˜r of order p¯ + 1. The vector
(℘˜1, ℘˜2, . . . , ℘˜r)
> can be considered as one operator Ω =
p¯+1∑
i=0
βi[u]D
i
x such that βi are r × n
matrices, rank(βp¯+1) = r and the equality Dy ◦ Ω =
p¯∑
i=0
γi[u]D
i
x ◦ L holds for some r × n
matrices γi.
Equalities (2.6) mean that w∗ and w¯∗ are formal x- and y-integrals if w and w¯ are x- and
y-integrals, respectively. In addition, formal integrals can be derived from symmetry drivers in
some situations. For example, the system
u1xy = exp
(
2u1 − u2), u2xy = exp (2u2 − u1) (2.9)
admits the x-symmetry drivers
σ1 =
(
1
1
)
Dx +
(
u1x
u2x
)
, σ2 =
(
2
1
)
D2x +
(
3u1x
0
)
Dx +
(
ϑ2xx − u1xϑ2x + 2u2xϑ1x
−ϑ1xx + u2xϑ1x − 2u1xϑ2x
)
, (2.10)
where ϑ1 = 2u1 − u2, ϑ2 = 2u2 − u1. These symmetry drivers were obtained in [16, 17] by the
so-called descent method without using any information about integrals of (2.9). According to
Lemma 2.3, the operators σ1, σ2 satisfy the equalities L ◦ σi = Dx ◦ σi ◦ Dy, i = 1, 2. On the
other hand, it is easy to see that the linearization operator (2.2) of system (2.9) satisfies the
equality N ◦ L = L† ◦ N , where
N =
(
2 −1
−1 2
)
.
Therefore, Dy ◦ σ†i ◦Dx ◦ N = σ†i ◦ L† ◦ N = σ†i ◦ N ◦ L and
℘1 = −σ†1 ◦Dx ◦ N = (1, 1)D2x −
(
ϑ1x, ϑ
2
x
)
Dx,
℘2 =
1
3
σ†2 ◦Dx ◦ N = (1, 0)D3x − u1x(2,−1)D2x − (ϑ1xx − u2xϑ1x, u1xϑ2x)Dx (2.11)
are formal x-integrals of (2.9). These formal integrals are essentially independent, and the
corresponding operator Ω for them is(
Dx ◦ ℘1
℘2
)
=
(
1 1
1 0
)
D3x −
(
ϑ1x ϑ
2
x
2u1x −u1x
)
D2x −
(
ϑ1xx ϑ
2
xx
ϑ1xx − u2xϑ1x u1xϑ2x
)
Dx.
To derive the above formal integrals from the symmetry drivers, we use the special property
of system (2.9) (see Section 5.1 for more details). But special properties are not necessary for
the construction of formal integrals. In the next section we demonstrate this by proving that
the existence of n symmetry drivers in both x- and y-direction always implies the existence of
formal integrals.
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3 Existence of formal integrals
The following proposition was proved in [26]. If system (1.1) possesses n essentially independent
x-integrals and n essentially independent y-integrals then there exist n×nmatrices αi[u], i = 0, k,
and α¯j [u], j = 0,m, such that det(αk) 6= 0, det(α¯m) 6= 0 and the operators
S =
k∑
i=0
αi[u]D
i
x, S¯ =
m∑
i=0
α¯i[u]D
i
y (3.1)
map any n-dimensional vector respectively composed of elements from kerDy and kerDx into
symmetries of system (1.1). But, to prove the above proposition, the work [26] in fact uses
a more weak condition instead of the existence of the integrals.
Namely, the proof deals with only the linearizations of the defining relations Dy(w) = 0,
Dx(w¯) = 0, which have the form (2.6). For brevity, here by w and w¯ we denote n-dimensional
vectors composed of the essentially independent x-integrals and y-integrals, respectively. If we
replace w∗, w¯∗ in (2.6) with differential operators
Ω =
p+1∑
i=0
βi[u]D
i
x, Ω¯ =
q+1∑
i=0
β¯i[u]D
i
y, (3.2)
then all reasonings of the proof remain valid. Moreover, the linearization operator L in (2.6)
(and in all subsequent reasonings) can also be replaced with any operator of the form
M = DxDy +A[u]Dx +B[u]Dy + C[u], (3.3)
where A, B and C are n× n matrices, and this replacement does not harm the proof in [26] if
we simultaneously replace the term ‘symmetries’ with ‘elements of kerM ’.
Thus, applying the reasonings from [26] and the proof of Lemma 2.3 to this more general
situation, we can prove the following statement. (The proof is omitted because it repeats almost
verbatim the proof from [26].)
Theorem 3.1. Let the equalities
Dy ◦ Ω = Sˆ† ◦M, Dx ◦ Ω¯ = ˆ¯S† ◦M (3.4)
hold for an operator M of the form (3.3), operators Ω, Ω¯ of the form (3.2) and operators
Sˆ =
p∑
i=0
αˆi[u]D
i
x,
ˆ¯S =
q∑
i=0
ˆ¯αi[u]D
i
y,
where βi, β¯i, αˆi, ˆ¯αi are n × n matrices and det(βp+1) 6= 0, det(β¯q+1) 6= 0. Then there exist
operators S, S¯ of the form (3.1) such that αi, α¯i are n× n matrices, det(αk) 6= 0, det(α¯m) 6= 0
and the relations
M ◦ S = −Ωˆ† ◦Dy, M ◦ S¯ = − ˆ¯Ω† ◦Dx (3.5)
hold, where Ωˆ† = −(Dx +B) ◦ S, ˆ¯Ω† = −(Dy +A) ◦ S¯.
Applying Theorem 3.1 to the formal adjoint of (3.5), we easily see that the converse statement
is also true. We therefore obtain that, briefly speaking, the existence of formal integrals Ω, Ω¯
is equivalent to the existence of symmetry drivers S, S¯. More accurately, taking Definitions 2.2
and 2.6, and comments after them into account, we can reformulate Theorem 3.1 and its converse
for M = L in the following compact form.
Formal Integrals and Noether Operators 9
Theorem 3.2. System (1.1) admits n essentially independent Liouville-like x-symmetries and n
essentially independent Liouville-like y-symmetries if and only if this system possesses n essen-
tially independent formal x-integrals and n essentially independent formal y-integrals.
When the present paper was preparing for the publication, it was conjectured in [9] that
the Darboux integrability is equivalent to the existence of symmetries depending on arbitrary
functions. This conjecture was formulated for both partial differential and partial difference
equations, the form of which was not explicitly specified. As it is noted in the introduction, this
conjecture was, in fact, already proved for scalar equations (1.1). For systems (1.1), the above
hypothesis almost follows from Theorem 3.2 because the Darboux integrability provides us with
formal integrals and we need only to derive the existence of ‘genuine’ integrals from the existence
of formal ones. The situation is the same for scalar discrete and semi-discrete analogues of (1.1)
because discrete and semi-discrete versions of Theorem 3.2 are also valid according to [31].
Since formal x- and y-integrals map symmetries into kerDy and kerDx, respectively, we can
try to obtain integrals by applying the formal integrals to a symmetry of system (1.1). For
example, any autonomous system and, in particular, the system (2.9) admit the symmetry ux.
The formal integrals (2.11) map this symmetry into the essentially independent x-integrals
℘1(ux) = u
1
xxx + u
2
xxx − u1xxϑ1x − u2xxϑ2x,
℘2(ux) = u
1
xxxx − u1xϑ1xxx − u1xxϑ1xx − u2xxu1xϑ2x + u1xxu2xϑ1x.
Note that symmetries of (1.1) always exist together with formal integrals by Theorem 3.2. In
particular, the symmetry ux of (2.9) can also be obtained by the formula ux = σ1(1), where σ1
is defined by (2.10).
The work [37] offers another way to derive integrals from symmetry drivers and formal
integrals. Let σ be an x-symmetry driver and ℘ be a formal x-integral. Then the operator
℘◦σ, which can be rewritten as
j∑
i=0
wi[u]D
i
x, maps kerDy into kerDy again. But this is possible
only if wi ∈ kerDy. For example, let us consider the composition ℘2 ◦ σ1, where ℘2 and σ1 are
respectively defined by (2.11) and (2.10). The direct calculation gives us
℘2 ◦ σ1 = D4x + w2D2x + 3w1Dx +Dx(w1),
where
w1 = u
1
xxx + u
1
x
(
u2xx − 2u1xx
)
+
(
u1x
)2
u2x − u1x
(
u2x
)2
,
w2 = u
1
xx + u
2
xx + u
1
xu
2
x −
(
u1x
)2 − (u2x)2
are essentially independent x-integrals of smallest orders for (2.9).
Thus, in the context of Theorem 3.2 we have enough tools to construct ‘genuine’ integrals for
concrete examples of system (1.1). But these tools may give us functions of x or y only instead
of x- or y-integrals, respectively. Therefore, in the general situation we need to prove that these
tools generate not only functions of x or y but also n essentially independent integrals in each
of the characteristics. Such a proof is still absent.
4 Conservation laws, cosymmetries and Noether operators
Definition 4.1. An equality of the form
Dx(a[u]) = Dy(b[u]), (4.1)
where a and b are scalar functions, is called a conservation law of system (1.1). The conservation
law is said to be trivial if there exists a scalar function c[u] such that a = Dy(c), b = Dx(c).
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Definition 4.2. An n-component vector function g[u] is called a cosymmetry of system (1.1) if
L†(g) = 0, where L is defined by formula (2.2).
The cosymmetries are also known as ‘adjoint symmetries’ and ‘conserved covariants’ (see,
e.g., [23] and [7], respectively). Following many works (such as [5, 24]), the author prefers the
term ‘cosymmetry’ because of its briefness.
It is known that a characteristic of a non-trivial conservation law coincides with a non-zero
cosymmetry on solutions of (1.1) (see, for example, [21, Theorem 4.26, Proposition 5.49 and
equation (5.83)]). Recall that any conservation law (4.1) can be represented in the characteristic
form
da˜
dx
− db˜
dy
= G˜ · (uxy − F (x, y, u, ux, uy)), (4.2)
where · denotes the scalar product, the scalar functions a˜{u} and b˜{u} respectively coincide
with a and b on solutions of (1.1), and the n-component vector function G˜{u} is called a cha-
racteristic of conservation law (4.1). Here d
dx
and d
dy
denote the total derivatives with respect
to x and y, respectively, i.e.,
dh
dx
=
∂h
∂x
+
∞∑
i=0
∞∑
j=0
∂h
∂ui,j
ui+1,j ,
dh
dy
=
∂h
∂y
+
∞∑
i=0
∞∑
j=0
∂h
∂ui,j
ui,j+1, ui,j :=
∂i+ju
∂xiyj
for any function h{u}. It should be noted that (4.2) is valid for any function u(x, y) (in contrast to
most other equations in the present paper, which take into account that u is an arbitrary solution
of a system under consideration). Applying the Euler operator (the variational derivative) to
both sides of (4.2) and then restricting our consideration to solutions of (1.1), we have L†(G) = 0,
where G[u] is obtained from G˜ via excluding the mixed derivatives by virtue of (1.1) (G = G˜
on solutions of (1.1)). According to [21, Theorem 4.26], G = 0 if and only if the corresponding
conservation law is trivial. It should be noted that not all cosymmetries are characteristics of
conservation laws.
An ‘alternative’ way for deriving a cosymmetry from a conservation law is to linearize both
sides of (4.1) with taking (2.5) into account. This gives us
Dx ◦ a∗ −Dy ◦ b∗ = Γ ◦ L, Γ =
q∑
i=0
γ¯i[u]D
i
y +
p∑
i=0
γi[u]D
i
x, p, q ≥ 0. (4.3)
The formal adjoint of this equation is
(b∗)† ◦Dy − (a∗)† ◦Dx = L† ◦ Γ†,
and Γ† therefore maps any constant into kerL†. Thus, Γ†(1) is a cosymmetry of (1.1). An
accurate checking shows that Γ†(1) coincides with the characteristic G of the conservation law,
but the equality Γ†(1) = G is not used below and we omit its proof.
Conversely, any cosymmetry generates a formal analogue of the linearized conservation
law (4.3), i.e., allows us to construct an operator equality of the form
Dx ◦ Φ−Dy ◦Ψ = Γ ◦ L, (4.4)
where the form of Γ is given in (4.3),
Φ =
q+1∑
i=0
ϕ¯i[u]D
i
y +
r∑
i=1
ϕi[u]D
i
x, Ψ =
r¯∑
i=1
ψ¯i[u]D
i
y +
p+1∑
i=0
ψi[u]D
i
x, r, r¯ > 0,
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and ϕ¯i, ϕi, ψ¯i, ψi are n-dimensional rows. Indeed, the direct calculation shows that
L† ◦ g = gDxDy +
(
Dx + F
>
uy
)
(g)Dy +
(
Dy + F
>
ux
)
(g)Dx + L
†(g)
for any n-dimensional vector g[u]. The formal adjoint of this equality is
g>L− (L†(g))> = DxDy ◦ g> −Dy ◦ (Dx(g>)+ g>Fuy)−Dx ◦ (Dy(g>)+ g>Fux)
= Dy ◦ g>(Dx − Fuy)−Dx ◦
(
Dy
(
g>
)
+ g>Fux
)
= Dx ◦ g>(Dy − Fux)−Dy ◦
(
Dx
(
g>
)
+ g>Fuy
)
.
If L†(g) = 0, then the above equation takes the form (4.4). Applying both sides of this equation
to an n-dimensional vector f [u], we obtain
g · L(f)− L†(g) · f = Dy
(
g · (Dx − Fuy)(f)
)−Dx(f · (Dy + F>ux)(g))
= Dx
(
g · (Dy − Fux)(f)
)−Dy(f · (Dx + F>uy)(g)). (4.5)
Equation (4.5) becomes a conservation law if f is a symmetry and g is a cosymmetry of (1.1).
This fact in a more general form was mentioned in [1, 2] (while another method for the recon-
struction of conservation laws from their characteristics was the main subject of these works).
However, (4.5) generates conservation laws that may be (and usually are) trivial. This is not
surprising because the operator equality (4.4) is a generalization of (4.3) and, accordingly, the
application of (4.4) to a symmetry f [u] is the direct copy of the same operation for (4.3). And
the latter operation gives rise to the conservation law Dx(∂f (a)) = Dy(∂f (b)), which is usually
trivial too. But, like the conservation law Dx(∂f (a)) = Dy(∂f (b)), even a trivial conservation
law obtained via (4.5) may be a differential consequence of a non-trivial conservation law, and
we can restore this non-trivial conservation law from its trivial consequence.
As an illustration, let us consider the conservation law
Dx
(
u2y
2
)
+Dy(cosu) = 0 (4.6)
for the sine-Gordon equation uxy = sinu. The linearization
Dx ◦ uyDy −Dy ◦ sinu = uy(DxDy − cosu)
of this conservation law shows that the corresponding cosymmetry is uy. Taking into account
that uy is a symmetry too and setting g = f = uy in (4.5), we obtain the conservation law
Dx(uyuyy)−Dy(uy sinu) = 0, (4.7)
which is trivial because 2uyuyy = Dy(u
2
y) and 2uy sinu = Dx(u
2
y). But, at the same time,
uy sinu = −Dy(cosu) and (4.7) is the differential consequence
Dy
(
Dx
(
u2y
2
)
+Dy(cosu)
)
= 0
of the non-trivial conservation law (4.6).
Equation (4.5) is a particular case of the formula
g · Z(f)− Z†(g) · f = Div(Λ), (4.8)
which can be considered as a less formal defining relation for the adjoint operator and therefore
holds for any differential operator Z of a very general form (see, for example, [21] for more
details). As above, equation (4.8) becomes a conservation law when g ∈ kerZ† and f ∈ kerZ. It
is sufficient to know only a ‘cosymmetry’ g ∈ kerZ† (only a ‘symmetry’ f ∈ kerZ) for obtaining
a conservation law from (4.8) if there exists an operator that maps kerZ† into kerZ (kerZ into
kerZ†).
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Definition 4.3. An operator N is called a Noether operator (an inverse Noether operator) for
an operator Z if there exists a differential operator N˘ such that Z◦N = N˘ ◦Z† (Z†◦N = N˘ ◦Z).
We say that a Noether operator N is trivial if N = θ ◦ Z† (N = θ ◦ Z) for some differential
operator θ. In particular, an operator N of the form (2.1) is called a Noether operator (an
inverse Noether operator) for system (1.1) if the corresponding defining relation holds when Z
is the linearization operator (2.2) of this system.
Less formally, Noether operators (inverse Noether operators) map kerZ† into kerZ (kerZ
into kerZ†), and trivial Noether operators (that obviously always exist) map kerZ† (kerZ) to
the zero vector. As far as the author knows, this meaning of the terms ‘Noether operator’ and
‘inverse Noether operator’ are not most common. We follow the work [7], in which these terms
were used for operators that map cosymmetries of evolution systems into symmetries of these
systems and perform transformations in the inverse direction, respectively. Below we also use
the term “Noether’s operators” to designate operators from the set that includes both Noether
and inverse Noether operators.
In addition to the derivation of conservation laws from (4.8), a Noether operator for the li-
nearization operator of a system can be used to obtain symmetries from non-trivial conservation
laws of this system because the characteristics of such conservation laws are non-zero cosym-
metries. (An illustration of such application of Noether operators is included in Section 5.1.)
Remark 4.4. It is easy to see that the composition of a Noether operator N¯ and an inverse
Noether operator N is a ‘recursion operator’ for Z, i.e., N¯ ◦ N maps kerZ into kerZ. In other
words, Noether operators and inverse Noether operators of the same operator Z are inverse
up to ‘recursion operators’ of Z. Using the same logic, symmetry drivers could also be called
inverse formal integrals since, for example, the composition R of an x-symmetry driver of (1.1)
and a formal x-integral of the same system is a recursion operator of (1.1) (i.e., R maps the
kernel of the linearization operator (2.2) for the system (1.1) into kerL again).
Remark 4.5. It should be emphasized that N˘ and θ in Definition 4.3 are differential (i.e.,
local) operators (because a formal representation Z˜ = θ ◦Z with non-local θ does not guarantee
that Z˜(f) = 0 follows from Z(f) = 0). For example, Dy is a non-trivial Noether operator for
Z = Dx ◦ Dy despite the formal representation Dy = θ ◦ Z, where θ = D−1x . Less formally,
Dy is non-trivial because it does not map all elements of ker (Dx ◦Dy) to zero. This reflects
the fact that D−1x ◦ Dx is not the identity mapping in reality, and that non-localities need an
accurate treatment. Such treatment is beyond the scope of the present paper and we consider
local objects only (with a small exception at the beginning of the next section).
5 Some classes of systems with non-trivial Noether operators
The first two sentences of Definition 4.3 are formulated in a general way and impose no re-
strictions on the type of operators (except the locality of N˘ and θ). Therefore, this definition
can be applied to operators of a very general form (in particular, differentiations other than Dx
and Dy can be used to construct them). In addition, we can easily adapt Definition 4.3 to define
Noether’s operators for partial differential systems of any form.
For example, let us consider an evolution system
ut = f(x, u, ux, . . . , uk). (5.1)
The work [7] uses the operator equality
(∂f − f∗) ◦ N = N ◦
(
∂f + f
†
∗
)
(5.2)
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as a defining relation for a Noether operator N of (5.1). By Definition 4.3, the equality (5.2)
also means that N is a Noether operator for the linearization operators ∂f − f∗ of (5.1) and,
hence, for the system (5.1) itself (if the coefficients of N can be expressed in terms of x, u and
its derivatives with respect to x). Note that (5.2) uses ∂f instead of d/dt; this means that (5.2)
is considered on solutions of (5.1). Hamiltonian operators gives us the most known class of
Noether operators for evolution systems: a Hamiltonian operator H is a Noether operator for
any system of the form ut = H(δg/δu), where δ/δu denotes the variational derivative and g is
a scalar function of x, u and derivatives of u with respect to x.
In this section, we focus on systems of the form (1.1) only. Interpreting y as a ‘time’ va-
riable, we can rewrite a part of systems (1.1) in the Hamiltonian form with non-local H. But
these Hamiltonian operators H are not Noether operators for the corresponding systems if we
consider these systems in their original form (1.1). For example, the sine-Gordon equation
can be represented as uy = −D−1x ( δ cosuδu ), but D−1x does not map the cosymmetry ux of the
original equation uxy = sinu into a symmetry. This is because the sets of the cosymmetries
are not the same for uy = −D−1x ( δ cosuδu ) and uxy = sinu. (The representations (4.2) and the
characteristics G˜ in them are changed when we change the second factor in the right-hand side
of (4.2) and permit to express ∂iu/∂yi by using non-localities.) In addition, to the author’s
best knowledge, all system (1.1) admitting Hamiltonian representations are Euler–Lagrange
systems and, therefore, have simple Noether operators applicable to the systems (1.1) in their
original form (see Section 5.1). Taking the just-mentioned facts into account and omitting
details concerning non-localities (see Remark 4.5), we do not consider Hamiltonian systems as
a separate case and give only schematic comments about such systems.
If a system of the form (5.1) possesses a conservation law
∂f (b(x, u, ux, . . . , um)) = Dx(a(x, u, ux, . . . , um+k−1)),
then δb/δu is a characteristics of the conservation laws. Hence, δb/δu is a cosymmetry of (5.1).
Applying this to Hamiltonian representations uy = H(δg/δu) of systems (1.1) and replacing Dy
with ∂H(δg/δu) in the defining relation for x-integrals, we obtain thatH(δw/δu) is a symmetry if w
is an x-integral of (1.1). Since ξ(x)w is also an x-integral for any ξ(x) and δδu(ξ(x)w) = (w∗)
†(ξ),
the operatorH◦(w∗)† maps any scalar function ξ(x) into a symmetry. The last fact was obtained
in the general form and then used for a subclass of so-called sigma models3 in [4], but this work
gives no answer why the operators H◦(w∗)† are local. (They are local in all examples considered
in [4].) We give the answer in Section 5.1 by demonstrating that, in the case of the sigma models,
these operators coincide with local x-symmetry drivers obtained via a formula for more general
Euler–Lagrange systems (1.1).
Let W be an n-dimensional vector and the components of W be essentially independent x-
integrals of minimal orders for system (1.1). If this system can be rewritten in the Hamiltonian
form uy = H(δg/δu), then H˜ = W∗ ◦ H ◦W †∗ is the composition of the formal integral W∗ and
the x-symmetry driver H ◦W †∗ . Therefore (see the penultimate paragraph of Section 3), the
coefficients of H˜ belong to kerDy and, according to [10, 34, 35], can be expressed in terms of x,W
and total derivatives of W with respect to x. On the other hand, the formula for H˜ coincides
with the well-known rule for recalculating a Hamiltonian operator H under a transformation
v = W [u] (see, for example, [7, 14]). Thus, taking the last sentence of the previous paragraph
into account, we see that the sigma models admitting the full set of x-integrals allow us to
construct local Hamiltonian operators. This was noted (without establishing the locality of H˜)
in [4] and proved for a special subclass of the sigma models in [13].
3An Euler–Lagrange system is called a sigma model if its Lagrangian has the form
n∑
i=1
n∑
j=1
Hij(u)u
i
xu
j
y + ζ(u).
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5.1 Euler–Lagrange systems
Any system (1.1) has a non-trivial Noether operator if this system is derived from a Lagrangian
of the form
ux ·H(x, y, u)uy + µ(x, y, u)ux + µ¯(x, y, u)uy + ζ(x, y, u), (5.3)
where ζ is a scalar function, µ, µ¯ are n-dimensional rows, and H is an n × n matrix. It is
easy to check (see, for example, [30]) that linearization operators (2.2) of such systems satisfy
the operator identity N ◦ L = L† ◦ N , where N = H + H>. Hence, N is an inverse Noether
operator, and, if N is non-degenerate4, N¯ = (H>+H)−1 is a Noether operator of system (1.1).
For example, N is the identity mapping (N = 1) for the aforementioned sine-Gordon equation
(as well as for any system of the form uxy = ζ
>
u generated by (5.3) with H = 1/2, µ = µ¯ = 0).
The operator N¯ allows us, in particular, to construct a symmetry driver from any integral
of (1.1). Indeed, if Dy(w) = 0, then (2.5) gives rise to Dy◦w∗ = S◦L, where w∗ = S◦(Dx−Fuy)
in accordance with (2.8). But the formal adjoint L† ◦S† = −(w∗)† ◦Dy means that S† maps
kerDy into cosymmetries and N¯S†(g[u]) is therefore a symmetry of (1.1) for any scalar function
g ∈ kerDy. Thus,
σ = N¯ ◦ (Dx + F>uy)−1 ◦ (w∗)† (5.4)
is a local differential operator that maps kerDy into symmetries. For example, this formula
easily gives us the symmetry drivers σ = Dx + ux and σ¯ = Dy + uy for the Liouville equation
mentioned in the introduction if we apply (5.4) to the integrals (1.2) and take into account that
N¯ = 1 for this equation.
Now let us compare (5.4) and the above mentioned operator H◦(w∗)† in the case of the sigma
models. If (1.1) is an Euler–Lagrange system with a Lagrangian of the form ux ·H(u)uy + ζ(u)
and H+H> is non-degenerate, then [20] the operatorH−1 := (H+H>) (Dx − Fuy) is symplectic
and the system (1.1) can be written in the Hamiltonian form uy = H(δζ/δu). Since symplectic
operators are skew-symmetric, we see that the operator −H◦(w∗)† coincides with the right-hand
side of (5.4) and therefore is local.
Note that, in contrast to Theorem 3.2, it is sufficient to have only one integral for con-
structing the symmetry driver σ via formula (5.4). In particular, the first and second symmetry
drivers (1.4) are respectively derived from the first and second integrals (1.3) by using (5.4) with
N¯ = (u1u2 + c)(0 1
1 0
)
.
This and other applications of (5.4) to systems (1.1) can be found in [6]. Naturally, (5.4) can
also be derived from the classical Noether theorem in the case of Euler–Lagrange systems
(see [13, 30]). But it is easy to see that (5.4) is also valid for non-Lagrangian system (1.1)
if this system admits a Noether operator N¯ of the form (2.1).
Not all integrable systems (1.1) are generated by Lagrangians (5.3). This is easy to see,
in particular, from the existence of integrable systems the right-hand sides F of which depend
nonlinearly on ux or uy. Many integrable equations of such kind can be found in [18, 37]. For
example, uxy = ux
√
uy is Darboux integrable in accordance with [18] and depends nonlinearly
on uy. Therefore, no Lagrangian (5.3) corresponds to this equation.
But systems (1.1) often possess non-trivial Noether’s operators regardless of whether these
systems have Lagrangians. In the rest part of the article we consider some of such cases.
4We cannot guarantee the equivalence of the corresponding Euler–Lagrange system to a system of the form (1.1)
if N is degenerate.
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5.2 Darboux integrable systems
Any Darboux integrable system admits non-trivial Noether’s operators in four different ‘direc-
tions’. Indeed, equation (3.5) and its formal adjoint imply
M ◦ S ◦ Ωˆ = −Ωˆ† ◦Dy ◦ Ωˆ = −Ωˆ† ◦ S† ◦M †,
M ◦ S¯ ◦ ˆ¯Ω = − ˆ¯Ω† ◦Dx ◦ ˆ¯Ω = − ˆ¯Ω† ◦ S¯† ◦M †,
i.e., the differential operators S ◦ Ωˆ and S¯ ◦ ˆ¯Ω are Noether operators for M . Analogously,
equation (3.4) and its formal adjoint imply
M † ◦ Sˆ ◦ Ω = −Ω† ◦ Sˆ† ◦M, M † ◦ ˆ¯S ◦ Ω¯ = −Ω¯† ◦ ˆ¯S† ◦M,
and Sˆ ◦ Ω, ˆ¯S ◦ Ω¯ are inverse Noether operators for M . These four Noether’s operators are
non-trivial because they have no terms of the form γ[u]DixD
j
y, i j 6= 0, while M contains the
term DxDy. Since both equations (3.4), (3.5) hold true with M = L for any Darboux integrable
system (1.1), corresponding S ◦ Ωˆ, S¯ ◦ ˆ¯Ω are Noether operators, and Sˆ ◦ Ω, ˆ¯S ◦ Ω¯ are inverse
Noether operators for this system. More generally, Theorem 3.1 and its converse mean that only
one of equations (3.4) and (3.5) is sufficient for M to have all four above Noether’s operators.
Remark 5.1. For brevity, in the previous paragraph we consider n symmetry drivers (as well
as n formal integrals) as one operator. But symmetry drivers and formal integrals can be
considered separately, their numbers may be less than n and they may exist in only one of x-
and y-directions. Even under these conditions, we can construct a Noether operator (if at least
one symmetry driver exists) and an inverse Noether operator (if at least one formal integral
exists). For example, if σi, i = 1, r, are x-symmetry drivers, then the same reasoning and
Lemma 2.3 give us that σi ◦ σ†j ◦
(
Dx + F
>
uy
)
are Noether operators for all positive integers
i, j ≤ r.
It should be noted that above Noether’s operators do not explain the simultaneous existence
of the formal integrals Ω, Ω¯ and the symmetry drivers S, S¯ (i.e., Theorems 3.1 and 3.2 cannot
be proved by using these operators). To obtain symmetries from conservation laws and, in
particular, symmetry drivers from (3.4), we need a Noether operator (just as a Noether opera-
tor N¯ is needed for deriving (5.4)). But (3.4) gives us the inverse Noether operators only. The
situation for (3.5) is the same: we need an inverse Noether operators to obtain formal integrals,
but (3.5) gives us the Noether operators only. However, these Noether’s operators may possibly
be useful for some other purposes.
As an example, let us try to construct conservation laws by using (4.5) and one of above
Noether’s operators. Let f [u], f˜ [u] ∈ kerL and g[u] = N (f˜), where N = Sˆ ◦ Ω and Sˆ, Ω
satisfy (3.4) for M = L. Substituting this into (4.5) and taking N (f˜) ∈ kerL† into account, we
obtain the following conservation law
Dy
(
Sˆ
(
Ω
(
f˜
)) · (Dx − Fuy)(f)) = Dx(f · (Dy + F>ux)(N (f˜))). (5.5)
Equations (4.8) and (2.8) give us
Sˆ
(
Ω
(
f˜
)) · (Dx − Fuy)(f) = Ω(f˜) · Sˆ†((Dx − Fuy)(f))+Dx(c[u])
= Ω
(
f˜
) · Ω(f) +Dx(c[u]).
According to (3.4), the operator Ω maps symmetries into vectors composed of elements from
kerDy, and the conservation law therefore takes the form
Dx
(
f · (Dy + F>ux)(N (f˜))) = Dx(Dy(c[u])).
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The last equality means that f · (Dy + F>ux)(N (f˜)) = Dy(c[u]) + w¯[u], where w¯ ∈ kerDx. Thus,
(5.5) is the sum of a trivial conservation law and relations of the form Dy(w) = 0, Dx(w¯) = 0.
Note that this is consistent with the work [22], in which the same structure for conservation
laws of the Liouville equation uxy = e
u was derived from the Noether theorem.
5.3 Systems that inherit Noether’s operators due to differential substitutions
The way for construction of Noether’s operators in the previous subsection is a special case of
the following situation.
Lemma 5.2. Let the relation Z˜ ◦P = Q◦Z hold for differential operators Z˜, Z, P and Q. Then
Q† ◦ N˜ ◦ P is an inverse Noether operator for Z if Z˜ admits an inverse Noether operator N˜ ,
and P ◦ N ◦Q† is a Noether operator for Z˜ if N is a Noether operator for Z.
Proof. If N˜ is an inverse Noether operator for Z˜, then Z˜† ◦ N˜ = ˘˜N ◦ Z˜ by Definition 4.3.
Taking this and Z† ◦Q† = P † ◦ Z˜† into account, we obtain
Z† ◦Q† ◦ N˜ ◦ P = P † ◦ Z˜† ◦ N˜ ◦ P = P † ◦ ˘˜N ◦ Z˜ ◦ P = P † ◦ ˘˜N ◦Q ◦ Z.
Analogously, we can directly check that Z˜ ◦P ◦N ◦Q† = Q ◦ N˘ ◦P † ◦ Z˜† if Z ◦N = N˘ ◦Z†. 
It is easy to see that Dx, Dy serve as Z˜ in (3.4) and Z in (3.5), while the identity mapping plays
the role of Noether’s operators N˜ and N because Dx and Dy are skew-symmetric.
We can also apply the above lemma to situations when a differential substitutions v = φ[u]
maps system (1.1) into a system E{v} = 0, where E{v} is an `-dimensional vector depending on
x, y, v and a finite number of derivatives of v (including, generally speaking, the mixed ones).
Indeed, let g{φ} denote the function obtained from a function g{v} by replacing all ∂i+jv/∂xiyj
with DixD
j
y (φ[u]), and for differential operators we let
G{φ} :=
k∑
i=0
m∑
j=0
gij{φ}DixDjy if G{v} =
k∑
i=0
m∑
j=0
gij{v}DixDjy. (5.6)
Then E{φ} = 0 by the definition of differential substitutions. Linearizing E{φ} = 0 and
taking (2.5) into account, we obtain
E∗{φ} ◦ φ∗ = Q ◦ L, (5.7)
where L is the linearization operator (2.2) of system (1.1), Q is a differential operator of the
form (2.1), and
E∗{v} =
∞∑
i=0
∞∑
j=0
∂E{v}
∂vi,j
DixD
j
y, vi,j :=
∂i+jv
∂xiyj
. (5.8)
Applying Lemma 5.2 to (5.7), we obtain the following statement.
Corollary 5.3. Let a differential substitutions v = φ[u] map all solutions of (1.1) into solutions
of a system E{v} = 0. Then ℵ = Q† ◦ N˜ ◦ φ∗ is an inverse Noether operator for system (1.1) if
an operator N˜ of the form (2.1) is an inverse Noether operator for E∗{φ}, and ℵ˜ = φ∗◦N ◦Q† is
a Noether operator for E∗{φ} if N is a Noether operator for system (1.1). Here the differential
operator Q is defined by (5.7), and E∗{φ} is obtained from the differential operator (5.8) by
rule (5.6).
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Remark 5.4. Lemma 5.2 and the above reasoning can also be applied to systems of a form that
differs from (1.1). For example, using the formula (∂f (φ))∗ = ∂f ◦φ∗−φ∗◦(∂f−f∗) (see [19]), we
obtain (5.7) with Q = φ∗ and L = ∂f − f∗ if v = φ(x, u, ux, . . . , um) map solutions of (5.1) into
solutions of a system vt = g(x, v, vx, . . . , vk). This gives us the formulas ℵ = (φ∗)† ◦ N˜ ◦ φ∗ and
ℵ˜ = φ∗◦N ◦(φ∗)† for recalculating an inverse Noether operators N˜ of vt = g(x, v, vx, . . . , vk) and
a Noether operator N of (5.1) under the differential substitution. These formulas are specialized
versions of the formulas obtained in a different way for the case of Ba¨cklund transformations of
evolution systems in [7, equation (24) and Theorem 4].
Note that if N˜ {v} is an inverse Noether operator for the system E{v} = 0 (i.e., the coefficients
of N˜ {v} are expressed only in terms of x, y, v and derivatives of v, and the defining relation
(E∗{v})† ◦ N˜ {v} = ˘˜N{v} ◦ E∗{v} (5.9)
holds for any solution of E{v} = 0), then the defining relation (5.9) is true for solutions v = φ[u]
too and, hence, N˜ {φ} is an inverse Noether operator for E∗{φ}. Therefore, the system (1.1)
admits the inverse Noether operator ℵ = Q† ◦ N˜ {φ} ◦ φ∗ by the above corollary. But for the
operator ℵ˜ we have no guarantee that it can be expressed in terms of x, y, vi,j only and is
a Noether operator for E{v} = 0 (i.e., not only for E∗{φ}).
In addition, we cannot guarantee in the general situation that ℵ and ℵ˜ are non-trivial
Noether’s operators, but can prove this in special cases. One of such special cases is formu-
lated as follows.
Corollary 5.5. Let v(x, y) and F˜ (x, y, v, vx, vy) be `-dimensional vectors, ` ≤ n, and let the
system vxy = F˜ (x, y, v, vx, vy) admit an inverse Noether operator N˜ [v] of the form
N˜ [v] =
r∑
i=0
ηi[v]D
i
x +
r¯∑
i=1
η¯i[v]D
i
y, r ≥ 0, r¯ > 0, λ[v] := det(ηr[v]) 6= 0,
such that either r > 0 or η¯i = 0 for all i, and either ordx(λ[v]) > 0 or ordy(λ[v]) = 0. If a diffe-
rential substitution v = φ[u] maps all solutions of (1.1) into solutions of vxy = F˜ (x, y, v, vx, vy)
and ordx(φ) = k > 0, rank(φuk) = `, then the relation(
DxDy − F˜vx [φ]Dx − F˜vy [φ]Dy − F˜v[φ]
) ◦ φ∗ = Q ◦ L, (5.10)
holds for a differential operator Q of the form (2.1), and ℵ = Q† ◦ N˜ [φ] ◦ φ∗ is a non-trivial
inverse Noether operator for system (1.1).
Here L is defined by (2.2), g[φ] denotes the function obtained from a function g[v] by replacing
all ∂iv/∂xi, ∂jv/∂yj with Dix (φ[u]), D
j
y (φ[u]), respectively, and N˜ [φ] is obtained from N˜ [v] by
rule (5.6).
Proof. Due to Corollary 5.3 and the comments near eq. (5.9), ℵ is an inverse Noether operator
for (1.1). Therefore, we need only to prove the non-triviality of ℵ. Linearizing the defining
relation
DxDy(φ) = F˜ (x, y, φ,Dx(φ), Dy(φ))
for the differential substitution v = φ[u] and taking (2.5) into account, we see that Q in (5.10)
has the form
Q =
k∑
i=0
ξi[u]D
i
x +
m∑
i=1
ξ¯i[u]D
i
y, m ≥ 1.
18 S.Ya. Startsev
Comparing the coefficients of Dk+1x Dy in the left- and right-hand sides of (5.10), we obtain
ξk = φuk . This implies ℵ = (−1)kφ>ukηr[φ]φukD2k+rx + · · · , where the dots denote terms with
lower powers of Dx. The conditions of the corollary guarantee that det(ηr[φ]) 6= 0 follows from
det(ηr[v]) 6= 0 and the coefficient of D2k+rx in ℵ is not equal to zero.
Indeed, let ordx(λ[v]) be equal to δ and φ
i denote the i-th component of the vector φ. Then
the functions Dδx(φ
i), i = 1, `, depend on uδ+k and are functionally independent due to the
condition rank(φuk) = ` of the corollary and the equalities (D
δ
x(φ
i))uδ+k = φ
i
uk
. In addition,
Dδx(φ
i) cannot be expressed in terms of the functions x, y, Djx(φ), 0 ≤ j < δ, and, if δ > 0,
Dby(φ), b ∈ Z+, because these functions do not depend on uδ+k. But, if λ[φ] = 0, then a function
Dδx(φ
i) must be expressed in terms of Dδx(φ
j), j 6= i, and the functions mentioned in the previous
sentence. Therefore, det(ηr[φ]) = λ[φ] 6= 0 and φ>ukηr[φ]φuk 6= 0.
Let θ =
p∑
i=0
s∑
j=0
ζij [u]D
i
xD
j
y. Then
θ ◦ L =
 s∑
j=0
ζpj [u]D
j
y ◦ (Dy − Fux)
 ◦Dp+1x + · · · ,
where the dots denote terms with lower powers of Dx. Thus, the terms with the highest power
of Dx in θ ◦L must contain a non-zero power of Dy. But the highest power of Dx in ℵ does not
contain Dy. Hence, ℵ cannot be represented as θ ◦ L and is non-trivial. 
As an illustrative example, let us consider the scalar Goursat equation uxy =
√
uxuy. This
equation is neither Euler–Lagrange nor Darboux integrable equation, but the differential sub-
stitution v =
√
ux map it into the equation vxy =
1
4v, which has Lagrangian vxvy +
1
4v
2 and
the inverse Noether operator N˜ = 1 (i.e., N˜ is the identity mapping). Therefore, the Goursat
equation admits an inverse Noether operator in accordance with Corollary 5.5. Let us construct
the corresponding operator Q. The direct calculations yield
(
DxDy
(√
ux
))
∗ = Dx ◦
(
Dy
(√
ux
))
∗ −
1
4
√
uy
◦ L,
(
Dy
(√
ux
))
∗ = Dy ◦
(√
ux
)
∗ −
1
2
√
ux
◦ L,
(
DxDy
(√
ux
))
∗ = Dx ◦Dy ◦
(√
ux
)
∗ −Q ◦ L, Q =
1
4
√
uy
+Dx ◦ 1
2
√
ux
,(
DxDy − 1
4
)
◦ (√ux)∗ = (DxDy(√ux)− √ux4
)
∗
+Q ◦ L = Q ◦ L,
and, according to Corollary 5.5,
ℵ = −8Q† ◦ (√ux)∗ = ( 2√uxDx − 1√uy
)
◦ 1√
ux
Dx =
2
ux
D2x −
(
uxx
u2x
+
1√
uxuy
)
Dx
is an non-trivial inverse Noether operator for the Goursat equation. Since the substitution
v =
√
uy also maps uxy =
√
uxuy into vxy =
1
4v, the ‘symmetric’ (under the interchange x↔ y)
version of Corollary 5.5 gives us the second inverse Noether operator
2
uy
D2y −
(
uyy
u2y
+
1√
uxuy
)
Dy
for the Goursat equation.
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In conclusion, we note that the situations considered in this section are fairly typical for
hyperbolic integrable systems. For example, all S-integrable scalar equation (1.1) mentioned
in [18, 37] are either Euler–Lagrange equations or mapped into Euler–Lagrange equations via
differential substitutions. Therefore, all these S-integrable equations admit at least inverse
non-trivial Noether operators by Corollary 5.5. In addition, most of the other scalar equations
admitting higher symmetries and listed in these works are Darboux integrable, and the remaining
equations from these works are related to the Euler–Lagrange equation vxy = cv via Ba¨cklund
transformations, some of which have the form of the differential substitutions v = φ[u]. Thus,
the vast majority of these equations admit non-trivial Noether’s operators. The full lists of scalar
equations (1.1) related via differential substitutions of first order to Euler–Lagrange equations
vxy = G(v) can be found in [15]. The introduction of [29] mentions a constructive (but weak)
necessary condition for a scalar equation (1.1) to be mapped into an equation of the form
vxy = G(x, y, v) by a differential substitution of higher order.
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