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We establish the correspondence between the fractional charge bound to a vortex in textured lattice and the
relevant bulk band topology in two-dimensional (2D) topological crystalline insulators. As a representative
example, we show that the band topology of graphene with a Kekule texture is characterized by a 2D Z2
topological invariant, the second Stiefel Whitney invariant w2, which is quantized in systems with space-time
inversion symmetry. The fractional charge localized at a vortex in the Kekule texture is shown to be related to the
change in the bulk topological invariant w2 around the vortex, as in the case of the Su-Schriefer-Heeger model
in which the fractional charge localized at a domain wall is related to the change in the bulk charge polarization
between degenerate ground states. We show that the effective three-dimensional (3D) Hamiltonian, where the
angle θ around a vortex in Kekule-textured graphene is a third coordinate, describes a 3D axion insulator with
a quantized magnetoelectric polarization. The spectral flow during the adiabatic variation of θ corresponds to
the chiral hinge modes of an axion insulator and determines the accumulated charge localized at the vortex.
For the cases when magnetoelectric polarization is quantized due to the presence of symmetry that reverses the
space-time orientation, we classify all possible topological crystalline insulators whose vortex defect carries a
fractional electric charge.
PACS numbers:
Introduction.— Fractional charge localized at topological
defects is closely related with the band topology of Bloch
wave functions [1–7]. For instance, the one-dimensional (1D)
model proposed by Su, Schrieffer, and Heeger (SSH) is a rep-
resentative system where a half electric charge is localized at
a domain wall [1]. Spontaneous formation of lattice dimeriza-
tion gives rise to two degenerate ground states, and the zero
mode solution relevant to the half electric charge can be ob-
tained at the domain wall interpolating between the degener-
ate ground states. The inherent relationship between the zero
mode solution and the topology of Bloch wave functions can
be seen from the quantized charge polarization P1 of the two
degenerate ground states, given by P1 = 0 and P1 = 1/2, re-
spectively. The fractional charge accumulated at the domain
wall can be determined by the difference of the bulk charge
polarization between the two ground states with the distinct
quantized charge polarizations.
A remarkable idea realizing fractional charge in two-
dimensions (2D) is proposed by Hou, Chamon, and Mudry
(HCM) in Ref. [8]. Starting from a graphenelike system,
whose low-energy excitations are described by massless Dirac
fermions, they showed that a vortex in an order parameter for
the Kekule mass gap accommodates a single zero mode solu-
tion manifesting the electron fractionalization in two dimen-
sions. Spontaneous formation of the so-called Kekule texture
in graphene leads to the degenerate ground states with broken
lattice symmetries [8–11]. Considering the intrinsic relation-
ship between the charge fractionalization and the band topol-
ogy of the degenerate ground states in the SSH model, the
idea of charge fractionalization in 2D systems proposed in the
HCM model naturally leads to the following question: what is
the fundamental relationship between the zero mode solution
and the bulk band topology of the Bloch wave functions of the
degenerate ground states?
In this letter, we show that the ground state of Kekule-
textured graphene is characterized by a Z2 topological in-
variant w2, the so-called second Stiefel Whitney invariant,
which is quantized in 2D systems withC2zT symmetry or PT
symmetric spinless systems where T , P , C2z indicate time-
reversal, inversion, and two-fold rotation about the z axis, re-
spectively [12, 13]. Two insulating ground states with dis-
tinct quantized w2 values can be interchanged by switching
the strong and weak bonds in the Kekule texture, which is
similar to the case of the SSH model where two gapped phases
with distinct P1 can be interchanged in an analogous way. The
nontrivial bulk band topology of the textured graphene can be
confirmed by the Wilson loop and nested Wilson loop spec-
tra, and also by the corner charge distribution. Similar to the
case of the SSH model, the charge accumulation at a vortex
in the order parameter in the HCM model can be obtained
from the change in the bulk topological quantity w2 between
the two degenerate ground states with w2 = 0 and w2 = 1,
respectively. Furthermore, the change in w2 around a vortex
is described by the quantized magnetoelectric polarizability
P3, which guarantees the presence of a robust mid-gap state
confined at the vortex core. We note that the correspondence
between the bulk band topology and the vortex bound state
in Kekule-textured graphene is beyond the ten-fold classifica-
tion scheme of defect states proposed by Teo and Kane [7], in
which crystalline symmetries are not considered and therefore
robust vortex bound states are predicted only in the presence
of chiral or particle-hole symmetry. If an additional chiral
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2FIG. 1: (Color online) (a),(b) Finite-size structure of textured
graphene. When θ = 0, the intercell hopping is bigger than the
intracell hopping, and vice versa when θ = pi. (c),(d) Wilson loop
spectra for θ = 0 and pi. The linear crossing point on the ν = pi
line in (c) shows w2 = 1. (e),(f) Charge distribution in a finite-size
Kekule textured graphene with 28 × 28 unit cells. Localized states
appear at Mx invariant corners when w2 = 1 whereas the electron
density is uniform when w2 = 0.
or particle-hole symmetry exists in Kekule-textured graphene,
the energy of the mid-gap state is fixed at the Fermi level so
that the half-integral value of the accumulated charge at the
vortex core is guaranteed. However, even without the chiral
symmetry, a fractional charge is localized at the vortex due
to the nontrivial bulk band topology of the textured graphene.
Finally, considering that P3 is quantized in the presence of the
symmetry reversing the space-time orientation, we classify all
possible topological crystalline insulators where an order pa-
rameter vortex can support fractional charge localized around
the vortex core.
Higher-order band topology of Kekule textured graphene.—
The Hamiltonian for Kekule-textured graphene proposed in
Ref. [8] is given by
H =
∑
r∈ΛA
3∑
j=1
(t+ δtj(r)) c†A(r)cB(r + dj) + h.c., (1)
where cA,B(r) indicates the (spinless) electron annihilation
operator on the sublatticeA,B at the position r, d1,2,3 denotes
the vectors connecting an A sublattice site to its neighboring
B sublattice sites, and ΛA denotes the set of the sites belong-
ing to the A sublattice. t denotes the hopping amplitude be-
tween nearest neighbor sites, and δt describes the modulation
of the hopping amplitudes. When δt = 0, the Hamiltonian
describes the low-energy band structure of graphene having
two Dirac points at the Brillouin zone corners with the mo-
mentum k = ±K+, while δtj(r) = ∆(r)eiK+·djeiG·r + c.c
couples the two Dirac fermions at the opposite valleys, where
G = 2K+ [8]. When ∆(r) is a nonzero constant, the unit-
cell becomes three times larger than that of pristine graphene,
and a Kekule texture is formed. Linearizing H near the Fermi
energy, the low-energy Hamiltonian
∫
drψ†(r)H(r)ψ(r) be-
comes
H(r) = −iσxτz∂x − iσyτz∂y + ∆xτx −∆yτy, (2)
where σx,y,z (τx,y,z) denote Pauli matrices describing the
sublattice (valley) degrees of freedom, and ψ(r) is a four-
component spinor. A vortex structure of ∆(r) with the
winding number n can be introduced by taking ∆(r) =
∆0(r)einθ(r) = ∆x(r) + i∆y(r), where ∆0,x,y(r) are real
functions of r, and the polar angle θ(r) varies from 0 to 2pi
encircling the vortex core. In particular, when n = 1, one
zero mode wave function ψ ∼ e−
∫ r
0
dr′∆0(r′) is found, yield-
ing a half integral charge e/2 localized at the vortex core [8].
Let us explain how the existence of the zero mode solution
is tied to the band topology of the bulk insulator with a uni-
form Kekule order parameter without vortices. To this end,
we define a parametrized Hamiltonian H(kx, ky; θ) describ-
ing graphene with a uniform Kekule texture ∆(r) = ∆0eiθ,
where ∆0 and θ are constant, and momentum k = (kx, ky).
As shown in Fig. 1, we use the convention that the inter-
unitcell hopping is larger (smaller) than the intra-unitcell hop-
ping when θ = 0 (θ = pi). When θ = 0 or pi, the system
is invariant under inversion P , the six-fold rotation about the
z-axis C6z , two mirrors Mx and My [Mx : (x, y)→ (−x, y),
My : (x, y) → (x,−y)], and time reversal T symmetries.
Thus the system is C2zT symmetric, and w2 is quantized to
be either 0 or 1 at θ = 0, pi [12]. In addition, the chiral (or
sublattice) symmetry exists when only the hopping between
nearest neighbor sites is considered. Interestingly, we find
that the Kekule textured graphene with θ = 0 (θ = pi) is
a 2D Stiefel Whitney insulator [12] (a trivial insulator) with
w2 = 1 (w2 = 0), as confirmed by the Wilson loop spectra
shown in Fig.1(c), (d). A 2D Stiefel-Whitney insulator (SWI)
with chiral symmetry has a pair of zero-energy corner states
related by C2z symmetry. Moreover, in the presence of an
additional mirror symmetry commuting with chiral symme-
try, the corner charges are located at mirror invariant corners,
manifesting the second-order band topology [14]. Since the
Kekule textured graphene with θ = 0 or pi has chiral sym-
metry and Mx mirror commuting with chiral symmetry, there
are corner charges localized at the Mx-invariant points when
θ = 0, whereas there is no charge accumulation when θ = pi;
see Fig. 1(e),(f).
Spectral flow and topological term.— The fractional charge
bound to a vortex can be understood in terms of the charge
pumping process during the adiabatic variation of θ around the
vortex. The corresponding spectral flow of the energy eigen-
values of H(kx, ky; θ) is plotted in Fig. 2. One can see that
one eigenstate travels from the valence (conduction) bands to
the conduction (valence) bands during the variation of θ from
−pi to pi. The topological origin of such a nontrivial spectral
flow can be described as follows. Under C2zT , H(kx, ky; θ)
transforms as
(C2zT )H(kx, ky; θ)(C2zT )
−1 = H(kx, ky;−θ). (3)
Thus, when θ is taken as a third momentum kz , H3D(k) ≡
H(kx, ky; θ = kz) can be considered as a Hamiltonian for a
C2zT invariant three-dimensional (3D) insulator. Let us note
that, for H3D(k), the 2D momentum subspaces with kz = 0
and pi, respectively, are the only C2zT invariant planes, just
3FIG. 2: (Color online) (a) Schematic figure describing the lattice ge-
ometry around a vortex in Kekule textured graphene. Far from the
vortex center, Kekule texture varies slowly as θ changes. At θ = 0,
the textured graphene is a 2D SWI (w2=1) whereas it is a trivial insu-
lator (w2=0) at θ = pi. (b) Spectral flow around the vortex as a func-
tion of θ. During one cycle, one state travels from the valence (con-
duction) bands to the conduction (valence) bands crossing the Fermi
level. The existence of two chiral modes (the blue and red lines)
implies that vortices with the opposite winding numbers must be
pair created. (c) The parametrized Hamiltonian H(kx, ky; θ) can be
thought of as that for a 3D C2zT symmetric axion insulator, where
the kz = 0 plane describes a 2D SWI, whereas the kz = pi plane
describes a trivial insulator. Here +, − denote the parity of occu-
pied bands at time-reversal invariant momenta. (d) Vortex-antivortex
pair created in a uniform background with θ = pi, arising from the
topological spectral flow around the vortices.
like the 2D Hamiltonian H(kx, ky; θ) with θ = 0 and θ = pi
are the only C2zT invariant models with a Kekule texture. For
a 3D insulator with C2zT symmetry, it was recently shown
[13, 20] that 2P3 is equivalent to ∆w2 = w2(kz = pi) −
w2(kz = 0),
∆w2 = 2P3 =
1
4pi2
∫
T 2×S1
Tr
[
AdA− 2i
3
A3
]
mod 2,
(4)
whereAij = i〈ui|duj〉 is the non-Abelian Berry’s connection
characterizing the valence band eigenstates |ui〉, T 2 indicates
the 2D Brillouin zone, S1 denotes the unit circle parametrized
by θ. Therefore, when ∆w2 = 1 (mod 2), H(kx, ky; θ) ex-
hibits P3 = 1/2, and one electron should be pumped from
the valence bands to the conduction bands and vice versa dur-
ing the cyclic variation of θ ∈ [−pi, pi], which corresponds to
two chiral hinge modes (the red and blue lines in Fig. 2(b)) of
the axion insulator described by H3D(k). Each of these chiral
hinge modes is localized at a vortex leading to a pair of vor-
tices carrying fractional charges as shown in Fig. 2(d). This
topological charge pumping process underlies the fundamen-
tal relationship between the zero mode solution and the bulk
band topology of Kekule-textured graphene.
3D Symmetry 2D Symmetry SOC 2D TI
P = C2zMz C2z , C6z Atomic
C4zP = (C4zMz)3 C4z Atomic
T T O QSHI
Mz Mz Mirror TI
C2zT C2zT , C6zT SWI (Atomic)
C4zT C4zT O Atomic
TABLE I: The correspondence between the symmetry of H3D(k)
exhibiting quantized magnetoelectric polarizability P3 and that of
the 2D Hamiltonian H(kx, ky; θ = 0, pi). For T and C4T sym-
metry, spin orbit coupling (SOC) is necessary to have P3 = 1/2.
(See Supplemental Materials). The nature of the corresponding 2D
topological insulator (TI) is also shown. Here “Atomic” denotes an
obstructed atomic insulator, “SWI” means Stiefel Whitney insulator.
Generalization.— A similar mechanism for charge accumu-
lation at a vortex in a textured lattice due to the topological
spectral flow can be applied to any parametrized 2D Hamil-
tonian H(kx, ky; θ) when its corresponding 3D Hamiltonian
H3D(k) exhibits quantized P3. Namely, H3D(k) should be
the Hamiltonian of an axion insulator. In the following dis-
cussions spin-orbit coupling is ignored unless noted other-
wise. Let us note that P3 is quantized when the 3D in-
sulator described by H3D(k) has a space-time orientation
reversing symmetry such as T , P , CnT , and CnP (n =
2, 3, 4, 6) [13, 21–23], where we have used caligraphic (italic)
fonts for symmetries in the 3D (2D) space. Among these sym-
metries, we can neglect C3zT in that a C3zT -symmetric axion
insulator is expected to carry the same topological properties
as the one with T symmetry only, because (C3zT )3 = T
and (C3zT )2 = C−13z , and C3z by itself cannot quantize P3.
Likewise, we do not have to consider C6zT since (C6zT )3 =
C2zT . For CnzP symmetries, (C3zP)3 = P and (C6zP)3 =
C2zP =Mz . Thus, we only have to considerH3D(k) with T ,
P , C2zP , C2zT , C4zP , or C4zT symmetries. It is worth not-
ing that in each axion insulator phase described by H3D(k),
the 2D subspaces with kz = 0 and kz = pi, respectively,
support distinct 2D topological invariants. Namely, the quan-
tized P3 of H3D(k) can be obtained from the difference be-
tween the 2D topological invariants on the two symmetry in-
variant planes with kz = 0 and kz = pi, respectively. This
ensures that the corresponding vortex structure described by
H(kx, ky, θ), which connects two distinct topological phases
at θ = 0 and pi, hosts a bound state with a fractional charge at
the vortex core.
Now let us explain how the symmetry of H3D(k) can be
related with that of the physical 2D parametrized Hamiltonian
H(kx, ky; θ). For instance, if the system with a uniform order
parameter is invariant under n-fold rotation Cn about the z
axis at θ = 0 and pi, but not at other θ values, then the Cn
symmetry can be implemented as
CnH(kx, ky; θ)C
−1
n = H(k
′
x, k
′
y;−θ), (5)
where k′x, k
′
y are the rotated momenta afterCn operation. Due
to the sign change of θ under Cn, the 2D system is Cn in-
4variant only at θ = 0, pi. Then the Cn symmetry of the 2D
system can be implemented in H3D(k) as the CnMz sym-
metry. Then we ask whether CnMz symmetry can quantize
P3 and also whether Cn symmetry supports a 2D topologi-
cal invariant ν2D such that its difference ∆ν2D = ν2D(θ =
pi)− ν2D(θ = 0) is identical to 2P3 (modulo two).
First, if H(kx, ky; θ = 0, pi) is C2z invariant as the Kekule
textured graphene, the relevant 3D Hamiltonian H3D(k) de-
scribes an inversion symmetric (P = C2zMz) axion insu-
lator. Similarly, if H(kx, ky; θ = 0, pi) is C6z invariant,
H3D(k) can have quantized P3, since P = (C6zMz)3. In
the case of C4z symmetry, the corresponding 3D system has
C4zP symmetry as well, which is another symmetry quan-
tizing P3. Moreover, since C2z,4z,6z symmetry can sup-
port a 2D invariant ν2D satisfying ∆ν2D = 2P3 [20, 24],
H(kx, ky; θ) can support a bound state at the vortex. For C3z
symmetry, however, applyingC3z three times to Eq. (5) yields
H(kx, ky; θ) = H(kx, ky;−θ), which is not adequate to de-
scribe a vortex structure.
If H(kx, ky; θ = 0, pi) is invariant under S = Mz , T , or
CnT , the S symmetry can be implemented as
SH(kx, ky; θ)S
−1 = H(k′x, k
′
y;−θ), (6)
where the relevant 3D Hamiltonian is also symmetric un-
der S = Mz , T , CnT . Let us note that Mz , T , C2zT ,
C4zT , C6zT symmetries support a 2D invariant ν2D satisfy-
ing ∆ν2D = 2P3, whereas C3zT can support only a quantum
spin Hall insulator (QSHI) in the presence of spin orbit cou-
pling due to (C3zT )3 = T .
Table I summarizes the correspondence between the sym-
metry of the 2D insulator with a uniform gap-opening or-
der parameter, described by the Hamiltonian H(kx, ky; θ =
0, pi), and the symmetry of the relevant 3D Hamiltonian
H3D(k) exhibiting quantized P3. When the two Hamiltonian
H(kx, ky; θ = 0) and H(kx, ky; θ = pi) support distinct bulk
topological properties, a fractional charge can be localized at
the core of a vortex in the order parameter parametrized by θ
due to the topological spectral flow associated with the quan-
tized P3. Let us note that in the case of the Kekule textured
graphene, which has C2z symmetry for θ = 0, pi and T sym-
metry for any θ, the quantization of P3 of the relevant 3D
Hamiltonian is guaranteed by either P or C2zT .
Dirac Hamiltonian description.— The low-energy Dirac
Hamiltonian describing a topological crystalline insulator
with a vortex in a gap-opening texture (i.e., a mass order pa-
rameter) carrying a fractional bound charge can be written as
HD(θ) = −iΓ1∂1 − iΓ2∂2 + ∆ cos θΓ3 + ∆ sin θΓ4, (7)
where ∆eiθ indicates the order parameter, and Γi=1∼5 are
4 × 4 Gamma matrices satisfying {Γi,Γj} = 2δij . Let us
note that HD(θ = 0, pi) satisfies a certain symmetry S which
supports 2D insulators with distinct topological properties de-
pending on the sign of ∆. On the other hand, when sin θ 6= 0,
the S symmetry is broken, and thus the topological phase with
θ = 0 can be adiabatically connected to the trivial phase
with θ = pi without closing the band gap. For instance,
when HD(θ = 0, pi) has T (Mz) symmetry, HD(θ = 0) and
HD(θ = pi) describe two insulators with distinct Kane-Mele
Z2 invariants (the mirror Chern numbers). The adiabatic vari-
ation of θ interpolating these two insulators can be related to
the axionic topological response with P3 = 1/2 as shown in
Supplemental Materials (SM).
In the case of the other symmetries C2z , C4z , C2zT , C4zT
which are nonlocal in 2D real space, the insulators described
by HD(θ = 0, pi) can have higher-order band topology. The
minimal Dirac Hamiltonian HD(θ = 0, pi) can be considered
as two copies of Chern insulators with opposite Chern num-
bers. After suitable regularization, either one of HD(θ = 0)
or HD(θ = pi) supports a pair of counter propagating chi-
ral edge modes whereas the other has no edge state. For the
Hamiltonian with chiral edge modes, one can introduce ad-
ditional surface mass terms, compatible with the correspond-
ing nonlocal symmetry, that induce domain walls of the sur-
face mass terms [17–19]. Because of the domain walls, the
insulator can support localized corner charges in the pres-
ence of additional chiral symmetry exhibiting second-order
band topology. The adiabatic variation of θ interpolating a
second-order topological insulator and a trivial insulator can
also be described by the axionic topological response with
P3 = 1/2 [13, 20] as shown in SM.
Discussion.— In real materials, the U(1) symmetry of the
order parameter is reduced to a discrete Zn=2,3,4,6 symmetry
due to lattice potentials. However, fractional charges can still
be localized at a vortex with discrete symmetry as long as the
phase θ of the order parameter winds 2pi around the vortex, as
in the case of Kekule textured graphene where three domains
with θ = 0, 2pi/3, 4pi/3, respectively, meet at a junction
with localized charges [25]. Bound charges at the junction
with Z4 symmetry proposed in 2D insulators with quantized
quadrupole moment [26] can also be explained by our theory.
Another interesting way to observe fractional bound charges
is to construct heterostructures composed of 2D topological
and normal insulators. For instance, a bound state should be
present at a junction where a QSHI and two ferromagnetic in-
sulators with opposite in-plane magnetization meet. Similar
heterostructures can be constructed for many 2D topological
crystalline insulators as discussed explicitly in SM.
One interesting direction for future research is to extend the
idea of symmetry protected topological vortices to defects of
various codimensions. For example, it is shown in Ref. 7 that a
point defect carrying fractional charges in 3D systems can be
described by using the Hamiltonian for five-dimensional in-
sulators whose topological invariant has the Chern-Simons 5-
form. Systematic classification of such defect structures tak-
ing into account space group symmetries is desirable to com-
plete the classification table for defect Hamiltonian beyond
the tenfold classification scheme proposed before [7].
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TWO DIFFERENT WAYS OF DESCRIBING CHARGE
FRACTIONALIZATION IN SSH MODEL
Here let us review the physics of charge fractionalization
described by the Su-Schriefer-Heeger (SSH) model [1]. The
Hamiltonian can be written as
HSSH =
∑
(t+ δti)a
†
iai+1 +H.c (S1)
where t is the hopping amplitude and its modulation is de-
scribed by δti = (−1)i∆. Also, we assume that the system
is half-filled. If ∆ is 0, the energy dispersion is gapless and
the unit cell contains one atom. However, when ∆ is non-
zero constant, gapped band structure appears and the unit cell
becomes doubled so that the size of the Brillouin zone is re-
duced by half. Spontaneous formation of lattice dimerization
gives rise to two degenerate ground states distinguished by the
opposite sign of the mass term ∆. Depending on the sign of
∆, the system becomes either trivial or topological. In our
convention, ∆ > 0 corresponds to the topological phase and
∆ < 0 corresponds to the trivial phase. At the boundary be-
tween topological and trivial phases, there exists a localized
zero mode wave function and the bound charge is quantized
into 1/2. Let us introduce two approaches to show the exis-
tence of fractional bound charges.
In the first approach, we solve the low energy Dirac equa-
tion given by
H(x) =
( −i∂x ∆(x)
∆¯(x) i∂x
)
. (S2)
Across the domain wall, ∆(x) changes from -∆0 to ∆0. The
equation satisfied by the zero mode solution isH(x)ψ(x) = 0
FIG. S1: (Color online) (a) An adiabatic cycle interpolating two in-
sulators with the charge polarization P1 = 0 and P1 = 1/2, re-
spectively. (b) Schematic figures describing the trivial (topological)
phase with the parameter θ = 0 (θ = pi)
where ψ(x) = (u(x), v(x))T . More explicitly,
−i∂xu(x) + ∆(x)v(x) = 0,
∆¯(x)u(x) + i∂xv(x) = 0. (S3)
Under the solitonic mass background, one can find a nor-
malizable zero energy wave function ψ(x) ∼ e−
∫ x
0
|∆(x′)|dx′ ,
which gives a half electric charge localized at the domain wall.
In the second approach, one can explain the existence of
fractional charge in terms of the bulk topological property. Let
us consider a Hamiltonian H(kx, θ) that varies adiabatically
along a circle parametrized by θ ∈ [0, 2pi] without closing a
bulk gap, as in Ref. [7] (See Fig. S1(a)). We assume that
Hamiltonian describes a trivial (topological) phase when θ =
0(pi) with the corresponding polarization P1 = 0 (P1 = 1/2).
To connect the two different gapped phases without closing
its bulk gap, the symmetry protecting the topological invariant
P1 must be broken between θ = 0 and pi, so that the charge
polarization evolves continuously as θ varies.
The bound charge between two insulators with P1 = 0 (θ =
0) and P1 = 1/2 (θ = pi) is expressed by the integral of the
polarization gradient
qbound =
∫
−∂iPidxi = 1/2 mod 1, (S4)
which indicates the half integral electric charge localized at
the domain wall.
Equivalently, the change of P1 can be described by the
change of the first Stiefel-Whitney invariant (w1)
∆w1 = w1|θ=pi − w1|θ=0 = 1
pi
∫
T 1
Tr[A]
∣∣∣∣θ=pi
θ=0
mod 2
(S5)
where w1 = 1pi
∫
T 1
Tr[A], which is nothing but the quantized
Berry phase of occupied bands [12]. Due to the PT symme-
try, w1 is quantized to be either 0 or 1 modulo 2. If inversion
symmetry exists separately, w1 can be computed by multi-
plying of the parity eigenvalues at the time reversal invariant
momenta (TRIM) [28, 29] as
(−1)w1 = (−1)N−occ(k=0)(−1)N−occ(k=pi) (S6)
6whereN−occ(Γi) is the number of occupied states with negative
parity at Γi.
Since the parametrized HamiltonianH(kx, θ) is PT invari-
ant only at θ = 0 and pi, PT symmetry can be implemented
as
(PT )H(kx, θ)(PT )
−1 = H(kx,−θ). (S7)
Interestingly, when θ is replaced as ky , the Hamiltonian
H(kx, ky) describes a 2D Chern insulator with MxT sym-
metry,
(MxT )H(kx, ky)(MxT )−1 = H(kx,−ky), (S8)
where (MxT )2 = 1. Since ∆w1 is identical to the Chern
number, ∆w1 = 1 implies that there is a nontrivial spectral
flow from the conduction to the valence bands during the adi-
abatic evolution of θ from 0 to 2pi, which corresponds to the
chiral edge mode of the Chern insulator [22]. Since the chiral
edge mode connects the valence and conduction bands, even
if chiral symmetry is broken, fractional charge should be lo-
calized between the topological and trivial phases in PT sym-
metric SSH model.
As shown in the main text, the fractional charges bound to
the vortex of the order parameter in two dimensions can also
be explained by the bulk topological response of the effective
Hamiltonian for axion insulators in three dimensions. Table
II compares the charge fractionalization at the domain wall of
the SSH model and that at the order parameter vortex of the
HCM model.
Domain wall of SSH model Vortex of HCM model
HD+1 Chern insulator Axion insulator
Invariant C1 = ∆w1 2P3 = ∆w2
TABLE II: Comparison of the charge fractionalization mechanism
at a domain wall in 1D systems described by the SSH model and
that at an order parameter vortex in 2D systems described by the
HCM model. Fractional charges localized at a point defect in D-
dimensional systems can be explained by the topological response of
the D + 1 dimensional effective Hamiltonian HD+1 (D=1,2).
NESTED WILSON LOOP
A Wilson loop is a gauge invariant observable whose eigen-
value spectrum contains the information on the topological
properties of the Hamiltonian. A Wilson loop operator is de-
fined by
W(k1+2pi,k2)←(k1,k2) ≡Wx,k
= lim
N→∞
FN−1FN−2 · · ·F1F0
= Pe−i
∮
C
Akdk, (S9)
where [Fi]nm = 〈um(ki+1, k2)|un(ki, k2)〉, ki = 2piN i and
m,n = 1, · · · , Nocc. Since a Wilson loop operator is unitary,
the eigenvalue equation is given by Wx,k|νjx,k〉 = eiν
j
x |νjx,k〉,
where νjx corresponds to Wannier center of jth Wannier
functions. It follows that the electron charge polarization
is expressed as px = 12pi
∑
j v
j
x = − i2pi log det[Wx,k] =
− 12pi
∮
Tr[Ak]dk. In the presence of PT symmetry, the set
of eigenvalues satisfy {νx} ≡ {−νx} mod 2pi, so that the po-
larization is quantized into either 0 or 1/2 modulo 1.
Recently, the nested Wilson loop method was developed to
study higher order topological properties [26, 30]. The proce-
dure for computing the nested Wilson loop is as follows. First,
we calculate a Wilson loop operator along a reciprocal vector
G1, where its eigenvalues are {eiν1(k2)}. Next, we choose a
certain subset of Wilson loop eigenvalues {ν1} and find the
corresponding Wannier eigenfunctions{|ν1(k2)〉}. With the
eigenfunctions, we calculate a Wilson loop operator along the
other reciprocal vectorG2, so we obtain a nested Wilson loop
operator W˜ as
W˜k2+2pi←k2 = W˜2 = lim
N→∞
F˜N−1F˜N−2 · · · F˜1F˜0, (S10)
where [F˜i]nm = 〈νm(ki+1)|νn(ki)〉, ki = 2piN i and m,n =
1, · · · , Nsub. Here Nsub denotes the number of the subbands
of a gapped Wilson loop spectrum. By using this method,
it is possible to detect the electric multipole moments of the
system [26, 30, 31].
FIG. S2: (Color online) (a) The determinant of nested Wilson loops
for the model Hamiltonian describing the Kekule textured graphene,
which is plotted for 0 ≤ θ ≤ pi. At θ = θc, det(W˜ ) changes
abruptly. (b) The Wilson loop spectrum at θ = 0. The spectrum
has a Dirac-like crossing point at k = 0, and the determinant of the
nested Wilson loop is −1. (c) The Wilson loop spectrum at θ = pi.
The Wilson loop spectrum of a trivial insulator has no band crossing
and the determinant of the nested Wilson loop is 1. (d) The Wilson
loop spectrum at θ = θc, where the gap is closed, which implies the
phase transition between det(W˜ ) = −1 and +1.
In the presence of PT symmetry, the Wilson loop spec-
trum satisfies {ν1} ≡ {−ν1} mod 2pi. Thus, ν1(k2) must
be 0, pi or exist as a pair {+ν,−ν}, so that the Wilson loop
7FIG. S3: (Color online) (a) sp2 orbitals on the honeycomb lattice.
When only nearest neighbor hopping is considered, electrons are lo-
calized at σ bonds. (b) The Wilson loop spectrum for core levels
composed of sp2 orbital exhibiting w2 = 1.
spectrum can be divided into two subsets that are centered at
either ν = 0 or ν = pi. We choose the Wannier sector centered
at ν = pi, and calculate the nested Wilson loop. Due to PT
symmetry, pν12 ≡ −p−ν12 mod 1, so that Wannier sector polar-
ization is quantized into 1/2 or 0 and the determinant of W˜ is
either -1 or 1, respectively [26, 30]. It is known that the de-
terminant of nested Wilson loop is the same as (−1)w2 [14].
For the Kekule textured graphene, PT (or C2zT ) symmetry
exists when θ = 0 or pi. In Fig. S2, the Wilson loop spectrum
of Kekule textured graphene is shown. As expected, det(W˜ )
is quantized to −1 for θ = 0 while det(W˜ ) is quantized to 1
for θ = 0. As θ varies, we observe that the Wilson loop spec-
trum undergoes a phase transition between θ = 0 and θ = pi.
det(W˜ ) changes abruptly and the gap of the Wilson spectrum
is closed at a critical point.
INFLUENCE OF CORE ELECTRONS TO THE HIGHER
ORDER BAND TOPOLOGY
To construct the tight-binding Hamlitonian for the Kekule
textured graphene, only pz orbitals are taken into account
since they are mainly responsible for the low energy electronic
property near the Fermi level. Core energy levels that are far
away from the Fermi level are assumed to have negligible ef-
fect. However, when the bulk topological invariant is con-
cerned, core levels far below the Fermi level can also play a
crucial role. For instance, in graphene, sp2 orbitals form core
levels below the Fermi level since the σ bonding between sp2
orbitals is stronger than the pi bonding between pz orbitals. To
see the effect of core energy level in higher order topological
physics, let us construct a simple tight-binding Hamiltonian
for sp2 orbitals, which only takes into account nearest neigh-
bor hopping,
H =
9∑
n=1
tσa
†
2i−1a2i +H.c, (S11)
where tσ is hopping parameter for a σ bonding and ai is the
annihilation operator of the i-th sp2 orbital. There are 9 sp2
orbitals filled in the unit cell as shown in Fig. S3(a). The en-
ergy eigenvalues are degenerate and the electronic bands are
dispersionless because electrons are localized between neigh-
boring two atoms. From the Wilson loop spectrum or the
parity eigenvalues at TRIM points, the Stiefel-Whitney in-
variant w2 turns out to be nontrivial. Thus, in Kekule tex-
tured graphene, when the lower energy levels are included,
the Kekule texture with θ = 0 becomes trivial (w2 = 0) while
that with θ = pi becomes nontrivial (w2 = 1) (See Fig. S3(b)).
However, since the change of w2 remains the same, and thus
fractional charges bound to vortices are also robust against the
adding additional bands below the Fermi level.
CLASSIFICATION OF AXION INSULATORS BY
CRYSTALLINE SYMMETRIES.
In the main text, we mentioned that space-time orientation
reversing symmetries quantize magnetoelectric polarizability
P3, and H3D(k) describes a 3D axion insulator. The corre-
sponding symmetries of H(kx, ky, θ = 0, pi) are P , T , Mz ,
C2zT , C4zP and C4zT . The quantized P3 of each 3D axion
insulator can be described by a pumping process of 2D in-
variants that are defined at two different symmetry invariant
planes with kz = 0 and pi. Among the symmetries, T and Mz
symmetric axion insulators are described by a pumping pro-
cess of topological phases with the first order band topology
(QSHI and mirror Chern insulators) and trivial phases. For the
other symmetries, the fractional charge at the order parameter
vortex is described by a pumping process of a higher order
topological insulator (HOTI) and a trivial insulator. Here, we
explicitly describe the low energy Hamiltonian and its physi-
cal property for each symmetry class.
FIG. S4: (Color online) (a) A heterostructure where fractional
charges are bound at the junction between a QSHI (θ = pi) and two
ferromagnetic insulators (FM, θ = ±α) with opposite in-plane mag-
netization. Since two FMs introduce surface mass terms with oppo-
site sign, a zero mode state is localized at the junction. (b) Similar
heterostructure for a mirror Chern insulator. (c) A vortex with Z3
symmetry relevant to Kekule textured graphene. (d) A vortex with
Z4 symmetry relevant to C4z symmetric insulators with a quantized
quadrupole moment.
8T symmetry.— 3D time reversal invariant Z2 TI is de-
scribed by a pumping process between a QSHI and a trivial
insulator defined at the kz = 0 and pi planes [32]. Let us note
that SOC is crucial since 2D AI class is trivial according to the
tenfold classification [33]. The low energy Hamiltonian for a
2D QSHI is
H(k) = i∂xτxσx + i∂yτxσy +Mτzσ0, (S12)
where Pauli matrices τ and σ represent orbital and spin de-
grees of freedom and time reversal symmetry is T = σyK
satisfying TH(k)T−1 = H(−k). The corresponding gapped
insulator should be either a QSHI (M > 0) or a trivial insula-
tor (M < 0) depending on the sign of the mass M [34]. The
Hamiltonian with a vortex can be expressed as
H(kx, ky, θ) = i∂xτxσx + i∂yτxσy
+ ∆ cos θτzσ0 + ∆ sin θτxσz, (S13)
where τxσz anticommutes with other matrices and it is odd
under time reversal symmetry, so that the vortex structure
breaks time-reversal symmetry except at θ = 0 (a trivial insu-
lator) and at θ = pi (a QSHI).
As shown in Fig. S4, a vortex structure can also be realized
at the junction where a QSHI (θ = pi) and two ferromagnetic
insulators (θ = ±α) with in-plane magnetization meet. The
Hamiltonian describing the gapless surface of the QSHI is
H0 = vF
∫
dx(ψ†Ri∂xψR − ψ†Li∂xψL),
= vF
∫
dxΨ†iσz∂xΨ, (S14)
where ψR/L is the right/left moving states and Ψ† =
(ψ†R, ψ
†
L). The ferromagnetic insulators introduce time-
reversal breaking mass terms that open the band gap of the
edge state. The resulting the surface Hamiltonian is H =
H0 + m1σx + m2σy . Parametrizing m1 = m cosφ, m2 =
m sinφ, the charge density at the magnetic domain is ex-
pressed as ρ = 12pi∂xφ [4]. When the spin direction is re-
versed, the sign of the mass terms is also reversed (φ→ φ+pi).
Thus, the mass gap is closed at the junction, indicating a zero-
mode state and fractional charges bound at the vortex center
Q =
∫
ρdx = 1/2 [27].
Mz symmetry.— ForMz symmetry, a mirror Chern num-
ber Cm can be defined on the kz = 0 and kz = pi planes. Cm
is given by the difference of the Chern number C of two sec-
tors with different mirror eigenvalues. The difference of the
mirror Chern numbers on these planes corresponds to 2P3,
that is, Cm(kz = 0) − Cm(kz = pi) ≡ 2P3 mod 2 [13].
Let us consider the low energy Hamiltonian describing a 2D
mirror Chern insulator (MCI).
H(k) = i∂xΓ1 + i∂yΓ2 +MΓ3, (S15)
where Γ1 = τxσx, Γ2 = τxσy , Γ3 = τz . The mirror operator
Mz = −iΓ1Γ2Γ3 = τzσz satisfies MzH(k)M−1z = H(k).
Considering the projection operator P± = 12 (1 ± τzσz),
the Hamiltonian can be expressed as a direct product of two
Hamiltonians that have opposite mirror eigenvalues: H =
P+H ⊕ P−H . Depending on the mass sign, the Hamiltonian
describes either a MCI (M > 0, H = HC=+1⊕HC=−1) or a
trivial insulator (M < 0) [35]. The Hamiltonian with a vortex
is given by
H(k, θ) = i∂xτxσx + i∂yτxσy
+ ∆1 cos θτzσ0 + ∆2 sin θτxσz, (S16)
where τxσz is odd under mirror symmetry, so that the vor-
tex structure breaks mirror symmetry except at θ = 0 and
pi. Similar to the case with T symmetry, a vortex structure is
realizable at a junction where a MCI and two mirror symme-
try broken insulators meet. As shown in the Fig. S5, in spin
orbit coupled systems, two ferromagnetic insulators with anti-
parallel in-plane magnetization break mirror symmetry, intro-
ducing surface mass terms with opposite sign, so that frac-
tional charges can be localized at the vortex core. In spinless
fermion systems, the ferromagnetic insulators can be replaced
by two ferroelectric insulators with anti-parallel out-of-plane
charge polarization.
P symmetry.— Except for the cases with T andMz sym-
metries, the quantized magnetoelectric polarizability P3 of the
axion insulators associated with other symmetries can be de-
scribed by the pumping process between a higher order topo-
logical insulator and a trivial insulator. The inversion symmet-
ric axion insulator can be described by the pumping process
between a C2z protected higher order TI and a trivial insula-
tor. The corresponding low energy Dirac Hamiltonian can be
written as
H(kx, ky, θ) = kxΓ1 + kyΓ2 +M cos θΓ3 +M sin θΓ4,
(S17)
where we take C2z = Γ3 = τz , Γ1 = τx, Γ2 = τyσz . One
can clearly see thatH(kx, ky, θ) isC2z symmetric only at θ =
0, pi. Since the coefficient of the Γ3 term has the opposite sign
at θ = 0 and θ = pi, the number of the occupied bands with the
negative C2z eigenvalue is also different by two. Let us note
that the Z2 invariant ν2D of a C2z symmetric 2D insulator is
expressed by the product of C2z eigenvalues at time reversal
invariant momenta (TRIM) Γi as
(−1)ν2D =
4∏
i=1
(−1)[N−occ(Γi)/2], (S18)
where N−occ(Γi) is the number of the occupied states with
the negative C2z eigenvalues at the momentum Γi. For a
2D higher order TI, ν2D ≡ 1 mod 2 and the correspond-
ing topological invariant for the axion insulator is given by
ν2D(kz = 0) − ν2D(kz = pi) ≡ 2P3 mod 2 [20]. The sec-
ond order topology of the ν2D = 1 phase can be understood
as follows. Using the symmetry representation of Γ matrices,
the above Dirac Hamiltonian at θ = 0, pi can be viewed as
9two copies of Chern insulators with the opposite Chern num-
bers. After suitable regularization by addition terms quadratic
in momentum, one can make H(θ = 0) to have a pair of
counter-propagating edge modes whereas H(θ = pi) has no
edge mode. Then by adding C2z symmetric mass terms to
H(θ = 0), one can find corner charges at the location where
the sign of the surface mass terms changes [36].
C4zP symmetry.— The C4zP invariant axion insulator can
be described by the pumping process between two different
C4z invariant insulators defined on the kz = 0 and kz = pi
planes [24]. For a 2D C4z invariant insulator, the corner
charge QC is quantized as QC = NC4 mod 1, where NC
denotes the number of electrons whose Wannier center is lo-
cated at the Wycoff position C. Thus, the higher order band
topology of 2D C4z invariant insulators is characterized by
a Z4 invariant. However, a C4zP symmetric axion insulator
is characterized by a Z2 invariant, which detects the differ-
ence of the corner charges defined on the kz = 0 and kz = pi
planes, respectively [24]. The Z2 nature arises because C2z
symmetry exists on every kz plane so that the set ofC2z eigen-
values on the kz = 0 and kz = pi planes must be same in an
insulating phase. Thus, the change of NC must be an even
integer such as
NC(kz = pi)−NC(kz = 0) = 0 or 2 mod 4. (S19)
Now let us consider the following low energy Dirac Hamil-
tonian
H(k, θ) = kxΓ1 + kyΓ2 +M cos θΓ3 +M sin θΓ4, (S20)
where Γ1 = σx, Γ2 = σy , Γ3 = τzσz , Γ4 = τyσz , Γ5 =
τxσz , and C4z =diag[1, i,−1,−i] = τz ⊗
(
1 0
0 i
)
. Then
from C4Γ1C−14 = Γ2 and C4Γ2C
−1
4 = −Γ1, one can see
the C4z invariance of the Hamiltonian at θ = 0, pi, that is,
C4H(k, θ = 0, pi)C−14 = H(C4k, θ = 0, pi).
At θ = 0, pi, the wave functions of the occupied states
are [0, 1, 0, 0]T and [0, 0, 1, 0]T when M > 0, with the cor-
responding C4z eigenvalues, i and −1, respectively. On the
other hand, when M < 0, the wave functions of the occupied
states are [1, 0, 0, 0]T and [0, 0, 0, 1]T with the corresponding
C4z eigenvalues, 1 and −i, respectively. One can clearly see
that the C2z eigenvalues of the occupied states remains the
same independent of the sign of M . In this case, ∆NC = 2
mod 4 as shown in Ref. [24], and the sign reversal of M de-
scribes the nontrivial Z2 invariant of the axion insulator.
On the other hand, when θ 6= 0, pi, C4z symmetry is broken
while C2z is preserved. This means that around a vortex core,
the system evolves continuously between two C4z invariant
insulators while keeping the C2z symmetry. Fig. S5 shows
an example of the lattice structure modulation around the vor-
tex. In real materials, since the U(1) symmetry of the order
parameter is reduced to a discrete Zn symmetry due to the
lattice potential. An example of Z4 vortex structure is shown
in Fig. S5 (a) in which fractional charges are localized at the
junction between four domains with θ = 0, pi/4, pi/2, 3pi/4,
FIG. S5: (Color online) (a) Schematic figure describing the lattice
structure around a vortex in a C4z invariant insulator. (b) Schematic
figure describing the C4zP symmetric axion insulator in momentum
space. Here the kz(θ) = 0 plane corresponds to the 2D insulator
with a quantized quadrupole moment while the kz(θ) = pi plane
corresponds to a trivial insulator.
respectively [10, 26]. Here the four domains are obtained due
to four different ways choosing the unit cell for given lattice
structure.
C2zT symmetry.— Let us first consider spinless fermion
systems. The low energy Dirac Hamiltonian describing a
C2zT invariant insulator can be written as
HD(θ) = −iΓ1∂1 − iΓ2∂2 +M cos θΓ3 +M sin θΓ4,
(S21)
where Γ1 = τx, Γ2 = σyτy , Γ3 = τz , Γ4 = σzτy ,
Γ5 = σxτy . Here we assume the following symmetry rep-
resentations C2z = Γ3 = τz , T = Γ3K, C2zT = K
where K denotes complex conjugation. One can easily see
that HD(θ = 0, pi) is C2zT invariant while M sin θΓ4 6= 0
breaks C2z and C2zT while keeping T invariance, and thus it
can connect two C2zT invariant insulators with distinct topo-
logical properties.
The higher order nature of C2zT invariant insulators can
be seen by following the similar idea as in the case of C2z
symmetric systems. Namely, HD(θ = 0, pi) can be con-
sidered as two copies of quantum Hall insulators with oppo-
site Chern numbers. Then after a suitable regularization, one
can make HD(θ = 0) to have a pair of counter-propagating
chiral edge modes whereas HD(θ = 0, pi) has no edge
state. By adding C2zT symmetric mass terms, corner charges
can be found at the domain wall of the surface mass terms.
Recently, it is shown that a C2zT invariant axion insulator,
dubbed a 3D strong Stiefel Whitney insulator (SWI), can be
described by using a pumping process between a 2D SWI
and a trivial insulator with the corresponding Z2 invariant
w2 = 1 and w2 = 0, respectively. Also, it is shown that
w2(kz = 0)− w2(kz = pi) ≡ 2P3 mod 2 [13, 20].
In spinful fermion systems, one can use a different basis for
symmetry representation. For instance, we can choose C2z =
iσy , T = iσyK, C2zT = K, and also Γ1 = σx, Γ2 = σz ,
Γ3 = σyτy , Γ4 = σyτx, Γ5 = σyτz where σ denotes the spin
degrees of freedom. One can see that Γ4 and Γ5 terms break
T symmetry while keeping C2z . Hence the vortex structure
breaks T when θ 6= 0, pi in spinful fermion systems. This can
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be contrast to the case of spinless fermion systems where the
vortex structure breaks C2z while keeping T .
C4zT symmetry.— The low energy Dirac Hamiltonian de-
scribing a QSHI protected by C4z and T is
H = −iΓ1∂1 − iΓ2∂2 +M cos θΓ3 +M sin θΓ4, (S22)
where Γ1 = σxτx, Γ2 = σyτx, Γ3 = τz , Γ4 = σzτx,
Γ5 = τy , C4 = cos(pi/4) + sin(pi/4)Γ1Γ2 and T = iσyK.
Using C4zΓ1C−14z = −Γ2, C4zΓ2C−14z = Γ1, one can eas-
ily check the invariance of the Hamiltonian under C4z and
T . Also Γ4 = σzτx and Γ5 = τy break T but satisfy C4z .
Hence a constant mass term M sin θΓ4 6= 0 describing a fer-
romagnetic ordering with out-of-plane magnetization, breaks
T while keeping C4z , and thus can connect two C4zT sym-
metric insulators with distinct topological properties.
The second order nature of the topological insulator pro-
tected by C4zT symmetry can be understood as follows. For
convenience, let us consider a disk-shaped finite-size system
with a circular boundary. We assume that M > 0 inside the
insulator and M < 0 outside the insulator. In polar coordi-
nates, the Hamiltonian is expressed as
H = −iΓ1(θ)∂r − iΓ2(θ)r−1∂θ +M(r)Γ3, (S23)
where Γ1(θ) = cos θΓ1 + sin θΓ2 and Γ2 = − sin θΓ1 +
cos θΓ2. Employing a projection operator P (θ) = 12 (1 +
iΓ1(θ)Γ3), we get a gapless surface Hamiltonian H|r=R =
−iR−1σ˜z∂θ, which is a characteristic of a QSHI. If T sym-
metry is broken but non-localC4T symmetry is protected, sur-
face mass terms are allowed: Hm = m4(r)Γ4 + m5(r)Γ5.
Projection to the surface gives Hm|r=R = m4σ˜x + m5σ˜y .
Under C4T symmetry, mass terms change sign: mi(r) =
−mi(C4r). Since two masses do not vanish simultaneously in
general, the system does not exhibit anomalous corner states.
However, in the presence of chiral symmetry, for instance,
Γ5HΓ
−1
5 = −H , m5 must vanish, so that C4z symmetric
corner states appear.
The corresponding lattice Hamiltonian describing a C4T
invariant axion insulator is proposed in Ref. [17] as
H(k) = (M + t
∑
i
cos ki)τzσ0 + ∆1
∑
i
sin kiτxσi
+ ∆2(cos kx − cos ky)τyσ0 (S24)
where −3 < M/t < −1. Between kz = 0 and pi, mass
term changes sign, which means that one of them describes
a second order topological insulator and the other is a trivial
insulator. Thus, the axion insulator exhibits a pumping pro-
cess between a 2D chiral symmetric second order topological
insulator and a trivial insulator. Similar to the case with T
symmetry, (C4zT )4 = −1 condition is crucial to define an
axion insulator phase. For instance, let us suppose that there
is C4zT symmetric chiral hinge modes for a finite size sys-
tem. On the top surface, there must be gapless modes that
respect C4zT symmetry. However, gapless modes are not pro-
tected for spinless fermion systems. Whereas gapless modes
are protected for spinful electron systems since +i and −i
eigenvalues of C2z symmetry are always paired due to C4zT
symmetry.
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