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Abstrat
In this paper we onstrut optimal, in ertain sense, estimates of values of linear funtionals on
solutions to two-point boundary value problems (BVPs) for systems of linear rst-order ordinary
dierential equations from observations whih are linear transformations of the same solutions
perturbed by additive random noises. It is assumed here that right-hand sides of equations and
boundary data as well as statistial harateristis of random noises in observations are not known
and belong to ertain given sets in orresponding funtional spaes. This leads to the neessity
of introduing minimax statement of an estimation problem when optimal estimates are dened
as linear, with respet to observations, estimates for whih the maximum of mean square error of
estimation taken over the above-mentioned sets attains minimal value. Suh estimates are alled
minimax estimates.
We establish that the minimax estimates are expressed via solutions of some systems of dier-
ential equations of speial type.
Similar estimation problems for solutions of BVPs for linear dierential equations of order n
with general boundary onditions are onsidered.
We also elaborate minimax estimation methods under inomplete data of unknown right-hand
sides of equations and boundary data and obtain representations for the orresponding minimax
estimates.
In all the ases estimation errors are determined.
Introdution
Minimax estimation is studied in a big number of works; one may refer e.g. to [9℄[12℄ and the
bibliography therein.
Let us formulate a general approah to the problem. If a state of a system is desribed by a linear
ordinary dierential equation
dx(t)
dt
= Ax(t) +Bv1(t), x(t0) = x0,
and a funtion y(t) is observed in a time interval [t0, T ], where y(t) = Hx(t)+v2(t), x(t) ∈ Rn, v2 ∈ Rm,
y ∈ Rm, and A, B, H are known matries, the minimax estimation problem onsists in the most aurate
determination of a funtion x(t) at the "worst" realization of unknown quantities (x0, v1(·), v2(·)) taken
from a ertain set. N.N. Krasovskii was the rst who stated this problem in [10℄. Under dierent
onstraints imposed on funtion v2(t) and for known funtion v1(t) he proposed various methods of
estimating inner produts (a, x(T )) in the lass of operations linear with respet to observations that
minimize the maximal error. Later these estimates were alled minimax a priori estimates (see [10℄,
[12℄).
Fundamental results onerning estimation under unertainties were obtained by A. B. Kurzhanskii
(see [12℄, [13℄).
The duality priniple elaborated in [10℄, [12℄, and [9℄ proved its eieny for the determination of
minimax estimates [9℄. Aording to this priniple, nding minimax a priori estimates an be redued
to a ertain problem of optimal ontrol of a system; this approah enabled one to obtain, under ertain
restritions, reurrent equations, namely, the minimax KalmanBuy lter (see [9℄).
In this work we onsider the problems of minimax estimation of solutions to two-point boundary
value problems (BVPs) for systems of linear rst-order ordinary dierential equations. We nd general
form of the minimax estimates of solutions from observations on an interval and determine estimation
errors.
In the seond part of the work (setion 6 and 7) we formulate and solve the problems of estimation
under inomplete data of the values of linear funtionals from solutions and right-hand sides of linear
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dierential equations of order n with general boundary onditions. Additional diulties that arise in
the ourse of the analysis of these estimation problems are onneted with (i) the neessity of imposing
ertain solvability onditions on the data (right-hand sides of the equations and boundary onditions)
and (ii) that their solutions are determined up to solutions of the orresponding homogeneous problems.
1 Preliminaries and auxiliary results
Assume that it is given a vetor-funtion f(t) = (f1(t), f2(t) . . . fn(t))
T
with the omponents belonging
to spae L2(0, T ) and vetors f0 = (f
(0)
1 , f
(0)
2 , . . . , f
(0)
m )T ∈ Rm and f1 = (f (1)1 , f (1)2 , . . . , f (1)n−m)T ∈ Rn−m.
Consider the following BVP: nd a vetor-funtion ϕ(t) = (ϕ1(t), ϕ2(t) . . . , ϕn(t))
T ∈ H1(0, T )n that
satises a system of linear rst-order ordinary dierential equations
dϕ(t)
dt
+ Aϕ(t) = f(t), t ∈ (0, T ), (1.1)
almost everywhere on an interval (0, T ) and the boundary onditions
B0ϕ(0) = f0, B1ϕ(T ) = f1 (1.2)
at the points 0 and T . Here A = A(t) is an n × n matrix with the entries aij = aij(t) ontinuous on
[0, T ], dϕ(t)
dt
= (dϕ1(t)
dt
, dϕ2(t)
dt
. . . , dϕn(t)
dt
)T , B0 = {b(0)rs }, r = 1, m, s = 1, n, and B1 = {b(1)rs }, r = 1, n−m,
s = 1, n, are m×n and (n−m)×n matries of rank m and n−m, respetively, T denotes transposition,
and H1(a, b) is a spae of funtions absolutely ontinuous on [a, b] for whih the derivative that exists
almost everywhere on (a, b) belongs to spae L2(a, b).
The problem of nding a funtion ϕ(t) that satises on (0, T ) the equation
dϕ(t)
dt
+ Aϕ(t) = 0, (1.3)
and the boundary onditions
B0ϕ(0) = 0, B1ϕ(T ) = 0 (1.4)
will be alled the homogeneous BVP orresponding to BVP (1.1), (1.2).
The solution ϕ(t) ≡ 0 to homogeneous BVP (1.3), (1.4) is alled the trivial solution.
BVP (1.1), (1.2) an be written in a salar form:
ϕ′1(t) + a11ϕ1(t) + a12ϕ2(t) + · · ·+ a1nϕn(t) = f1(t),
ϕ′2(t) + a21ϕ1(t) + a22ϕ2(t) + · · ·+ a2nϕn(t) = f1(t),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
ϕ′n(t) + an1ϕ1(t) + an2ϕ2(t) + · · ·+ annϕn(t) = fn(t),
(1.5)
Ui(ϕ) :=
n∑
q=1
b
(0)
iq ϕq(0) = f
(0)
i , i = 1, m,
Um+i(ϕ) :=
n∑
q=1
b
(1)
iq ϕq(T ) = f
(1)
i , i = 1, n−m.
(1.6)
Let
ϕ(i)(t) = (ϕ
(i)
1 (t), ϕ
(i)
2 (t) . . . , ϕ
(i)
n (t))
T , i = 1, n, (1.7)
be a fundamental system of solutions to (1.3) (for the denition, see e.g. [8℄ p. 179). Then the solutions
to (1.3), (1.4) have the form
ϕ(t) = c1ϕ
(1)(t) + c2ϕ
(2)(t) + · · ·+ cnϕ(n)(t),
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where, by virtue of (1.4), onstants c1, c2, . . . , cn must be suh that
c1U1(ϕ
(1)) + c2U1(ϕ
(2)) + · · ·+ cnU1(ϕ(n)) = 0,
c1U2(ϕ
(1)) + c2U2(ϕ
(2)) + · · ·+ cnU2(ϕ(n)) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ··,
c1Un(ϕ
(1)) + c2Un(ϕ
(2)) + · · ·+ cnUn(ϕ(n)) = 0.
(1.8)
Thus, if the matrix 
U1(ϕ
(1)) U1(ϕ
(2)) · · · U1(ϕ(n))
U2(ϕ
(1)) U2(ϕ
(2)) · · · U2(ϕ(n))
· · · · · · · · · · · ·
Un(ϕ
(1)) Un(ϕ
(2)) · · · Un(ϕ(n))
 (1.9)
has rank n, the homogeneous BVP has only the trivial solution. The inverse statement is also valid:
if the homogeneous BVP has only the trivial solution then the rank of matrix (1.9) equals n. Indeed,
following the reasoning that an be found e.g. in [4℄, assume that the rank of this matrix is r < n; then
system (1.8) would have n− r linearly independent solutions c(i) = (c(i)1 , . . . , c(i)n )T , i = 1, n− r (see e.g.
[7℄, p. 85). Let us show that if this assumption holds then the funtions
ϕ˜(i)(x) = c
(i)
1 ϕ
(1)(x) + · · ·+ c(i)n ϕ(n)(x) i = 1, n− r, (1.10)
satisfying onditions (1.3), (1.4) will be linearly independent; that is, the equality
n−r∑
i=1
αiϕ˜
(i)(x) = 0 (1.11)
is fullled only at αi = 0, i = 1, n− r. Substituting (1.10) into (1.11), we have
n−r∑
i=1
αi
n∑
k=1
c
(i)
k ϕ
(k)(x) =
n∑
k=1
ϕ(k)(x)
n−r∑
i=1
αic
(i)
k =
n∑
k=1
βkϕ
(k)(x) = 0,
where βk =
∑n−r
i=1 αic
(i)
k . However, vetor-funtions ϕ
(k)(x), k = 1, n, are linearly independent; therefore,
βk = 0, k = 1, n, or
∑n−r
i=1 αic
(i)
k = 0, k = 1, n. Then all αi = 0, i = 1, n− r, beause vetors
c(i) = (c
(i)
1 , . . . , c
(i)
n )T , i = 1, n− r, are linearly independent. Next, linear independene of funtions
(1.10) satisfying (1.3), (1.4), ontradits the assumption that BVP (1.3), (1.4) has only the trivial
solution whih means that the rank of matrix (1.9) is n.
Assume in what follows that homogeneous BVP (1.3), (1.4) orresponding to BVP (1.1), (1.2)
has only the trivial solution. Show that under this assumption, initial BVP (1.1), (1.2) is uniquely
solvable at any right-hand sides f(t) = (f1(t), f2(t) . . . fn(t))
T , f0 = (f
(0)
1 , f
(0)
2 , . . . , f
(0)
m )T ∈ Rm, and
f1 = (f
(1)
1 , f
(1)
2 , . . . , f
(1)
n−m)
T ∈ Rn−m.
Indeed, let (1.7) be a fundamental system of solutions to homogeneous system (1.3) and ϕ(0)(t) =
(ϕ
(0)
1 (t), ϕ
(0)
2 (t) . . . , ϕ
(0)
n (t))T a partiular solution to (1.1). Then the general solution to system (1.1) or
to equivalent system (1.5) has the form
ϕ(t) = c1ϕ
(1)(t) + c2ϕ
(2)(t) + · · ·+ cnϕ(n)(t) + ϕ(0)(t),
where ci = onst. This solution satises onditions (1.2) or equivalent onditions (1.6) if oeients
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ci, i = 1, n, satisfy the system of linear algebrai equations
c1U1(ϕ
(1)) + c2U1(ϕ
(2)) + · · ·+ cnU1(ϕ(n)) = f (0)1 − U1(ϕ(0)),
c1U2(ϕ
(1)) + c2U2(ϕ
(2)) + · · ·+ cnU2(ϕ(n)) = f (0)2 − U2(ϕ(0)),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·,
c1Um(ϕ
(1)) + c2Um(ϕ
(2)) + · · ·+ cnUm(ϕ(n)) = f (0)m − Um(ϕ(0)),
c1Um+1(ϕ
(1)) + c2Um+1(ϕ
(2)) + · · ·+ cnUm+1(ϕ(n)) = f (1)1 − Um+1(ϕ(0)),
c1Um+2(ϕ
(1)) + c2Um+2(ϕ
(2)) + · · ·+ cnUm+2(ϕ(n)) = f (1)2 − Um+2(ϕ(0)),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·,
c1Un(ϕ
(1)) + c2Un(ϕ
(2)) + · · ·+ cnUn(ϕ(n)) = f (1)n−m − Un(ϕ(0)).
(1.12)
The rank of matrix (1.9) of this system is n beause homogeneous BVP (1.3), (1.4) has only the trivial
solution. Therefore, system (1.12) and, onsequently, BVP (1.1), (1.2), have the unique solution. We
have proved the following
Theorem 1.1. Inhomogeneous BVP (1.1), (1.2) is uniquely solvable if and only if the orresponding
homogeneous BVP (1.3), (1.4) has only the trivial solution.
Formulate the notion of a BVP onjugate to (1.1), (1.2). To this end, introdue the following
designations: Ek is the k×k unit matrix; Ok,r is the k×r null matrix; B01 = {b(0)rik}, r = 1, m, k = 1, m,
is a square nondegenerate m×m submatrix of the matrix B0 = {b(0)rs }, r = 1, m, s = 1, n; B02 = {b(0)rjl},
r = 1, m, l = 1, n−m, is an m × (n − m) submatrix of B0 obtained as a result of deleting in B0 all
olumns of matrix B01 (so that {j1, . . . , jn−m} = {1, . . . , n} \ {i1, . . . , im}); Bˆ0 = (−BT02(BT01)−1, En−m)
is an (n−m)× n matrix suh that its ikth olumn equals kth olumn of matrix −BT02(BT01)−1 (its size
is (n − m) × m), k = 1, m, and jlth olumn equals lth olumn of matrix En−m, l = 1, n−m; B¯0 =
((BT01)
−1, Om,n−m) is an m× n matrix suh that its ikth olumn equals k−th olumn of matrix (BT01)−1,
k = 1, m, and jlth olumn equals lth olumn of matrix Om,n−m, l = 1, n−m; B˜0 = (On−m,m, En−m) is
an (n −m) × n matrix suh that its ikth olumn equals kth olumn of matrix On−m,m, k = 1, m, and
jlth olumn equals lth olumn of matrix En−m, l = 1, n−m.
Introdue more similar notations: B11 = {b(1)ri′
k
}, r = 1, n−m, k = 1, n−m, is a square nondegen-
erate (n − m) × (n − m) submatrix of the matrix B1 = {b(1)rs }, r = 1, n−m, s = 1, n; B12 = {b(1)rj′
l
},
r = 1, n−m, l = 1, m, is a (n−m)×m submatrix of the matrix B1 obtained as a result of deleting in B1
all olumns of matrix B11 (so that {j′1, . . . , j′m} = {1, . . . , n} \ {i′1, . . . , i′n−m}); Bˆ1 = (−BT12(BT11)−1, Em)
is an m × n matrix suh that its i′kth olumn equals kth olumn of matrix −BT12(BT11)−1 (the size
of the latter is m × (n − m)), k = 1, n−m, and j′lth olumn equals lth olumn of matrix Em,
l = 1, m; B¯1 = ((B
T
11)
−1, On−m,m) is an (n − m) × n matrix suh that its i′kth olumn equals kth
olumn of matrix (BT11)
−1, k = 1, n−m, and j′lth olumn equals lth olumn of matrix On−m,m, l = 1, m;
B˜1 = (Om,n−m, Em) is an m× n matrix suh that its i′kth olumn equals kth olumn of matrix Om,n−m,
k = 1, n−m, and j′lth olumn equals lth olumn of matrix Em, l = 1, m.
By
(u, v)N =
N∑
i=1
uivi
we will denote the inner produt of vetors u = (u1, . . . , uN)
T
and v = (v1, . . . , vN)
T
in the Eulidean
spae RN . Set
L =
d
dt
+ A,
then
Lϕ(t) =
dϕ(t)
dt
+ Aϕ(t).
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Calulate the inner produt of both sides of the latter equality and the vetor-funtion ψ(t) =
(ψ1(t), . . . , ψn(t))
T
and integrate the result from 0 to T to obtain∫ T
0
(Lϕ(t), ψ(t))ndt =
∫ T
0
(
dϕ(t)
dt
+ Aϕ(t), ψ(t)
)
n
dt
=
∫ T
0
(
dϕ(t)
dt
, ψ(t)
)
n
dt+
∫ T
0
(Aϕ(t), ψ(t))n dt
=
∫ T
0
n∑
i=1
dϕi(t)
dt
ψi(t)dt+
∫ T
0
n∑
i=1
n∑
j=1
aijϕj(t)ψi(t)dt
=
n∑
i=1
ϕi(t)ψi(t)
∣∣T
0 −
∫ T
0
n∑
i=1
dψi(t)
dt
ϕi(t)dt+
∫ T
0
n∑
j=1
(
n∑
i=1
aijψi(t)ϕj(t)
)
dt
=(ϕ(T ), ψ(T ))n− (ϕ(0), ψ(0))n−
∫ T
0
(
dψ(t)
dt
, ϕ(t)
)
n
dt+
∫ T
0
n∑
i=1
(
n∑
j=1
aijψj(t)ϕi(t)
)
dt
= (ϕ(T ), ψ(T ))n − (ϕ(0), ψ(0))n +
∫ T
0
(
−dψ(t)
dt
, ϕ(t)
)
n
dt+
∫ T
0
(
ϕ(t), ATψ(t)
)
n
dt
= (ϕ(T ), ψ(T ))n − (ϕ(0), ψ(0))n +
∫ T
0
(ϕ(t), L∗ψ(t))n , (1.13)
where the dierential operator
L∗ = − d
dt
+ AT
will be alled formally onjugate to operator L.
Let us show that the integrands in (1.13) an be represented as
(ψ(T ), ϕ(T ))n − (ψ(0), ϕ(0))n = (B¯1ψ(T ), B1ϕ(T ))n−m + (Bˆ1ψ(T ), B˜1ϕ(T ))m
− (B¯0ψ(0), B0ϕ(0))m − (Bˆ0ψ(0), B˜0ϕ(0))n−m. (1.14)
Note rst that
B0ϕ(0) =

∑n
q=1 b
(0)
1q ϕq(0)
.
.
.∑n
q=1 b
(0)
nq ϕq(0)
 =

∑n
k=1 b
(0)
1ik
ϕik(0) +
∑n−m
l=1 b
(0)
1jl
ϕjl(0)
.
.
.∑n
k=1 b
(0)
mik
ϕik(0) +
∑n−m
l=1 b
(0)
mjl
ϕjl(0)

= B01ϕ
(0)
1 (0) +B02ϕ
(0)
2 (0),
where
ϕ
(0)
1 (0) :=
 ϕi1(0)..
.
ϕim(0)
 , ϕ(0)2 (0) :=
 ϕj1(0)..
.
ϕjn−m(0)
 .
Then ϕ
(0)
1 (0) = B
−1
01 B0ϕ(0)− B−101 B02ϕ(0)2 (0), and
(ψ(0), ϕ(0))n = (ψ
(0)
1 (0), ϕ
(0)
1 (0))m + (ψ
(0)
2 (0), ϕ
(0)
2 (0))n−m
= (ψ
(0)
1 (0), B
−1
01 B0ϕ(0))m − (ψ(0)1 (0), B−101 B02ϕ(0)2 (0))m + (ψ(0)2 (0), ϕ(0)2 (0))n−m
= (B¯0ψ(0), B0ϕ(0))m − (BT02(BT01)−1ψ(0)1 (0), ϕ(0)2 (0))n−m + (ψ(0)2 (0), ϕ(0)2 (0))n−m
7
= (B¯0ψ(0), B0ϕ(0))m + ((−BT02(BT01)−1, 0)ψ(0), ϕ(0)2 (0))n−m
+
(
(0, En−m)ψ(0), ϕ
(0)
2 (0)
)
n−m
,
where ψ
(0)
1 (0) and ψ
(0)
2 (0) are vetors omposed of omponents of vetor ψ(0) with the numbers equal
to the numbers of omponents of vetors ϕ
(0)
1 (0) and ϕ
(0)
2 (0), respetively. Taking into aount that
(−BT02(BT01)−1, On−m,n−m) + (On−m,m, En−m) = (−BT02(BT01)−1, En−m) = Bˆ0,
we have
(ψ(0), ϕ(0))n = (B¯0ψ(0), B0ϕ(0))m + (Bˆ0ψ(0), B˜0ϕ(0))n−m.
Thus
(ψ(T ), ϕ(T ))n = (B¯1ψ(T ), B1ϕ(T ))n−m + (Bˆ1ψ(T ), B˜1ϕ(T ))m.
These two equalities yield representation (1.14); using the latter and (1.13), we obtain∫ T
0
(Lϕ(t), ψ(t))ndt = (B¯1ψ(T ), B1ϕ(T ))n−m + (Bˆ1ψ(T ), B˜1ϕ(T ))m
− (B¯0ψ(0), B0ϕ(0))m − (Bˆ0ψ(0), B˜0ϕ(0))n−m +
∫ T
0
(ϕ(t), L∗ψ(t))n . (1.15)
In order to write the sum of the rst four terms on the right-hand side of (1.15) in a salar form,
introdue the following notations: Un+1(ϕ)..
.
U2n−m(ϕ)
 := B˜0ϕ(0) =

∑n
q=1 b˜
(0)
1q ϕq(0)
.
.
.∑n
q=1 b˜
(0)
n−m,qϕq(0)
 , (1.16)
 U2n−m+1(ϕ)..
.
U2n(ϕ)
 := B˜1ϕ(T ) =

∑n
q=1 b˜
(1)
1q ϕq(T )
.
.
.∑n
q=1 b˜
(1)
m,qϕq(T )
 , (1.17)
 V2n(ψ)..
.
V2n−m+1(ψ)
 := B¯0ψ(0) =

∑n
q=1 b¯
(0)
1q ψq(0)
.
.
.∑n
q=1 b¯
(0)
m,qψq(0)
 , (1.18)
 V2n−m(ψ)..
.
Vn+1(ψ)
 := B¯1ψ(T ) =

∑n
q=1 b¯
(1)
1q ψq(T )
.
.
.∑n
q=1 b¯
(1)
n−m,qψq(T )
 , (1.19)
 Vn(ψ)..
.
Vm+1(ψ)
 := Bˆ0ψ(0) =

∑n
q=1 bˆ
(0)
1q ψq(0)
.
.
.∑n
q=1 bˆ
(0)
n−m,qψq(0)
 , (1.20)
 Vm(ψ)..
.
V1(ψ)
 := Bˆ1ψ(T ) =

∑n
q=1 bˆ
(1)
1q ψq(T )
.
.
.∑n
q=1 bˆ
(1)
m,qψq(T )
 . (1.21)
The equality (1.15) an be written as∫ T
0
(Lϕ(t), ψ(t))ndt−
∫ T
0
(ϕ(t), L∗ψ(t))n
8
= −U1(ϕ)V2n(ψ)− U2(ϕ)V2n−1(ψ)− · · · − Um(ϕ)V2n−m+1(ψ)
+Um+1(ϕ)V2n−m(ψ) + Um+2(ϕ)V2n−m−1(ψ) + · · ·+ Un(ϕ)Vn+1(ψ)
−Un+1(ϕ)Vn(ψ)− Un+2(ϕ)Vn−1(ψ)− · · · − U2n−m(ϕ)Vm+1(ψ)
+ U2n−m+1(ϕ)Vm(ψ) + U2n−m+2(ϕ)Vm−1(ψ) + · · ·+ U2n(ϕ)V1(ψ). (1.22)
Now we an introdue the notion of the onjugate BVP.
Corollary 1.1. The homogeneous BVP
L∗ψ(t) = 0, t ∈ (0, T ), (1.23)
Bˆ0ψ(0) = 0, Bˆ1ψ(T ) = 0, (1.24)
is alled onjugate to homogeneous BVP (1.3), (1.4).
Corollary 1.2. The inhomogeneous BVP
L∗ψ(t) = f˜(t), t ∈ (0, T ), (1.25)
Bˆ0ψ(0) = f˜0, Bˆ1ψ(T ) = f˜1, (1.26)
is alled onjugate to inhomogeneous BVP (1.1), (1.2).
Using designations (1.6) and (1.16)(1.21), we an write BVP (1.23), (1.24) onjugate to BVP (1.3),
(1.4) in the salar form:
−ψ′1(t) + a11ψ1(t) + a21ψ2(t) + · · ·+ an1ψn(t) = 0,
−ψ′2(t) + a12ψ1(t) + a22ψ2(t) + · · ·+ an2ψn(t) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
−ψ′n(t) + a1nψ1(t) + a2nψ2(t) + · · ·+ annψn(t) = 0,
(1.27)
Vi(ψ) := 0, i = 1, n. (1.28)
Let z(1)(t), z(2)(t), . . . , z(n)(t) is a fundamental system of solutions to the homogeneous system L∗ψ(t) =
0. Show that the rank of matrix
V1(z
(1)) V1(z
(2)) · · · V1(z(n))
V2(z
(1)) V2(z
(2)) · · · V2(z(n))
· · · · · · · · · · · ·
Vn(z
(1)) Vn(z
(2)) · · · Vn(z(n))
 (1.29)
equals n. Assume that it is wrong and the rank of matrix (1.29) is r < n. Every solution of the equation
L∗ψ(t) = 0 and, in partiular, of homogeneous BVP (1.27), (1.28) has the form
ψ(t) = c1z
(1)(t) + · · ·+ cnz(n)(t),
where ck = onst, k = 1, n. Substituting the latter into (1.28), we obtain a homogeneous linear equation
system
V1(ψ) = c1V1(z
(1)) + · · ·+ cnV1(z(n)) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·,
Vn(ψ) = c1Vn(z
(1)) + · · ·+ cnVn(z(n)) = 0
(1.30)
with respet to onstants ck, k = 1, n. Sine the rank of the system matrix equals r and r < n, system
(1.30) has n−r linearly independent solutions c(i) = (c(i)1 , . . . , c(i)n )T , i = 1, n− r; therefore, the funtions
ψ(i)(t) = c
(i)
1 z
(1)(t) + · · ·+ cnz(n)(t),
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whih solve onjugate homogeneous BVP (1.27), (1.28) will be linearly independent (in line with the
reasoning on p. 5).
If now ψ(t) is a solution to homogeneous BVP (1.27), (1.28), then, if we set ϕ(t) = ϕ(i)(t), where
ϕ(i)(t), i = 1, n is the fundamental system of solutions to the homogeneous equation Lϕ(t) = 0, the
integrals in (1.22) vanish. Also, V1(ψ) = V2(ψ) = . . . = Vn(ψ) = 0, and therefore, (1.22) takes the form
U1(ϕ
(1))(−V2n(ψ))+· · ·+Um(ϕ(1))(−V2n−m+1(ψ))+Um+1(ϕ(1))V2n−m(ψ)+· · ·+Un(ϕ(1))Vn+1(ψ) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·,
U1(ϕ
(n))(−V2n(ψ))+· · ·+Um(ϕ(n))(−V2n−m+1(ψ))+Um+1(ϕ(n))V2n−m(ψ)+· · ·+Un(ϕ(n))Vn+1(ψ) = 0.
(1.31)
This system has n− r linearly independent solutions
− V2n(ψ(i)), · · · , −V2n−m+1(ψ(i)), V2n−m(ψ(i)), · · · , Vn+1(ψ(i)) (i = 1, 2, . . . , n− r), (1.32)
Indeed, if we assume their linear dependene, then the rank of matrix Vn+1(ψ(1)) · · · V2n−m(ψ(1)) −V2n−m+1(ψ(1)) · · · −V2n(ψ(1))· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Vn+1(ψ
(n−r)) · · · V2n−m(ψ((n−r))) −V2n−m+1(ψ((n−r))) · · · −V2n(ψ((n−r)))

(1.33)
will be less than n − r. However, sine the rank of (1.33) equals the maximum number of its linearly
independent rows, there exist numbers a1, . . . , an−r, suh that at least one of them is nonzero and
a1Vi(ψ
(1)) + a2Vi(ψ
(2)) + · · ·+ an−rVi(ψ(n−r)) = 0, i = n+ 1, 2n
or
Vi
(
a1ψ
(1) + a2ψ
(2) + · · ·+ an−rψ(n−r)
)
= 0, i = n + 1, 2n.
Thus, setting
ψ(t) = a1ψ
(1)(t) + a2ψ
(2)(t) + · · ·+ an−rψ(n−r)(t), (1.34)
we have
Vi(ψ) = 0 (i = 1, 2, . . . , n, n+ 1, . . . , 2n);
in a more detailed form
bˆ
(1)
m1ψ1(T ) + · · ·+ bˆ(1)mnψn(T ) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
bˆ
(1)
11 ψ1(T ) + · · ·+ bˆ(1)1nψn(T ) = 0,
bˆ
(0)
n−m,1ψ1(0) + · · ·+ bˆ(0)n−m,nψn(0) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
bˆ
(0)
11 ψ1(0) + · · ·+ bˆ(0)1nψn(0) = 0,
b¯
(1)
n−m,1ψ1(T ) + · · ·+ b¯(1)n−m,nψn(T ) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
b¯
(1)
11 ψ1(T ) + · · ·+ b¯(1)1nψn(T ) = 0,
b¯
(0)
m,1ψ1(0) + · · ·+ b¯(0)m,nψn(0) = 0,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
b¯
(0)
11 ψ1(0) + · · ·+ b¯(0)1nψn(0) = 0. (1.35)
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Show that the determinant of the 2n× 2n matrix
0 · · · 0 bˆ(1)m1 · · · bˆ(1)mn
· · · · · · · · · · · · · · · · · ·
0 · · · 0 bˆ(1)11 · · · bˆ(1)1n
bˆ
(0)
n−m,1 · · · bˆ(0)n−m,n 0 · · · 0
· · · · · · · · · · · · · · · · · ·
bˆ
(0)
11 · · · bˆ(0)1n 0 · · · 0
0 · · · 0 b¯(1)n−m,1 · · · b¯(1)n−m,n
· · · · · · · · · · · · · · · · · ·
0 · · · 0 b¯(1)11 · · · b¯(1)1n
b¯
(0)
m,1 · · · b¯(0)m,n 0 · · · 0
· · · · · · · · · · · · · · · · · ·
b¯
(0)
11 · · · b¯(0)1n 0 · · · 0

:= G (1.36)
of system (1.35) with respet to ψ1(0), . . . , ψn(0), ψ1(T ), . . . , ψn(T ) is not equal to zero. By virtue of
the Laplae theorem (see, e.g. [7℄, p. 51), the sum of all nth order minors in the last n rows of matrix
G multiplied by their algebrai omplements equals the matrix determinant. However, in the rows of
matrix G that have numbers n + 1, . . . , 2n there is only one nth order minor: its elements are in the
olumns with numbers i1, . . . , im and rows with numbers 2n−m+ 1, . . . 2n that form matrix (BT01)−1,
and also in the olumns n + i′1, . . . , n + i
′
m and rows n + 1, . . . , 2n−m that form matrix (BT11)−1. Its
omplement equals the determinant situated in in the rows 1, . . . , m and olumns n + j′1, . . . , n + j
′
l
forming a matrix Em, and also in the rows m+1, . . . , n and olumns j1, . . . , jl forming a matrix En−m.
Calulating these minors with the help of the Laplae theorem, we obtain
detG = (−1)i1+···+im+2n−m+1+···+2n+n+i′1+···+n+i′n−m+(n+1)+···+2n−m×
×(−1)i1+···+im+2n−m+1+···+2ndet (BT01)−1det (BT11)−1(−1)n+j
′
1
+···+n+j′m+1+···+m =
= (−1)i′1+···+i′n−m+j′1+···+j′m(−1)n2(−1)1+···+m+(n+1)+···+2n−mdet (BT01)−1det (BT11)−1 =
= (−1)m2det (BT01)−1det (BT11)−1 =
(−1)m
detB01detB11
6= 0.
Thus, linear equation system (1.35) has only the trivial solution ψ1(0) = · · · = ψn(0) = ψ1(T ) = · · · =
ψn(T ) = 0; therefore, ψ(t) ≡ 0 whih ontradits the linear independene of funtions ψ(1)(t), . . . ,
ψ(n−r)(t) (see equality (1.34)). Finally, linear equation system (1.31) has n − r linearly independent
solutions (1.32) so that the rank of matrix (1.9) of system (1.31) does not exeed r whih is impossible
beause this rank equals n aording to the assumption.
We see that our initial assumption that the rank of matrix (1.29) is less than n leads to ontradition.
Consequently, the rank of this matrix equals n and homogeneous BVP (1.3), (1.4) has only the trivial
solution.
The reasoning above shows that the following statement is valid.
Theorem 1.2. If homogeneous BVP (1.3), (1.4) has only the trivial solution, then the orresponding
onjugate BVP (1.23), (1.24) also has only the trivial solution.
Theorem 1.3. Under the onditions of Theorem 2 inhomogeneous BVP (1.25), (1.26) has one and
only one solution.
Proof. Aording to Theorem 2, BVP (1.23), (1.24) onjugate to (1.3), (1.4) has only the trivial solution.
Literally repeating the proof of Theorem 1, we obtain the required result.
11
2 Statement of the minimax estimation problem and its redu-
tion to an optimal ontrol problem
Let a vetor-funtion
y(t) = H(t)ϕ(t) + ξ(t), (2.1)
with the values form the spae Rl be observed on an interval (α, β) ⊆ (0, T ); here H(t) is an l × n
matrix with the entries that are ontinuous funtions on [α, β], ξ(t) is a random vetor proess with zero
expetation Mξ(t) and unknown l × l orrelation matrix R(t, s) = Mξ(t)ξT (s). Let a vetor-funtion
ϕ(t) be a solution to BVP (1.1), (1.2).
Denote by V the set of random vetor proesses ξ˜(t) with zero expetation Mξ˜(t) and seond
moments Mξ˜(t)2 integrable on (α, β) suh that their orrelation matrix R˜(t, s) belong to the spae{
R˜ :
∫ β
α
Sp [Q(t)R˜(t, t)]dt ≤ 1
}
. (2.2)
Set
G =
{
F˜ := (f˜0, f˜1, f˜(·)) : (Q0(f˜0 − f (0)0 ), f˜0 − f (0)0 )m + (Q1(f˜1 − f (0)1 ), f˜1 − f (0)1 )n−m
+
∫ T
0
(Q2(t)(f˜(t)− f (0)), f˜(t)− f (0))ndt ≤ 1
}
, (2.3)
where f
(0)
0 ∈ Rm, f (0)1 ∈ Rn−m are given vetors; f (0)(t) = (f (0)1 (t), f (0)2 (t) . . . f (0)n (t))T is a given vetor-
funtion with the omponents belonging to the spae L2(0, T ); Q(t), Q0, Q1, and Q2(t) are positive
denite matries of dimensions l × l, m × m, (n − m) × (n −m), and n × n, respetively, the entries
of Q(t), Q−1(t), and Q2(t), Q
−1
2 (t) are ontinuous on [α, β] and [0, T ]; and SpB =
∑l
i=1 bii denotes the
trae of the matrix B = {bij}li,j=1.
Assume that the right-hand sides f(·), f0, and f1 of equation (1.1) and boundary onditions (1.2)
are not known exatly and it is known only that the element F := (f0, f1, f(·)) belongs to a set G and,
additionally, ξ(t) ∈ V.
We will look for an estimation of the inner produt
(a, ϕ(s))n, (2.4)
in the lass of estimates linear with respet to observations that have the form
̂(a, ϕ(s))n =
∫ s
α
(u1(t), y(t))ldt+
∫ β
s
(u2(t), y(t))ldt+ c, (2.5)
where s ∈ (α, β) and a are vetors belonging to Rn, ui(t), i = 1, 2 are vetor-funtions belonging,
respetively, to L2(α, s) and L2(s, β), and c is ertain onstant. Set u := (u1, u2) ∈ H := L2(α, s) ×
L2(s, β) = L2(α, β).
An estimate
̂
(a, ϕ(s))n =
∫ s
α
(uˆ1(t), y(t))ldt+
∫ β
s
(uˆ2(t), y(t))ldt+ cˆ
for whih vetor-funtion uˆ(t) = (uˆ1(t), uˆ2(t)) and onstant cˆ are determined from the ondition
σ(u, c) := sup
F˜∈G,ξ˜∈V
M |(a, ϕ˜(s))n − ̂(a, ϕ˜(s))n|2 → inf
u∈H,c∈R
:= σ2,
where ϕ˜ is a solution to BVP (1.1), (1.2) at f(t) = f˜(t), f0 = f˜0, f1 = f˜1, and
̂(a, ϕ˜(s))n =
∫ s
α
(u1(t), y˜(t))ldt+
∫ β
s
(u2(t), y˜(t))ldt+ c, y˜(t) = H(t)ϕ˜(t) + ξ˜(t),
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will be alled a minimax estimate of inner produt (a, ϕ(s))n. The quantity
σ = { sup
F˜∈G, ξ˜∈V
M [(a, ϕ˜(s))n − ̂(a, ϕ˜(s))n]2}1/2
will be alled the minimax estimation error.
We see that the minimax mean square estimate of inner produt (a, ϕ(s))n is an estimate at whih
the maximum mean square estimation error alulated for the worst realization of perturbations attains
its minimum.
In this setion, we will show that solution to the minimax estimation problem is redued to the
solution of a ertain optimal ontrol problem.
For every xed u := (u1, u2) ∈ H introdue vetor-funtions z1(·; u) ∈ H1(0, α)n, z2(·; u) ∈ H1(α, s)n,
z3(·; u) ∈ H1(s, β)n, and z4(·; u) ∈ H1(β, T )n as solutions to the following BVP:
L∗z1(t; u) = 0, 0 < t < α, Bˆ0z1(0; u) = 0,
L∗z2(t; u) = −HT (t)u1(t), α < t < s, z2(α; u) = z1(α; u),
L∗z3(t; u) = −HT (t)u2(t), s < t < β, z3(s; u) = z2(s; u)− a,
L∗z4(t; u) = 0, β < t < T, z4(β; u) = z3(β; u), Bˆ1z4(T ; u) = 0. (2.6)
Lemma 2.1. Determination of the minimax estimate of inner produt (a, ϕ(s))n is equivalent to the
problem of optimal ontrol of the system desribed by BVP (2.6) with the ost funtion
I(u) = (Q−10 B¯0z1(0; u), B¯0z1(0; u))m + (Q
−1
1 B¯1z4(T ; u), B¯1z4(T ; u))n−m
+
∫ α
0
(Q−12 (t)z1(t; u), z1(t; u))ndt+
∫ s
α
(Q−12 (t)z2(t; u), z2(t; u))ndt
+
∫ β
s
(Q−12 (t)z3(t; u), z3(t; u))ndt+
∫ T
β
(Q−12 (t)z4(t; u), z4(t; u))ndt
+
∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt. (2.7)
Proof. Show rst that BVP (2.6) is uniquely solvable under the ondition that funtions u1(t) and u2(t)
belong, respetively, to the spaes L2(α, s) and L2(s, β).
Sine homogeneous BVP (1.3), (1.4) has only the trivial solution, the BVP
L∗ψ(t) = g(t), 0 < t < T, Bˆ0ψ(0) = 0, Bˆ1ψ(T ) = 0 (2.8)
has, in line with Theorem 3, the unique solution for any right-hand side, in partiular, at
g(t) = g(t; u) =

0, 0 < t < α;
−HT (t)u1(t), α < t < s;
−HT (t)u2(t), s < t < β;
0, β < t < T.
(2.9)
Denote this solution by z¯(t; u) and its redutions on intervals (0, α), (α, s), (s, β), and (β, T ) by
z¯1(t; u), z¯2(t; u), z¯3(t; u), and z¯4(t; u), respetively. Note that funtion z¯(t; u) is absolutely ontinuous
on [0, T ] (see [1℄).
Let us show that the problem
L∗z¯(1)(t) = 0, 0 < t < α, Bˆ0z¯
(1)(0) = 0,
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L∗z¯(2)(t) = 0, α < t < s, z¯(2)(α; u) = z¯(1)(α; u),
L∗z¯(3)(t) = 0, s < t < β, z¯(3)(s; u) = z¯(2)(s)− a,
L∗z¯(4)(t) = 0, β < t < T, z¯(4)(β) = z¯(3)(β), Bˆ1z¯
(4)(T ) = 0 (2.10)
has one and only one solution at any vetor a ∈ Rn.
Denote by z¯
(j)
i (t), i = 1, n, j = 1, 4, the oordinates of vetor-funtion z¯
(j)(t), j = 1, 4. Let yik(t),
i, k = 1, n is the fundamental system of solutions of the equation system L∗z(t) = 0 on [0, T ]. The we
an represent funtions z¯
(j)
i (t), i = 1, n, j = 1, 4, in the form
z¯
(j)
i (t) =
n∑
k=1
c
(j)
k yik(t),
where c
(j)
k are onstants. Taking into aount the boundary onditions at the points t = 0, T and
onjugation onditions at t = α, s, β in (2.10), we see that the solution to BVP (2.10) is equivalent to
the solution of the following linear equation system with 4n unknowns c
(j)
k , k = 1, n, j = 1, 4 :
n∑
k=1
a0ikc
(1)
k = 0, i = 1, n−m, (2.11)
n∑
k=1
yik(α)(c
(1)
k − c(2)k ) = 0, i = 1, n, (2.12)
n∑
k=1
yik(s)(c
(2)
k − c(3)k ) = ai, i = 1, n, (2.13)
n∑
k=1
yik(β)(c
(3)
k − c(4)k ) = 0, i = 1, n, (2.14)
n∑
k=1
a1ikc
(4)
k = 0, i = 1, m, (2.15)
where
a0ik =
n∑
r=1
bˆ
(0)
ir yrk(0), i = 1, n−m, k = 1, n,
a1ik =
n∑
s=1
bˆ
(1)
is ysk(T ), i = 1, m, k = 1, n,
ai, i = 1, n, denote the oordinates of vetor a, and bˆ
(0)
ir , i = 1, n−m, r = 1, n, and bˆ(1)is , i = 1, m,
s = 1, n, denote the entries of matries Bˆ0 and Bˆ1, respetively.
Show that system (2.11)(2.15) is uniquely solvable at any vetor a ∈ Rn. To this end, note that
homogeneous system (2.11)(2.15) (at a = 0) has only the trivial solution.
Indeed, setting a = 0 in equations (2.12) and (2.13), taking into aount (2.14) and the fat that
det{yik(α)}ni,k=1 6= 0, det{yik(s)}ni,k=1 6= 0, and det{yik(β)}ni,k=1 6= 0 beause yik(t), i, k = 1, n is the
fundamental system of solutions of the equation system L∗z(t) = 0 on [0, T ], we obtain
c
(1)
k = c
(2)
k = c
(3)
k = c
(4)
k =: ck.
Coeients ck satisfy equations (2.11) and (2.15); therefore vetor-funtion ψ(t) with the omponents
ψi(t) =
∑n
k=1 ckyik(t), i = 1, n is a solution to onjugate BVP (1.23), (1.24) whih has only the trivial
solution ψ(t) ≡ 0 on [0, T ]. This implies ck = 0, so the homogeneous linear equation system (2.11)(2.15)
(at a = 0) has only the trivial solution. Consequently, system (2.11)(2.15) and therefore BVP (2.10)
14
whih is equivalent to this system are uniquely solvable at any vetor a ∈ Rn. Then vetor-funtions
zi(t; u) = z¯i(t; u) + z¯
(i)(t), i = 1, 4, form the unique solution to BVP (2.6).
Show next that the determination of the minimax estimate of inner produt (a, ϕ(s))n is equivalent
to the problem of optimal ontrol of the system desribed by BVP (2.6) with the ost funtion (2.7).
Using the seond and third equations in (2.6) and the fat that ϕ˜ is a solution to BVP (1.1), (1.2)
at f(t) = f˜(t), f0 = f˜0, and f1 = f˜1, we easily obtain the relationships
−
∫ s
α
(HT (t)u1(t), ϕ˜(t))ndt = (z2(α; u), ϕ˜(α))n − (z2(s; u), ϕ˜(s))n +
∫ s
α
(z2(t; u), f˜(t))ndt,
−
∫ β
s
(HT (t)u2(t), ϕ˜(t))ndt = (z3(s; u), ϕ˜(s))n − (z3(β; u), ϕ˜(β))n +
∫ β
s
(z3(t; u), f˜(t))ndt.
Taking into aount the equalities
z2(α; u) = z1(α; u), z2(s; u)− z3(s; u) = a, z3(β; u) = z4(β; u),
(z1(α; u), ϕ˜(α))n =
∫ α
0
d(z1(t; u), ϕ˜(t))n + (z1(0; u), ϕ˜(0))n,
(z4(β; u), ϕ˜(β))n = −
∫ T
β
d(z4(t; u), ϕ˜(t))n + (z4(T ; u), ϕ˜(T ))n,
and that (we refer to the reasoning on p. 7)
(z1(0; u), ϕ˜(0))n =
(
B¯0z1(0; u), B0ϕ˜(0)
)
m
+
(
Bˆ0z1(0; u), B˜0ϕ˜(0)
)
n−m
=
(
B¯0z1(0; u), f˜0
)
m
,
(z4(T ; u), ϕ˜(T ))n =
(
B¯1z4(T ; u), B1ϕ˜(T )
)
n−m
+
(
Bˆ1z4(T ; u), B˜1ϕ˜(T )
)
m
=
(
B¯1z4(T ; u), f˜1
)
n−m
,
we obtain
(a, ϕ˜(s))n − (â, ϕ˜(s))n = (z2(s; u), ϕ˜(s))n − (z3(s; u), ϕ˜(s))n − (â, ϕ˜(s))n =
= (z2(α; u), ϕ˜(α))n +
∫ s
α
(HT (t)u1(t), ϕ˜(t))ndt+
∫ s
α
(z2(t; u), f˜(t))ndt
− (z3(β; u), ϕ˜(β))n +
∫ β
s
(HT (t)u2(t), ϕ˜(t))ndt+
∫ β
s
(z3(t; u), f˜(t))ndt
−
∫ s
α
(u1(t), y˜(t))ldt−
∫ β
s
(u2(t), y˜(t))ldt− c
=
∫ α
0
d(z1(t; u), ϕ˜(t))n + (z1(0; u), ϕ˜(0))n +
∫ s
α
(HT (t)u1(t), ϕ˜(t))ndt
+
∫ s
α
(z2(t; u), f˜(t))ndt+
∫ T
β
d(z4(t; u), ϕ˜(t))n − (z4(T ; u), ϕ˜(T ))n
+
∫ β
s
(HT (t)u2(t), ϕ˜(t))ndt+
∫ β
s
(z3(t; u), f˜(t))ndt−
∫ s
α
(HT (t)u1(t), ϕ˜(t))ndt
−
∫ s
α
(u1(t), ξ˜(t)ldt−
∫ β
s
(HT (t)u2(t), ϕ˜(t))ndt−
∫ β
s
(u2(t), ξ˜(t)ldt− c
=
∫ α
0
(
dz1(t; u)
dt
, ϕ˜(t)
)
n
dt+
∫ α
0
(
dϕ˜(t)
dt
, z1(t; u)
)
n
dt+ (B¯0z1(0; u), f˜0)m
+
∫ s
α
(z2(t; u), f˜(t))ndt+
∫ T
β
(
dz4(t; u)
dt
, ϕ˜(t)
)
n
dt+
∫ T
β
(
dϕ˜(t)
dt
, z4(t; u)
)
n
dt
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−(B¯1z4(T ; u), f˜1)n−m +
∫ β
s
(z3(t; u), f˜(t))ndt−
∫ s
α
(u1(t), ξ˜(t)ldt−
∫ β
s
(u2(t), ξ˜(t)ldt− c.
Taking into notie that
dz1(t; u)
dt
= AT (t)z1(t; u) íà (0, α),
dz4(t; u)
dt
= AT (t)z4(t; u) íà (β, T )
è
dϕ˜(t)
dt
= f˜(t)−A(t)ϕ˜(t) íà (0, T ),
and therefore ∫ α
0
(
dz1(t; u)
dt
, ϕ˜(t)
)
n
dt+
∫ α
0
(
dϕ˜(t)
dt
, z1(t; u)
)
n
dt
=
∫ α
0
(AT (t)z1(t; u), ϕ˜(t))ndt+
∫ α
0
(z1(t; u), f˜(t)−A(t)ϕ˜(t))ndt =
∫ α
0
(z1(t; u), f˜(t))ndt,∫ T
β
(
dz4(t; u)
dt
, ϕ˜(t)
)
n
dt+
∫ T
β
(
dϕ˜(t)
dt
, z4(t; u)
)
n
dt =
∫ T
β
(z4(t; u), f˜(t))ndt,
we use the last equality to obtain
(a, ϕ˜(s))n − (â, ϕ˜(s))n =
(
B¯0z1(0; u), f˜0
)
m
+
∫ T
0
(z˜(t; u), f˜(t))ndt
−
(
B¯1z4(T ; u), f˜1
)
n−m
−
∫ s
α
(u1(t), ξ˜(t))ldt−
∫ β
s
(u2(t), ξ˜(t))ldt− c =: η, (2.16)
where
z˜(t; u) =

z1(t; u), 0 < t < α;
z2(t; u), α < t < s;
z3(t; u), s < t < β;
z4(t; u), β < t < T.
Realling that ξ˜(t) is a vetor proess with zero expetation, we use ondition (2.2) and the known
relationship Dη = Mη2 − (Mη)2 that ouples the dispersion Dη := M [η −Mη]2 of random quantity η
with its expetation Mη, to obtain
Mη =
(
B¯0z1(0; u), f˜0
)
m
+
∫ T
0
(z˜(t; u), f˜(t))ndt−
(
B¯1z4(T ; u), f˜1
)
n−m
− c,
η −Mη = −
∫ s
α
(u1(t), ξ˜(t))ldt−
∫ β
s
(u2(t), ξ˜(t))ldt,
Dη = M [η −Mη]2 =M
[∫ s
α
(u1(t), ξ˜(t))ldt+
∫ β
s
(u2(t), ξ˜(t))ldt
]2
,
Mη2 = Dη + (Mη)2 = M
[∫ s
α
(u1(t), ξ˜(t))ldt +
∫ β
s
(u2(t), ξ˜(t))ldt
]2
+
[(
B¯0z1(0; u), f˜0
)
m
+
∫ T
0
(z˜(t; u, f˜(t))ndt−
(
B¯1z4(T ; u), f˜1
)
n−m
− c
]2
,
whih yields
inf
c∈R1
sup
F˜∈G, ξ˜∈V
M [(a, ϕ˜(s))n − (â, ϕ˜(s))n]2 =
16
= inf
c∈R1
sup
F˜∈G
[
(B¯0z1(0; u), f˜0)m +
∫ T
0
(z˜(t; u), f˜(t))ndt− (B¯1z4(T ; u), f˜1)n−m − c
]2
+ sup
ξ˜∈V
M
[∫ s
α
(u1(t), ξ˜(t))ldt+
∫ β
s
(u2(t), ξ˜(t))ldt
]2
. (2.17)
In order to alulate the supremum on the right-hand side of (2.17) we apply the generalized
Cauhy−Bunyakovsky inequality [6℄. Let us write this inequality in the form onvenient for further
analysis.
Lemma. For any f
(1)
0 , f
(2)
0 ∈ Rm, f (1)1 , f (2)1 ∈ Rn−m, f1, f2 ∈ (L2(0, T ))n, the generalized
Cauhy−Bunyakovsky inequality holds∣∣∣∣(f (1)0 , f (2)0 )m + (f (1)1 , f (2)1 )n−m + ∫ T
0
(f1(t), f2(t))n dt
∣∣∣∣ ≤
≤
{
(Q−10 f
(1)
0 , f
(1)
0 )m + (Q
−1
1 f
(1)
1 , f
(1)
1 )n−m +
∫ T
0
(Q−12 (t)f1(t), f1(t))n dt
} 1
2
×
×
{
(Q0f
(2)
0 , f
(2)
0 )m + (Q1f
(2)
1 , f
(2)
1 )n−m +
∫ T
0
(Q2(t)f2(t), f2(t))n dt
} 1
2
,
in whih the equality is attained at
f
(2)
0 = λQ
−1
0 f
(1)
0 , f
(2)
1 = λQ
−1
1 f
(1)
1 , f2(t) = λQ
−1
2 f1(t).
Setting in the generalized Cauhy−Bunyakovsky inequality
f
(1)
0 = B¯0z1(0; u), f
(1)
1 = −B¯1z4(T ; u), f1(t) = z˜(t; u),
f
(2)
0 = f˜0 − f (0)0 , f (2)1 = f˜1 − f (0)1 , f2(t) = f˜(t)− f (0)(t),
and denoting
Y := (B¯0z1(0; u), f˜0 − f (0)0 )m − (B¯1z4(T ; u), f˜1 − f (0)1 )n−m +
∫ T
0
(z˜(t; u), f˜(t)− f (0)(t))n dt
we obtain, in line with (2.7), the inequality
|Y | ≤
{
(Q−10 B¯0z1(0; u), B¯0z1(0; u))m + (Q
−1
1 B¯1z4(T ; u), B¯1z4(T ; u))n−m+
+
∫ T
0
(Q−12 (t)z˜(t; u), z˜(t; u))ndt
} 1
2
×
{
(Q0(f˜0 − f (0)0 ), f˜0 − f (0)0 )m + (Q1(f˜1 − f (0)1 ), f˜1 − f (0)1 )n−m+
+
∫ T
0
(Q2(t)(f˜(t)− f (0)(t)), f˜(t)− f (0)(t))ndt
} 1
2
≤
{
(Q−10 B¯0z1(0; u), B¯0z1(0; u))m
+(Q−11 B¯1z4(T ; u), B¯1z4(T ; u))n−m +
∫ T
0
(Q−12 (t)z˜(t; u), z˜(t; u))ndt
} 1
2
:= q,
where the equality is attained at
f˜0 = ±1
q
Q−10 B¯0z1(0; u) + f
(0)
0 , f˜1 = ∓
1
q
Q−11 B¯1z4(T ; u) + f
(0)
1 , f˜(t) = ±
1
q
Q2(t)z˜(t; u) + f
(0)(t).
17
Thus,
inf
c∈R1
sup
F˜∈G
[
(B¯0z1(0; u), f˜0)m +
∫ T
0
(z˜(t; u), f˜(t))ndt− (B¯1z4(T ; u), f˜1)n−m − c
]2
= inf
c∈R1
sup
F˜∈G0
[
(B¯0z1(0; u), f˜0 − f (0)0 )m − (B¯1z4(T ; u), f˜1 − f (0)1 )n−m +
∫ T
0
(z˜(t; u), f˜(t)− f (0)(t))n dt =
+(B¯0z1(0; u), f
(0)
0 )m − (B¯1z4(T ; u), f (0)1 )n−m +
∫ T
0
(z˜(t; u), f (0)(t))n dt− c
]2
= inf
c∈R1
sup
|Y |≤q
[
Y + (B¯0z1(0; u), f
(0)
0 )m − (B¯1z4(T ; u), f (0)1 )n−m +
∫ T
0
(z˜(t; u), f (0)(t))n dt− c
]2
= q2
= (Q−10 B¯0z1(0; u), B¯0z1(0; u))m + (Q
−1
1 B¯1z4(T ; u), B¯1z4(T ; u))n−m
+
∫ T
0
(Q−12 (t)z˜(t; u), z˜(t; u))ndt (2.18)
at c = (B¯0z1(0; u), f
(0)
0 )m − (B¯1z4(T ; u), f (0)1 )n−m +
∫ T
0
(z˜(t; u), f (0)(t))n dt.
Calulate the seond term on the right-hand side of (2.17). Setting
u˜(t) =
{
u1(t), α < t < s,
u2(t), s < t < β,
and applying the generalized Cauhy−Bunyakovsky inequality, we have
M
[∫ s
α
(u1(t), ξ˜(t))ldt+
∫ β
s
(u2(t), ξ˜(t))ldt
]2
=M
[∫ β
α
(u˜(t), ξ˜(t))ldt
]2
≤M
[∫ β
α
(Q−1(t)u˜(t), u˜(t))ldt ·
∫ β
α
(Q(t)ξ(t), ξ(t))ldt
]
=
∫ β
α
(Q−1(t)u˜(t), u˜(t))ldt ·
∫ β
α
M(Q(t)ξ˜(t), ξ˜(t))ldt. (2.19)
Here M an be plaed under the integral sign aording to the Fubini theorem beause we assume that
ξ˜(t) is a random proess of the integrable seond moment. Transform the last fator on the right-hand
side of (2.19): ∫ β
α
M(Q(t)ξ˜(t), ξ˜(t))ldt =
∫ β
α
M(
l∑
i=1
(Q(t)ξ˜(t))iξ˜i(t))dt
=
∫ β
α
M(
l∑
i=1
l∑
k=1
qikξ˜k(t)ξ˜i(t))dt =
∫ β
α
l∑
i=1
l∑
k=1
qikM(ξ˜k(t)ξ˜i(t))dt
=
∫ β
α
Sp [Q(t)R˜(t, t)]dt.
Taking into aount that (2.2) holds, we see that (2.19) yields
sup
ξ˜∈V
M
[∫ s
α
(u1(t), ξ˜(t))ldt+
∫ β
s
(u2(t), ξ˜(t))ldt
]2
≤
≤
∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt. (2.20)
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It is not diult to hek that here, the equality sign is attained at the element
ξ˜(t) =

ηQ−1(t)u1(t)[∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt
]1/2 , α ≤ t < s;
ηQ−1(t)u2(t)[∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt
]1/2 , s < t ≤ β,
where η is a random quantity suh that Mη = 0 and Mη2 = 1. We onlude that statement of the
lemma follows now from (2.17), (2.18), and (2.20).
3 Representations for minimax estimates of funtionals of solu-
tions to two-point boundary value problems and estimation
errors
In this setion we prove the theorem onerning general form of minimax mean square estimates. Solving
optimal ontrol problem (2.6), (2.7), we arrive at the following result.
Theorem 3.1. The minimax estimate of expression (a, ϕ(s)) has the form
̂
(a, ϕ(s)) =
∫ s
α
(uˆ1(t), y(t))ldt+
∫ β
s
(uˆ2(t), y(t))ldt
where
uˆ1(t) = Q(t)H(t)p2(t), uˆ2(t) = Q(t)H(t)p3(t), (3.1)
cˆ = (B¯0z1(0), f
(0)
0 )m − (B¯1z4(T ), f (0)1 )n−m +
∫ T
0
(z˜(t), f (0)(t))n dt,
z˜(t) =

z1(t), 0 < t < α;
z2(t), α < t < s;
z3(t), s < t < β;
z4(t), β < t < T,
and vetor-funtions pi(t) and zi(t), i = 1, 4, are determined from the solution to the equation systems
L∗z1(t) = 0, 0 < t < α, Bˆ0z1(0) = 0,
L∗z2(t) = −HT (t)Q(t)H(t)p2(t), α < t < s, z2(α) = z1(α),
L∗z3(t) = −HT (t)Q(t)H(t)p3(t), s < t < β, z3(s) = z2(s)− a,
L∗z4(t) = 0, β < t < T, z4(β) = z3(β), Bˆ1z4(T ) = 0, (3.2)
Lp1(t) = Q
−1
2 (t)z1(t), 0 < t < α, B0p1(0) = Q
−1
0 B¯0z1(0),
Lp2(t) = Q
−1
2 (t)z2(t), α < t < s, p2(α) = p1(α),
Lp3(t) = Q
−1
2 (t)z3(t), s < t < β, p3(s) = p2(s),
Lp4(t) = Q
−1
2 (t)z4(t), β < t < T, p4(β) = p3(β), B1p4(T ) = −Q−11 B¯1z4(T ).
Here z1, p1 ∈ H1(0, α)n, z2, p2 ∈ H1(α, s)n, z3, p3 ∈ H1(s, β)n, and z4, p4 ∈ H1(β, T )n. The minimax
estimation error
σ = (a, p2(s))
1/2
n . (3.3)
System (3.2) is uniquely solvable.
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Proof. We will solve optimal ontrol problem (2.6), (2.7). Represent solutions zi(x; u), i = 1, 4, of
problem (2.6) as zi(t; u) = z¯i(t; u) + z¯i(t), where z¯1(t; u), z¯2(t; u), z¯3(t; u), z¯4(t; u) and z¯1(t), z¯2(t), z¯3(t),
z¯4(t) denote the solutions to this problem at a = 0 and u1 ≡ 0, u2 ≡ 0, respetively. Then funtion
(2.7) an be represented in the form
I(u) = I˜(u) + 2L(u) + A,
where
I˜(u) = (Q−10 B¯0z¯1(0; u), B¯0z¯1(0; u))m + (Q
−1
1 B¯1z¯4(T ; u), B¯1z¯4(T ; u))n−m
+
∫ α
0
(Q−12 (t)z¯1(t; u), z¯1(t; u))ndt+
∫ s
α
(Q−12 (t)z¯2(t; u), z¯2(t; u))ndt
+
∫ β
s
(Q−12 (t)z¯3(t; u), z¯3(t; u))ndt+
∫ T
β
(Q−12 (t)z¯4(t; u), z¯4(t; u))ndt
+
∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt,
L(u) = (Q−10 B¯0z¯1(0; u), B¯0z¯1(0))m + (Q
−1
1 B¯1z¯4(T ; u), B¯1z¯4(T ))n−m
+
∫ α
0
(Q−12 (t)z¯1(t; u), z¯1(t))ndt+
∫ s
α
(Q−12 (t)z¯2(t; u), z¯2(t))ndt
+
∫ β
s
(Q−12 (t)z¯3(t; u), z¯3(t))ndt+
∫ T
β
(Q−12 (t)z¯4(t; u), z¯4(t))ndt,
A = (Q−10 B¯0z¯1(0), B¯0z¯1(0))m + (Q
−1
1 B¯1z¯4(T ), B¯1z¯4(T ))n−m
+
∫ α
0
(Q−12 (t)z¯1(t), z¯1(t))ndt+
∫ s
α
(Q−12 (t)z¯2(t), z¯2(t))ndt
+
∫ β
s
(Q−12 (t)z¯3(t), z¯3(t))ndt+
∫ T
β
(Q−12 (t)z¯4(t), z¯4(t))ndt.
Sine solution z¯(t; u) of BVP (2.8) is ontinuous1 with respet to right-hand side g(t; u) dened by (2.9),
the funtion u→ z¯(·; u) is a linear bounded operator mapping the spae H = L2(α, s)× L2(s, β) to
H1 := H
1(0, α)×H1(α, s)×H1(s, β)×H1(β, T ).
Thus, I˜(u) is a ontinuous quadrati form orresponding to a symmetri ontinuous bilinear form
pi(u, v) := (Q−10 B¯0z¯1(0; u), B¯0z¯1(0; v))m + (Q
−1
1 B¯1z¯4(T ; u), B¯1z¯4(T ; v))n−m
+
∫ α
0
(Q−12 (t)z¯1(t; u), z¯1(t; v))ndt+
∫ s
α
(Q−12 (t)z¯2(t; u), z¯2(t; v))ndt
+
∫ β
s
(Q−12 (t)z¯3(t; u), z¯3(t; v))ndt+
∫ T
β
(Q−12 (t)z¯4(t; u), z¯4(t; v))ndt
+
∫ s
α
(
Q−1(t)u1(t), v1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), v2(t)
)
l
dt,
1
This ontinuous dependene follows from the representation of funtion z¯(t;u) in terms of Green's matrix G∗(t, ξ) of
BVP (2.8) (see [4℄, p. 115):
z¯(t;u) = −
∫ s
α
G∗(t, ξ)HT (ξ)u1(ξ) dξ −
∫ β
s
G∗(t, ξ)HT (ξ)u2(ξ) dξ.
20
L(u) is a linear ontinuous funtional dened on H, and A is a onstant independent of u. We have
I˜(u) = I˜(u1, u2) ≥
∫ s
α
(
Q−1(t)u1(t), u1(t)
)
l
dt+
∫ β
s
(
Q−1(t)u2(t), u2(t)
)
l
dt ≥ c‖u‖2H, =onst;
using Theorem 1.1 from [3℄, we onlude that there is one and only one element uˆ = (uˆ1, uˆ2) ∈ H suh
that
I(uˆ) = I(uˆ1, uˆ2) = inf
(u1,u2)∈H
I(u1, u2) = inf
u1∈L2(α,s),u2∈L2(s,β)
I(u1, u2).
Therefore
d
dτ
I(uˆ1 + τv1, uˆ2 + τv2) |τ=0 = 0, ∀v = (v1, v2) ∈ H.
Taking into onsideration the latter equality, (2.7), and designations on p. 20, we obtain
0 =
1
2
dI(uˆ+ τv)
dτ
|τ=0 =
=
∫ s
α
(Q−1(t)uˆ1, v1)ldt +
∫ β
s
(Q−1(t)uˆ2, v2)ldt+
+(Q−10 B¯0z1(0; uˆ), B¯0z¯1(0; v))m + (Q
−1
1 B¯1z4(T ; uˆ), B¯1z¯4(T ; v))n−m
+
∫ α
0
(Q−12 (t)z1(t; uˆ), z¯1(t; v))ndt+
∫ s
α
(Q−12 (t)z2(t; uˆ), z¯2(t; v))ndt
+
∫ β
s
(Q−12 (t)z3(t; uˆ), z¯3(t; v))ndt+
∫ T
β
(Q−12 (t)z4(t; uˆ), z¯4(t; v))ndt (3.4)
Introdue funtions p1 ∈ H1(0, α)n, p2 ∈ H1(α, s)n, p3 ∈ H1(s, β)n, and p4 ∈ H1(β, T )n as unique
solutions to the following problem:
Lp1(t) = Q
−1
2 (t)z1(t; uˆ), 0 < t < α, B0p1(0) = Q
−1
0 B¯0z1(0; uˆ),
Lp2(t) = Q
−1
2 (t)z2(t; uˆ), α < t < s, p2(α) = p1(α),
Lp3(t) = Q
−1
2 (t)z3(t; uˆ), s < t < β, p3(s) = p2(s), (3.5)
Lp4(t) = Q
−1
2 (t)z4(t; uˆ), β < t < T,
p4(β) = p3(β), B1p4(T ) = −Q−11 B¯1z4(T ; uˆ).
Now transform the sum of the last for terms on the right-hand side of (3.4) taking into notie that
(z¯1(0; v), p1(0))n = (B¯0z¯1(0; v), B0p1(0))m and (z¯4(T ; v), p4(T ))n = (B¯1z¯4(T ; v), B1p4(T ))n−m. We have∫ α
0
(Q−12 (t)z1(t; uˆ), z¯1(t; v))ndt+
∫ s
α
(Q−12 (t)z2(t; uˆ), z¯2(t; v))ndt
+
∫ β
s
(Q−12 (t)z3(t; uˆ), z¯3(t; v))ndt+
∫ T
β
(Q−12 (t)z4(t; uˆ), z¯4(t; v))ndt
=
∫ α
0
(Lp1(t), z¯1(t; v))ndt+
∫ s
α
(Lp2(t), z¯2(t; v))ndt
+
∫ β
s
(Lp3(t), z¯3(t; v))ndt+
∫ T
β
(Lp4(t), z¯4(t; v))ndt
=
∫ α
0
(p1(t), L
∗z¯1(t; v))ndt+ (z¯1(α; v), p1(α))n − (z¯1(0; v), p1(0))n
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+∫ s
α
(p2(t), L
∗z¯2(t; v))ndt+ (z¯2(s; v), p2(s))n − (z¯2(α; v), p2(α))n
+
∫ β
s
(p3(t), L
∗z¯3(t; v))ndt+ (z¯3(β; v), p3(β))n − (z¯3(s; v), p3(s))n
+
∫ T
β
(p4(t), L
∗z¯4(t; v))ndt+ (z¯4(T ; v), p4(T ))n − (z¯4(β; v), p4(β))n
= −(z¯1(0; v), p1(0))n + (z¯4(T ; v), p4(T ))n
−
∫ s
α
(p2(t), H
T (t)v1(t))ndt−
∫ β
s
(p3(t), H
T (t)v2(t))ndt+ (z¯2(s; v)− z¯3(s; v), p2(s))n
= −(B¯0z¯1(0; v), B0p1(0))m + (B¯1z¯4(T ; v), B1p4(T ))n−m
−
∫ s
α
(H(t)p2(t), v1(t))ldt−
∫ β
s
(H(t)p3(t), v2(t))ldt
= −(B¯0z¯1(0; v), Q−10 B¯0z1(0; uˆ))m − (B1z¯4(T ; v), Q−11 B¯1z4(T ; uˆ))n−m
−
∫ s
α
(H(t)p2(t), v1(t))ldt−
∫ β
s
(H(t)p3(t), v2(t))ldt (3.6)
From equalities (3.4)(3.6) it follows that∫ s
α
(Q−1(t)uˆ1(t), v1(t))ldt+
∫ β
s
(Q−1(t)uˆ2(t), v2(t))ldt
=
∫ s
α
(H(t)p2(t), v1(t))ldt+
∫ β
s
(H(t)p3(t), v2(t))ldt,
so that
Q−1(t)uˆ1(t) = H(t)p2(t), Q
−1(t)uˆ2(t) = H(t)p3(t),
uˆ1(t) = Q(t)H(t)p2(t), uˆ2(t) = Q(t)H(t)p3(t). (3.7)
Funtions p1(t), p2(t), p3(t), and p4(t) are absolutely ontinuous on segments [0, α], [α, s], [s, β], and
[β, T ], respetively, as solutions to BVP (3.5); therefore, funtions uˆ1(t) and uˆ2(t) that perform optimal
ontrol are ontinuous on [α, s] and [s, β]. Replaing in (2.6) funtions u1(t) and u2(t) by uˆ1(t) and uˆ2(t)
dened by formulas (3.7) and denoting z(t) = z(t; uˆ) we arrive at problem (3.2) and equalities (3.1).
Taking into onsideration the way this problem was formulated we an state that its unique solv-
ability follows from the fat that funtional (2.7) has one minimum point uˆ.
Now let us prove representation (3.3). Substituting into formula σ2 = I(uˆ) expressions (3.1) for
uˆ1(t) and uˆ2(t), we have
σ2 = (Q−10 B¯0z1(0), B¯0z1(0))m + (Q
−1
1 B¯1z4(T ), B¯1z4(T ))n−m
+
∫ α
0
(Q−12 (t)z1(t), z1(t))ndt+
∫ s
α
(Q−12 (t)z2(t), z2(t))ndt
+
∫ β
s
(Q−12 (t)z3(t), z3(t))ndt+
∫ T
β
(Q−12 (t)z4(t), z4(t))ndt
+
∫ s
α
(Q(t)H(t)p2(t), H(t)p2(t))l dt+
∫ β
s
(Q(t)H(t)p3(t), H(t)p3(t))l dt. (3.8)
Next, we an apply the reasoning similar to that on p. 7 and use (3.2) to obtain
(z1(0), p1(0))n = (B¯0z1(0), B0p1(0))m = (B¯0z1(0), Q
−1
0 B¯0z1(0))m,
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whih yields ∫ α
0
(Q−12 (t)z1(t), z1(t))ndt+
∫ s
α
(Q(t)H(t)p2(t), H(t)p2(t))l dt
=
∫ α
0
(Lp1(t), z1(t))ndt−
∫ s
α
(L∗z2(t), p2(t))ndt
=
∫ α
0
(p1(t), L
∗z1(t))ndt+ (z1(α), p1(α))n − (z1(0), p1(0))n
−
∫ s
α
(z2(t), Lp2(t))ndt− (z2(α), p2(α))n + (z2(s), p2(s))n
= −(z1(0), p1(0))n −
∫ s
α
(z2(t), Q
−1
2 (t)z2(t))ndt+ (z2(s), p2(s))n
= −
∫ s
α
(Q−12 (t)z2(t), z2(t))ndt− (B¯0z1(0), Q−10 B¯0z1(0))m + (z2(s), p2(s))n (3.9)
In a similar manner, using the equality
(z4(T ), p4(T ))n = (B¯1z4(T ), B1p4(T ))n−m = −(B¯1z4(T ), Q−11 B¯1z4(T ))n−m,
we obtain ∫ T
β
(Q−12 (t)z4(t), z4(t))ndt+
∫ β
s
(Q(t)H(t)p3(t), H(t)p3(t))l dt
=
∫ T
β
(Lp4(t), z4(t))ndt−
∫ β
s
(L∗z3(t), p3(t))ndt
=
∫ T
β
(p4(t), L
∗z4(t))ndt+ (p4(T ), z4(T ))n − (p4(β), z4(β))n
−
∫ β
s
(z3(t), Lp3(t))ndt + (z3(β), p3(β))n − (z3(s), p3(s))n
= (p4(T ), z4(T ))n −
∫ β
s
(z3(t), Q
−1
2 (t)z3(t))ndt− (z3(s), p2(s))n
=−
∫ β
s
(Q−12 (t)z3(t), z3(t))ndt− (B¯1z4(T ), Q−11 B¯1z4(T ))n−m − (z3(s), p2(s))n. (3.10)
Relationships (3.8)(3.10) yield
σ2 = (a, p2(s)),
whih is to be proved.
Obtain now another representation for the minimax estimate of quantity (a, ϕ(s))n whih is inde-
pendent of vetor a. To this end, introdue vetor-funtions pˆ1, ϕˆ1 ∈ H1(0, α)n, pˆ2, ϕˆ2 ∈ H1(α, s)n,
pˆ3, ϕˆ3 ∈ H1(s, β)n, and pˆ4, ϕˆ4 ∈ H1(β, T )n as solutions to the equation system
L∗pˆ1(t) = 0, 0 < t < α, Bˆ0pˆ1(0) = 0,
L∗pˆ2(t) = H
T (t)Q(t)(y(t)−H(t)ϕˆ2(t)), α < t < s, pˆ2(α) = pˆ1(α),
L∗pˆ3(t) = H
T (t)Q(t)(y(t)−H(t)ϕˆ3(t)), s < t < β, pˆ3(s) = pˆ2(s),
L∗pˆ4(t) = 0, β < t < T, pˆ4(β) = pˆ3(β), Bˆ1pˆ4(T ) = 0, (3.11)
Lϕˆ1(t) = Q
−1
2 (t)pˆ1(t) + f
(0)(t), 0 < t < α, B0ϕˆ1(0) = Q
−1
0 B¯0pˆ1(0) + f
(0)
0 ,
Lϕˆ2(t) = Q
−1
2 (t)pˆ2(t) + f
(0)(t), α < t < s, ϕˆ2(α) = ϕˆ1(α),
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Lϕˆ3(t) = Q
−1
2 (t)pˆ3(t) + f
(0)(t), s < t < β, ϕˆ3(s) = ϕˆ2(s),
Lϕˆ4(t) = Q
−1
2 (t)pˆ4(t) + f
(0)(t), β < t < T,
ϕˆ4(β) = ϕˆ3(β), B1ϕˆ4(T ) = −Q−11 B¯1pˆ4(T )− f (0)1
at realizations y that belong with probability 1 to spae L2(α, β).
Note that unique solvability of problem (3.11) an be proved similarly to the ase of (3.2). Namely,
one an show that solutions to the problem of optimal ontrol of the system
L∗pˆ1(t; v) = 0, 0 < t < α, Bˆ0pˆ1(0; v) = 0,
L∗pˆ2(t; v) = d(t)−HT (t)v1(t), α < t < s, pˆ1(α; v) = pˆ2(α; v),
L∗pˆ3(t; v) = d(t)−HT (t)v2(t), s < t < β, pˆ2(s; v) = pˆ3(s; v),
L∗pˆ4(t; v) = 0, β < t < T, pˆ4(β; v) = pˆ3(β; v), Bˆ1pˆ4(T ; v) = 0
with the ost funtion
J(v) =
(
Q−10 (B¯0pˆ1(0; v) +Q0f
(0)
0 ), B¯0pˆ1(0; v) +Q0f
(0)
0
)
m
+
(
Q−11 (B¯1pˆ4(T ; v) +Q1f
(0)
1 ), B¯1pˆ4(T ; v) +Q1f
(0)
1
)
n−m
+
∫ α
0
(Q−12 (t)(pˆ1(t; v) +Q2(t)f
(0)(t)), pˆ1(t; v) +Q2(t)f
(0)(t))ndt
+
∫ s
α
(Q−12 (t)(pˆ2(t; v) +Q2(t)f
(0)(t)), pˆ2(t; v) +Q2(t)f
(0)(t))ndt
+
∫ β
s
(Q−12 (t)(pˆ3(t; v) +Q2(t)f
(0)(t)), pˆ3(t; v) +Q2(t)f
(0)(t))ndt
+
∫ T
β
(Q−12 (t)(pˆ4(t; v) + Q2(t)f
(0)(t)), pˆ4(t; v) +Q2(t)f
(0)(t))ndt
+
∫ s
α
(
Q−1(t)v1(t), v1(t)
)
l
dt+
∫ β
s
(
Q−1(t)v2(t), v2(t)
)
l
dt→ min
v=(v1,v2)∈H
,
d(t) = HT (t)Q(t)y(t), α < t < β,
an be redued to the solution of problem (3.11) where the optimal ontrol vˆ = (vˆ1, vˆ2) is expressed in
terms of the solution to this problem as vˆ1 = Q(t)H(t)ϕˆ2(t), vˆ2 = Q(t)H(t)ϕˆ3(t); the unique solvability
of the problem follows from the existene of the unique minimum point vˆ of funtional J(v).
Considering system (3.11) at realizations y it is easy to see that its solution is ontinuous with
respet to the right-hand side. This property enables us to onlude, using the general theory of linear
ontinuous transformations of random proesses, that these solutions, i.e. the funtions pˆi(t) = pˆi(t, ω),
ϕˆ1(t) = ϕˆ1(t, ω), i = 1, 4, onsidered as random elds have nite seond moments.
Theorem 3.2. The following representation is valid
̂
(a, ϕ(s))n = (a, ϕˆ2(s))n.
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Proof. By virtue of (3.1) and (3.11),
̂
(a, ϕ(s))n =
∫ s
α
(uˆ1(t), y(t))ldt+
∫ β
s
(uˆ2(t), y(t))ldt+ cˆ
=
∫ s
α
(Q(t)H(t)p2(t), y(t))ldt+
∫ s
α
(Q(t)H(t)p3(t), y(t))ldt+ cˆ
=
∫ s
α
(p2(t), H
T (t)Q(t)y(t))ndt+
∫ s
α
(p3(t), H
T (t)Q(t)y(t))ndt+ cˆ. (3.12)
Next, ∫ s
α
(p2(t), H
T (t)Q(t)y(t))ldt =
=
∫ s
α
(p2(t), L
∗pˆ2(t))ndt+
∫ s
α
(p2(t), H
T (t)Q(t)H(t)ϕˆ2(t))ndt
=
∫ s
α
(Lp2(t), pˆ2(t))ndt+ (p2(α), pˆ2(α))n − (p2(s), pˆ2(s))n
+
∫ s
α
(HT (t)Q(t)H(t)p2(t), ϕˆ2(t))ndt
=
∫ s
α
(Q−12 (t)z2(t), pˆ2(t))ndt + (p2(α), pˆ2(α))n − (p2(s), pˆ2(s))n
−
∫ s
α
(L∗z2(t), ϕˆ2(t))ndt
=
∫ s
α
(z2(t), Lϕˆ2(t))ndt+ (p2(α), pˆ2(α))n − (p2(s), pˆ2(s))n −
∫ s
α
(z2(t), Lϕˆ2(t))ndt
+(z2(s), ϕˆ2(s))n − (z2(α), ϕˆ2(α))n −
∫ s
α
(z2(t), f
(0)(t))ndt
= (p2(α), pˆ2(α))n − (p2(s), pˆ2(s))n + (z2(s), ϕˆ2(s))n − (z2(α), ϕˆ2(α))n −
∫ s
α
(z2(t), f
(0)(t))ndt. (3.13)
Similarly, ∫ β
s
(p3(t), H
T (t)Q(t)y(t))ldt =
= (p3(s), pˆ3(s))n − (p3(β), pˆ3(β))n + (z3(β), ϕˆ3(β))n − (z3(s), ϕˆ3(s))n −
∫ β
s
(z3(t), f
(0)(t))ndt (3.14)
From (3.12), (3.13), and (3.14) it follows
(
̂
a, ϕ(s)) = (p1(α), pˆ1(α))n −
∫ s
α
(z2(t), f
(0)(t))ndt−
∫ β
s
(z3(t), f
(0)(t))ndt
− (z1(α), ϕˆ1(α))n − (p4(β), pˆ4(β))n + (z4(β), ϕˆ4(β))n + (a, ϕˆ2(s))n + cˆ. (3.15)
However,
0 =
∫ α
0
(ϕˆ1(t), L
∗zˆ1(t))ndt =
∫ α
0
(Lϕˆ1(t), z1(t))ndt
−(z1(α), ϕˆ1(α))n + (z1(0), ϕˆ1(0))n
=
∫ α
0
(z1(t), Q2(t)pˆ1(t))ndt+
∫ α
0
(z1(t), f
(0)(t))ndt− (z1(α), ϕˆ1(α))n + (z1(0), ϕˆ1(0))n, (3.16)
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0 =
∫ α
0
(L∗pˆ1(t), p1(t))ndt =
∫ α
0
(pˆ1(t), Lp1(t))ndt
−(pˆ1(α), p1(α))n + (pˆ1(0), p1(0))n
=
∫ α
0
(pˆ1(t), Q2(t)z1(t))ndt− (pˆ1(α), p1(α))n + (pˆ1(0), p1(0))n. (3.17)
Subtrating from (3.16) equality (3.17), we obtain
0 = (pˆ1(α), p1(α))n − (z1(α), ϕˆ1(α))n − (pˆ1(0), p1(0))n + (z1(0), ϕˆ1(0))n +
∫ α
0
(z1(t), f
(0)(t))ndt
or ∫ α
0
(z1(t), f
(0)(t))ndt+ (pˆ1(α), p1(α))n − (z1(α), ϕˆ1(α))n = (pˆ1(0), p1(0))n − (z1(0), ϕˆ1(0))n. (3.18)
Sine
(z1(0), ϕˆ1(0))n = (B¯0z1(0), B0ϕˆ1(0))m = (B¯0z1(0), Q
−1
0 B¯0pˆ1(0))m + (B¯0z1(0), f
(0)
0 )m,
(pˆ1(0), p1(0))n = (B¯0pˆ1(0), B0p1(0))m = (B¯0pˆ1(0), Q
−1
0 B¯0z1(0))m,
we an use the latter equalities, (3.18), and the fat that Q−10 is a symmetri matrix to obtain
(pˆ1(α), p1(α))n − (z1(α), ϕˆ1(α))n = −
∫ α
0
(z1(t), f
(0)(t))ndt− (B¯0z1(0), f (0)0 )m. (3.19)
Performing a similar analysis, one an prove that
− (p4(β), pˆ4(β))n + (z4(β), ϕˆ4(β))n = −
∫ T
β
(z4(t), f
(0)(t))ndt+ (B¯1z1(T ), f
(0)
1 )n−m. (3.20)
From (3.19), (3.20), and (3.15) and the expression for cˆ, it follows
̂
(a, ϕ(s)) = (a, ϕˆ2(s)).
The theorem is proved.
Corollary. Funtion ϕˆ2(s) an be taken as an estimate of solution ϕ(s) of initial BVP (1.1), (1.2).
As an example, onsider the ase when a vetor-funtion y(t) = H(t)ϕ(t) + ξ(t) is observed on an
interval (0, T ), where a vetor-funtion ϕ(t) with values in Rn is a solution to the BVP
L1ϕ = f(t), ϕ(0) = f0, ϕ(T ) = f1, (3.21)
and operator L1 is dened by the relation
L1ϕ(t) = −ϕ′′(t) + q(t)ϕ(t),
where q(t) is a positive denite n× n-matrix whose entries are ontinuous funtions on [0, T ].
Note that this problem has the unique lassial solution if f(t) is ontinuous on [0, T ] and the unique
generalized solution if f(t) ∈ L2(0, T ).
Assume that, as well as in the previous ase, H(t) is an l × n matrix with the entries that are
ontinuous funtions on [α, β] and ξ(t) is a random vetor proess with zero expetation Mξ(t) and
unknown l × l orrelation matrix R(t, s) = Mξ(t)ξT (s). Assume also that domains V and G are given
in the form (2.2) and (2.3) where matries Q0, Q1, and Q2(t) entering (2.3) have dimensions n × n,
f
(0)
0 = 0, f
(0)
1 = 0, and f
(0)(x) = 0.
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Write equation (3.21) as a rst-order system by setting ϕ1(t) = ϕ
′(t), ϕ2(t) = ϕ(t) and introduing
a vetor-funtion
ϕ˜(t) =
(
ϕ1(t)
ϕ2(t)
)
,
dϕ˜(t)
dt
=
(
dϕ1(t)
dt
dϕ2(t)
dt
)
,
f˜(t) =
(
f(t)
0
)
, f˜0 =
(
0
f0
)
, f˜1 =
(
0
f1
)
with 2n omponents, a vetor a˜ = (0, a) with 2n omponents, a 2n× 2n−matrix
A˜(t) =
(
On,n −q(t)
−En On,n
)
matries B0 = B1 = B¯0 = B¯1 = (On,n, En), and Bˆ0 = Bˆ1 = (En, On,n), and an operator
L˜ϕ˜(t) = −dϕ˜(t)
dt
+ A˜T (t)ϕ˜(t).
Then system (3.21) an be written as
L˜ϕ˜(t) =
dϕ˜(t)
dt
+ Aϕ˜(t) = f˜(t), B0ϕ˜(0) = f˜0, B1ϕ˜(T ) = f˜1. (3.22)
Applying Theorems 1 and 2 and performing neessary transformations in the resulting equations that
are similar to (3.2) and (3.11) (in terms of the designations introdued above) we prove the following
Theorem 3.3. The minimax estimate of expression (a, ϕ(s))n has the form
̂
(a, ϕ(s))n =
∫ s
0
(uˆ1(t), y(t))ldt+
∫ T
s
(uˆ2(t), y(t))ldt = (a, ϕˆ2(s))n,
where
σ2 = (a, p2(s))n,
uˆ1(t) = Q(t)H(t)p2(t), uˆ2(t) = Q(t)H(t)p3(t), and vetor-funtions ϕˆ2(t), p2, and p3 are determined
from the solution to the equation systems
L1z2(t) = −HT (t)Q(t)H(t)p2(t), 0 < t < s, z2(0) = 0,
L1z3(t) = −HT (t)Q(t)H(t)p3(t), s < t < T, z2(s)− z3(s) = a, z3(T ) = 0,
L1p2(t) = Q
−1
2 (t)z2(t), 0 < t < s, p2(0) = Q
−1
0 z2(0),
L1p3(t) = Q
−1
2 (t)z3(t), s < t < T, p2(s) = p3(s), p3(T ) = −Q−11 z3(T ),
L1pˆ2(t) = H
T (t)Q(t)(y(t)−H(t)ϕˆ2(t)), 0 < t < s, pˆ2(0) = 0,
L1pˆ3(t) = H
T (t)Q(t)(y(t)−H(t)ϕˆ3(t)), s < t < T,
pˆ3(s) = pˆ2(s), pˆ3(T ) = 0,
L1ϕˆ2(t) = Q
−1
2 (t)pˆ2(t), 0 < t < s, ϕˆ2(0) = Q
−1
0 pˆ2(0),
L1ϕˆ3(t) = Q
−1
2 (t)pˆ3(t), s < t < T, ϕˆ3(s) = ϕˆ2(s), ϕˆ3(T ) = −Q−11 pˆ3(T ).
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4 Minimax estimates of solutions subjet to inomplete restri-
tions on unknown parameters
Assume again that observations have form (2.1) and undetermined parameters f0, f1 and f(t) belong
to the domain
G = {F˜ = (f˜0, f˜1, f˜) :
∫ T
0
(Q2(t)f˜(t), f˜(t))dt ≤ 1}, (4.1)
where Q2(t) is given in (2.3). The orrelation funtion of proess ξ(t) belongs to domain (2.2).
Introdue the set
U = {u(·) : B¯0z1(0, u) = 0, B¯1z4(T, u) = 0} (4.2)
here u(t) =
{
u1(t), α < t < s,
u2(t), s < t < β,
where zi(t, u), i = 1, 4, is the solution to BVP (2.6).
Lemma 4.1.
σ(u, c) =
{ ∞, u /∈ U,
σ1(u, c), u ∈ U,
where
σ1(u, c) =
∫ T
0
(Q−12 z˜(t, u), z˜(t, u))dt+
∫ β
α
(Q−1(t)u(t), u(t))dt+ c2 = J(u) + c2. (4.3)
This lemma an be proved using formula (2.16).
Lemma 4.2. U is a onvex losed set in the spae L2(α, β).
Proof. The onvexity of set U is obvious. Let us prove that this set is losed.
Note that funtions z1(0, u) and z4(T, u) an be represented as
z1(0, u) = a1 +
∫ β
α
Φ1(t)u(t)dt,
z4(T, u) = a2 +
∫ β
α
Φ2(t)u(t)dt,
(4.4)
where Φ1(t) and Φ2(t) are known matrix funtions with the elements from L2(α, β) and a1 and a2 are
vetors. Expression (4.4) an be obtained if we introdue a vetor z0 suh that z1(0, u) = z0. Then
z1(α, u) = Φ(α, 0)z0, where Φ(t, τ) is a solution to the equation
dΦ(t, τ)
dt
= −A∗(t)Φ(t, τ),Φ(τ, τ) = E.
z2(s, u) = Φ(s, α)z2(α, u) = Φ(s, α)z1(α, u) +
∫ s
α
Φ(s, τ)HT (τ)u1(τ)dτ =
Φ(s, 0)z0 +
∫ s
α
Φ(s, τ)HT (τ)u1(τ)dτ.
Next,
z4(T, u) = Φ(T, 0)z0 +
∫ β
α
Φ(T, τ)HT (τ)u(τ)dτ + Φ(T, s)a.
Sine BVP (2.6) is uniquely solvable, there exists one and only one vetor z0 satisfying the algebrai
equation system {
B¯0z0 = 0,
B1Φ(T, 0)z0 = −
∫ β
α
Φ(t, τ)HT (τ)u(τ)dτ − Φ(T, s)a.
Solving this system we determine z0 in the form
z0 = b+
∫ β
α
Φ0(τ)u(τ)dτ,
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where Φ0(τ) is a known matrix funtion ontinuous on [α, β] and b is a known vetor. Taking into
aount this equality, we obtain expression (3.4). From these relationships, it follows that if a sequene
un(t) onverges in L2(α, β) to a funtion u0(t), then
lim
n→∞
B¯0z1(0, un) = B¯0z1(0, u0),
lim
n→∞
B¯1z4(0, un) = B¯1z4(0, u0),
whih proves that U is a losed set.
Assume now that U is nonempty. Then the following statement is valid.
Theorem 4.1. There exists the unique minimax estimate of expression (a, ϕ(s)) whih an be repre-
sented in the form (3.1) at cˆ = 0, where vetor-funtions p2(t) and p3(t) solve the equations
L∗z1(t) = 0, 0 < t < α, Bˆ0z1(0) = 0,
L∗z2(t) = −HT (t)Q(t)H(t)p2(t), α < t < s, z2(α) = z1(α),
L∗z3(t) = −HT (t)Q(t)H(t)p3(t), s < t < β, z3(s) = z2(s)− a,
L∗z4(t) = 0, β < t < T, z4(β) = z3(β),
Bˆ1z4(T ) = 0, B¯0z1(0), B¯1z4(T ) = 0, (4.5)
Lp1(t) = Q
−1
2 (t)z1(t), 0 < t < α,
Lp2(t) = Q
−1
2 (t)z2(t), α < t < s, p2(α) = p1(α),
Lp3(t) = Q
−1
2 (t)z3(t), s < t < β, p3(s) = p2(s),
Lp4(t) = Q
−1
2 (t)z4(t), s < t < β.
Proof. Similarly to Theorem 3.1 one an show that for u ∈ U the following equality holds
σ(u, c) = J(u) + c2,
where
J(u) =
∫ α
0
(Q−12 (t)z1(t, u), z1(t, u))ndt+
∫ s
α
(Q−12 (t)z2(t, u), z2(t, u))ndt
+
∫ β
s
(Q−12 (t)z3(t, u), z3(t, u))ndt+
∫ T
β
(Q−12 (t)z4(t, u), z4(t, u))ndt
+
∫ s
α
(Q−1(t)u1(t), u1(t))dt+
∫ β
s
(Q−1(t)u2(t), u2(t))dt,
and zi(t, u), i = 1, 4, are solutions to equations (4.5) at B¯0z1(0, u) = 0 and B¯1z4(T, u) = 0. J(u) is
a stritly onvex lower semiontinuous funtional on a losed onvex set U and lim‖u‖→∞ J(u) = ∞.
Therefore there exists one and only one vetor uˆ suh that minu∈U J(u) = J(uˆ). This vetor an be
determined from the relationship
d
dτ
Jµ(uˆ1 + τv1, uˆ2 + τv2)
∣∣∣∣
τ=0
≡ 0, ∀v = (v1, v2) ∈ H,
where
Jµ(u) = J(u1, u2) + (µ1, B¯0z1(0, u)) + (µ2, B¯1z4(T, u)),
µ = (µ1, µ2), µ1 ∈ Rm, and µ2 ∈ Rn−m are Lagrange multipliers.
Further analysis is similar to the proof of Theorem 3.1.
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Let vetor-funtions pˆ1(t), pˆ2(t), pˆ3(t), pˆ4(t), ϕˆ1(t), ϕˆ2(t), ϕˆ3(t), ϕˆ4(t) be solutions to the system
L∗pˆ1(t) = 0, 0 < t < α,
L∗pˆ2(t) = H
T (t)Q(t)[y(t)−H(t)ϕˆ2(t)), α < t < s,
L∗pˆ3(t) = H
T (t)Q(t)[y(t)−H(t)ϕˆ3(t)), s < t < β,
L∗pˆ4(t) = 0, β < t < T,
Lϕˆ1(t) = Q
−1
2 (t)pˆ1(t), 0 < t < α,
Lϕˆ2(t) = Q
−1
2 (t)pˆ2(t), α < t < s, (4.6)
Lϕˆ3(t) = Q
−1
2 (t)pˆ3(t), s < t < β,
Lϕˆ4(t) = Q
−1
2 (t)pˆ4(t), β < t < T,
Bˆ0pˆ1(0) = 0, pˆ2(α) = pˆ1(α), pˆ3(s) = pˆ2(s), pˆ4(β) = pˆ3(β),
Bˆ1pˆ1(T ) = 0, B¯0pˆ1(0) = 0, B¯1pˆ4(T ) = 0,
ϕˆ2(α) = ϕˆ1(α), ϕˆ3(s) = ϕˆ2(s) ϕˆ4(β) = ϕˆ3(β).
Theorem 4.2. Assume that for any vetor a ∈ Rn set U is nonempty. Then system (4.6) is uniquely
solvable and the equality
(
̂
a, ϕ(s)) = (a, ϕˆ2(s))
holds
Proof. Introdue funtions pˆi(t, v) as solutions to the BVP
L∗pˆ1(t, v) = 0, 0 < t < α,
L∗pˆ2(t, v) = d(t)−HT (t)v1(t), α < t < s,
L∗pˆ3(t, v) = d(t)−HT (t)v2(t), s < t < β,
L∗pˆ4(t, v) = 0, β < t < T,
Bˆ0pˆ1(0, v) = 0, Bˆ1p¯4(T, v) = 0,
pˆ2(α, v) = pˆ1(α, v), pˆ3(s, v) = pˆ2(s, v), pˆ4(β, v) = pˆ3(β, v),
where d(t) = HT (t)Q(t)y(t).
Dene a set
U1 = {v : B¯0pˆ1(0, v) = 0, B¯1pˆ4(T, v) = 0}.
Sine U is nonempty, the same is valid for U1 for any vetor a. Similarly to the ase of U, one an show
that U1 is a onvex losed set. Denote by J1(v) the funtional of the form
J1(v) =
∫ α
0
(Q−12 (t)pˆ1(t, v), pˆ1(t, v))dt+
∫ s
α
(Q−12 (t)pˆ2(t, v), pˆ2(t, v))dt
+
∫ β
s
(Q−12 (t)pˆ3(t, v), pˆ3(t, v))dt+
∫ T
β
(Q−12 (t)pˆ4(t, v), pˆ4(t, v))dt
+
∫ s
α
(Q−1(t)v1(t), v1(t))dt+
∫ β
s
(Q−1(t)v2(t), v2(t))dt.
One an show, following Theorem 4.1, that on set U1 there is one and only one point of minimum of
funtional J1(v), namely,
vˆ1(t) = Q
−1(t)H(t)ϕˆ2(t), vˆ2(t) = Q
−1(t)H(t)ϕˆ3(t),
where funtions ϕˆ2(t) and ϕˆ3(t) are determined from system (4.6). The proof of the equality
̂
(a, ϕ(s))n = (a, ϕˆ2(s))n
is similar to that in Theorem 3.2.
30
5 Elimination tehnique in minimax estimation problems
Assume that a vetor-funtion
y1(t) = C11ϕ(t) + C12ϕ
′(t) + ξ1(t), y2(t) = C21ϕ(t) + C22ϕ
′(t) + ξ2(t) (5.1)
is observed on interval (0, 1). Here C = Cij(t) is an m × n matrix with the entries ontinuous on
[0, 1]; ξi(t) are vetor random proesses ontinuous in the mean square sense and suh that Mξi(t) = 0,
i = 1, 2; funtion ϕ(t) is a solution to the BVP
ϕ′′(t) = A(t)ϕ(t) +B(t)f(t), ϕ′(0) = 0, ϕ(1) = 0, (5.2)
where A(t) and B(t) are, respetively, n × n and n × r matries with the entries ontinuous on [0, 1]
and A(t) is a symmetri nonnegative denite matrix; and f(t) is a square integrable vetor-funtion on
(0, 1).
Set ϕ = ϕ1 and ϕ
′
1 = ϕ2 and rewrite (5.2) as an equation system
ϕ′1 = ϕ2, ϕ
′
2 = A(t)ϕ1 +B(t)f, ϕ2(0) = ϕ1(1) = 0. (5.3)
Redue the solution of BVP (5.3) to the solution of a Cauhy problem using elimination.
We look for funtion ϕ2(t) in the form ϕ2(t) = P (t)ϕ1(t) + ψ(t), where matrix P (t) and vetor-
funtion ψ(t) is hosen so that
ϕ′2(t) = A(t)ϕ1(t) +B(t)f(t).
We have
ϕ′2(t) = P
′(t)ϕ1(t) + P (t)ϕ
′
1(t) + ψ
′(t) = P ′(t)ϕ1(t) + P (t)ϕ2(t) + ψ
′(t) =
= P ′(t)ϕ1(t) + P (t)[P (t)ϕ1(t) + ψ(t)] + ψ
′(t) = A(t)ϕ1(t) +B(t)f(t);
therefore, funtions P (t) and ψ(t) must satisfy the equations
P ′(t) + P 2(t) = A(t), P (0) = 0, ψ′(t) + P (t)ψ(t) = B(t)f(t), ψ(0) = 0. (5.4)
Thus we have redued BVP (5.2) to the Cauhy problem for funtions P (t), ψ(t), and ϕ1(t).
Note that for funtion P (t) a Riati equation is obtained whih is uniquely solvable on any nite
interval; in addition, there is one and only one funtion ψ(t) whih is absolutely ontinuous and satises
the orresponding equation almost everywhere.
Using the notations introdued above, we an write the expressions for funtions y1(t) and y2(t) as
y1(t) = [C11(t) + C12(t)P (t)]ϕ1(t) + C12(t)ψ(t) + ξ1(t),
y2(t) = [C21(t) + C22(t)P (t)]ϕ1(t) + C22(t)ψ(t) + ξ2(t),
or
y(t) = H(t)x(t) + ξ(t), (5.5)
where
H(t) = (Hij(t))i,j=1,2 , H11 = C11 + C12P,
H12 = C12, H21 = C21 + C22P, H22 = C22,
x(t) =
(
ϕ1(t)
ψ(t)
)
, ξ(t) =
(
ξ1(t)
ξ2(t)
)
,
and funtion x(t) is a solution to the equation
dx
dt
= A1(t)x(t) +B1(t)f(t), ϕ1(1) = 0, ψ(0) = 0, (5.6)
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where
A1(t) =
(
P (t) E
0 −P (t)
)
, B1(t) =
(
0
B(t)
)
.
Denote by V a lass of random proesses ξ˜(t) whose orrelation matries R˜(t, s) = Mξ˜(t)ξ˜T (s)
satisfy the inequality
1∫
0
q21(t)Sp R˜(t, t)dt ≤ 1,
here q1(t) is a ontinuous funtion on [0, T ] suh that |q1(t)| ≥ q > 0 where q is a ertain number.
Assume in what follows that orrelation matrix R(t, s) of proess ξ(t) belongs to V.
Assume also that funtion f(t) belongs to a set
G =
f˜ :
1∫
0
(Qf˜, f˜)dt ≤ 1
 , (5.7)
where Q is a positive denite matrix.
Our problem is to nd a minimax estimate of expression (a1, ϕ1(s)) + (a2, ϕ2(s)) using observations
(5.1). Sine (a1, ϕ1(s))+(a2, ϕ2(s)) = (a1+Pa2, ϕ1(s))+(a2, ψ(s)) = (b, x(s)) where b =
(
a1 + Pa2
a2
)
,
there is a one-to-one orrespondene that ouples the estimates.
We look for an estimate
2
of expression (b, x(s)) in the lass of estimates of the form
(b̂, x(s)) =
s∫
0
(u1(t), y(t))dt+
1∫
s
(u2(t), y(t))dt+ d (5.8)
linear with respet to observations where u1(t) and u2(t) are square integrable funtions on (0, s) and
(s, 1), respetively, and d ∈ R1.
As before, we look for minimax estimate (
̂
b, x(s)) =
s∫
0
(uˆ1(t), y˜(t))dt +
1∫
s
(uˆ2(t), y˜(t))dt + dˆ of inner
produt (b, x(s)) in the lass of linear estimates of the form (b̂, x(s)) =
s∫
0
(u1(t), y(t))dt+
1∫
s
(u2(t), y(t))dt+
d. For this estimate vetor-funtion uˆ(t) = (uˆ1(t), uˆ2(t)) and onstant dˆ are determined from the ondi-
tion
inf
u1∈L2(0,s),u2∈L2(s,1),d∈R
sup
ξ˜∈V,f˜∈G
M [(b, x˜(s))− (b̂, x˜(s))]2 = sup
ξ˜∈V,f˜∈G
M [(b, x˜(s))− (̂b, x˜(s))]2, (5.9)
where x˜ is a solution to problem (5.2) at f = f˜ , (b̂, x˜(s)) =
s∫
0
(u1(t), y˜(t))dt +
1∫
s
(u2(t), y˜(t))dt + d,
y˜(t) = H(t)x˜(t) + ξ˜(t).
Introdue funtions z1(s) and z2(s) as solutions to the equations
z′1 = −AT1 z1 +HTu1, z11(0) = 0, 0 < t < s,
z′2 = −AT1 z2 +HTu2, z22(1) = 0, s < t < 1, (5.10)
−z2(s) + z1(s) = b.
2
In this setion (·, ·) will denote the inner produt in the orresponding Eulidean spae
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Proposition 5.1. Let z1(s) and z2(s) be solutions to the BVP for equations (5.10); then the following
equality holds
sup
ξ˜∈V,f˜∈G
M [(b, x˜(s))− (b̂, x˜(s))]2 =
s∫
0
(Q1z1, z1)dt+
1∫
s
(Q1z2, z2)dt+
+
s∫
0
q−21 (u1, u1)dt+
1∫
s
q1(u2, u2)dt+ d
2, (5.11)
where
Q1 = B1Q
−1BT1 .
The proof of this statement is similar to the proof of the orresponding assertion from Setion 2.1.
Remark. The BVP is uniquely solvable in the lass of absolutely ontinuous funtions.
Indeed, writing the equations for the omponents of vetors z1 and z2 we obtain an equation system
z′11 = −Pz11 + (HTu1)1, z11(0) = 0,
z′12 = −z11 + Pz12 + (HTu1)1, −z21(s) + z11(s) = b1, (5.12)
z′21 = −Pz21 + (HTu2)1, −z22(s) + z12(s) = b2,
z′22 = −z21 + Pz22 + (HTu2)2, z22(1) = 0.
For funtion z11 we have a Cauhy problem; solving this problem we nd z21(s) and, onsequently,
z22(s). Solving the Cauhy problem for z21(t), we obtain this funtion for any t ∈ (s, 1). Funtion z12(t)
an be determined in a similar manner.
Proposition 5.2. Let funtions u1(t) and u2(t) have the form u1(t) = p1(t)H(t)z1(t) and u2(t) =
p2(t)H(t)z2(t), where p1(t) and p2(t) are ontinuous, respetively, on [0, s] and [s, 1]. Then the following
representation is valid
s∫
0
(u1(t), y(t))dt+
1∫
s
(u2(t), y(t))dt = (b, xˆ1(s)), (5.13)
where xˆ1(s) is determined from the solution to the equation system
xˆ′1(t) = A1xˆ1 + p1(t)H
T (y(t)−Hxˆ1(t)),
xˆ′2(t) = A1xˆ2 + p2(t)H
T (y(t)−Hxˆ2(t)), (5.14)
xˆ1(s) = xˆ2(s), xˆ12(0) = xˆ21(1) = 0.
Proof. Sine u2(t) = p2(t)H(t)z2(t), we have
1∫
s
(u2(t), y(t))dt =
1∫
s
(z2(t), p2(t)H
T (t)y(t))dt.
Let xˆ2(s) be a solution determined from system (5.14). Multiplying both sides of equations (5.14) by
z2(t) and integrating from s to 1, we obtain
1∫
s
(z2, p2H
Ty)dt =
1∫
s
(xˆ′2, z2)dt−
1∫
s
(A1xˆ2, z2)dt+
1∫
s
(p2H
THxˆ2, z2)dt,
33
however,
1∫
s
(xˆ′2, z2)dt = −
1∫
s
(xˆ2, z
′
2)dt+ (xˆ2(1), z2(1))− (xˆ2(s), z2(s)) =
=
1∫
s
(xˆ2, A
T
1 z2)dt−
1∫
s
(xˆ2, p2H
THz2)dt.
Thus
1∫
s
(z2, p2H
Ty)dt = −(xˆ2(s), z2(s)).
In a similar way, we an show that
s∫
0
(u1, y)dt =
s∫
0
(z1, p1H
Ty)dt = (xˆ1(s), z1(s)).
The desired representation follows now from the latter relationship and the equalities xˆ1(s) = xˆ2(s),
z1(s)− z2(s) = b.
Introdue funtions p1(t), p2(t), xˆ1(t), and xˆ1(t) as solutions to the initial value problems
z′1 = −AT1 z1 +HT q21Hp1, z11(0) = 0,
z′2 = −AT1 z2 +HT q21Hp2, z22(1) = 0,
z1(s)− z2(s) = b, (5.15)
p′1 = A1p1 +Q1z1, p12(0) = 0,
p′2 = A1p2 +Q1z2, p21(1) = 0,
p1(s) = p2(s),
xˆ′1 = A1xˆ1 +Q1pˆ1, xˆ12(0) = 0,
xˆ′2 = A1xˆ2 +Q1pˆ2, xˆ21(1) = 0,
xˆ1(s) = xˆ2(s), (5.16)
−pˆ′1 = AT1 pˆ1 +HT q21(y −Hxˆ1), pˆ11(0) = 0,
−pˆ′2 = AT1 pˆ2 +HT q21(y −Hxˆ2), pˆ22(1) = 0,
pˆ1(s) = pˆ2(s).
The following statement is valid.
Proposition 5.3. Let the set G have form (5.7). The the minimax estimate admits the representation
(
̂
b, x(s)) =
s∫
0
(q21Hp1, y)dt+
1∫
s
(q21Hp2, y)dt = (b, xˆ1(s)), (5.17)
where funtions p1, p2, and xˆ1 are determined from the solution to equation systems (5.15), (5.16).
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The proof of this statement is similar to the proof of the orresponding assertion from Setion 2.1.
Write equations (5.16) in a detailed form, row by row,
xˆ′11 = P xˆ11 + xˆ11, xˆ12(0) = 0,
xˆ′12 = −P xˆ12 + Q˜pˆ12, xˆ21(1) = 0,
xˆ′21 = P xˆ21 + xˆ22, xˆ11(s) = xˆ21(s),
xˆ′22 = −P xˆ22 + Q˜pˆ22, xˆ12(s) = xˆ22(s),
where Q˜ = BQ1B
T . Let us go bak to equation (5.6). Sine the equation for funtion ψ(t) has the form
ψ′(t) = −P (t)ψ(t) +B(t)f(t), ψ(0) = 0,
the Cauhy formula yields
ψ(1) =
1∫
0
Φ(1, t)B(t)f(t)dt = Df,
where Φ(s, t) is a solution to the equation
∂Φ(s, t)
∂s
= P (s)Φ(s, t),
Φ(t, t) = E.
Below, we will study estimates of solutions to equation (5.6) subjet to the onditions ϕ1(1) = 0,
ψ(1) = Df. Let the funtion f(t) belong to a bounded subset G of L2(0, 1).
Introdue funtions z1(t; u) and z2(t; u) as solutions to the equations
z′1(·; u) = −AT1 z1(·; u) +HTu1, z1(0) = 0,
z′2(·; u) = −AT1 z2(·; u) +HTu2, z1(s; u)− z2(s; u) = b. (5.18)
Proposition 5.4. Let z1(t; u) and z2(t; u) be solutions to the equation system (5.18). Then
sup
ξ˜∈V,f˜∈G
M((b, x˜(s))− (b̂, x˜(s)))2 = sup
f˜∈G
(∫ s
0
(
z1(t; u) + Φ
T (1, t)z1(1; u), B(t)f˜(t)
)
dt+
+
∫ 1
s
(
z2(t; u) + Φ
T (1, t)z2(1; u), B(t)f˜(t)
)
dt− d
)2
+
∫ s
0
q−21 (t)(u1(t), u1(t))dt+
+
∫ 1
s
q−21 (t)(u2(t), u2(t))dt.
This statement an be easily proved using the methods set forth in Setion 2.1.
We will all minimax estimate (
̂
b, x(s)) U optimal if it has the form
(
̂
b, x(s)) =
∫ s
0
(uˆ1(t), y(t))dt+
∫ 1
s
(uˆ2(t), y(t))dt + dˆ,
where funtions uˆ1 and uˆ2 and number dˆ are determined from the ondition
inf
(u1,u2)∈U ,d∈R
sup
ξ˜∈V,f˜∈G
M
(
(b, x˜(s))− (b̂, x˜(s))
)2
= sup
ξ˜∈V,f˜∈G
M
(
(b, x˜(s))− (̂b, x˜(s))
)2
and U is a subset of L2(0, 1).
Let the set U be given by U = {(u1, u2) : z2(1; u) = 0}, and G is determined by formula (5.7).
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Proposition 5.5. Assume that set U is not empty. Then dˆ = 0, uˆ1(t) = q1(t)H(t)p1(t), and uˆ2(t) =
q1(t)H(t)p2(t), where p1(t) and p2(t) are determined from the solution to the equation system
z′1 = −AT1 z1 +HT uˆ1, z1(0) = 0,
z′2 = −AT1 z2 +HT uˆ2, z1(s)− z2(s) = b, z2(1) = 0,
p′1 = A1p1 +Q1z1, 0 < t < s,
p′2 = A1p2 +Q1z2, s < t < 1, p1(s) = p2(s). (5.19)
Proof. If set U is not empty, then from Proposition 4, it follows that for (u1, u2) ∈ U ,
sup
ξ˜∈V,f˜∈G
M((b, x˜(s))− (b̂, x˜(s)))2 =
sup
f˜∈G
[∫ s
0
(z1(t; u), B(t)f˜(t))dt+
∫ 1
s
(z2(t; u), B(t)f˜(t))dt− d
]2
+
+
∫ s
0
q−21 (t)(u1(t), u1(t))dt+
∫ 1
s
q−21 (t)(u2(t), u2(t))dt = J(u, d).
Taking into aount the denition of set G, we obtain
J(u, d) =
∫ s
0
(Q1z1(·; u), z1(·; u))dt+
∫ 1
s
(Q1z2(·; u), z2(·; u))dt+
+
∫ s
0
q−21 (t)(u1(t), u1(t))dt+
∫ 1
s
q−21 (t)(u2(t), u2(t))dt+ d
2.
This expression yields
inf
(u1,u2)∈U,d∈R
J(u, d) = inf
(u1,u2)∈U
J(u, 0).
It is easy to see that there exists a unique funtion uˆ(t) = (uˆ1(t), uˆ2(t)) suh that
J(uˆ, 0) = inf
u=(u1,u2)∈U
J(u, 0).
Set z1(t) := z1(t; uˆ) and z2(t) := z2(t; uˆ). Finding onditional extremum of funtional J(u, 0) we obtain
that for the funtion uˆ(t) at whih the inmum is attained, the following equalities hold
uˆ1(t) = q1(t)H(t)p1(t), uˆ2(t) = q1(t)H(t)p2(t),
where p1(t) and p2(t) are determined from the solution to the equation system (5.19). The theorem is
proved.
Introdue funtions pˆ1(t), pˆ2(t), xˆ1(t), and xˆ2(t) as solutions to the equation system
−pˆ′1 = AT1 pˆ1 + q1HT (y(t)−Hxˆ1(t)), pˆ1(0) = 0,
−pˆ′2 = AT1 pˆ2 + q1HT (y(t)−Hxˆ2(t)), pˆ2(1) = 0, pˆ1(s) = pˆ2(s),
xˆ′1 = A1xˆ1 +Q1pˆ1, 0 < t < s,
xˆ′2 = A1xˆ2 +Q1pˆ2, s < t < 1, xˆ1(s) = xˆ2(s).
Proposition 5.6. The minimax estimate admits the representation (
̂
b, x(s)) = (b, xˆ1(s)).
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Proof. Sine uˆ1(s) = q1(t)H(t)p1(t), we have
s∫
0
(uˆ1, y)dt =
s∫
0
(q1Hp1, y)dt =
s∫
0
(p1, q1H
Ty)dt =
= −
s∫
0
(p1, pˆ
′
1)dt−
s∫
0
(p1, A
T
1 pˆ1)dt+
s∫
0
(p1, q1H
THxˆ1)dt =
=
s∫
0
(p′1, pˆ1)dt−
s∫
0
(AT1 p1, pˆ1)dt− (p1(s), pˆ1(s)) +
s∫
0
(p1, q1H
THxˆ1)dt =
=
s∫
0
(z1, Q1pˆ1)dt− (p1(s), pˆ1(s)) +
s∫
0
(p1, q1H
THxˆ1)dt,
s∫
0
(z1, Q1pˆ1)dt =
s∫
0
(xˆ′1 −A1xˆ1, z1)dt =
= −
s∫
0
(xˆ1, z
′
1 + A
T
1 z1)dt+ (xˆ1(s), z1(s))−
s∫
0
(p1, q1H
THxˆ1)dt.
The latter relationships yield
s∫
0
(uˆ1, y)dt = (xˆ1(s), z1(s)).
In a similar manner, we an show that
1∫
s
(uˆ2, y)dt = −(xˆ2(s), z2(s)) = −(xˆ1(s), z2(s)).
Therefore,
s∫
0
(uˆ1, y)dt+
1∫
s
(uˆ2, y)dt = (b, xˆ1(s)),
The proposition is proved.
6 Minimax estimation of the solutions to the boundary value
problems from point observations
In this hapter we study minimax estimation problems in the ase of point observations and propose
onstrutive methods for obtaining minimax estimates.
Let ti, i = 1, N be a given system of points on an interval (0, T ). Set t0 = 0 and tN+1 = T. The
problem is to estimate the expression
(a, ϕ(s))n =
n∑
i=1
aiϕi(s), (6.1)
from observations of the form
yi = ϕ(ti) + ξi, i = 1, N, (6.2)
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over the state ϕ of a system desribed by BVP (1.1), (1.2) in the lass of estimates
̂(a, ϕ(s))n =
N∑
i=1
(ui, yi)n + c (6.3)
linear with respet to observations (6.2); here s ∈ (ti0−1, ti0), i0 ∈ {1, . . . , N + 1}. The assumptions
are as follows
3 F = (f0, f1, f(·)) ∈ G, ξ := (ξ1, . . . , ξN) ∈ V, where ξi are errors in estimations (6.2)
that are realizations of random vetors ξi = ξi(ω) ∈ Rn and V denotes the set of random elements
ξ˜ = (ξ˜1, . . . , ξN) whose omponents ξi has integrable seond moments Mξ˜
2
i , zero means Mξ˜i = 0,, and
orrelation matries R˜i = Mξ˜iξ˜
T
i satisfying the ondition
N∑
i=1
Sp [Q˜iR˜i] ≤ 1, (6.4)
where Q˜i are positive denite n× n matries, SpB denotes the trae of the matrix B = {bij}li,j=1, i.e.,
the quantity
∑l
i=1 bii, ui ∈ Rn, and c ∈ R.
Set u := (u1, . . . , uN) ∈ RN×n.
Denition. The estimate
̂
(a, ϕ(s))n =
N∑
i=1
(uˆi, yi)n + cˆ,
in whih vetors uˆi, and a number cˆ are determined from the ondition
sup
F˜∈V, ξ˜∈G
M |(a, ϕ˜(s))n − ̂(a, ϕ˜(s))n|2 → inf
u∈RN×n, c∈R
, (6.5)
where
̂(a, ϕ˜(s))n =
N∑
i=1
(ui, y˜i)n + c, (6.6)
y˜i = ϕ˜(ti) + η˜i, i = 1, N, (6.7)
and ϕ˜(t) is the solution to the BVP (1.1), (1.2) at f = f˜ , f0 = f˜0, and f1 = f˜1, will be alled the
minimax estimate of expression (6.1).
The quantity
σ := { sup
F˜∈G, ξ˜∈V
M |(a, ϕ(s))n − ̂(a, ϕ(s))n|2}1/2 (6.8)
will be alled the error of the minimax estimation of (a, ϕ(s))n.
Let again t0 = 0, tN+1 = T , and s ∈ (ti0−1, ti0), i0 = 1, N + 1. For any xed u := (u1, . . . , uN) ∈ RN×n
introdue vetor-funtions z1(·; u) ∈ H1(t0, t1)n, . . . , zi0−1(·; u) ∈ H1(ti0−1, ti0)n, z(1)i0 (·; u) ∈ H1(ti0 , s)n,
z
(2)
i0
(·; u) ∈ H1(s, ti0)n, zi0+1(·; u) ∈ H1(ti0 , ti0+1)n, . . . , zN+1(·; u) ∈ H1(tiN , tiN+1)n, as solution to the
3
Set G is dened by (2.3)
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following BVP
L∗z1(t; u) = 0, 0 < t < t1, Bˆ0z1(0; u) = 0,
L∗z2(t; u) = 0, t1 < t < t2, z2(t1; u) = z1(t1; u) + u1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗zi0−1(t; u) = 0, ti0−2 < t < ti0−1, zi0−1(ti0−2; u) = zi0−2(ti0−2; u) + ui0−2,
L∗z
(1)
i0
(t; u) = 0, ti0−1 < t < s, z
(1)
i0
(ti0−1; u) = zi0−1(ti0−1; u) + ui0−1,
L∗z
(2)
i0
(t; u) = 0, s < t < ti0 , z
(2)
i0
(s; u) = z
(1)
i0
(s; u)− a, (6.9)
L∗zi0+1(t; u) = 0, ti0 < t < ti0+1, zi0+1(ti0 ; u) = z
(2)
i0
(ti0 ; u) + ui0 ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗zN(t; u) = 0, tN−1 < t < tN , zN(tN−1; u) = zN−1(tN−1; u) + uN−1,
L∗zN+1(t; u) = 0, tN < t < tN+1, zN+1(tN ; u) = zN(tN ; u) + uN , Bˆ1zN+1(T ; u) = 0.
Using a reasoning similar to the proof of the unique solvability of BVP (2.10), one an show that
problem (6.9) is uniquely solvable.
Lemma 6.1. Finding the minimax estimate of funtional (a, ϕ(s)) is equivalent to the problem of
optimal ontrol of the system desribed by BVP (6.9) with the ost funtion
I(u) =
N+1∑
i=1,i 6=i0
∫ ti
ti−1
(Q−12 (t)zi(t; u), zi(t; u))ndt
+
∫ s
ti0−1
(Q−12 (t)z
(1)
i0
(t; u), z
(1)
i0
(t; u))ndt+
∫ ti0
s
(Q−12 (t)z
(2)
i0
(t; u), z
(2)
i0
(t; u))ndt
+ (Q−10 B¯0z1(0; u), B¯0z1(0; u))m+(Q
−1
1 B¯1z4(T ; u), B¯1z4(T ; u))n−m+
N∑
i=1
(Q˜−1i ui, ui)ndt→ inf
u∈RN×n
. (6.10)
Proof. It is easy to see that the following equalities hold
(zi(ti−1; u), ϕ˜(ti−1))n − (zi(ti; u), ϕ˜(ti))n +
∫ ti
ti−1
(zi(t; u), f˜(t))ndt = 0, (6.11)
i = 1, . . . , i0 − 1, i0 + 1, . . . , N + 1,
(z
(1)
i0
(ti0−1; u), ϕ˜(ti0−1))n − (z(1)i0 (s; u), ϕ˜(s))n +
∫ s
ti0−1
(z
(1)
i0
(t; u), f˜(t))ndt = 0, (6.12)
(z
(2)
i0
(s; u), ϕ˜(s))n − (z(2)i0 (ti0 ; u), ϕ˜(ti0))n +
∫ ti0
s
(z
(2)
i0
(t; u), f˜(t))ndt = 0. (6.13)
Using (6.6), (6.7), and (6.9), we nd
(a, ϕ˜(s))n − ̂(a, ϕ˜(s))n = (a, ϕ˜(s))n −
N∑
i=1
(ui, y˜i)n − c
= (z
(1)
i0
(s; u), ϕ˜(s))n − (z(2)i0 (s; u), ϕ˜(s))n −
N∑
i=1,i 6=i0−1,i0
(zi+1(ti; u)− zi(ti; u), ϕ˜(ti))n
−
(
zi0+1(ti0 ; u)− z(2)i0 (ti0 ; u), ϕ˜(ti0)
)
n
−
(
z
(1)
i0
(ti0−1; u)− zi0−1(ti0−1; u), ϕ˜(ti0−1)
)
n
−
N∑
i=1
(ui, ξi)n − c,
(6.14)
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where the fourth or the third term on the right-hand side of (6.14) should be taken equal to 0 at,
respetively, i0 = 1 or i0 = N + 1.
Taking into aount the latter, relationships (6.11)(6.13), and the equalities (see page 7)
(z1(0; u), ϕ˜(0))n =
(
B¯0z1(0; u), f˜0
)
m
,
(zN+1(T ; u), ϕ˜(T ))n =
(
B¯1zN+1(T ; u), f˜1
)
n−m
,
we obtain
(a, ϕ˜(s))n − ̂(a, ϕ˜(s))n = (z1(0; u), ϕ˜(0))n − (zN+1(T ; u), ϕ˜(T ))n
+
∫ T
0
(z˜(t; u), f˜(t))ndt−
N∑
i=1
(ui, ξi)n − c
=
(
B¯0z1(0; u), f˜0
)
m
+
∫ T
0
(z˜(t; u), f˜(t))ndt−
(
B¯1zN+1(T ; u), f˜1
)
n−m
−
N∑
i=1
(ui, ξi)n − c, (6.15)
where
z˜(t; u) =

z1(t; u), t0 = 0 < t < t1;
· · · · · · · · · · · · · · · · · · · · ·
zi0−1(t; u), ti0−2 < t < ti0−1;
z
(1)
i0
(t; u), ti0−1 < t < s;
z
(2)
i0
(t; u), s < t < ti0 ;
zi0+1(t; u), ti0 < t < ti0+1;
· · · · · · · · · · · · · · · · · · · · ·
zN+1(t; u), tN < t < tN+1 = T.
Thus,
inf
c∈R1
sup
F˜∈G, ξ˜∈V
M [(a, ϕ˜(s))n − (â, ϕ˜(s))n]2 =
= inf
c∈R1
sup
F˜∈G
[
(B¯0z1(0; u), f˜0)m +
∫ T
0
(z˜(t; u), f˜(t))ndt− (B¯1zN+1(T ; u), f˜1)n−m − c
]2
+ sup
ξ˜∈V
M
[
N∑
i=1
(ui, ξi)n
]2
. (6.16)
Calulating the supremum on the right-hand side of (6.16) and taking into onsideration (2.3) and (6.4),
we nd
inf
c∈R1
sup
F˜∈G, ξ˜∈V
M [(a, ϕ˜(s))n − (â, ϕ˜(s))n]2 = I(u),
where I(u) is given by (6.10).
Starting from this lemma and applying the reasoning that led from Lemma 2.1 to Theorems 3.1 and
3.2, we obtain the following results.
Theorem 6.1. The minimax estimate of expression (a, ϕ(s)) has the form
̂
(a, ϕ(s))n =
N∑
i=1
(uˆi, yi)n + cˆ,
where
uˆi = Q˜ipi(ti), i = 1, . . . , i0 − 2, i0 + 1, . . . , N, uˆi0−1 = Q˜i0−1p(1)i0 (ti0−1), uˆi0 = Q˜i0p(2)i0 (ti0), (6.17)
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cˆ = (B¯0z1(0), f
(0)
0 )m − (B¯1zN+1(T ), f (0)1 )n−m +
∫ T
0
(z˜(t), f (0)(t))n dt,
z˜(t) =

z1(t), t0 = 0 < t < t1;
· · · · · · · · · · · · · · · · · · · · ·
zi0−1(t), ti0−2 < t < ti0−1;
z
(1)
i0
(t), ti0−1 < t < s;
z
(2)
i0
(t), s < t < ti0 ;
zi0+1(t), ti0 < t < ti0+1;
· · · · · · · · · · · · · · · · · · · · ·
zN+1(t), tN < t < tN+1 = T,
and vetor-funtions pi(t), zi(t), i = 1, N + 1, i 6= i0, z(1)i0 (t), p(1)i0 (t), z(2)i0 (t), and p(2)i0 (t), are determined
from the solution to the equation systems
L∗z1(t) = 0, 0 < t < t1, Bˆ0z1(0; u) = 0,
L∗z2(t) = 0, t1 < t < t2, z2(t1) = z1(t1) + Q˜1p1(t1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗zi0−1(t) = 0, ti0−2 < t < ti0−1, zi0−1(ti0−2) = zi0−2(ti0−2) + Q˜i0−2pi0−2(ti0−2),
L∗z
(1)
i0
(t) = 0, ti0−1 < t < s, z
(1)
i0
(ti0−1) = zi0−1(ti0−1) + Q˜i0−1p
(1)
i0
(ti0−1),
L∗z
(2)
i0
(t) = 0, s < t < ti0 , z
(2)
i0
(s) = z
(1)
i0
(s)− a,
L∗zi0+1(t) = 0, ti0 < t < ti0+1, zi0+1(ti0) = z
(2)
i0
(ti0) + Q˜i0p
(2)
i0
(ti0),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗zN (t) = 0, tN−1 < t < tN , zN (tN−1) = zN−1(tN−1) + Q˜N−1pN−1(tN−1),
L∗zN+1(t) = 0, tN < t < tN+1, zN+1(tN) = zN (tN) + Q˜NpN(tN), Bˆ1zN+1(T ; u) = 0.
Lp1(t) = Q
−1
2 (t)z1(t), 0 < t < t1, B0p1(0) = Q
−1
0 B¯0z1(0),
Lp2(t) = Q
−1
2 (t)z2(t), t1 < t < t2, p2(t1) = p1(t1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Lpi0−1(t) = Q
−1
2 (t)zi0−1(t), ti0−2 < t < ti0−1, pi0−1(ti0−2) = pi0−2(ti0−2),
Lp
(1)
i0
(t) = Q−12 (t)z
(1)
i0
(t), ti0−1 < t < s, p
(1)
i0
(ti0−1) = pi0−1(ti0−1),
Lp
(2)
i0
(t) = Q−12 (t)z
(2)
i0
(t), s < t < ti0 , p
(2)
i0
(s) = p
(1)
i0
(s),
Lpi0+1(t) = Q
−1
2 (t)zi0+1(t), ti0 < t < ti0+1, pi0+1(ti0) = p
(2)
i0
(ti0),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
LpN (t) = Q
−1
2 (t)zN , tN−1 < t < tN , pN(tN−1) = pN−1(tN−1),
LpN+1(t) = Q
−1
2 (t)zN+1(t), tN < t < T, pN+1(tN) = pN (tN), B1pN+1(T ) = −Q−11 B¯1zN+1(T ). (6.18)
Here zi, pi ∈ H1(ti−1, ti)n, i = 1, N + 1, i 6= i0, z(1)i0 , p(1)i0 ∈ H1(ti0−1, s)n, and z(2)i0 , p(2)i0 ∈ H1(s, ti0)n. The
minimax estimation error
σ = (a, p
(2)
i0
(s))1/2n . (6.19)
System (6.18) is uniquely solvable.
Theorem 6.2. The following representation is valid
̂
(a, ϕ(s))n = (a, ϕˆ
(2)
i0
(s))n,
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where vetor-funtions ϕˆi(t), i = 1, N + 1, i 6= i0, ϕˆ(1)i0 (t), ϕˆ(2)i0 (t) are determined from the solution to the
equation systems
L∗pˆ1(t) = 0, 0 < t < t1, Bˆ0pˆ1(0; u) = 0,
L∗pˆ2(t) = 0, t1 < t < t2, pˆ2(t1) = pˆ1(t1) + Q˜1(ϕˆ1(t1)− y1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗pˆi0−1(t) = 0, ti0−2 < t < ti0−1, pˆi0−1(ti0−2) = pˆi0−2(ti0−2) + Q˜i0−2(ϕˆi0−2(ti0−2)− yi0−2),
L∗pˆ
(1)
i0
(t) = 0, ti0−1 < t < s, pˆ
(1)
i0
(ti0−1) = pˆi0−1(ti0−1) + Q˜i0−1(ϕˆ
(1)
i0
(ti0−1)− yi0−1),
L∗pˆ
(2)
i0
(t) = 0, s < t < ti0 , pˆ
(2)
i0
(s) = pˆ
(1)
i0
(s),
L∗pˆi0+1(t) = 0, ti0 < t < ti0+1, pˆi0+1(ti0) = pˆ
(2)
i0
(ti0) + Q˜i0(ϕˆ
(2)
i0
(ti0)− yi0),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
L∗pˆN(t) = 0, tN−1 < t < tN , pˆN (tN−1) = pˆN−1(tN−1) + Q˜N−1(ϕˆN−1(tN−1)− yN−1),
L∗pˆN+1(t) = 0, tN < t < tN+1, pˆN+1(tN) = pˆN (tN) + Q˜N (ϕˆN(tN)− yN), Bˆ1pˆN+1(T ; u) = 0.
Lϕˆ1(t) = Q
−1
2 (t)pˆ1(t) + f
(0)(t), 0 < t < t1, B0ϕˆ1(0) = Q
−1
0 B¯0pˆ1(0) + f
(0)
0 ,
Lϕˆ2(t) = Q
−1
2 (t)pˆ2(t) + f
(0)(t), t1 < t < t2, ϕˆ2(t1) = ϕˆ1(t1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Lϕˆi0−1(t) = Q
−1
2 (t)pˆi0−1(t) + f
(0)(t), ti0−2 < t < ti0−1, ϕˆi0−1(ti0−2) = ϕˆi0−2(ti0−2),
Lϕˆ
(1)
i0
(t) = Q−12 (t)pˆ
(1)
i0
(t) + f (0)(t), ti0−1 < t < s, ϕˆ
(1)
i0
(ti0−1) = ϕˆi0−1(ti0−1),
Lϕˆ
(2)
i0
(t) = Q−12 (t)pˆ
(2)
i0
(t) + f (0)(t), s < t < ti0 , ϕˆ
(2)
i0
(s) = ϕˆ
(1)
i0
(s),
Lϕˆi0+1(t) = Q
−1
2 (t)pˆi0+1(t) + f
(0)(t), ti0 < t < ti0+1, ϕˆi0+1(ti0) = ϕˆ
(2)
i0
(ti0),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
LϕˆN (t) = Q
−1
2 (t)pˆN(t) + f
(0)(t), tN−1 < t < tN , ϕˆN(tN−1) = ϕˆN−1(tN−1),
LϕˆN+1(t) = Q
−1
2 (t)pˆN+1(t) + f
(0)(t), tN < t < T, ϕˆN+1(tN) = ϕˆN(tN ),
B1ϕˆN+1(T ) = −Q−11 B¯1pˆN+1(T )− f (0)1 . (6.20)
Here pˆi = pˆi(·;ω), ϕˆi = ϕˆi(·;ω) ∈ H1(ti−1, ti)n, i = 1, N + 1, i 6= i0, pˆ(1)i0 = pˆ(1)i0 (·;ω), ϕˆ(1)i0 = ϕˆ(1)i0 (·;ω) ∈
H1(ti0−1, s)
n, pˆ
(2)
i0
= p
(2)
i0
(·;ω), ϕˆ(2)i0 = ϕˆ(2)i0 (·;ω) ∈ H1(s, ti0)n, and equalities (6.20) are fullled with
probability 1. System (6.20) is uniquely solvable.
7 Minimax estimation of funtionals of solutions to boundary
value problems for linear dierential equations of order n
In this hapter we propose a method for minimax estimation of parameters of general two-point BVPs
for linear ordinary dierential equations of order n; their solutions are determined to within funtions
that are solutions to the orresponding homogeneous problems and exist if the right-hand sides of the
equations and boundary onditions entering the problem statement satisfy ertain solvability onditions.
7.1 Auxiliary results
If H0 is a Hilbert spae over C with the inner produt (·, ·)H0 and norm ‖ ·‖H0, then by JH0 ∈ L(H0, H ′0)
we will denote an operator alled isometri isomorphism; this operator ats from H0 on its onjugate
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spae H ′0 and is dened by en equality
4 (v, u)H0 = < v, JH0u >H0×H′0 ∀u, v ∈ H0, where < x, f >H0×H′0
:= f(x) for x ∈ H0, f ∈ H ′0.
Denote by L2(a, b) the spae of funtions square integrable on (a, b). For any n ≥ 1 denote by
W n2 (a, b) the spae of funtions absolutely ontinuous on [a, b] together with the derivatives up to order
(n− 1) for whih the derivative of order n that exists almost everywhere on (a, b) belongs to L2(a, b).
Assume that funtions pi(t) dened on a losed interval [a, b] are suh that p
(n−i)
i ∈ C[a, b], i = 0, n,
and p0(t) 6= 0 on [a, b]. Let funtions ϕ(t), belong to the spae W n2 (a, b); dene a dierential operator L
ating in L2(a, b) by the formula
Lϕ(t) = p0(t)ϕ
(n)(t) + p1(t)ϕ
(n−1)(t) + . . .+ pn(t)ϕ(t).
Assume next that there are given a funtion f ∈ L2(a, b) and numbers αi, i = 1, m. Consider the
following BVP: nd ϕ ∈ W n2 (a, b) that satises the equation
Lϕ(t) = f(t) (7.1)
almost everywhere on (a, b) and the boundary onditions
Bi(ϕ) = αi, i = 1, m, (7.2)
where
Bi(ϕ) =
n−1∑
j=0
(αi,jϕ
(j)(a) + βi,jϕ
(j)(b)), i = 1, m, (7.3)
is a given system of m linearly independent5 forms of 2n variables
ϕ(a), . . . , ϕ(n−1)(a), ϕ(b), . . . , ϕ(n−1)(b). (7.4)
In order to desribe right-hand sides f ∈ L2(a, b) and αi, i = 1, m, for whih BVP (7.1), (7.2) is
solvable and also to formulate the results obtained in this work, it is neessary to introdue a prob-
lem adjoint to (7.1), (7.2). To this end, omplement m linearly independent forms Bi(ϕ), i = 1, m,
given by (7.4) by some linear forms S1(ϕ), . . . , S2n−m(ϕ) to a linearly independent system of 2n forms
{B1(ϕ), . . . , Bm(ϕ), S1(ϕ), . . . , S2n−m(ϕ)} with respet to the same variables. Denote by L+ a dieren-
tial operator whih is alled formally adjoint to L; this operator is dened on funtions from W n2 (a, b)
and at in L2(a, b) aording to
L+ψ(t) = (−1)n(p0(t)ψ(t))(n) + (−1)(n−1)(p1(t)ψ(t))(n−1) + . . .+ pn(t)ψ(t).
Using Bi(ϕ), i = 1, m, and Sj(ϕ), j = 1, 2n−m, one an onstrut systems of linear forms B+j (ψ),
j = 1, 2n−m, and S+i (ψ), i = 1, m, with respet to variables ψ(a), . . . , ψ(n−1)(a), ψ(b), . . . , ψ(n−1)(b).
The onstruted forms possess the following properties:
(i) system of forms {S+1 (ψ), . . . , S+m(ψ), B+1 (ψ), . . . , B+2n−m(ψ)} is linearly independent;
(ii) for any ϕ, ψ ∈ W n2 (a, b) the Green formula is valid:∫ b
a
Lϕ(t)ψ(t) dt+
m∑
j=1
Bj(ϕ)S
+
j (ψ) =
2n−m∑
j=1
Sj(ϕ)B
+
j (ψ) +
∫ b
a
ϕ(t)L+ψ(t) dt. (7.5)
Formulate a BVP: nd a funtion ψ ∈ W n2 (a, b) that satises the equation
L+ψ(t) = g(t) (7.6)
4
This operator exists by the Riesz theorem.
5
It means that the rank of the matrix omposed of the oeients of these forms equals m.
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almost everywhere on (a, b) and the boundary onditions
B+j (ψ) = βj , j = 1, 2n−m, (7.7)
where g ∈ L2(a, b) is a given funtion and βj , j = 1, 2n−m are given numbers. This problem will be
alled adjoint to BVP (7.1), (7.2).
Problems (7.1), (7.2) and (7.6), (7.7) give rise to operators AB and A
+
B+ dened on funtions from
W n2 (a, b) ⊂ L2(a, b) aording to
AB(ϕ) = {Lϕ;B1(ϕ), . . . , Bm(ϕ)}, (7.8)
and
A+B+(ψ) = {L+ψ;B+1 (ψ), . . . , B+2n−m(ψ)}; (7.9)
the operators at to the spaes H := L2(a, b)× Cm and H˜ := L2(a, b)× C2n−m, respetively. From the
results proved in [11℄, it follows that
1) AB and A
+
B+ are Noether operators
6
ating, respetively, from L2(a, b) to H and H˜. Kernel
N(AB) of operator AB has nite dimensionality n − r and oinides with the set N(AB) = {ϕ0 ∈
Cn[a, b] : Lϕ0 = 0 on (a, b), Bi(ϕ0) = 0, i = 1, m} of all solutions to homogeneous BVP (7.1), (7.2);
kernel N(A+B+) of operator A
+
B+ has dimensionality m− r and oinides with the set N(A+B+) = {ψ0 ∈
Cn[a, b] : L+ψ0 = 0 on (a, b), B
+
j (ψ0) = 0, j = 1, 2n−m} of all solutions to homogeneous BVP (7.6),
(7.7); number r is the rank of the matrix
B1(y1) B1(y2) . . . B1(yn)
B2(y1) B2(y2) . . . B2(yn)
.
.
.
.
.
.
.
.
.
.
.
.
Bm(y1) Bm(y2) . . . Bm(yn)

and y1(t), . . . , yn(t) is a fundamental system of solutions to homogeneous equation (7.1).
2) BVP (7.1), (7.2) is solvable for given f ∈ L2(a, b), αi ∈ C, i = 1, m, if and only if the solvability
ondition ∫ b
a
f(t)ψ0(t) dt+
m∑
i=1
αiS
+
i (ψ0) = 0 ∀ψ0 ∈ N(A+B+) (7.10)
holds. If ϕ(t) is a solution to (7.1), (7.2), then ϕ(t) + ϕ0(t) is also a solution for any ϕ0(t) ∈ N(AB).
3) BVP (7.6), (7.7) is solvable for given g ∈ L2(a, b), βj ∈ C, j = 1, 2n−m, if and only if the
solvability ondition ∫ b
a
g(t)ϕ0(t) dt+
2n−m∑
j=1
βjSj(ϕ0) = 0 ∀ϕ0 ∈ N(AB) (7.11)
holds. If ψ(t) is a solution to (7.6), (7.7), then ψ(t) + ψ0(t) is also a solution for any ψ0(t) ∈ N(A+B+).
Let ϕ1(t), . . . , ϕn−r(t) and ψ1(t), . . . , ψm−r(t) denote in what follows bases of null-spaes N(AB) and
N(A+B+) of operators AB and A
+
B+ , respetively.
7.2 Statement of the estimation problem
An estimation problem an be formulated as follows: to nd the optimal (in a ertain sense) estimate
of the value of the funtional
l(ϕ) =
∫ b
a
l0(t)ϕ(t) dt (7.12)
6
Reall that A is a Noether operator if the dimensionality of its kernel N(A) is nite and its image R(A) is losed and
has a nite odimensionality; then its index χA = dimN(A)− odimR(A).
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from observations of the form
y = Cϕ+ η (7.13)
in the lass of estimates
l̂(ϕ) = (y, u)H0 + c, (7.14)
linear with respet to observations; here ϕ(x) is a solution to BVP (7.1), u is an element of Hilbert
spae
7 H0, c ∈ C, and l0 ∈ L2(a, b) is a given funtion. It is assumed that right-hand sides f(t),
α1, . . . , αn in (7.1), (7.2) and errors η = η(ω) in observations (7.13) that are random elements dened
on a probability spae (Ω,B, P ) with values in H0 are not known and it is known only that the element
F := (f(·), α) ∈ G0 and η ∈ G1. Here ϕ(x) is a solution to BVP (7.1), (7.2); C ∈ L(L2(a, b), H0) is a
linear ontinuous operator suh that its restrition on subspae N(AB) is injetive; α := (α1, . . . , αm)
T
∈ Cm is a vetor with omponents α1, . . . , αm; G0 denotes the set of elements
F˜ := (f˜(·), α˜) = (f˜(·), (α˜1, . . . , α˜m)T ) ∈ L2(a, b)× Cm,
satisfying the ondition ∫ b
a
f˜(t)ψ0(t) dt+
m∑
i=1
α˜iS
+
i (ψ0) = 0 ∀ψ0 ∈ N(A+B+) (7.15)
and the inequality∫ b
a
Q(f˜(t)− f (0)(t))(f˜(t)− f (0)(t)) dt+ (Q1(α˜− α(0)), α˜− α(0))Cm ≤ 1, (7.16)
in whih (·, ·)Cm is the inner produt in Cm, element (f (0)(·), α(0)) = (f (0)(·), (α(0)1 , . . . , α(0)m )T )
∈ L2(a, b) × Cm and satises (7.15), and G1 is a set of random elements η˜ = η˜(ω) dened on a
probability spae (Ω,B, P ) with values in H0, zero means, and nite seond moments M‖η˜‖2H < ∞
satisfying
M(Q0η˜, η˜)H0 ≤ 1, (7.17)
where Q and Q0 are Hermitian operators in L
2(a, b) and H0, respetively, Q1 is a Hermitian m × m
matrix for whih there exist, respetively, bounded inverse operators Q−1 and Q−10 , and inverse matrix
Q−11 .
Proposition 7.1. An estimate
l̂(ϕ) = (y, uˆ)H0 + cˆ
for whih an element uˆ and a onstant cˆ are determined from the ondition
σ(u, c) := sup
F˜∈G0,η˜∈G1
M |l(ϕ˜)− l̂(ϕ˜)|2 → inf
u∈H0,c∈C
:= σ2,
where
l̂(ϕ˜) = (y˜, u)H0 + c, (7.18)
y˜ = Cϕ˜ + η˜, and ϕ˜ is any solution to BVP (7.1), (7.2) at f(t) = f˜(t), αi = α˜i, i = 1, m, will be alled
a minimax estimate of l(ϕ).
The quantity
σ = sup
F˜∈G0,η˜∈G1
{M |l(ϕ˜)− l̂(ϕ˜)|2}1/2
will be alled the minimax estimation error of l(ϕ).
7
If H0 is a nite-dimensional spae then it is assumed that dimH0 > n− r.
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7.3 Representations for minimax estimates of the values of funtionals from
solutions and estimation errors
Using the statements formulated in Setion 2.1, we arrive at the following results.
Lemma 7.1. Finding a minimax estimate of the value of funtional l(ϕ) is equivalent to the problem
of optimal ontrol of the integro-dierential equation system
L+z(t; u) = l0(t)− C∗JH0u íà (a, b), (7.19)
B+j (z(·; u)) = 0 (j = 1, . . . , 2n−m), (7.20)∫ b
a
Q−1z(t; u)ψi(t)dt+ (Q
−1
1 S
+(z(·; u)),S+(ψi))Cm = 0, i = 1, m− r, (7.21)
with the ost funtion
I(u) =
∫ b
a
Q−1z(t; u)z(t; u)dt+ (Q−11 S
+(z(·; u)),S+(z(·; u)))Cm
+ (Q−10 u, u)H0→ inf
u∈U
, (7.22)
where
U = {u ∈ H0 :
∫ b
a
(
l0(t)− (C∗JH0u)(t)
)
ϕ0(t)dt = 0 ∀ϕ0 ∈ N(AB)},
C∗ : H ′0 → L2(a, b) is the operator adjoint to C dened by the relationship
< Cv, w >H0×H′0=
∫ b
a
v(x)C∗w(x)dt ∀v ∈ L2(a, b), w ∈ H ′0,
l = (l1, . . . , lm)
T , S+(z(·; u)) := (S+1 (z(·; u)), . . . , S+m(z(·; u)))T and S+(ψi) := (S+1 (ψi), . . . , S+m(ψi))T ∈
Cm are vetors with omponents, respetively, lj , S
+
j (z(·; u)), and S+j (ψi), j = 1, m.
Proof. Show rst that set U is nonempty. Indeed, it is easy to see that U is the meet of n − r
hypersurfaes
(Cϕi, u)H0 = γi (7.23)
in spae H0, where γi =
∫ b
a
ϕi(t)l0(t) dt and ϕi(t), i = 1, . . . , n− r, is a basis of subspae N(AB).
Denote by span{Cϕ1, . . . , Cϕn−r} a subspae in H0 spanned over vetors Cϕ1, . . . , Cϕn−r and prove
that there is one and only one element u0 ∈ span{Cϕ1, . . . , Cϕn−r} that belongs to set U. To this end,
representing u0 as u0 =
∑n−r
j=1 βjCϕj, where βj ∈ C, and substituting this into (7.23), we see that u0
belongs to U if and only if the linear equation system
n−r∑
j=1
β¯j(Cϕi, Cϕj)H0 = γi, i = 1, . . . , n− r, (7.24)
with respet to unknowns βj is solvable. Indeed, operator C is injetive on N(AB); therefore, Cϕj ,
j = 1, . . . , n − r, are linearly independent and det{(Cϕi, Cϕj)H0}n−ri,j=1 6= 0, so that system (7.24) has
unique solution β1, . . . , βn−r. Consequently, the element u0 =
∑n−r
j=1 βjCϕj , belongs, as well as u0 + u
⊥
for any u⊥ ∈ H0 ⊖ span{Cϕ1, . . . , Cϕn−r}, to set U. Thus U 6= ∅.
Next, let us show that for every xed u ∈ U , funtion z(t; u) an be uniquely determined from
equalities (7.19)(7.21). Indeed, the ondition u ∈ U oinides, aording to (7.11), with the solvability
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ondition for problem (7.19)(7.20). Let z0(t; u) ∈ W n2 (a, b) be a solution to this problem, e.g. a solution
that is orthogonal to subspae N(A+B+); then the funtion
z(t; u) := z0(t; u) +
m−r∑
i=1
ciψi(t), (7.25)
also satises (7.19)(7.20) for any ci,∈ C1, i = 1, m− r. Let us prove that oeients ci, i = 1, m− r,
an be hosen so that this funtion would also satisfy (7.21). Substituting expression (7.25) for z(u)
into (7.21) we obtain a system of m− r linear algebrai equations with m− r unknowns c1, . . . , cm−r :
m−r∑
i=1
aijci = bj(u), j = 1, . . . , m− r, (7.26)
where
aij = (Q
−1ψi, ψj)L2(a,b) + (Q
−1
1 S
+(ψi),S
+(ψj))Cm , (7.27)
bj = −
∫ b
a
Q−1z0(t; u)ψj(t)dt− (Q−11 S+(z0(·; u)),S+(ψj))Cm . (7.28)
Show that matrix [aij ]
m−r
i,j=1 of system (7.26) äîäàòíî âèçíà÷åíà. Indeed, taking into aount that Q
−1
is a Hermitian positive denite operator in L2(a, b) and Q−11 is a Hermitian positive denite m × m
matrix, we have
m−r∑
i=1
m−r∑
j=1
aijλiλ¯j = (Q
−1
m−r∑
i=1
λiψi,
m−r∑
j=1
λjψj)L2(a,b)
+(Q−11 (S
+(
m−r∑
i=1
λiψi),S
+(
m−r∑
j=1
λjψj))Cm ≥ c
m−r∑
i=1
|λi|2, c = onst > 0,
for any λi, i = 1, . . . , m−r, suh that
∑m−r
i=1 |λi|2 6= 0. The latter implies that matrix [aij ]m−ri,j=1 is positive
denite. Thus, det[aij] 6= 0 and system (7.26) has unique solution, c1, . . . , cm−r. Therefore, problem
(7.19)(7.21) is uniquely solvable. Indeed, we have shown that there exists a solution to problem
(7.19)(7.21); let us prove that this solution is unique. Assume that there are two solutions to this
problem, z1(t) and z2(t). Then
L+z1(t; u) = l0(t)− C∗JH0u on (a, b), (7.29)
B+j (z1(·; u)) = 0 j = 1, 2n−m, (7.30)∫ b
a
Q−1z1(t; u)ψi(t)dt+ (Q
−1
1 S
+(z1(·; u)),S+(ψi))Cm = 0, i = 1, m− r, (7.31)
L+z2(t; u) = l0(t)− C∗JH0u on (a, b), (7.32)
B+j (z2(·; u)) = 0 j = 1, 2n−m, (7.33)∫ b
a
Q−1z2(t; u)ψi(t)dt+ (Q
−1
1 S
+(z2(·; u)),S+(ψi))Cm = 0, i = 1, m− r, (7.34)
Subtrat (7.32)(7.34) from equalities (7.29)(7.31) to obtain
L+(z1(t; u)− z2(t; u)) = 0, (7.35)
B+j (z1(·; u)− z2(·; u)) = 0 j = 1, 2n−m, (7.36)∫ b
a
Q−1(z1(t; u)− z2(t; u))ψi(t)dt+ (Q−11 S+(z1(t; u)− z2(·; u)),S+(ψi))Cm = 0, (7.37)
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i = 1, m− r.
Set z(t; u) = z1(t; u)− z2(t; u); then
L+z(t; u) = 0, (7.38)
B+j (z(·; u)) = 0 j = 1, 2n−m, (7.39)∫ b
a
Q−1z(t; u)ψi(t)dt+ (Q
−1
1 S
+(z(·; u)),S+(ψi))Cm = 0, i = 1, m− r. (7.40)
Sine z(t; u) solves homogeneous problem (7.19)(7.20), this funtion has the form
z(t; u) =
m−r∑
i=1
ciψi(t). (7.41)
Substituting (7.41) into (7.40) we obtain
m−r∑
i=1
ci
(∫ b
a
Q−1ψi(t)ψj(t)dt+
m−r∑
i=1
(Q−11 S
+(ψi),S
+(ψj)Cm
)
= 0, j = 1, m− r, (7.42)
or, in line with (7.27),
m−r∑
i=1
ciaij = 0, j = 1, m− r. (7.43)
We see that oeients ci satisfy a linear homogeneous algebrai equation system with nonsingular
matrix [aij ]
m−r
i,j=1; therefore, this system has only the trivial solution ci = 0, i = 1, m− r.
By virtue of (7.41), z(t; u) = z1(t; u)−z2(t; u) = 0 identially, that is, z1(t; u) = z2(t; u) whih proves
the unique solvability of problem (7.19),(7.20).
Next, sine any solution ϕ˜ of problem (7.1), (7.2) an be written as ϕ˜ = ϕ˜⊥+ϕ0, where ϕ˜0 ∈ N(AB)
and ϕ˜⊥ is the unique solution to this problem orthogonal to subspae N(AB), we have
sup
F˜∈G0,η˜∈G1
M |l(ϕ˜)− l̂(ϕ˜)|2 = sup
F˜∈G0,η˜∈G1
sup
ϕ0∈N(AB)
M |l(ϕ˜⊥ + ϕ0)− ̂l(ϕ˜⊥ + ϕ0)|2. (7.44)
Taking into aount (7.12), (7.18), and the fat that
l̂(ϕ˜) = ̂l(ϕ˜⊥ + ϕ0) = (C(ϕ˜⊥ + ϕ0), u)H0 + (η˜, u)H0 + c
=< C(ϕ˜⊥ + ϕ0), JH0u >H0×H′0 +(η˜, u)H0 + c
=
∫ b
a
(ϕ˜⊥(t) + ϕ0(t))C∗JH0u(t) dt+ (η˜, u)H0 + c
=
∫ b
a
ϕ˜⊥(t)C∗JH0u(t) dt+
∫ b
a
ϕ0(t)C∗JH0u(t) dt+ (η˜, u)H0 + c,
for arbitrary u ∈ H0, we have
l(ϕ˜)− l̂(ϕ˜) =
∫ b
a
ϕ˜⊥(t)(l0(t)− C∗JH0u(t)) dt+
∫ b
a
ϕ0(t)(l0(t)− C∗JH0u(t) dt− (η˜, u)H0 − c.
From the latter equality we obtain, taking into onsideration the relationshipDξ =M |ξ−Mξ|2 =Mξ21−
(Mξ1)
2 +Mξ22 − (Mξ2)2 that ouples dispersion Dξ of a omplex-valued random quantity ξ = ξ1 + iξ2
and its expetation Mξ =Mξ1 + iMξ2,
sup
ϕ0∈N(AB)
M
∣∣∣l(ϕ˜⊥(t) + ϕ0)− ̂l(ϕ˜⊥(t) + ϕ0)∣∣∣2 = sup
ϕ0∈N(AB)
∣∣∣∣∫ b
a
ϕ˜⊥(t)(t)(l0(t)− C∗JH0u(t)) dt
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+∫ b
a
ϕ0(t)(l0(t)− C∗JH0u(t)) dt− c
∣∣∣∣2 +M |(η˜, u)H0|2. (7.45)
Sine funtion ϕ0(t) under the integral sign may be an arbitrary element of spae N(AB), the quantity
sup
ϕ0∈N(AB)
M
∣∣∣l(ϕ˜⊥(t) + ϕ0)− ̂l(ϕ˜⊥(t) + ϕ0)∣∣∣2
will be nite if and only if u ∈ U, i.e. if the seond integral on the right-hand side of (7.45) vanishes.
Assuming now that u ∈ U and using (7.19)(7.21) and (7.5), we obtain∫ b
a
ϕ˜⊥(t)(l0(t)− C∗JH0u(t)) dt− c =
∫ b
a
ϕ˜⊥(t)L+z(t; u) dt− c
=
∫ b
a
Lϕ˜⊥(t)z(t; u) dt+
m∑
j=1
Bj(ϕ˜⊥)S
+
j (z(·; u))− c
=
∫ b
a
f˜(t)z(t; u) dt+
m∑
j=1
α˜jS
+
j (z(·; u))− c
= (f˜ , z(·; u))L2(a,b) + (α˜,S+(z(·; u)))Cm − c.
Making use of the latter result together with (7.44) and (7.45), we nd
inf
c∈C
sup
F˜∈G0,η˜∈G1
M |l(ϕ˜)− l̂(ϕ˜)|2 =
= inf
c∈C
sup
F˜∈G0
∣∣∣(f˜ , z(·; u))L2(a,b) + (α˜,S+(z(·; u)))Cm − c∣∣∣2 + sup
η˜∈G1
M |(η˜, u)H0|2. (7.46)
To alulate the rst term on the right-hand side of (7.46) we apply the generalized CauhyBunyakovsky
inequality (7.16):
inf
c∈C
sup
F˜∈G0,
∣∣∣(f˜ , z(·; u))L2(a,b) + (α˜,S+(z(·; u)))Cm − c∣∣∣2
= inf
c∈C
sup
F˜∈G0,
∣∣∣(z(·; u), f˜ − f0)L2(a,b) + (S+(z(·; u)), α˜− α(0))Cm
+ (f0, z(·; u))L2(a,b) + (α(0),S+(z(·; u)))Cm − c
∣∣2
≤ {(Q−1z(·; u), z(·; u))L2(a,b) + (Q−11 (S+(z(·; u))),S+(z(·; u)))Cm}
×
{
(Q(f˜ − f (0)), f˜ − f (0))L2(a,b) + (Q1(α˜− α(0)), α˜− α(0))Cm
}
≤ (Q−1z(·; u), z(·; u))L2(a,b) + (Q−11 (S+(z(·; u))),S+(z(·; u)))Cm. (7.47)
Performing diret substitution it is easy to hek that inequality (7.47) turns to equality at the element
F˜ = (f˜(·), α˜) = F˜ (0) := (f˜ (0)(·), α˜(0)) =
(
f˜ (0)(·), (α˜(0)1 , . . . , α˜(0)m )T
)
∈ L2(a, b)× Cm, where
f˜ (0)(t) :=
1
d
Q−1z(t, u)) + f0(t),
α˜
(0)
i :=
1
d
Q−11 S
+(z(·; u))i + α(0)i , i = 1, m,
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d =
(
(Q−1z(·; u), z(·; u))L2(a,b) + (Q−11 S+(z(·; u)),S+(z(·; u)))Cm
)1/2
,
and Q−11 (S
+(z(·; u)))j is the jth omponent of vetor Q−11 (S+(z(·; u))) ∈ Cm. Element F˜ (0) ∈ G0
beause, obviously, ondition (7.16)is fullled; in addition,
(f˜ (0), ψ0)L2(a,b) +
m∑
i=1
α˜
(0)
i S
+
i (ψ0) =
=
(
Q−1z(·; u), z(·; u))L2(a,b) + (Q−11 (S+(z(·; u))),S+(z(·; u)))Cm
)−1/2
×
(
Q−1z(·; u), ψ0)L2(a,b) +
m∑
i=1
Q−11 (S
+(z(·; u)))iS+i (ψ0)
)
+(f (0), ψ0)L2(a,b) +
m∑
i=1
α
(0)
i S
+
i (ψ0) = 0 ∀ψ0 ∈ N(A+B+)
whih yields, by virtue of (7.21), the validity of ondition (7.15). Therefore,
inf
c∈C
sup
F˜∈G0
∣∣∣(f˜ , z(·; u))L2(a,b) + (α˜,S+(z(·; u)))Cm − c∣∣∣2
=
∫ b
a
Q−1z(t; u)z(t; u)dt+ (Q−11 (S
+(z(·; u))),S+(z(·; u)))Cm (7.48)
at c =
∫ b
a
z(t; u)f (0)(t)dt+ (α(0),S+(z(·; u)))Cm.
In order to alulate the seond term in (7.46), note that from the CauhyBunyakovsky inequality
(7.17) it follows that
|(u, η˜)H0|2 ≤ (Q−10 u, u)H0(Q0η˜, η˜)H0,
whih yields
sup
η˜∈G1
M |(u, η˜)H0|2 ≤ (Q−10 u, u)H0.
We have
M |(u, η˜(0))H0|2 = (Q−10 u, u)H0
where η˜(0) = νQ−10 u[(Q
−1
0 u, u)H0]
−1/2 ∈ G1 and ν is a random quantity with Mν = 0 and M |ν|2 = 1.
Therefore
sup
η˜∈G1
M |(u, η˜)H0|2 = (Q−10 u, u)H0. (7.49)
Now the statement of Lemma 2.1 follows diretly from relationships (7.46), (7.48), and (7.49).
Theorem 7.1. The minimax estimate of l(ϕ) an be represented as
l̂(ϕ) = (y, uˆ)H0 + cˆ, (7.50)
where
uˆ = Q0Cp, cˆ =
∫ b
a
z(t)f (0)(t)dt +
m∑
i=1
S+i (z)α
(0)
i (7.51)
and funtions p(t) and z(t) are determined from the integro-dierential equation system
L+z(t) = l0(t)− C∗JH0Q0Cp(t) on (a, b), (7.52)
B+j (z) = 0, j = 1, 2n−m, (7.53)
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∫ b
a
Q−1z(t)ψi(t) dt+ (Q
−1
1 S
+(z),S+(ψi))Cm = 0, i = 1, m− r, (7.54)
Lp(t) = Q−1z(t) on (a, b), (7.55)
Bj(p) = Q
−1
1 S
+(z)j , j = 1, m, (7.56)∫ b
a
(l0(t)− C∗JH0Q0Cp(t))ϕi(t)dt = 0, i = 1, n− r, (7.57)
where Q−11 S
+(z)j denotes the jth omponent of vetor Q
−1
1 S
+(z) ∈ Cm. Problem (7.52)(7.57) is
uniquely solvable. Estimation error σ is determined by σ = l(p)1/2.
Proof. Let us prove that the solution to the optimal ontrol problem (7.19)(7.22) an be redued to
the solution of system (7.52)(7.57). Show rst that there exists one and only one element uˆ ∈ U at
whih the minimum of funtional (7.22) is attained: I(uˆ) = infu∈U I(u).
For an arbitrary u ∈ U set u = u¯+ v where u¯ is a xed element of U and v = u− u¯ belongs to the
linear subspae V := {w ∈ H0 :
∫ b
a
C∗JH0w(t)ϕ0(t)dt = 0 ∀ϕ0 ∈ N(AB)} of H0. Let z(t; u¯) be the
unique solution to the problem
L+z(t; u¯) = l0(t)− C∗JH0u¯(t) on (a, b), (7.58)
B+j (z(·; u¯)) = 0 j = 1, 2n−m, (7.59)∫ b
a
Q−1z(t; u¯)ψi(t)dt+ (Q
−1
1 S
+(z(·; u¯)),S+(ψi))Cm = 0, i = 1, m− r, (7.60)
and z˜(t; v) the unique solution to the problem8
L+(t)z˜(t; v) = −C∗JH0v on (a, b), (7.61)
B+j (z˜(·; v)) = 0 (j = 1, . . . , 2n−m), (7.62)∫ b
a
Q−1z˜(t; v)ψi(t) dt+ (Q˜
−1
S
+(z˜(·; v)),S+(ψi))Cm = 0, i = 1, m− r. (7.63)
Solution z(t; u) of BVP (7.19)(7.22) an be represented in the form
z(t; u) = z(t; u¯) + z˜(t; v); (7.64)
here if v is an arbitrary element of spae V, then u = u¯ + v an be an arbitrary element of U. Indeed,
adding termwise equalities (7.58)(7.60) to the orresponding equalities (7.61)(7.63) we obtain
L+(z(t; u¯) + z˜(t; v)) = l0(t)− C∗JH0(u¯(t) + v(t)) = l0(t)− C∗JH0u(t) on (a, b),
B+j (z(·; u¯) + z˜(·; v)) = 0 j = 1, 2n−m,∫ b
a
Q−1(z(t; u¯) + z˜(t; v))ψi(t)dt+ (Q
−1
1 (S
+(z(·; u¯) + z˜(·; v)),S+(ψi))Cm = 0, i = 1, m− r.
Equating these equalities with the orresponding ones from (7.19)(7.21) we prove, taking into aount
the unique solvability of problem (7.19)(7.21) proved on page 47, the required representation of solution
in the form (7.64).
Prove that the solution to BVP (7.61)(7.63) is ontinuously dependent on v ∈ V. Consider rst
operator AB dened by (7.8); from Green's formula (7.5) and the reasoning similar to that on pp. 9091
in [11℄, it follows that the image D(A∗B) of operator A∗B adjoint to AB, is formed by elements of the
8
Existene and uniqueness of solution to this problem follows from the ondition v ∈ V and the reasoning that is used
in the proof of the unique solvability of problem (7.58)(7.60).
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form (g(t), (S+1 (g), . . . , S
+
m(g))
T ), where g is an arbitrary funtion fromW n2 (a, b) satisfying the boundary
onditions
B+j (g) = 0 j = 1, . . . , 2n−m, (7.65)
and the operator A∗B : L
2(a, b)× Cm → L2(a, b) ats aording to
A∗B(g(t), (S
+
1 (g), . . . , S
+
m(g))
T ) = L+g. (7.66)
Note that A∗B is a Noether operator beause it is adjoint to a Noether one, AB; therefore,A
∗
B is a losed
operator and the equations
A∗B(z˜0(·; v), (S+1 (z˜0(·; v)), . . . , S+m(z˜0(·; v)))T ) = L+z˜0(·; v) = −C∗JH0v (7.67)
are normally solvable (that is, R(A∗B) = R(A
∗
B)). In line with (7.65) and (7.66), the latter equation
is equivalent to BVP (7.61)(7.62). Using this fat and applying Theorem 2.3 from [11℄
9
to equation
(7.67) we obtain that for every v ∈ V there is a solution z˜0(t; v) ∈ W n2 (a, b) of problem (7.61)(7.62)
suh that
‖(z˜0(·; v), (S+1 (z˜0(·; v)), . . . , S+m(z˜0(·; v)))T )‖L2(a,b)×Cm
≤ a1‖L+z˜0(·; v)‖L2(a,b) = a1‖C∗JH0v‖L2(a,b) ≤ a‖v‖H0 ,
or, equivalently, (∫ b
a
|z˜0(t; v)|2dt+
m∑
i=1
|S+i (z˜0(·; v))|2
)1/2
≤ a‖v‖H0, (7.68)
where a and a1 are onstants independent of v.
Proeeding similarly to the proof on p. 47, we onlude that the unique solution z˜(t; v) to BVP
(7.61)(7.63) an be represented in the form
z˜(t; v) = z˜0(t; v) +
m−r∑
i=1
ciψi(t), (7.69)
where the oeients ci = ci(v) ∈ C are uniquely determined from the linear algebrai equation system
m−r∑
i=1
aijci = bj(v), j = 1, . . . , m− r (7.70)
by the formulas
ci(v) =
di(v)
d
, (7.71)
where
d =
∣∣∣∣∣∣∣∣
a1,1 · · · ai−1,1 ai,1 ai+1,1 · · · am−r,1
a1,2 · · · ai−1,2 ai,2 ai+1,2 · · · am−r,2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a1,m−r · · · ai−1,m−r ai,m−r ai+1,m−r · · · am−r,m−r
∣∣∣∣∣∣∣∣ ,
9
Formulate this theorem.
Teoðåìà. The equation
Ax = y
with a losed operator A ating from a Hilbert spae E to a Hilbert spae F is normally solvable (i.e. R(A) = R(A)) if
and only if for every y ∈ R(A) there is an x ∈ D(A) suh that y = Ax and ‖x‖ ≤ k‖Ax‖ = k‖y‖ where k > 0 and is
independent of y ∈ R(A).
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di(v) =
∣∣∣∣∣∣∣∣
a1,1 · · · ai−1,1 b1(v) ai+1,1 · · · am−r,1
a1,2 · · · ai−1,2 b2(v) ai+1,2 · · · am−r,2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a1,m−r · · · ai−1,m−r bm−r(v) ai+1,m−r · · · am−r,m−r
∣∣∣∣∣∣∣∣
elements ai,j, i, j = 1, . . . , m− r, of positive denite matrix [ai,j] are determined from (7.27), and
bj(v) = −
∫ b
a
Q−1z˜0(t; v)ψj(t)dt− (Q−11 S+(z˜0(·; v)),S+(ψj))Cm , j = 1, m− r.
Expanding determinant di(v) entering the right-hand side of (7.71) in elements of the ith olumn,
we have
ci(v) = γ
(i)
1 b1(v) + γ
(i)
2 b2(v) + · · ·+ γ(i)m−rbm−r(v), i = 1, . . . , m− r,
here
γ
(i)
j =
Aji
d
, i, j = 1 . . . , m− r,
are onstants independent of v, where Aji is the algebrai omplement of the element of the ith olumn
that enters the jth row of determinant di(v) whih is independent of v. Applying the generalized
CauhyBunyakovsky inequality to the representation for ci(v), we obtain
|ci(v)| ≤
m−r∑
j=1
|γ(i)j ||bj(v)| =
m−r∑
j=1
|γ(i)j |
∣∣∣∫ b
a
Q−1z˜0(t; v)ψj(t) dt
+(Q−11 S
+(z˜0(·; v)),S+(ψj))Cm
∣∣∣ ≤ m−r∑
j=1
|γ(i)j |
∣∣∣∫ b
a
Q−1z˜0(t; v)z˜0(t; v) dt
+(Q−11 S
+(z˜0(·; v)),S+(z˜0(·; v)))Cm
∣∣∣1/2
×
∣∣∣∫ b
a
Q−1ψj(t)ψj(t) dt+(Q
−1
1 S
+(ψj),S
+(ψj))Cm
∣∣∣1/2
= Ai
∣∣∣∫ b
a
Q−1z˜0(t; v)z˜0(t; v) dt+(Q
−1
1 S
+(z˜0(·; v)),S+(z˜0(·; v)))Cm
∣∣∣1/2 (7.72)
where
Ai =
m−r∑
j=1
|γ(i)j |
∣∣∣∫ b
a
Q−1ψj(t)ψj(t) dt+(Q
−1
1 S
+(ψj),S
+(ψj))Cm
∣∣∣1/2, i = 1, m− r,
are onstants independent of v. Next, taking into onsideration the following estimate obtained with
the help of the CauhyBunyakovsky inequality and (7.68)∣∣∣∫ b
a
Q−1z˜0(t; v)z˜0(t; v) dt+(Q
−1
1 S
+(z˜0(·; v)),S+(z˜0(·; v)))Cm
∣∣∣1/2
≤ (‖Q−1z˜0(·; v)‖L2(a,b)‖z˜0(·; v)‖L2(a,b) + ‖Q−11 S+(z˜0(·; v))‖Cm‖S+(z˜0(·; v))‖Cm)1/2
≤ (‖Q−1‖‖z˜0(·; v)‖2L2(a,b) + ‖Q−11 ‖‖S+(z˜0(·; v))‖2Cm)1/2
≤ max{‖Q−1‖1/2, ‖Q−11 ‖1/2}
(∫ b
a
|z˜0(t; v)|2dt+
m∑
i=1
|S+i (z˜0(·; v))|2
)1/2
≤ amax{‖Q−1‖1/2, ‖Q−11 ‖1/2}‖v‖H0, (7.73)
where onstant a enters the right-hand side of (7.68).
53
Estimates (7.72) and (7.73) yield the inequality
|ci(v)| ≤ Ci‖v‖H0, i = 1, . . . , m− r, (7.74)
where Ci = Aiamax{‖Q−1‖1/2, ‖Q−11 ‖1/2} are onstants independent of v.
Using inequalities (7.74), (7.68) and representation (7.69) of solution z˜(t; v) to BVP (7.61)(7.63)
we will prove that this solution satises the inequality(∫ b
a
|z˜(t; v)|2dt+
m∑
i=1
|S+i (z˜(·; v))|2
)
≤ K‖v‖2H0 , (7.75)
where K is a onstant independent of v. Taking into notie the inequality ‖a + b‖2 ≤ 2(‖a‖2 + ‖b‖2)
whih is valid for any elements a and b from a normed spae, we have∫ b
a
|z˜(t; v)|2dt+
m∑
i=1
|S+i (z˜(·; v))|2 =
∫ b
a
|z˜(t; v)|2dt+ ‖S+(z(·; v))‖2Cm
=
∫ b
a
|z˜0(t; v) +
m−r∑
i=1
ci(v)ψi(t)|2dt+ ‖S+(z0(·; v) +
m−r∑
i=1
ci(v)ψi(·))‖2Cm
≤ 2
(∫ b
a
|z˜0(t; v)|2dt+
m−r∑
i=1
|ci(v)|2
∫ b
a
|ψi(t)|2dt
)
+2
(
‖S+(z0(·; v)‖2Cm +
m−r∑
i=1
|ci(v)|2‖S+(ψi)‖2Cm
)
= 2
(∫ b
a
|z˜0(t; v)|2dt+
m∑
i=1
|S+i (z˜0(·; v))|2
)
+2
m−r∑
i=1
|ci(v)|2
(∫ b
a
|ψi(t)|2dt+ ‖S+(ψi)‖2Cm
)
≤ 2a2‖v‖2H0 + 2
m−r∑
i=1
C2i ‖v‖2H0
(∫ b
a
|ψi(t)|2dt+ ‖S+(ψi)‖2Cm
)
= K‖v‖2H0,
where
K = 2a2 + 2
m−r∑
i=1
C2i
(∫ b
a
|ψi(t)|2dt+ ‖S+(ψi)‖2Cm
)
.
Thus, inequality (7.75) is proved.
Redue now the minimization of funtional I(u) on set U to the problem of nding the minimum
of the funtional
IV (v) := I(u¯+ v)
on a linear subspae V of spae H0. To this end, make use of representation (7.64) for z(t; u) and write
I(u) in the form
I(u) =
∫ b
a
Q−1z(t; u)z(t; u)dt + (Q−11 S
+(z(·; u)),S+(z(·; u))Cm + (Q−10 u, u)H0
=
∫ b
a
Q−1(z(t; u¯) + z˜(t; v))(z(t; u¯) + z(t; u))dt
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+(Q−11 (S
+(z(·; u¯)) + z˜(·; v)),S+(z(·; u¯) + z˜(·; v)))Cm + (Q−10 (u¯+ v), u¯+ v)H0
= I(u¯) +
∫ b
a
Q−1z˜(t; v)z˜(t; v)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))Cm + (Q−10 v, v)H0
+2Re
∫ b
a
Q−1z˜(t; v)z(t; u¯)dt+ 2Re(Q−11 S
+(z˜(·; v)),S+(z(·; u¯)))Cm
+ 2Re(Q−10 v, u¯)H0 = I(u¯) + I˜(v) + 2ReL(v), (7.76)
where, by virtue of estimate (7.75),
I˜(v) =
∫ b
a
Q−1z˜(t; v)z˜(t; v)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))Cm + (Q−10 v, v)H0 (7.77)
is a quadrati funtional in V assoiated with the semi-bilinear ontinuous Hermitian form
pi(v, w) =
∫ b
a
Q−1z˜(t; v)z˜(t;w)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·;w)))Cm + (Q−10 v, w)H0 (7.78)
on V × V ; the funtional satises the inequality
I˜(v) ≥ c‖v‖2H0 ∀v ∈ V, c = onst, (7.79)
and
L(v) =
∫ b
a
Q−1z˜(t; v)z(t; u¯)dt+(Q−11 S
+(z˜(·; v)),S+(z(·; u¯)))Cm + (Q−10 v, u¯)H0 (7.80)
is a linear ontinuous funtional in V.
Prove, for example, the ontinuity of form (7.78), that is, the inequality
pi(v, w) ≤ c‖v‖H0‖w‖H0 ∀v, w ∈ V, c = onst (7.81)
(the ontinuity of linear funtional L(v) an be proved in a similar manner). Using estimate (7.75) and
the CauhyBunyakovsky inequality, we have
|pi(v, w)| ≤
(∫ b
a
Q−1z˜(t; v)z˜(t; v)dt
)1/2(∫ b
a
Q−1z˜(t;w)z˜(t;w)dt
)1/2
+
(
Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))1/2
Cm
(
Q−11 S
+(z˜(·;w)),S+(z˜(·;w)))1/2
Cm
+(Q−10 v, v)
1/2
H0
(Q−10 w,w)
1/2
H0
≤
(∫ b
a
Q−1z˜(t; v)z˜(t; v)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))Cm + (Q−10 v, v)H0
)1/2
×
(∫ b
a
Q−1z˜(t;w)z˜(t;w)dt+ (Q−11 S
+(z˜(·;w)),S+(z˜(·;w)))Cm + (Q−10 w,w)H0
)1/2
≤
{(∫ b
a
|Q−1z˜(t; v)|2dt
)1/2(∫ b
a
|z˜(t; v)|2dt
)1/2
+‖Q−11 S+(z˜(·; v))‖Cm‖S+(z˜(·; v))‖Cm + ‖Q−10 v‖H0‖v‖H0
}1/2
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× {
(∫ b
a
|Q−1z˜(t;w)|2dt
)1/2(∫ b
a
|z˜(t;w)|2dt
)1/2
+‖Q−11 S+(z˜(·;w))‖Cm‖S+(z˜(·;w))‖Cm + ‖Q−10 w‖H0‖w‖H0
}1/2
≤ max{‖Q−1‖, ‖Q−11 ‖, ‖Q−10 ‖}
{∫ b
a
|z˜(t; v)|2dt+ ‖S+(z˜(·; v))‖2Cm + ‖v‖2H0
}1/2
×
{∫ b
a
|z˜(t;w)|2dt+ ‖S+(z˜(·;w))‖2Cm + ‖w‖2H0
}1/2
≤ max{‖Q−1‖, ‖Q−11 ‖, ‖Q−10 ‖}(K‖v‖2H0 + ‖v‖2H0)1/2(K‖w‖2H0 + ‖w‖2H0)1/2
≤ c‖v‖H0‖w‖H0,
where
c = max{‖Q−1‖, ‖Q−11 ‖, ‖Q−10 ‖}(K + 1).
Thus, we have proved inequality (7.81) and onsequently the ontinuity of form (7.78).
Taking into onsideration the ontinuity of (7.78) and Remark 1.1 to Theorem 1.1 from [3℄ we see
that there exists the unique element vˆ ∈ V (dependent on u¯) suh that
IV (vˆ) = inf
v∈V
IV (v),= inf
v∈V
I(u¯+ v) = inf
u−u¯∈V
I(u) = inf
u∈u¯+V
I(u) = inf
u∈U
I(u).
Setting uˆ = u¯+ vˆ and using the equality
IV (vˆ) = I(u¯+ vˆ) = I(uˆ)
we onlude that there exists one and only one element uˆ = u¯ + vˆ, uˆ ∈ U, suh that funtional I(u)
attaints the minimum at u ∈ U . Therefore, for any τ ∈ R and v ∈ V ,
d
dτ
I(uˆ+ τv)
∣∣∣
τ=0
= 0 and
d
dτ
I(uˆ+ iτv)
∣∣∣
τ=0
= 0, (7.82)
where i =
√−1. Sine z(t; uˆ + τv) = z(t; uˆ) + τ z˜(t; v), where z˜(t; v) is the unique solution to BVP
(7.19)(7.21) at u = v and l0 = 0, from the rst relationship (7.82) we obtain
0 =
1
2
d
dτ
I(uˆ+ τv)|τ=0
= lim
τ→0
1
2τ
{[
(Q−1z(·; uˆ+ τv), z(·; uˆ+ τv))L2(a,b) − (Q−1z(·; uˆ), z(·; uˆ))L2(a,b)
]
+
[
(Q−11 (S
+(z(·; uˆ+ τv))),S+(z(·; uˆ+ τv)))Cm−(Q−11 (S+(z(·; uˆ))),S+(z(·; uˆ)))Cm
]
+
[
Q−10 (uˆ+ τv), uˆ+ τv)H0 − (Q−10 uˆ, uˆ)H0
]}
= Re{(Q−1z(·; uˆ), z˜(·; v))L2(a,b) + (Q−11 (S+(z(·; uˆ))),S+(z˜(·; v)))Cm + (Q−10 uˆ, v)H0}.
Similarly, taking into aount that z(t; uˆ + iτv) = z(t; uˆ) + iτ z˜(t; v),
0 =
1
2
d
dτ
I(uˆ+ iτv)|τ=0
= Im{(Q−1z(·; uˆ), z˜(·; v))L2(a,b) + (Q−11 (S+(z(·; uˆ))),S+(z˜(·; v)))Cm+(Q−10 uˆ, v)H0},
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whih yields
(Q−1z(·; uˆ), z˜(·; v))L2(a,b) +
m∑
j=1
Q−11 (S
+(z(·; uˆ)))jS+j (z˜(·; v)) + (Q−10 uˆ, v)H0 = 0. (7.83)
Let p(t) be a solution to the BVP10
Lp(t) = Q−1z(t; uˆ) on (a, b), (7.84)
Bj(p) = Q
−1
1 (S
+(z(·, uˆ)))j, j = 1, m. (7.85)
Then the sum of the rst two terms on the left-hand side of (7.83) an be written, in view of Green's
formula (7.5), in the form
(Q−1z(·; uˆ), z˜(·; v))L2(a,b) +
m∑
j=1
Q−11 (S
+(z(·; uˆ)))jS+j (z˜(·; v))
=
∫ b
a
Lp(t)z˜(t; v) dt+
m∑
j=1
Bj(p)S
+
j (z˜(·; v)) =
∫ b
a
p(t)L+z˜(t; v) dt
= −
∫ b
a
p(t)C∗JH0v(t) dt = − < Cp, JH0v >H0×H′0= −(Cp, v)H0.
From the latter equality and formula (7.83), it follows that for any v ∈ V ,
(Q−10 uˆ− Cp, v)H0 = 0. (7.86)
Let us show that in the set of solutions to problem (7.84), (7.85) there is only one, p(t), for whih
Q−10 uˆ− Cp ∈ V. (7.87)
Indeed, ondition (7.87) means that for any 1 ≤ i ≤ n− r the equalities∫ b
a
ϕi(t)C∗JH0(Q
−1
0 uˆ− Cp)(t) dt = 0 (7.88)
hold. Sine general solution p(t) to BVP (7.84), (7.85) has the form
p(t) = p˜(t) +
n−r∑
j=1
ajϕj(t),
where p˜(t) is a partiular solution to this problem and aj ∈ C (j = 1, n− r) are arbitrary numbers, we
onlude that in line with (7.88), funtion p(t) satises ondition (7.87) if (a1, . . . , an−r)
T
is a solution
to the uniquely solvable linear algebrai equation system
n−r∑
i=1
ai(Cϕi, Cϕj)H0 = (Q
−1
0 uˆ− Cp˜, Cϕj)H0 , j = 1, n− r,
where matrix [(Cϕi, Cϕj)H0]
n−r
i,j=1 has a non-zero determinant baause it is the Gram matrix of the
system of linearly independent elements Cϕ1, . . . , Cϕn−r. It is easy to see that the unique solvability of
this system yields the existene of the unique funtion p(t) that satises ondition (7.87) and equations
(7.84) and (7.85).
10
Relationship (7.54) oinides with the solvability ondition for this problem by virtue of (7.10).
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Setting in (7.86) v = Q−10 uˆ−Cp we have Q−10 uˆ−Cp = 0, so that uˆ = Q0Cp. Substituting the latter
into
∫ b
a
(l0(t) − C∗JH0 uˆ(t))ϕ0(t)dt = 0 and denoting z(t; uˆ) =: z(t), we see that z(t) and p(t) satisfy
system (7.52)(7.57); the unique solvability of this system follows from the uniqueness of element uˆ.
Prove now that σ(ϕ) ≤ σ(uˆ, cˆ) = l(p)1/2. Substituting uˆ = Q0Cp into I(uˆ) and taking into aount
the designation z(t) = z(t; uˆ), we obtain
I(uˆ) =
∫ b
a
Q−1z(t)z(t) dt+ (Q−11 S
+(z),S+(z))Cm
+(Cp,Q0Cp)H0 =
∫ b
a
Lp(t)z(t) dt
+
m∑
j=1
(Q−11 S
+(z))j(S
+
j (z)) + (Cp,Q0Cp)H0
=
∫ b
a
Lp(t)z(t) dt+
m∑
j=1
Bj(p)S
+
j (z) + (Cp,Q0Cp)H0
=
∫ b
a
p(t)L+z(t) dt+
2n−m∑
j=1
Sj(p)B
+
j (z) + (Cp,Q0Cp)H0 . (7.89)
For the rst term in (7.89) we have∫ b
a
p(t)L+z(t) dt =
∫ b
a
p(t)l0(t) dt−
∫ b
a
p(t)(C∗JH0Q0Cp)(t)) dt
=
∫ b
a
p(t)l0(t) dt− < Cp, JH0Q0Cp >H0×H′0 .
The later equality together with (7.89) yield I(uˆ) = l(p). The theorem is proved.
Theorem 7.2. The minimax estimate of l(ϕ) has the form
l̂(ϕ) = l(ϕˆ),
where funtion ϕˆ is determined from the solution to the problem
L+pˆ(t) = C∗JH0Q0(y − Cϕˆ)(t) on (a, b), (7.90)
B+j (pˆ) = 0, j = 1, 2n−m, (7.91)∫ b
a
Q−1pˆ(t)ψi(t) dt+ (Q
−1
1 S
+(pˆ),S+(ψi))Cm = 0, i = 1, m− r, (7.92)
Lϕˆ(t) = Q−1pˆ(t) + f (0)(t) on (a, b), (7.93)
Bj(ϕˆ) = Q
−1
1 S
+(pˆ)j + α
(0)
j , j = 1, m, (7.94)∫ b
a
C∗JH0Q0 (y − Cϕˆ) (t)ϕi(t) dt = 0, i = 1, n− r. (7.95)
Problem (7.90)(7.95) is uniquely solvable.
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Proof. Consider the problem of optimal ontrol of the equation system
L+pˆ(t; u) = −(C∗JH0u)(t) + (C∗JH0Q0y)(t) on (a, b), (7.96)
B+j (pˆ(·; u)) = 0 (j = 1, . . . , m), (7.97)∫ b
a
Q−1pˆ(t; u)ψi(t)dt+ (Q
−1
1 S
+(pˆ(·; u)),S+(ψi))Cm = 0, i = 1, m− r, (7.98)
with the ost funtion
I(u) =
∫ b
a
Q−1(pˆ(t; u) +Qf (0)(t))(pˆ(t; u) +Qf (0)(t))dt
+ (Q−11 (S
+(pˆ(·; u)) +Q1α(0)),S+(pˆ(·; u)) +Q1α(0))Cm + (Q−10 u, u)H0→ inf
u∈U˜
, (7.99)
where U˜ = {u ∈ H0 :
∫ b
a
(C∗JH0Q0y)(t) − C∗JH0u(t))ϕ0(t)dt = 0} for arbitrary solutions ϕ0(t) of
homogeneous BVP (7.1), (7.2).
The form of funtional I(u) and the reasoning ontained in the proof of Theorem 2.1 suggest the
existene of the unique element uˆ ∈ U˜ suh that
I(uˆ) = inf
u∈U˜
I(u).
Next, nding ϕˆ(t) as the unique solution to the BVP
Lϕˆ(t) = Q−1pˆ(t; uˆ) + f (0)(t) on (a, b),
Bj(ϕˆ) = Q
−1
1 S
+(pˆ(·; uˆ)j + α(0)j , j = 1, m,∫ b
a
C∗JH0Q0 (y − Cϕˆ) (t)ϕi(t) dt = 0, i = 1, n− r,
and denoting pˆ(t) = pˆ(t; uˆ), we onlude, repeating virtually the proof of Theorem 2.1, that problem
(7.90)(7.95) is uniquely solvable.
Now let us prove the representation l̂(ϕ) = l(ϕˆ). Substituting expression (7.51) for uˆ and cˆ into
(7.50) and taking into onsideration relationships (7.90)(7.92), we obtain
l̂(ϕ) = (y, uˆ)H0 + cˆ = (y,Q0Cp)H0 + cˆ = (Cp,Q0y)H0 + cˆ
= < Cp, JH0Q0y >H0×H′0 = (p, C
∗JH0Q0y)L2(a,b) + cˆ
=
∫ b
a
p(t)C∗JH0Q0y(t)dt+ cˆ =
∫ b
a
p(t)L+pˆ(t) dt+
∫ b
a
z(t)f (0)(t)dt
+
m∑
j=1
S+j (z)α
(0)
j +
∫ b
a
p(t)C∗JH0Q0Cϕˆ(t) dt. (7.100)
Transform the sum of the rst three terms on the right-hand side of this equality using Green's formula
(7.5) and equalities (7.52)(7.57) and (7.93)(7.95). We have∫ b
a
p(t)L+pˆ(t) dt+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
Lp(t)pˆ(t) dt+
m∑
j=1
Bj(p)S
+
j (pˆ(t))
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+∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
Q−1z(t)pˆ(t) dt+
m∑
j=1
Q−11 S
+(z)jS
+
j (pˆ)
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
Q−1z(t)pˆ(t) dt+ (Q−11 S
+(z),S+(pˆ))Cm
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
z(t)Q−1pˆ(t) dt+ (S+(z), Q−11 S
+(pˆ))Cm
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
z(t)Q−1pˆ(t) dt+
m∑
j=1
S+j (z)(Q
−1
1 S
+(pˆ))j
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
z(t)Q−1pˆ(t)dt +
m∑
j=1
S+j (z)(Q
−1
1 S
+(pˆ))j
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
=
∫ b
a
z(t)(Q−1pˆ(t) + f (0)(t))dt+
m∑
j=1
S+j (z)(Q
−1
1 S
+(pˆ))j + α
(0)
j )
=
∫ b
a
Lϕˆ(t)z(t)dt+
m∑
j=1
Bj(ϕˆ)S
+
j (z) =
∫ b
a
ϕˆ(t)L+z(t)dt
= l(ϕˆ)−
∫ b
a
ϕˆ(t)C∗JH0Q0Cp(t)dt = l(ϕˆ)− < Cϕˆ, JH0Q0Cp >H0×H′0
= l(ϕˆ)− (Cϕˆ,Q0Cp)H0 = l(ϕˆ)− (Q0Cϕˆ, Cp)H0 = l(ϕˆ)− (Cp,Q0Cϕˆ)H0
= l(ϕˆ)−< Cp, JH0Q0Cϕˆ >H0×H′0 = l(ϕˆ)− (p, C∗JH0Q0Cϕˆ)L2(a,b)
= l(ϕˆ)−
∫ b
a
p(t)C∗JH0Q0Cϕˆ(t)dt.
The latter equality together with (7.100) prove the sought-for representation.
Corollary 7.1. Funtion ϕˆ(t) an be taken as an estimate of solution ϕ(t) to BVP (7.1), (7.2) whih
is observed.
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Proposition 7.1. Statements similar to Theorems 7.1 and 7.2 an be obtained in the ase when errors
η in observations (7.13) are deterministi elements with values in spae H0.
As an example, onsider the ase H0 = (L
2(a, b))
N
and the operator C : L2(a, b) → H0 in observa-
tions (7.13) is dened by the equality
Cϕ(t) =
(∫ b
a
K1(t, ξ)ϕ(ξ) dξ, . . . ,
∫ b
a
KN(t, ξ)ϕ(ξ) dξ
)T
,
where kernels Kj ∈ L2(a, b)× L2(a, b) of the integral operators
Cjϕ(t) :=
∫ b
a
Kj(t, ξ)ϕ(ξ) dξ, j = 1, N,
are assumed to be suh that the vetor-funtions
Cϕi(t) =
(∫ b
a
K1(t, ξ)ϕi(ξ) dξ, . . . ,
∫ b
a
KN(t, ξ)ϕi(ξ) dξ
)T
∈ (L2(a, b))N ,
i = 1, n− r, are linearly independent. Observations (7.13) take the form
yi(t) =
∫ b
a
Ki(t, ξ)ϕ(ξ) dξ + ηi(t), i = 1, N,
where η(t) := (η1(t), . . . , ηN(t)) ∈ G1 is a random vetor proess with omponents ηj(t) whih are
random proesses with zero expetations and nite seond moments and operator Q0 in ondition (7.17)
that speies set G1 is identied with an N ×N matrix that has elements q(0)ij ∈ C[a, b]. Consequently,
this ondition takes the form
∫ b
a
Sp(Q0(t)R˜(t, t)) dt ≤ 1, in whih R˜(t, s) = [b˜i,j(t, s)]Ni,j=1 denotes the
unknown orrelation matrix of the vetor proess η˜ = (η˜1(t), . . . , η˜N(t)) with the elements b˜i,j(t, s) =
Mη˜i(t)η˜j(s) and Sp(Q0(t)R˜(t, t)) denotes the trae of matrix Q0(t)R˜(t, t).
It is easy to see now that the operator C∗ : (L2(a, b))N → L2(a, b) adjoint to C is given by the
formula
(C∗ψ)(t) = (C∗(ψ1(·), . . . , ψN(·))T )(t) =
N∑
j=1
∫ b
a
Kj(ξ, t)ψj(ξ) dξ,
and minimax estimate l̂(ϕ) has the form
l̂(ϕ) =
N∑
i=1
∫ b
a
yi(t)uˆi(t) dt+ cˆ,
where
uˆi(t) =
N∑
j=1
q
(0)
ij (t)
∫ b
a
Kj(t, ξ)p(ξ) dξ, i = 1, N.
Equalities (7.52) and (7.57) beome
L+z(t) = l0(t)−
∫ b
a
K˜(t, ξ)p(ξ) dξ on (a, b), (2.35′)
and ∫ b
a
(
l0(t)− K˜(t, ξ)p(ξ) dξ
)
ϕi′(t)dt = 0, i
′ = 1, n− r, (2.40′)
where
K˜(t, ξ) =
N∑
i=1
N∑
j=1
∫ b
a
Ki(t′, t)q
(0)
ij (t
′)Kj(t
′, ξ) dt′.
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8 Minimax estimation of funtionals from right-hand sides of
equations that enter the problem statements. Representations
for minimax estimates and estimation errors
An estimation problem in question an be formulated as follows: to nd the optimal (in a ertain sense)
estimate of the value of the funtional
l(F ) =
∫ b
a
l0(t)f(t) dt+
m∑
j=1
ljαj, (8.1)
from observations of the form
y = Cϕ+ η (8.2)
in the lass of estimates
l̂(F ) = (y, u)H0 + c, (8.3)
linear with respet to observations; here u belongs to Hilbert spae H0, c ∈ C, l0 ∈ L2(a, b) is a
given funtion, and lj ∈ C, j = 1, m are given numbers; the assumption is that F := (f(·), α) =
(f(·), (α1, . . . , αn)) ∈ G0 and the errors η = η(ω) in observations (8.2) belong to G1, where sets G0 and
G1 are speied, respetively, by (7.15), (7.16), and (7.17).
Proposition 8.1. An estimate l̂(F ) = (y, uˆ)H0 + cˆ for whih an element uˆ and a onstant cˆ are
determined from the ondition
sup
F˜∈G0,η˜∈G1
M |l(F˜ )− l̂(F )|2 → inf
u∈H0, c∈C
,
where l̂(F˜ ) = (y˜, u)H0 + c, y˜ = Cϕ˜ + η˜, and ϕ˜ is any solution to BVP (7.1), (7.2) at f(t) = f˜(t) and
αi = α˜i, i = 1, m, will be alled a minimax estimate of l(F ).
The quantity σ := supF˜∈G0,η˜∈G1{M |l(F˜ )− l̂(F˜ )|2}1/2 will be alled the minimax estimation error of
l(F ).
Using the above results and denitions, formulate and prove the following statements.
Lemma 8.1. Determination of the minimax estimate of l(F ) is equivalent to the problem of optimal
ontrol of the operator equation system
L+z(t; u) = −C∗JH0u(t) on (a, b), (8.4)
B+j (z(·; u)) = 0 j = 1, 2n−m, (8.5)∫ b
a
Q−1(l0(t) + z(t; u))ψi(t)dt+ (Q
−1
1 (l+ S
+(z(·; u))),S+(ψi))Cm= 0, i = 1, m− r, (8.6)
with the ost funtion
I(u) =
∫ b
a
Q−1(l0(t) + z(t; u))(l0(t) + z(t; u))dt
+ (Q−11 (l + S
+(z(·; u))), l+ S+(z(·; u)))Cm + (Q−10 u, u)H0 → inf
u∈V
, (8.7)
where
V = {u ∈ H0 :
∫ b
a
C∗JH0u(t)ϕ0(t)dt = 0 ∀ϕ0 ∈ N(AB)}.
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Proof. Note rst that set V is is nonempty beause any element u˜ ∈ H0 orthogonal to the subspae
spanned over vetors {Cϕ1, . . . , Cϕn−r} belongs to V and at any xed u ∈ V funtion z(t; u) is uniquely
determined from equations (8.4)(8.6). Indeed, ondition u ∈ V oinides, by virtue of (7.11), with the
solvability ondition of problem (8.4)(8.5); let z0(t; u) ∈ W n2 (a, b) be a solution to this problem. Then
the funtion
z(t; u) := z0(t; u) +
m−r∑
i=1
ciψi(t), (8.8)
also satises (8.4)(8.5) for any ci,∈ C1, i = 1, m− r). Let us prove that oeients ci, i = 1, m− r,
an be hosen so that this funtion would also satisfy ondition (8.6). Substituting expression (8.8)
for z(t; u) into (8.6), we obtain a linear algebrai system of m − r equations with m − r unknowns
c1, . . . , cm−r :
m−r∑
i=1
aijci = bj(u), j = 1, . . . , m− r; (8.9)
its matrix [aij]
m−r
i,j=1 whose elements aij are determined aording to (7.27) is positive denite, thus
det[aij ] 6= 0 (see p. 47) and elements bj(u) are determined from
bj(u) = −
∫ b
a
Q−1(l0(t) + z0(t; u))ψj(t)dt
− (Q−11 (l+ S+(z0(·; u))),S+(ψj))Cm, j = 1, . . . , m− r. (8.10)
Therefore this system has unique solution c1, . . . , cm−r and problem (8.4)(8.6) is uniquely solvable.
Next, writing a solution ϕ˜ to problem (7.1), (7.2) in the form ϕ˜ = ϕ˜⊥ + ϕ0, where ϕ˜0 and ϕ˜⊥ are
introdued on p. 48, and using the formula
(y˜, u)H0 = (Cϕ˜, u)H0 + (η˜, u)H0 = (C(ϕ˜⊥ + ϕ0), u)H0 + (η˜, u)H0
=< C(ϕ˜⊥ + ϕ0), JH0u >H0×H′0 +(η˜, u)H0 =
∫ b
a
(ϕ˜⊥(t) + ϕ0(t))C∗JH0u(t) dt+ (η˜, u)H0
=
∫ b
a
ϕ˜⊥(t)C∗JH0u(t) dt+
∫ b
a
ϕ0(t)C∗JH0u(t) dt+ (η˜, u)H0,
for arbitrary u ∈ H0, we have
l(F˜ )− l̂(F˜ ) =
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j − (y˜, u)H0 − c
=
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j −
∫ b
a
ϕ˜⊥(t)C∗JH0u(t) dt
−
∫ b
a
ϕ0(t)C∗JH0u(t) dt− (η˜, u)H0 − c.
The latter implies
M
∣∣∣l(F˜ )− l̂(F˜ )∣∣∣2 = ∣∣∣∣∣
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j
−
∫ b
a
ϕ˜⊥(t)(t)C∗JH0u(t) dt−
∫ b
a
ϕ0(t)C∗JH0u(t) dt− c
∣∣∣∣2 +M |(η˜, u)H0|2. (8.11)
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Sine funtion ϕ0(t) under the integral sign of the last term is an arbitrary element of spae N(AB),
quantity M|l(F˜ )− l̂(F˜ )|2 takes all values from −∞ to +∞. This quantity is nite if∫ b
a
ϕ0(t)C∗JH0u(t) dt = 0,
whih is a neessary ondition whih holds if and only if u ∈ V. Assuming now that u ∈ V and taking
into aount (8.4)(8.6) and (7.5), we obtain the following representation for the expression under the
sign of absolute value in (8.11)∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j −
∫ b
a
ϕ˜⊥(t)C∗JH0u(t) dt− c
=
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j +
∫ b
a
ϕ˜⊥(t)L+z(t; u) dt− c
=
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j +
∫ b
a
Lϕ˜⊥(t)z(t; u) dt+
m∑
j=1
Bj(ϕ˜⊥)S
+
j (z(·; u))− c
=
∫ b
a
l0(t)f˜(t) dt+
m∑
j=1
ljα˜j +
∫ b
a
f˜(t)z(t; u) dt+
m∑
j=1
α˜jS
+
j (z(·; u))− c
=
∫ b
a
(l0(t) + z(t; u))f˜(t) dt+
m∑
j=1
(lj + S
+
j (z(·; u)))α˜j − c
= (f˜ , l0 + z(·; u))L2(a,b) + (α˜, l+ S+(z(·; u)))Cm − c.
The latter equality in ombination with (8.11) yields
inf
c∈C
sup
F˜∈G0,η˜∈G1
M |l(F˜ )− l̂(F˜ )|2 =
= inf
c∈C
sup
F˜∈G0
∣∣∣(f˜ , l0 + z(·; u))L2(a,b) + (α˜, l+ S+(z(·; u)))Cm − c∣∣∣2 + sup
η˜∈G1
M |(η˜, u)H0|2. (8.12)
To alulate the rst term on the right-hand side of (8.12) use the generalized CauhyBunyakovsky
inequality ([10℄, p. 196) and (7.16) to obtain
inf
c∈C
sup
F˜∈G0,
∣∣∣(f˜ , l0 + z(·; u))L2(a,b) + (α˜, l+ S+(z(·; u)))Cm − c∣∣∣2
= inf
c∈C
sup
F˜∈G0,
∣∣∣(l0 + z(·; u), f˜ − f0)L2(a,b) + (l + S+(z(·; u)), α˜− α(0))Cm
+ (f0, l0 + z(·; u))L2(a,b) + (α(0), l+ S+(z(·; u)))Cm − c
∣∣2
≤ {(Q−1(l0 + z(·; u)), l0 + z(·; u))L2(a,b)
+(Q−11 (l + S
+(z(·; u))), l+ S+(z(·; u)))Cm
}
×
{
(Q(f˜ − f (0)), f˜ − f (0))L2(a,b) + (Q1(α˜− α(0)), α˜− α(0))Cm
}
≤ {(Q−1(l0 + z(·; u)), l0 + z(·; u))L2(a,b)
64
+(Q−11 (l+ S
+(z(·; u))), l+ S+(z(·; u)))Cm
}
. (8.13)
The diret substitution shows that inequality (8.13) turns to equality at F˜ = (f˜(·), α˜) = F˜ (0) :=
(f˜ (0)(·), α˜(0)) =
(
f˜ (0)(·), (α˜(0)1 , . . . , α˜(0)m )T
)
∈ L2(a, b)× Cm, where
f˜ (0)(t) :=
1
d
Q−1(l0(t) + z(t, u)) + f0(t),
α˜
(0)
i :=
1
d
Q−11 (l+ S
+(z(·; u)))i + α(0)i , i = 1, m,
d=
(
(Q−1(l0 + z(·; u)), l0+z(·; u))L2(a,b)+(Q−11 (l+S+(z(·; u))), l+S+(z(·; u)))Cm
)
1/2,
and Q−11 (l+S
+(z(·; u)))j is the jth omponent of vetor Q−11 (l+S+(z(·; u))) ∈ Cm. Element F˜ (0) ∈ G0
beause it obviously satises ondition (7.16) and from the following hain of equalities
(f˜ (0), ψ0)L2(a,b) +
m∑
i=1
α˜
(0)
i S
+
i (ψ0) =
=
(
Q−1(l0 + z(·; u)), l0 + z(·; u))L2(a,b) + (Q−11 (l+ S+(z(·; u))), l+ S+(z(·; u)))Cm
)−1/2
×
(
Q−1(l0 + z(·; u)), ψ0)L2(a,b) +
m∑
i=1
Q−11 (l + S
+(z(·; u)))iS+i (ψ0)
)
+(f (0), ψ0)L2(a,b) +
m∑
i=1
α
(0)
i S
+
i (ψ0) = 0 ∀ψ0 ∈ N(A+B+)
it follows that this element also satises, in line with (8.6), ondition (7.15). Therefore,
inf
c∈C
sup
F˜∈G0
∣∣∣(f˜ , l0 + z(·; u))L2(a,b) + (α˜, l+ S+(z(·; u)))Cm − c∣∣∣2
=
∫ b
a
Q−1(l0(t) + z(t; u))(l0(t) + z(t; u))dt
+ (Q−11 (l+ S
+(z(·; u))), (l+ S+(z(·; u))))Cm (8.14)
at c =
∫ b
a
(l0(t) + z(t; u))f
(0)(t)dt+ (α(0), l+S+(z(·; u)))Cm. For the seond term on the right-hand side
of (8.12), we have proved (see p. 50) that
sup
η˜∈G1
M |(u, η˜)H0|2 = (Q−10 u, u)H0. (8.15)
The statement of Lemma 8.1 follows now from (8.12), (8.14), and (8.15).
Theorem 8.1. The minimax estimate of l(F ) an be represented as
l̂(F ) = (y, uˆ)H0 + cˆ, (8.16)
where
uˆ = Q0Cp, cˆ =
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
i=1
(li + S
+
i (z))α
(0)
i , (8.17)
and funtions p(t) and z(t) are determined from the operator equation system
L+z(t) = −C∗JH0Q0Cp(t) on (a, b), (8.18)
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B+j (z) = 0, j = 1, 2n−m, (8.19)∫ b
a
Q−1(l0(t) + z(t))ψi(t) dt+ (Q
−1
1 (l+ S
+(z)),S+(ψi))Cm = 0, i = 1, m− r, (8.20)
Lp(t) = Q−1(l0(t) + z(t)) on (a, b), (8.21)
Bj(p) = Q
−1
1 (l+ S
+(z))j , j = 1, m, (8.22)∫ b
a
C∗JH0Q0Cp(t)ϕi(t)dt = 0, i = 1, n− r, (8.23)
where Q−11 (l+S
+(z))j denotes the j-à omponent of vetor Q
−1
1 (l+S
+(z)) ∈ Cm. Problem (8.18)(8.23)
is uniquely solvable. The estimation error
σ = l(
ˆˆ
P )1/2, where
ˆˆ
P = (Q−1(l0 + z), (Q
−1
1 (l+ S
+(z))1, . . . , Q
−1
1 (l+ S
+(z))m)
T ).
Proof. Show rst that the solution to optimal ontrol problem (8.4)(8.7) is redue to the solution of
system (8.18)(8.23). To this end, note that the form of funtional (8.7) and the fat that A+B+ is a
Noether operator suggest that there is one and only one element uˆ ∈ V at whih the minumum of the
funtional is attained, I(uˆ) = infu∈V I(u). Indeed, set u = u¯ + v for an arbitrary u ∈ V where u¯ is a
xed element from V and v = u− u¯. Then solution z(t; u) to BVP (8.4)(8.6) an be represented as
z(t; u) = z(t; u¯) + z˜(t; v), (8.24)
where z(t; u¯) and z˜(t; v) are the unique solutions of this problem at u = u¯ and u = v, l0(x) = 0, and
lj = 0, j = 1, m; in addition, if v is an arbitrary element of V, then u = u¯ + v is also an arbitrary
element of this spae.
Using expression (8.24) for z(t; u) write funtional I(u) in the form
I(u) =
∫ b
a
Q−1(l0(t) + z(t; u))(l0(t) + z(t; u))dt
+(Q−11 (l+ S
+(z(·; u))), l+ S+(z(·; u)))Cm + (Q−10 u, u)H0
=
∫ b
a
Q−1(l0(t) + z(t; u¯) + z˜(t; v))(l0(t) + z(t; u¯) + z˜(t; v))dt
+(Q−11 (l+ S
+(z(·; u¯) + z˜(·; v))), l+ S+(z(·; u¯) + z˜(·; v)))Cm + (Q−10 (u¯+ v), u¯+ v)H0
= I(u¯) +
∫ b
a
Q−1z˜(t; v)z˜(t; v)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))Cm + (Q−10 v, v)H0
+2Re
∫ b
a
Q−1z˜(t; v)(l0(t) + z(t; u¯))dt+ 2Re(Q
−1
1 S
+(z˜(·; v)),S+(l0(·) + z(·; u¯))Cm
+ 2Re(Q−10 v, u¯)H0 = I(u¯) + I˜(v) + 2ReL(v), (8.25)
where, due to the linearity and ontinuity of the mapping,
V ∋ v → (z˜(·, v), (S+1 (z˜(·, v)), . . . , S+m(z˜(·, v)))T ) ∈ L2(a, b)× Cm,
I˜(v) =
∫ b
a
Q−1z˜(t; v)z˜(t; v)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·; v)))Cm + (Q−10 v, v)H0 (8.26)
is a linear quadrati funtional in V assoiated with the ontinuous semi-bilinear form
pi(v, w) =
∫ b
a
Q−1z˜(t; v)z˜(t;w)dt+ (Q−11 S
+(z˜(·; v)),S+(z˜(·;w)))Cm + (Q−10 v, w)H0 (8.27)
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on V × V, ; this funtional satises
I˜(v) ≥ c‖v‖H0 ∀v ∈ V, c = onst, (8.28)
and
L(v) =
∫ b
a
Q−1z˜(t; v)(l0(t) + z(t; u¯))dt
+(Q−11 S
+(z˜(·; v)),S+(l0(·) + z(·; u¯))Cm + (Q−10 v, u¯)H0 (8.29)
is a linear ontinuous funtional
11
in V.
Consequently (see Remark 1.1 to Theorem 1.1 in [3℄), there exists the unique element vˆ ∈ V
(depending on u¯) suh that
IV (vˆ) = inf
v∈V
IV (v),= inf
v∈V
I(u¯+ v) = inf
u−u¯∈V
I(u) = inf
u∈u¯+V
I(u) = inf
u∈V
I(u).
Setting uˆ = u¯+ vˆ and taking into aount that
IV (vˆ) = I(u¯+ vˆ) = I(uˆ),
we onlude that there is one and only one element uˆ ∈ V admitting the representation uˆ = u¯ + vˆ at
whih the minimum of funtional I(u) is attained for u ∈ V .
Therefore, for any τ ∈ R and v ∈ V,
d
dt
I(uˆ+ τv)
∣∣∣
τ=0
= 0 and
d
dt
I(uˆ+ iτv)
∣∣∣
τ=0
= 0, (8.30)
where i =
√−1. Sine z(t; uˆ + τv) = z(t; uˆ) + τ z˜(t; v), where z˜(t; v) is the unique solution to BVP
(8.4)(8.6) at u = v, l0 = 0, and lj = 0, j = 1, m, we an use the rst relationship in (8.30) to obtain
0 =
1
2
d
dτ
I(uˆ+ τv)|τ=0
= lim
τ→0
1
2τ
{[
(Q−1(l0 + z(·; uˆ+ τv)), l0 + z(·; uˆ+ τv))L2(a,b)−(Q−1(l0 + z(·; uˆ)), l0 + z(·; uˆ))L2(a,b)
]
+
[
(Q−11 (l + S
+(z(·; uˆ+ τv))), l+ S+(z(·; uˆ+ τv)))Cm−(Q−11 (l + S+(z(·; uˆ))), l+ S+(z(·; uˆ)))Cm
]
+
[
Q−10 (uˆ+ τv), uˆ+ τv)H0 − (Q−10 uˆ, uˆ)H0
]}
=Re{(Q−1(l0 + z(·; uˆ)), z˜(·; v))L2(a,b)
+(Q−11 (l + S
+(z(·; uˆ))),S+(z˜(·; v)))Cm+(Q−10 uˆ, v)H0}.
Next, sine z(t; uˆ+ iτv) = z(t; uˆ) + iτ z˜(t; v), we have
0 =
1
2
d
dτ
I(uˆ+ iτv)|τ=0
= Im{(Q−1(l0 + z(·; uˆ)), z˜(·; v))L2(a,b)
+(Q−11 (l + S
+(z(·; uˆ))),S+(z˜(·; v)))Cm+(Q−10 uˆ, v)H0},
whih yields
(Q−1(l0 + z(·; uˆ)), z˜(·; v))L2(a,b)
11
The ontinuity of form (8.27) is proved on p. 55, and the ontinuity of linear funtional (8.29) an be proved similarly
to the ase of funtional (7.80).
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+m∑
j=1
Q−11 (l+ S
+(z(·; uˆ)))jS+j (z˜(·; v)) + (Q−10 uˆ, v)H0 = 0. (8.31)
Let p(t) be a solution12 to the BVP
Lp(t) = Q−1(l0(t) + z(t; uˆ)) on (a, b), (8.32)
Bj(p) = Q
−1
1 (l+ S
+(z(·, uˆ)))j, j = 1, m. (8.33)
Then, taking into onsideration Green's formula (7.5), we an transform the sum of the rst two terms
on the left-hand side of (8.31) as follows:
(Q−1(l0 + z(·; uˆ)), z˜(·; v))L2(a,b) +
m∑
j=1
Q−11 (l+ S
+(z(·; uˆ)))jS+j (z˜(·; v))
=
∫ b
a
Lp(t)z˜(t; v) dt+
m∑
j=1
Bj(p)S
+
j (z˜(·; v)) =
∫ b
a
p(t)L+z˜(t; v) dt
= −
∫ b
a
p(t)C∗JH0v(t) dt = − < Cp, JH0v >H0×H′0= −(Cp, v)H0.
From the latter equality and relationship (8.31), it follows that
(Q−10 uˆ− Cp, v)H0 = 0 (8.34)
for any v ∈ V. Next, repeating the reasoning ontained in the proof of Theorem 2.1 on p. 57, we see
that among all solutions to problem (8.32), (8.33), there is one and only one solution p(t) for whih
Q−10 uˆ− Cp ∈ V. (8.35)
Setting in (8.34) v = Q−10 uˆ − Cp we obtain Q−10 uˆ − Cp = 0, so that uˆ = Q0Cp. Substituting this
into the equality
∫ b
a
C∗JH0uˆ(t)ϕ0(t)dt = 0 and denoting z(t; uˆ) =: z(t), we see that z(t) and p(t) satisfy
system (8.18)(8.23); the unique solvability of this system follows from the uniqueness of element uˆ.
Show now that σ(uˆ, cˆ) = l(
ˆˆ
P )1/2; then the estimate σ(F ) ≤ l( ˆˆP )1/2 will be proved. Substituting
uˆ = Q0Cp into the expression for I(uˆ) and taking into aount that z(t) = z(t; uˆ), we have
I(uˆ) =
∫ b
a
Q−1(l0(t) + z(t))(l0(t) + z(t)) dt+ (Q
−1
1 (l + S
+(z)), l+ S+(z))Cm
+(Cp,Q0Cp)H0 =
∫ b
a
Lp(t)z(t) dt+
∫ b
a
l0(t)Q
−1(l0(t) + z(t)) dt
+
m∑
j=1
Q−11 (l + S
+(z))j(lj + S
+
j (z)) + (Cp,Q0Cp)H0
=
∫ b
a
Lp(t)z(t) dt+
∫ b
a
l0(t)Q
−1(l0(t) + z(t)) dt
+
m∑
j=1
Bj(p)S
+
j (z) +
m∑
j=1
ljQ
−1
1 (l + S
+(z))j + (Cp,Q0Cp)H0
=
∫ b
a
p(t)L+(t) dt+
2n−m∑
j=1
Sj(p)B
+
j (z) +
∫ b
a
l0(t)Q
−1(l0(t) + z(t)) dt
12
Formula (8.20) oinides with the solvability ondition for this problem by virtue of (7.10).
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+m∑
j=1
ljQ
−1
1 (l + S
+(z))j + (Cp,Q0Cp)H0 . (8.36)
For the rst term in (8.36) we have∫ b
a
p(t)L+(t) dt = −
∫ b
a
p(t)(C∗IH0Q0Cp)(t)) dt = − < Cp, IH0Q0Cp >H0×H′0 .
From the latter equality and (8.36), it follows that I(uˆ) = l(
ˆˆ
P ), where
ˆˆ
P = (Q−1(l0 + z), (Q
−1
1 (l+ S
+(z))1, . . . , Q
−1
1 (l+ S
+(z))m)
T ).
The proof of the theorem is ompleted.
Another representation for the minimax estimate is given by the following theorem.
Theorem 8.2. The minimax estimate of l(F ) has the form
l̂(F ) = l(Fˆ ), (8.37)
where
Fˆ = (fˆ(·), (αˆ1, . . . , αˆm)T ), fˆ(t) = Q−1pˆ(t) + f (0)(t),
αˆj = Q
−1
1 S
+(pˆ)j + α
(0)
j , j = 1, m,
and funtion pˆ is determined from the solution to the problem
L+pˆ(t) = C∗JH0Q0(y − Cϕˆ)(t) on (a, b), (8.38)
B+j (pˆ) = 0, j = 1, 2n−m, (8.39)∫ b
a
Q−1pˆ(t)ψi(t) dt+ (Q
−1
1 S
+(pˆ),S+(ψi))Cm = 0, i = 1, m− r, (8.40)
Lϕˆ(t) = Q−1pˆ(t) + f (0)(t) on (a, b), (8.41)
Bj(ϕˆ) = Q
−1
1 S
+(pˆ)j + α
(0)
j , j = 1, m, (8.42)∫ b
a
C∗JH0Q0 (y − Cϕˆ) (t)ϕi(t) dt = 0, i = 1, n− r, (8.43)
where S
+(pˆ) := (S+1 (pˆ), . . . , S
+
m(pˆ))
T ∈ Cm is the vetor with omponents S+j (pˆ), j = 1, m. Problem
(8.38)(8.43) is uniquely solvable.
Proof. Introdue the problem of optimal ontrol of the equation system
L+pˆ(t; u) = −(C∗JH0u)(t) + (C∗JH0Q0(y)(t) on (a, b), (8.44)
B+j (pˆ(·; u)) = 0 (j = 1, . . . , m), (8.45)∫ b
a
Q−1pˆ(t; u)ψi(t)dt+ (Q
−1
1 S
+(pˆ(·; u)),S+(ψi))Cm = 0, i = 1, m− r, (8.46)
with the ost funtion
I(u) =
∫ b
a
Q−1(pˆ(t; u) +Qf (0)(t))(pˆ(t; u) +Qf (0)(t))dt
+ (Q−11 (S
+(pˆ(·; u)) +Q1α(0)),S+(pˆ(·; u)) +Q1α(0))Cm + (Q−10 u, u)H0→ inf
u∈U
, (8.47)
69
where
U = {u ∈ H0 :
∫ b
a
(C∗JH0Q0(y(t)− C∗JH0u(t))ϕ0(t)dt = 0}
for any solutions ϕ0(t) of homogeneous problem (7.1), (7.2).
The form of funtional I(u) and reasoning ontained in the proof of Theorem 8.1 suggest the existene
of unique element uˆ ∈ U suh that
I(uˆ) = inf
u∈U
I(u).
Next, funding ϕˆ(t) as the unique solution to the problem
Lϕˆ(t) = Q−1pˆ(t; uˆ) + f (0)(t) on (a, b),
Bj(ϕˆ) = Q
−1
1 S
+(pˆ(·; uˆ)j + α(0)j , j = 1, m,∫ b
a
C∗JH0Q0 (y − Cϕˆ) (t)ϕi(t) dt = 0, i = 1, n− r,
and repeating the proof of Theorem 8.1, we onlude, taking into onsideration the notation pˆ(t) =
pˆ(t; uˆ), that problem (8.38)(8.43) is uniquely solvable.
Let us prove the validity of the representation l̂(F ) = l(Fˆ ). Substituting expressions (8.17) for uˆ
and cˆ into (8.16) and using (8.38)(8.40), we obtain
l̂(F ) = (y, uˆ)H0 + cˆ = (y,Q0Cp)H0 + cˆ = (Cp,Q0y)H0 + cˆ
= < Cp, JH0Q0y >H0×H′0 = (p, C
∗JH0Q0y)L2(a,b) + cˆ
=
∫ b
a
p(t)C∗JH0Q0y(t) dt+ cˆ =
∫ b
a
p(t)L+pˆ(t) dt+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt
+
m∑
j=1
(lj + S
+
j (z))α
(0)
j +
∫ b
a
p(t)C∗JH0Q0Cϕˆ(t) dt. (8.48)
Transform the sum of the rst three terms on the right-hand side of this equality using Green's formula
(7.5) and taking into aount equalities (8.18)(8.23) and (8.41)(8.43). As a result, we obtain∫ b
a
p(t)L+pˆ(t) dt+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
=
∫ b
a
Lp(t)pˆ(t) dt+
m∑
j=1
Bj(p)S
+
j (pˆ(t))
+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
=
∫ b
a
Q−1(l0(t) + z(t))pˆ(t) dt+
m∑
j=1
Q−11 (l+ S
+(z))jS
+
j (pˆ)
+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
=
∫ b
a
Q−1(l0(t) + z(t))pˆ(t) dt+ (Q
−1
1 (l+ S
+(z),S+(pˆ))Cm
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+∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
=
∫ b
a
(l0(t) + z(t))Q−1pˆ(t) dt+ (l+ S+(z), Q
−1
1 S
+(pˆ))Cm
+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
=
∫ b
a
(l0(t) + z(t))Q
−1pˆ(t) dt+
m∑
j=1
(lj + S
+
j (z))(Q
−1
1 S
+(pˆ))j
+
∫ b
a
(l0(t) + z(t))f
(0)(t)dt+
m∑
j=1
(lj + S
+
j (z))α
(0)
j
= l(Fˆ ) +
∫ b
a
z(t)Q−1pˆ(t)dt +
m∑
j=1
S+j (z)(Q
−1
1 S
+(pˆ))j
+
∫ b
a
z(t)f (0)(t)dt+
m∑
j=1
S+j (z)α
(0)
j
= l(Fˆ ) +
∫ b
a
z(t)(Q−1pˆ(t) + f (0)(t))dt+
m∑
j=1
S+j (z)(Q
−1
1 S
+(pˆ))j + α
(0)
j )
= l(Fˆ ) +
∫ b
a
Lϕˆ(t)z(t)dt+
m∑
j=1
Bj(ϕˆ)S
+
j (z) = l(Fˆ ) +
∫ b
a
ϕˆ(t)L+z(t)dt
= l(Fˆ )−
∫ b
a
ϕˆ(t)C∗JH0Q0Cp(t)dt = l(Fˆ )− < Cϕˆ, JH0Q0Cp >H0×H′0
= l(Fˆ )− (Cϕˆ,Q0Cp)H0 = l(Fˆ )− (Q0Cϕˆ, Cp)H0 = l(Fˆ )− (Cp,Q0Cϕˆ)H0
= l(Fˆ )−< Cp, JH0Q0Cϕˆ >H0×H′0 = l(Fˆ )− (p, C∗JH0Q0Cϕˆ)L2(a,b)
= l(Fˆ )−
∫ b
a
p(t)C∗JH0Q0Cϕˆ(t)dt.
The resulting relationships together with equality (8.48) yield the sought-for representation.
Corollary 8.1. The funtion fˆ = Q−1pˆ + f (0) and numbers αˆj = Q
−1
1 S
+(pˆ)j + α
(0)
j an be taken as
estimates of the right-hand sides f and αj (j = 1, m) of equalities (7.1) and (7.2), respetively.
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