Caching popular videos at mobile edge servers (MESs) has been confirmed as a promising method to improve mobile users (MUs) perceived quality of experience (QoE) and to alleviate the server load. However, with the multiple bitrate encoding techniques prevalently employed in modern streaming services, caching deployment is challenging for the following three facts:
INTRODUCTION
T HE advances in wireless communication and video technologies have made video streaming services over mobile devices increasingly popular. In traditional mobile streaming systems, each mobile user (MU) downloads a video independently from the streaming server over 4G cellular network. The delivery of high definition (HD) videos, especially the emerging ultra HD videos in these systems, is generally unsatisfactory, which would incur frequent rebuffering, leading to very poor quality of experience (QoE) of MUs [1] , [2] , [3] . Such situation would become worse as the mobile video traffic grows extremely fast. As reported by Cisco, 78 percent of global mobile data traffic will be mobile video by 2021, and the compound annual growth rate of mobile video traffic will be more than 50 percent from 2016 to 2021 [4] .
Recently, mobile edge computing has emerged as a promising paradigm for providing plenty of computing and storage resources to the edge of radio access networks [5] , [6] , [7] . To improve the QoE of MUs, one promising method is to bring video content close to MUs by mobile edge caching, e.g., attaching mobile edge servers (MESs) with storage capacities to the small base stations (SBSs) and caching videos on them. Such SBSs can enable high-frequency reuse or high-density spatial reuse of cellular spectrum and provide high data rate, low loss ratio and small delay for video distribution. Moreover, a small number of popular videos usually attract play requests from many MUs in practical streaming systems. MES caching can eliminate the redundant transmissions of popular videos over back-haul links, i.e., the connections between cellular base stations and the core network, which are expensive to deploy and maintain. Such distributed edge caching architecture has been widely researched, and many caching strategies have been proposed [8] , [9] , [10] , [11] , [12] .
On the other hand, modern commercial video streaming services (e.g., YouTube, Youku, Netflix, Microsoft [13] and Apple [14] ) apply adaptive bitrate technologies to cope with network dynamics. Within various works on video caching on MESs, only limited works focus on adaptive streaming to support videos with multiple bitrates. A MES is capable of high rate transmissions to nearby MUs, but with limited storage capacity. There is a tradeoff between caching for high bitrate videos and caching for diversity videos, since a video with higher bitrate can improve user perceived QoE but require a large storage size for caching. When multiple bitrate videos are supported, the caching decision of MESs becomes more challenging over all videos with different bitrate levels. Although there exist algorithms for caching multiple bitrate videos [15] , these algorithms do not apply to the MES caching scenario with overlapped coverage areas among MESs, where an MU can connect to multiple nearby MESs and any of them can help satisfy the video requests of the MU.
In this work, we investigate MES cache placement mechanisms for multiple bitrate videos. It has been shown that the popularity distribution of the videos changes relatively slowly, e.g., videos could sustain to be popular for a couple of days [22] . Based on this feature, many works adopted the proactive caching approach [16] , [39] , as also used in this paper, where the cache placement and updates are performed when the system is idle (e.g., before dawn). In this approach, even the capacity of the SBS backhaul link is limited, bringing the videos to the SBSs could be easily realized. Our objective is to maximize MU perceived QoE. However, QoE is a concept of subjectively perceived quality. Without a common criterion, different services will likely adopt different QoE formulations. For example, the relationship between the QoE value and the bitrate is formulated as linear or concave functions in literatures [17] , [18] , [19] , [20] , [21] . In this paper, we propose caching mechanisms for any positive and strictly increasing QoE function. Under the constraint of storage capacity, we formulate the problem of how multiple bitrate videos should be deployed at MESs, such that the average MU perceived QoE is maximized. We further prove that such caching problem is NP-hard for any positive and strictly increasing QoE functions. For a general QoE function, we develop an efficient caching algorithm based on greedy heuristic, in which one MES with the largest QoE increment is selected to deploy videos at each iteration. This algorithm is of polynomial complexity and achieves an approximation ratio that can arbitrarily approach to 1/2. In addition, for a linear QoE formulation, we show that there exists an optimal solution in which only video files with maximum bitrate are deployed. Based on this property, the proposed caching algorithm can be simplified, and the primary problem is transformed into a monotone submodular function maximization problem over matroid constraint, for which more efficient algorithms exist.
The main contributions of the paper are summarized as follows:
Aiming to maximize the MU-perceived QoE, we formulate the multiple bitrate video caching problem under the constraint of caching capacity of MESs, and prove that it is NP-hard for any positive and strictly increasing QoE functions; For a general QoE function, we propose an efficient caching algorithm with performance guarantee. We show that this algorithm can achieve an approximation ratio of 1À"
2À" for any 0 < " < 1; For the special case of a linear QoE function, we show that any feasible caching solution can be transformed into another feasible solution where only videos with maximum bitrate are deployed on MESs and the corresponding QoE dose not decrease. When we consider video files only with maximum bitrate, a more efficient algorithm with 1/2 approximation ratio is proposed; We demonstrate the effectiveness of our algorithms via extensive simulations. For a general QoE function, simulation results highlight the importance of the global view for the cache deployment of MESs, and our algorithms can achieve much better performance than the state-of-the-art caching schemes.
The reminder of this paper is organized as follows. Section 2 introduces the system model and the formulation of multiple bitrate caching problem. Algorithms and approximation analysis for general and linear QoE functions are presented in Sections 3 and 4, respectively. Our algorithms are evaluated in Section 5. Section 6 summarizes the related work. Section 7 concludes this work.
SYSTEM MODEL AND PROBLEM FORMULATION

Network Model
Consider a hybrid cellular network, as illustrated in Fig. 1 , which consists of a macro base station (MBS), a number of small base stations (SBSs), and a number of mobile users (MUs). Each SBS is associated with a mobile edge server (MES) which can provide storage and computation resources. Generally, the MBS has a large communication range but a low transmission rate, while each SBS has a limited communication range but a high transmission rate. Therefore, every MU can connect to the MBS directly but can only connect to its nearby MESs. We model the connections between the MESs and the MUs by a bipartite graph G ¼ ðN [ M; EÞ, where N ¼ f1; 2; . . . ; Ng and M ¼ f1; 2; . . . ; Mg denote the set of the MESs and the set of MUs, respectively, and E N Â M is the set of communication links between the MESs and the MUs. Let N ¼ jN j and M ¼ jMj. Key notations are summarized in Tables 1.
For the consideration of the movement of MUs, it has been shown that for a typical dense network with MUs randomly moving across coverages areas of MESs, MUs mobility does not significantly degrade the performance of cache placement [10] . Therefore, we can conduct the cache placement scheme over a communication graph formed during a busy period of the streaming system, and a cache placement solution is likely to be quite good also for other typical communication graphs.
Caching for Multiple Bitrate Video
Consider a typical multiple bitrate video system where a set of V videos, denoted by V ¼ f1; . . . ; V g, can be requested by the MUs. Every video is encoded into multiple resolutions with different bitrates using a constant bitrate (CBR) encoding scheme. Let Q ¼ f1; . . . ; Qg denote the set of all Q bitrate levels and for each q 2 Q, denote its bitrate by b q , where b 1 < b 2 < Á Á Á < b Q , i.e., a higher bitrate level has a higher bitrate. For notational convenience, all videos are assumed to have the same duration such that videos with bitrate level q have the same size denoted by o q considering a constant bitrate encoding scheme. Our theoretical result can be extended to a different video size scenario by partitioning long videos into segments of the same size. Within a certain time period, the average user demand for each video v 2 V is assumed to be fixed and known in advance. The access probability of video can be efficiently learned by systems in popular practical streaming services [22] .
The hybrid cellular network employs a caching system. Each MES has a cache of size C to store hundreds/thousands of replicas of videos. For technical convenience, we assume that C is a multiple of o Q . When an MU requests a video via the cellular link, the bitrate selected could be affected by many factors, e.g., the data rate of the cellular link, monetary cost for cellular traffic, battery energy available, etc., which makes the cache placement problem much more complicated. For the convenience of design and analysis, we adopt the assumption that MUs download videos with lowest bitrate via cellular links. Optimizing video cache placement under this assumption can provide a lower bound on the performance of any streaming systems that MUs can download videos with higher bitrates from the MBS.
On the other hand, the SBSs usually have localized, highbandwidth communication capabilities which enable high frequency reuse based on the orthogonal frequency-division multiple access (OFDMA) [2] , [52] , [53] , [54] . This can lead to high data rate from an SBS to an adjacent MU, which is assumed to be sufficiently large for the transmission of videos with highest bitrate as used in [2] , [8] , [10] . Therefore, when an MU requests a video from MES, downloading the video with best available quality is optimal for maximizing the QoE.
In summary, we apply the following bitrate selection mechanism. When MU i 2 M requests video v 2 V, if MU i is not in the coverage area of any MESs which has cached any replica of video v, then MU i will download video v with the lowest bitrate level 1 from the MBS directly; Otherwise, MU i will download video v with the maximum bitrate level that is available at some MES. Let N i denote the set of MESs which can communicate with MU i.
QoE Function
QoE is a concept of subjectively perceived quality. Generally speaking, bitrate, startup delay, and freezing period are three key factors that affect the MU perceived QoE directly [34] , [35] , [36] , [55] . Since the SBSs have localized, high-bandwidth communication capabilities, they can provide high quality transmissions for adjacent MUs [2] , [8] . Thus, the startup delay and freezing period have much weaker effect on QoE than bitrate. Hence, we adopt the mild assumption that the QoE only relates to the bitrate, which is better when the bitrate chosen is higher.
Formally, let h : fb 1 ; . . . ; b Q g ! R denote the QoE function, which is positive and strictly increasing, i.e., hðb i Þ > 0 for any i 2 Q, and hðb i Þ < hðb j Þ for any i < j. Moreover, the QoE function is usually characterized as a linear or concave function in literature. A QoE function hðÁÞ is linear if
For examples, we have: (1) linear functions hðb q Þ ¼ b q [19] and hðb q Þ ¼ b q =20 [17] , (2) concave functions hðb q Þ ¼ 4:75 À 4:5 À0:77Ãbq based on rate-distortion model in [18] and a family of a-fairness functions [20] given by
Problem Formulation
With the MESs for multiple bitrate video caching and delivery, we aim to find an efficient caching scheme such that the total MU-perceived QoE is maximized. Let
We can denote any caching scheme S as a subset of X , where ðv; q; nÞ 2 S indicates that video v with bitrate q is cached in MES n. Let q iv ðSÞ denote the bitrate selected for MU i which requests video v under a caching scheme S. According to the adaptive bitrate selection mechanism described in Section 2.2, it is straightforward to see that
where ½x 1þ ¼ x if x ! 1, and ½x 1þ ¼ 1 otherwise. Hence, the QoE perceived by MU i which requests video v is given by hðq i;v ðSÞ. By the total law of probability, the QoE perceived by MU i, denoted by f i ðSÞ, is given by 
Therefore, the total MU-perceived QoE under S for all MUs, denoted by fðSÞ, is given by
Now we can formulate the QoE maximization problem with multiple bitrate video supported and MES caching assisted (QMC) as follows:
Note that Eq. (5), referred to as cache capacity constraint, enforces that the total size of the video replicas stored at each MES should not exceed its cache size. According to Theorem 1, it is impossible to find an optimal solution in polynomial time for the QMC problem no matter which QoE function is used unless P=NP. Nevertheless, different QoE functions can have different properties that can be exploited to design approximation algorithms with better performance guarantee.
Hardness Result
MULTI-BITRATE VIDEO CACHING ALGORITHM FOR GENERAL QOE FUNCTIONS
In this section, we first present multiple choice knapsack based greedy algorithm for the QMC problem, and then show that the greedy algorithm can achieve an approximation ratio that can be arbitrarily close to 1/2, no matter which QoE function is used.
Algorithm Design
We use the following notation to ease the description and the analysis of our caching algorithm. i.e., D A ðBÞ is the increment of the total MU-perceived QoE incurred by performing an additional caching scheme B À A (just B if A \ B ¼ ;) over a current caching state A.
Our algorithm employs the following greedy heuristic to maximize the total MU-perceived QoE. It performs in N iterations and, in each iteration, one new MES is selected to deploy video files. Specifically, each iteration consists of the following two steps:
For every MES that has not been deployed with video files, find a caching strategy for the MES such that the increment of the total MU-perceived QoE introduced by further performing the caching strategy on the MES can be maximized; Select the MES that can maximally increase the total MU-perceived QoE, and then perform the corresponding caching strategy on this MES. The second step is straightforward. However, the first step incurs another optimization problem which is modelled as follows. Denote the set of deployed MESs by F ' after the 'th iteration, and the corresponding caching state of all the MESs by S ' , which is a subset of X . Consider MES j 2 N n F ' . Let X j ¼ fðv; q; jÞ : v 2 V; q 2 Qg, and S j be a subset of X j which denotes a caching strategy of MES j. The increment of the total MU-perceived QoE incurred by further performing the strategy on j is given by
We say S j is rational if, for each v 2 V, there exists at most one element ðv; q; jÞ in S j , i.e., MES j only caches at most one replica of some bitrate for each video v. Note that caching more than one replica of different bitrates for a video cannot increase the QoE. Hence, it is sufficient to consider only rational S j . For ðv; q; jÞ 2 S j , we write D S ' ðfðv; q; jÞgÞ as D S ' ðv; q; jÞ for short. It can be computed by
where ½x þ ¼ x if x ! 0, and ½x þ ¼ 0 otherwise. Notation M j denotes the set of MUs adjacent to j and q i;v ðS ' Þ is the maximum bitrate level of video v that MU i can request under the caching state S ' as defined in Eq. (2). Clearly, for a rational S j , we have
Finally, given a current caching state S ' , the problem of finding a caching strategy for MES j such that the increment of the total MU-perceived QoE by performing the strategy is maximized can be modelled in the following optimization problem:
where Eq. (8) is the capacity constraint. Problem (P1) can be viewed as an instance of the wellknown multiple choice knapsack (MCK) problem. There are V sets of items denoted by fI 1 ; I 2 ; . . . ; I V g, and each set has Q items. The qth item in set I v corresponds to a replica of video v with bitrate level b q . It has a profit of D S ' ðv; q; jÞ and a weight of o q . Besides, the knapsack, corresponding to the cache of the MES, has a capacity of C. Considering that S j is required to be rational, it can be seen that solving (P1) is equivalent to maximizing the total profit of the item in the knapsack under the capacity constraint and that at most one item from each set is selected.
Despite its NP-hardness, the MCK problem can be solved optimally in pseudopolynomial time. Further, there exists some fully polynomial approximation scheme (FPTAS) that can find a ð1 À "Þ-approximate solution with running time bounded by a polynomial in the size of problem input and 1=". The best approximation scheme we known has a running time of Oðnm="Þ for any constant " > 0, where n is the number of items and m is the number of multiple-choice sets [23] . We refer to this algorithm with parameter " as MCK À ALGðC; V; fI 1 ; I 2 ; . . . ; I V g; fw q;v g; fp q;v g; "Þ, and adopt it in the first step of each iteration in our greedy algorithm.
The pseudocode of our greedy algorithm based on maximum QoE increment of MES deployment (MQM) is given in Algorithm 1. The while loop selects one MES with maximum QoE increment and performs caching deployment. In each iteration, lines 3-9 calculate/update the profits for each items, and line 10 applies the MCK algorithm to find the 1 À " approximated deployment for one MES separatively.
Algorithm 1. Greedy Algorithm Based on Maximum QoE Increment of MES Deployment (MQM)
for Each MES n such that n 2 N do 4
for 
Performance Analysis
In the following, we show that MQM can achieve a constant approximation ratio.
We start by introducing some properties of function fðÁÞ. The following result is straightforward. Function fðÁÞ has the property of the decreasing marginal effect, known as submodularity, as described in the following lemma. Now we are ready to show that MQM achieves a constant approximation ratio.
Theorem 2. For any constant " 2 ð0; 1Þ as an input parameter, MQM can achieve an approximation ratio of 1À"
2À" for the QMC problem.
Proof. In MQM, one new MES is selected to deploy video files in each of the N iterations. By rearranging the MESs indices, we can assume that the index of the selected MESs in the 'th iteration is '. Let S ¼ S 1 [ Á Á Á [ S N be the caching scheme generated by MQM, where S i , generated by MCK-ALG, is the corresponding caching strategy of MES i. Let S Ã ¼ S Ã 1 [ Á Á Á [ S Ã N denote an optimal caching scheme, where S Ã i is the corresponding caching strategy of MES i, which is rational, in this optimal caching scheme.
According to Lemma 1, we have
Besides, for any ' ¼ 0; . . . ; N À 1, S 'þ1 is a solution to the corresponding MCK instance as described in Section 3.1, generated by the MCK-ALG algorithm. Also, S Ã 'þ1 forms a feasible solution to this MCK instance, since, as a part of an optimal caching scheme, it does not violate the capacity constraint. As MCK-ALG achieves an approximation ratio of 1 À " for the MCK problem, we have
Hence
where (a) follows according to Lemma 4, (b) follows according to Lemma 3, and (c) follows by (10) . Together with (9) , this yields
which completes the proof. t u From Theorem 2, by choosing sufficiently small ", the approximation ratio of MQM can be arbitrarily close to 1=2. Choosing a smaller " can lead to a better approximation ratio, but also lead to a higher time complexity, as characterized in the following.
Proof. The major computational cost is the parameter initialization for MCK À ALG and solving MCK À ALG. For each MCK problem, the time complexity for calculating the profit of each item is OðVQMÞ. The time complexity of solving MCK with ð1 À "Þ-approximation ratio is OðV 2 Q="Þ since the number of items in MCK is VQ and the number of sets in MCK is V , considering that we apply algorithm proposed in [23] . In each iteration, in order to find the MES with the maximum QoE increment if videos are optimally deployed, MCK À AlG is executed at least N; N À 1; . . . ; 1 times, considering the un-deployed MESs. Therefore, MCK À ALG is executed OðN 2 Þ times in total. Overall, the time complexity of MQM is
CACHING ALGORITHM FOR LINEAR QOE FUNCTIONS
In this section, we focus on the case that the QoE function, hðÁÞ, is linear. We first claim that the ratio between the MUperceived QoE increment by adding a new video with bitrate level q and the size of the video does not decrease with q.
Then, we show that in this case only video files with the highest bitrate level need to be considered for caching, and finally exploit this property for more efficient algorithms. is an non-decreasing function of q for any given v and j.
Proof. For any q 1 ; q 2 2 Q; q 1 < q 2 , let M q 1 ;S j and M q 2 ;S j be the sets of MUs that are adjacent to MES j and have q i;v ðSÞ less than q 1 and q 2 respectively. Clearly we have M q 1 ;S j M q 2 ;S j . According to Eq. (7), we have
For each i 2 M q 1 ;S j
, we have
Together with M Proof. Let S be a caching scheme. Definẽ S j ¼ fðv; q; jÞ 2 S j q < Qg:
IfS j ¼ ; for every j 2 N , i.e., only videos with the highest bitrate level are cached in the scheme S, we are done directly. Now suppose that S j 6 ¼ ; for some j 2 N . Without loss of generality, we assume that S j is rational, i.e., for any v 2 V, there is at most one replica of v cached in MES j. Let S ¼ S nS j . We refer to elements ofS j as ðv 1 ; q 1 ; jÞ; . . . ; ðv L ; q L ; jÞ where L ¼ jS j j such that
Since capacity C of MES j is a multiple of o Q , it is straightforward to check that S Ã does not violate the capacity constraint. Hence, S Ã is a feasible caching scheme. In the following, we show that fðS Ã Þ ! fðSÞ. According to Lemma 5, we have D S ðv ' ; Q; jÞ o Q ! D S ðv ' ; q ' ; jÞ o q ' ; for ' ¼ 1; . . . ; K:
This implies that
where the latter inequality holds according to (14) . Since Ko Q ! P L '¼1 o q ' , we get The preceding procedure can transform a feasible caching policy on any MES into another feasible one that only deploys the videos of the highest bitrate level without decreasing the total MU-perceived QoE. By repeating the procedure for each MES, we can finally get a feasible caching scheme S Ã with desired properties. t u According to Theorem 3, it is sufficient to consider only video files of highest birate level when the QoE function is linear. In the following, we show how to exploit this property to design more efficient algorithms.
First, we show that the MQM algorithm can be improved. Recall that MQM is a greedy algorithm where the main body of each iteration is to solve a number of instances of problem (P1). Considering only video files of the highest birate level, we define X 0 j ¼ fðv; Q; jÞ j v 2 Vg, and transform (P1) into the following optimization problem:
Note that (16) simply imposes a constraint on the cardinality of S j . Hence, (P2) is equivalent to finding C o Q elements from
values of D S l ðfv; Q; jgÞ, which can be done exactly by sorting D S l ðfv; Q; jgÞ, ðv; Q; jÞ 2 X j . By replacing MCK-ALG with such a sorting procedure, we get an improved version of the MQM algorithm, referred to as MQM-I, for the linear QoE function case.
Proposition 2. For a linear QoE function, MQM-I algorithm
achieves an approximation ratio of 1=2 for the QMC problem, and its running time is
Proof. Since (P2) can be solved exactly, the approximation ratio result can be proved by following almost the same lines in the proof of Theorem 2 using " ¼ 0 instead. In (P2), the running time for calculating each D S ' ðfv; Q; jgÞ is OðVMÞ since only video files of bitrate level Q need to be considered. The sorting procedure costs OðV log V Þ. Hence, the running time is
In addition, with the definition of X 0 ¼ fðv; Q; nÞ j v 2 V; n 2 N g and X 0 j ¼ fðv; Q; jÞ j v 2 Vg, the QMC under a linear QoE function can be transformed into (P3): maximize SX 0 fðSÞ subject to jS \ X 0 i j C=o Q ; 8i 2 N :
The monotone and submodular property shown in Lemmas 1 and 2 hold for (P3). Therefore, (P3) is a monotone submodular function maximization problem over constraints I ¼ fjS \ X 0 i j C=o Q g, where ðX 0 ; IÞ forms a partition matroid. 1 Classical results of approximation on such problem establish that the greedy algorithm achieves 1/2 approximation ratio, where an element with maximum improvement for the objective is selected in each iteration. More specially, a random algorithm based pipage rounding with a tight 1 À 1=e approximation ratio also is applicable, but with a higher time complexity [24] .
For completeness, we present the details of greedy algorithm based on maximum QoE increment of videos with the highest bitrate, named by QMV, in Algorithm 2. We should point out that the MQV algorithm performs arbitrary bad under a concave QoE function, where a smaller bitrate level q has a larger ratio between QoE increment and file size. Theorem 3 does not hold for concave QoE functions. When multiple bitrate levels of videos can be selected for caching, the constraint is not a matroid, and thus there is no approximation ratio guarantee for MQV.
Consider an example in which only one MES serves all MUs. There are 100 videos with constant access probability f v ¼ 0:01. For two bitrate levels, we set o q 1 ¼ 10000; hðb q 1 Þ ¼ 10; o q 2 ¼ 100; hðb q 2 Þ ¼ 5 and C ¼ 10000. The solution of MQV is caching one video with bitrate level q 1 , with average QoE f MQV ¼ f v hðb 1 Þ ¼ 0:1. Another feasible solution is caching all 100 videos with bitrate level q 2 , with the average QoE
Obviously, the constraints does not form a matroid, since jFESj > jMQVj and there is no storage size to deploy another video over MQV. Meanwhile, the approximation ratio of MQV is less than f MQV =f FES ¼ 0:02, which can be arbitrary small for an extremely parameter setting.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed algorithms under various network settings, i.e., caching capacity of MESs, video access patterns, QoE functions and density of MESs. To show the effectiveness of our approaches, we implement the following methods for comparisons.
Popularity Based Algorithm(Pop): The algorithm does not exploit cooperation among MESs. Each MES caches the top popular videos based on the capacity constraint. In multiple bitrate video caching, The femto base station caching algorithm for videos with equivalent size is proposed in [8] . All femto base stations are empty initially. In each iteration, the selection criterion deploys a video onto a femto base station which has the maximum improvement on hit ratios under current caching state, until there is no femto base station that has enough storage size to cache a video. For multiple bitrate video caching, we modify the selection criterion as the ratio between QoE improvement and video size. MQM: The algorithm in Section 3 has performance guarantee for general QoE functions. MQV: The algorithm in Section 4 selects videos with the maximum bitrate level to cache.
Simulation Setup
We simulate the hybrid cellular network. The MBS has a coverage radius of 400 m. Over the circular coverage area, MUs and MESs are uniformly and independently distributed. We first introduce and locate a number of MESs, each with a communication range of 100 m. Then we generate 1,000 MUs in the circular MBS coverage area. The topology of the network is described by a random bipartite graph, in which two parted vertices are denoted by MESs and MUs, and edges are denoted by communication links. There is an edge between an MES and an MU if the distance between the MES and the MU is less than the communication range of the MES.
A total of 5,000 videos are considered for caching. The bitrate of video is set according to YouTube's encoding policies [25] , with eight bitrate levels 80 kbps, 400 kbps, 1000 kbps, 2500 kbps, 5000 kbps, 8000 kbps, 10 Mbps, and 40 Mbps. All videos are encoded in CBR model and have the same duration of 5,000 seconds. The video access pattern is set to follow a Zipf distribution according to empirical studies [22] , [26] , [27] , with the access probability of ith video given by
where V ¼ 5000 is the number of videos and z is the aggregation degree of video requests. We consider QoE functions given in Eq. (1). When a ¼ 0, the QoE function is linear and the QoE value is exactly the bitrate; When 0 a < 1, the QoE function is strictly concave.
Simulation Results
In the multiple bitrate video caching scenario, some parameters of network/videos affect the MU-perceived QoE, including but not limited to: (1) the cache capacity of MES, (2) the density of MES, and (3) parameter z in Zipf distribution. We consider three typical QoE functions with a set as 0; 0:5; and 1. When a ¼ 0, it is a linear function, and a ¼ 1 a logarithmic function. When a ¼ 0:5, it is a concave function which increases faster than the linear but slower than the logarithmic function. When the QoE function is linear, different bitrate versions of one video have the same ratio between QoE increment and video size, and we choose the maximum bitrate to cache, resulting in the same performance of Femto and MQV. In the following simulation results, we vary one parameter and fix others, and run each case for 100 random bipartite graphs and draw error bars (including average value, minimum value and maximum value) in each figure.
Impact of the Number of MESs. We set the storage capacity of MESs C ¼ 250G and the Zipf exponent z ¼ 0:8, and vary the number of MESs from 3 to 19 with an incremental step 2. We present the results in Fig. 2 . We observe the following:
As the number of MESs increases, both MQM and MQV have better performance, and the performance gains by MQM and MQV over Pop become larger due to more cooperations among MESs; MQM performs much better than Femto especially when a ¼ 0:5, since smaller bitrate videos have a higher priority to caching in Femto and many videos with minute access probability are cached. Impact of the Zipf Exponent. We set the number of MESs as 9 and the storage capacity of MESs as 250 G, and vary the Zipf exponent z from 0.3 to 1.4 with an incremental step 0.1. We present the results in Fig. 3 . From this figure, we can see the following:
As the Zipf exponent z becomes larger, both MQV and MQM achieve better MU-perceived QoE. Under the constraint of storage capacity, the probability that the ith video request is served increases for a small i value with z increasing. As a result, the access probability of a few top popular videos increases. The performance gain by MQM and MQV over Femto increases with z increasing, since the access probability decreasing faster for a larger z value and many more videos with low bitrate are cached in Femto. Impact of the Storage Capacity of MESs. We set the number of MESs to 9 and the Zipf exponent z to 0.8, and vary the storage capacity of each MES from 50 to 500 GB with an incremental step 50 GB. We present the results in Fig. 4 and observe the following:
When the capacity of MESs becomes larger, both the performance gains by MQV and MQM become higher, but the improvement slows down as the access probability decreases with the index of videos. The performance gain by MQM and MQV over Pop increases slightly with the capacity, since more storage space is available for cooperative caching and delivery videos to MUs located at overlapped coverage area of MESs. From Figs. 2, 3 , and 4, we see that MQM always performs the best when the QoE function is concave, i.e., a ¼ 1; and 0:5. When the QoE function is linear, the performance gains by MQM and MQV are almost the same. Furthermore, we present the cumulative distribution of the QoE improvement of our algorithms MQM and MQV over the Pop algorithm in Fig. 5 . In this simulation, we set the number of MESs to 9, the Zipf exponent z ¼ 0:8, the storage capacity of MESs C ¼ 250G, and the parameter of QoE function a ¼ 0:5, and conduct the proposed algorithms over 200 random communication graphs. In more than 80 percent of cases, the performance of the MQM algorithm is at least 12 percent higher than that of the Pop algorithm. At the same time, the MQM algorithm always has the best performance when the QoE function is strictly concave.
Performance with Different a in QoE Functions. We set the number of MESs to 9, the Zipf exponent z ¼ 0:8, the storage capacity of MESs C ¼ 250G, and vary the a value in QoE function from 0 to 1 with an incremental step 0.1. We present the results in Fig. 6 . Since the average QoE value under a ¼ 0 is thousands times of the value under a ¼ 1, we set Pop algorithm as the baseline and calculate the percentage improvement of other algorithms for each communication graph. Under the capacity setting, a large amount of videos with bitrate level 2 can be deployed by using Femto algorithm, since this bitrate has the maximum ratio between QoE increment and video size. However, the access probability decreases fast under Zipf exponent setting, and a lot of cached videos only contributes very little QoE increment. Therefore, we only present the performance of MQV and MQM in this figure. The MQM performs much better than other algorithms under non-linear QoE functions, i.e., a 6 ¼ 0.
RELATED WORKS
Quality of Experience in Streaming Service
To provide smooth streaming and improve user-perceived QoE, popular video streaming services (e.g., YouTube, Youku, PPlive and Netflix) apply adaptive video technologies, such as Microsoft Smooth Streaming [13] , Adobe's HDS [28] , and Apple's HLS [14] . In these streaming services, videos are encoded into multiple versions with discrete bitrates. Based on streaming users' context (e.g., bandwidth of current links, state of video player's buffer, and/or resolution of clients' screens), bitrate selection algorithms are proposed to maximize the QoE [19] , [29] , [30] , [31] , [32] .
A detailed review of the quality of experience in the existing mobile streaming services is given in a recent survey [33] . There are many factors that affect user-perceived QoE, including mean video bitrate, startup delay -waiting time for playback, frequency and duration of video rebuffering [34] , [35] , [36] . A good streaming experience usually means small play delay, high video rate and no rebuffering. With the assistance of MES caching, the metrics of startup delay and rebufferring can be ignored since MESs provides high quality transmission for MUs. The most important QoE factor is video bitrate from MESs or MBS, which is affected by the caching strategies of MESs. Considering video bitrate, linear and concave QoE formulations are applied in literatures [17] , [18] , [19] , [20] , [21] . For multiple bitrate video delivery focused on transmission delay and video bitrate, a QoE driven caching algorithm based on Rate-Distortion model is proposed in [37] , which can achieve approximation ratio of 1=2ð1 À 1=eÞ.
Mobile Edge Caching
One property of the streaming service is that user demand for video is highly redundant, i.e., a few popular videos account for a majority of all requests [22] . Therefore, caching popular video contents at various hierarchies of the network is a promising solution to alleviate the network bottleneck [38] , [39] . To ease the wireless network bandwidth requirement and meet the fast-growing demand for mobile streaming media services, MES caching strategies for mobile streaming have been widely researched [8] , [9] , [10] , [11] , [12] , [40] , [41] , [42] , [43] , [44] , [45] , [46] , [47] , [48] .
In [8] , [9] , [10] , it is proved that finding the optimal distributed caching scheme in small base station network is NP-hard, and algorithms for both uncoded and coded caching scenario are proposed. Further, a heuristic algorithm with low complexity and performance guarantee is presented in [41] , with the consideration of bandwidth limit SBSs and the communication energy of mobile devices. The authors of [45] consider the physical layer cooperative transmissions among MESs, and design corresponding cache deployment algorithms to optimize the system throughput under two different types of transmission models. The pricing mechanisms and resource allocation in video caching system are discussed in [48] based on game theory. A joint caching, routing, and channel assignment framework is proposed to optimize the throughput of video delivery over collaborative small-cell cellular networks in [49] . For layered video content delivery, algorithms for caching and cooperation policies of video providers are proposed in [15] , but these algorithms do not apply to the MES caching scenario with overlapped coverage areas among MESs.
Different from the existing works, we study the MES caching mechanisms for video streaming services with multiple bitrate levels. Our proposed algorithm can improve user-perceived QoE for any positive strictly increasing QoE function.
CONCLUSION
In this paper, we focus on the multiple bitrate video caching problem in small edge cells where MESs provide storage and delivery of popular videos to MUs. Aiming to maximize the MU-perceived QoE, we present a comprehensive study on caching algorithms under both linear and concave QoE formulations which are widely applied in the research of video streaming services. We have formulated this optimization problem and proved that it is NP-hard for any positive and strictly increasing QoE functions. We first introduce an efficient algorithm MQM based on the maximum QoE increment of caching deployment for each MES, and then prove that the MQM can achieve an approximation ratio of 1À"
2À" for any 0 < " < 1, no matter what QoE function is used. For a linear QoE function, it is shown that only videos files with highest bitrate level need to be considered for caching. By exploiting this property, the MQM algorithm can be improved in terms of both time complexity and approximation ratio, and our alternative algorithm achieve an approximation ratio of 1/2. The efficiency of our proposed algorithms is further demonstrated via extensive simulations.
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