Motivation: Computational modeling in metabolic engineering involves the prediction of genetic manipulations that would lead to optimized microbial strains, maximizing the production rate of chemicals of interest. Various computational methods are based on constraint-based modeling, which enables to anticipate the effect of genetic manipulations on cellular metabolism considering a genomescale metabolic network. However, current methods do not account for the presence of competing pathways in a metabolic network that may diverge metabolic flux away from producing a required chemical, resulting in lower (or even zero) chemical production rates in reality-making these methods somewhat over optimistic. Results: In this article, we describe a novel constraint-based method called RobustKnock that predicts gene deletion strategies that lead to the over-production of chemicals of interest, by accounting for the presence of competing pathways in the network. We describe results of applying RobustKnock to Escherichia coli's metabolic network towards the production of various chemicals, demonstrating its ability to provide more robust predictions than those obtained via current state-of-the-art methods. Availability: An implementation of RobustKnock is available via
INTRODUCTION
Metabolic engineering in microorganisms has received considerable attention in recent years for enabling the production of renewable fuels and chemicals. A number of compounds are now being produced industrially using microbial production systems (Chotani et al., 2000; Nakamura and Whited, 2003) , and many efforts are ongoing for synthesizing several others using biological routes (Baez-Viveros et al., 2004; Lee and Schmidt-Dannert, 2002; Martin et al., 2003) . Computational modeling in metabolic engineering has traditionally been used to guide experimental attempts by anticipating the effect of genetic modifications on metabolism. However, such modeling approaches commonly involve kinetic techniques (Fell, 1996) that require detailed enzyme kinetic information that is still mostly unknown, or metabolic control analysis (Domach et al., 2000) that requires experiment-based measurements of flux control coefficients that are also mostly unavailable. An alternative modeling approach, called constraint- * To whom correspondence should be addressed. based modeling (CBM), bypasses these hurdles by analyzing the function of genome-scale metabolic networks through relying solely on simple physical-chemical constraints (Price et al., 2003) . Such genome-scale network models are currently available for many microorganisms (Duarte et al., 2004; Forster et al., 2003; Reed et al., 2003; Schilling et al., 2002; Van Dien and Lidstrom, 2002) . Applications of constraint-based modeling for large-scale microbial networks have been proven to be highly successful in studies involving metabolic engineering and many other applications (see Alper et al., 2005; Price et al., 2004 ; for reviews). Specifically, CBM was shown to be a promising tool for identifying genetic alterations that lead the production of target metabolites of interest (Ani Manichaikul, 2009; Beard et al., 2002; Jacek Puchałka et al., 2008) .
Various CBM methods focus on different types of genetic manipulations that can be performed by engineering microbial strains. A commonly used method, OptKnock, searches for sets of gene knockouts that lead to the over-production of desired metabolites (Burgard et al., 2003) . OptStrain is a related method that allows both gene knockouts as well as the incorporation of novel enzyme-coding genes from different species to a given microbial genome (Pharkya et al., 2004) . More recently, OptReg was developed, searching for manipulations in the form of up-and down-regulation of metabolic enzymes in addition to gene knockouts to meet a bio-production goal (Pharkya and Maranas, 2006) . Each of these methods employ an optimization problem that searches for a specific genetic manipulation that would lead to a feasible metabolic flux distribution, which maximizes the production rate of a certain chemical of interest. However, none of these methods account for the presence of competing pathways in the network that may diverge metabolic flux away from the required chemical, which may possibly lead to lower (or even zero) production rates in reality. In other words, the above methods are somewhat over optimistic, looking for optimal chemical production rates, without taking into account that the latter may be affected by the presence of competing pathways in the network. For example, when OptKnock was previously applied to maximize lactate production rate in E. coli, it identified an optimal knockout strategy that may actually lead to a zero production rate due to the presence of competing pathways in the network (making OptKnock's prediction in this case overoptimistic) (Burgard et al., 2003) . A method that can potentially be used to search for gene knockouts that yield guaranteed secretion rates was previously suggested, though employing heuristic search based on a genetic algorithm, this method is not guaranteed to converge to global optimal solutions (Kiran Raosaheb Patil et al., 2005) .
In this article, we describe a novel constraint-based method called RobustKnock that predicts gene deletion strategies that lead to the over-production of chemicals of interest by accounting for the presence of competing pathways in the network. Specifically, this method extends OptKnock to pinpoint specific enzyme-catalyzed reactions that should be removed from a metabolic network, such that the production of the desired product becomes an obligatory byproduct of biomass formation (i.e. required for cellular growth) due to stoichiometric mass-balance, thermodynamic and flux capacity constraints. The predicted set of gene knockouts eliminates all competing pathways that may hinder the chemical's production rate, resulting in more robust predictions than those obtained with OptKnock. This is achieved by searching for a set of gene knockouts under which the minimal (guaranteed) production rate of a chemical of interest is maximized, instead of simply assuming that the maximized production rate would be achieved by chance as in OptKnock. The method is based on a bi-level max-min optimization problem that is efficiently solved via a transformation to a standard mixed-integer linear programming (MILP) problem. In the next sections, we start with a brief overview of CBM, provide a high-level description of OptKnock and RobustKnock, and then go on to describing the implementation details. In the following section, we describe results of applying RobustKnock on the genome-scale metabolic network model of E. coli, predicting knockout strategies that lead to high guaranteed production rates of various chemicals that are far beyond the guaranteed production rates predicted by OptKnock.
METHODS AND MATHEMATICAL MODELS

Overview of CBM
CBM is a mathematical modeling approach for metabolic networks that utilizes knowledge of the network structure together with constraints on its possible behaviors, to predict possible functional metabolic states. Mass-balance constraints imposed by stoichiometry in a chemical network at steady state enforce the sum of all production and consumption rates of each metabolite to be zero:
where S denotes a stoichiometric matrix in which S ij corresponds to the stoichiometric coefficient of metabolite i in reaction j. S dimensions are n × m, where n is the number of metabolites in the network and m is the number of reactions. v denotes an m-dimensional vector of flux rates, where v j is the flux rate of reaction j at steady state. Additional constraints, including those pertaining to the availability of nutrients in the growth media or to the maximal flux that can be supported by specific enzymes can be introduced via the following inequality:
where v LB and v UB denote lower and upper bounds on metabolic flux rates, respectively. For example, for a substrate uptake flux v j , one can set v j,LB and v j,UB to be equal to the corresponding measured or imposed values. This constraint can also be used to distinguish reversible and irreversible reactions, where v LB,j = 0 is set for the latter. Taken together, the constraints limit the allowable functional states of a metabolic network. In mathematical terms, the range of allowable network states is described by a solution space that represents the phenotypic potential of an organism. For an underdetermined system, as is typically the case in models of cellular metabolism (Price et al., 2004) , is a convex set in the m-dimensional space of fluxes (Schilling et al., 2000) .
Due to THE linear nature of , it is possible to use linear programming (Vanderbei, 1996) to characterize the points in that maximize a given linear objective function. Flux Balance Analysis (FBA) is a particular CBM method that assumes that the network is regulated to maximize a certain cellular function (Fell and Small, 1986; Kauffman et al., 2003) . A natural choice of an objective function in metabolic models of microorganisms is that of biomass maximization (Jacek Puchałka et al., 2008; Price et al. 2004; Varma and Palsson, 1993) , as it is reasonable to assume that unicellular organisms have evolved towards maximal growth performance. This process is formalized by introducing a growth reaction (denoted by v biomass ) that transforms a linear combination of fundamental metabolic precursors into biomass formation. The presence of alternative pathways in a metabolic network causes FBA to predict a space of feasible flux distributions with a maximal growth rate, rather than a single solution (Mahadevan and Schilling 2003) . In fact, FBA's solution space is in itself a convex set in m-dimensional space, denoted ', enclosed within .
From OptKnock to RobustKnock
OptKnock is a CBM method that predicts gene deletions that lead to the overproduction of chemicals of interest in a metabolic network (Burgard et al., 2003) . The effect of gene knockouts on metabolism is computed via FBA, by constraining the flux through reactions associated with the gene knockout to zero, and searching for a feasible flux distribution (satisfying the mass-balance, directionality and flux capacity constraints embedded in the model) with an optimal cellular objective of growth maximization. The effect of the gene knockouts on the production rate of the chemical of interest is reflected in a change in flux through the reaction that produces the chemical. To facilitate an efficient search for a combination of gene knockouts that would lead to the maximal production rate of the chemical, OptKnock employs a bi-level optimization method ( Fig. 1a) : the outer problem searches for a set of gene knockouts (of a limited size), under which the production rate of the chemical is maximized. The inner problem searches for a feasible flux distribution that maximizes growth rate (as in standard FBA), given that a gene set from the outer problem is knocked out.
While OptKnock is formulated to find a set of gene knockouts under which some maximal growth FBA solution has a high chemical production rate, alternative maximal growth solutions within the FBA solution space may have lower (or even zero) chemical production rates. To overcome this problem, we developed a method, RobustKnock, which searches for a set of gene knockouts that would guarantee a minimal production rate of the chemical of interest, considering the entire FBA solution spacemaking the production of the chemical an obligatory byproduct of growth rate maximization. To account for the entire FBA solution space, RobustKnock employs a bi-level max-min optimization that searches for a set of gene knockouts under which the minimal production rate of a chemical of interest (within the FBA solution space) is maximized (Fig. 1b) .
An illustrative example of the differences between OptKnock and RobustKnock is shown in Figure 2 . The network consists of seven metabolites (M 1 −M 7 ). The fluxes v uptake , v biomass , and v chemical represent the uptake of metabolite M 1 from the surrounding media, the formation of biomass, and the production of the chemical of interest, respectively. We assume that reaction v uptake is fixed to some given uptake rate. The stoichiometric coefficients of reaction M 1 → M 3 are such that two molecules of M 1 create one molecule of M 3 , while the stoichiometric coefficients of all other reactions reflect a one-to-one relationship between molecule quantities. Applying FBA to this network results in a unique flux distribution with v biomass equal to v uptake , with metabolic flux flowing through reaction M 1 → M 2 , and with no flux through v chemical . Applying OptKnock to this network predicts that the knockout of reaction M 1 → M 2 would lead to a maximal flow through v chemical that is equal to 0.5 · v uptake . However, when only reactionM 1 → M 2 is knocked-out, an alternative FBA solution exists (yielding the same maximal biomass production rate), in which there is no flux through v chemical due to its divergence into a competing pathway through M 5 . Applying RobustKock to this network predicts that a minimum secretion rate of 0.5 · v uptake can be guaranteed in case both reactions M 1 → M 2 and M 4 → M 5 are simultaneously knocked-out. Hence, in this case, RobustKnock predicts a knockout strategy that guarantees (based on the model constraints) the same maximal production rate of the chemical as may only potentially be achieved in OptKnock's solution. Notably though, in other cases, RobustKnock's guaranteed chemical production rate may actually be lower than the maximal, theoretical production rate predicted by OptKnock, as demonstrated below in the application of these methods to a real metabolic network.
Mathematical formulation of RobustKnock
The bi-level max-min optimization problem that underlies RobustKnock is formulated as following:
The outer max-min problem searches for a set of gene knockouts of a limited size that maximizes the minimal (guaranteed) production rate of the chemical of interest denoted by v chemical . The inner optimization problem is a standard FBA formulation that searches for a feasible flux distribution with maximal biomass production rate, given a set of knocked-out reactions from the outer max-min problem. The decision variables in the max-min problem are: (i) the set of model reactions that are knocked-out, denoted by the Boolean variables y ∈{0,1} q (y i =0 means that model reaction i is knocked-out), and (ii) flux distribution denoted by v ∈ R m in which a set of reactions is knocked-out. A single constraint in the outer max-min problem limits the number of reactions that can be knocked-out simultaneously to no more than a pre-defined number k, where i denotes a vector with all ones. The constraints in the inner maximization problem enforce the flux distribution, v, to satisfy FBA constraints: (3.1) mass-balance constraint, based on the stoichiometric matrix S; (3.2) a lower bound on the biomass production rate based on a pre-computed threshold, denoted by biomass_threshold, to obtain a biologically plausible flux distribution that enables growth. This threshold is set to a fraction (10% in our implementation) of the maximal possible biomass production rate under the given growth medium, as computed via FBA (though the results presented below are insensitive to the specific choice of threshold); (3.3) a fixed uptake rate, denoted by uptake_threshold [set to a value of 10 mmol/h as in (Burgard et al., 2003) ], to a specific metabolic nutrient from the growth media; and (3.4) the flux through reactions that are knocked-out is constrained to zero, thus associating the decision variables y and v to each other. To simplify the solution of this bi-level max-min problem, reversible reactions in the model were split into two irreversible reactions [carrying only positive flux values; Equation (3.5)], representing their forward and backward counterparts. We denote by q the number of reactions in the model before the split, by m the number of irreversible reactions following the split, and by B ∈ R q×n a mapping matrix between model reactions and their associated irreversible reactions following the split, with B i,j =1 if irreversible reaction i is associated with model reaction j. The knockout of a reversible reaction constrains the flux through the two irreversible reactions associated with it, using the mapping matrix B. The flux through the remaining reactions is allowed to vary in some pre-defined range, [v LB ,v UB ], as defined in the metabolic network model. The bi-level max-min problem is solved by employing a two-step procedure: (i) transforming the bi-level max-min problem into a standard max-min problem (with a similar approach to that used in OptKnock); (ii) transforming the resulting max-min problem into a standard mixed-integer linear programming (MILP) problem. Both steps involve the transformation of a linear programming problem from its primal to its dual form and its embedding within an enclosing optimization problem which leads to the formation of bi-linear terms (consisting of the binary decision variables, y). In the next section we describe a procedure that transforms a linear programming (LP) problem from primal to dual form and resolves these bi-linear terms by introducing additional auxiliary variables. This procedure is employed twice to transform RobustKnock's bi-level max-min optimization problem into a standard MILP problem, as described below.
A procedure for finding the dual for an inner LP problem and resolving bi-linear terms with Booleans
The following LP problem in a primal, canonical form contains linear constraints that relate its decision variables (denoted v) with decision variables from an outer problem (denoted by y ∈ {0,1} q ):
where A v and A y are matrices used to denote linear constraints on v and y. As decision variables from an outer optimization problem can be regarded as constants in the inner problem, the dual optimization problem is:
where w ∈ R n denotes the dual variables. Embedding this dual problem within an outer optimization problem, in which y are decision variables, is problematic due to the bi-linear term, y T ·(A y ) T ·w, included in the objective function. Recasting these nonlinear terms into an equivalent linear form is straightforward when y are binary variables, by defining:
(1) A new set of auxiliary variables, z ∈ R q·n , such that z k = y i ·w j , for each 1 ≤ i ≤ q, 1 ≤ j ≤ n, and k = (i−1)·q+j, via the following linear constraints (Vanderbei, 1996) :
where (w j ) UB is an upper bound on w j which can be calculated by maximizing the value of w j subject to the constraints of the dual problem. The above constraints can be written in matrix formulation as following:
with the matrices D ṽ , D y and the vector h derived directly from the above constraints (not shown).
(3) A vector, c 0 ∈ R q·n , such that, c 0,k = A y i,j , for each 1 ≤ i ≤ q, 1 ≤ j ≤ n, and k = (i = 1)·q+j.
Based on the above definitions, the dual LP problem can be formulated as following:
where: ṽ = w z
Given a LP problem in primal, canonical form as input (as described above), we define a function dual_embedd(A v ,A y ,b,c) = (Ã v ,Ã y ,b,c) that returns the corresponding parameters of its dual LP problem marked with a lower tilde. Next, we describe a two step procedure that utilizes this function to transform RobustKnock's bi-level max-min problem into a standard MILP problem.
RobustKnock transformation I: resolving the inner problem
The first step in solving the max-min bi-level problem is to replace the inner optimization problem with an equivalent set of constraints to obtain a standard max-min problem. From the strong duality theory of linear programming, if the primal and the dual optimal solutions are bounded, then at optimality both objective function values must be equal (Ignizio JP, 1994; Vanderbei, 1996) . This implies that the unique optimal solution value to the inner primal problem can be obtained by solving a system of equations encompassing an equality relation for the objective functions of both the primal and the dual problems and the accumulation of their respective constraints (as done in OptKnock). The inner problem is thus transformed from an optimization problem to an equivalent set of equations (equalities and inequalities). RobustKnock's inner FBA optimization problem can be represented in a primal canonical form (as described in the procedure above) with the following parameters:
where c 1 ∈ R m is a unit vector with a single one at the index of the biomass reaction, and c update ∈ R m is a unit vector, with a single one at the index of the metabolic nutrient uptake reaction. We use the function
as defined in the last section to formulate the dual optimization problem. Replacing the inner optimization problem in (3) by the set of constraints from its primal and dual form, and adding an equality relation between the primal and dual objectives yield the following max-min problem:
where ṽ denotes the dual variables of the inner FBA problem. Equation (9.1) denotes an equality relation between the objectives of the inner optimization problem in (3) in its primal and dual forms. Equations (9.2) and (9.3) denote the constraints of the inner optimization problem in (3) in primal and dual forms, respectively.
RobustKnock transformation II: resolving the max-min problem
To solve the max-min problem derived in the previous section, we use the dual_embedd function to transform the inner minimization problem into its For each chemical, the table shows the knocked-out reactions, the resulting biomass production rate and the minimal (guaranteed) and maximal (theoretical) production rate predicted by each method.
dual maximization problem, resulting in a max-max problem equivalent to a standard mixed-integer linear programming (MILP) problem. The minimization problem in the above max-min problem can be represented in a primal canonical form, with decision variables x = v ṽ and the following parameters: 
where x denotes the dual variables for the inner minimization problem. Equation (10.1) denotes the constraints of the inner minimization problem (9) in dual form, as calculated via the dual_embedd function. Notably, for some values of y, the dual form of the inner minimization problem (9) may be unbounded due to the primal problem being infeasible (e.g. when knocking out genes that do not enable biomass production in a rate above biomass_threshold), leading to a maximal value of infinity for the dual problem. To overcome this problem, additional decision variables, denoted u, were added to enforce feasibility of the primal minimization problem, via the constraints in Equation (10.2). Equation (10.3) limits the total number of reactions that can be knocked-out simultaneously to no more than a pre-defined number k, as in the original optimization problem (3). Our implementation of RobustKnock for the metabolic network model of E. coli (Reed et al., 2003) consists of as many as 386 binary variables and was solved on the order of minutes to several hours (depending on the number of reaction knockouts allowed) on a standard personal computer.
RESULTS
To evaluate the performance of RobustKnock as compared to OptKnock, we applied both methods on a genome-scale metabolic network model of E. coli metabolism iJR904 (Reed et al., 2003) to predict knockout strategies for producing various chemicals. The network model includes 904 metabolic enzyme-coding genes, accounting for 931 reactions and 625 metabolites. Focusing on glucose minimal medium, we applied the method towards the production of 52 different chemicals that can be secreted from E. coli (identified based on FBA predictions on the network of the wild-type strain, maximizing the secretion rate of each metabolite in turn). Limiting RobustKnock and OptKnock to allow only single knockout solutions resulted in similar predictions by both methods. Allowing double knockout solutions provided different solutions for four chemicals: hydrogen, acetate, formate and fumarate (Table 1) . For all four cases, RobustKnock predicted In all four cases, robustknock predicts a knockout strategy that provides a higher biomass production rate than that achieved by optknock, with a minimal, guaranteed chemical production rate that is significantly higher than the guaranteed rate in optKnock. a minimal, guaranteed production rate of the chemical that is significantly higher than the predicted production rate in the wildtype strain (Fig. 3) . The knockout strategies predicted by OptKnock provide higher theoretical production rates in all cases. However, applying FBA to predict the minimal possible production rate under OptKnock's knockout strategies revealed possible rates that are markedly lower than the minimal, guaranteed production rates predicted by RobustKnock. Specifically in the cases of formate and fumarate, OptKnock predicted knockout strategies that yield zero guaranteed production rates, while RobustKnock predicts strategies that guarantee production rates that are close to the maximal theoretical rates predicted by OptKnock. Allowing triple knockout solutions provided markedly higher guaranteed secretion rates in all four cases, further strengthening the advantage of RobustKnock over OptKnock (Table 2) . Furthermore, RobustKnock's tripleknockout analysis revealed a knockout strategy that yields a minimal, guaranteed production rate of other chemicals, such as ethanol, which is a common target for metabolic engineering trials because of its potential usage as a bio-fuel (Al, 1997) . Additional interesting triple-knockout strategies, with guaranteed chemical production rates, were also identified for succinate and lactate which were previously used as targets for metabolic engineering attempts (Burgard et al., 2003) .
DISCUSSION
In this article, we describe a new method, RobustKnock, for the prediction of gene knockout strategies for over producing chemicals of interest. While OptKnock predicts gene deletion strategies that may only potentially lead to a high chemical production rate, RobustKnock provides more robust predictions, accounting for the presence of competing pathways in the network that may affect metabolic flux. The method involves a bi-level max-min optimization problem that is transformed into a standard mixed-integer linear programming (MILP) problem, which is solved optimally. Applying RobustKnock to predict gene knockout strategies for the over-production of various chemicals in E. coli resulted in knockout strategies that are more robust than those achieved with OptKnock. Specifically, in many cases, knockout strategies predicted by RobustKnock guarantee minimal chemical production rates that are close to the maximal theoretical rates predicted by OptKnock. Notably, both methods can be combined within a single optimization problem, aiming to find a knockout strategy that maximizes the average chemical production rate, between the maximal rate calculated by OptKnock and the guaranteed rate calculated by RobustKnock. It should also be noted, that both RobustKnock and OptKnock explicitly constrain the growth rate to be above a pre-defined threshold, and hence the fact that RobustKnock's knockout strategies shown above tend to have higher growth rates than the corresponding predictions made by OptKnock is purely incidental.
While RobustKnock assures that an optimal growth solution would yield a high chemical production rate, a modeling error leading to a slightly lower growth rate in reality may lead to no chemical production at all. For example, Figure 3 shows that given the predicted knockout strategy for fumarate production, an actual growth rate that is only 10% lower than the maximal predicted rate could lead to a zero fumarate production rate. To predict knockout strategies that are robust to errors in the predicted growth rate, RobustKnock can be easily modified (via Equation 9.1) to search for a knockout strategy that yields a maximal guaranteed chemical production rate, considering sub-optimal flux distributions that are within a pre-defined interval from the maximal possible growth rate. Alternatively, RobustKnock can also be easily modified to explicitly control the magnitude of the association between growth rate and chemical production rate (Fig. 4) .
While here, RobustKnock was applied to predict knockout strategies that are limited to no more than three concurrent knockouts, running RobustKnock on powerful computer-clusters would enable the prediction of four and even five concurrent knockouts. The running time of RobustKnock can be decreased by reducing the number of Boolean variables, by grouping reactions into correlated sets (Reed and Palsson, 2004) , and assigning each correlated set with a single Boolean variable. An alternative approach to scale up RobustKnock to support higher level knockout combinations is to incorporate it as a building block within heuristic search methods, such as OptGene (Kiran Raosaheb Patil et al., 2005) . Whereas various metabolic engineering mechanisms may be used in the design of microbial strains, RobustKnock, in its current form, focuses strictly on the prediction of knockout strategies. Other CBM methods [OptStrain (Pharkya et al., 2004) and OptReg (Pharkya and Maranas, 2006) ] already enable searching for additional genetic manipulations in the form of gene addition and gene up-and down-regulation. Notably though, the methodology presented here can be naturally extended to provide robust predic-tions for these other metabolic engineering manipulations.
Fig. 4. (a)
A synthetic example for possible ranges of chemical production rates and biomass production rates achieved by a wild-type strain and following a RobustKnock's predicted knockout strategy. RobustKnock's optimal solution is denoted by v, and a maximal growth solution with a zero chemical production rate is denoted by u. The slope of the line that connects the two solutions (marked with a circle) represents the magnitude of the association between growth rate maximization and chemical production. (b) A schematic representation of a variant of RobustKnock that constrains the slope to be below a pre-define threshold.
