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This paper describes a dynamic microsimulation model of  cohort demograph- 
ics that has been developed to  consider the working lifetime in Australia. The 
model provides a valuable resource for studying dynamics in Australia since, 
in addition to the usual advantages of microsimulation analysis, Australian 
panel data is scarce. The model possess a highly flexible structure. Specifi- 
cally, the modular framework of  the model permits the addition or omission 
of  cohort  characteristics  as desired, and the use  of  transition probability 
functions facilitates transparent sensitivity analysis. 1  Introduction 
This paper describes a dynamic microsimulation model of  cohort demograph- 
ics developed to consider the working-lifetime in Australia.  Microsimulation 
models were first used for economic analysis by Orcutt (1957), and are now 
commonly employed to undertake policy analyses in many countries around 
the world.  The feature that distinguishes microsimulation models from their 
macro based counterparts is that each micro-unit  (also referred to as agent) 
from a given  population  is  individually  represented.'  This feature makes 
microsimulation models useful for undertaking distributional analyses. 
Microsimulation models are classified as either dynamic or static, depend- 
ing upon how (and whether) the population is aged. Unlike static microsim- 
ulation models, dynamic microsimulation is designed specifically to consider 
the effects of  counterfactual conditions on a population  of  agents through 
time. The ability to consider couterfactual experiments means that dynamic 
microsimulation models are capable of  providing insights that survey data 
cannot. The limitations of  survey data are compounded in Australia, where 
the few  panel data sets are small, both in terms of  duration and breadth, 
compared to those of  many other countries.  This makes the current model 
particularly useful for analyses that focus on intertemporal change in Aus- 
tralia, or where the desired period of measurement is in excess of  a single 
year. 
Most microsimulation models that are currently in use are static. Promi- 
nent  examples of  these include, STINMOD (Australia; refer  to NATSEM, 
Australia), POLIMOD (UK; see Redmond et al., 1998), THM2 (US; see Gi- 
annarelli, 1992), SPSP (Canada; refer to Statistics Canada), GMOD (Ger- 
many), SWITCH (Ireland), LOTTE (Norway), FASIT (Sweden), and CSO 
(Hungary).2 However, advances in computing power, and the availability of 
increasingly detailed survey data have led to an increase in both the num- 
ber, and sophistication, of  dynamic microsimulation models.  Some of  the 
dynamic models in use include ASPEN (US; see Basu e.t al., 1998), CORSIM 
(US; see Caldwell, 1996), HARDING  (Australia; see Harding,  1993), and 
SESIM (Sweden), while many more are currently being developed. 
The model described in this paper is comprised of  three components that 
generate marital status, age of  spouse, and number of  dependants for a co- 
'For  macro-based  models  that  study the  impact  of  policy  changes,  see Dervis  et 
a1.(1982), Taylor  (1990), and De  Janvry  et al.  (1991).  These  are examples of  Com- 
putable General Equilibrium models.  Most micro-based  models are constructed using a 
partial equilibrium framework.  For examples of  micro-based  models that use a general 
equilibrium framework, see Meagher (1993), and Congneau (2000). 
"or  useful surveys, refer to Sutherland (1995), and Merz (1991). hort of  individuals aged 20 in 1970. Individual characteristics are generated 
at annual intervals for every cohort age between 20 and 55, thereby capturing 
the working-lifetime.3 Unlike the architecture of  most microsimulation mod- 
els the current model has been developed to facilitate transparent sensitivity 
analysis.  This objective has led to the adoption of  a highly parsimonious 
structure. 
Specifically, each of  the three model  components use transition proba- 
bility functions to generate change wherever practicable, which replace the 
transition matrices that are typical of  microsimulation models4 Transition 
probability functions enable sensitivity analysis to be undertaken by varying 
a few well defined parameters, as opposed to the relatively opaque element- 
by-element adjustment required for transition matrices. Similarly the effects 
of observed temporal trends are incorporated into the model using simple 
functions to facilitate model transparency. 
Most microsimulation models generate a large number of  characteristics 
for each individual to make possible a broad range of  analyses.  Given the 
relatively few characteristics generated by the current model, the ability to 
include additional characteristics as required is a fundamental feature of  the 
modular structure adopted.  Following the addition of  cohort earnings, for 
example, the model is capable of  analysing the redistributive effect of  income 
taxes and a range of  transfer schemes that comprise approximately 70 per 
cent  of Australian  social security expenditure, excluding pensions for the 
retired.5 
Ilynamic microsimulation models can be distinguished by  the extent to 
which they incorporate agent specific behavioural responses.  Given the ag- 
ing populations observed in many countries, attention has been focused in 
recent years on the responsiveness of  labour supply, savings, and fertility to 
alternative tax and transfer systems.6  However, unlike the models used to 
examine these issues, the simulation procedure described in this paper makes 
no adjustment for behavioural respopses.  This property may be thought to 
call into question the extent to which analyses based upon the current model 
are of practical use.  Specifically, given that many tax and transfer schemes  - 
Sl?ollowing the age of  55, retirement  has a dominant effect  upon annual measures of 
income inequality.  See, for  example, Figure 2 of  Creedy and van  de Ven  (1999), which 
uses an earlier version of  the present model. 
4!3ee  Harding (1993). 
5rI'he model described here forms part of  a larger microsimulation model developed 
to examine the redistributive effects of  taxes in Australia.  See van de Ven  (2001) for a 
detailed description of  the income components of  the larger simulation model. 
%ee Macunovich (1998), and Hotz  et al.  (1997) for surveys of  the fertility literature, 
and Auerback (1997) on savings. are designed to affect agent behaviour, the predicted impact of  such schemes 
derived from simulations that omit  behavioural responses must  be funda- 
mentally inaccurate. 
In response to this criticism, not  all fiscal reforms cause the behaviour 
of  agents to change.  Furthermore, given that no model, however complex, 
can possibly  capture the full extent of  real-world  diversity, any prediction 
derived from simulation methods must be treated with a degree of  caution. 
With regard to microsimulation models that project labour supply responses, 
for example, it is possible to find reports of  wage elasticities that range from 
small negative values to measures just  over  one.  Although it is reasonable 
to suspect that a small positive wage elasticity is likely to reflect most ap- 
plied cases, the accompanying uncertainty regarding the 'true' value cannot 
be ignored.  In this sense, the first  order effects generated by  microsimu- 
lation models that omit behavioural responses provide a means of  making 
unambiguous statements of  the kind,  "if  behaviour remained unchanged ..." 
Accompanying sensitivity analysis associated with any expected changes in 
behaviour can, of  course, be subsequently undertaken.  The extent to which 
the first order effects of  policy change are of practical interest is evidenced 
by the continued use of, and focus on, static microsimulation models, which 
include no behavioural responses. 
Section 2 provides an overview of  the simulation procedure.  A detailed 
description of  how cohort marital status, spouse age, and number of  depen- 
dants are simulated is provided in sections 3 to 5. Concluding comments are 
made in section 6. 
The Simulation Procedure 
Given the lack of suitable panel data for  calibration, the model generates 
annual characteristics for a cohort of  individuals and, where relevant, their 
nuclear families so that the demographic profiles at any given cohort age 
reflect data derived from Australian cross-sectional surveys.  Heterogeneity 
between individuals is restricted to the following four characteristics: 
1. sex 
2. marital status 
3, relative age of  spouse (where relevant) 
4.  number of  dependants (children aged 16 and under) The sex of  each individual is allocated such that 50.92 % of  the simulated 
cohort is identified as male, consistent with census estimates of  the 20 year 
old Australian population in 1970.~  In any given year the remaining char- 
acteristics are generated for each individual using a 'linear' procedure.  This 
procedure is depicted by the flow chart of  Figure 1. 
Cohort Age,, Sex  P 
\  Number of  Number of Depenaanrs,,  Dependants,  *--<-_CC  -LII----CC 2 
- 
Cohort Age,,,  Sex  0 
Figure 1: Stylised Demographic Simulation Procedure 
In Figure 1, t subscripts refer to the reference period, and -t  subscripts 
refer to the entire simulated history up to period t. Characteristics included 
in elliptical frames are endogenous inputs used to generate period t char- 
acteristics, and arrows denote links.  Hence, the age of  a cohort member's 
spouse is generated with reference to the marital status, age, and sex of  the 
cohort member in the generated period, and the age of  the spouse (if  they 
existed) in the previous period. 
The following  three sections describe the procedures  used  to simulate 
marital status, age of  spouse, and the births of  children. A detailed descrip 
tion of the methods used to calibrate each of  the model components is also 
provided. 
7See Commonwealth Bureau of  Census and Statistics Publication Reference Number 
4.15, Table 2. Marital Status 
Marital status is the first characteristic that is determined by the simulation 
procedure (after the trivial generation of  age and sex) as illustrated by Fig- 
ure 1.  The focus here is on 'registered marital status' for which a marital 
certificate is held in accordance with the Australian Marriage Act 1961 (Com- 
monwealth).  This may be contrasted with 'social marital status', which, in 
addition to couples holding registered marital status, includes de facto re- 
lationships as defined under common law. During recent decades there has 
been a significant trend away from registered marital status. Associated with 
this shift is an increase in the importance of de facto relationships for any 
analysis based on the (nuclear) family. There are, however, important reasons 
why registered and social marital status should not be treated equivalently. 
Akerlof (1998 p.  290), for example, states that "on getting married men tend 
to change their behaviour."  This leads him to describe the ceremony associ- 
ated with registered marital status as a rite-of-passage such that, "after the 
wedding the life of  the bride and of  the groom will be changed. This can be 
modelled as a change in utility: with marriage the bride and the groom will 
have increased commitment toward each other, toward their offspring and, if 
religious, toward the Lord Himself."  (p. 291). 
In this framework, two extremes may be defined; one in which de facto 
couples act as though they are unattached in any formal respect, and another 
where de facto couples act as though they  are 'registered  married'  in  all 
respects.  The focus on registered marital status taken here is equivalent to 
the first of  these two extremes, Sensitivity analysis with respect to the other 
extreme may be undertaken by  adjusting the marital rates used to include 
all 'socially married' couples. 
Marital status is  randomly allocated in the first simulated year of  the 
cohort, based on sex, and the associated proportion of  the Australian popu- 
lation married at 20 years of  age in the year 1970b8  Transition probabilities 
are used to generate changes in individual marital status for all subsequent 
years.  Specifically, for  an individual who was identified as married in the 
previous year, the probability that they cease to be married in the current 
year is equal to their risk of  divorce, which is dependent on their age, sex, 
and the calendar year, plus the likelihood that their partner dies, which is 
dependent on their partner's age, sex, and the calendar year.g Alternatively, 
81.429 % of  males and 8.834 % of  females aged 20 in 1970 are assumed to be married 
- estimates obtained from table 4.3 of  ABS publication Cat. No.  3310.0, 1998. 
gRisk of  divorce is modelled independently  from years  of  marriage to simplify the 
modelling procedure  used.  The model does,  however, partially  capture a relationship 
between years of  marriage and probability  of  divorce insofar as the raw  data used  for for an individual who was identified as unmarried in the previous year, the 
probability of  marriage is dependent not only on their age, sex, and calen- 
dar year, but also on whether they had been identified as married in some 
previous year. It is assumed that no widows or divorcees are included in the 
first year of  the simulated cohort, 
Individual marital status is identified by  generating a uniform random 
number between zero and one and comparing the value obtained with the 
associated transition probability, a method that is commonly referred to as a 
Monte Carlo procedure.  If, for example, the value of  the random variable is 
less than the associated probability of  entering into marriage for a previously 
unmarried individual, then they are identified as married for the given year. 
To identify a marriage dissolution, on the other hand, the random variable 
must have a value less than or equal to  the sum of  the probabilities of  divorce 
and partner death.  Where a marriage dissolution is identified, divorce and 
death are distinguished by recognising divorce if  the random variable is less 
than or  equal to the probability  of  divorce, and death otherwise.  If  the 
random variable takes the value 0.11, for example, where the probability of 
divorce is equal to 0.10 and the probability of  spouse death is equal to 0.04, 
then a marriage dissolution resulting from spouse death would be identified. 
This allocating procedure is depicted by Figure 2, where; n defines the uni- 
form random number, (t-1) denotes individual status in the previous period, 
(-t) denotes individual status for the entire simulated history,  (t) denotes 
allocated state in current period, r~rv  is the probability of  divorce,  DEATH 
is the probability that spouse dies, r~  is the probability of  remarriage, and 
~NM  is the probability of  first marriage. 
The probabilities referred to above are based on raw data derived from 
statistical tables published by the Australian Bureau of  Statistics  (ABS), 
which  are listed in Appendix A.  These tables provide Australian marital, 
divorce, and death rates by sex and calendar year for five year age groups 
between 15 and 59 years of age. Marital rates are divided into 'First marriage' 
and 'Remarriage' groups, which were calculated respectively by dividing the 
total number of  individuals marrying, and remarrying, by the number of  per- 
sons never married, and widowed or divorced.  The tables listed in Appendix 
A provide marital rates for 11 years between 1966 and 1998.  Similarly, the 
divorce rates and death rates were calculated as proportions of  the married, 
and total, Australian populations by age group and sex, for, respectively, 15 
and 16 years between 1966 and 1998. 
Probability  of  Mamiage.  The simulation process requires the first mar- 
riage and remarriage rates of  males and females. Each of  these four rates are 
calibration exhibit reduced probability of  divorce with age. 
6 molded (t)  Wdow It)  Divorcee It)  slngle (t)  manled (t)  slngle (t)  mom  (t) 
Figure 2: Marital Status Allocation Procedure 
stored using the same underlying functional forms, and so specific reference 
is made to the rates applicable for males at first marriage for ease of  expo- 
sition, where associated tables and figures for the remaining three rates are 
provided in Appendix B. 
In the absence of any other distributional information, the rates provided 
by the statistical tables for the five year age groups were allocated to the rnid- 
ages of  the respective groups to enable regression estimates to be calculated 
for the transition probability functions.  Cross-sectional regressions of  the 
probability of  marriage with respect to age were undertaken first, and the 
coefficients obtained were subsequently regressed  against  time to capture 
observed trends. As  can be seen from Figure 3, the distribution of  raw cross- 
sectional rates  with  respect  to age suggest the use of  a spline comprised 
of  a linear segment  (for the first two  age groups) and an exponential (for 
all subsequent age groups).  Estimates were consequently calculated for the 
following two models: 
where rt is the relevant marriage rate for age t. A summary of  the associated 
regression output is provided in Table 1.'' 
''In  all cases, standard errors are provided in parentheses.  Standard errors and R Figure 3:  Male First Marriage Rates per 1000 Never Married Males 
As can be seen from Table 1, the magnitude of  both the linear segment 
coefFicients, a and P,  decrease systematically with time, albeit at a decreasing 
rate.  With regard to the exponential segment, all of  the regressions under- 
taken explain the observed variation of  data well, where the lowest R squared 
is equal to 0.9935. Temporal trends are also evident for the second equation, 
where the values of  y  and $ systematically fall with time, while the value 
of  6 increases. These effects reflect the fact that the function (y +  5t +  $t2), 
is approximately linear in 1966, and exhibits progressively more curvature 
with time, where the magnitude of  the slope and intercept  systematically 
decrease. 
Linear functions with respect to time are adopted to capture the observed 
time trends for each of  y, 5, and 4, while exponential functions are used to 
capture the decreasing rate of  the observed time trend for the linear model 
coefficients, a,  and p. These simple functional forms are consistent with the 
unidirectional slope of  the time trends discussed above and will aid analysis 
associated with variation of  the time trend.  The regression results for each 
of  the associated equations are provided in Table 2. 
- 
squared statistics are not provided for the first equation because it possess' no degrees of 
freedom Table 1: Cross-sectional Male First Marriage Rate Regression Output 
As can be seen from Table 2,  all of the functions capture the observed 
variation well, with high R squares and low relative standard errors.  Given 
the simplicity of  the functional forms adopted,  an obvious concern is the 
ability of  the associated model to reflect the data upon which it is based. 
Figure 4 depicts the model data derived from the functional forms incorpo- 
rating the regression coefficients of  Table 2, and the raw data upon which the 
model is based for three years, which span the entire period for which raw 
statistical data were used.  As can be seen from Figure 4, data derived from 
the regression coefficients  closely reflect the associated raw data, adequately 
capturing both the observed trend and the cross-sectional distribution of  first 
time marital rates for males. 
Probability of Divorce. As for marital rates, divorce rates are summarised Table 2:  Intertemporal Male First Marriage Rate Regression Output 
Exponentional cross-sectional segment; 
Linear time trend 
c  Year  R Square 
(1.523-02)  (7.653-06) 
Linear cross-sectional segment; 
Exponential time trend 
c  year  R Square 
Figure 4:  Male First Marriage Rates per 1000 Never Married Males - Model 
versus Raw Data Figure 5:  Male Divorce per 1000 Married Males by Age. 
by first obtaining cross-sectional estimates and then regressing the coefficients 
obtained against time to capture temporal trend.  Figure 5 depicts the raw 
cross-sectional divorce rates of  males by age for the three years, 1976, 1986, 
and 1996. These divorce rates, which are reflective of  the associated female 
rates and those for the other years used to calibrate the model, indicate a 
general downward trend with respect to age following the 20 to 24 year old 
age group, which deviates from the trend. Furthermore, the downward trend 
exhibits some curvature, where the 1976 and 1996 rates are,  respectively, 
convex and concave to the age axis. These observations suggest the use of  a 
quadratic to model all rates for ages following the 20  to 24 year old group, 
where 20 to 24 year olds are modelled separately.  The results of  regressing 
the divorce rate against a quadratic function of  age are provided for males 
in Table 3. 
As can be seen from Table 3, the constant and age square coefficients tend 
to decrease with time, while the age coefficient tends to increase.  The age 
squared (age) coefficient passes from the positive to the negative (negative 
to the positive) domain between 1981 and 1982 (1984 and 1993), and is con- 
sequently not found to be significantly different from zero about these years. 
This variation reflects the observed trend where the associated cross-sectional 
relationships tend from convex to concave with respect to the age axis. The Table 3: Cross-sectional Male Divorce Rate Regression Output 
Year  c  age  age2  R Square 
1976  45.9905  -0.9486  5.2383-03  0.9843 
(6.3560)  (0.3147)  (3.733-03) 
1981  39.8389  -0.7016  1,762E03  0.9990 
(1.7663)  (0.0875)  (1.04E03) 
1982  37.1339  -0.4934  -1.048E03  0.9978 Table 4:  Intertemporal Male Divorce Rate Regression Output 
Males aged 25 years and over 
coefficient  c  year  year2  R Square 
c  3.382Ef-05  -338.962  0.08493  0.8981 
(3851.191)  (3.8742)  (9.743-04) 
age2  124.9398  -0.12498  3.1253.05  0.9177 
(41.8674)  (0.04212)  (1.06E05) 
Males aged between 20  and 24 years 
c  year  year2  R Square 
91219.63  -91.6954  0.02305  0.6885 
(19059.4)  (19.1731)  (4.823-03) 
fact that the quadratic function of  age captures most of  the observed varia- 
tion of  divorce rates, is evidenced by  the high R squares obtained, 
The decreasing rate of  change observed for the time trends of  the three 
coefficients imply the use of  a quadratic by  year.  On the other hand, the 
divorce rates of  the 20 to 24 year old age group start at relatively high values 
and fall to a minimum in 1990 before increasing in later years in a relationship 
with time that can also be modelled using a quadratic.  Associated regres- 
sion results are provided in Table 4, while Figure 6 enables a comparison 
between the raw cross-sectional divorce rates and the rates derived using the 
coefficients displayed in Table 4. 
Probability  of  Spouse Death.  Figure  7 depicts the raw  cross-sectional 
death rates of  males for  a number  of  years between  1973 and 1998.  The 
regular  shape of  the cross-sectional distributions depicted suggest the use 
of  a cubic function with respect to age, which is supported by  the high R 
squared values of  the associated regression results as depicted in Table 5. 
One of  the most  striking features displayed by  the raw cross-sectional 
death rates in Figure 7, is the decrease in curvature that occurred between 
1973 and 1998. For age groups below 35 years, the temporal trend observed 
is relatively small, where each of  the six cross-sectional series exhibit  ap- 
proximately the same inflection point (around 30 years of  age), and a slight 
reduction is observed for death rates following the local maximum at 22 years. 
The decreased curvature observed is driven by substantial reductions for the 
death rates of  age groups older than 35 years, where the death rate of  the 
55 to 59 year old age group in 1998 is less than half of the associated rate in Figure 6:  Male Divorce Rakes per 1000 Married Males - Model versus Raw 
Data 
Figure 7:  Male Cross-sectional Death Rates per 1000 Population, by  Age. 
14 Table 5:  Cross-sectional Male Death Rate Regression Output 
Year  c  age  age2  age3  R Square 
1968  -7.6279  1.0947  -0.04235  5.3943-4  0.9992 
(1.760)  (0.1631)  (4.673-03)  (4.193-05) 
1973  -4.6463  0.8029  -0.03359  4.5253-04  0.9991 
(1.687)  (0.1562)  (4.473-03)  (4.013-05) 
1978  -5.5908  0.8798  -0.03481  4.4443-04  0,9989 
(1.585)  (0.1468)  (4.203-03)  (3.773-05) 
1982  -6.6458  0.9615  -0.03673  4.5253-04  0.9996 
(0.905)  (0.0838)  (2.403-03)  (2.153-05) 
1983  -8.3313  1.1107  -0.04095  4.8753-04  0.9997 
(0.724)  (0.0670)  (1.923-03)  (1.723-05) 
1984  -8.5729  1.1103  -0.04026  4.7413-04  0.9987 
(1.504)  (0.1393)  (3.993-03)  (3.573-05) 
1985  -8.6379  1.1323  -0.04106  4.8013-04  0.9992 
(1.090)  (0.1009)  (2.893-03)  (2.593-05) 
1986  -7.6931  1.0201  -0.03702  4.3503-04  0.9988 
(1.281)  (0.1187)  (3.403-03)  (3.05E-05) 
1987  9.4831  1.1914  -0.04211  4.8153-04  0.9987 
(1.347)  (0.1247)  (3.573.03)  (3.203-05) 
1988  -7.9186  1.0296  -0.03648  4.2023-04  0.9991 
(1.008)  (0.0934)  (2.673-03)  (2.403-05) 
1993  -8.0900  0.9731  -0.03299  3.6773-04  0.9974 Table 6:  Time series Male Death Rate Regression Output 
Coefficient  c  year  R Square 
constant  49.6527  -2.8731E2.02  0.03887 
(75.8611)  (3.8183-02) 
age  10.8967  -4.99383-03  0.10793 
(7.6231)  (3.8373-03) 
age2  -0.87478  4.22633-04  0.46066 
1973.  The regression results displayed in Table 5 reflect these observations, 
where the strength of  the temporal trend increases with the power on age. 
Each of  the coefficients depicted in Table 5 were regressed against lin- 
ear functions with respect to year of  observation. The associated regression 
results are presented in Table 6. 
The results displayed in Table 6 support the observations made above, 
where the linear functions with respect  to time explain an increasing pro- 
port,ion of  the coefficient variation as the power  on age increases.  Despite 
the poor regression results associated with the constant term as presented in 
Table 6, a linear function with respect to time was found to reflect the raw 
data more accurately than imposing the sample mean, and is consequently 
adopted.  Figure 8 enables a comparison of the rates derived from the co- 
efficients displayed in Table 6, with the raw data upon which the model is 
based. 
4  Age of Spouse 
Where an individual is identified as newly married, the age of  their spouse 
is generated by taking a random selection from an underlying distribution, 
which is conditional on the individual's age, sex, and calendar year."  The 
simulation  process  consequently  requires the distribution  of  bride  age  by 
groom age and calendar year, and the distribution of  groom age by  bride 
age and calendar year.  l2 These conditional distributions were obtained using 
- 
ll'rhis  is subject to an imposed minimum of  17 years. 
l2'rhe distribution of  bride age by  groom age and calendar year is required to generate 
the spouses of  males in the simulation cohort, and vice versa for females.  These distri- 
butions  are evidently related.  They are, however, modelled separately  to simplify the 
simulation procedure. This artificial separation is did  given that the simulated cohort is data derived from statistical tables listed in Appendix A, which detail the 
number of  marriages by age of  bride and groom that took place during the 
odd numbered years between 1973 and 1995 inclusive. 
Figure 9 displays the distribution of  bride ages observed for 20, 30, 40, 
and 50 year old grooms in 1995.  This figure indicates that the distribution 
of  bride ages is skewed, where the mean, and variance both increase, and the 
direction of  skew tends from left to right  as the groom age increases.  The 
systematic variation observed for the bride age distribution with respect to 
groom age implies, and is implied by,  a similar systematic variation of  the 
groom age distribution with respect to bride age.  The distribution of  bride 
age for a given groom age and marriage year is consequently modelled by  a 
parallel procedure to the one used to model the distribution of groom age for 
a given bride age and marriage year.  To avoid unnecessary repetition, the 
following exposition makes specific reference to the calibration undertaken 
for  the bride age distribution, where associated tables and figures can be 
found in Appendix C for the groom age distribution. 
A log-normal was selected to characterise the required distributions be- 
cause it is flexible, exhibits skew,  and is fully defined by  two meaningful 
parameters; the mean and variance of  logs.  The tables listed in Appendix A 
partially aggregate data into age groups. Specifically, for 1995 and 1993, mar- 
riages are aggregated for grooms or brides under the age of  18, over the age of 
59, and in the five year age group between 55 and 59. In addition, marriages 
are aggregated for brides in the five year age group between 50 and 54. Data 
for the other years examined are subject to a higher degree of  aggregation 
where, for all years between 1991 and 1973, five year age groups are imposed 
for marriages of  brides or grooms aged between 30 and 59.  Where aggregated 
five year age group data were used, the respective number of  marriages was 
divided by five and associated with the mid-age of  the group.13 Marriages 
recorded in the lowest age group were divided by three as an approximation 
and allocated to the upper age of  the group, whereas the upper age group 
was omitted from the analysis. The distributions subsequently obtained from 
the statistical tables are consequently incomplete, which prevents direct cal- 
culation of  the required mean and variance of  logs from the raw data. Hence, 
as a first step in the calibration procedure, the means and variances were es- 
timated by  eye, where evaluation was based on the ability of  the associated 
assumed to draw spouses from an infinitely large underlying population. 
131f 520 marriages were identified between brides aged 27 and grooms aged between 30 
and 34, for example, 104 marriages would be identified between brides aged 27 and grooms 
aged 32.  Alternatively, if 1000 marriages were identified between brides aged between 30 
and 34 and grooms aged between 35 and 39, 250 marriages would  be identified between 
brides aged 32 and grooms aged 37. distl-ibutions to reflect the raw data.  It was found that, between the male 
ages of  20 and 42, bride age distributions are positively skewed, while nega- 
tive skew was observed for male age groups between 43 and 55.  Given that 
the log-normal distribution is only able to describe positively skewed data, 
it was necessary to re-format bride ages for the groom age groups above 42. 
This involved a simple transformation where the age of  a given bride in the 
group was subtracted from the maximum bride age plus one.14 The 'rough7 
estimates obtained from this manual estimation procedure were subsequently 
adjusted to smooth associated temporal and cross-sectional trends. 
The adjusted estimates of  means and variances derived for each of  the 
male age groups are stored by  the simulation model in summary equations. 
Specifically, linear and cubic equations are used respectively to characterise 
the cross-sectional means and variances obtained for the positively skewed 
age groups. Figures 10 and 11 depict these equations for three years, which 
are indicative of  the observations obtained for the entire sample period.  As- 
sociated regression results are displayed respectively in Tables 7 and 8. 
130th Figures 10 and 11, and Tables 7 and 8 indicate that the equations 
reflect the raw data well, with high R squares, relatively low standard errors, 
and a close reflection of  observed variation.  The figures indicate the presence 
of strong temporal trends, which are also born out by the regression results. 
The linear  equations associated with the mean  of  log  bride  ages, tend to 
shift, up and decrease slightly in slope with time.  This implies an increase in 
the average age of  brides, where the effect is reduced at higher groom ages, 
a result that is consistent with the increase observed in section 3 for mean 
marriage age. Similarly, the cubic equations associated with the variance of 
log bride ages tend to exhibit more curvature resulting in an overall decrease 
in variance at higher groom ages. 
llue to the level of  aggregation imposed by the tables that provide data for 
the years prior to 1993, only two data points for each year could be obtained 
for the mean and variance of  the distributions for groom ages between 43 
and 55.  The implied estimation problems associated with the cross-sectional 
equations are, however, mitigated  by  two  factors.  First, as indicated by 
section 3, relatively few marriages take place after the age of  42.  Second, 
data are available for single year age groups for  1993 and 1995.  The 1995 
data, which reflect the data for 1993, are presented in Figures 12 and 13  for, 
respectively, mean and variance of  log bride ages. 
Figures 12 and 13 indicate that the associated relationships of  mean and 
variance with age may be adequately summarised by linear equations, It is 
14Maximum bride age used for the analysis was  57, hence bride ages were subtracted 
from 58 for the negatively skewed data. Table 7:  Cross-section Regression - Mean log Bride Age 
- -  .  - 
Year  const.  age(groom)  R square 
1995  2.560'7  0.02433  0.9877 -  Table 8:  Cross-section Regression - Variance log Bride Age 
-  Year  const.  age  age2  age3  R square 
1995  2.083%01  -2.3143-02  8.324E-04  -9.000E06  0,9994 
consequently reasonable to assume, on the basis of  the available evidence, 
that, linear equations can be used to approximate the variation observed for 
the years prior to 1993.  This is fortunate given that linear equations can 
be (exactly) estimated by the available data. Table 9 provides estimates of 
linear equations derived from cross-sectional regressions for the negatively 
skewed distributions of  bride ages. 
'The  coefficients displayed in Table 9 exhibit  temporal trends that are 
consistent with those of  the positively skewed  age of  bride  distributions. 
Specifically, in general, the decreased constant  and increased slope of the 
cross-sectional equations characterising mean log (adjusted) bride age imply 
that; the associated mean is reduced at a decreased rate with groom age as the 
yew is increased, Given the adjustment made to bride ages for the negatively Figure 8: Male Death Rates per 1000 Male Population - Model versus Raw 
Data 
Table 9:  Cross-section Regression for Negatively Skewed Distributions- Mean 
and Variance log Bride Age 
Mean log Bride Age  Variance log Bride Age 
Year  const.  age  const.  age 
1995  5.7623  -0.06530  -0.18053  8.6903-03 Figtre 9:  Observed Distribution of  Age of  Bride for Bridegrooms Aged 20, 
30,110, and 50 Years in 1995 
Figure 10: Mean log Bride Age by Groom Age - Cross-sectional observations. 20  %5  30  35  40 
Bridegroom Age 
Figure 11:  Variance log Bride Age by Groom Age - Cross-sectional observa- 
t  ions. 
Figure 12: Mean log (Adjusted) Bride Ages by Groom Age Figure 13: Variance log (Adjusted) Bride Ages by Groom Age 
skewed distribution, this implies that bride age, on average, increases with 
time:, as was observed for the positively skewed data. Similarly, the increase 
in the constant associated with the variance of  log bride age is dominated 
by the decrease in observed slope such that the variance of  log bride ages 
decreases with time, consistent with the trend observed for  the positively 
skewed data. 
To account for the observed temporal trends, the coefficients presented 
in Tables 7, 8, and 9 were regressed against linear equations with respect to 
calendar year. Due to the paucity of  the available data, linear equations were 
used to 'smooth'  the rough estimates of  mean and variance obtained from 
the raw data by  visual comparison.  The coefficients displayed in the three 
tables consequently exhibit precise linear variation with time. The associated 
temporal estimates are provided in Table 10. 
The most  important test of  the model is it's ability to reflect  the raw 
data upon which it is based. To this end Figures 14, 15, and 16, which span 
the entire period of  years examined, have been produced.  These figures are 
typical of  other combinations of  groom age and calendar year and indicate 
that, despite it's obvious simplicity, the model closely reflects the raw data 
upon which it is based. Table 10: Temporal Variation of  Regression Coefficients 
coefficient  const.  year 
Mean log bride age - Groom age 1_< 42 
const.  -8.19786  5.393E03 
Variance log bride age - Groom age 1_< 42 
const.  -17.29023  8.7713-03 
Mean log bride age - Groom age > 42 
const.  139.27376  -6.698E02 
age  -2.59842  1.2713.03 
Variance log bride age - Groom age > 42 
const.  -1.70072  7.6203-04 
age  0.10046  -4.6OOE-05 
Figure 14: Model versus Raw Data - 1995 Figure 15: Model versus Raw Data - 1985 
5  Number of Dependants 
The number of  dependant  children for any individual in each year is equal 
to the number in the previous year, plus the number of  dependants gained, 
less the number of  dependants lost.  Gains and losses are generated by the 
moclel subject to the following assumptions: 
1. No individual can gain an additional dependant out of  wedlock.  Given 
that data are not  available for  the fathers of  births out  of  wedlock, 
this assumption has been imposed to maintain some consistency with 
respect  to the modelling routine  of  males  and females.  The effects 
of relaxing this assumption may be examined as part of  the sensitiv- 
ity analysis associated with marital status as referred to previously, 
where the definition of  marital status may be expanded to encapsulate 
a broader set of  personal relationships. 
2.  No  individual marrying  into the simulation  cohort has a  dependant 
prior to marriage. 
3. No more than one child per year can be born to a couple. 
4.  Once born, each child remains a dependant for taxation and welfare 
purposes for 16 years.  This is satisfied by assuming that each child in Figure 16: Model versus Raw Data - 1973 
the model cohort remains a full-time student up to the age of  16 with 
an annual income less than $6919.00 as at 20th of  March 1998. 
5.  No female under the age of  18 can give birth.15 
6.  No female over the age of  44 can give birth. 
7.  The probability of  giving birth to each additional child after the fifth 
is equal to the probability of  giving birth to the fifth child. 
8. In the case of  divorce, the probability that any existing dependants 
remain with the male cohort members is exogenously set to 8,,  and Of 
for female cohort members. As a base condition, Of =  0.8 = 1-  0,.16 
Given the assumptions described above, the loss of  a dependant occurs 
either when they reach 17 years of  age, or through divorce, in which case a 
Monte Carlo procedure is used to identify continued guardianship.  Alterna- 
tively, the 'birth' of  an additional dependant is generated for married couples 
15This assumption is partially relaxed by the way  in which  the probability of  giving 
birth is calibrated. 
168,  and Of  are specified separately so that the extreme conditions, where cohort mem- 
bers are always assumed to keep (0,  =  0f  -- l),  and always assumed to loose (8,  =  Bf =  0) 
their dependants in the case of  divorce, may be considered. using a Monte Carlo procedure based on the age of  the wife, and the previous 
issue.17 
Due to a lack of  suitable raw data, the probabilities required to generate 
child births were calculated using a recursive method based on a pseudo panel 
data set. Specifically, the tables listed in Appendix A provide estimates of  the 
total married female population by age for each year between 1976 and 1996. 
In addition, the tables either provide the proportion of  married women giving 
birth by  age and previous issue, or enable the proportion to be determined 
for eight years between 1976 and 1995. Estimates fitting the respective time 
series and cross-sectional trends were used to expand these data sets to 27 
consecutive years between 1971 and 1997. 
Given the assumption that no wife under the age of  18 can give birth, the 
probability of  an 18 year-old wife giving birth to her first child is equated 
to the proportion of  18 year-old wives who gave birth to their first child in 
1971. The probability of  a 19 year-old wife giving birth to her first child was 
determined by  first multiplying the proportion of  19 year-old wives giving 
birth to their first child in 1972 by the respective married population of  19 
year-old wives,  providing the total number  of  19 year-olds  giving birth to 
their first child in 1972.  This figure was divided by the number of  19 year- 
old wives who had yet  to give birth, which was derived by  subtracting the 
number of  18 year-old wives giving birth to their first child in 1971 from the 
total number of  19 year-old wives in 1972. The probabilities associated with 
consecutively higher aged wives giving birth to their first child (up to the age 
of  44) were determined using a similar process. This is generalised formally 
by: 
where pi,, =  Probability that a wife of  age i gives birth to her first child 
in year y 
Si,,  =  Proportion of wives of  age i giving birth to their first 
child in year y 
Ni,y =  Number of  wives of  age i in year y 
It is evident that pi,, provides only a rough approximation of  the actual 
probability that a wife of  age i gives birth to her first child in year y. Specif- 
ically, aside from the inaccuracy of  the raw data used, mothers entering into 
Ni,  via marriage or immigration bias pi,, downward while married mothers 
from previous years who exit the population through death, divorce, or im- 
17'Yrevious issue' is the number of  children to whom  the female has previously given 
birth. migration bias piIy  upward.  Hence the values of ~)i,~  obtained from equation 
(2) provide a first estimate for calibrating the model. 
The probabilities associated with each of  the succeeding issues were ob- 
tained via a process similar to that of  the first child as described above, by 
drawing upon the population defined by the preceding issue. The population 
defined by  the preceding issue was  obtained using a simple inflow-outflow 
equation (2), whereby: 
where 6ty  =  Proportion of  wives of  age i giving birth to their cth child 
in year y. 
Nzy =  Number of  wives of  age i who had given birth to c children 
by the start of  year y. 
from which the associated probabilities, p:,,,  were calculated using: 
The crude probabilities obtained from this procedure were adjusted to 
ensure that the births generated by  the model reflect the raw data upon 
which it is based. The resultant probabilities, which are stored by the model 
in a transition matrix, are provided in Table 11. 
Figure 17 provides a comparison between  the characteristics of  a gen- 
erated population of  50,000 individuals, and the raw data upon which the 
generating procedure is based.  As can be seen, the generated data provide a 
reasonably close reflection of  the raw data used. 
Due to a lack of  raw data, no estimation of the time trend for births could 
be obtained. Specifically, the method used to generate dependants assumes 
that the year of  observation is irrelevant with respect to the probability of  a 
wife giving birth.  That is, a wife aged 20  in 1970 has the same probability 
of  giving birth as a wife aged 20 in 1990. This problem is partially mitigated 
by  the method used to calculate the required probabilities, which incorpo- 
rates the time trend associated with the cohort of females aged 18 in 1971.18 
The method used therefore partially incorporates the observed time trend, a 
trend that can be varied by adjustment of the individual probabilities in the 
transition matrix in order to undertake sensitivity analysis. 
18~his  is reflected in Figure 17, where the simulated data are, in general, closer to the 
1976 raw data for early ages, and closer to the 1990 raw data for later ages. Table 11:  Probability of  Wife Giving Birth, by  Age and Previous Issue  - 
Number of  Previous Issue 
Age of wife  -  0  1  2  3  4 and over 
18  3.50E-01  0.00E+00  0.00E+00  0.00E+00  0.00E+00 Proportion giving birth third child. 
Proportion giving birth to fourth child. 
Figure 17:  Proportion of  Wives  Giving Birth by  Age  and Previous Issue: 
Generated versus Raw Data 
3 1 Conclusion 
Thiis  paper has outlined  a microsimulation model  of  cohort demographics 
that, is based upon the Australian population. The model has been created to 
enable analyses to be undertaken for the working-lifetime and is of  particular 
value given the scarcity of  Australian  panel data.  Care has been taken to 
structure the model to facilitate transparent sensitivity analysis, subject to 
the limitations imposed by the data used for calibration. 
Marital status and the number of  dependant children are generated as 
a series of  binomial events based upon transition probabilities.  Although 
the transition probabilities used to generate the births of  children are stored 
in a transition matrix, transition probability functions are used to generate 
changing marital status. The use of functions to summarise the required tran- 
sition probabilities is a departure from the standard microsimulation model 
architecture, which facilitates transparent sensitivity analysis. Functions are 
also used to summarise the data used to generate the age of spouses, which 
are randomly drawn from conditional distributions. 
Although the functions used are statistical in  nature and not based on 
theoretical maximising behaviour, they are shown to describe the observed 
data well.  Specifically, the regular nature of  the observed demographic trends 
imply that little detail is lost due to the restrictions imposed by  the func- 
tional forms adopted.  In addition, the modular nature of  the model allows 
theoretical foundations of the functions used to be added, should they be 
desired, without affecting the remainder of  the model. 
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A  St  at  ist ical Tables 
Data sources are as follows: 
1. Marital Status 
Marital Rates 
ABS Cat No.  3310.0 (1998) Table 2.8 
ABS Cat No.  3306.0 (1988) Table 6 
ABS Cat No.  3306.0 (1985) Table 6 
Divorce Rates 
ABS Cat No.  3310.0  (1998) Table 3.5 
ABS Cat No.  3307.0 (1987) Table 3 
Death Rates 
ABS Cat No.  3302.0 (1998) Table 2.3 
ABS Cat No.  3302.0 (1987) Table 4 
2.  Relative Age of  Spouse 
Age of  Bridegroom and Bride 
ABS Cat No.  3310.0 (1995) Table 10 
ABS Cat No.  3306.0 (1993, 1991) Table 10 
ABS Cat No.  3320.0 (1989, 1987, 1985) able  9 
ABS Cat No.  3320.0 (1983, 1981, 1979, 1977, 1975, 1973) able 
7 
3.  Number of  Dependants 
Married Female Population 
ABS Cat No.  3101.0  (1995) Table 13 ABS Cat No.  3310.0 (1995) Table 20 
ABS Cat No.  3310.0 (1994) Table 27 
ABS Cat No.  3306.0 (1993) Table 19 
ABS Cat No.  3220.0 (1990) Table 1 
ABS Cat No.  3220.0 (1988) Table 1-8 
r Number of  Births by Previous Issue 
ABS Cat No.  3301.0 (1995, 1994) Table 22 
ABS Cat No.  3301.0 (1993, 1990) Table 15 
ABS Cat No.  3301.0 (1985, 1983, 1981) Table 13 
ABS Cat No,  3301.0 (1976) Table 10 
B  Supplementary Figures - marital status 
Female First Marriage Rates per 1000 Never Married Females - Model 
versus Raw Data Male Remarriage Rates per 1000 Widowed or Divorced Males - Model 
versus Raw Data 
Fernale Remarriage Rates per 1000 Widowed or Divorced Females - Model 
versus Raw Data Table 12: Intertemporal Female First Marriage Rate Regression Output 
Exponentional cross-sectional segment linear time trend 
c  year  R Square 
y  c  177.898  -0.08777  0.6310 
(44.414)  (0.0224) 
6 age  -7.2771  3.7333-3  0.5209 
(2.369)  (1.19E-3) 
4  age2  0.08504  -4.4603-5  0.4779 
(0.0309)  (1.5533-5) 
Linear cross-sectional segment exponential time trend 
c  year  RSquare 
In (-a)  107.549  -0.05130  0.9732 
(5.976)  (0.00301) 
In (P)  110.910  -0.05439  0.9813 
(5.268)  (0.00265) 
Table 13: Intertemporal Male Remarriage Rate Regression Output 
Exponentional cross-sectional segment linear time trend 
c  year  R Square 
y  c  117.145  -0.0555  0.9597 
(7.5346)  (3.7963-3) 
6  age  -1.3598  6.576E4  0.8421 
(0.1884)  (9.4893-5) 
20-24 and 25-29 year old exponential time trends 
c  year  R Square 
In (T~~)  121.271  -0.05874  0.7633 
(22.978)  (0.0116) 
In (~27)  92.356  -0.04388  0.9515 
(6.9575)  (0.00350) Table 14: Intertemporal Female Remarriage Rate Regression Output 
Exponentional cross-sectional segment linear time trend 
c  year  R Square 
y  c  120.610  -0.05705  0.9221 
(10.972)  (5.5273-3) 
6 age  -2.0113  9.7323-4  0.8032 
(0.3187)  (1.606E-4) 
Linear cross-sectional segment exponential time trend 
c  year  R Square 
In (-300 -  a)  222.404  -0.10971  0.6039 
(62.424)  (0,03142) 
In (-15  +  P)  146.906  -0.07276  0.7889 
(26.456)  (0.01332) 
Female Divorce Rates per  1000 Married Females - Model versus Raw Data Table 15: Intert  emporal Female Divorce Rate Regression Output 
Exponentional cross-sectional segment linear time trend 
coefficient  c  year  year2  R Square 
c  315197.4  -316.276  0.079347  0.7071 
(110335)  (110.99)  (0.02791) 
age  -9939.71  9.9535  -2.4913-03  0.7865 
(4694)  (4.7221)  (1.19EO3) 
age2  107.363  -0.10745  2.688E05  0.8313 
(49.05)  (0.04934)  (1.24E05) 
Quadratic function for 20 to 24 year old age group 
-  - 
c  year  year2  R Square 
91460.9  -91.9865  0.02313  0.649827505 
(19381)  (19.497)  (4.90E03) 
Female Death htes  per 1000 Female Pbpulation - Model versus Raw Data Table 16: Time series Female Death Rate Regression Output 
Coefficient  c  Year  R Square 
constant  74.3756  -3.8333E02  0,21923 
(38.412)  (1.933-02) 
age  -3.2733  1.78233-03  0.05614 
(3.881)  (1.953-03) 
age2  -4.5623E02  1.7579E05  0.00586 
(0.12157)  (6.12%05) 
age3  3.07803-03  -1.476lE-06  0.32188 
(1.13E03)  (5.733-07) 
C  Supplementary Figures - spouse age 
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Distribution of Groom Age Given Bride Age - Model versus Raw Data 1995. 15  20  25  30  35  40  45  50 
Gmom Age 
Distribution of  Groom Age Given Bride Age - Model versus Raw Data 1985. 
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Distribution of  Groom Age Given Bride Age - Model versus Raw Data 1973. Table  17:  Temporal Variation of  Regression Coefficients - distribution of 
Groorn Age 
coefficient  const.  year 
Mean log groom age - Bride age < 40 
const.  -2.3220  2.4213-03 
age  1.380E01  -5.4113-05 
Variance log groom age - Bride age < 40 
coast.  3.2236  -  1.4'753-03 
age  -6.6873-01  3.2073-04 
age2  3.2783-02  -1.5943-05 
age3  -4.243E04  2.0763-07  - 
Mean log groom age - Bride age > 40 
const.  -3.0666  4.408E03 
age  5.2353-03  -3.3373-05 
Variance log groom age - Bride age > 42 
const.  -9.9733  4.9233-03 
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