Abstract. Direction numbers for generating Sobol sequences that satisfy the so-called Property A in up to 1111 dimensions have previously been given in Joe and Kuo [ACM Trans. Math. Software, 29 (2003), pp. 49-57]. However, these Sobol sequences may have poor two-dimensional projections. Here we provide a new set of direction numbers alleviating this problem. These are obtained by treating Sobol sequences in d dimensions as (t, d)-sequences and then optimizing the t-values of the two-dimensional projections. Our target dimension is 21201.
Introduction.
A popular technique for approximating integrals over the ddimensional unit cube is to make use of Sobol sequences; that is, we approximate the integral
f (x i ), where x 0 , . . . , x n−1 are n points in [0, 1] d generated according to the method proposed by Sobol [23] . A computer implementation of a Sobol sequence generator in Fortran 77 was given by Bratley and Fox [2] as Algorithm 659. This implementation allowed the approximation of integrals for dimension d up to 40. It was extended by Joe and Kuo [9] to allow d to go up to 1111 dimensions by having more primitive polynomials and more so-called direction numbers; these are the main ingredients for generating Sobol sequences.
The direction numbers in [9] are such that they satisfy the extra uniformity condition known as Property A, introduced by Sobol [24] . Geometrically, if the cube [0, 1] d is divided by the planes x j = 1/2 into 2 d equally-sized subcubes, then a sequence of points belonging to [0, 1] d possesses Property A if, after dividing the sequence into consecutive blocks of 2 d points, each one of the points in any block belongs to a different subcube.
Property A is not so useful to have for large d because this uniformity property is based on 2 d points, and it is simply not feasible computationally to approximate an integral using so many points. Also, Property A is not enough to ensure that there are no bad correlations between pairs of dimensions. This issue was raised by Morokoff and Caflisch [13] . In that article they gave an example of a bad pairing of dimensions for the initial 2 12 = 4096 Sobol points; see Figure 1 .1. (The parameters for this plot are discussed in section 2.3.) One can see a clear pattern of wiggly strips of points and blank regions with no points inside. When we double the total number of points to 8192, we find that the appearance does not improve much. It is true that, in this case when we add another 8192 points, these additional points fall only where the gaps are and lead to a nice uniform plot of 16384 points, but in other unfortunate cases we may require a huge and impractical number of points to eventually fill in the gaps. The aim of this paper is to provide direction numbers for Sobol sequences which do not have bad correlations between pairs of variables. Key to our approach is to make use of the fact that a Sobol sequence may be considered to be a (t, d)-sequence in base 2, in which (after being divided into consecutive blocks of 2 m points) every block of 2 m points forms a (t, m, d)-net. The general theory was developed by Niederreiter (see [14, Chapter 4] ); more details are given in the next section. It suffices to say here that the t-value is a quality parameter which measures the uniformity of the point sets. For example, the t-value for the plot of 2 m = 2 12 points in Figure 1 .1 is 6, which means the following: if we partition the unit square using 2 m−t = 2 12−6 = 2 6 identical rectangles, then each rectangle contains exactly 2 t = 2 6 points. Note that the rectangles can vary in shape from narrow strips of size 1 by 1/2 6 to squares of size 1/2 3 by 1/2 3 . The smaller the t-value is, the finer the partition can be, and the more uniformly distributed the points are. See the survey article by Schmid [17] for a discussion on the quality of the projections of nets and sequences.
Our approach in this paper is to choose the direction numbers so that (i) Property A holds up to 1111 dimensions (for consistency with [9] ), and (ii) the t-values of the two-dimensional (2D) projections of the point sets are minimized in some sense (to be made explicit in section 3). Our target dimension is 21201. The difficulty in our approach lies in determining an appropriate search criterion. We have d 2 2D projections to consider up to dimension d, which is a huge number if d is large. Furthermore, there is the complication of varying m when we consider 2 m points at a time. Before we say more about our search criterion, we first provide some motivation for improving the 2D projections.
There may well be bad higher-dimensional correlations which are difficult to detect. But they may not matter much, as it is often the low-dimensional projections that are important in certain applications. By now it is widely believed that the success of quasi-Monte Carlo methods (of which Sobol sequences are classic examples) lies in their superior uniformity in the low-dimensional projections, especially the one-dimensional and 2D projections. This is due to the observation that many practical problems, in particular, problems in mathematical finance, have low effective dimension-a notion introduced by Caflisch, Morokoff, and Owen [3] . Loosely speaking, this means either that the integrand depends mostly on the initial handful of variables, or that the integrand can be well approximated by a sum of functions with each depending on only a small number of variables at a time. See, for example, [25, 26, 27] and the papers cited therein for some recent literature on this topic.
One way to model the relative importance between variables or groups of variables is to introduce weights following Sloan and Woźniakowski [22] (see [21] for a more general setting). With a chosen set of weights, the generating vectors for lattice rules (a family of quasi-Monte Carlo methods) can be constructed component-by-component (the component for the dth dimension is chosen while keeping the components for the previous d − 1 dimensions held fixed), tailoring to the specific model. See, for example, [5, 6, 10, 15, 20] and the papers cited therein for recent developments on the construction of lattice rules.
Unlike lattice rules which require educated tuning in determining the right parameters for a given model, Sobol sequences have always been used as a universal tool regardless of the given problem. The "one size fits all" property of Sobol sequences makes them extremely popular for practitioners. However, since there is actually scope in choosing the direction numbers and since many practical applications do have low effective dimension, it makes sense to aim for Sobol sequences which do not have bad correlations between pairs of variables.
Returning now to our approach for choosing direction numbers, we take a component-by-component approach focusing on one dimension at a time, thus considering only d − 1 2D projections in dimension d, and we aim for small t-values across all 2D projections of 2 m points with m restricted to a finite range. We introduce weights in our search criterion to emphasize the importance of earlier dimensions, and we further tweak our search criterion to take into account our belief that, as m varies, it is important to have m − t as large as possible.
Our search criterion is chosen based on experimental trial and error and borrows recent ideas and techniques from lattice rules. We do not claim to have eliminated all the bad 2D projections. Since we take a "minimax" optimization approach, we simply eliminate the worst ones! Another way of interpreting the results is that, by using a component-by-component approach and by introducing weights, we push the bad 2D projections further along to later dimensions. Of course, other ways of obtaining the direction numbers are also possible; see, for example, [4, 8, 11, 16, 18] .
In section 2 we provide some background material on the generation of Sobol sequences, the definition of digital nets, the t-values of 2D projections of Sobol sequences, and the mathematical formulation of Property A. In section 3, we give full details of the approach used to obtain the new direction numbers. A summary is given in section 4.
Background.

Generating Sobol sequences.
The algorithm for generating Sobol sequences is clearly explained in [2] . Here we give a brief outline of the details. To generate the jth component of the points in a Sobol sequence, we need to choose a primitive polynomial of some degree s j over the field Z 2 , (2.1)
where the coefficients a 1,j , a 2,j , . . . , a sj −1,j are either 0 or 1. We define a sequence of positive integers {m 1,j , m 2,j , . . .} by the recurrence relation
where ⊕ is the bit-by-bit exclusive-or operator. 
(With a slight abuse of terminology, we also refer to the numbers m k,j as direction numbers.) Then x i,j , the jth component of the ith point in a Sobol sequence, is given by In this framework, a Sobol sequence in d dimensions is a (t, d)-sequence in base b = 2. Providing that the primitive polynomials are distinct, the t-value of the sequence is given by (see, for example, [17] )
where, as in the previous subsection, s j is the degree of the primitive polynomial in dimension j. This suggests that we should use primitive polynomials with as low a degree as possible.
In practice all concrete constructions of (t, m, d)-nets, including nets associated with Sobol sequences, are based on the general construction scheme of digital nets. 
with all arithmetic carried out in Z b , and set
If the point set {x
The t-value (remember that we always refer to the smallest value of t) of a digital net is the smallest value of t such that for every possible choice of the integers r 1 , r 2 , . . . , r d satisfying From the description for generating Sobol sequences in the previous subsection, it is not hard to see that the first 2 m Sobol points correspond to a digital net generated by the m × m matrices C m,j whose kth column contains the binary digits of the direction number
The fact that they are upper triangular matrices with 1's down their main diagonals can be easily derived from the definition of the direction numbers. Note that the matrices C m ,j for m < m are embedded in the upper-left corners of the matrices C m,j . The first dimension is a special case in which m k,1 = 1 for all k. Thus v k,1 = 1/2 k = (0.00 . . . 01) 2 with the 1 in the kth position after the binary point, so that the matrix C m,1 is the m × m identity matrix.
Two-dimensional projections.
We showed in Figure 1 .1 an example of a bad 2D projection from the first 4096 points of a Sobol sequence. The same plot appeared in [3, 13] . It corresponds to the degree-7 primitive polynomials
, together with the two sets of initial direction numbers (1, 3, 5, 11, 3, 3, 35) and (1, 1, 7, 5, 11, 59, 113), respectively. These two polynomials were associated with dimensions 27 and 28 in [13] , but with dimensions 27 and 32 in [3] , due to a different ordering of the primitive polynomials. Note that by changing any of these initial direction numbers, we may improve the quality of this particular 2D projection dramatically. However, as a result we may introduce other bad 2D projections.
In order to alleviate this problem of bad 2D projections for Sobol sequences, we make use of the fact that the quality of a 2D projection is intimately related to the t-value of the digital net corresponding to the particular projection: the smaller the t-value is, the more uniformly distributed the points are.
Let m ≥ 1 and, for the time being, suppose it is a fixed value. Also, for j = d, let
t(j, d; m)
denote the t-value of the digital net corresponding to the (j, d)-projection (that is, the 2D projection of dimensions j and d) of the first 2 m Sobol points. Clearly this quantity depends on the choice of the primitive polynomials and the initial direction numbers in dimensions j and d (and hence on C m,j and C m,d ). There is a natural upper bound on t(j, d; m) given by
where the second bound holds since the t-value of the net can be no greater than the t-value of the entire 2D Sobol sequence, which is s j + s d − 2 in this case; see (2.5). There are only two m×m matrices to consider, namely, C m,j and C m,d . We know that t(j, d; m) is the smallest possible value of t such that, under all possible choices of the nonnegative integers r j and r d satisfying m − t = r j + r d , the first r j rows of C m,j and the first r d rows of C m,d form a system of linearly independent vectors. A simple pseudocode to calculate the quantity t(j, d; m) is given in Figure 2 .1. Note that determining linear independence (or whether the matrix is of full rank) may be done by row reduction in Z 2 , with the elementary row operations carried out using bit-by-bit exclusive-or operations. The actual implementation should also make use of the fact that the matrices C m,j and C m,d are upper-triangular and have 1's down their main diagonals.
As we said in the introduction, the t-value is 6 for the plot in Figure 1 .1. In Table 2 .1 we present the t-values for all 2D projections of the first 2 12 = 4096 Sobol points up to dimension 28 with the primitive polynomials and direction numbers from [9] .
We see that there are 20 occurrences of t-value 5, seven occurrences of t-value 6, and even a t-value of 7. practical values for m. This becomes an optimization problem, and we discuss our approach in section 3. 
Property
with v k,j,1 denoting the first digit after the binary point of the direction number
Note that Property A is preserved in dimension d if we reorder the primitive polynomials and corresponding direction numbers within the first d dimensions.
The determinant of V d can be evaluated by doing row reduction using bit-by-bit exclusive-or operations. More details regarding this calculation that are specific to our approach are discussed in section 3.5.
3. Our approach.
3.1.
Ordering the primitive polynomials. The error bounds for Sobol sequences given in [23] indicate that we should use primitive polynomials of as low a degree as possible. Our discussion in the previous section regarding the t-values of Sobol sequences viewed as digital nets also leads to the same conclusion.
The total number of primitive polynomials of degree s is φ(2 s − 1)/s, where φ is Euler's totient function. Following the convention established in [2] , we identify the coefficients of a primitive polynomial (2.1) with an integer
so that each primitive polynomial is uniquely specified by its degree s j together with the number a j . For example, from s j = 7 and a j = 28 = (011100) 2 we obtain the polynomial x 7 + x 5 + x 4 + x 3 + 1; the pair s j = 7 and a j = 31 = (011111) 2 leads to x 7 + x 5 + x 4 + x 3 + x 2 + x + 1. These are the two polynomials associated with Figure 1 .1.
We arrange the primitive polynomials in increasing order of their degrees, and for those with the same degree we systematically arrange them in increasing order of the numbers a j . Leaving aside the special case for the first dimension where all the m k,1 are 1, we assign one primitive polynomial for each dimension starting from dimension 2. Thus we arrive at dimension 1111 after using all primitive polynomials up to degree 13; this is as far as [9] went. Using all primitive polynomials up to degree 18 gives us 21201 dimensions; this is the target dimension of the present paper.
Note that our ordering in the first 46 dimensions is different from that of [9] , which followed the historical ordering in [2] . See the appendix for a list of the primitive polynomials and corresponding direction numbers for the first 100 dimensions.
Reducing the search space.
In dimension j, we need to choose the first s j values of m k,j , with each m k,j odd and less than 2 k . This leads to a total of 2
different sets of direction numbers for dimension j. The number of possibilities grows extremely fast: with the degree-6 primitive polynomials we have 2 15 = 32768 choices; with the degree-7 polynomials we have 2 21 = 2097152 choices. Clearly an exhaustive search based on any kind of criterion is practically impossible.
To reduce the search space, we take a "component-by-component" approach (borrowing the idea from lattice rules; see [20] ); that is, once the direction numbers up to dimension d − 1 are chosen, we keep those fixed while choosing the direction numbers for dimension d. In a nutshell, our algorithm goes like this: all (j, d)-projections for j = 1, 2, . . . , d−1 , and find the set of direction numbers which gives the best 2D projections overall.
The precise criterion for deciding the overall quality of the 2D projections is discussed in the next subsection.
For each of the first 19 dimensions, a full search through all sets of direction numbers is feasible, since there are at most 32768 choices in each dimension. Our results suggest that, most of the time, exactly half of the choices satisfy Property A, although occasionally we do get none or all of the choices satisfying Property A. We have no explanation for this phenomenon, which appears to be a side effect of having a component-by-component algorithm. If we indeed end up with all choices failing Property A, then we abandon the search, adjust our search criterion, and start again. Fortunately this does not happen very often.
From dimension 20 onward, we only search through a number of randomly generated sets of direction numbers. Since the cost of the algorithm increases linearly with dimension (due to the number of 2D projections we have to check in each step, together with other computational aspects regarding Property A to be discussed later), we restrict ourselves to To get an idea of how these t-values are distributed empirically, we take the primitive polynomials and direction numbers from [9] up to dimension 17, and we generate all 32768 sets of direction numbers for dimension 18. It turns out that exactly half of these direction numbers satisfy Property A. With different values of m, we compute t(j, 18; m) for all j = 1, 2, . . . , 17 for each set of direction numbers satisfying Property A. A frequency table for the case m = 12 is presented in Table 3 .1.
The jth column in the table contains the frequency of the t-values for the (j, 18)-projection for those direction numbers satisfying Property A. In this case the sum of each column is 16384. The entries with no number indicate that the corresponding t-values are not possible due to the upper bound (2.7). For example, the t-value of the (6, 18)-projection is at most min(12, 4 + 6 − 2) = 8. Note there is no guarantee that a particular set of direction numbers which yields a small value of t(j, d; m) for some j will also yield a small value t(j , d; m) for j = j.
We produce a similar table for dimension 200 (see Table 3 .2), where we take the primitive polynomials and direction numbers from [9] up to dimension 199 and tabulate the frequency of t(j, 200; m) from 10000 randomly generated sets of direction numbers satisfying Property A, with m = 18 and with j increasing in steps of 11.
It appears from these frequency tables (and many others that we constructed) that the upper bound (2.7) does not play a significant role in the empirical distribution of t(j, d; m) as j varies. Rather, the spread of t(j, d; m) remains much the same for increasing values of j. This observation leads us to define the quantity
which, for the digital net of 2 m Sobol points in dimension d, corresponds to the highest t-value of the 2D projections formed by dimension d and the earlier dimensions. In other words, it is essentially the largest entry in the dth row of a table such as Table 2. 1. For example, we see that T (28; 12) = 6 and T (22; 12) = 7 for the Sobol points from [9] . Table 3 .4 Frequency of T (200; m) for Sobol points from [9] . Of course, we do not want a set of direction numbers to be restricted to just one value of m (recall that we are considering the first 2 m points of the Sobol sequence). Ideally, we want our direction numbers to be good for a large range of m. Again we see from the bound (2.7) that a larger value of m could potentially mean higher values of T (d; m). To see how these numbers are distributed empirically, in Table 3 .3 we use the primitive polynomials and direction numbers from [9] up to dimension 17 and tabulate the frequency of T (18; m) for m = 6, 7, . . . , 23 from all 16384 sets of direction numbers satisfying Property A in dimension 18. Similar data is presented in Table 3 .4 for m = 8, 9, . . . , 25 for dimension 200 from 10000 randomly generated sets of direction numbers satisfying Property A.
We see that, once again, the bound (2.7) does not play a significant role in the empirical distribution of the numbers T (d; m) . Larger values of m do not necessarily mean higher values of T (d; m). This leads us to define our "vanilla" search criterion
which is precisely the largest t-value among all 2D projections of 2 m points up to dimension d with m between m min and m max . (The idea to restrict m to a finite range in the search criterion was recently used in [5] in the construction of embedded or extensible lattice rules.)
The vanilla search criterion has two drawbacks. First, it implicitly assumes that all 2D projections are equally important. However, in many practical applications the earlier dimensions are more important than the later ones. In other words, among all (j, d)-projections for j = 1, 2, . . . , d − 1, we are willing to allow the t-values to be higher for larger values of j in the hope of reducing the t-values for smaller values of j. Our attempt to achieve this is by introducing weights as follows (borrowing the concept of weights from [22] ): The second drawback of the vanilla search criterion is that it does not take into account the difference between m and t. For fixed m, we should minimize the tvalue, but with m now varying, one could argue that it is more important to have m − t as large as possible, since it corresponds to how fine the subdivisions are in the definition of nets. This leads us to consider a compromise and define the modified search criterion
The parameter q acts as a balance between the importance of t being small and m − t being large. d; 1, 31 ) is the best, we try q = 1, 2, . . . , 9, among which q = 2, 4, 8, 9 fails Property A in dimensions 56, 63, 16, 16, respectively. The best of the remaining choices appears to be q = 6, although q = 5, 7 do exhibit similar quality. We also try out the vanilla search criterion D (0) (d; 1, 31). Although the vanilla criterion appears to be better than D (6) (d; 1, 31) for larger values of m, it is worse for smaller values of m, which is undesirable. This is completely within our expectation since the vanilla criterion does not take into account the difference between m and t.
In Table 3 .5 we present the values of t(j, 28; 12) for j = 1, 2, . . . , 27 with direction numbers obtained using the search criterion D (6) Tables 3.6 and 3.7 we compare the overall quality up to dimension 28 between the Sobol points obtained using the search criterion D (6) (d; 1, 31 ) and those obtained in [9] . The (d, m)th entry in the table corresponds to the largest t-value among all 2D projections between dimension d and the previous dimensions for 2 m Sobol points. At the end of each row/column we show the maximum entry in each row/column as well as the average value (to one decimal place) of each row/column. It can be seen that the criterion D (6) (d; 1, 31) nicely pushes bigger t-values toward higher dimensions and larger values of m. The improvement over the original direction numbers from [9] is clearly noticeable.
In Table 3 .8 we extend our comparison in the previous paragraph to higher dimensions. For m = 10, 12, 14, 16, 18 and for t-values from 0 up to m, we list the dimension at which each t-value first occurs. (At press, the search reached dimension 8300.) Obviously we want bigger t-values to occur as late in the dimension as possible, and thus the larger the entries in the table, the better. The results clearly indicate that our search criterion D (6) (d; 1, 31 ) is the winner. In the appendix we list the primitive polynomials and the direction numbers obtained using the search criterion D (6) (d; 1, 31) for d up to 100.
Speeding up the computation.
We implement our search algorithm in C++, where bit-by-bit operations such as exclusive-or are easy and quick to perform. Since an (unsigned) integer in C++ has 32 bits (i.e., 4 bytes), we assume that the total number of Sobol points needed is no greater than 2 32 , that is, m max ≤ 32. This is not an unreasonable assumption in practice, since 2 32 ≈ 4.3 × 10 9 function evaluations would take an enormous amount of time when d is large.
Recall that the matrices C m ,j (see (2.6)) for m < m are embedded in the upperleft corners of the matrices C m,j . Thus for each j, we compute the 32 × 32 matrix C 32,j and store each row of the matrix as one 32-bit integer. We can then compute the t-values of the 2D projections (see the pseudocode in Figure 2 .1) for any m ≤ 32 by applying exclusive-or operations to these integers, operating on all 32 bits in one go.
We also need to form the matrix V d , which grows as the dimension increases. Knowing in advance that we check Property A only up to dimension 1111, it is advantageous to consider V d to be a matrix of size d × 1111; that is, there are always 1111 entries in each row. Note that the first row of the matrix C 32,j gives the first 32 entries in the jth row of V d ; the remaining entries in the jth row can be obtained using the recurrence 
Summary.
In our previous paper [9] we gave the primitive polynomials and direction numbers for generating Sobol sequences up to 1111 dimensions. Those parameters have been used by practitioners in areas such as mathematical finance, statistics, and even theoretical biology; see, for example, [7, 12, 19] . Recently there is news that the commercial Numerical Algorithms Group is planning to incorporate our parameters into its software package, and the open source QuantLib project (see http://www.quantlib.org) is also interested in adding the parameters to its library. There is a huge amount of interest in having good Sobol sequences for still higher dimensions.
The Sobol sequence from [9] satisfies the so-called Property A, but it does not guarantee that there are no bad correlations between pairs of dimensions. We have shown through analyzing the t-values of the 2D projections of 2 m Sobol points that bad correlations do exist. This led us to find new direction numbers using a search criterion based on optimizing the t-values across a range of values for m. The new Sobol sequence obtained still satisfies Property A up to dimension 1111, and the problem of bad 2D projections is alleviated in the sense that we systematically pushed bigger t-values toward higher dimensions and larger values of m.
From a theoretical point of view in terms of t-values for the 2D projections, our new Sobol sequence beats our old one in [9] (and a number of other implementations). How it performs in practice remains to be seen. We carried out some preliminary calculations for a number of finance models and found that the new Sobol sequence gives better results in some cases and is at worst comparable to the old one. More comprehensive investigation is required and is left for future work.
The primitive polynomials and direction numbers obtained based on various search criteria can be downloaded as text files from our web page http://www.maths.unsw.edu.au/∼fkuo/sobol/.
The files will be updated frequently as the parameters for higher dimensions become available.
