We treat a quantum mechanical system with certain general properties which are expected to be common in macroscopic quantum systems. Starting from a pure initial state in which energy is mildly concentrated at a single value, we consider a time evolution determined by a time-dependent Hamiltonian as a model of an adiabatic operation in thermodynamics. We take a family of operations with the same procedure and various "waiting times." Then the minimum work principle is rigorously proved for almost all choices of the waiting time.
Although the second law of thermodynamics [1] is no doubt one of the most perfect and beautiful laws in physics, its connection to the rest of physics is still poorly understood. Recently it has been realized that one can reasonably derive the second law if one assumes that initial states are described by certain equilibrium distributions and considers time evolution according to Hamiltonian mechanics [2] , both in classical [3] and quantum [4, 5] systems.
In the present paper, we discuss a rigorous derivation of the second law directly from quantum mechanics without referring to statistical mechanics. More precisely, we model adiabatic operation in thermodynamics as a time evolution according to a time dependent Hamiltonian [6] in a closed quantum mechanical system. We assume that the system has certain general properties (such as the existence of extensive entropy, nondegeracy and nonresonance of the energy eigenvalues) which we expect to be common in macroscopic systems. We take the initial state to be a pure state in which the energy is concentrated at a single value, but not too sharply. We consider a family of operations with the same procedure but with various "waiting times." Then we prove, for large enough systems, an inequality corresponding to the minimum work principle for almost all choices of the waiting time. This can be interpreted as a derivation of the second law if we choose an initial state which describes a thermodynamic equilibrium [7] .
Setup and main results:
We consider a quantum mechanical system characterized by a single parameter V > 0 (the volume) which can be made as large as one wishes. For each V we fix two Hamiltonians H init and H fin which have (infinite) discrete eigenvalues E j and E ′ j (j = 1, 2, . . .), respectively. We assume E j < E j+1 and 0 ≤ E ′ j ≤ E ′ j+1 for any j. (For simplicity, we do not make explicit the V -dependence of the Hamiltonians, the energy eigenvalues, and the eigenstates.) We have assumed the energy eigenvalues of H init to be nondegenerate. We further assume that these eigenvalues satisfy the non-resonance condition, i.e., E j − E k = E ℓ − E m = 0 implies j = ℓ and k = m. We expect that a generic Hamiltonian of a macroscopic quantum systems satisfy these conditions [8] .
We assume that H init and H fin have well-behaved thermodynamic limits as V → ∞ in the following sense. Define the number of states Ω V (E) to be the number of eigenvalues E j of H init such that E j ≤ E. We assume that there are V -independent constants C 1 > 0, C 2 > 0, a, b, and a smooth increasing function s(·), and the number of states satisfy
which is an expected behavior in a macroscopic system with the (infinite volume) entropy
. We also assume that there are V -independent smooth functions f (·), g 1 (·) and E
for any j. (Throughout the present paper, g i (·) is a function which appears as an unimportant coefficient of a "small" term.)
In order to describe an adiabatic operation of an outside agent to the system, we choose (for a fixed V ) an arbitrary time-dependent Hamiltonian H 0 (·) such that H 0 (0) = H init and H 0 (T ) = H fin . For an arbitrary τ ≥ 0, consider the same operation executed after a "waiting time" of τ , which is described by the Hamiltonian H τ (·) defined as
It is essential in our approach to investigate the family of operations with a fixed H 0 (·) and various "waiting time" τ . For a fixed τ ≥ 0, let U τ (·) be the solution of i∂U τ (t)/∂t = H τ (t)U τ (t), and define U τ = U τ (T + τ ) which is the unitary operator representing the whole operation.
Let ϕ j and ϕ ′ j be the normalized eigenstates of the Hamiltonian H init and H fin , respectively, with eigenvalues E j and E ′ j . Then we define a unitary operator U slow by U slow ϕ j = ϕ ′ j . Recalling the "adiabatic theorem" in quantum mechanics, one may interpret U slow as describing the time evolution in an operation where the Hamiltonian changes from H init to H fin in an indefinitely slow manner.
We assume that the system is initially in a normalized pure state [9] ϕ init , and require that, in ϕ init , the energy is concentrated around a single value, but not too sharply. More precisely we expand it as ϕ init = j ξ j ϕ j , where ξ j are complex coefficients, and assume that ξ j satisfy
where ǫ 0 , C 3 > 0, and 0 < δ < 1 are (V -independent) constants, and
for any j. Note that this upper bound for |ξ j | 2 is quite mild since the number of allowed basis states (which is
There is a huge freedom in the choice of ξ j within the restrictions (4) and (5).
In particular, we are not assuming anything like all the eigenstates with energies in a finite range appear with equal weights. We expect that ordinary macroscopic states (which, unlike Schrödinger's cat like states, have more or less determined energies) automatically posses similar properties [10] . Now suppose that the system is initially in the state ϕ init , and one measures the energy (described by H fin ) after the operation. The energy expectation value after the "slow" operation is
and that after the operation described by H τ is
Then our result is as follows.
Theorem: Take an arbitrary family of models with H init , H fin , H 0 (·), and ϕ init satisfying all the conditions stated above. Then for sufficiently large V , there exist τ max and a subset
where µ[I] denotes the "total length" of the set I, and for any τ ∈ I we have
where g 2 (·) is a (V -independent) function which depend only on C 1 , C 2 , a, b, δ, s(·), f (·), and g 1 (·).
The theorem says that the inequality (9) holds unless one happens to choose the "waiting time" τ from a very exceptional set [0, τ max ]\I. Since the proportion of the exceptional set is exponentially small in V , there is practically no chance of observing the violation of (9) when V is large. Now the inequality (9) implies
where W τ = E τ − ϕ init , H init ϕ init and W slow = E slow − ϕ init , H init ϕ init are the works done by the agent to the system during the operations. If (as is discussed in the introduction) the initial state corresponds to a thermodynamic equilibrium [11] , then (10) can be naturally interpreted as the minimum work principle (for a closed system) in thermodynamics. We note that the minimum work principle for closed systems is one of the fundamental forms of the second law for simple systems, and other forms (such as the Kelvin's principle or the law of entropy increase) can be derived from it by suitable thermodynamic arguments. Moreover this form of the second law does not rely on definitions of heat or entropy, which may be delicate. It depends solely on the notion of energy transfer which is the ultimate object to be studied in thermodynamics.
Proof: From (6), (4), and (2), we see
which implies
whereĒ = V f (ǫ 0 ), and g 3 (·) is a V -independent function. Since H fin is unbounded in general, we introduce a bounded operatorH =Ē(1 − P ) + H fin P where P is the orthogonal projection onto the space spanned by ϕ ′ j with j such that E ′ j ≤Ē = V f (ǫ 0 ).H behaves exactly as H fin for energies lower thanĒ, and behaves as a constant otherwise. LetẼ τ = ϕ init , U −1 τH U τ ϕ init . Since H fin ≥H, we have E τ ≥Ẽ τ . We shall prove (9) with E τ replaced byẼ τ , which automatically leads to the desired result for E τ .
By noting that U τ = U 0 exp(−iH init τ ), we see that
For a function f τ of τ , we denote its "long-(waiting-)time" average as
Since the assumption of nondegeneracy implies e i(E j −E j ′ )τ = δ j,j ′ , we havẽ
where
Because of the unitarity, we have 0 ≤ β j,k ≤ 1 and j β j,k = k β j,k = 1. By using a permutation j(·) of integers {1, 2, . . . ,
where we set α ℓ,k = β j(ℓ),k and made use of the inequality [12] proved in [5] . (5), (1), and (12), we can estimate the averageẼ τ as
for sufficiently large V , where g i (·) are V -independent functions. In order to convert the above bound for the average into information aboutẼ τ itself [13] , we evaluate the variance and follow the standard argument in the proof of Chebyshev inequality [14] .
From (13), we see that
From the non-resonance condition for the spectrum of H init , we see that the average e i(E j −E k +E ℓ −Em)τ is equal to 1 when j = k, ℓ = m or j = m, k = ℓ, and is vanishing otherwise. This means that
Noting that the first term in the right-hand side is equal to Ẽ τ 2 , we find that
where we used (5) 2
Define 
where the final bound is valid for sufficiently large V . This is the bound (8) for the size of the exceptional set. Recalling (17), we have proved the desired theorem with g 2 (·) = g 7 (·) + C 4 .
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