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ABSTRACT) 
Measurements of photoconductivity and noise in two 
representative amorphous chalcogen.ide compounds, As2Te 3 
and As 2 Se 3 were made, in conjunction with standard 
optical and electrical studies. Such measurements can 
give detailed information on carrier transport, kinetics, 
and the distribution of electron states in these 
materials. 
A general review of band structure and electrical 
properties of amorphous semiconductors is given, with 
particular reference to the chalcocjenides. 
The salient features of photoconductivity in the 
chalcogenides are described, and a general approach to 
the problem is described and developed, for a photoconductor 
with -arbitrary trap distribution. The analysis is applied 
in this work to a simple discrete trap model in an 
'Occam's razor? approach. Other models, involving 
continuous distributions of localised states, are reviewed. 11 
An account is given of the design and operation of 
the experimental systems employed in the study of steady 
state and transient photoc:cnductivity. Extensive use 1S 
made of convenient semiconductor optical sources (e.g. a 
GaAs laser). 
The general features of semiconductor noise are 
reviewed, and an expression for the 
noise spectrum is developed for the same discrete trap 
model, which illustrates why the chalcogenicie glasses have 
an apparently low noise. Experimental considerations are 
reviewed, and the measurei.ent of noise spectra is 
described. 
Experimental results on optical, electrical, 
photoconductive and noise p:operties are presented and 
discussed. The interpretations for As 2Te 3 and As2Se3 
are similar. Several groups of localised states, within 
the mobility gap, are identified and characterised and 
their roles in trapping and recorabination are discussed. 
The effects of applied electric field on transport are 
discussed in terms of band and hopping conduction. 
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1.1 THE STUDY OF AMORPHOUS SEMICONDUCTORS 
Since the advent of quantum mechanics, the field of 
crystalline semicondiictors in particular has received much 
attention, resulting in a large body of. well established 
theory, and a wide range of applications for semiconductor 
devices. 
The theoretical approach for the behaviour of 
electrons in such materials is facilitated by the 
periodicity of a perfect crystal structure. The theory 
demonstrates that there exist bancs of allowed energy for 
electrons extending throughout the crtal, separated by 
forbidden gaps, and describes the distribution of electrons 
in these bands. 
Little modification is required for the theory to 
cope with small departures from perfect periodicity in 
real crystals, associated, with lattice vibrations and 
structural imperfections such as dislocations and 
impurities, although such defects profoundly influence 
electron transport, by scattering and trapping. 
The optical and elecfiical properties of crystalline 
semiconductors vary over a wide range. Conductivities, 
usually temperature dependent, lie between 10 2  and 10 -10 
-1-i 	 -6 
Ohm in , while carrier mobilities are found between 10 
-1 2 -1 -1 
and 10 in V 	s , or greater, and bandgaps, between 0.2 
and 2.0 eV. 
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There exists, however, a large group of disordered 
materials, including non-crystalline solids, and liquids, 
which exhibit many typical semiconducting characteristics, 
and for which there is, as yet, no complete theoretical 
framework. 
A rough but convenient classification of such materials 
is into two groups : amorphous chalcogenides and amorphous 
transition metal oxides. The chalcogenides consist in 
general of combinations of S, Se, or Te with Si, Ge, P, As, 
Sb,Bi, Ti, Pb, etc., while the second group contains a 
transition metal oxide as a major constituent - e.g. 
Fe9 03 , MnO, etc. Other materials not included above can 
also be prepared in non-crystalline form - the elements 
Si, Ge, C, and others. This work is concerned with 
materials in the chalcogenide group. 
A distinction should be made between the descriptions 
'vitreous' or 'glassy', and famorphoust. The former refers 
to solids which can be prepared in bulk form, by ccoling 
from the melt without crystallisation. Such materials may 
be expectei to reflect in their structure, that of the 
liquid, though this is not always the case. At any rate 
the thermal history and characteristic parameters, such as 
a glass transition temPeratureTg can be fairly well 
defined. Some materials e.g. Si, Ge, can only be prepared 
in disordered form by deposition from vapour, as thin films, 
where the description 'amorphous' is more appropriate, and 
a relationship with some liquid structure is not well 
defined. 
3- 
Most materials which can be prepared in hulk glassy 
form can also be prepared in disordered form by vapour 
deposition, and this includes the materials studied in 
this work. Although in many cases the thin films have 
similar structural properties and exhibit behaviour 
similar to bulk prepared samples - e.g. thermal behaviour 
with a 'glass transition', they are probably not identical. 
Hence the vapour deposited films used in this work will 
be described as amorphous. 
Structural studies of many vitreous and amorphous 
materials - e.g. of the radial distribution function 
(r.d.f.), have shown that there is usually considerable 
'sho,rt range order' over a few interatomic distances, and 
the local environment of a given atom is often similar to 
that in the analogous crystal, if it exists. Long range 
order, over many interatomic distances,is not preserved, 
however. 
An electronic theory for those materials must explain 
the existence of an elect-ron band structure in non- 
periodic lattices - e.g. as evidenced by optical properties. 
Furthermore, transport studies indicate very short carrier 
mean free paths, shorter than a free electron wavelength, 
and of the order of an interatomic spacing, which makes the 
application of existing band theory less than certain. 
It is now generally agreed that the existence of 
short range order can result in a band structure, in many 
cases similar to that of the crystalline modification, but 
that the lack of long range order can introduce tails of 
localjsed states of.high density.extending into the 
...4- 
forbidden gap. The form'and extent of this distribution, 
and the nature of the states, is still a matter for debate, 
however, and hence constitutes an important field for 
research. 
The presence of a high density of localised states 
can greatly influence the electrical properties of 
amorphous semiconductors. The disorder which gives rise 
to them will greatly increase scattering effects for 
carriers in extended states. The transport of these 'freer 
carriers.can be interrupted by trapping in localised 
states, thus drastically reduáing the effective drift 
velocity. Transport can also occur by carriers hopping 
between localised states, with a much lower mobility than in 
extended states. 
Some of.the most important questions which arise 
concern the distinction between extended and localised 
states and the energy region in the density of states 
where the transition between the two occurs. Does the 
carrier mobility drop sharply or smoothly with decreasing 
energy? How do carriers behave in barely delocalised 
states, where the mean free path is very short? 
Another important point is the relative insensitivity 
of electrical properties of amorphous semiconductors to 
impurities. Small amounts of impurities have marked effects 
on the electrical properties of crystalline semiconductors 
but with a few exceptions, this is not the case in amorphous 
semiconductors. An explanation for this is that the 
tdopantT atoms can easily have their valence requirements. 
satisfied in the environment of a disordered material, and 
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hence do not give rise to defect levels. 
Nevertheless much of the experimental evidence 
suggests, especially in the simpler 'compound' chalcogenides, 
that there may exist fairly discrete levels of localised 
states associated perhaps with quite well defined structural 
defects. Such states may serve to 'pin' the Fermi level 
in many materials, or may also appear against the background 
of the tails of states. 
Experimental investigations aimed at deducing band 
structure and transport mechanisms are therefore essential 
to provide a framework upon which theory can be tested 
and built. 
1.2 NON EQUILIBRIUM PROPERTIES OF SEMICONDUCTORS 
The thernal equilibrium distribution of electrons 
among the available states in a semiconductor is described 
by Fermi-Dirac statistics, and relies on electron 
transitionsbetween the states,i.e. it is a dynamic 
equilibrium. Some powerful methods of investigating the 
band structure and carrier transport in semiconductors 
involve a study of the behaviour when there are departures 
from this eqvilibrium. 
The introduction of localised states generally alters' 
the detailed nature of this equilibrium to a great extent, 
and methods which disturb. the equilibrium will reveal their 
presence. The transitions involved may be loosely grouped 
under headings; generation, recombination, trapping, and 
trap release. While in a 'trap-free' semiconductor, 
recombination of electrons and holes occurs via a band-hand 
-6- 
transition, in the presence of even a small localised 
state density, recombination via localised states may 
predominate. The presence of a large treservoirt of 
trapped carriers can also slow down or add an'jnertja' 
to the kinetics. 
The nature of the electron distribution can be 
understood and investigated on three levels, involving 
increasingly fundamental concepts. Firstly, the values, 
giyen by the Fermi function, are merely time averages, 
e.g. of carrier densities, which can be observed in 
conductivity measurements. At the second level, the 
transition kinetics, described by mass-action laws, which 
produce the steady state or equilibrium distribution, can 
be studied by photoconductivity techniques. 
Thirdly, the statistical nature of the transition 
processes, which results in the macroscopic mass-action 
law description can be investigated by noise measurements. 
In photoconductivity measurements, disequilibrium is 
produced by excess optical excitation, (normally band-band) 
of electrons and holes. A new steady state distribution 
is reached which can be partly monitored by conductivity 
measurements i.e. the, density of those carriers reponsible 
for conduction. If the excitation is modulated, further 
information on transition kinetics can be obtained from 
the time dependence of photocurrent. Spatial effects and 
transport can also be investigated more 'directly, using 
inhomogeneous excitation. 
The statistical nature of the processes leading to 
equilibrium (or steady state) can result in fluctuations 
/ 
in the electron distribution about the average and hence 
conductivity fluctuations, generally termed generation _ 
/ 	recombination noise'. (Other types of noise - e.g. shot 
noise, will not be considered, in detail here). Strictly 
speaking, in the absenceof excess generation, this is 
not a non-equilibrium property, but the same physical 
concepts: and mathematical formalism can be used to 
analyse 'these naturally occurring departures from the 
average electron distribution. The information obtaind 
from noise measurements can therfore be used to augment. 
that from photoconductivity studies. 
1.3 PHOTOELECTRIC PROPERTIES AND APPLICATIoNS OF 
AMO RPHOU S SEM I CONDUCTOR S 
Amorphous semiconductors exhibit a wide' range of 
optical and photoeectric properties, also observed in 
crystalline semiconductors, which can be used to.investiqate 
the fundamental electronic parameters of the materials, 
and which have also led to a number. of important applications. 
Such properties include photoconductivity, 
photoluminescence, barrier and bulk photovoltages and 
internal and external photoemission0 All of those have 
been used to probe the nature and density' of states in 
a number of materials0 
Two of the most important applications at present 
are in electrophotography - e.g. the 'Xerox' process, and 
in television 'Vidicon' storage tubes. Here, the 
photoconducting properties of some of the more insulating 
materials, such as. Se, As2 Se3 , Sb2 'S 3 , are used. Hence, a 
great deal of research is being done on the photoconductive 
properties of these materials with a view to applications 
as well as from a fundamental point of view. 
1 4 SWITCHING APPLI CATIONS AND RELATEDPHENOMENA 
Recently, the observation of switching phenomena in 
devices utilising a number of amorphous chalcogenides or 
oxide glasses, has aroused considerable attention and 
provoked a great deal of fundamental and applied research. 
The basic 'amorphous switch' is a two terminal device 
which can be switched reversibly (threshold operation) or 
bi-stably (memory operation) between a high (OFF) and a 
low (ON) resistance, by application of suitable voltage 
or current pulses. 
Such devices can be used in a number of applications 
such as controlling electroluminescentpanel displays, or 
as computer memory elements. The use of amorphous 
semiconductors in electronic devices has a number of 
advantages over crystalline semiconductors. Sophisticated 
crystal growing and doping techniques are not required, 
especially as amorphous semiconductors are normally 
insensitive to impurities. The inbuilt disorder also 
results in resistance to radiation damage. 
The mechanism of threshold switching whether 
electronic, thermal, or a combination of the two, is 
still a matter for debate, although it is clear that 
bistable switching involves reversible structural 
transformations between amorphous and crystalline, states. 
/ 
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Structural alterations can also be induced optically 
and several new applications utilise this property, in 
electrophotography ('Ovography') and in laser addressed 
optical memories. 
/ 
1.5 THE PURPOSE OF THE PRESENT WORK 
The aim of this project, was to develop and utilise 
photocoñductivity and noise techniques for the study of 
band structure, carrier kinetics, and transport in 
amorphous semiconductors. 
The materials chosen for the research were simple 
prototype 'compound' chalcogenides, As2 Se. and As2Te3 
which srve as a better starting point for interpretation 
of results than the more complex multicomponent alloys. 
Furthermore, the two materials have significantly different 
properties, and could be described as representative of the 
two ends of the tspectruml .of chalcogenides. 
As2Se3 is a wide-gap semi-insulator, typical of 
the photoconductors used in electrophotography, while the 
relatively conducting As 2Te3 , although not a good switching 
material, is similar in many respects to typical switching 
alloys. 
The research carried out, therefore, could hopefully 
help in understanding both the fundamental electronic 
properties of the materials, and the mechanisms involved 
in their applications. 
A number of different models for photoconductivity 
in amorphous chaJ.cogenides have been proposed. In the 
present work it was hoped that standard techniques could be 
-10- 
used, with some novel aspects, such as the use of 
semiconductor light sources - in a consistent way to 
test the validity of these models for the selected 
materials. Parameters such as carrier lifetimes, 
mobilities, and trap densities could then be extracted 
from experimental data. 
Previous reports of noise in amorphous or vitreous 
chalcogenides give little information other than 
phenomenological aspects. It was hoped that noise studies 
could prove more fruitful than this, and augment or 
corroborate the interpretation of photoconduct:Lvity data. 
/ 
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CHAPTER 2 
ENERGY BANDS CONDUCT I ON AND 
STRUCTURE OF ANORPHOUS SEMICONDUCTORS 
2.1 CRYSTALLINE SEMICONDUCTORS 
2.1.1 BAND THEORY OF CRYSTA LINE SOLIDS 
The application of wave mechanics to the problem of 
electrons in solids has provided the basis for the 
interpretation of thermal, optical, and electrical 
properties of semiconductors, in terms of 'band-theory'. 
The form and restrictions on one electron wave 
functions in perfect periodic lattices can be obtained by 
- solution of the Schrodinger wave equation and the Bloch 
theorem predicting solutions with the periodicity of the 
lattice. Two contrasting approaches have been employed 
the 'tight binding' and 'nearly free electron' models. 
In the tight binding approach the starting point is 
an isolated atom of the material, with the electrons 
arranged in specific configurations in a series of discrete 
allowed energies, around the nucleus. Interaction occurs 
between neighbouring atoms in the solid and the wave 
functions associated with individual atoms overlap. Tight 
binding theory assumes weak interaction and shows how the 
atomic wave functions'discrete energy levels - particularly 
- for outer electrons, become spread into quasi continua 
or allowed bands,separated by forbidden regions. 
The 'nearly free' electron model assumes strong 
interaction and large o'Jerlar) of atomic wave functions. 
The allowed e-Lectrofl energies are quite different from the 
- 12 -. 
atomic eigenvalues. In this treatment, the periodic 
potential of the ion cores. (together with the average 
electron cloud potential) is small compared to the total 
energy of the electron. Again allowedand forbidden 
bands result. Both approaches are apjroximations and 
the choice of one or the other depends on the material 
in question 
The form of the bands - in particular the relation 
between electron energy E, and propagation constant or 
wave number k depend in detail on the lattice structure 
involved0 In many cases there is a parabolic relation 
between B and k at the band edges and electrons in these 
states behave like free electrons in an electric field, 
but with an ffecti've mass m * not in general equal to 
the free electron mass. 
The distribution of allowed electron states with 
energy is denoted by the function g(E) where g(E)dE is 
the volume density of states in the range B to B + dE. 
For free particles the parabolic B-k relation (in 2-
dimensions) leads to a simple result 
8../2t 	- 	- 	3 g(E) 	 M. B 2 m 	J 	2.1.1 
h 
The form of g(E) in crystalline solids again depends on 
the lattice structure, but for parabolic band edges, the 
density of states near the edges is similar to that for 
free particles. Figure 2.1 shows schematically the form 
of g(E) for a simple cubic lattice. 
g(E) 




















Fig 2,3 Charge carriers in an Intrinsic Semiconductor 
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2.1.2 THE FERMI DIRAC DISTRIBUTION 
The available electrons in a solid in thermal 
equilibrium are distributed among the allowed states 
(extended and localised) according to Fermi-Dirac 
statistics0 These statistics are appropriate to electrons 
as indistinguishable particles, occupying states in 
accordance with the Pauli exclusion principle, which allows 
each, quantum state to accept only one electron. The 
occupation probability f0 (E) for a given state of energy 
E, is 




where EF is the equilibrium Fermi level (at which f(E) = 
k is Boltzmann's constant, and T the absolute temperature. 
Thus in a distribution of states g(E)','the density of 
occupied states n(E)dE within the range E to E + dE, can 
be written 
n(E)dE = g(E) f0 (E)dE 	 2.1.3 
At OK, all the states below EF are occupied, and all 
those above, are empty. The value of EF itself is 
temperature dependent, and the relation depends upon the 
form of the density of states, which through charge 
conservation requires that for all allowed energies 
f g(E) f0 (E)dE = constant (all temperatures) 2.1.4 
i.e. asymmetry in g(E) will cause E to shift from 
its zero temperature position at T > 0. A further 
implicit temperature dependence arises' from the effects 
of thermal expansion on the band structure often causing a 
decrease in allowed band separation with teme±ature. 
Figure 2.2 illustrates the form of the eqüLilibrium 
Fermi function for several temperatures. The 'steps form 
at OK is shown, while at higher temperatures the variation 
is shallower, and EF  may shift. 
The detail of the processes whereby the equilibrium 
distribution is attained - i.e. by electron transitions 
between states, will be discussed later in chapter3. For 
example, at temperatures greater than OK electrons can 
be excited into previously empty states (above EF)  by 
interaction.with lattice vibrations or absorption of 
black-body radiation. 
Electronic transport properties, under the influence 
of an applied electric field, involve a redistribution of 
electrons, which cannot occur in 3. full band. In 
semiconductors and insulators at OK, there are no partially 
full bands as in metals. The highest full band, the 
valence band, associated with bonding states, is separated 
from the lowest empty hand, the conduction band, by a 
forbidden gap i.e. EF  lies in this gap at OK. 
Figure 2.3 illustrates schematically the electron 
distribution at finite temperature0 In a semiconductor the 
band-band excitation provides a limited number of free 
electrons in the conduction band; and the empty states 
left in the valence band contribute to current flow, , as 
- .15 - 
positive charge carriers or holes. The hole distribul:ion 
can be described in a similar way to the electron 
distribution, using the complement of the Fermi function 
?0 (E) =[1 - f0 (E)]. 
The case described is that of an 'intrinsic' 
semiconductor. The presence of impurities or defects can 
introduce states into the hand scheme which can significantly 
alter the electron distribution, giving rise to 'extrinsic' 
behaviour. 
2.1.3 LOCALISED STATES 
Localised states, for which the electron wave 
function does not.extend throughout the crystal, occur 
for a number of reasons. Substitutional atoms of diffeteni; 
valency than those which they replace, interstitial atoms 
and vacancies, are all common in crystalline seiniconductor 
and give rise to localised states whose energy falls in 
the normally forbidden gap. 
The 'defect' distorts the perfect periodicity of 
the lattice and can produce a region of lower potential 
energy for an electron or hole in its vicinity, resulting 
in a state sufficiently displaced from the allowed hand as 
to lie in the forbidden gap. 
For example, group V impurity atoms in crystalline 
Ge or Si, introduce monovalent Idonorl centres near the 
conduction band, which can be ionised to produce free 
electrons at temperatures at which intrinsic excitation 
is negligible. 
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Vacancies and interstitials can also result in 
localised states, where valence bonds are unsatisfied. 
Such states as those mentioned above, often present 
a Coulomb attractive inverse square potential for the 
relevant carrier when they are not occupied by that 
carrier, hence in this state they may be described as 
'Coulombic' centres0 Other potential configurations are 
possible, however. For example, some centres associated 
with impurities such as Ni, Co, Fe, in Ge may, when 
neutral, present a moderately long range inverse fourth 
power potential, caused by interaction between a carrier 
and the polarisability of the centres ( 1 ) . 
Since the structural defects in crystals discussed 
above are usually well defined deviations from the 
fundamental lattice structure, the localised states will 
have well defined properties. For exaiple, they may all 
lie at roughly the same energy, giving rise to a 
'discrete level' of localised states within the gap. 
The equilibrium occupancy function of equation 2.1.2, 
must be modified somewhat for localised states to Cake 
into account spin or orbital degeneracy. In the simplest 
case of a monovalent state with s-like wave function, the 
State may trap an electron of either spin(±), but, 
having captured one electron, cannot normally capture 
another. This gives 




The spin degeneracy factor here, is 2, but can take other 
values for other types of localised state. 
I! 
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The processes by which. the electron distribution is 
attained when localised states are present have produced 
a fairly loose nomenclature describing the roles played 
by the states. A state acts as a Lccom1)11at1on centre for 
a given free carrier, if, having captured the carrier s the 
probability of capturing the opposite carrier is greater 
than that of thermal re-emission to the same band. An 
electron hole pair is therefore annihilated by this process - 
recoinbination via a localised state. For a shallow trap, 
the probability of thermal re-emission is greater than that 
of capture of an opposite carrier, and the state can be 
said to be in 2thernial contact' with one band. There is 
no qualitative difference between the two, as the 
difference is only one of relative probahilities 2 '. The 
word,ttrapt will be used as a general description, in this 
work. 
A more detailed discussion on the various transitions 
and phenomenological trap parameters, such as capture cross 
sections,follows in chapter 3. 
2.1.4 CARRIER TRANSPORT 
Even in crystalline materials, the perfect periodicity,  
giving rise to Bloch wave functions, does not exist at 
finite temperatures, due to lattice vibrations and 
impurities. The wave-function problem is altered to one 
where Bloch functions take part in scattering processes 3 '. 
Electron and hole motion in the bands is interrupted by 
scattering events and the average distance travelled 
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between scattering events is the mean free path or 
shubweg. Analysis of the carrier distribution and 
behaviour under a perturbing force is effected by the 
Boltzmann transport equati on( 5) . Under the influence of 
an electric field this leads to the concept of free 
carrier mobility IL0 , In some crystalline semiconductors, 
e.g. Si, this can be as high as 10-1 
2 
m V-1 s- lor 
greater, with a shubweg approaching 10 M. 
Apart from conductivity measurements a nunber of 
other measurements allow investigation of carrier 
distribution and transport processes - e.g. Haileffect, 
Magneto resistance, thermnopower. 
Localised states, as well as acting as cattering 
centres can have a drastic effect in their trapping role, 
on charge transport via extended states0 A given carrier 
or group of carriers will have its motion in extended 
states interrupted by a series of trapping and release 
events, and the effective drift velocity will be reduced 
by the fraction of the time that a carrier is free. 
Consider a discrete trap level, density N 1 , at energy 
act.ng as shallow traps for electrons. If the trapping 
time is.Tt  and the release time 	then an effective 	S 
trap-limited electron drift mobility nd  may be defined' 7 
Tt 	 N- 	E -E 
= no Tt + Ttr 	 + 	
cx! ( kT 1)) 
	2.1.6 
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2.2 AMORPHOUS SEMICONDUCTORS 
2.2.1 BAND STRUCTURE IN AMORPHOUS SEMICONDUCTORS 
That many amorphous materials exhibit semiconductor 
behaviour and appear to have a forbidden gap as do 
crystalline semiconductors is evidenced by optical and 
electrical measurements 8 . Although the theory of 
electrons in such materials is not yet as advanced as 
that for crystals, a number of models with some common 
features have been proposed. 
The disorder o.çcurr±ng in glassy and amorphous 
semiconductorsarises from a number of causes. For 
example, phonons and impurities, structural disorder - 
e.g. fluctuations in bond length and ang1e, and 
compositional disorder in multicOiupor:ent materials. 
These produce spatial and potential fluctuations in the 
periodic potential environment of the electron. 
Structural studies using techniques such as X-ray 
diffraction have shown that although the 'long range 
order' over say tens of angstroms, does not exist in 
amorphous materials, short range order, over a few atomic 
(9) 
separations is present. Thus, an atom in the amorphous 
modification of a substance can have the same co-ordination 
environment as in the crystal, and the local potential 
environment of an electron would be similar in both 
cases. loffe and Regel 0 conclude that an electron 
band-structure depends on short range order and should 
exist in amorphous materials as in crystals, subject to 
certain màdifications. 
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Figure 2.4 shows some of the density of states 
models discussed in the literature. The band edges are 
no longer well defined, and 'tails' in the density of 
states extend into the previously forbidden gap. The 
exact nature and distribution of these states is still 
the subject of controversy, and it is probable that there 
is no one general band-structure model for amorphous 
semiconductors as indeed one does not exist for all 
crystalline semiconductors. 
The consequences of long-range disorder on the band 
structure have been discussed by a number of authors. 
Gubanov 2 , using a disorder parameter characteristic 
of the material considered small spatial perturbations in 
the priodic potential and formally related well-depthS 
fluctuations. Linear combinations of unperturbed Bioch 
functionsqive the new solutions. In general, the results 
obtained show that the allowed bands broaden in energy, 
and have di±'fuse edges. Large short-range fluctuations 
produce large potential deviations and states below the 
unperturbed band-edge, which are localised. 
Cohen (13)  discussed, for clarity, density fluctuations 
in a binary alloy, say AB, where A is the major constituent. 
and considered the band structures for pure crystalline A 
and the substitutional alloy AB. 
In the amorphous form, spatial fluctuations in the 1
. 
density of B produce states beyond the band edges of the 
AB crystal, which are localised 	i.e. 'tail states'. 
Cohen further postulates that, with sufficient 
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the tails of the conduction and valence bands may over 	- 
see figure 2.4.a. As the tail states retain the charge/ 
- occupancy nature of their appropriate parent  bands, 
the equilibrium Fermi level EF,  will be situated near the 
'cross-overt with filled (negative) conduction band tail 
states below EF,  and empty (positive) valence band tail 
states above EF.  The density of those states at the 
Fermi level could be as high as 10 
25  -10  26 m-3 eV  - i 
pinning E.. quite effectively. 
Mott 4 has discussed the nature of the electron 
states in amorphous semidonductors, using the model of 
a disordered impurity band ( 9 Anderson band 9 ) ( 15)  where 
fluctuation is introduced into the well depth in a 
periodic array. One form of the critrion for localisation 
is that electrons in such states do not contribute to 
the d.c. conductivity at OK, even if Elies in the range 
of these states. Andersons arguments apply to a whole 
band, and are extended by Mott to demonstrate that 
below a critical energy (and density of states) in the 
tail of a band, the states become localised. The 
consequences of this will be discussed later. 
Apart from the more or less featureless tails in 
the density of states already mentioned, it seems likely 
that in many materials more definite structure in the 
density of states should exist. For elements and 
simple compounds such as Se ( -11) As2Se3 (9) , and As2Te (16) 3 
structural studies have indicated a high degree of short 
range order. Thus, defects in such materials can also 
be expected to be structurally well defined - e.g. broken 
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bonds, vacancies, chain ends, and would have reasonably 
well defined electron energy levels associated with them. 
The band structure could be similar to that of the 
analogous crystal, but with some 'smearing out' of the 
discrete localised levels, and band-tailing of relatively 
limited extent. 
Mott (17)  has pointed out that in such materials as 
amorphous Se, the band tailing should be less than 
0.2 eV in extent, and recent wqrk
(18)  has shown, that 
there do exist deeper states, perhaps 	not associated 
with the tails. 
'Pinning' of the Fermi level by deep-lying states 
can be achieved in a similar marther to the 'C.F.O.' 
overlap model, and Mott 19 ' has proposed a model, shown 
in figure 2.4b; where two broadened overlapping centres 
in the forbidden gap, associated with aangiing bonds, 
serve this purose, while the localised band-tails may be 
fairly limited in extent. Again, there is no reason why 
anumber of levels associated with different defects 
should not exist. 
For example, Marshall and Owen 20 proposed a model, 
shown in figure 2.4c, for As 2 Se3 , incorporating twr 
fairly well defined 'bumps' of localised states in the 
forbidden gap. The states were 'coulombic', i.e. donors 
in the upper half and acceptors in the lower half of 
the gap, in almost equal concentrations. This 
phenomenon of 'auto-compensation' is fairly well known 
in crystalline semiconductors, and here served to 'maintain 
in its rceuahiy mid-gap position, at sufficiently high 
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temperature. There is now some doubt concerning the 
VcoulombicQ nature of these centres, but the model; and 
the paper are sti'1J. valid for say, neutral states. 
As wil]. be discussed in chapters 8 and 9, many of 
the results of the present investigation can be explained 
in terms of fairly discrete levels. 
2.2 • 2 STRUCTU RE AND BONDING IN A 2 Se3 AND As2Th3 
The brief discussion on structure in this section 
deals mainly with the chalcogenide materials relevant to 
this work - As2Se3 and As2Te3 . 
Much of the investigation of the structure of the 
chalcogenides, has naturally centred on the simpler 
binary systems As 2 S3 , As2Se3 , and As2.e3 (9,16,21-25)  
Crystalline As 2 Se3 , and As 2 S3 are known to be 
isomorphous,(2226) and have pronounced layer structures. 
Figure 2.5 shows schematically a single layer viewed 
along the normal to the layer plane (010 plane). The 
network consists of shallow triangular pyramids joined 
together to form twelve•-membered puckered rings. The 
bonding within, the layer is covalent, and the co-ordination 
numbers are 3 for As, and 2 for Sc or S. The layers are 
weakly bonded primarily by van der Waals interactions. 
Studies of bulk glassy As 2Se3 , by X-ray diffraction 
methods 2 	show that the first and second interatomic 
spacings are very similar to tiose in the crystal, and 
the co-ordination numbers are the same - i.e. the short 
range order is preserved. The layer' structure is 
probably broken up to a certain extent, becoming more of 
Fig 2.5 As Se Crystal :structure : plan view of 
single layer (ref 149) 
L 
I 
f Ar5crik 3IC'B 
riIwn atoms 
Fig 2.6 As2Te3 Crystal structure (ref 16) 
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a three dimensional network with layers cross-linked, or 
broken up into rings or smaller covalently bonded 
groupings. It is. also possible that the layers can 
break down into chains. 
Electron diffraction studies were carried out on 
evaporated fi]ms of As 2Se3 and As2Te3 , by Aridrievskii et 
In As2 Sc3 films, the values for the first and second 
interatomic distances are close to the values for the 
crystal, and the glass. The co-or iination numbers, 
however, for As ( 6) and Se ( 4) are higher than in the 
crystal and glass. It is probable then, that the structure 
of the thin films is significantly different from that 
of the bulk material. 
During evaporation, some dissociation probably occurs, 
and the vapour may contain a number of small molecular 
units. The film structure is prcbabiya three-dimensional 
network with little vestige of the layers in the crystal. 
The structure of crystalline As2Te3 2 ' 9 is 
somewhat different from that of crystalline As2Se3 . 
Figure 2.6 shows the structure which consists of zig-zag 
chains in which the arsenic atoms are octahedraly and 
trigonally bound.to the tellurium atoms. The arsenic atoms 
therefore have co-ordination numbers of 6 and 3 respectively, 
and the tellurium atoms, 3 or 2 - i.e. there is considerable 
ionic bonding. The structure could be interpreted as 
extreme crimping of the layer structure, with the layers 
bonded by the six fold co-ordinated As atoms, 
Vaipolin et al (°l )  studied glasses in the system 
As2 Se3 - As2Te3 , and found increasing co--ordination 
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numbers with addition of Te. Assuming there to be 
layered structure in the glass, this was interpreted as 
'cross linking' or 'spot welding' between layers, at 
points where the arsenic atoms were si-fold co-ordinated, 
although the bonding in the glasses was predom:Lnantly 
covalent. Fitzpatrick and Maghrabi 6 , interpreted 
X-ray studies on glassy As2Te3 in terms of random 
covalently bonded AsTe312 groupings, arranged in a three 
dimensional network, similar to glassy As 2Se. These 
authors therefore argued that the short-range order in 
As2Te3 changes significantly on crystallisation. The fact 
that crystalline As2Te3 is a degenerate semiconductor with 
metallic properties, while vitreous As 2Te 9 is semiconductinq; 
gives weight to this argument. 
Andrievskj 	electron diffraction studies on 
evaporated As2re3 (24)  reveal first andsecond interatomic 
distances very similar to those in the glass 26 k and 
3.9 R respectively, and co-ordination numbers for 
As ( 5.11 and Te (3.4) at room temperature, acjain rather 
higher than in the glass. 
The formation of the electronic band structure in 
S 
chalcogenides from molecular orbital states and the part 
played by short range order, has been discussed by a 
number of authors (14,27,28)  
When the group VI elements appear in two-fold 
co-ordination, the upper part of the valence band in the 
solid is formed from their unshared, or l one _pai r 
states in t orbitals, while the conduction band is formed 
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from antibonding orbitals. This is in contrast to the 
tetrahedrally bonded semiconductors, such as Ge and Si, 
where the valence band is formed from bonding states. 
For example, figure 2.7 5h9w5 the : fornlation of 
bands in crystalline Se from the 4 p and 4 s states, as 
the atoms are brought together 27 	The p-states form 
the antibonding (conduction) and bonding bands, above 
and below the occupied lone-pair (valence) band, which 
lies close to the original 4 p energy level. The 4 s 
states, which in Ge are hybridised with the 4 p states, 
to form antibonding and bonding hands, lie well below 
the p states in Se. A similar situation will exist when 
the Se i s bonded in two fold co-ordination, with other 
atoms, such as As. 
The effect of disorder on the band structure, and 
the formation of tails of localised statss, have been 
estimated by Mott
(14) 
 • It is likely from the preceding 
discussion that the valence band is less affected by 
disorder than the conduction hand, and has a narrower 
range of localised tail states. In the vitreous forms 
of the simpler binary compound' chalcogenides, such as 
As2Se3 and As2Te3 , the valence band tail could be 
limited to 5 02 eV. As mentioned earlier, there may 
also exist several levels of localised states, in the 
forbidden gap, associated perhaps with broken bonds. 
As the structure and bonding in amorphous films of 
As2 Se3 and As2Te3 may be somewhat different from the 
bulk glasses, as mentioned above, the band structures 
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Fig 2.7 Sketch of energy bands of Se vs 
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measurements 	 of a number of electrical 
properties e.g0 drift mobilities in evaporated films 
and thin bulk vitreous samples, of As2Se3 , Se, and other 
chalcogenides, give very similar results, indicating 
that such differences must be small. 
2.2.3 CONDUCTION IN AMORPHOUS CHALCOGENIDES 
Transport of charge under the influence of an 
applied field can occur in a number of ways in amorphous 
semiconductors. These include 
Normal extended state transport 
Diffusive or percolative motion in 'barely 
delocalisedf states 
Hopping in localised band-tail states 
Hopping in localised states near the Fermi level 
Polaron hopping 
These will be discussed with reference to the 
density of states model of figure 2.4b. For convenience, 
electron transport will be discussed, although hole 
conduction predominates in most materials. 
Figure 2.8 which repeats the upper half of the 
density of states of figure 2,4b, shows schematically 
how the mobility t(E) of carriers in the.states is 
expected to vary with energy at a finite temperature, and 
gives the occupancy f(E) (Fermi function) for those 
states. The overall conductivity may he thought of as 
0 
contributions from a number of transport mechanisms 














Fig 2.8 	Contributions 'to Conductivity from 
• States at Different Energies 
a 
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= fea(E) f(E) ii(E) dE 	 2.2.1 
for eiectron.transport, and figure 2.8 shows schematically 
the contributions to o- at various energies. 
Well into the extended states, conventional 
electron transport is likely with a relatively long 
mean free path, i.e. much greater than an interatomic 
spacing, and a mobility perhaps greater than 10 2  m2 v s. 
At room temperature however, the occupancy of those 
states will be very low and they will contribute little 
to the low field d.c. conductivity. 
At energy E 
C 	 V 
(and E in the valence band) the 
mobility is thought to drop by two to three orders of 
magnitude' 14 . According to Mott 34 this is a fairly 
sharp mobility edge, as 'Anderson localisation' sets in, 
while Cohen ('13) suggests a rather smoother variation 
starting above E 
C 
Transport in states just above E c (barely delocalised) 
was suggested to be diffusive 3 with a mean free path 
	
of the order of an interatomic, spacing ( "3 	and a 
mobility, ULc , corresponding to diffusive motion 
= 	Vel R2/kT 	io - in2 V 	s'. 	2.2.2 
where v 1 is an electronic frequency, of the order of 
io15 Hz, and R is an average. jump distance. 
The contribution of this process to the conductivity 




 exp(- cF) 	, 	2.2.3 
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where the pre-exponential factor ext = eg(E) kT.i, 
has been estimated theoretica1ly 	to be of order 
4 Q  -i -1 2x10 	m 
The mobility edge has also been interpreted in terms 
of a 'percolation threshold' (8,31)  at E. Below 	there 
are islands' of allowed localised regions, separated by 
potential barriers, while at E Bc the probability of 
an interconnected path through the material of allowed 
regions (channels) becomes finite. 
Just below E,  conduction will occur by therma].ly 
activated 'hopping' of carriers between localised 
states 7 , and the mobility can be written 
1 
= 	eR2/kT exp (-W/kT) exp (-2 a R) 2.2.4 
where V 
ph 
 is now a phonon frequency, "1012 Hz, exp (2 a R) 
is a tunnelling factor, and W, a hopping activation 
energy. The conductivity contribution of the band tail 
may be written 
hop(l) = 	exp(- EA_EF) exp(- 	) ep(-2 a R) 	2.2.5kT 
where 	20 	m' (17) EA is the effective limit of 
the hand-tail, and.W, 	hopping activation energy. 
Hopping conduction in states near the Fermi level 
could also occur, with an even lower mobility, and a 
low activation energy, about half the width of the band 
of states at EF. At very low temperatures Mott 32 
argues that hopping to distant sites becomes more 
probable, and this gives 
log o- 	A - 8T 114 	 2,2.6 
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The total conductivity is the sum of all of these 
contributions, and the question arises as to which 
mechanism dominates in a given material under given 
conditions. Bearing in mind the 103 drop in mobility 
at E,  in materials with band tailing of <.0.2 eV, it 
is probable that extended state conduction would dominate 
at room temperature. SOme experimental results are 
reviewed in 2.2.4. 
Emin et al (3) have recently suggested that small 
polaron conduction may occur in disordered: chalcogenides. 
The polaron concept, originally applied to ionic 
materials involves the self-trapping of a. carrier in 
the potential well associated with the carriers' 
distortion of the local lattice. Thi3 configuration 
is known as.a small polaron when the carrier is localised 
on a single atomic site. The mobilityis of the order 
-5 2 -1 -1 
of 10 m V s , and the activation energy for 
conduction contains a. generation term, and a hopping term, 
as does the hopping conductivity of equation 2.2.5 
2.2.4 REVIEW OF ELECTRICAL PROPERTIES OF CJ-IALCOGENIDES 
This section reviews some of the main features of 
the electrical properties of disordered chalcoqenides. 
More detailed discussion on the materials studied in 
this work - As2Se3 and As2Te3 , e.g. on localised state 
distribution, will be given later. 
The d.c. conductivities of many chalcogenide 
compositions gives a good straight line plot of log 0 vs 
around room temperature, i.e. 
- .l - 
= C exp(- j) 
	
2.2.7 
where Eranges from 0.33 eV for GeTe 34 to 0.92 eV 
for As2 Se3 3 and 1.05 eV for A 2S3 3 . Typical 
values for the inulticoinponent sdtching a]Jloys range 
between 0.45 and 0.55 eV. E is usually about half 
the optical gap Ept  so that the chalcognides appear 
to have lintrinsicv semiconductor behaviour. Room 
temperature conductivities vary between 	10 5 -  in 
-14 
for As2Te3T12Se, and -'iO 	for As2 S 9 . For many of 
those materials, C 	 5 	6 lies between 10 and 10 5 71 -1 m , as 
•pointed out by Stuke 36 . 
• 	The temperature variation of the activation energy, 
estimated from optical gap measuremerts can be included 
in equation 2.2.7, i.e. 
E 	 - y' T 	 2.2.8 
where y' is roughly half the optical gap temperature 
coefficient, y and E(0) is the extrapolated zero 
temperature value of the activation 
This gives C = 0 exp(), and 
lO 	eVK 	(37), 
0
is 	10 
materials, probably indicative of e: 
energy. 
as I is typically 
-1 -1 a 	in, for such 
ctended state 
transport, at room temperature. (The factor 2 in the 
temperature coefficient may be roughly justified by the 
observation that 	is about half the optical gap in 
these materials). 
In some materials, e.g. As2S3 (35) , the value of C 
is much lower ( < 10), and this may indicate the 
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predominance of hopping conduction at room temperature. 
Evaporated chalcogenide films often give log a- vs l/T 
plots which curve off to lower slope, at low temperatures 
(< 150 K) 38 . This could be interpreted as a transition 
to hopping conduction, or in terms of a Isofiv mobility 
edge. 
Using equation 2.2.1, for a linear tail bf states, Davis 
and Mott 7 estimate that extended state conduction 
should predominate at room temperature, if the extent of 
the band tail is less than 	0.2 eV. Thus if there is 
extensive band tailing, as predicted by Cohen 3 , 
e.g. for multicomponent alloys, then hopping may 
predominate at room temperature. Unfortunately, there is 
no unambiguous way of checking the extent of possible band 
tailing. 
Finally, recent reports, e.g. by Emin et a1 33 , 
suggest that polaron conduction in disordered chaicogenides 
could give fairly high values of 
a-  within an order of 
10 S2 m 1 , a value which previously would have been 
taken to indicate, say diffusive transport in extended 
(17,39) 
states 	• The question as to whether bnc1 or 
hopping conduction predominates in such materials, is 
therefore still open. 
Thermoelectric power measurements in liquid 40 and 
(41,33) solid 	chalcogenides have shown a positive 
coefficient S, indicating that hole transport predominates 
Its magnitude, of the order mV K, is similar to that 
obtained in crystalline semiconductors, and it is 
inversely proportional to temperature. The thermoelectric 
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power can be written 
S = •( 	+ constant ) 	 2.2.9 
where E is a characteristic activation energy. 
Again, results have been interpreted in terms of 
band and hopping conduction. In his measuxements on 
liquids (in AsSeTe system), Edmond 40 assumed band 
'conduction in an intrinsic semiconductor, with a higher 
hole mobiJJ.ty, and put E = E /2 where E is the gap 
g 
between extended states, or mobility gap.' He found 
(42). 
> E. in these materials. Owen 	assumed ambipolar 
conduction (electrons and holes) to resolve this 
discrepancy. 
In contrast some recent measurements an solid 
(33) 
chalcogenides by Emin et al. 	, have given E < E. 
Emin assumes polaron hopping conduction, arid argues that 
E= E 4 W,whereWis the hopping activation energy or 
mobility activation energy. 
Hall e:ffect measurements, in chaicognides, 3 ' 4346 
normally indicate n-type conduction, in contradiction to 
thermopower measurements. In addition, the Hall mobilities 
obtained are of the order 10-5 2 in V
-1 
s - l, which makes 
interpretation in terms of normal band-transport 
unrealistic,' as the lower limit of microscopic mobility 
in extended states, even for' Idiffusivet motion should 
2 	3 
be 10 	- 10 m V s 	' 
Measurements by Male03) on various liquid and 
vitreous chalcogenidés revealed virtuaflyno temperature 
dependence, as might be expected for extepded state 
- 34 - 
44) 
transport. More recent measurements (332 
	
in a number 
of chalcogenides give an activated Hall mobility with 
a.small activation energy (<0.1 eV). 
When the mean free path is of the 1ordr of an 
interatomic spacing, as in diffusive band transport or 
when conduction is by hopping, it has been suggested 0253 
that a minimum of three sites are involved in the 'jump' 
processes leading to a Hall effect, and this could lead 
to the sign anomaly0 
There have been a number of theoretical treatments 
of (47-52) 
the Hall effect in low mobility materials but 
there seems to be a lack of detailed agreement. 
Drift mobility. The drift mobility (Ld)  of carriers 
injected into high resistivity, low mobility materials 
(18' 30) 	(20,29) such as Se 	, As2Se 9 	, has been measured by 
a transit time technique developed by Speax 54 . The 
results have normally been interpreted in terms of trap-
limited band transport, So the mobility activation 
energy gives the trap depth in the simplest case of a 
discrete level. Typical figures, for room temperature 
mobilities and activation energies, range from 
10 rn2 V 	s, 0.21 - 0.28 eV (at low temperatures) 
- 	 (30) 	-10 2 -1 -1 ior holes in Sc 	to 10 	m V s and 0.43 eV 
for holes in As2Se3 20 and it is normally found that 
the hole mobility is greater than the electron mobility. 
a.c. conductivity. The a.c. conductivity cr() has 
been observed to have a frequency dependence c(c) 
with n 	1, in the' range of frequencies up to 10 r-Iz, 
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for many chalcogenides - e.g. As2S3 (42) , As2Se (55) 3 
As2Te3 56 o This frequency dependence, and 'the relative 
- insensitivity of cr() in this range, to temperature, have 
57) led some authors (53, 	to interpret the effect in terms 
of hopping between localised states near the. Fermi level. 
Typical densities (m 3 eV) for these states, from such 
an interpretation range from 10 
24
for As2S3 , to 
nearly 10 
27
for As2Te3 . 
Optical absorption. This will be discussed again 
in chapter 3. The fundamental absorPtion edge in 
amorphous chalcogenides is more diffuse than in the 
crystalline analogues. It is characterised by an 
exponential increase of absorptio?I coefficient a with 
photon energy, up to 'values of a 	
4 	5 10 - 10 m- l , , and 
at higher photon energies, tends to saturate, around 
10 
 7. 	.10  •8 in  -1 -  
The photon energy dependence at high enerqies, 
often fits an equation of the form. 
a 	(h - EoI)t ) 2/hv 	 2.2.10 
where hvis the photon energy, and . E 	 an 'optical gap'.opt 
This has been•observed in As2Se3 58 and As2Te3 59 , 
among other materials. 
Various explanations of this behaviour usually 
involve electron transitions which are energy conserving 
but do not conserve wave number, as in crystalline 
semiconductors, For example, Tauc 60 assumes that such 
transitions occur between extended states in parabolic 
band edges upon which the localised tails are superimposed, 
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so Eop.t. may not correspond to an actual density of 
states gap. Davis and Mott 
(17) assume that tail-hand 
transitions are involved, so E opt  need not even reflect 
the gap between extended states. 
To illustrate this last statement, it is often found 
that Et > 2 E, in chalcogenides - e.g. for As 2 S3 
E . 	(extrapolated to OK) '2.5 eV 6 	and 2 E 	2.2 eV 35 . opt 
It should be noted that the high mid-gap density of 
states indicated by a.c. conductivity methods, does not 
seem to contribute to optical absorption. Davis and Mott 7 
arque that this might be so because the width of the 
localised state 'bump' near E on figure 2.4b, is small, 
- 
so the total density (m 
-3 
 i ) s smali. Fritzsche
(8) 
 
argues that the optical transition matrix element is 
small for transitions involving those stat:es. In 
phenomenological terms this means that.they have a 
small 'cross section', a point which is borne out by 
this work. 
Impurities. It has often been observed that 
impurities have little effect on the conductivity of 
various cha1cogenides 62 , while in crystalline 
semiconductors, small densities of impurity atoms can 
have a drastic effect. This has been interpreted (.3)  
as implying that in these disordered materials, the 
structures are such that nearly all atoms have their 
valence requirements locally satisfied0 Some impurities 
(63,35) do have a marked effect, however 	 For example, it 
0 
has been found (35) that one atoriu..c percent of s:Llver 
increases the conductivity of As 2 S 3 by 3 to 4 orders of 
magnitude. 
Studies of the effects of departure from stoichiometry 
have also been carried out on some chalcogenides 
(35,64) 
e0g. As - Se 	, where it was found that the 
conductivity was highest at the stoichiometric composition 
As40Se 66, and the activation energy E at its lowest. 
(64)  Hurst 	interpreted this as due to mobility gap 
shrinkage. 
2.2.5 HIGH FIELD EFFECTS 
The d.c. conductivity of many chalcogenides, e.g. 
(65) 	 (30) 	 (66) As2 Se3 	, Ge15Te85 	, Si 10 - Te48 - As30 - (,e 12 
Ge - As - Te - 	has been observed to be electric 
field dependent, with a similar functional dependence 
for all the materials studied. Marshall and Mii1er 66 
have reviewed a number of possible mechanisms for this 
behaviour which they express as : 
a(.0) exp( e S ak!1) 	2.2.11 
kT 
where C is the applied electric field, and a(T) is a 
temperature dependent parameter with dimensions of 
length - an 'activation length', with room temperature 
value in the region of 10 R - 40 R , which increases 
linearly withdecreasing temperature. Measureinents 67 
indicate that this 'single exponential' behaviour is 
- 	
-1 followed even at fields as low as 10 5  V m , and is 
independent of sample thickness over a wide range, from 
10 6  to 10 in (probably higher). 
38 - 
Possible mechanisms for non-ohmic effects are 
listed below. 
Injection effects 
Field assisted hopping 
Field modified thermal trap release/capture 
Schottky effect 
Hot carrier effects 
Field stripping of traps 
Injection effects. As discussed by Rose 2 and 
Lampert •and Mark 68 single and double injection of 
carriers from injecting electrodes can give non-ohmic 
space charge limited behaviour due to increased, carrier 
densities. For example, single carrier injection, when 
the Fermi level (or quasi-Fermi level) is within •a 
uniform distribution of localised states, can give, 
using the present nomenclature. 
E 
o-  (C) = cr(0) exp( constant x  k T 	. 	 2.2.12 
where 1 is the interelectrode spacing. 
The pronounced thickness dependence of this and 
other injection models (e.g. with shaflow traps, or 
double injection'), makes it inconsistent with the data, 
which appear to be due to a 'bulks process. In.addition, 
when mobility measurements are possible, as in Se, the 
drift mobility and conductivity have essentially the 
same field dependence (30), thus ruling out a carrier 
density effect. 
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Space. charge injection' cannot, be altogether 
discounted for samples much thinner than 10T in, where 
it may contribute to switching effects. 
Field assisted hopping. Various authors 969,70) 
have discussed the effects of high ele'ctric fields on 
/ 
hopping conductIon. . The effect should be similar in 
form to that observed in ionic coiduction. An applied 
field will lower the energy required for a given 
'down-field' hop, and raise the energy required for a 
given 'up field hop, soequation 2,2.5 is modified to 
(€) 	0- (0) sin.h(eR ) 	1 exp( r 	 exp(? a R) 	2,2.13kT 
and at sufficiently high fields, this gives an exponential 
dependence. 	.. 	 . 	 . 
Jump distances in hopping conduction are usually 
(71) 
assuinea to be of the order of interatomic spacings 
while the data wouldindicate larger values (> 10 R up to 
50 1). This seems unlikely, but Mott 	points out 
that the tunnelling factor in equation 2.2.13, may be 
modified, and may be>>l, if the localised states wave 
function overlaps with a number of others. 
Given that this might be so, there remains a 
ñindamental objection to an interpretation in terms of 
6-1 hopping. At fields below 	10 V in , hyperbolic sine 
behaviOur should occur, while as pointed 6ut, exponential 
5 	-1 behaviour prevails at fields as low as 10 V in 
Field modified thermal trap release/ëapture. An 
electric field may enhance the. probability of thermal 
lonisation of a localised state (reduce Tr) or modify 
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its trapping cross-section (change 'r 1 ), The steady 
state redistribution of trapped and free charge 
produced, can give a field dependent conductivity. 
In the Poole-Frenkel effect 72 depicted in figure 
2.9, the ionisation energy of a centre with a coulombic 
/ 
potential is reduced by the field. In a simple one 
dimensional treatment, the potential is given by the 
expression •-e2 /4C6 0x, where C is the re].ative high 
frequency dielectric constant, 
C 0 
is the permittivity, 
of free space, and x is the distance from the centre. 
In the absence of an applied field a trapped carrier 
must surmount a barrier of energy Et,  to enter the band 
(say, conduction band). The applied electric field 
lowers the potential by an amount -e E x, and a 
maximum 'downfield' barrier is obtained at . xM which is 
smal].er than the original barrier by an. amount 
2/kT, where (3 = (e3 /3 	 /ee0)2 . The trap release 
probability is increased by a factor exp(0E/kT), and 
if other mechanisms (recombination trapping mobility) are 
field independent,' and conduction is in extended states, 
this can give 
1 
o(E)'a(0 ) exp(4-) ' 	2.2.14 
74) Other treatments (73, 	treat the situation more 
thoroughly. Three dimensional geometry has been 
assumed 73 ' 74 and carrier emission in all directions 
has been dealt with 74 , assumina now that a carrier is 
free if it approaches within kT of the band edge. For 
coulombic potentials, Hartke showed that values of 13 up 
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Fig 2.9 Mechanism of Pooc Frenkel effect. 
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while leda et al demonstrated that hyperbolic sine 
6 
behaviour should appear for fie.LdS below '2 x 10 V m 
This last observation, and the square root 
exponent are again inconsistent with much of the data. 
Marshall and Miller (66) examined a number of other 
potential configurations e.g. 'neutral' centres with 
1/x4 potential, square wells, and found that, although 
a linear exponent is approached forsuch wlls, 'Ohmic' 
behaviour is predicted to high fields, in cont:radiction 
to observation. A similar result is found for interacting 
couloinbic centres, where the potential barrier maximum 
is half way between centres ('Poole' effect) (75)  
Dussel and Boer included in aciassiOal treatment, 
the effects of a field dependent trapping capture 
cross section, combined with a Poole Frenkel release 
enhancing mechanisms Marshall and Miller again 
conclude that this would not lead to the Observed 
behaviour. 
The Schottky effect 76 which assumes field 
assisted thermal excitatioof charge carriers across a 
metal-semiconductor contact, gives results similar to 
the Poole Frenkel effect, except that a lower field 
dependence is predicted, as a moving 'image' charge is 
now involved. Again this is not in agreement with 
the observations - especially those of a vbu.11rt 
mobility field dependence - whereas Schottky effect is 
an electrode phenomenon. 
- 	- 
Hot carrier effects. At sufficiently high fields, 
carriers moving in extended states may gain energy 
faster than they lose it to phonons. If the mean free 
time is V 2 , then a critical field, above which this 
occurs, is given approximately, by 66 
1 
p 
crit 	(kTv/2e) 2 	 22,15 
and for 	-' 	m2 V1 s•- 
	
Eit 	V m 1 . 
As this occurs, carriers move into extended states 
of higher energy. If the mobility in the band increases 
with energy 3 as in figure 2.8, in contrast with the 
situation in crystalline semiconductors, the conductivity 
can rise rapidly, and avalanching effects can occur 9 ' 77 . 
This of course does not explain the low field effects 
observed, but may be important, e.g. in switching. 
Field Tstri.ppingt of tra. Trapped carriers may 
tunnel directly out of traps into extended states, 
through the intervening potential barrier, in the 
'down field' direction, when an electric field is applied. 
The barrier width should be reduced to 50 R for 
significant tunnelling to occur, and for the relatively 
deep traps observed in, say, drift mobility measurements 
(e.g0 0.43.3V in As2Se3 ), fields of the order of. 
8 	-1 
10 V m would be required, much higher than those at 
which non-ohmic effects are observed. 
Mott 9 and Marshall and Miiler 66 have pointed 
out that carriers in localised states in band tails, 
close to the mobility edge, could be vey susceptible to 
tunnelling into extended states. This effect could occur 
-. 43 -. 
at fairly low fields if the mobility varies rapidly with 
energy, giving a short tunnelling distance between 
'localised' and textendedt states, at such fields. 
This could account for the apparent lack of a transition 
to 'ohmic' behaviour at low fields, and its ubiquitous 
appearance in widely different materials which, although 
they might contain different distributions of deep 
levels, may all possess band tails and mobility edges. 
The detailed nature of the mobility edge may not matter 
too much. 
Such a field stripping of shallow traps, effectively 
del6calises the states, and can be interpreted as a 
lowering of the mobility edge - hence changing the 
effective depth of deeper states also. The field 
could alternatively be pictured as unblocking percolation 
paths between allowed regions, - again effectively 
lowering the mobility edge. 
Although detailed calculations have not vet been' 
published, this interpretation of hih field s effects 
seems a plausible and attractive approach. 
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CHAPTER 3 
OPTICAL PROPERTIES AND PHOTOCONDUCTIVITY IN 
AMORPHOUS SEMI CONDUCTORS 
/ 
3.1 OPTICAL PROPERTIES 	 / 
3.1.1 OPTICAL CONSTANTS 
The usual terminology for propagation of electromagnetic 
radiation is employed here. In an absorbing medium, the 
complex prmittivity c and complex refractive index n', 
are related as follows 
n - ik = ( C*/)2 = ( - 	)2 C 	3.Ll 
where n is the refractive index-, k the extinction 
coefficient, and all term's may be functions of frequency w. 
The relation between the energy absorptioncoefficient a(), 
and the high frequency a.c. conductivi±y a() is then 
a() = 	= 	 3.1.2 
c 	Cnc 
where c is the free space velocity of light. 
3.1.2 INTERBAND TRANSITIONS 	 . 
In crystalline semiconductors, the onset of 
electronic interband transitions when the photon energy 
hv corresponds to the band gap, marks the fundamental 
absorption edge. The absorption coefficient a rises. 
steeply to values around 	108  m 1 . The shape of the 
edge depends upon quantum mechanical considerations e.g. 
the nature of the. wave functions in the valence and 
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conductionbands, and the dens:ity of states, which aovern 
transition probabilities. 
The probabi. lity of a transition eigenstates 
with wave functions 	and Vr , and energies E and E 
in 	n 	 m 	n 
with electromagnetic perturbing .force,/F, is proportional 
to the matrix elcment I T\J inn2 where 
M mn 
= f 	F 1 d 3  r (overall space) 	31.3 
for optical excitation this simplifies to the. matrix 
element of the dipole moment the dipole approximation. 
Knowing the form of the wave functions and density of 
(78) states" 	, at the band edges, the form of the absorption 
edge can he found. For exarriple, in the case of direct 
interhand transitions, the absorption constant may be 
written 
22 
a ( (A)) = 
4h2±_ I dk 	11 	I ' 6 ( E - E - hA)) m nc 
where M vc  contains the wavevector selection condition, 
and ó'(E c - 	- hA)) contains the energy conservation 
selection rule. 
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In. crystals, transitions involving only photons, 
are 'vertical' in momentum space, and the initial and 
final states have virtually the same wave number k, -. 
'direct 	 Indirect, 'non vertical' transitions 
involve emission or absorption of a phonon, with the 
attendant energy and momentum transfers 
A number of different situations can arise for 
either type of transition, depending upon the E. - k 
relation at each band edge, and the matrix,element.'s 
d2pendence. on k. For example direct transitions may 
occur at k ; 0, and be forbidden at k = 0. Direct 
transitions between states not at the hand energy minima 
may predominate, so the measured optical gap Et  need 
not equal the density of tates gap Ec 	, although for 
indirect transitions, the agreement may be c].oser. 
Several types?  of transition may occur simultaneously. 
Smith 79 discusses several such situations in crystalline 
semiconductors. For example, for direct and indirect 
'allowed' transitions, the absorption coefficient is 
given by 
a 	const. (hv T E0t)2 
	
(direct) 	3.1.5 
a = const. (hv - E opt 2 (indirect) 	3.1.6 
Absorption below the fundamental edge may occur 
due to exciton formation, when there is appreciable 
interaction between the electron hole pair createth For 
example, a series of exciton absorption lines 
corresponding to different excited states of the pair 
may be observed at energies < E0pt; and are norniali.y 
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broadened by phonons and imperfections, to exciton 
'bands'. The energy of an electron in such an excited 
state may therefore lie within the 'one-electron.' 
forbidden gap. 
As mentioned in 2.2.4, the optical gap in many 
semiconductors decreases linearly with temperature, 
above 50 K. 
i0e. E0 t(T) 	E0PL,O - IT 	3.1.7 
Below 50 K, the variation normally flattens off, 
so that Bopt  (0) < Bopt,o This variation is due Co 
thermal effects e.g. expansion, on the band structure, 
and its implications for the conductivity temperature 
dependence were discussed in 2.2.4. 
3 • J. • 3 OPTICAL ABSORPTION IN AMORPHOUS SEMICONDUCTORS 
In amorphous semiconductors, a fundamental absorption 
edge is retained, but is normally rather less steep 
than in crystalline semiconductors. An exponential tail 
at 'ow photon energies, up to values of a 	1.0 m, is 
observed, in many cases, (Urbachs rule), followed by a 
tendency to saturation at high absorption coefficients 
7 	C - i al0 -10 in 
No well defined optical gap appears, but several 
authors(J78O) have attempted to characterise the high 
photon energy absorption in terms of an toptical gap' 
in the context of present models of amorphous semiconductors. 
Tauc 80 considered transitions between extended 
states in parabolic band edges fallinq, or extrapolating 
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to zero at energies E 	and E v f , slightly Ierturbed 
to give localised tails. Transitions between 
localised states, and between a localised and an 
extended state were considered. unhikel:y. The k. 
selection condition was' relaxed, as te value of k in 
barely delocalised states, where the shuhweg is short, 
is uncertain. The transition matrix element is assumed 
to be energy independent, and this leads to 
a(v) = const.j2 
	
(Sc, g(E ' +hp)dE 	3.1.8 
and gives 
a(v) = const. (hv T 	 3.1.9 
whereE 	E 	-E . 01)t 	C V 
This form has been observed in a nutither of amorphous 
) 	 ) sem1conuctors, e.g. As2Te3 (59 , AsSe3 (58 , As2S3 (58)  
but the optical gap obtained need not necesari.1y agree 
	
• 	with the mobility gap E9 . Nor should the form be 
associated with an 2 indirect gap' as given by equation 3.16, 
as the assumptions in the analysis are quite different. 
• 	 (17) Davis and Mott 	using the Kubo-Greenwood (81)  
formalism, for o(c), assumed that k selection did not 
apply, and that the matrix element for trnsitfLons 
between localised and extended states was equal to 
• 	that for extended-extended transitions. Transitions 
between localised states were considered un1i.1cei, due 
to spatial separation. 
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An expression of the form of equation 3.1.8 for 
a (v) was derived, giving, for linear band tailing, as 
in figure 2.4b, the same relation as Tauc obtained, 
with E0t = R 
C 7 E, or EA - E 	Again this qap is 
not necessarily equal to the mobility gap E g • 
There have been several explanations for the 
exponential tail often observed in the absorption edge.( 83 
One possibility is that of transitions between localised 
states in exponentially distributed band edges 82 . 
(9) 	 (1/) Owen 	, and Davis and Mott 	, argue that this is 
unlikely as Im 1 must remain constant over a wide im 
range of energy, and also, many different materials 
give similar exponential slopes. 
Other explanations involve exciton absorption. 
Phonon broadening of an exciton line has been considered 4 
and electric field broadening, by the, presence of random 
internal fields, due to disorder, also seems plausible(85). 
3.2 PHOTOCONDUCTIVITY IN AMORPHOUSSEMICONDUOTORS 
3.2.1 THE CONTINUITY EQUATIONS 
Interpretation of photoconductivity data is 
notoriously difficult, as many variables are involved : 
optical absorption and quantum efficiency.; carrier 
trapping and recombination; transport of excess carriers; 
contact effects and inhornogenieties, to name but a few. 
The continuity equatiois, (see.e.g. van Roosbroeck 8 ) 
describing the behaviour of excess carriers in semiconductors, 
can be written for the present experimental geometry, 




7059 Glass Substrate 
Fig 3.1 	Sample Geometry. 
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This is a coplanar, or gap-cell structure, as 
described in section 4.2. The optical excitation is 
applied normal to the film surface (x direction) 
while the applied electric field is parallel to the 
film surface (y direction). It can he seen that 
optical absorption of the applied illumination will 
give rise to variations in generation rate and hence 
in carrier densities, in the x direction only, while 
it will be assumed that in most cases, the applied 
y-field does not introduce significant spce charge, to 
distort the constant carrier distribution: in the y--
direction. A one-dimensional problem results. Thus, 
for holes and electrons in extended states, the 
continuity equations are 
- 	 ILpo 	Lint) + H1) 
3.2.1 
Taken term by term, H ahd H are kinetic terms, 
including optical generation, recombination, trapping 
etc. The diffusion term involves the free carrier 
diffu'sivities D andD normally related to the free 
mobilities by the Einstein relations, and the drift 
terms involve the internal field l S.nt which produces 
L-  
drift currents in the x direction, when D ;e D and 
when significant charge separation occurs. All terms 
may be dependent on x.. 	 • 
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The set of necessary equations is dompleted by 
writing Poissons equation relating the internal field 
to the net charge densityp(x) 
Ôint43te 	(.)I 	 3.2.2 ox 	
/ 
where p(x) includes all, charged states, extended and 
localised. 
The discussion which follows deals mainly with the 
kinetic processes, although where possible, the effects 
of non uniform excitation, and attendant diffusion/ 
drift effects will be assessed. 
An initial major assumption is that holes dominate 
the conductivity in amorphous chalcogenides. Experimental 
data, reviewed in chapter 2 confirm this0 It is possible 
that this is due to the free hole density being greater 
than the free electron density, if conduction is via 
extended states. in turn this could be a result of 
asymmetric band tailing where the valence band is less 
affected by disorder than the conduction band (see 2.2.2), 
or if EF  is pinned 'off-centre' by localised states. 
Alternatively, the free hole mobility could be greater 
than the free electron mobility, 	or both situations 
together. 
3.2.2 OPTICAL GENE1ATION AND QUANTUM EFFICIENCY 
Band-band generation, included in the kinetic terms 
of equation 3.2.1 consists of an equilibrium rate G 0 , and 






a,n.umber of possible mechanisms, such as phonon-aided 
transitions, absorption of black.-body radiation, etc., 
while LG is assumed to be due to interband absorption of 
monoenergetic photons. 
77, the generation quantum efficiency is defined as 
the number of 	electron-hole pairs produced per 
photon absorption. tFreel here implies free to 
contribute to conduction after the initial generation. 
Subsequent rapid trapping or recombination may remove 
carriers but do not affect this definition. 
Sortie experimental methods can effectively separate 
the generation and transport/trapping processes. Tahak 
and Warter 	, Pai and Ing 	and others describe a 
charge collection technique in which a sandwich geometry 
is used. By integrating the transient current due to 
charge generated at one electrode by a flash of highly 
absorbed light', the total charge transported through the 
film can be measured (e.g. in Sc) if recombination and 
electrode injection effects are negligible. 
Other methods, such as those used here, can only 
give a relative value for ,. and some knowledge of the 
transport and recombination properties is required to 
extract 77 from the photocurrent (LXI) data. 
In some amorphous chalcogenides, the relative 
quantum efficiency is constant over a range of photon 
energies from below the optical gap, to several times 
the gap energy (Fagen and Iirit.zsche (89)). The photo-
conductivity at energies below the optical gap was- 
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thought to be due to transitions between the localised 
tail of one band, and the extended states of the other. 
In some other chalcogen:i.des, however, the absorption 
in the region of E0t  has a low quantum efficiency, and 
17 does not saturate until the photon energy is about 
0.5 eV above E opt 
has been seen in 
E opt  is estimated 
not saturate till 
• This' tnon -photocoriducting absorption t 
(87,88,90) 	 (91) Se 	 and As2Se3 	. e.g. in Se, 
as 2.1 eV (Davis (92) ),  wnile 77 does 
hv 2.6 - 2.8 eV. Figure 3.2 shows 
the spectral dependence of a, and 77, reported by several 
workers9 	97) for Se, taken from a paper by Hartke 
and Regensburger 90 . Most of those measurements were 
carried out by the technique mentined above. 
Some other salient features are that has 
temperature and field dependences which vary with photon 
energy. In particular, Pai and ing(88)  found that at 
low photon energies (2.0 - 2.2 eV) the high field 
dependence could be f:Ltted.by a Poole-Frenkel expression 
1 
- E 
77 a exp( 	kT 	 3.2.3 
where the energy E, decreases with increasing photon 
energy. The quantum efficiencies for electron and hole 
generation are roughly equal. 
Several models have been proposed, varyinq in the 
detail which they treat, to account for this behaviour. 
Thse can be roughly subdivided into 'one electron state', 
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Fig 3 2 Optical AbsorptiOn and 
Quantum Efficiency In Sc 
(ref 90) 	... 
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A one electron state model has been proposed, e.g. 
by 	 Here a transition between a localised 
tail state and an extended state will produce one 
(say electron) and one trapped (hole) carrier. The 
quantum efficiency for hole generation would be less than 
unity if the recombinat:Lon probability for the trapped 
carrier is greater than its thermal emission probability. 
The approximate equality of electron and hole, responses 
over a wide range of photon energIes 98 argues against 
this. 
The interaction models may be subdivided into 
p 
'single-process' and 'two process' models 
Hartke and Regensburger 90 proposed a 2-process 
inode:L, in which process tt  involved direct interband 
transitions, with ii 1, and process 'N' produced 
excitons which were rapidly self trapped, and could not 
(toOa.) 
be ionised (i 	0). Lucovsky considers the molecular. 
nature of Se, and the possibility of bound excitons as 
excited states of Se 8 ring molecules. 
The quantum efficiency at photon energy hv is then 
R 
E 	(v) 
77 (v) = 	 U 	 3.2.4 
,(v) + C N(11) 
where C (V ) is the iniaginary part of the 
dielectric constant. Using optical. data 
Kronig relation, the non photoconducting 
associated with phonon aided transitions 




to a weakly 
The field dependence of 17 was associated with deep 
trapping and recombination effects - i.e. a range 
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limitation, by which at low fields, some carriers were 
lost. This is not consistent with much of the high 
field data, where with typical geometries, such a 
limitation does not apply. 
One process models have been discussed by Tabak and 
(89) 	 (17) 	 (98) 
Wa:rter 	Davis and Mott 	, and Knights 	- in 
some detail. The essence of the classica.l treatment of 
this model is the probability of separating a photoqenerated 
electron hole pair against their mutual coulomb 
attraction. Figure 3.3 illustrates some of the features 
of the model. For an interband transition with photon 
energy hv, the excess kinetic energy of the carriers, 
over the local coulomb potential, is 
	
(hv - Eopt) + e2/4tc6 0r 	3.2.5 
This excess K.E. is lost by rapid thermalisation by 
phonon emission while the carriers mOVe al?arc in 
diffusive motion with a short mean free path. The rate 
of loss of energy is expected to be rapid for such a 
case if k-selection rules are relaxed 7 . 
The separation after thermalisation, r t can be 
found from random walk theory (diffusion) and the 






Fig 3.3 PhotOgeneration in Se 
(ref 17) 
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The quantum efficiency is then found by considerinci the 
relative probabilities, at this point, for lonisation 
which is activated, and 'geminate recombination', 
considered constant0 
The treatment accounts for the gap of 0.5 cv 
between absorption and quantum efficiency 'edges'. A 
is dependent upon hi', the variation of activation 
energy for i, with photon energy, given in equation 3.2.3 
is explained, while Poole-Frenkel barrier lowering as 
discussed in 2.2.5, accounts for the high field dependence. 
Various modifications to this treatment, e.g. for low 
fields, are discussed by Tabak and Warter 87 , and 
Knights 98 . 
The model as presented allows a contiñuum of binding 
energies in a classical treatment, which may have limited 
validity, although a spreading oi allowed 'discrete' 
binding energies, which may be close together at the top 
of the well, could occur in such materials. Selenium 
has been used as an example here, as ±here are few 
reports on quantum efficiencies in other chalcogenides. 
It is possible that the molecular nature of Se is 
responsible for its behaviour, and this mut be borne 
in mind when considering other materials. 
302.3 GENERAL FEATUPES OF PHOTOCONDUCTI\7ITy IN 
AMOR PHOU S CHALCOGENI DES 
Photoconductivity experiments on a nuuber of 
amorphous chalcogenides, using gap-cell geometry as 
described in 3.2.1, reveal several simila features. 
- 
Among the materials studied are G 15Te81 Sb2 S2 , 
Si 11 Ge 11As 35P3Te40 , Ge 16As 35Te98Si21 99 , 2AsTe 3 0As2 Se 3 00 , 
As2Se3(101), and As 2 Se3 doped with Cu, Ag, In, Ca 102 ' 103 e 
Figure 3. 4 shows a sketch of the typical behaviour 
observed for Al vs l/T at several excitation levels 
A maximum is observed in the temperature dependence, and 
on the high temperature side, the photoconductivity is 
smaller than the dark conductivity, increases exponentially 
with l/T, with 'activation energy' AEm and varies 
linearly with excitation F. 
On the low temperature side, the photoconductivity 
is greater than the dark conductivity, decreases 
exponentially with l/T, with activation enerYAE, and 
varies as F 2 . At low temperatures, this slope may 
decrease, as shown. 
Figure 35 shows explicitly the relation between Al 
and F (in photons m 2 s) on a log-log scale, for two 
temperatures, as reported by Weiser et al 00 on 
2As2Te3 .As2Se3 . At low intensities, Ala F, while at high 
intensities Al a F 2 , and the temperature dependence 
reverses, between those two regimes, in agreement with 
the observations on figure 3.4. 
In general these features have been interpreted 
in terms of trapping and recombination kinetics. In the 
'linear' regime, recombination is 'monomolecular', 
while in the square root regime, recombination is 
'bimolecular'. The discussion which follows in this 
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Fig 3.5 Photoonductance v.s photon f 1ux 
in 2.As2Te. A 2S 	(ref. 10 C)) 
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The wavelength dependence of the steady state 
photocurrent has also been measured, using gap- 
(59,39,101.-105) 
geometry 	 n a number of chalcogen].des. 
In such experiments, the generation, transpOrt, and 
recombination effects cannot he effectively separated, 
as in the 'drift' technique described in 3.2,29 This 
may lead to widely different results, on the same 
material, if different measurements and normalisation 
procedures are used. Figure 3.6 illustrates this for 
the spectral response I vs hv in As 2 Se3 , as reported by 
Kolomiet 10 and Rockstad 05 . To clarify this point - 
if spectral sources, such as monochromators, are used, 
which produce illumination whose intensity varies with 
wavelength, the photorespónse may be nornialised to 
constant incident energy, or constant incident photon 
flux. Such aprocedure is unreliable however, if the 
appropriate Vrecombination regime' is not known, or 
unspecified. This probably accounts for the differences 
in the literature, and make it difficult to extract any 
information on quantum efficiencies., band gaps etc., from 
such data. 
Two general types of behaviour emerge, however. In 
some materials 59 ' 89 the photorespon,s2 rises to a 
saturation value with increasing photon energy, near the 
optical gap energy E opt , and remains constant to high 
photon energies. In other materiais 3 ,. a peak is 
observed, and the response drops at high photon energies 
above Et. While in crystalline scmicoductors. such op 
behaviour is often associated with surface rCcombination 
14 	1•6 18 20 22 	•24 
h Photon energy (cv) 
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Fig 3.6 As Se3 Spectral respbnse (photocurrent) 
2 	from two sources. 
I 
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centres, it will be shown, in chapter 8, that the 
bulk recombination kinetics may explain this feature. 
3.2.4 DENSITY OF STATES MODElS 
A number of diffeent ruodels for the density of 
states in amorphous chalcogenides have been used in 
interpretations of the behaviour discussed in 3.2.3. 
Distributed states. Treatments using distributed 
localised states have usually taken the C.F.O. model as 
a guide-line, in that the two tai1s' of states reflect 
their parentage in their charge-occupancy type. The 
conduction band tail states-distribution function 
are negative when electron occupied while valeice 
tail states-distribution g(E) are ne.tral when electron 
occupied. 
Weiser et al(100) , Arnoldussen •etal (99)  , and 
Simmons 	 (106-108) and Taylor 	, use wide exponential iails, 
shown in figure 3.7a. Weiser and Simmons have mainly 
treated a symmetric case, (single tailing constant E 0 ) 
while Arnoldussen et al have also treated asymmetric 
tails. 
MoCt and Davis 109 have used a more limited linear 
tail rodel, shown in figure 3.7b, where the distributions 
fall to zero at EA  and  EB. 
Discrete levels. As mentioned in chapters 1 and 2, 
some of the simpler chalcogenide compounds (such as those 
studied in this work (As 2Te3 ,As 9 Se 3 )) in the short range 
may be structurally well defined. Fairly discrete 
localised levels may therefore appear, associated with 
E. 
E F  
E V 
Pensit,y of States 
(a) 
EC 











Density of States 
(c) 	S 
Fig 3.7 Density of. States Models 
(a) C.F.O. 
• (b) Mott-Davis 	S 
(c). 'Discrctz' L2ve!s 
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well defined structural defects, although limited band-
tails may also be present. It is this 'conventional 
semiconductor' approach which has been used mainly in 
this work, as the simplest mans of interpreting 
ecperimental data. In addition, it will he shown that, 
with the exception of Simmons and Taylor's work, the 
assumptions employed by the 'dis;ributed statesq 
authors reduce their analyses to a situation very 
similar to the discrete level case. 
Figure 3.7c shows. again the discrete level density 
of states diagram. . For simplicity, set '1' above 	is 
assumed to be of neutral centres as is the C.F.O. 
conduction band tail, and set 1 2' below E Fo , is of the 
same charge-type as the CF.0. valence band tail, 
although reversing the charge-type to ? ou lom j 
centres would not serioqsly affect the results. 
It should be noted that other localised state 
levels may exist within the mobility gap, and which are 
not revealed by the present experiments. To this extent 
this work presents an tapproacht, and not a 'model'. 
The following sections discuss the general theory 
for kinetics in semiconductors, before application is 
made to such models for amorphous mat.rials. 
3.2.5 ELECTRON TRANSITIONS 
The following sections deal with the 'kinetic' terms 
in the continuity equations, vjhich describe electron and 
hole transitions between the states in a 'semiconductor, 
in the absence of spatial. effects. In thermal 
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equilibrium, the rates of the various transitions result 
in the Ferxni-•Dirac distribution,descrihcd in 2.:L.2. 
When excess generation is present, the other rates 
alter, and a new steady state is reached. This process 
is discussed in the following sections. 
Figure 3.8 shows on a simplified schematic band 
diagram, the transitions which will be considered. 
Band to band electron excitation (generation) labeled.G 
and.its inverse, the capture of a free electron by a 
free hole (reconbination) labeled G ' . 
It will be assumed that the localised states 
normally encountered are monovalent, possessing only two 
occupancy states. A localised state - here at enerqy E.; 
may capture a free electron-transition a', and can 
release such a trapped electron, backto. the conduction 
band-transition a'. 
Such.a monovalent state, may, when occupied by an 
electron, capture a free hole by transition 1' , which 
can subsequently be re-excited-transition d. 
The possibility of transitions between localised 
states has already been mentioned in connection with 
hopping conduction, where the initial and fina:L states 
are in the same Crap distribution, and have similai 
(59) 	1 energies. Ryvkin
(110) 
 , Weiser 	and otiers have 
pointed out that transitions between localised states 
widely separated in energy may be possible, if there is 
sufficient overlap of the wave functions. This is 
included in figure 3.8 where electron tansitions 







Fig 3. 8 Carrier Transitions 
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and capture into E1 , denoted by l'and 1 respectively) 
Trapping and recornbination. The process by which a 
carrier is captured by a localised state and re-released 
to the same band, is normally termed 'trappings, while 
the annihilation of an electron by a hole is.termed 
'recombination'. Recombination can occur by direct band 
to band transitions (G') or via localised states by a 
number of steps. A two step process occurs when the 
state capturesfirst an electron (a) then a hole (d'), 
or vice versa. Localised-localised recombination also 
occurs in the model of figure 3.8, where a state at E. 
captures an electron, at state at E. captures a hole, and 
a localised-localised transition subsequently occurs. 
A localised state can therefore act as a trapping 
centre, and a recombination centre, and the assignment 
of one or other of these names tc the state depends only 
on its relative efficiency in those roles. 
The nomenclature is for this eason, loose. 
Types of transition. There are basically 3 ways 




' discusses the various processes. 
Radiative transitions, in which a photon is absorbed, or 
released may be direct or indirect if phonon participation 
occurs. 
rzadiationless transitions, in which only phonons 
participate. If the energy involved in the excitation or 
capture is high (>> kT) several phonons are required 
together. 
Auger transitions, in which kinetic energy of a 
third carrier (as well as the initial and final states 
of the carrier making the transition) is Involved. The 
excitation process is impact ionisation. 
In the analysis which folloWS, in this chapter, the 
spin degeneracy factor in the trap occupancy function 
will be absorbed into the exponential factor, by definition, 
for clarity. Mass action laws appropriate to 
and ?radiatior.Jessf transitions, described above, will be 
considered. 
3.2.6 TRANSITION PROBAI3ILITIES AND MASS ACTiON LAWS 
Quantum mechanical/phenornenologicaiture, In 
principle, transition probabilities for the various 
types of transition can be calculated using quantum 
mechanics, and in some.crystalline semiconductors, 
where the band structure and form of the wave functions 
is well known, this has been done. In amorphous 
semiconductors, where there is little detailed knowledge 
of band structure and wave functions, transition 
probabilities can be expressed by phenomenological 
methods, in terms of mass action laws, involving such 
parameters as capture-cross sections. This method has 
been used successfully in the past incrystalline 
semiconductors to construct models for the materials in 
question, from experimental data. The full quantum 
mechanical picture cannot be constructed, but useful 
information on the types of transition and the distribution 
and types of state can be found. 
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Capture probability/time and rate. Radiative and 
radiationless (phonon) transition rates can be described 
by similar mass action ).aws. Consider firstly free 
electron capture by '1' centres at E1 , density N1 c171 3 , 
and electron occupancy f1 , transition a in figure 3.. 
The probability (per unit time) of such' capture is 
P(capture) = i/'i- '.=C' N.(i - f.) 	3.2.8 
where C is a 'capture coefficient', N 1 (l - f) is the 
density of capturing centres, and T 	is the mean free ti 
electron 'capture time by unoccupied jt  states. 
The total electron capture rate (rn 	s 1 ) for free 
electron density n, is 
	
=n/T 	= C n Ni (1 - f.) 	3.2.9 
1 	 ti 1. 	1 
For free hole capture transition d, now by occupied 
Iji centies, similar expressions can be written 	the rate 
r 3?is 
p 	p 	p 	 -3 -1 
= P/r.t1 = C1 p N1f1 rn 	s 	3.2.10 
where Cp and T are the capture coefficient and mean 
1 	 ti 
capture time respectively for free hole capture by an 
?jI state. These transitions may be called band-
localised, or B-L. 
Localiseci-localised 'hole capture' t:ransition 1 1 . 
A localised,-localised (L-L) capture transition occurs 
when a hole from an elect- ron unoccupied 	sCate is 
captured by an occupied 	state. If the density of 
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tjf states is N., and electron occupancy is 	then 
the rate is 
r. . = N.(l - f.)/'r. . = K. 	N.f. N.(l - f.) 	3.2.11 
3_J 	3 	J 	13 	13 11 3 	3 
where K13. ., and 'r. . are the transition coefficient and 
mean transition time respectively, for L-L hole 
transitions into 'i' states from 'j' states. (or :L-L 
electron transitions into 'j' states from 'i' states). 
Note that LL 'electron transitions' could have been 
considered instead. The choice is arbitrary. 
Free-free capture transition G'. The rate of free 
electron-hole capture is 
r = C p n = p/T n = n/Tn 	3.2.12np 
where C ) r, 	are the .free-free capture coefficient, 
electron capture time, and hole capture time. 
Detailed balance and release transitions. The 
rates of the inverse transitions (a', d, l)can be 
written in a similar way, regardless of the mechanisms 
involved, whether radiative or radiationless, by 
invoking the principle of detailed balance. This states 
that in a system in therinalequilibriurn, the rates of a 
process and its inverse are equal, and balance in 'etaii. 
Consider electron release from 'i' states,, to the 
conduction band. If this is a phonon-involved process, 
the rate e can be expressed in terms of an 'attempt to 
escape frequency  v, related to the highest phonon 
frequency
11
, and at thermal. equi1ibri.im 
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F. 	-F.. 
e 0  = N±f±0 	e 	
C 1. xp(- ___:_) 	3.2.13 
where the subscript lot refers to thermal equilibrium.. 
By equating 3.2.13, and equation 3.28 at thermal 
equilibrium, v 
e  may be eliminated, to/give 
V 	N C 	 3.2.14 e Cl 
and 	e = N.f. C n 	Nf/T 	3.2.15 




where 	n1 = N exp(- C 1 	 3.2.16
kT 
n.. is an 'effective density' 	the density of free 
electrons which would exist if the Fermi level were 
coincident with the traps, and is introduc:d to give the 
capture and release rates equations 3.2.15 and 3.2.8, 
the same form. T 	is the mean emission time of an. tni  
electron in an 'i' state. Note that equation 3.2.15 for 
the release rate, would follow whatever the release 
mechanism. 
Similarly,, the rate of free hole release (transition d) 
can be written 
= N.(i - f.) c? 	Ni l -. f.)/r .. 	3.2.17 p. 
1 	 1 	1 1 	1 	 1 	fri 
where 	p1 N exp(-. TT 	3.2.18 
Localised-localised 'hole release' transition l. 
The rate of L-L release transitions - i.e. of holes 
from i to 5 states (or electrons from j to ± states) is 
K.3  '. 1 N.1 (1 - f.1 ) N.3
. f
j 
 = N.1 (1 -f.1 )/'r31.. 	3.2.19 31 	 ,  
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where 	K 	cxp(- 	 3.2.20 
Lastly, the free-free spontaneous generation rate 
(transition & ) is 
C 	N N exp(- 
C 	v 	3.2.21 
	
np 	np v c 	 kT 
in a wide band, non-degenerate semiconductor. 
3.2.7 CAPTURE CROSS SECTIONS 
In the case of capture of a free carrier, the 
capture coefficient of the centre involved can often 
be written 
C = vs 	 3.2.22 
where v is the mean thermal speed of the free carrier, 
and. s is the 1 capture cross section' of the centre for 
that carrier. Thus, the capture coefficients of lit 
states for electrons and holes can be expressed 
n3 -1 
C. 	V S. cm s 	 3.2.23 
1 fl 1 
= V 	 3.2.24 
:1. 	p 1 
where v and v are the ±ree electron and hole thermal 
n 	p 
velocities, and s li  and s are the capture cross 
sections of-unoccupied and occupied lil centres for free 
electrons and holes respectively. Similarly, for free-
free capture, 
Crip = v n sp 	p n 




and s are the capture cross sections of a 
free hole and electron, for the opposite carrier. 
If the electron and hole effective masses are taken 
to be isotropic and equal to that of a completely free 
electron (in ) then 
0- 
V 	V 	
5 1O ins -1  n p 
Experimentally, values of s have been found 
16 2 	-24 2 between 10 -  in and <10 	m , in crystalline 
semiconductors. 
Radiative capture by a free carrier or localised 
centre, usually gives a value of about 10_23  m2 . it 
is interesting Co note that this can be calculated from 
the observed optical absorption spectra of a material, 
(112) and the principle of detailed balance 
This result implies that the probibility of 
interband radiative recombination (transition (; t ) is 
very low in non-degenerate semiconductors with a band 
gap of >20 kT. 
Radiationless o: phonon involved capture can result 
in a wide range of capture cross-sections, depending on 
the type of centre involved. For such a process to have 
a high probability, the carrier must be strongly coupled 
to the lattice in its initial or final state - i.e. 
localised. Radiationless interband transitions are 
therefore also very unlikely. 
If the binding energy or fdep-Lhv of the localised 
state is >> kT, then a number of phonons are involved 
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in the transitions. Simultaneous emission of several 
-19 2 	(1) 
phonons has a .Low probabiity (s < <10 	in, ). Lax 
has proposed a model where a carrier is first captured. 
into a highly excited state of the centre, followed by 
a 'cascade' process through the excited states, to the 
/ 
ground state, each step requiring one or two phonons 
only. 
The cross-section for coulomb-attractive centres 
,-l6 2 
can thus be as high as i0 	in • For neutral centres, 
as pointed out, the polarizability of the centre 
could give rise toan inverse fourth power potential of 
moderate range, (several Angstroms) arid the possibility 
of a 'ladder' of excited states. Lax ca11ates that 
for neutral centres as deep as 0.5 eV, a capture cross 
-19 
section of lO 	in2 is possible, with emission of acoustic 
or optical phonons. 
' 
Capture cross-sections of 	
10-26 2 
in are normally 
associated with coulomb repulsive centres, -. simultaneous. 
multiphonon emission being a probable capture mechanism. 
Capture cross-sections, as defined, cannot he associated 
with localised-localised (L-L) transitions. L-L 
transitions over more than a few kT of energy are 
assumed to he radiative 
(100,113).. 
 In this case, it is 
of interest to compare the L-L capture coefficients 
obtained (K) with the capture coefficient C of a centre 
-21 -2 
of typical cross-section e.g. 10 	in , which gives 
-16 3 -1 
(.. 	10 	in S . This is about the highest value for 
radiative recombination in crystalline semiconductors 
(GaAs), and is unlikely to be exceeded in L-L transitions. 
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3.2.8 RATE EQUATION FORMALISM 
The steady state_case. This section deals with the 
non-equilibrium steady state situation, for an arbitrary 
trap distribution. In this case, the rate of change of 
occupancy of the levels involved is zero. Having dealt 
with this case, introducing such inportant concepts as 
'Quasi Fermi 	and 'demarcation levels', and. 
treating thearious approaches in the literature, 
(including the discrete level) Will enable transient 
effects to be consicered, in section 3.3. 
Arbitrary trap distribution. The discrete level 
used to introduce the various electron/hole transitions 
can now be assumed to be part of a distribution of 
'traps' g(E) in the mobility gap, such that 
141 	g(E1 )dE 	 3.2.25 
In the following discussion, transition rates will 
therefore be integrated or summed over all possible 
initial and final states in the distribution andbands. 
Using a single distribution function, rather than, 
say, one for each band tail, sirtiplifies the general 
approach, while differences in charge/occupancy type can 
he introduced later in a 'charge neutrality' condition. 
it is also necessary to inoduce energy dependent 
capture coefficients for capture of a free electron 
capture of a free hole C(E) and for L-L 'hole capture' 
transitions K(E.1  ,E. J' 
7) 
As a centre probably has a greater capture c:ross 
section in its charged state (for the opposite sign 
carrier) than in its neutral state, this, to some 
extent, identifies the hand tails. 
K(E. ) E.), and K'(E.,E.) may each be split into 
capture (energy releasing) and emission (energy absorbing) 
components. 
i.e. K(EE)  E < B. energy release - hole capture 
> S energy absorbed - electron emission 
K' (E. ,E.) S < E. energy absorbed -. hole emission 
E. > E. Energy release - electron Capture 
The occupation function for states in the distribution 
is f(E), and its complement, the hole occupancy 
(1 - f(E)) is written ?(E). The leffectivel densities 
for release purposes are written n 1 and 
Free carrier rate euat±ons. Neglecting free-free 
recombination, the occupancy of the conduction band is 
determined by the followin.g rate equation. 
dn 
UT G 	n C(E) q (E)(l - f(E))dE 
E 	 3.2.27 
+ [ n1 (E) C (E) g (R) f (E)dE 	0 
EJ 
V 
Note that the densities and rates are total quantities, 
including 1)0th thermal equilibrium terms (denoted by 
subscript 'o' ) and excess terms (denoted by prefix ) 
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e.g. 	GG +G 
0 
fl=fl 	±/\fl 	etc 
0 
f(E) = f(E)+zf(E) 
The occupancy of the valence band can also be written, 
/ 









(E) C (E) g (E) [ 	f (E)]dE 	0 I c 
Expressing 3.2.28 in terms of the trap hole 
occupancy f(E) makes the equations symmetical in form 
for n, and p. • 
To solve equations 3.2.27 and 3.2.28 for the free 
carrier densities, for a given trap distribution 
(C(E) g(E), Ce(E) known),requ.ires a know:Ledge of the 
trap occupation function f(E), in the particlar steady 
state case considered. 
Trap occupancy function. In the steady state, th 
trap occupancy function must be calculated in terms of 
the 6 types of transition discussed in 3.2.5. 
Shockley and Read 11' calculated the occupancy for 
a single trap level, for the conventional case - i.e. no 
L-L transitions, and Simmons (10 	showed that t:heir 
result also applied to distributed traps, also neglecting 
L-L transitions. 
The genera]. result including L-L transitions can 
be found s follows. The total rate of change of trap 
-73- 
occupancy, by all 6 mechanisms, integrated across the 
mobility gap must be zero 
± ..e. 
f n C(E) g(E) []. 	f(E.)]cIE (a) -. J. rL C(E) g(E) f(E)dE (a') 
Ec 	 Ec 
I p C P  (E) g(E) f(E)dE 	+ 	p1 p C (E) g(E) [1 - f(E)]dE E  
V 	
(d) 	 (&) 
Ec E 
- f I  g(E)f(E) g(E.) [1 - f(E)}dE.dE. 
EvEv 	 (1') 
Ec Ec 
+ f f K'(E,E.) g(E) [1 - f(E)) g(E) f(E)dEdE E 7 E 	 (1) v 
= 	f g(E) f(E)dE 	0 	3.2.29 
i As Simmons (106) points out, f such an equation is valid 
for an arbitrary trap distribution, then the integrand 
(with respect to E) is also zero. 
... g(E)[l-f(E)]jnC(E) + P 1C(E) + 
Ec  
q(E)[f(E)]ri 1C(E) + pC(E) 
Ec 
J K'(EE)9(E)f(E)dE 1 
V 	 3.2.30 
K(E,E. )g(E. ) [l-f(E. )] dE. 
The terms within the braces on the L.H.S. represent 
the sum of 'electron in-going t transition probabilities 
(per unit ,timefor unoccupied traps at Energy E, (i.e. 
electron capture and hole release) while those on the 
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R.H.S. represent the sum of electron outgoing transition 
probabilities for occupied traps. (i.e. electron release 
and hole capture). Replacing these probabilities with 
the appropriate transition labels used in 3.211, the 
occupancy function can be expressed, 
f (F) = 	a + d 	1 
a+a +d+d'  
= electron Vin.goingtransition probability 	2 
all transitions probability 
now 1 and l refer to the integrals of L-L transitions - 
as in 3.2.30. This is equivalent to the expression 
derived by Arnoldssen et al ( .99 , using two distribution 
functions, but it should be noted that in the steady 
state, B-L and L-L transitions balance independently, 
so from 3.2.27 and 3.2.28 and 3.229 
f(E) = 	a +d 	
1 - 
	3.2.32 
a+.a' +d.Ld? 1±1' 
Similarly, the hole occupancy is given by 
+-' +1 2 
f(E) 	a 	 3.2.33 
a + a + d + d' + 1 + 1' 
The statistic derived from equation 3.2.29 is 
completely general, and covers all the caies reported 
in the literature. It allows for an arbitrary distribution 
of traps,B-L, and L-L transitions - including multiple 
L-L transitions within the trap distribution. 
Note that although the occupation factor can be 
expressed in terms of probabilities of tvo 'types' of 
transition i.e• conventiona.l B-L, and IL-L t:ransitions 
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independently this does not imply that calculations 
based on each type separately (i0c. ignoring the other) 
yield identical solutions. 
The trap occupancy factor, and hence the free 
carrier densities contained in equation 3.2.31 depend, 
under the given conditions on the most probable transition 
'oaths' leading to electron-hole recombination, as will 
he discussed in 3.2.12. Such - ldominantv mechanisms 
control the statistic, and the less important transition 
probabilities mci- ely (adjust to) fit the established 
statistic. 
The charge neutrality condition. In the absence 
of injected charge and diffusion effects, uniform 
excitation must result in charge neutrality, as 
excitation and recombination involve charge pai. 
The staiement of charge neutrality actually glves 
additional information to that contained in the rate 
equations discussed. 
In thermal equilibrium, the Fermi function results 
in a trap occupation ensuring neutrality as mentioned 
in 2.2, The change'in occupation resulting from 
excitation also involves zero net charge. A general 




(E)dE + n - n + p p 	0 
E g(E) tf(E)dE ±rt - Ap = 0 	 3.2.34 
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For total densities the neutrality equation must be 
broadened to give 
J q(E) g(E) f(E)dE = p + 	- q(E)] g(E) 
/ 
where q(E) = 1(0) if the state of cha'ge of an electron 
occupied state at E is negative. (neutral). 
3.2.9 APPROXIMATIONS AND ASSUMPTIONS : A LIST 
To continue from this point to solve the free 
carrier rate equations is in principle possible, but in 
the general case considered so far, is very difficult 
Most treatments of the problem make a nunibc.r of 
simplifying assumptions or approximations to allow 
analytic solutions to be made which are not tco 
cumbersome, physically meaningful, and which fit the 
experimental data (sic). 
The form ofg(E). This has already been discussed 
in some detail. Discrete levels may he represented 
by delta functions. 
The form of C(E.), c(E) and K(E.,E.). For 
discrete levels, those values can be fixed, while 
for distributed states, several different forms 
have been used, by different authors. This will 
be discussed in the relevant review sections. 
Simplified forms of f(E) and ?(E) for different 
energy ranges, in g iven steady state conditions 
Related to this are some important concepts in 
photoconductivity - Quasi Fexmi icve...s, and 
Demarcation levels. 
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Related to (b) and (c), simplifying assümption.s 
regarding the possible recoithination paths of 
photoexc:Lted electrons and holes, and the 
important concept of lifetime. 
Small signal and large signal approximations. 
The variables are expressed as sums of equilibrium 
( 1 0 1 ) and excess ('' ) terms. In small signal 
(low excitation) case, equilibrium components 
are much larger than excess terms, while in 
the large signal case, the opposite is true. 
Appropriate appxoximations can then be made. 
3.2.10 QUASI— FERMI LEVELS 
Under optical excitation the increased free 
electron and hole densities may be expressed formally 
in termo of two Quasi Fermi levels or 'IrvIREFS', Er,  and 
respectively, closer to the relevant bands than the 
equilibriu.m Fermi level, E r1 
i.e. n = N exp(- 	
_E1) E
> E 	3.2.36 
p = N exp(- •kT V) EFp < Eiz 	3.2.37 
These energies may also be used in a limited way to 
describe trap occupancies, but Simmon 106 'trap Fermi 
levels' provide a more general description, as will be 
shown. 
In the Ysmall signal' case (3.2.9e), EF 
and the trap occupancy function is approximated by the 
equilibrium function f 0 (E). The discussion which follows, 
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therefore deals with the large signal case. 
3.211 TRAP OCCUPANCY FUNCTIONFEATURES 
The interesting result of equation 3.2.32 allows 
many of the features of the trap occupancy function 
f(E), to be obtained by a 9 conventional' approach, even 
when L-L transitions occur. The occupancy function can 
be expressed in two ways 
n(C(E) ± p 1 (E) C ) (E)) 






 d 1--))]E. 
Note that both forms, 3.2.38 and 3.2.39 contain factors 
which implicitly depend U0fl the qerLeration rate, and. 
the pedominant recombination paths. 	i.e. form 3.2.38 
contains the steady state free densities n and p, while 
form 3.2.39 contains the occupancy function (f(E.)) 
itself. Nevertheless, ana:Lysi.s of form 3.2.38 alone will 
reveal the features of f(E), even vhen n and p may 
ultiniateiy depend upon L-L recombina.tion paths. A study 
of the probable recombination paths will then compiete 
the analysis. 
Constant trap species_Conventiona].approacj. 
Consider first the case where C and C are either 
n 	P. 
independent of energy, 0:: the ratio C 1 	R for 
(lOc) a trap, is constant. Simmons 	uses this (perhaps 
arbitrarily chosen) property to define a sinql trap 
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'species', with a great simplification in the resulting 
analysis 
Rn + p 3 (E)  
i.e. f(E) = 	
-- 	3.2.4O 
 R(n +fl + p + 
Some initial simplification can be effected by noting 
that the 'thermal releases probabilities remain unchanged, 
while n and p are increased, with excitation. In 
certain energy ranges, n 1 (E) and p 1 (E) can he neglected. 
Above 1SF'  p1(E) < p < p 
3.2.41 
Below LF, n1 (E) < no < n 
Define an energy Ei, as follows 
kT 	
=+ 	) - 	ba (R 2 ) 	 3.2.42 
This energy is probably within a few kT of the tmid.gap 
position, even for a large (or small) R, and is therefore 
close to EF,  which appears to be roughly mid-gap in many 
amorphous semiconductors 
for E > E. (EF) 	p1(E) < R n 1 (E) 
3.2.43 
B < E(EF) R ri 1 (E) < 	p1 (E) 
Therefore ab've EF(Ej), p 1 E) can be neglected while 
below E1 (E), n1 (E) can he neglected, in equation 3.2.40. 
nC 
i.e. above El? f(E) 	C(n+n1t,- 	
3.2.44 
nC + p1 (E) C 
below EF  f(E) 	 3.2.45 
TrapQuasi-Fermi leve:Ls, and free Q.F.L.s. 
Above 
	
As Simmons has shown 	), writing equation 3.2.42 as 






and defining a trapped electron Quasi-Fermi_level Ei  by 
E - E"
Ft 
CN exp(.- 	kT 	nC + pC 	 3.2.47 
then above EF,  the occupancy can be written as a 
modulated Fermi -Dirac function. 
nC 	 E - E 	-.1 
f(E.) 	
~ pc(i + exp (_kT 	) 	3.2,48 
Above E, as defined, Cn(E) > nC + PCanci 
nC 	 E.ETi 
f(E) 	 exp(- 	kT 	< 1 	 3.2.49 
i.e. the traps are filled in a Eoltzmann-like distrabutior. 
It is interesting to compare this result with the 
'classical' approach, which does not define a trap-'Quasi 
PC fermi level. In the same energy region (Cn 1 > nC + 
equation 3.2.44 reduces to 
f(E) 	




flC 	 = exp(- 	 ) < 1 	3.2.51. 
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Equation 3.2,50 shows that in the energy range 
where a l3oltzmann distribution is appropriate, the 
trapped electron occipancy can be described by the free 
electron Quasi-Fermi level. Traps in this range are 
.1 
said to be in Quasi-thermal ei1ibriu'm or thermal 
contact with the conduction band, as the rates of 
trapping and release interchange with the conduction 
band are greater than the capture rate of free holes 
i.e. g(E)(Cn 1 (E)f(E)) >g(E)Cpf(E) 	3.2.52 
(release rate) 
n(l - f(E))) > g(E)Cpf(E) 	3.2.53 g(E)(C  
(trapping rate) 
An important result of equation 3.2.50 is that for 
this energy range, the: ratio of free electron density to 
trap occupancy remains approximately unchanged with 
excitation - i.e. 
n/f(E) 	n0/f0 (E) 	N exp(- 	
--) 	
3.2.54 
Below E't the occupancy factor is constant F. 
nC 
	
n 	R ' . n 	
3.2.55 
The concept of a trap Quasi-Fermi level offers a 
more complete description of f(E), as, in the region 
between EFn  and  E't, equation 3.2.50 is not valid.. 
If nC > pC, then the occupancy of traps below E 
is greater than I is close to Et,  while if 
pC > flCn the occupancy above 	is less than , andFo 
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E I ..n  lies well below R Ft 	Figures 3.9a and 3,9b 
illustrate these two situations. 
J3elowLF 
It is convenient to consider the 	occupancy 
	
f(E)) for states below 	as this reults 
in expressions similar in form to those óerived for 
t(E) above E1 . . Firstly, 
= nC1±C(P±i7E)) 	
3.2.56 
which also has a modulated Fermi-Dirac form about a 
trapped hole Quasi Fermi level EF, defined by 
• 	 E. - B 
• CN exp (----- 	---s.) = nC + pC , 	 3.2 57 
PC 
i.e. ?(E) = (1 + ep(E - E)) 	3.2.58
Ft 
Below EP the traps are filled with holes according 
to a Bcltzmann distribution., as p 1 (E) > nC 	pC 
pC 	 E. tE 
nC +ç exp(- ---- ) 	 3.2.59 
or, using the free hole QOFOL., EF, in this region, 
?(E) exp(- --) 	 3.2.60kT 
i.e. b.elow E, the traps are in Quasi thermal equilibrium 
with the valence band, and the rates of free hole capture 
and ;elease are much greater than the rate of free electron 
capture. In this region, then, the ratio 
E - E 
ptX(E) 	p0/±(E) 	N exp(- ---.) 	3.2.61 
is unchanged with excitation. 
• 	 • 	E 
Fn 
• : 	• E 	
• - - 
I- - - - 	 - - 
EF {) 





• 	• 	,f(E) 
E. 	- • 
.Ft ••••• 
• 	 . - EFn 
PC>nC 
Fig 3.9 Trap Occupancy (Constant Species) 
under Illumination 
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Note that equation 3.2.60, using 	is not valid in 
the region Et < E < EFP 
Above E, the trap hole occupancy is constant Ft 
?(E) 	 < E < EFO )Ft 
or 	 3.2.62' 
nìC 
f(E) = jc 
i.e. the trap occupancy is constant, given by 	- 
equation 3.2.55, between the two trap Fermi levels 
n 	0 E andE.Ft 
Figures 3Sa and 3.9b, illustrate the occupancy 
function and relave positions of Z, 	 and Ext , forFp 
PC > nC and pC < nC 
p 	n 	p 	ii, 
Different trap species.  The definition of a trap 
'species' having a constant-ratio C/Cr = R, ailow 
convenient analysis of the occupation function. In 
practice, the coefficients may vary in different ways, 
with energy (P not constant) or different species may 
exist at the same energy. (P multivalued). In these 
cases single trap Fermi levels cannot bedefined, and 
f(E) may not be unique. 
The relation between the capture coefficients and 
energy depends upon the variation of the nature of the 
state with energy, and the transition mechanisms involved, 
e.g. if band tail states become more localised with 
depth, Cn  and C may reflect this, becoming smaller. The 
C.F.O. midgap 'crossover' states may have different 
values of P at the same energy.. 
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As a pertinent example of what could ha.ppen where 
R = Cn/Cp has some functional de 	en pendce on energy, 
consider a conduction band tail whose states are 
negative when occupied. Suppose that this results in 
C 
p 	n 	p 	
1 > C , C relatively deoth insensitive, and n. C reducina 
with depth from E.  Figure 3.10aillustrates schematically 
the form of r(E), while figure 3.10h, shows the 
equilibrium occupancy and steady state occupancy function 
under illumination. Notice that a peaking in f(E) 
can occur, well above EF,  and that the states near FF 
can be significantly depopulated under illumination. 
This is an important feature of some of the 'distributd 
states' models for photoconductivity. 
With variable species, it is still possible to 
obtain, sufficiently near Ec  and 
n1 (E) > nC(E) + pC(E) 13 near 
and 	 3.2.63 
p1 (E) > nC(E) + PC(E) E near 
In these regions the Boltzmann distributions for trapped. 
electrons and holes (equations 3.2.50 and 3.2.60), with 
respect to EF  and 	still apply.  Fp 
Trap occupancy and L-L transitions. Analysis of 
equation 3.2.39 for the trap occupancy in terms of L-L 
transitions, in a general case of arbitrary g(E) and 
transition coefficients, is much more difficult than for 
form 3.2.38. A different approach may :Ln fadt -he more 
productive along he lines of a random walk, or Markov 





E. 	 E 
(a) Species function R(E) 	(b) Occupancy 




In states near theband edges, LL therma:Lising 
transitions will occur, the probability of a recoinbination 
transition being small. For each such path by which a 
carrier reaches a given level, from the hand, detailed 
balance holds for each step in t1ermaj equilibrium, and 
in the hypothetical case mentioned. The only energy of 
interest is then the total difference, say (E - 
and a Boltzmanri distribution follows. 
3.2.12 IECOMBINATION, LIFETIMES AND DEMARCATION LEVELS 
Neglecting band-band recombination, photogene rated 
free electrons and holes will make a number of 
transitions by various 'pathst through the localised 
and extend2G states, before recombining at a localised 
centre. In the steady state, the total rate of such 
events equals the generation rate. 
Substituting equation 3.2.31 fr the trap occupancy 
into the free carrier rate equations gives a very 
general form ofthe equating of generation and recombination 
rates. 
Using the transition labels again 
Ec 
= 0 = C - 	I' g(E) 	+ a(d'+ 	l')a'(ci _1dE 	32.64 dt j a + a t 	+ d + 	d' 	+ i 	+ 	1' E 
V 
EC 
ia = 0 	G - I 	g(E) 	---- d(a.+) dE 	3,2.65 dt a + a 	+ d + d' 	+ 1 	i- 
E 
V 
Here the positive parts. of the integrands represent 
recombinatiorf rates, while the negative parts re-emission 
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or generation rates. e.g.. 
ad 
a' + d +d'11 9 
represents the probability per unit time that a free 
electron is captured (a) and a free hole iscaptured, (dr) 
by a state at energy E - i.e. B-L recombination 
al 
a + a' + d + d' + 1 
is the probability/unit time that a free electron and a 
localiseci hole are captured this will be termed 
L-L recombination. 
The r3-L recombination path involves 2. steps : while 
L-L recombination as defined above implies a minimum 
of 3 steps for a free electron and hole to ultimately 
recombine. 
Recombinat:Lon_paths. Equations 3.2.64 and 3.2.65 
illustrate how, when there are a number of vDarallell 
recombination paths, that path with the highest 
probability will dominate, while the overall recombination 
rate is controlled by the slowest step in that path. 
For example, consider a case where there are no 
states outwith the trap Q.F.L.s, and 13-L hole capture 
(d') is the fastest step then ci' >> a, 1'>> 1 1 d, a', 
follows, and 
n I g(E) C (E)dE 	n/r 	 3.2.66 fl 	 fl 
V. 
where 'r is the free electron lifetime. The free hole n 	 * 
lifetime is similarly defined. 
Note that 'r n 
 and 'r p  are the average times that a 
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photoexcited eiectron or hole spends in the conducticn 
and valence bands, between generation and recombination, 
excluding time spent in traps. The total Vphotoexcitedl 
lifetime of a photogenerated carrier can be much longer 
than its free lifetime. 
A general ana].ysis of equations 3.2.64 and 3.2.65 
for free lifetimes, in terms of trapping parameters and 
generation rate, is extremely difficult. The approach 
taken in this work is essentially that illustrated in 
the simple case above i.e. consideration of a 
dominant tpath' , some suitable approximation for the 
occupancy factor, for the localised states involved and 
the charge neutrality condition. 
 Demarcation levels. Rose (111)  introcuced the 
concept of demarcation levels in a conventional photo-
conductor model, to describe the roles'of localised 
states as temporary traps, or recombination cerites. 
Abcive the electron demarcation level, 'Ed, a trapped 
electron will have a greater probability of re--emission 
to the conduction band, than of recombining with a free 
hole. Thus at Edfl,' the equality holds 
Cr (Ed) ni(Ed) 	PC(E) 	, 	3.2.67 
+(E - EFP) + kT log 	 3.2,68 
11 C 
A single species of trap wifl. have unique electron and 
hole demarcation levels, (E 	and E ) dn dp 
CN 
E 	E - (E.. 	E ) + kT ba 	 3.2.69 dp c 	}ln v 	 e CrN 
11 C 
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n 	 p Note that E. < LFt and 	> EFtOetp 
It is, of course, still possible to define a 
demarcation level by equation 3.2.67, if R = C/C, 
varies slowly, with E. 	 / 
In this description stat lying ,?bove E. 	are 
supposed to act nia:Lnly as temporary traps for free 
electrons and play relative3y little part as recombination 
centres, while below E dn , the reverse is true. The same 
argument applies to states below and above Ed.p. 
Still considering a single Crap species distributed 
through the gap, it may seem now that the bulk of the 
recombination traffic passes through states between Ed 
and Edp  (Simmons 0° and Taylor include states between 
and E1?)  and in fact equitably through all these 
states. Simmons and Taylor perhaps misleadingly say that 
such states have a constant urecombination efflcacy'. 
This is true only in, one special case - that of a constant 
density of states, and constant capture coefficients. 
Referring to equation 3.2.64 it can he seen that 
if g(E) diminishes more slowly than the Boltzmann 
function toward the gap centre, then recornbmnation will 
proceed mainly through states close to the two demarcation 
levels. If the capture coefficienis diminish more 
slowly than the Boltzmann function toward the qap centre 
(with R(E) constant), then even with a constant g(E), 
the dominant recombination paths will again be through 
states near the demarcation levels. By invoking 
variations in g(E) or C0 (E) and C 11 (E), more rapid than 
the J3oltzmann function for a given temperature, situations 
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can arise where dominant recombination paths involve 
states outwith the demarcation :Lev1s, and normally 
classed as temporary traps. 
Localised-Localised transitions can he formally 
included in the definitions of demarcation levels. For 
a constant species, the electron demarcation, level may 
be defined in the following way 
Sc  
(Ed 	icin 	f K(E,E.) 	(E)(l - f(E.))dE. 
3.2.70 
E dn 
Ci)(Edfl) 	I 	 K(Edn , E.) q(E. ) (1 	f(E ) )dE. 
where the L.H,S. represents the total upward 2 electron 
emission probability/unit time, and the 1.H.S.,, the total 
hole capture (from below') probability/unit time. A 
similar equation can be written for Ed  (usinq.K'). 
3.2.13 DISCRETE TRAP MODEL 
The general formalism of the preceding sections 
can now be used to explain the photoconductivity 
features discussed in 3.2.3. In this section, a discrete-. 
trap model is used to illustratethe conditions and 
assumptions required to explain the behaviour, in the 
simplest possible way. In particular, it will be shown 
that for most models, recombination must proceed via 
states far from EF, in contrast to the situation in 
many crystalline semiconductors. This implies, as does 
optical work, that g(E)  is small, or the matrix element 
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for transitions involving states at RE is small - i.e. 
small capture cross sections. 
The discrete trap model, shown in figure 3.11 
represents the simplest of a number of models proposed 
in the literature to explain the experimental features in 
section 3.2.3. In all of those models (with the 
exception of Simmons and Taylor's) there is suff:Lcient 
structure or variation in g(E) or in the transition 
coefficients C(E) C(E) and K(E,E.), so that the 
dominant recombination paths involve states away from 
the gap centre, and even outwith the demarcation and 
trap-Fermi levels, (if they can be defined). In this 
way, states in the vBoltzmann distribution! regions, 
defined by equations 3,2.49 and 3.2.59 which would 
nor).iially be classed as temporary traps, play a major 
(albeit inefficient) part in recombination. 
Nomenclature 
The following parameters are appropriate to 
figure 3.11 
E1 , E2 	trap energies E.1  > EF L2 < EF 
N1 , N2 	trap densities 
f1, T2 	trap occupancies 
' 	electron emission - effective densities 
p,, P2 	hole emission - effective densities 
C ni , Cn2 	electron capture coefficients 
Cr1 , C 2 hole capture coefficients 
K12 , K 12 	L-L transition coe:Cficients 
 




I 	 • 	.•• 	 I I 
• Ii 2 	•3 
E F 	 - 	-- - • 	 12 
	
2• F -• • 	• - - 	N2 	2 2 
NV 




The localised state distribution may be expressed, 
in equations .3.2.64 and 3,2.65 
g(E) 	N1 6'(E -. E 1 ) + N2 6'(E - E2 ) 	3.2.71 
where 6' is the Dira.c-delta functional. 
Approximations 
It is aSSui9ed that both sets of traps lie outwith 
the appropriate trap Q.F.L.s under all experimental 
conditions,. i.e. the following inequalities hold 
n 
< EP'• f
1 ,f. << 1 	 3.2.72 
> E Fn 	ni >> n p1 << p 
S 	 3.2.73 
E2 < EFp • • n2 << n p2 >> p 
> E 	 ., C 1 n 1 >> Cp•  P • 	12 N2 f2d.ii 
3.2.74 
E2 < E 	 cp2 P2 >> C 	n '+ K12 N 1 f 1.  
K12  f2 >> 1(12 f2 
E2 << 	 3.2.75 
'12 i >> 	12 l 
The traps are in fact, in Quasi thermal equilibrium 
with the nearer band, so 
= n/n.1 	72 	p/p2 	. 	3.2.76 
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Charge neutrality 
Assuming set 1 traps are negative when electron 
occupied, set 2 traps are positive when hole occupted, 
and the trapped charge density is much grater than the 
free charge density, as might be expected in amorphous 
semiconductors, equation 3.2.35 gives 
N2f2 	 3.2.77 
substituting 3.2.77 in 3.2.76 gives 
n 1 N 2 
n z p(— . p2 
3.2.78 
Thermal equ.i1ibrium. The equilibrium Fermi level 
is, from equation 3.2.77. 
? kT log (N2/N 1 ) + 	(E1 + E2 ) 	3.2.79 
giving 
1 	. 	( E + E, ) - E 
p0 	N, (N1/N,.) 2 exp(-. ---- --- 	 )' 	.3.2.80kT 
i.e. E is roughly midway between the two sets, 
even when there is some density asymmetry. 
Steady state solution 
Substitution of the delta functions distribution 
(3.2.71) into the free hole recombination equation, 
(3.2.65) gives, in the steady state 
dp - - 0 - G N 1 
3.2.81 
pC 2 (nc 2 +K12N1f 1 ).-P2 C 2 (n2 c 7+KN 1 T 1 ) 
C 2 (n+n2 )+C (p+p2 )+N(K1fK?) 
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With the approximations introduced above, this simplifies 
to 
	
NC 	 Nr 3 2 2 
G - (np - n3p1) + ---s- (np - n2p2 ) ri 1 p2 
+ 	(p K12 f1 - p2 	f1 ) 	3.2 .8212, 
The negative terms within the brackets represent 
re-emission, which does not appreciably change in this 
model, on illumination. Therefore, substituting the 
charge neutrality equation 3.2.77 and solving for the 
excess free hole density gives a very simple solution 
2 	N2 	N2 n 	N2 2 G-G 	Z\ G. 	2pp-p flc -+ C 2 ---:_ + '
12 __ 	3.2.83 
p2 	 p2 
Small signal (p0 >> p) and large signal (p >> p) 
cases clearly present themselves here. The three terms 
in the braces represent the three possible reáombination 
paths - i.e. the first term (path 1).B-L recombination 
via set 1, with hole capture the slower step; the 
second term (path 2), B-L recomblnation via set 2, with 
electron capture the slower step; while the third term 
(path 3) represents L-L recombina.tion. The factor N 2/p2 
hich appears in all three terms may be interpreted as 
the partitioning of holes between the set 2 traps and 
the valence band. 
It will usually be the case that one of the above 
paths dominates under given conditions. Solutions for 
each path may be found separately and checked against 
experimental data. 
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The results for sinaj.1 and large excitation for 
each path are given below 
Snia].l signal.. LG << G, p << p 
Path 1 (B-L) 
3:(E.-E) 
L\p - _ ----r exp [+ 	jf] 	3.2.85 
C1(N 1. N2 )2 
tGN 	/N \ 	 (E -E)+(E -B  





AGN 	 (E -E)--(E -F) v ,- 	- 'l 	2 	2 	v, 
- A. exp 1 k------ - j 	3.2.8. 
K10 N2 (N 1N2 )2 T  
Large signal. £G >> Gp >> p 
	
0 	 0 
Path 1 (13-L) 
/ 	
\2• 	
(E2 - B 
N ) exp{- - 	 V•j 	 3.2.88 
Path. 2 (B-L) 
/AGN3 
\2 	 (B2 - 
	) - (E - B 1 ) 
AP 1\c2N) exp{ - 	 kT 	----} 	
3,2.89 
Path 3 	-L) 
1 
N 







In the small signa] case, the free excess hole 
density can he written, for suitable values of E 1 , B9 , 
Apa AG 	 kT
TP 	 3.2.91 
i.e. linear dependence on excittion, and positive 
exponential dependence upon l/T. The excess carriers 
recombine into a 'virtually fixed pooi of the thermal 
population of the recombination centres, the free hole 
lifetime T 
p
is independent of excitation and the 
process may be termedmonomolecular, 
e.g. for path 1 
Tpm = 	 10)1-1 
	 ' 	3.2.92 
In the large signal case, the behaviour can be 
writ ten 
AP a AG 2 exp(- -) 	 ' 	3.2.93 
i.e. square root dependence on excitation and 
negative exponential dependence upon l/T. The photo- ,  
generated densities are greater than thermal populations, 
and the recombining species are either proportional, 
for B-U paths 1 and 2, or equal, for L-L path 3, so the 
recombinàtion can therefore be termed bimolecular. The 
free hole lifetime Tpb now depends upon excitation, e.g. 










B-Lvs L-L recombination. It can he seen that the 
steady state features predicted for the free hole 
density, agree in form with the experi.nientai data for 
photocurrent, for all three recomhinaion paths. To 
deterinine which path dominates under/given conditions 
requires careful. analysis of the data and comparison with 
other electrical properties, e.g. conductivity, 
transient photoconductivity etc. It may not be possible 
to distinguish paths 1 and 2, but there are significant 
differences in the results for B-L and L-L recombination. 
For example, in the large signal case, comparing 
path 1 (B.-L) and path 3 (L.-L), Eb  is half the dcth of 
set 2, and equal to the depth of set 2, iespecti.vely. 
Also, the hale occupancy of set 2 for 13-Lrecornhination 
(path 1) has an opposite temperature dependence to the 
free hole density - i.e. increasing with decreasing 
temperature, while for L-L recoiribination, the occupancy 
is temperature independent. 
3.2 .14 PHOTOCURRENT 
For homogeneous excitation, the photocurrent 
densityJ may now be calculated 
L\J 	t(E) q(E)if(E). dE 	 3.2.95 
where F is the app].ied (y-directiorA) field. If f.ree 
hole transport dominates 
AJ =6e 	 3.2.96Po 
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and as ji is relatively temperature insensitive, the 
po 
photccurrent has the same temperature and intensity 
dependence as 6p, discussed in 3.2.13. 
If hopping transport - say in a limited valence 
band tail, extending from E  to E., (E3 E2 ) dominates 
and the quasi thermal equilibrium condition holds for 
its occupancy, then 
(E3 -E-W 
J (hopping) a Ee Ap exp (--- i -t 	•) 3.2.97 
Now extra activation energies are introduced into 
the solutions, and interpretation of the results 
becomes more difficult. 
3.2.15 SPATIAL EFFECTS 
Inhomogeneous excitation, The generation rate in 
the sample shown in figure 3.1 at depth x, is 
77 A(x) 	 3.2.98 
where A(x) is the volune absorption at depth x. If 
multiple reflection effects are included, (but not 
interference) then 
1+R2 exp[- 2a(d-x)] 
A(x) 	(i-R1 ) 1a..exp(-ax)( 1- 2exp[- 2aff' 3.2.99 
where R is the air-film reflectance, and R is the 
film-substrate reflectance. If the film is sufficiently 
thick, so that reflection from the back surface can be 
ignored, then 
S 
A(x) = (:1 - R 1 ) Pa exp (-ax) 	3,2.100 
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Ignorina diffusion effects, the excess density 
may be obtained as a function of depth (x), knowing the 
depth dependent generation rate. The photocurrent is 
obtained by integration through the sample thickness 
d 
Al 	w e 
	
(x) dx 	 3.2.101 
for the case of free hole conduction. 
• 	Diffusioneffects and space charge. It is not 
intended to anayse completely the effects of diffusionS 
in the continuity equations. A piece-meal approach of 
internal consistency can be adopted to ascertain if the 
spatial distribution of excess carriers calculated 
from equation 3.2.98 above intrduces significant 
diffusion in the x-direction. 
3.2.16 REVIEW OF DISTRIBUTED STATES MoDErs 
Discrete levels vs distributed states Two 
important points emerge from the ana:Lysis of 3.2.13. 
Firstly, to explain the.activated q high and :Low 
temperature behaviour of A p (and A I) recombination must 
proceed via states significantly removed from the gap 
centre and EF,  and in fact, in the 'Boltzmarin occupations 
regions. Secondly, bimolecular behaviour requires that 
these states control the charge neutrality condition 
(at least in the bimolecular regime). 
The. simple discrete level model easily satisfies 
these conditions, by effectively introducing delta 
functions in the trap distribution g(E), at energies E 1 
and E2in recombination equations 3.2.64 and 3.2.65. 
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'-. Most of the distributed states models (09,100,30 
introduce a rapid decrease or discontinuity (faster than 
the l3oltzmann function) in g(E) or in the transition coefficients 
(C,K) at equivalent energies to satisfy the first 
condition. The second condition requires that 
excitation depopulates states near EF  (r reduces the 
charge density). As pointed out in section 3.2.11 
(figures 3.10a. 3.10b)a suitable variation in trap 
species with energy, will ensure this. Most of these 
models therefore require two types of localised state, 
with very asymmetric cross section ratios, and values of 
E1 quite far from EF.  This does not affect the analysis 
of 3.2.11. The only model which does not make the 
above assumptions is that of Taylor and Simnions 308 
which gives slightly different results - to be 
discussed later. 
As will be shown, with the exception of Taylor and 
Simmons, these analyses give results so similar to the 
discrete level case that it is difficult to distinguish 
between the models by experiment. 
Model of Weiser et al. Photoconductivity 
(Weiser et al
(100) 
) and piotoluininescence (i16  ' in 
2As2Te 9 , As2 Se3 were interpreted using a C.F.0. mdei 
with L-L. transitions. Figure 3.5. showed the intensity 
dependence of photoconductance, clemonstrati.ng the linear 
and square root regions. The photolumiriescence spectrum 
peaked at 0.65 eV,.which the authors associate with radiative 
L-L transitions. 
(100,117) The interpretation is as follows' 
100 - 
Photbgenerated free carriers lose energy by being 
captured by a shallow localised state ) and proceeding 
by a series of one-phonon thermalisation transitions to 
drop deeper in the band tails. As g(E) and the 
localisation parameter fall off with reducing energy, 
the steps become more difficult. The thermalising 
carrier may also recombine (by L.-Ltransitions) with 
carriers in;the other band-tail, over a range of energies, 
a process which also becomes more difficult as the 
carrier becomes more localised, although not so rapidly 
as the therinalising transitions, as the final state 
may be less localised. 
Stern' 	' approximates one tails (E) by a 
ladder of energy l?vels separated by a phonon energy 
and down which carrieis thermalise. The other tail, 
into w1ich recombination occurs, is also considered as 
a ladder of levels. 
The occupancyf(E) of conduction hand tail level 
E. density N. can be written,in terms of L-L transitions. 
1 
(valence, band tails states denoted by subscript j). 
f. = (N. 	K'. . 	 •E. 	+N. 	K'. . 	 f. 	+N.K'. .f.) 
1 	i+1 1 ,i+l 1±1 i-i 1 ,i-]. i-i 
• 	





The occupancy and role of a given level are examined 
by considering the relative magnitudes of the important 
terms labeled Pth  (thermalising probability) and 
(recombination probability), involving electron loss, 
and which are related to the other terms (i.e. they are 
not an arbitrary choice). 
FIgure 3.12.a shows the exponential conduction 
band tail, and figure 3.12b shows how P -th and P are 
expected to vary with energy in say the conduction band 
tail, in the dark, and with increasing illumination. 
th is assumed to vary more rapidly with energy than F, 
and the two are equal at energycalled, the 
recombination edge. It follows that even in the dark, 
states above 	are effectively in thermal contact with 
the conduction band, while those below 	are in 
contact with the valence band tail. This situation is 
a L-L equivalent of a variable trap Specles with cross-
sections and R decreasing with depth, fulfilling the 
requirements mentioned above. 
With increasing illumination, (G 1 and 6G2) 
'r 
increase as shown schematically in 3.12b, while 
does not change significantly if the occupation is low. 
The 'recombination edgev therefore shifts upwards, but 
not far, if 1th  varies rapidly with energy. Figure 3.12c 
shows the equilibrium occupancy function, and the 
occupancy under AG and LG 2 . It is assumed here that 
part of the tail lies below 5, for completeness, but 
Weiser d.oes not mention this explicitly. 
Density of States 
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Fig 312 Modet of Weiseret a). fo'r Photoconductivity 
Two Excitation levels LG 1 <L\G2 
If 1th 
 varies sufficiently rapidly with energy 
below 	then as AG increases, a bump in the 
occupancy will appear at Eec,  while the previously full 
states below E. become depopulated, and the states 
between 6 and B remain relatively empty 	i.e. the
IRC 
thermalising excess electrons do not penetrate deeper 
than ERC,  as they recombine upon doing so. If P th >> 
above ERC,  then the occupancy is J3oltzniann-like. 
Figure 3.12d shows the actual occupation vsG, 
and the resemblance to the 'discrete trap' case is 
marked, in terms of the occupancy x recombination 
product, which peaks at ERC.  Using a relatively 
shallow exponential tail, the Boitzmann occupancy 
ensures that most of the trapped excess carriers lie 
within kT of ERC.  Thus, comparing models, E1 = ERC, 
and N1 = kT g(E). A similar argument can be applied 
to the valence band tail (recombination edge 13 
Furthermore, if IC does not vary appreciably through 
13 
the population peaks, then these equivalent parameters 
may be substituted in equation 3.2.82 for discrete 
levels. 
Charge neutrality at low excitation will be 
controlled by states near 5, rather than at E andRC 
ERv. The behaviour will be qualitatively similar 
however, to the discrete trap case, and at high 
intensities, virtually indistinguishable from it, when 
the peaks at ERC  and Erv  control neutrality. This 
will he discussed in the next section, and in the 
experimental chapter. 
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Some features of this model require further 
examination. Firstly, the rapid decrease of P 
th  with 
energy. According to stern 113 , 
	
PaN 	a a th,i 	i-i I i-i 
where a is the localisation decay constant, which in 
another paper (118)  Is shown not to decrease very 
rapidly with depth (certainly not as rapidly as 
required),. although a more rapid variation of :Ph  is 
suggested, due to spatial correlations in. the random 
potential present 
Secondly, the assumption that L-L recombination 
dominates B-L recombination (this applies to all L-L 
models). Spatial separation of the states involved 
could make this process difficult. 
Taking typical figures for the parameters in this 
model, for 2As 2Te 9 As2Se from Weisers papers °° ' 11  
i.e. g(E) 	1027 - 1028, E0 (band tailing constant) 
0.1 eV and E - E 	0.13 eV gives an effectiveRC 
density of recombin:tion centres kTg(E) 	1025 
with average separation 20 -. 40 . Now the average 
separation of 'active' centres-occupied by electrons 
and holes is greater than this, as f(Ejc)<< 1. hi 
fact, as (E 	- E) 	0.34 eV, fo(ERC) 	10 	at roomRC 
temperature, and assuming a 100 fold increase in 
-4 population under excitation, M (ERC) 	10. , gives 
an average separation for recombining carriers of 
> 500 - 1000 which seems inconsistent eWlth the value 
-16 	-1 for K obtainea 	1.3 x 10 	m s 
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(117) A possible explanation by Weiser 	is that 
thermalising electrons and holes approach favourable 
sites for recombination by coulomb attraction, though 
this has yet to be treated quantitativly. It is 
relevant to note that in calculatingjoptical absorption, 
many authors, e.g. Davis and Mott (17)   assume that the 
matrix element for such tail-tail L-L transitions is 
very small. 
Model of Arnoldussen et al. Arnoldussen' et al 9 
present a detailed analysis of photoconductivity in 
chalcgenides, mainly multicomponent switchIng alloys 
say Ge15Te81S2 Sh2 , Si 11Ge11As3 P3Te40 . The experimental 
features are similar .to those observed elsewhere but, 
there are some additional points, illustrated at the 
start of this chapter, in figure 3.4. At very low 
temperatures, the photoconductance vs l/T slope reduces, 
tending, to zero slope, while in the 'intermediate' 
temperature region, at low intensities, the activation 
energy is still AEb, but the intensity dependence is 
linear. 
A band tail model in the spirit of the C.P.O. model 
is used, with conduction and valence hand tails 
lepresented by g(E) and g(E). Figure 3.13a shows 
the assumed energy variation of the effective 
recombinatjon centre densit yt. The rapid fall at E and 
E2 is associated with the densit'-transjtjon coefficient 
product, rather than with unambiguous structure in g(E). 
This approach effectively inserts a step-function into 
the reconbinaCion equations 3.2.64 and 3.2.65, without 
E2 
(a) Density of effective 
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Fig 313 Model of Arnoldussn et a. 
-105- 
associating it with any particular parameter, although 
variation in the transition coefficients is implied. 
Figure 3.33b shows the transitions considered. 
Paths 1, 2, and 3 are similar to those analysed in 
3.2.13, while path 4 involves L-L transitions via mid 
gap states. Thermalisation by multiple L-L transitions 
is not considered so trapping is a single step E-L 
process. 
The charge-occupation. nature of the tail states is 
assumed to give for conduction and valence band tails 
respectively, Rc(E) << 1 and R(E) >> 1, as the cross 
section is assumed larger for charged states.. This 
ensures depopulation of the overlap states on illumination. 
Another point, not mentioned, is that R and R must 
C 	V 
also change rapidly at E and E2 , to ensure that the 
'non-overlap' states between E and E2 'are always 
relatively empty, so that the occupation at S and
1. 
E2 controls neutrality, at high illumination. 
Thus, whether B-L or L-L reconibination predominates, 
the occupation varies with excitation in a way similar 
to Weiser's model, as the states at E and E are
1. 
always outwith their relevant demarcation, energies - 
i.e. in the Boltzmann occupation region. The situation 
reduces again to effectively discrete levels (densities 
kT g (E 1 ) and kT g (E2 )). 
Additional features of the model involve the 
charged 'overlap' states at EF. They effectively 'pin' 
and control 'the charge neutrality condItion at low 
excitation. The results obtained for this situation are 
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qualitatively very similar to those obtained for the 
discrete level case, except that EF  need not lie roughly 
mid-way between E 1 and E2 . Secondly, the ]inea:r low 
excitation intermediate temperature behaviour is 
explained by an extra L-L recombination path via states 
at Er,  (path 4 say). 
As an example of this analysis, consider the data 
on Ge 15Te81S2Sb2 shown in figure 3.4. A comparison of 
the respective paths is made, and it is concluded that 
in the high temperature (monomolecular) regime, 13-L 
(1 or 2) or L-L (path 3) recornbination could dominate, 
while at lower temperatures, L-L recornbination dominates. 
The 'flattening out' at low temperature is explained 
by wide splitting of the demarcation levels, to include 
and C2 , a feature which could occur in the discrete 
level case also. In this range, relatively temperature 
insensitive capture terms control the occupancies and 
recombination rates. 
It was found necessary to include an activated 
mobility (typically "0.l eV) for free carriers 
(see equation 3.2.95 ) to obtain agreement with 
experimental data, in particular the difference between 
conductivity and thermopower activation energies. This 
seems unlikely, for carriers above the' mobility edges, 
as are assumed in the analysis, but may he compatible 
with hopping conduction. This activation energy must 
also fall at low temperatures. 
Some of the typical parameter values for Ge18Te61S7Sb2 
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for a symmetric tails analysis are shown in ficure 3.33. 
The values for transition coefficients are very hih -• 
:L3 3 _1 in particular, the L-L coefficient 1(19 	x 10 	m s 
which is surprisingly higher than the 13-L coefficients, 
and 3 orders of magnitude higher than the value quoted 
for B-L recbmbination in GaAs 
The same criticisms regarding the probability of 
L-L recombination apply to this model as to Weisers model, 
especially sincethermalisation and motion in. the band 
tails is exciuded. Using the va1ues quoted in the 
paper, the effective total density of recoinhination 
states is 	x 1024  m,. while the density of active 
(occupied) states at room temperature assuming 
-4 	 21-3 
i f = 100 f 	10 s, '3 x 10 m 	giving an average 
separation of 2000 	L-L recombinatiort must he 
unlikely under these circumstances. 
(10 Model of Mott and Davis. Mott and Davis 
discuss photoconductivity kinetics using the limited 
tail model of figure 2.4b, reproduced again as 
figure 3.14. The asumption that g(E) falls to zero at 
the tails' extremities (at E 1 and E2.) gets rid of the 
need for variation in transition coefficients with 
energy. 	 . 
Under excitation, the tail states are assumed 1:0 
lie outwith their respective trap Fermi levels, and are 
therefore filled according to I3oltzrnann statistics. 
L-J_ recombination proceeds via, those states rather than 
the 'hump' which pins Er 	These mid,gaD states must 






Fig 3.14 Model of Mott ahd Davis 
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ensure that charge neutrality at high excitation is 
controlled by the tail states, the species of the 
midgap states must he such that they are depopulated 
upon illumination. 
The analysis now becomes similar to the discrete 
level case. 'Effectivedjscrete' densities may be 
substituted in .recombination equation 3.2.83 e.g. for 
a linear conduction band tail 
(E . E1) 
'N1 ' 	N 	
kT 	 3.2.103 
Model of Simmons and Taylor. Simmons and T ay ].or _ 8 ) 
have discussed stiady state photoconductivity in a 
number of papers - some general and some with reference 
to amorphous semiconductors. The formulation of the 
problem used in this thesis is based in part on their 
work, although there are several major differences. 
Simmons and Taylors' general analysis uses only 
'conventional' B-L transitions, and the particular 
density of states model employed is one of symmetrical 
exponntial band tails, of the C.F.O. type. Another 
major point of difference from all the other analyses 
is that thereis no 'recombination edge'., i.e, tic 
transition coefficients do not vary rapidly with 
energy, at any point. This in turn means that (for a 
constant trap species) recoinbination occurs via states 
within the trap Q.F.L.s. How does this give agreement 
with such experimental results as well df±ned activation 
energies Em  and Eb, and square root (bimolecular) 
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intensity behaviour? 
Consider the high excitaticn situation, with 
constant trap species, and equaL elccl:ron and hole 
capture coefficients. Figures 3.15a,b,c, show the 
density of states, occupancy, and trap' occupation for 
two excitation levels. Electron occupancy (f) is 
implied above EF,  and hole occupancy (f) below EF. 
States between Et  and E have constant occupancy andFt 
are all equally effective in reconbination. Contrast 
this with (1) the peaked occupancy functions of other 
analyses of distributed states, caused by chanqesin 
species, nd (ii) peaked recombination effectiveness 
caused by changes in the absolute magnitude of the transition 
coefficients, at the recombination. edges. 
The trap occupation is, however, peaked at the 
trap Q,F.L.s, due to the exponential tailing in g(). 
Consequently, chare neutrality and recombinat:Lon may 
be dominated by states near the trap Q.F.L.s If the 
tails are reasonably steep. This situation is similar 
to that obtained in other models, but as can he seen in 
figure 3.1.5c, the positions of the trapped charge peaks 
will vary with illumination or with temperature. As a 
result, a plot ofp vs l/T is curved, and the intensity 
relation is somewhere between square root and ii.near 
behaviour. 
The curvature in p vs l/T is ironed out somewhat 
in the photocurrent vs l/T plot, by invoking a temperature 
dependence of free mobility controlled by phonon scattering 
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Fig 3.15 Model of Simmons and Taylor Two excitation levels Z~G?-ZIG, 
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scattering (density N,J at lower temperatures and high 
excitation. 









This section deals with simple solution.s for the 
growth and decay of photoconductivity upon the application 
and removal of constant excitation, in the discrete-trap 
case. 
3.3.1 THE QUASI - THERMAL EQUILIBRIUM APPROXIMATION 
Expressions for the free hole lifetime under 
different excitation and. recombination conditions were 
given in 3.2.13. In general, however, the observed 
transient behaviour exhibits very different time 
constants. Formally, the rate equation for the total 




	g(E) f(E) dE +n +p 	(t) 	3.3.1 
A general solution is impossible, but for the model of 
3.2.13, the situation is simplified. 
Consider th.eset of traps at E9 , and the valence 
band as a 'reservoir for excess holes, and similarly, 
the systet of conduction band and traps at E 1 , as an 
electron reservoir. In the steady state, equation 3.2.61. 
i.i 	- 
holds, and the ratio of free/trapped holes is independent 
of illuininat:ion - i.e. the 'Quasi.-thermal equilibrium' 
approximation 
i.e. 	= i- 	/ 	 3.3.2 2 / 
/ 
/ 
It is now assumed that this relation holds during 
the growth to, and decay from, the steady state. The 
limits of the validity of this assumption are examined 
in 3.3.3. 
To appreciate the consequences in physical terms, 
consider the decay of free hole density after excitation 
has ceased, via path 1. During the decay, rapid trapping 
interchange with hole traps maintains the Q.T.E. 
partitioning of free/trapped holes. The observed decay 
is therefore that of the total reservoir of trapped and 
free holes. In general, if the free hole lifetime is 
'r, then the observed decay time isT. 
N2 
Tc 	 >> I_p 	
3.3.3 
A rate equation must be written for the hole 
reservoir, for all paths, i.e. eliminating intra 
reservoir transitions. 
TF (p + N2z) 
N 	 N2 n1 	N 
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' 2 1 iT 12 ç 
3.3.5 
solutions of which are given in 3.3.2. 	Let the last 
factor in brackets be 0. 
3.3.2 BASIC DECAY SOLXJTIONS 
1) Small signal case 
Solution of equation 3.3.5 gives exponential decay 
Lp(t) = Ap 	exp(- t/T ) 	 3.3.6 cnl 
where Ap is the steady state solution of section 3.2.13ss 
and 
N n 	N 
l/T 	= .2p (C 	+ C 	-. -i + K 	) = 2p C 	3,3.7 cm o p1 n2 p2 N1 12 p2 
All the paths are included here. 
The temperature dependence of the decay time is an 
important means of distinguishing B-L and L-L recombination. 
(E2-E V +4(E1-E2) I'ath 1 r(l) a exp( 	




Path 2 '1cm(2)  a exp 	c 	kT 	 3.3.9 
(E 1 - E2 ) 
	
Path 3 L-L. 7- ( 3) a exp(-- jT 	-) 	3.3.10 
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All exponents are positive, but the L-L path qives 
a smaller temperature dependence. The greater temperature 
dependence in the 13-L cases arises from the fact that a 
small temperature dependent fraction of one of the 
reservoirs is active in reccmbination, (hence the 
(E2 - E) and  (Ec  - 131) terms) while almost the whole 
reservoir is in"oived in LL recombination. The term 
- E2 )/kT can be interpreted as the equilibrium 
temperature dependence of recombination centre density. 
ii) Large signal case 
The decay in the large signal case is 2 quasi-
hyperbolic - typical of a bimolecular process 
p(t) = 1 
A bimolecular decay time Tcb may be defined as the 
time for the excess density to decay to half the steady 
state value 
O 




The decay time is now dependent upon light intensity, 
and again, B-L and L.-L paths give rather different 
temperature dependences. 
(E2 -E) 




Path 2. 	Tb(2) a exp-_C 	1 	 3.3.10IcT 
Path 3. 	TCb(3) 	Temperature independent 
It was found that the simple solutions obtained 
above, for bimolecular decay could not adequately explain 
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some of the results on As 2 Se3 and As 2Te 3 . Transient 
features seem to indicate the presence of other 
localised states within the mobility gap, which are not 
sufficiently numerous to affect the stady state results. 
More detailed analyses are therefore i'nc]uded, in 
chapter 8. 
3,3.3 VALIDITY OF THE Q.T.S. - APPROXIMATION 
The validity of the QOTOEO partitioning approximation 
fortransient conditions can he checked by solving the 
complete rate equations for free and trapped densities, 
after the onset of illumination, in the discrete trap 
case, including intra-reservoir transitions. 
e.g. for free and trapped holes 
dp= G-N2c12 pl'-i2 -p2?2 - NiCpjPf1_Pi(1_fa) 	3.3.11 
(N2?) = N2C2P(l.-f2)-P2f21 - N2C 2 nf2 -n,(1-f2 ) 
- N 1N2 f 1f2K12 -K12 (l-f1 )(1-f2 ) 	 3.3.12 
For short times, only the underlined terms - 
corresponding to intra reservoir transitions - need be 
considered. This follows from the discussion of 3.2.11 
and the malor assumption is that the hole trapoing time 
is shorter than the free recombination time. (At longer 
times, the recombination terms increase, and eventually 
lead to the steady state condition). The further 
assumption, that f2 << 1, makes the equations linear. 
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Solving these simultaneous differential equations gives 
Lp(t) =LGi'r9(i - exp(-. t/Tt2) + t p2 /N2 ] 	3.3.13 
N2 f2 (t)= LG[t - T12(1 - exp(_t Tt2))J 
These functions are plotted schematically in 
figure 3.16a and the raiop(t)/N2Af2 (t) in ficiure 3 '.16b. 
The growth can be seen to be the sum of an exponential 
'equilibration' term, and a linear term. The equilibration 
time can be seen to be the hole trappinq time 
and at times greater than 
7- 
2 , the ratio 
of free/trapped holes is p2/N2 . 
This is in contrastto the view that several 
capture and release times must elapse before equilibration 
is achieved. The Q.T.E. approximation is thus valid at 
times greater than T after changes in excitation, and 
can be very short (< lO 	sec) in some chalcogenides. 
It should also be emphasised that the recombination 
terms become significant after a time 'r 
C 
 and not after 
the free lifetime T. The linear region of figure 3.16a 
is therefore accessible experimentally. 
3.3.4 PHOTO-NOBILITY 
The linear region of excess carrier growth depicted 
in figure 3.16a allows the mobility of excess carriers 
to be measured. If the photocurrent is carried by free 
holes, then 
dLXI 	dLp 	p2 



















Fig 3 I6 Step response Photogrowth of 
free and trapped hole densities 
free 
Fig 3 16b Ratio trapped  excess densities 
- 116 - 
in the linear slope region. Now the factor in brackets 
is approximately the trap-limited drift mobility d 
p') 
- (IL 	_f) 	 3.3.16 d'poN2 
In general, whatever the conduction mechanism, the 
effective mobility of the total excess population may be 
ascertained. 
The results of sections 3.3.3 and 3.3.4 apply to 
transient response, with only one discrete trapping 
level. It is again possible that a number of levels are 
present which may influence the transient response and 
yet not control the steady state condition. This in 
fact appears to bo the case experimentally, and a short 
time 'photocurrent s lope s measurement may reveal the trap-
limited drift mobility corresponding to a faster trapping, 
yet less dense, set of traps than that revealed in 
steady state measurements. A fuller analysis shows that 
a number of linear regions may appear in the growth 
curve, each corresponding to a particular trap level. 
Analysis for distributed states is correspondingly 
more difficult, and has not' been attempted. 
CHAPTER 4 
EXPERIJNTALMETHODS FOR OPTICAL AND 
PHOTOCONDUCTIVE PROPERTIES 
41 INTRODUCTION 
A number of techniques, many of which are standard in 
principle were used to determine the optical and 
photoconductive propertles of the amorphous chalcogenide 
thin fi].m samples. The optical measurements, in most cases, 
duplicated work by others in the field, as reported in 
Chapter 7 
This was felt to be essential for quantitative 
interpretation of the photoelectric measurements as accurate 
knowledge of the optical parameters of identical films was 
required. In view of the slight differences between 
various authors reported values for these parameters, in 
particular, the optical absorption coefficient, a, optical 
measurements were ca:; - ried out on films prepared siraultaneously 
with those used for photoconductive work. It will be 
evident that small errors in the value taken for a, which 
appears as an exponent in many of the expressions developed, 
can introduce large relative erro:rs. 
The photoconductivity measurements had a re1a.veJy 
novel feature in that recently developed semiconductor 
light emitting devices (l.e.d.$) were used extensively. 
These devices provide an easily calibrated and controlled 
source of light, with a fairly narrow spread of photon 
energy. The light intensity can be accur.tely varied over 
10 orders of magnitude, and, when. used with suitable fast 
pulse generators, t1iey enable a time resolution of 108 
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to be achieved. This performance equals (or betters) 
previously,used flash techniques such as spinning mirrors 12 
(122) 
and pressurised spark discharges 
Straight-forward electrical characteristics were also 
determined for the films in the dark, as these gave 
information essential for the interpretation of the 
photoconductivity data. 
4.2 SAMPLE PREPARATION AND CHEMICAL ANALYSIS 
The preparation of the specimens used in this work 
is straightforward. Thin film samples for optical, 
electrical, and photoconductive use were prepared 
simultaneously by evaporation of the material from a heated 
quartz capsule, on to glass substrates 8' - 9' above the 
source through appropriate cut-outs and masks, at a pressure 
of about 10 	torr. The materials were 1 5N' (99.999%) 
purity As2Te3 and As2Se3 lumps (Koch-Lite Laboratories Ltd). 
The substrates used throughout were of Corning 7059 
(Barium alunünosilicate) glass, and a fast evaporation 
rate of about 300 R s' together with a moveahie 
radiation shield, ensured that the substrate temperature 
did not rise appreciably above 200C. 
In this way, thin films of thicknesses from 0.3 pxa to 
2.5 pm were deposited, the lower limit being Set by .a desire 
to avoid pinholes. An upper limit was set because it has 
been reported that crystallisation can occur during 
evaporation of As 2Te3 films, on the surface furthest from 
S  (59 
the substrate, if the film thickness exceeds about 1 tim' 
Furthermore, absorption measurements were required for high 
5 	7 -1 values of a, from 10 to 10 rn , in order to cover the 
region of the fundamental absorption edge, ii which region 
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the photoconductivity and its associated parameters, such 
as quantum efficiency, were being investigated. 
On completion of the evaporation, the film thickness 
was determined, using a Talysurff  model 4 thickness 
monitor. This instrument operates by drawing a needle 
across the surface under investigation, registering the 
'step' at the edae of the evaporated film, by a zero drift 
a.c. technique. As its resolution is about 0.01 pm, 
typical errors in sample thickness determination were about 
±1%. Occasionally, the films were slightly 'wedge'-shaped, 
with a thickness variation of up to 2% from one side' to 
another, but as optical and electrical measurements were 
made over a very limited region of the deposited film, this 
introduced no significant error. A good clean Istep from 
substrate to film was obtained by scraping the film back 
with a sharp scalpel blade, and this was repeated at 
several points round the sample. 
No detailed investigation on. sample composition was 
carried out, but some representative films were checked by 
X-ray fluorescence analysis and others by spectrophotonieter 
colorimetry techniques. The x.r.f, work was carried out in 
the Geology Department of this University, and the x.r.f. 
sample was deposited at the same time as the optical and 
electrical samples, on a glass disc, 	diameter. As 
the sensitivity of the x.r.f. method is dependent on film 
thickness, the accuracy of this analysis was estimated at 
•no better than t5 at.% while the colorimetry methods give 
an accuracy of < 2 at.%. for a sample mass of 	10 mg. 
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The geometry of the samples is shown in figure 4.1. 
Apart from the x.r.f. discs, all samples were deposited on 
]It.  x " substrates, 0.02 1* thick. Metal electrodes, for 
the electrical and photoconductive samples had previously 
been evaporated on to some slides. For this part of the 
work, a co-planar geometry was used, the interelectrode gap 
being obtained by using fine nickel wire as a mask. The 
metal evaporaticn was carried out in another vacuum system, 
using electron beam evaporation at a pressure of 10 Torr. 
Semi-transparent electrodes of gold were used, about 200 
thick, as it was found that gold made satisfactory low 
resistance contacts to all the films used. Fine gauge 
copper wires were attached to the ends of the electrodes by 
means of silver ?dag  suspension providing a good 
mechanical and electrical joint. 
4.3 ENVI RONMENTAL CHAMBER 
Most of the measurements reported here were carried 
out in vacuo, in a chamber fitted with a 'cold-finger' 
temperature control assembly and various optical and 
electrical parts. The complete system is shown in 
figure 4.2. 
The temperature control assembly with samp:Le clamp 
is shown in figure 4.3 and schematically in figure 4.4. 
A copper reservoir, insulated with polystyrene foam is 
filled with liquid nitrogen which flows into a' blind 
hole in a copper rod brazed into the reservoirs side. 




7059 Glass Substrate 
Fig 4.1 	Sample Geometry. 
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Fig 4.4 Cold finger Temperature controller (schematic) 
light entry slit 
groove for sample 
Fig 4.5 Sample holder 
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steel tube welded to the rod and reservoir at one end, and 
/ 
to a brass flange at the other. The low thermal conductance 
of this tube enables the use of an ordinary rubber IOT ring 
vacuum seal between the brass flange and the vacuum 
chamber. Although the other end of this tube is at 77 K, 
the brass flange remains at room temperature, keeping the 
1 0' ring flexible. Conduction and convection of heat across 
the gap between the copper rod and stainless tube is small, 
as this gap is evacuated along with the vacuum chamber, 
when in use. 
The cold copper rod thus projects into the vacuum 
chamber, and an 	thick ceramic disc insulator separates 
it from a further length of copper rod, upon which a 
heater coil is wound. This heater coil consists of 30 
turns of thin nichrome wire, wound non-inductively in two 
layers upon asbestos tape. Eight removable jumper bars 
connect the heater and cold rod thermally (and electrically) 
across the ceramic disc. 
Temperature control of the sample clamp is effected 
by heat flow balancing. Heat input to the heater coil is 
balanced against heat flow across the jumper bars to the 
cold finger, and by varying the heater current, or 
removing jumpers, a very fine control can be achieved. 
Figure 4.5. shows the sample clamp construction. The 
1" x P slide is held "face-up" in a groove in one side of 
the clamp by two pads of P.T.F.EO tape stuck to the other 
side of the clamp. A rectangular hole l"x ." is cut in 
both sides hf the clamp, to allow optca1 work to be done 
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on the sample, and two copper Iradiation bafflesg can be 
bolted on either side to.minirnise radiative heat loss from 
the exposed part of the saiple. The clamp screws tightly 
into the heater section of the temperat4re control assembly, 
with a tt  diameter copper bolt. Chromel-alumel thermocouples 
were also held in the sample clamp, for temperature 
monitoring. 
Several 'dry runsO were carried out to check the 
operation of this temperature control system. Continuous 
variation of the temperature of the clamp between 95 K and 
500 K was possible, with a cool-down time to 95 K of about 
30 minutes. Radiation losses were responsible for the 
inability to cool below 95 K. 
The possibility of a temperature difference between 
the sample clamp and the upper surface of a sample was 
checked by using a small thermistor bead element stuck to 
a glass substrate. It was found that this temperature 
difference was 5 K when the clamp •t:hermocouple read 100 K. 
Subsequent measurements were thus corrected, using a 
linear interpolation of this difference, between 100 K and 
290 K. Substrate temperatures could normally be held to 
within tO.25 K for indefinite periods, a stability 
judged to be satisfactory for the present work. 
Electrical connections to the sample and other gear 
.11 	 inside the vacuum chamber were made via 10 P,TOF.E. 'barb' 
lead t.hroughs, of very high insulation resistance, through 
the flange of the cold finger assembly. Many of these 
lead.s required screening from electrical interference, 
pickup etc., and were connected to co-axial (ENC) sockets 
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screwed into a sival:1. box covering the lead throughs. 
A small preamplifier, its power supplied via lead 
throughs could be placed within the vacuum chamber, very 
close to the sampie. The performance and design of this 
amplifier will be discussed later, and also the reasons for 
its proximity to the sample. 
The vacuum chamber itself is a 4 1 " x 4k" x 4' box 
constructed from 	dural alloy, with welded vacuum-tight 
searis. It has 3 circular holes all with grooves for '0' 
rings. Two of these,on opposite faces are the optical 
ports, and the third is for the cold finder flange. On 
the top of the box are. two miniature gas-valves (manufacturer 
"Drallim" ) 
Quartz windows are held in place at the optical ports 
by flanges, bolted into tapped blind holes in the chamber 
wall. An alternative means of introducing light to the 
sample is by means of a 'light-pipe', and the type used 
here was a " diameterpolished perspex rod passing 
through avacuum lead through in an aluminiuih flange. 
The flange replaces one of the quartz windows at an 
optical port, with the light pipe protruding inward to 
within " of the sample. Perspex is easily polished, and 
the end faces of the pipe were machined flat and polished 
to give a fairly undistorted transmission. This light 
It 
	
	 input method also screens the sample electrically, from 
the light source. 
in 
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4.4 OPTICAL MEASUREMENTS 
Measurements of optical transmission arid reflection 
using thin film samples, were carried out, allowing the 
determination of the optical absorption constant and the 
refractive index of the material in question. The photon 
energy dependence of those properties was plotted,. and 
interpreted using current models for amorphous materials. 
The equipment mainly used in this part of the work 
consisted of a Huger D285 inonochromator, with a tungsten 
ribbon light source, a Huger-Schwartz fast vacuum 
theruiopile model FT20 and Grubb-Parsons a,c. thermopile 
amplifier type' TA. A choppingfrequericy of 16 Hz was 
used, the amplifier being tuned to this. For most of the 
measurements, the monochromator was fitted with a glass 
prism, giving a useful wavelength range of 0.4 jim to 2.0 pm. 
Alternatively a Zeiss spectrometer 'model MM12D, with 
PbS detector and amplifier unit PMQII was used, with 
Quartz prisms, for some transmission and reflection 
measurements at room temperature. 
Transmission measurements were done on thin film 
samples held in the sample clamp and vacuum enclosure 
already descr.bed. The enclosure was placed on rails, 
with two end-stops to register its position for the two 
measurements required. In one position, the sample 
4 	 interrupted the light beam, and in the other position, the 
light passed through the rectangular hole in the sample 
holder uninterruoteci. The transmission T 
r  was measured at 
2 temperatures, 100 K and 290 K and the optical absorption 
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constant a, at each photon energy was calculated using the 
following expression to relate a to T (59) 
T = r 
(1 - R1)(l 	R2 )(1 - R3 )e 
(1 - R2R3)l - 	RI 3 (l - R2)2Je2 a d 
4.4.1 
This equation applies to the case of an absorbing film on 
a non-absorbing substrate. The effects of multiple 
reflections are included, but interference and coherence 
effects are not. R ], i2 R3 are the reflectances at the 
air-film, film-substrate, and substrate air interfaces, 
respectively. R3 is calculated from the known index of 




0.04 	 4.4.2 
g 
	1 ) - 
To calculate the reflectances R and R9,1. 
	the refractive 
index n S  of the thin film material was d stemmed by 
examining the interference fringes which appeared in the 
high transmission region. The condition for maximum 
transmission is given by 
2n 
S dmX -  4.4.3 
and for minimum transmission 
2nd(rn+))\ 	 4.4.4 
where d is the film thickness, in is an integer, and ?\ the 
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free space wavelength of the incident light. Although 
the value of the refractive index was found to vary with 
wavelength, the expression 4.4.1 for a is relatively 
insensitive to the values of R 1 and R2 in the low transmission 
region (Tr << 1) so the value taken for" n was that 
determined at the onset of the interference fringes, as 
close to the absorption edge as pbssible. 
Attempts were also made to measure the reflectance of 
the sample directly. Light from the monochromator exit 
slit is focussed on the detector, which swings on an arm 
at the axis of which the sample can be placed. In the first 
position, the incident intensity is measured, and in the 
second position the intensity of reflected light at a small 
angle ( < 100) to the normal, with identical light path 
length is measured. 
An accuracy of no better than ±10%, in reflectance 
was estimated., due to variations in path length, image size 
and detector positioning. Within these limits; reasonable 
agreement was obtained with values, estimated from 
interference effects in transmission. 
4.5 DARK CONDUCTIVITY MEASUREMENTS 
'Prior to the photoconductivity work, straightforward 
electrical measurements were carried out, with the same 
samples, in the dark. The dependence of the 'dark' 
conductivity on temperature, at low and hiqh fields, was 
studied, and current-voltage measurements were carried out 
at different temperatures. These masuremenCs, as weJ..i 
as providing .information required in the interpretation of 
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photoconductivity results, such as the position of the 
thermal equilibrium Fermi level gave useful additional 
information on electronic structure and conduction 
mechanisms. 
An aluminium box 25' x .25 11 x 2Ot% surrounded the sample 
chamber, screening it from external light and electrical 
interference during these and suhseuent measurements. Light 
from the monochroinator exit was a.11owed'to enter, and the 
Liquid nitrogen reservoir protruded through opaque plastic 
sheet, to a].low topping up'. 
A d.c. voltage was applied to the sample by a 
Bradley model 123 d.c. source, with stepped output (my steps) 
from 0 - 500 V. An R-C filter was placed at the output 
of this source to reduce further the level of mains hum 
on the applied voltage, and to avoid voltage spikes' which 
occurred on switching the output voltage. A Keithley 
model 610B electrometer was used for all the current 
measurements, with special 'low-noise' input cable to 
minimise tribo-electric effects. 
4.6 OPTICAL SOURCES AND DETECTORS 
4.6.1 DETECTORS 
The Hilger-Schwartz fast vacuum thermopile was used 
as a standard to calibrate the light sources and other 
if 	
detectors. This device is a power detector, measuring the 
power in the incident radiation over its surface area, 
independenC of the wave1erigth of the radiation. The 
S 
wavelength was limited by the CaF,) window of the device to 
the range 0.2 p.m to10 p.m, satisfactory coverage for the 
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present meaSurements. Sensitivity was quoted by the 
manufacturer as 23 	of incident radiation, and as 
the detector surface area was 0.2 nun x 4 mm ( 8 x 10 -7  in 2) 
this is a power density sensitivity of 1.84 x 10 V W m. 
Translating this into terms of photon flux density 
F(photons m 2 	the relationship between photon 
wavelength ?\ and energy E is used 
B = h C/\ 	 4.6.1 
This gives, using appropriate units 
1.240 
B = (i 	
electron volts 	 4,6.2 
and leads to the relation 
Power density (W m 2)19 
1.98 	 x 	(pm) x 10 
4.6.3 
(photons )a -2 s-1) 
Because of the low sensitivity and slow response time 
of the thermopile a second detector was required for low 
light intensity and high speed measurements. A silicon 
p-i-n photodiode, Monsanto type MD2, was chosen for this 
application, but this device has the disadvantage, when 
compared with the therruopile, of having a peaked spectral 
response, and is essentially a quantum (not power) detector. 
This was not important as it was to be used with sources of 
specified wavelength (l.e.d.'s) and was calibrated against 
the thermopile using those sources. Table 4.1 lists the 
Sensitivities of the diode at the 3 wavelengths of interest. 
- 129 - 
Wavelength 	(.tm) Sensitivity 
A w 	2 iA/lO' 9 photons 	2 
0.655 11.9 x io 3.64 
0.905 9.1 x 10 2.00 
0.845 8.7 x 	1 2.04 
Table 4.1. MD2 p-i-n photodiode sensitivity 
One of the main advantages of the MD2 p-i-n photodiode 
is its fast response time, which has been rneasured as less 
than 1.0 ns in the circuit shown in figure 4.6. This 
circuit, with a 15 Vbattery, was built in a small screened 
can with optical access through a *' light pipe, see 
figure 4.7. 
4.6.2 SOURCES 
The moriochromator used as a source of variable 
wavelength light has been described above. For steady-
state photoconductivity work, the same configuration is 
used, light from the exit slit being focussed on the sample 
with a short focal length achromatic lens. Typical 
photon flux densities available frcm this source ranged 
17' 	20 	 -2 --1 betvieen 10 and 10 photons in 	s , aepending on 
wavelength. The combination of Tungsten light source and 
glass prism gives a spectral distribution, of photon flux, 
which, uncorrected, peaks at 1.2 pm. 
Two light emitting diodes were used extensively for 
the pulsed photoconductivity measurements and also for 
some steady-state measurements. Figure 4,8 shows some of 
15v : . 00 
1 T 50 
Fig 4,6 pin diode photodetector circuit 
MD2 photod lode 
BN 
Battery 	 - 
Fig 4.7 	Photodetector construction 
i. 	.nv 10 	V 10 A 
Fig 4.8 	Typicai Hght emitting diodes 
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the devices available.. These devices are diffused planar 
diodes which emit light incoherently, when forward biasect 
over a narrow band' of 400 half width. The first device, 
type MV4H was a Ga4sP diode, emitting in the visible region 
at a wavelength of 0.655 .uii peak. The second device, type 
ME5.A was a GaAs diode emitting in the infra-red at 0.905 p.m 
peak. Details of the devices are given in the Nonsanto 
Directory of GaAs lite Products (Cupertino California, 1971). 
For As2 Se 3 , with an optical gap of 1.86 eV at room 
temperature, the GaAsl' 1.e.d., emitting at 1.89 eV was 
employed, while for the narrower gap material As 2Te 3 , 
(optical gap 0.86 eV at room temperature), the GaAs 1.e.d. 
and laser emitting at 1.37 eV were suitable. 	- 
Each diode was calibrated for 'photon flux density 
output versus steady d.c.. current input, using a d.c. power 
supply, rheostat, and MD2 photodetector At all times, 
during calibration and subsequent use, the diodes were 
fitted with ' diameter Perspex liaht pipes, and the 
calibration curves of figure 4.9 refer to the photon 
.utput from the light pipe. It can be seen that a wide 
13 	20 	 -2 range (10 to 10 photons m 	s
-1 ) of photon flux 
density was available, and easily controlled and jnonitored, 
using a sensitive niultimeter (Solartron type 1240), with 
current range 1 RAmp to 2 Amps. 
For the production of light pulses of known width and 
amplitude, the simple circuit shown in figure 4.10 was 
used. A BFX 33 high current transistor in emitter-
follower configuration is fed from a 50 ohm output pulse 
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series with the emitter are the 1.e.d, and a 2.2 ohm. 
resistor for current monitoring. Current pulses of up 
to5 A could be obtained, with rise and fall times 
(10% to 90 0116) of 100 to 200 ns. To avoid over heating of 
the transistor, the supply voltage V"is varied to keep 
the transistor just out of saturation, a condition which 
results in i.ow power dissipation and relatively fast 
response. 
The light output pulses from the i.e.d.'s were 
monitored with a fast photodetector (MD2) and a Hewlett 
Packard 140 A oscilloscope, and were found to have rise 
and fall times very similar to the current pulses. This is 
not surprising, as using suitable circuitry, the diodes 
are capable of 10 ns response times. (20 ns was the 
shortest optical rise/fall time achieved in this laboratory 
with the l.e.d.$). 	 '. 
A GaAs laser, RCA type TA7606 was used to give fast 
rising high output light pulses.of u 	
23 
p to 10 photons in - 	-1 s 
This device is also a semiconductor diode, which emits light 
when forward biased. The construôtion of the diode is 
such, that when a sufficiently high density of carriers is 
injected into the junction region, lasing by light 
stimulated adiative recombination occurs, and light is 
emitted from the thin junction region (about 1 Ltm across). 
Unlike most other lasers, the beam is not parallel, as it 
diffracts on leaving the narrow emission region, giving a 
spread of about 150  half width, a disadvantage obviated 
by the use of light pipe in close contact with the laser 
and the sample. 
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Rather different circuitry shown schematically in 
figure 4.11 was used to produce the fast rising high 
current pulses required to drive the laser (up Co 5 A). 
A 50 ohm co-aia1 line is charged through a 100 kilohm 
resistor from a Bradley 123 voltage source, and then 
discharged by the mercury wetted reed relay (Elliot 
type 2261)) in to a 50 ohm matched line, terminated by the 
laser in series with a 47 ohm resistor.. 
The reed relay contacts, normallyheld off by a bias 
magnet, were closed by applying a coil current of 1 A, 
supplied by a high power transistor .circuit shown in the 
figure. The transistor circuit was fed with 2 ms pulses 
at a repetition rate of 1 - 100 Hz ; from a pulse generator 
(Intercontinental type PCi) and was found to give 
satisfactory bounce-free operation in the reed relay. 
Careful design of the system ; which involved placin 
the relay, charging resistor and monitoring potential 
divider within ' copper tubing,minimised unwanted 
reflections due to mismatches. Satisfactory matching of 
the output was achieved using a 47 ohm resistor in series 
with the laser, as the forward dynamic resistance of the 
laser is low' (< 10 ohms at high current). Two additiona:L 
components were included in the laser "head"; a silicon 
diode back to back with the laser diode, to prevent 
excessive reverse voltages causing damage to the laser 
(3 V reverse is the maximum allowed back voltage) and a 
100 ohm resistor to ensure proper turn off in the period 
between the end of the current 'pulse and the re-opening 
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of the relay contacts. As mentioned, these components are 
included in a matched laser 9head" which is shown in cross-
section in figure 4.12. 
At room temperature, power dissipation limits the 
maximum pulse width to 200 ns, at a peak current of 10 A, 
while operation at liquid nitrogen temperature allows 
pulse widths of up to 2 s. Calibration was carried out 
using an I'1D2 photodiode and Hewlett-Packard type 140 A 
oscilloscope. Figure 4.13 shows the photon flux density 
output versus drive current for room temperature operation 
with 200 ns pulses, and for liquid nitrogen temperature 
operation with 2 ts pulses. For operation at liquid 
nitrogen temperatures, a simple heat-sink clamp was 
attached to the laser head, and immersed in liquid 
nitrogen. Again, as with the l.e.d.'s, aPerspex 
light pipe was used with the lasex: during calibration and 
operation. 
Rise and fall times of the current pulse and light 
pulse were also checked, using a Bradley type 158 sampling 
adaptor with the Hewlett-Packard oscilloscope, to reduce 
the instrumental rise time to <1 ns. The light 'turn-on' 
was satisfactory, rising to 5076 in 1.6 ns, and 10076 in 
<10 ns. The radiation decay, after a rapid initial fall 
to 50% in 1.6 ns, exhibited a longer 9 taill, of low level 
( < 10%) lasting a further 30ns. This was attributed to 
poor quality delay line cable, as the current pulse was 
of similar shape, but did not appreciably affect decay 
time measurements in the materials studied. 
matching resistor copper 
tube F-- LJ 	
light pipe 
entry 50 ohm cable 
turnoff 	protection I 
resistor diode 	socket 	laser 
Fig 412 Laser head assemb'y 
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4.7 LIST OF PHOTOONDUCTIVITY MEASUREMENTS 







4.8 STEADY STATE PHOTOCONDUCTIVITY TECHNILUES 
4.8.1 PHOTOCURRENT DETECTION 
Two methods d.c. and a.c. were used to measure the 
photocurrent, depending on the 'background 9 dark current. 
In the d.c. method used when the dark current was relatively 
small compared with the photocurrent, a d.c. voltage source 
supplied a constant field and the total current, under 
steady illumination was measured with a Keithley 610B 
electrometer, making small corrections for the known dark 
current. The other method employs chopped illumination and 
a.c. detection, eliminating the dark current from the 
measurement. A constant vo1age was applied to the sample 
in series with a small resistor, and the illumination was 
chopped at a rate of 16- Hz, producing an a.c. photo 
signal in the series resistor. This signal after 
amplification by a small f.e.t. preamplifier was detected 
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using a lock-in amplifier (Princeton Applied Research 
model HR-8). The a.c. method become.s unusable, however, 
when the photocurrent response time approaches the 
reciprocal of the chopping rate, a condition under which 
no measurements were made. 
Bearing the above limitations in mind, the d.c. method 
was capable of detecting photocurrents of 10_ 13  A in a 
background of 10 	A dark current, while the a.c. method 
enabled the detection of 2 x 10 2  A photocurrents ma 
background of 10 
-6 A dark current. 
4.8.2 SPECTRAL RESPONSE 
As already mentioned, a Huger D285 monochromator, 
with tungsten ribbon lamp, was employed asa source of 
variable wavelength illumination, while the incident 
intensity was- measured with the fast thermopile. To 
achieve as high. an intensity as possible, the monochromator 
entrance and exit slits were opened to a wide setting of 
about 1 mm, resulting in a low, but satisfactory resolution. 
Care was taken to illuminate the samples with equal photon 
flux density at all wavelengths, an important precaution 
- 	where the photoconductivity is not linearly dependent on 
intensity. Where this procedure was not possible, the 
(measured) intensity dependence of photoconductivity was 
included in a normalisation of photocurrent vs. photon 
energy at constant flux density. 
The dependence of photocurrent on photon energy was 
determined for several values of applied field at various 
temperatures. 
4.8.3 TEMPERATURE DEPENDENCE 
Under a constant photon flux of fixed wavelength, at 
constant applied field, the dependence of photocurrent on 
temperature was measured, usiig the above-mentioned 
detection techniques. The light source in this case was 
normally an 1.e.d., operated with constant drive current 
for d.c. photocurrent detection, or with a low frequency 
square wave drive current for a.c. detection (observing 
the limitation on repetition rate). Low fields Of 
5 	-1 
< 10 V in were used to avoid non ohmic effects. 
4.8.4 INTENSITY DEPENDENCE 
Again using an l.e.d. calibrated source, the photo-
current-photon flux dependence was measured over a wide 
range of incident photon flux, at several fixed temperatures. 
The same criteria concerning the 1ight/ark current ratio 
applied to the choice of d.c. (steady light) or a.c. 
(chopped light) detection. For very high intensities, 
the pulsed GaAs ].aser wa.s used, provided the photocurrent 
response time was shorter than the light pulse width. With 
these methods, the range of photon flux densities used was 
1323 	 -2 -1 from 10 to 10 photons in s . the applied field was 
also kept low in this stage of the work.. 
4.9 TRANSIENT PHOTOCONDUCTIVITY TECHNIJES 
4.9.1 OPTICAL SOURCES 
The l.e,d.'s and laser diode light, sources were used 
exclusively for the transient measurements, and. a description 
of their attendant circuitry and operation was given earlier 
in this chapter. 
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4.9.2 PHOTOCURRENT DETEcTION SYSTEM 
Figure 4.14 shows schematically the light pulser and 
photocurrent detection system; it is the same as that 
described above for chopped light measurements. The 
changing photocurrent develops a voltage across the series 
resistor 	which is amplified, processed and displayed 
on an oscilloscope screen, or X-Y recorder. 
The three (conflicting) requirements for the 
detection - system are wide bandwidth, high gain, and low 
noise, to enable measurements of fast, low level voltage 
signals. The response speed in such a system is severely 
limited by the presence of stray capacitance to earth 
across the input resistorR5 , which. is mainly the sum of 
sample cipacitance and preamplifier input capacitance. 
This latter capacitance was reduced by using a f.e.t. 
source follower preamplifier with a.c. fboot strapping', 
shown in figui-e 4.15. 
An input capacitance of abOut 1.5 pP was achieved 
with this method, a: ad an inpu.t resistance of about 10 7 ohms 
The voltage gain, of this preamp is almost unity, and its 
output impedance is less than 50. ohms. By placing the 
preamplifier inside the sample vacuum 'chamber, close to 
the, series resistor R 5 , the overall stray capacitance was 
reduced to about 2 to 3 p1?, allowing the use of large 
series resistance (RS)  values, and therefore improving 
the system's sensitivity. 
The ultimate speed of response, with low values of R', 
S 
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Fig 4.15 	Wideband f.e.t. preamplifier. 
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(10% - 90%) for the system are as follows : preamp alone, 
10 ns with no overshoot, preamp and xlO transistor stage, 
30 ns,.with a single short 10% overshoot. In use, the 
most common series resistor values were 10 k ohm 300. ic ohm 
1 M ohm, giving response times (10 - , '0%) (for xlO gain) 
of 30 ns, 1 ps and 3 is respectively. 
As the amplifiers used were a.c. coupled to minimise 
temperature drift problems, large coupling capacitors 
extended the low frequency response, minimising the error 
on long pulses to < 1.5% tdroop in 10 ms, in the worst 
case, when.R 5 = 1 N ohm. 
The ultimate sensitivity of the detection system is 
limited by noise and interference, primarily originating 
at the sample and amplifier input. Thermal noise 
associated with the sample and series resistor is 
inevitably present and could be reduced by cooling the 
resistor, 'a measure which was not taken., how2ver. Amplifier 
noise was minimised by using low noise transistors 
throughout the design, paying particular attention to 
the input stage, where a. low noise f.e.t. type 2N3819 
(Texas Instruments) was selected. . Iii this way, the 
amplifier noise figure, 	defined as 
F 	20 log (1 + amplifier noise, referred to inPut) 
	4.6.4 thermal noise of source, R 
S 
was reduced to 5 1 dB over a wide frequency. range 
(3; kIHZ - 10 MHz), and a wide range of source resistor 
(10 ohm - 107 ohm). This means that the amplifier 
- 1.39 
contributed less than 10% of the total system noise at 
all times, a close approach to the ultimate limit set by 
thermal noise. 
For rapidly varying photocurrents, the response time 
of the detection equipment can be.reduced bymaking the 
series resistor, P, , smaller. Unfortunately, as can 
easily be shown, thus results in a degradation of 
- 	photosignal/noise ratio, and a loss in sensitivity of 
the system. Consider the case where the sample resistance 
is much greater than the series resistor R 5 ; the voltage 
applied to the sample is V, the photo induced conductance 
change is 6'G, and the stray capacitance at the amplifier 
input is C 
S 





which is proportional to R (T is the temperature of the 
resistor Re).  If the.required system response timeisr, 
then it follows that the signal to noise ratio 
S/N aZL 	 4.6,6 
C 2 
S 
which again argues for a minimisation of amplifier input 
stray capacitance. 
In some cases, e.g. measurement of the transient 
photo response of As 2Te3 to low level excitation, it was 
necessary, for the sake of a short system response time 
(r < 1 s) to reduce R to such an extent that the signal 
to noise ratio became much less than unity. Signal 
retrieval by means of a l3rookdeal uBoxcar detector" 
-i4O- 
model. 415/425, was then employed. This is a singie 
channel analogue instrumnt which uses correlation 
techniques to improve the signal/noise ratio of a repetitive 
waveform. The noisy waveform is 'scanred slowly, over 
a large number of repetitions by a sampling gate circuit, 
allowing the signal,with a correlation of unity between 
samples to be extracted from the noise, whose correlation 
between samples is low because of its random nature. For 
display, the output of the Boxcar detector was fed to an 
X-Y recorder (Hewlett-Packard model 7035A) or to a 
storage oscilloscope (Tektronix type 549). 
4.9.3 PHOTOCURRENT GROWTH 
As explained in 3.3.4, in the initial region of 
photocurrent growth, recombination effects can be ignored, 
and information obtained on trapping and trap-limited 
mobilities from the initial slope d I/dt. 
Measurements of this initial slope were made at 
several temperatures for samples of As2Se3 (273 K - 373 K) 
and As2Te3 (120 K - 295 K), and the applied field 
7 	-1 varied (up to 1.6 x 10 V in 
As2Se3 also exhibited a second growth region and 
extensive measurements and photographs were made of this 
feature. 
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4.9 4 PHCTOCURRENT DECAY 
The decay of the excess photocarrier density when 
excitation stops, gives important information on trapping 
and recombination processes. 
• The photo decay of amorphous As 2Se3 and As2Te3 was 
recorded photographically, and the decay time - usually 
defined as the time for the photocurrent to fall to half 
its steady state value - was investigated, for a range 
of temperatures and excitation. 
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CHAPTER 5 
NOISE IN SEMICONDUCTORS 
51 INTRODUCTION 
Noise in semiconductors appears as spontaneous 
fluctuations in the current passing through, or the 
voltage across a device' or sample. These fluctuations 
reflect the particulate nature of the current carriers 
in semiconductors and their essentially statistical 
behaviour. 
A study of these effects is a useful adjunct 'to 
other investigations - e.g. photoconductivity, and may 
be used to determine such parameters as lifetimes and 
trap.densities. In devices, noise sets limits on the 
usefulness of a device, - e.g. in low level amplification. 
Here a knowledge of the factors responsible for noise 
0 
will allow optimum operation or improvement. 	
0 0 
Semiconductor noise can be divided roughly into 
0 
 four categories; Diffusion noise, normally identified 
.' 	0 with thermal or 'Johnson '(123) noise; Drift,noise- - 
normally associated with current flow in the 'shot 
effect'; generation-recombinãtion (g-'r) noise asso"iated 
with conductivity fluctuations and carrier'kinetics.; and 
1/f noise, which often originates at contacts. 
'It. is the category of generation-recombination 
noise with which this work is concerned,' as its origins, 
and.znathernatical formalism, involve the same processes 
and concepts as photoconductivity. Bearing in mind the 
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difficulty of the measurements, and the relatively few 
results which were obtained, only a brief description of 
the theory will be given. 
For an elegant and detailed exposition- of fluctuations 
in semiconductors, the review by van Vliet and Fasset 2 
should be referred to. 
5.2 MATHEMATICAL BACKGROUND 
As the analysis given in 5.4 on g-r noise treats 
the carrier density (more precisely, number) as a 
random variable, some of the important terms and 
relations- in random variable theory are listed for 
reference. 
The random variable may be denoted by the stochastic 
function y(t) which. can be characterised by - a probability 
distribution function,-and has certain well defined 
statistical properties, such as average values. In this 
context, the random process described by y(t) is 
assumed to be.stationary and ergodic. Some of the 




• - 	Mean value: Y lim 	[ y(t)dt 	- 5.2.1 
Variance Ly where Ly(t) = y(t) - 	5.2.2 
The Autocorrelation function 	C(s) = y(t) y(t+s) 5.2.3 
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This is an important averag.e indicating how future 
values of the fluctuating variable (e.g. carrier density) 
are affected by present values. 
Spectral resolution 
The fluctuations may be resolved//into a frequency 
spectrum according to 
fS (f )df 
	
5.2.4 
where S(f) is the spectral density, the quantity most 
often measured in noise studies. A more explicit 
connection between the time and frequency domains is 
given by the Weiner-Khintchine relation 2 
00 
S(f) 	4f C(s) cos ws ds 	 5.2.5 
o 
In practice the autocorrelation function is usually 
calculated first, from aknöwledge of the physics ô,f the 
processes occurring, andthen the spectral density 
calculated. 
C1'assification of random processes 
A purely random •process\ can be cha'racterised by a 
single probability distribution, has a delta function 
autocorrelation, and a flat, or white spectral density. 
A Markov randomprocess is characterised by the 
second (joint) probability distribution, and in general, 
has a 9 memory' or exponential autocorrelation function. 
Many of the random processes occurring in nature are 
Markov-type, including g-r noise. ' 
If the autocorrelation function i then 
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C(s) = y2  exp(.- s/r) 	 5.2.6 
then (5.2.5) gives 
S (f) = 4 y 
2 
 T 	
1 	 5.2.7 
y 
/ 
5.3 GENERAL FEATURES OF SEMICONDUCTOR NOISE 
Diffusion noise in a homogeneous semiconductor 
sample is connected with the random motion of charge 
carriers resulting from scattering events, and results 
in voltage fluctuations across a sample, or current 
fluctuations, if external.circuitry is connected. This 
type of noise is therefore observable und6:: 'zero field' 
conditions, and does not require a net d.c. current to 
allow its observation. Under zero or low field 
conditicns 'diffusion noise is merely thermal or 
IJflSOfl noise with a 9 whitel spectral density -: i.e. 
in a sample of resistance R, at temperature 1', the open-
circuit thermal noise voltage spectral density is 
S (f) = 4kTR 
V 
5.3.1 
This noise source, which appears in all resistors 
and semiconductors is a convenient standard of noise 
spectral density. 
At high frequencies (in the infra red region), 
- 	 (126) this falls off as quantum erfects become significant 
At high fields, where the carrier energy distribution 
may be altered, its characteristics may also change. 
Noise associated with the drift of injected 
* 	carriers, specifically their random departure and arrival 
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times at electrodes is familiar in the 'shot' effect 
observed in valves. The discrete nature of the current 
carriers gives rise to this effect. Current flow is 
therefore essential for the generation and observation 
of this noise. In valves, a white spectrum is exhibited, 
which falls off at high frequencies, due to transit 
time effects. 
At low frequencies, the noise current spectral 
density is 
S.(f) = 2e1 	 5.3.2 
and again, noise generated in this way, e.g. in vacuum' 
diodes, is used as a standard of spectral density. 
In semiconductors, similar ideas apply, but there 
are additional parameters, such as trapping, recombination, 
and ambipolar effects. In particular, van Vliet 27 
points out that if trapping times are shorter than 
transit times,, then only current carriers very near the 
electrodes are involved and the resulting noise can be 
neglected. 
Generation-recombination noise is associated with 
fluctuations in the mean transition rates of electrons 
and holes between the different energy states in a 
semiconductor. 
Those fluctuations give rise to a fluctuating 
conductivity (even in 'zero field conditions) which, in 
the presence of an external source gives rise to current 
and voltage fluctuations at the samples electrodes. The 
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spectrum of cj-r noise can exhibit many relaxation modes 
or 'bumps', (see equation 5.5.4) associated with 
trapping and recombination times, and can be a rich 
source of information on the electronic structure of 
the inaterialin question. 
The distinctive feature of l/fnoise, also known as 
flicker noise is that its spectral density increases as 
the frequency decreases. The range of frequency over 
which this dependence is followed can be very wide - 
-5 	(128) 	 (129) e.g. as low as 6 x 10 Hz . 	and up to 4 MHz 
Such noise arises in a wide range of situations including 
valves,, resistors, semiconductors eta, and thus has 
prompted researchers e.g. Bell 0 to look for a 
common cause. 
At present there is no unanimity between experimental 
and theoretical workers, as to its origin. In 
semiconductors, 1/f noise has been associated. with 
current carrying contacts, and in granular materials 
(131) 	- at grain boundaries 	. The erfect has also been 
observed, however, in single crystals e.g. Montgomery' 'f',, 
and Maple et a1 333 who associated it with surface 
effects. 
A single time constant process will give a spectrum 
of the form of equation 5.2.7. However, a super 
position (134) 	a number of those processes, or a 
• distribution of time'constants, say g('r) can give an 
approximation to al/f spectrum,formal].y . 
T 
S(f) = 1 	9(T) 	------ dr 	. 	 5•3•3 
J 1+L) T 
T1 	. 
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and with g(r) = Air, this results in a 1/f spectrum. 
Brophy 5  suggested that distributed traps might 
give such a time, constant distribution, while McWhorter 136 
suggested slow modulation of the Fermi level at the 
semiconductor surface, by 'slow' surface states. 
Other theories have been proposed by petritz, 
(138) 	(139) 
Bess 	, Hooge 	and others. 
5.4 GENERATION—' RECOMBINATION NOl SE 
Conductivity fluctuations. As mentioned above, this 
type of noise arises from earner density fluctuations. 
Consider a p-type semiconductor specimen of length '1 and 
cross-sectional area A. The stochastic variable of 
interest is the total number of carriers, say F, in 
the sample:- P = A 1 p.  The resistance of the sample is 
R = 1.2/e ji P. Consider now the fluctuation LP in the po 
carrier number, (a, dimensionless quantity) about the 




/R/R0 =LP/P0 	 5.4.1 
If the applied voltage V is constant, then the 





The Längevin equations 
The Langevin 0 method treats the spontaneous 
fluctuations of parameters in a system - here the energy 
level occupancies - as departures from the steady state, 
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or equilibrium, caused by some 	source function'. 
This allows the system's behaviour i.e. response to the 
source, to be calculated, using the macroscopic 
differential equation, linearised for small fluctuations. 
In the case of a semiconductor, the macroscopic 
kinetic equations are essentially the same as those used 
in chapter 3, for photoconductivity. The significance 
of the random source function in this case is that it 
represents the very rapid changes in carrier densities 
due to the random events of generation and capture - 
e.g. by absorption of black body radiation quanta, or 
phonon energy 
Consider firstly, a two leveL system, where 
transitions occur between the valence band and some 
other level- e.g. the conduction band,. or a localised 
level. ChArge'neutrality reduces this.to-a single 
variable problem. The Langevin equation can be written 
d(tP)/dt = ! PIr + e(t) 	 5.4.3 
where r is •the free recombination time. 
Now, it is assumed that (t), the random source 
function is purely random, as defined in 5.2 - •i.e. it 
has delta function auto correlation. The solution of 
5.4.3 gives an exponential autocorrelation function for 
AP - i.e. it is a Markovian random variable. 
AP(t)iP(t+s) 	LP2 exp(- sir) 	 5.4.4 
and applying the Weiner-Khintchine relation (5.2.5) 
- 	the spectral density of the hole number fluctuation is 
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s(f) = 	
T 	
2 	 5.4.5 
'r 
so the current noise spectral density is 
S.(f) .= 	
2 	 T 	
546 
1 	 ,2 i + 2 2 
Thenoise spectrum will thus be small if 6p 2 , or T, 
is small. Thus a two level, single'variable process 
resuitsin a single 'relaxationmode' in the noise 
spectrum. 
The variance 6P can be obtained by statistical 
considerations. For example in the case where the 
density of trapped carriers is much greater than the 
density of free carriers, and the trap occupancy is 
low, individual generation and capture events are 
independent, Poisson statistics apply, and P = P, 
which is infact the largest value that the variance can 
take in thermal equilibrium. This situation is of 
relevance in amorphous semiconductors. 
For other cases - e.g. a doped semiconductor with 
almost fully ionised dopant atoms, van der Ziel showed 
that binomial.státistics would apply, and the variance 
could be very small,which seems physically reasonable. 
Van Vliet and Fasset 
(124)
calculated the variance 
in the general case by statistical means, using the 
'Master' equation -. a differential equation for the 
probability distribution of the level occupancy, while 
(141) Burgess 	used thermodynamic arguments. The result, 
known as the generation-recombination theorem, gives in 
the univariate case, 
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LP2 = G(F0 )T 	 5.4.7 
Multilevel semiconductors 
The more important case of multilevel semiconductors 
can be treated by extensions of both the Langevin and 
Master equation methods. 
Consider an rn-level system, in which the occupation 
of level i is n., and fluctuationn. = n. - n. 
1 	 1 	1. 	10 
Assembling the fluctuations in vector form, 4p, the 
linearised kinetic equations can be written in a form 
analogous with the single variable case. Charge 
neutrality considerations reduce the number of variables 
to (rn-i). 
i.e. the Langevin equation is 
d/dt (Ln) = - MLn + e(t) 	 5.4.8 
where j, analogous to l/T, is the phenornenological 
relaxation matrix, whose elements may be calculated from 
the transition rates between levels in the system. The 
rn-i characteristic roots of the secular equation 
I i:i - ./TI = 0 	 5.4.9 
are the reciprocal time constants l/Tk, of the g-r 
process, describing the decay of small disturbances in 
the system. 











2 C exp(- sIr1 ) 	5.4.10 	S 
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and spectral densities, using the Wiener Khintchine 
theorem 
__ 	rn-i . 	T 
S. .(f) An_. An_. 4. Z C13 
.k 2 
	5.4.11 13 	1 	3 ,k=l k 	+ 
i.e. there are rn-i relaxation modes, or bumps in the 
spectrum. Again the variances and cross-variances may 
be 'found by statistical means 42 . 
In semiconductor noise investigation, only the 
spectra Sn(f) Snp 	and S(f) of the density 
fluctuations of free electrons and holes are required, 
and in the present work, only the spectrum for free 
holes (if extende'- state conduction dominates). 
5.5 NOISE IN AMORPHOUS CHALCOGENIDES 
There are very fev reports of noise measurements in 
amorphous chalcogenides, the main reason, being the very 
low levels of noise spectra observed. Kornfel'd and 
Sochova report that in liquid Sb2S3 (143)'  and vitreous 
As2Te3T12Se and 	 the noise level at 
d.c. currents of up to 3 mA, was below the resolution of 
their detection equipment. In the last twomaterials, 
spectral density studies led them to conclude that the 
noise spectral density at 1.4 KHz was less than the 
thermal noise of their samples. 
Main and Owenreported noise spectra in bulk 
vitreous samples of As 2Te3T12Se, and As2SeTe2 using, a 
number of electrode materials - e.g. Ag, ,In-Ga ( Au 
also, in subsequent work) and different sample geometries, 
e.g. 2-electrode disc shape,.and 4-electrode 'bridge' 
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samples. In all cases, the spectra were of 1/f in form 
of very low level, falling below the thermal noise of 
the samples at a few kHz. 
Those spectra were interpreted ernrirically in terms 
of a distribution of time constants of the type mentioned 
in equation 5.3.3, and free carrier mobility of the 
-3 	-2 2 -1 -1 order 10 to 10 m V s estimated, although there 
were a number of disposable parameters. 
The very low level of the noise, at first sight 
seems puzzling, since it is to be expected that in such 
semiconductors with high trap densities, the fluctuation 
in free carrier density will be high - as mentioned 
in 5.4. 	The existence of some structure, - relaxation 
modes in the noise, spectra for thin film evaporated 
As2Te3 samples, used in photoconductivity work, led to a 
simple analysis based on the photoconductivityinodel, 
which explained this apparent discrepancy. 
Simplified g-r noise analysis  
Again, the analysis will be presented before the 
results. Referring to' the model for photoconductivity 
presentedin 3.2.13, and figure 3.11, the number of 
levels taking part will beat least 4 i.e. ° valence band, 
localised states at E and E2 , and the conduction band., 
and could be as many as 7 if band tails and states at. 
the Fermi level contribute. The analysis will be restricted 
to this discrete level model, but results for a 
distributed state model will be similar under the 
conditions mentioned in 3.:2.16. 
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A number of drastic simplifications must be 
introduced to reduce the analysis to workable proportions. 
The assumptions made in 3.2.13 concerning trap occupancies 
will be held to be valid. If transitions to states 
near EF  can be neglected and the other' traps are in 
thermal contact with the nearest band, then equation 3.2,78 
reduces the problem. effectively to a 12_1vl  situation, 
where each level consists of a reservoir of band and 
relevant traps. 
The noise spectra do indeed only reveal one major 
relaxation mode, which as expected, corresponds to the 
decay time for a small' excess reservoir population - 
i.e.. the observed monomolecular photo decay time Tc.. 
To gain an insight into the reasons for the low spectral 
density, however, the analysis which follows considers a 
3-level situation. 
As photoconductivity results indicate that B-L 
recombination dominates, at least near room temperature, 
the noise analysis will, for clarity assume only 
recombination by path 1 (see figure 3.11). 	 - 
Next, it will be assumed' that as the densities of 
trapped carriers are large compared with free carriers, 
and that as the trap levels communicate with each other 
via the small free density, the relative fluctuations in 
trapped carrier density are small. As holes, dominate 
the conductivity, fluctuations in electron density will 
be ignored. Transitions into possible localised 
valence band tail states will, for the present be ignored, 
as the occupation of these states is assumed to be less 
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than that of states at E2 . 
It will be shown later that in addition to 
introducing another 'trapping mode' into the noise 
spectrumat high frequencies, the presence of tail 
states. may modify the trapping mode .associated with 
states at E2 . 
The general 3-level analysis, involving the 
expressions 5.4.8 - 5.4.11 was tried, and although 
solutions were obtained, the method was cumbersome. 
The simple analysis given below gives satisfactory 
solutions with the approximations introduced. 
The kinetic equations 3.3.11 .and 3.3.12 used to 
describe the growth of photocarrier density, may be 
reduced to two linear equations mAp and N 2Af21  for 
small fluctuations. The Langevin equation for AP is 
then easily obtained 	 . 
2/dt2 d 	(AP) + (l/Tpm  + 1/r2 + 11Ttr2) d/dt (AP) 
= ç(t) 	 5.5.1 
where as before lITpm 	p1 1 
C N f10 , h/'T2 C
p2 2 
N and 
1/7' t r2• 	P2 Now assuming multiple trapping, so 
<< T pm < Ttr2 a simple approximate expressiOn for 
the autocorrelation function may be found 
C() AP2 /Tcm (Tpm exp(_s/rcm) + T 	exP(_s/'r 2 )) 5.5.2 
where i- 	 tr pm cm = 'r 'r 	 T pm x N 2 /p2  Is just the 
observed monOmolecularphotodecaytinie. Applying the 
Wiener-Khintchine theorem gives a spectral density 
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T 	 T 
2 	pm t2____ 
S (i') = 	 2 2 	2 	2 AP 	 S + 	 1 
+ ' 7 t2 
Furthermore, as mentioned in 5.4, assuming independent 
generation and trapping events, and Poisson statistics, 
gives A P2 = P. The current noise spectral density 
is then 
S.(f) = 4 I,2/P ( 	
Tpm 2 + 	Tt2
2 1 	 0 l+w 1- 	i+ 	r cm. t2 
The first relaxation mode in equation 5.5.4 may be 
associated with the relatively slow interchange between 
the. (valence band + set 1 2' traps) reservoir, and the 
set '1' centres - i.e. the recombination component, 
while the second iiiode is related to the rapid trapping 
in set f2l traps - the trapping component. 
The experimentairesults from the present work are 
described and discussed in chapter 8, but it is worth 
pointing out here that equation 5.5.4 reveals why the 
noise spectra in amorphous semiconductors are so low. 
The only mode which has so far been resolved experimentally 
(in this work) is the recombination mode, as its low 
frequency plateau value is perhaps 10 to 10 3 higher than 
the trapping mode plateau. (Tpm/'rt2). 
Integration of 5.5.3over alifrequencies reveals 
that the recombination mode oni 
fraction of the total variance 
T /r could be <10_2.  Thus pm cm, 
associated with trapping noise, 
y contributes a small 
- i.e. (T IT 	LP
2  and 
pincm 
most of the variance is 
which extends to high 
frequencies, as T 2. could be <10 s, and consequently 
has a low plateau value. 
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The 1/f component which appears in the noise 
spectra of previous work could be a mixture of contact 
effects, and several smeared out recombination modes, 
due to deeper, or slower traps. 
ri 
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CHAPTER 6 
NOl SE MEASU REMENT 
6.1 INTRODUCTION 
The parameter of interest inthis study is the current 
noise spectral density S(f) due to conductivity 
fluctuations in a semiconductor sample (also called 
current noise). 
Figure 6.1 shows in schematic form,, how this is 
measured. A noise free voltage source supplies d.c. 
current to the sample, so that conductivity fluctuations 
appear as voltage fluctuations, across a series resistor 
to which the input of a low noise wide band 
preamplifier is connected. (Theàonfiguration is identical 
to that used in photoconductivity). Following wide 
band amplification, the noise is selectively amplified by 
a tuned filter, and the emerging narrow band noise is 
detected quadratically by a meter with a slow response 
time. 
A second measurement, with no d.c. current reveals 
the 'background' of thermal noise in the sample and 
associated circuitry, and the system noise, mainly in 
the preamplifier first stage. 
6.2 EXPERIMENTAL SAMPLES 
The noise spectra discussed in chapter 8, were 
measured using the same thin film As2Te3 samples as were 
used in photoconductivity studies, and a description was 
given in 4.1. 
battery 
sam fD e 
filter 
Fig 6.1 Noise measurement system. 
•c(f) 
current 	. 	 amplifier 
nr.'Icf, 
thermal 	 . 
nOISe . 	 capacitance 
sources 	 . 
Fig 6.2 	Input circuitry & equ'ivalent noise 
generators 	 . 
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Some preliminary work was also carried out on bulk 
samples of As2Te3T12Se, the results of which were 
reported'elsewhere. The material was prepared in 
evacuated silica tubes, heated to 800
0C, and'air 
quenched. The simplest samples were discs, cut from the 
(boüle' with electrodes evaporated on opposite faces. 
Another geometry employed was a bridget - i.e. a bar 
with two side arms. A number of electrode materials were 
investigated (Au, Ag, In-Ga) and it was found that 
gold electrodes resulted in the lowest levels of contact 
noise. It was hoped that the use of gold electrodes on 
the thin film samples would thus allow the bulk 
generated noise to be observed. Low contact noise 
levels are also an indication of good 'ohmic' contacts. 
6.3 NOISE MEASUREMENT SYSTEM 
6.3.1 VOLTAGE SUPPLY 
Figure 6.1 shows the typical voltage source used. 
The battery, an Ever Ready B1702 (tapped, up to 60 V) 
was connected to a wire-wound potentiometer to provide a 
variable voltage, which was then filtered by the low 
pass combination R f and Cf . The very 'low cut-off 
frequency of this filter ( 1Hz) minimised the effects of. 
internally generated battery noise. The battery and 
associated circuitry were placed in a screened aluminium 
box, and its output leads were also screened, to 
minimise 50 Hz mains pickup at the system input. 
All resistors used were wire-wound,or metal 	 '. 
film, as those give zero, or very low excess noise 
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respectively over their thermal level, when d.c. current 
is passed. Although the sampling resistor R should 
ideally be wire-wound, for low noise, a metal film 
resistor was normally used, as wire wound resistors 
can have an appreciable reactance at high frequencies. 
It was ascertained, by using a metal film resistor as a 
dummy sample, that the excess or current noise in this 
type of resistor was below the limits of the measurement 
system, so effectively, only thermal noise was present. 
6.3.2 STANDARD NOISE SOURCES 
The noise generated in the sample may be compared 
with a standard noise source, the most commonly used 
type being a saturated vacuum diode. This generates 
shot.noise, as mentioned in 5.3 	, with flat current 
nois,e spectral density 
S.d 2 eId A2 Hz 	 6.3.1 
where 
'd  is the d.c. diode current. 'The noise is 
injected by capacitively coupling'the anode to the. 
sample top electrode. 
Although this, method 'is convenient in that the' 
system gain and bandwidth need not be known accurately, 
it is only useful for relatively high levels of sample 
noise - i.e. the sample current noise must be much 
greater than the background thermal noise, while the 
levels to be measured were very low. Secondly, the 
anode slope resistance of the diode, which is effectively 
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in parallel with the sample, may shunt the sample noise 
if the sample resistance Rsa is greater than l M7. In 
such a case, the diode is of course no longer a true 
current noise source and hence was discarded. 
If the preamplifier and system noise were zero, then 
the thermal noise of the sample and associated resistors. 
would be a convenient standard source. As the amplifier 
noise could not be eliminated, the measurement method 
• was reduced to that described in 6.1 - i.e. an absolute 
measurement of sample noise. This required an accurate 
calibration of the system gain and bandwidth, however. 
6.3.3 WIDE BAND ANFLIFIERS 
The requirements for the amplification system in 
noise measurements are essentially the same as in 
photoconductivity measurements - outlined in 4.9.2. - 
•i.e. low noise, high input impedance, wide bandwidth, and 
high dynamic range. This last requirement applys more 
to the output stages which may have to accommodate high 
noise 'peaks'. 
It can easily be shown that the noise generated in 
the first stage of the amplification, dominates the 
overall system noise-figure, defined in 4.9.2, so care 
was taken in the first stage preamplifier design. A 
number of designs were tried, but it was found that the 
two amplifiers described in 4.9.2 for photoconductivity 
work were quite adequate, see figure 4.15. To minimise 
amplifier noise, metal film and metal oxide resistors 
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were used in the input stages, and selected low noise 
transistors, (2N3819 and BC154) used throughout. 
The f.e.t. preamplifier was generally used as the 
first stage, with unity voltage gain, followed by 
cascaded xlO gain bipolar stages, to give a total 
2 	4 voltage gain (A), of 10 - 10 . An ingenious method, 
144b), was used to measure the suggested by Baxandall (  
low noise.figures of these amplifiers. A source 
resistor, roughly of the value of the sample network 
resistance, was connected to the amplifier input, and 
dipped in liquid nitrogen, while the drop in output 
noise was monitored. Noise figures of 	1 dB were 
obtained Over a range of source resistance and frequency. 
6.3.4 BAND-PASS FILTER 
The band-pass filter in figure 6.1 allows the 
spectral density of the sample noise to be computed. If 
the voltage transfer function of the filter is H(f), 
and the input noise voltage spectral density is S.(f), 
then the total mean square output voltage v 2 , is 
OUc 
v 	2 = f s(f) 	 iH2 (f) df 	H 2 	(f ) 	H2(f)df out 	 fl 	 o n 0 H 
='.Ho2 S1(f)  Beq 	 6.32 
where 11 is the centre frequency (f 0 ) voltage gain and 
the pass-band is so narrow that S(f) can be approximated 
by S1 (f0 ). Equation 6.3.2 also defines the noise 
equivalent bandwidth Beq  which is not, in general, 
equal to the usual 1 3 dB' bandwidth B. 
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The filters used in this work were the input 
section of a P.A.R. lock-in amplifier, type HR-8, 
useful up to 180 kHz, and some L-C filters made in the 
department. The 'two-pole' characteristics of such 
/ 
filters leads to the following relationship 
B 	=l.22B eq 
This was verified experimentally, by graphical 
integration, for several frequencies. Typical Q 
values for the filters, ranged between 10 and 20. 
6.3.5 TRUE R.M.S. INDICATION 
As noise voltages from uncorrelated sources. add 
quadratically, a quadratic detector, whose output is 
proportional to the square of the input voltage is 
required. In this work, a Hewlett-Packard 3400 A 
true-r.ta.s. voltmeter was used. This instrument was 
ideal, in that it had a frequency range of 10 Hz - 10 MHz, 
and a wide dynamic range for noise measurements. 
Normally, the voltmeter reading fluctuated about 
the mean value. To improve the. accuracy of the 
measurement, a d.c. output proportional to the scale 
reading, available at the rear of the instrument, was 
put through a.low pass filter of time constant T, into a 
digital voltmeter. It can be shown that when the noise 
equivalent bandwidth of the system is Beq  the probable 




Error = 100 (2 13 'r) 	% 
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By varying r, from 1 s to 100 s, this error was 
kept below 5 %. 
6.3.6 INTERFERENCE PRECAUTIONS 	/ 
As with all low level systems, many precautions 
must be taken to avoid pick-up of unwanted signals, 
especially at the input stages. 
All of the input circuitry, the voltage supply, and 
preamplifier, were plac5ed in a screened metal box, to 
avoid mains pick-up at the high impedance input. Only 
one earthing point was used, to avoid inductive mains 
pick-up. Cable noise was minimised by us!ig short 
lengths of 'low noise' cable, rigidly fixed to the bench 
top if necessary. . 
6.4 NOISE SPECTRA COMPUTATION 
Figure 6.2 shows the input circuitry and equivalent 
noise generators, associated with each noise source. The 
sample capacitance, and stray capacitances associate with 
wiring and amplifier input are also indicated. 
The noise voltage spectral density S.(f) 
appearing at the amplifier input is composed of several 
components. 
ST(f) 	- thermal noise originating from the 
resistive components of the sample 
and series resistor. 
S1(f) 	- noise arising from conductivity 
fluctuations and contact noise in 
the sample 
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- amplifier noise, referred to the 
input. 
The measurement procedure outlined, in 6.1 yields 
the following readings, at a given fil±er centre 
frequency 10. 





(S (1 ) + S (f )) A2 H 
2 
 B (1 ) 	6.4.1 ol 	vT o 	va 0 	 0 eq 0 
ii) Current passing_through sample. The output mean 
'square voltage v 022 is 
2 	
(1 ) + s (1 ) + s Vi  (1 0 )] A2 H. o 	eq o 2 B (1 ) 6.4.2 v02 [ SVT 0 	va 0  
The voltage noise spectral density at the preamp input, 
associated with sample current noise, is then obtained 
2 	'2. 
V02 -v 
S.(f)= 	 ol vi o 6.4.3 
A 
2 
 H 2 B (f) 
0. eq o 
Straightforward circuit analysis gives the noise. current 
spectral density S i  (1 0 ) , 
(v 
2 - 	2 
. v 
S(f)-°2 	ol  j o 	22 	6.4.4 
eq o 
where R T = RsRsa's + 1sa) and C T is the sum of sample 
and stray capacitance. The amplifier input resistance 
is usually much greater than'RT,  and has a negligible 
effect. 
For optimum sensitivity to the sample noise, R 
should be much greater than 	- i.e. current source sa 
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operation, but as Rsa  was normally 	l M2 or greater, 
and CT '- 2 pF, this limited the system bandwidth. In 
practice, sensitivity was sacrificed for bandwidth, and 
was chosen to be less than Rsa  typically "10 kS. 
A bandwidth of "3 MHz was achieved, allowing 
measurement of spectra with relaxation mode time greater 
than 	100 ns. 
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CHAPTER 7 
PREVIOUS WORK ON As 2Te 3 AND As 2Se3 
7.1 INTRODUCTION 	 / 
It is useful at this point to siimmarise some of the 
recent measurements of optical and electrical properties 
of bulk and thin film As2Te3 and As2Se3 for comparison 
withthe present work. The band structure, distribution 
of localised states, lifetimes and carrier mobilities are 
of particular interest. 
7.2 As Te3 
Optical absorption measurements carried out by 
(105) 
Weiser and Brodsky 
(119)  and Rockstad 	on evaporated 
films, interpreted by the relation 
a (v) = B(hV - E0 t)2/hV 
give 
Eopt (300 K) = 0.86 eV Weiser and J3rodsky 
0.83 eV Rockstad 
Bopt (OK) = 0.95 	0.98 eV Weiser and Brodsky 
Temperature coefficient Y = -5 x 10 eVK Weiser and Brodsky 
D.C. conductivity measurements give 
c (Room temperature) 1 - 7 x lO Rockstad 
1 - 2 x 	Weiser and Brodsky 
conductivity activation E 0.40 ± .02 eV Weiser and Brodsky 
energy 	 0.46 eV 	Croitoru et al(146)  
pre-exponential factor C = 6 x 	m 1 Weiser and Brodsky 
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A .C. conductivity measurements, by Rockstad 6 ' 10 
giving an 1 
	 6 
dependence around 10 Hz are interpreted by 
Mott and Davis 
(147) 
 in terms of a high density of states 
at the Fermi level, of g(EF)  5 x 10
25  m 3 eV'. 
Photoconductivity. Spectral response' : Weiser and 
Brodskyc 9 report a relative spectral response which 
rises from about 0..1 at 0.85 eV photon energy, to unity 
at about 1.2 eV. The response above 1.2 eV was not 
measured. 
Transient response. Photócurrent rise and decay 
times of "50ns and 150 ns respectively were obtained at 
room temperature by Weiser and Brodsky, with GaAs laser 
excitation. The free hole lifetime was estimated as 
< 50 ns. 
Mobility. Weiser and Brodsky estimated values for 
N v , of 2.4 x 1025 - 3 x 1026  rn' 3 , and p. 0  between 
-4 	-4 2 -1 -1 10 - 4 x 10 m V s from dark conductivity, and a 
minimum value for p. 
0 
, of 3 x 1 s 2 -1 -1 0 m V s from 
photoconductivity. Trapping effects were noted, but no 
detailed information on trapping levels and cross-
sections were given. 
• 	Hall effect measuremerts on As50Te50 by Emin :t a1 3 
reveal a room temperature Hall mobility of 4 x 10 m V s 
and a small activation energy of 0.06 eV, interpreted 
• 	as due to polaron conduction. 	 • 
•  
Thermopower measurements on As • 50Te50 by Emin et al (33) 
give a thermoelectric power energy 	0.25 eV the 
• discrepancy between this and the 0.44 eV activation energy 
being associated with polaron hopping energy 
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Optical absorption. There are many reports of 
optical absorption in bulk vitreous and thin film 
(40,148,149,150) 
As2Se3 	 . Interpreting the high absorption 
data in the same way as in As2Te3 gives typical results. 
E.(300 K) 1.80 eV Owen (150) 
1.73 
	
Zalien et al 149 
E0 t( 0K) 
Temperature coefficient Y - 7 x 10 4 eV K' Edmond 40 
D.C. Conductivity in bulk and thin film As2Se3 has 
been measured often (40,41,65,152)  
Typical values for bulk material at low fields, are 
T(295 K) 5 - 6 x 10 	 De Wit and crev ecoeur ( 65 ) 
Pre-exponential factor C 2-5 x 	S 	m Davis and Mottt i3 
0.905 eV 	Edmond 40 
0.95 eV 	Marshall and Owen 20 
Thin films exhibit a wider range of values, e.g. 
room temperature conductivities in the range 3 x 10 	- 
3 x 10 	m 1 , and an activation energy which is not 
temperature independent, in the range 100 to 400 K. 
(92)  Davis and Shaw 	report a variation in 	from 0.1 eV 
to 1.5 eV inthis range. 
High field conductivity behaviour has been reported 
by De Wit and Crevecoeur (65)  Marshall and Owen (20) and 
Marshall and Miller (66). Marshall and Miller fit the 
data to a single exponential form 
cr(0) exp [e a(T) e/kT] 
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which gives value for a (295 K) of 35 R, for Marshall's 
data, and "18 X for De Wit and Crevecoeur. 
A .C. conductivity in bulk As 2Se 3 has been measured 
(42,148,154-156) 	 1 / 
extensively 	 , and an w ,dependence 
obtained in the range 102 - 107 Hz at1 least. Interpretation 
24 -3 	-1 
in terms of Fermi level hopping gives g(EF) - 10 m eV 
Thermoelectric power measurements in the liquid 
state (Edmond ° ) and glassy state (Uphoff and Healy 
give a positivethermopower, indicating hole conduction. 
Photoconductivity. Photoconductivity in bulkand 
thin film As2Se3 has been investigated in some 
detail
(101-105,148,151) 
The spectral response reported by Rockstad 0 and 
Kolomiets et al 
(103)  differs inshape, probably due to 
different geometric factors and normalising procedures 
(as mentioned in .3.2. 3 ). According to Rockstad, the 
response rises uniformly with the absorption edge, and 
levels out above 2.2. eV in a thin film, while in a 
bulk sample, Kolomiets et al report a peak at "2 eV, with 
response falling at higher photon energies. Neither 
author mentions whether normalising included a knowledge 
of the photocurrent-intensity behaviour. 
The teniprature dependence of the steady state 
photoconductivity in the low temperature, high intensity 
region using non-monochromatic illumination., (presumably 
(102,103) 
in the bimolecular regime) is reported by Kolomiets et al 
as 	0.4 eV although values of 0.25 eV0 	
(158) 
and 0 5 eV 
have also been obtained by Kolomiet's group. 
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Photocurrent decay behaviour has been reported in 
a number of papers by 	
(102,103,159) 
Kolomiets group 	 and 
normally interpreted as consisting of fast( 10 	s) 
and slow (>1 s) exponential componen±s, associated 
/ 
with slow (j3) and fast (cx) trapping centres. Above 
1200C, the photodecay time (fast component) is intensity 
independent and decreases with incre.sing temperature, 
with activation energy "0.4 eV 02 . 
Quantum efficiency measurements, made by Xerographic 
discharge methods 60 reveal a field dependence of 
for fields greater than 4 x 106 v m'. 
Drift mobility 	. Hole drift mobil!ties have 
been measured in sandwich samples of vitreous and 
evaporated As2Se3 by transit time techniques 20 ' 160 ' 16 . 
in all cases the transit pulses were rounded, due to 
deep trapping effects, and the mobility was field 
dependent. Typical values for lid  at 	10. V m' are 
• 	 -92 -1 -1 
2 - 4 x 10 m V s . The mobility appears to be 
(20) 
trap limited, and Marshall and Owen 	find a Poole- 
Frenkel field dependence,. giving a zero field room; 
-102 -1 -1 
temperature value, of "5 x 10 	m V s , a trap 
depth of 0.43 eV and density Nt 1026 m3. 
Localised states. Kolomiets62)  and Kolomiets 
and Mazets63) have summarized the distribution of 
localised states in crystalline and amorphous As 2Se3 , 
obtained by a number of methods, including thermally 
stimulated currents (TSC) space charge limited currents 
(SCLC),.iriduced photoconductivity (IPC). In the crystal 
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there appear to be a number of discrete levels at 0.49, 
0.58 and 0.72 eV above 	while in the glass, states 
are distributed between 0.35 and 0.75 eV, although there 
may be some maximum around 0.6 eV. Street and yoffe 64 
find a level at 0.40 ± 0.03 eV from T'.S.C. results. 
(165' 
Photoluminescence measurements 	at 77 K give 
a broad emission spectrum which peaks at 0.88 eV, 
indicating radiative transitions to gap centre states. 
Photoluminescence quenching spectra at 6 K 66 indicate: 
a localised level about 0.6 eV deep. 
All of these measurements indicate some definite 
structure in the distribution of localised states, 
much of which is corroborated in the present work. 
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CHAPTER 8 
ANOR PHOUSAs.,Te 3 
8.1 SAMPLES 
A number of thin film samples were produced by the 
methods outlined in 4.1, for optical and electrical 
work. Detailed measurements were carried out on only a 
few of these. The thickness range was as follows : 
Sample 
C-15 0.35 pm 
C-16 0.35 pm 
C-17 1.50 pm. 
Sample 
C-19 0.67 pm 
C-20 0.67 piii 
C-27 0.54 pm 
C-28 0.24 piii 
Chemical analysis, by spectrophotometer colorimetric 
techniques was carried cut some months after the sample 
preparation. Due to the small amounts of film material 
( <1 mg) and possible surface oxidation, the accuracy 
was not high, and the' films were estimated to be within 
5-10 at.% of the stoichiometric composition, perhaps 
slightly rich in As. The electrical properties were 
so similar to those reported elsewhere, that the other 
properties are taken to be typical of As2Te3 . 
8.2 OPTICAL PROPERTIES 
Figure 8.1 shows typical optical transmission data 
for a 0.67 pm thick sample, at 293 K and99K, and room 
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film n,at  room temperature was obtained from the 
interference fringes, using equation 4.4.3. This was 
found to vary slightly with wavelength, being 3.75 at 
1.9 .un, and 3.9 near the onset of absorption, although 
this latter figure may be high as absorption affects 
the accuracy of the calculation. These figures compare 
(119). well with Weiser and Brodsky's figure 	of 3.76. 
Assuming n 	3.8, gives an air-film reflectance 
from equation 4.4.2 of 0.34,. in good agreement with the 
value measured in the, high absorption region. As the 
calculations for a, made from the low transmission data 
are not sensitive to the value of R 1 , this figure was 
used throughout, giving a film-substrate reflectance R 2 , 
of 0.188, and giving an equation for transmission 
T 	
0.519 exp(- ad) 	 8.2.1 r 1 - 0.073 exp-2ad) 
Figure 8.2 shows the absorption coefficient a, 
vs photon energy hv, at 293 K and 99 K, for two samples 
of thickness 0.67 i.in and 1.5 pm. Also shown is Rockstad's 
room temperature curve ° , which is in reasonable 
agreement. 
The dats. of figure 8.2 fit well to the quadratic 
relation of equation 3.1.9, i.e. 
a(v) = B(hv - E opt )2/hv . 	 8.2.2 
with B z 8.6 x 10 m eV, and figure 8..3 plots 
(ahv) 2 vs hv for the two temperatures. Extrapolated 
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1 293k Bopt 	
0.90eV 
99 K E0t 1.00 eV 
Assuming a linear optical gap temperature dependence, 
-1 
gives a gap coefficient y - 4.7 x 10 eV K , in. 
good agreement with Weiser and Brodsky's value of 
- 5 x io 	(119) 	The inset of figure 8.3 illustrates 
this temperature dependence and the estimated value of 
E0t at OK, assuming some fLattening out at low 
	
temperatures, is 	1.01 eV, somewhat higher than Weiser 
and Brodsky's value.of '0.98 eV. 
Davis and Mott 7 give an expression for the 




ns cc tE 	
eV  
For a case with linear band tails of depth AE. 
anticipating the results of later sections and putting 
0.2 eV and 	1.1 x 10
4 S -1 -1 m , gives 
6 -1 -1 B 5 x 10 in eV , rather lower than the experimental 
value, and Weiser and Brodsky's 9 value of 4.7 x 
Davis and I4tt. 7 point out that the value of 	in 
the absorption expression, may not equal the d.c. 
conductivity value, as the interband transition matrix 
element need not equal that for states in one band. 
Equation 8.2.3.is in any case,'only a rough estimate. 
It cannotbe assumed that the optical gap is the 
gap between extended states or mobility edges, or that 
it corresponds to the onset of B-L transitions in a 
' limited tail model as discussed by Davis and Mott. 
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The value will be used, however, as a rough guide to 
the mobility gap. 
8.3 DARK CONDUCTIVITY 
D.C. dark conductivity measurements were made on 
the coplanar thin film samples listed in 8.1. The gap 
width 1 was 25 un and typical electrode width w was 
4-5 mm. Room temperature conductivities (o) vary by 
- 	 -2 -1 -1 
less than a factor of 3, around.a value of 10 S 
agreeing well with Weiser and Brodsky?s value. 
Ri 
C-is 0.35 m 1.6 x 10_ 2 
C-16 0.35 .u,i 1.6 x 16 2 
C-17 1.50 pm 8.6 x 1.0 
C-19 0.67 iian 1.0 x 10 2 
C-20 0.67 jm 1.0 x 10 2 
C-27 0.54 im 1.56 x 1072 
C-28 0.24 p.m 6.0 x 10-3 
 
Figure 8.4 shows a plot of log (conductivity) 
vs l/T at low applied field (E = 4 x 104 V m), for 
C-19, C-27 and C-28. Over a wide range the plots 
- are linear - i.e. of the form : 
r= Cexp(- EQJkT) 
with the values : 
C-19 C. = 1.7 x 10 E = 0.42 eV 
C-27 C = 1.0 . 103 E 	0.40 eV 
C-28C = 2.3 x 10 	0.43 eV 
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If conduction is by free holes, then C 	exp 
Y/2 k), where Y is the optical gap temperature coefficient. 
The factor exp(Y/2 k) = 15, is only an estimate, as there 
may not' be a direct relationship between the optical 
gap and mobility gap. This gives values for 	of 
4 	3 	 4-1-1 
101 x 10 , 7 x 10 , 1.5 x 10 .2 	in 	respectively, for 
C-19, C-27° and C-28, which is what would be expected for 
transport in barely delocalised states near the mobility 
edge - i.e. in the diffusive transport region. 
Below 140 K, the conductivity data for C-19, show 
a slight change in slope. Although the range for this 
region is small, it could be fitted by band-ta.il hopping 
conduction in a tail of width E -E , with hopping 3 v 
energy AW3 
i . e • o = a 1 exp ( - ( (E1 . - E3 ) + W3 )/kT) 
The. measured activation energy is 0.3 eV, and 
substituting a band-tail depth of 0.2 eV indicated by 
transient photo-growth measurements (see 8.11) gives 
LW3 of "0.1 eV, a reasonable value, and o 1 , neglecting 
gap temperature effects, of between 10 and 100 £2_i  m1, 
a reasonable range for hopping conduciion. The dearth 
of data in this region make this interpretation only 
tentative, but it must be borne in mind for later work. 
8.4 HIGH FIELD EFFECTS 
The d.c. conductivity was observed to increase with 
applied field, and possible mechanisms have been considered 
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Poole Frenkel effet, field assisted hopping, and a 
hypthetica1 'tmobility edget 1 effect. 
8.4.1 POOLE FRENKEL EFFECT 
If extended state conduction predominates, then some 
field produced redistribution of free and trapped charge 
may account for the high field behaviour. In general 
both the emission and capture probabilities for a 
given centre may be field dependent. 
Using the simple 4-level model discussed in 
chapter 3, the distribution of free and trapped holes 
may be expressed as a function of field 
:P(E) 	C2(0)P2(E) 	 V 8.4.1 
V 	
N2f2(6) N2C2(E) 
if interchange with the valence band predominates, and 
lattice coupling is field independent. 
Foz. Coulombic centres, with C 2 field independent, 
this results in the Poole-Frenkel effect, and p 2 (e) can 
be written 
(E2 -  
= N, exp(- 	kT 	) 	 8.4.2 
1 
where /3&2 is the barrier reduction for thermal .ionisation 
on a simple one-dimensional analysis. 
Taking the measured refractive index nS  3.8 for 




and 3 =( e 	2.0 x 10 eV V in2 
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As mentioned in chapter 2 a full 3-dimensional 
analysis (Hartke (73) , leda
(74)  ) could give a lower 
theoretical value for P and, at sufficiently low fields, 
estimated by Marshall and Miller to be 2 x 106  V 
a transition to hyperbolic sine and then ohmic behaviour, 
should occur. 
It should be noted that such a trap-band 
redistribution can only bemeasured directly by such 
techniques as drift mobility measurements, where on the 
time-scale of the experiment, recombination equilibrium 
is not reached. Conductivity measurements are, however, 
made under steady state conditions, where the 
redistribution of equation 8.4.1 alters the equilibrium 
recombination rate. For example, the simple 4-level 
analysis of 3.2.13, gives, for B-L path 1 recombination, 
a free hole density 
C 	 C 1(0)p1 (E,) N1 
p(E)=( 'c2( 	 8.4.3 
Hence, if C 2 and the recombination parameters are 
field insensitive, the conductivity will have the form 
(for coulombic centres) 
• 	
r(C) = r( 0 ) exp(- 	13C2/kT) 	 • 8.4.4 
i.e. conductivity measurements could give a value for 
19  of half the theoretical value. Possible field 
dependences of the other factors could mask this 
lowering (or even alter the form ofthe 0field dependence), 
but are not incorporated in this simple form of the theory. 
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Note that equation 8.4.3 may be inappropriate if the 
Fermi level is pinned by other states, but it does 
serve to show that recombination should be considered 
in the analysis, a point which will be returned to in 
8.8 and 8.10, on high field photoconductivity. 
1 
Figure 85 is a plot of logo- vs6 2 for several 
temperatures, for sample C-19. Straight lines cannot 
be fitted to the data over the whole range of applied 
field, and even at fields > 2 x 106 1 V m where 
equation 8.4.2 could apply, there is still some 
curvature. Sufficiently high fields could not be 
applied to give enough variation in cr, above 2 x 106  V 
to determine whether the behaviour tended to linearity. - 
If a 'slope' is taken from the nearly linear part at 
high fields, as shown in figure 8 .5, then a value for j3 
1 	1 
of 1.5 x 10 eV V 2 m 2 is obtained, over most of the 
temperature range covered. This is in reasonably gocd 
agreement with the 1-dimensional theoretical value. 
On the other hand it is somewhat high for agreement with 
the 3-dimensional analysis, especially if recombination 
has a further lowering effect, and this might be taken 
to imply some field dependence of the other factors in 
equation 8.4.3. 
8.4.2 EXPONENTIAL FIT OF DATA 
The Poole-Frenkel effect is therefore a possible 
candidate for the high field conductivity behaviour. 
a 
It was found, however, that the data gave a much better 
fit over the whole field range, to an expression of the 
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form disáussed in 2.2.5 - i.e. 
= °0 exp[-E0.. - e a(T)€dI/kTJ 	1 8.4.5 
(including the gap temperature coefficient factor in 
cr0 ) where Ecr is the low field (strictly speaking, 
zero field) activation energy. Figure 8.6 illustrates 
this for the data of figure 3.5. 
The temperature dependence of the activation 
length parameter a(T) is shown in figure 8.7, and can 
be seen to have a roughly linear dependence 
a(T) = a(0)- dT' 	 8.4.6 
where a(0) = 31 R (extrapolated) 
d z 7 x 10_2 
As mentioned in 2.2.5, this behaviour is typical of 
many chalcogenides, and similar data are included in 
figure 8.7, for Ge18Te81S2Sb2 and As1 'e58e 0 These 
measurements were carried out by the author, and 
Mr. A.W. Wallace, respectively in this Department. 
When a(T) is of the form of equation 8.4.6, then, 
the change 'in conductivity activation energy depends on 
the 'zero temperature' value a(0), while the intercept 
at l/T = 0 is reduced. For example, a field of 
1.2 x 107 V m should result in a change of activation 
energy, from 0.42 eV, to about 0.37 eV, and a depression 
of 	by a factor of 0.38. High field data for 
E= 1.2 x 10 V m are included in figure 8.4, showing 
the reduction in activation energy (above 140 K) to 
0.37 eV. 
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It is worth noting that the behaviour described by 
equation 8.4.5 has been observed in Ge 15Te81S2Sb2 and 
As-Te-Ge, to fields 3 x 107 V m. If this were also 
true for As2Te31  then. the data of figure 
8.5 would 
continue to curve, at higher fields, invalidating a 
Poole-Frenkel explanation. 
8.4.3 FIELD ENHANCED HOPPING 
Field enhanced hopping conduction in a band tail 
was considered, as the hyperbolic sine relation of 
equation 2.2.13 will result in the observed exponential 
field dependence at high fields. 
This explanation does not seem likely for several 
reasons. Firstly, the value of o (1.1 x 10' S 	m') 
is probably not compatible with this mechanism, which 
should give a pre-exponential factor of 102 -1 m. 
The value of the hop distance must be 20 9 in the 
temperature range studied, which seems somewhat large 
although not impossible. Perhaps the main objection. 
however, is that a hyperbolic sine dependence should 
be observed, at fields below 5 x 106  V m. This is 
not observed in As 2Te, nor in many other chalcogenides, ,. 
as mentioned in chapter 2, where the exponential 
dependence is followed at fields as low as 10 V m 
(Marshall 67 ). 	 . 	. 	. 
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8.4.4 'MOBILITY EDGE' EFFECT 
The proposal of Marshall and Nill er ( 66 ), that this 
ubiquitous behaviour is caused by the effect of a field 
on carriers near the mobility edge, seems very plausible, 
although at the time of writing, detailed calculations 
have not been carried out. Whether the mechanism is 
understood as 'field stripping' of shallow localised 
states, or 'unbiocking' of percolation bonds, it can be 
interpreted as a progressive lowering of the mobility 
edge. The depths or activation energies, of deeper 
lying traps both neutral and coulombic, are therefore 
also effectively reduced, even at fields too low to 
significantly alter the trap parameters, as in the 
Poole-Frenkel effect, a point which will be discussed in 
section 8.10 and 9.9 • on photoconductivity. 
The 4-level steady state analysis which gave 
C 
equation 8.4.3 is applicable when band tails are also 
present, if the total occupation of the tail states 
below the mobility edge is small compared with that of 
the 'discrete' states at E2 and E1 . If the effective 
release terms may now be written 
C, p1(e) = C 1 p1 (0) exp(+ a(T)e/kT) 
Cp2 p2 ( 	=CP2 p2 (0) exp(+ a(T) £/kT) 
where a(T) is the effective mobility edge shift, the 
capture parameters are field insensitive, and recombination 
path 1 dominates, then equation 8.4.3 naturally gives the 
required field dependence. (The same observed effect 
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would occur if EF  were pinned, in contrast to the 
Poole-Frenkel analysis). 
8.5 PHOTOCONDUCTIVITY : SPECTRAL RESPONSE 
The spectral response of a sample with coplanar 
electrodes is defined her'e as the relative steady 
state photocurrent per incident photon, vs photon 
energy - (the measurement technique was discussed in 
chapter 4). This procedure does not directly allow the 
separate investigation of the photogeneration process and 
the subsequent_transport and recombination, but with a 
knowledge of the likely recoinbination behaviour from 
other measurements, information can be extracted on 
photogeneration efficiency (i) and surface effects (or 
the lack of surface effects). 
Figure 8.8 shows the normalised spectral response at 
room temperature and at 143 K for sample C-19. The 
behaviour at these two temperatures is quite different. 
At room temperature, the response falls fairly steeply 
at photon energies below 1 eV, and has a constant 
value at energies above 	1.1 eV, to at least 2.4 eV. 
At 143 K however, the low 'energy fall off is less 
steep, and the response peaks at 	1.2 eV, falling 
again at high energies, to level off above "2.2 eV0 
This behaviour can be explained in terms of the 
prevailing bulk recombination kinetics, a photogeneration 
efficiency which is constant (probably unity) at high 
photon energies, and which falls off at low photon 
• O'8 • 	12. 	14 	1'6 	18 	2'0 
Photon Energy. hv .  
Fig 8.8 Asre3 Spectra photoresponse & 
Quantum Efficiency vs. Photon Energy 
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energies (hv 	 In this low energy region, th 
quantum efficiency may be activated. No recourse has 
to be made to additional spatial variation of recombination 
kinetics such as may be caused by surface states. 
It was ascertained that with the excitation levels 
employed, (from the Huger monochromator), at 295 K, 
small signal, or monomolecular recombination conditions 
prevailed in the bulk, while at 143 K, square root 
bimolecular recombination prevailed as will be discussed 
in 8.6. If djffusion effects are ignored, then the 
excess free hole density at depth x from the sample 
surface can be written 
linear case Lp(x) = LG(x)rpm(X) 	 8.5.1 
Bimolecular case Ap(x) = [G(x)/O(x)J 2 	8.5.2 
where T rn and C are recombination constants defined in 
3.3.1, but which may vary spatially, eg. if surface 
states are present. The depth dependent generation rate 
was derived in equation 3.2.99, as 
IM 
17(hv,x)Fa(1-R 1 )exp(-ax)11+R9exp{-2a(d-x)]1 
LG(x) = 	 1-R1R2exp(-2ad) 	 8.5.3 
where F is the incident photon flux density, and spatial 
variation of.71 is included. Multiple reflection, but 
not interference is included. The total photocurrent can 
be obtained by integrating equations 8.5.1 and 8.5.2 
through the sample thickness - i.e. 
= w e 	Ef 	p(x) dx 	 8.5.4 po 
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This is obviously impossible if the spatial variations 
Of ??Tpm and 0 are not'known. The following argument 
demonstrates, however, that these parameters probably 
do not vary with x. / 
/ 
The relative photocurrent per absorbed photon (77) 
at room temperature can be calculated - from the photo-
response data, and the total absorbance A, obtained 
from figure 8.1. 
i.e. A = 1 - (T + R) 	 8.5.5 
... 17 aAI/FA 	 8.5.6. 
and this is plotted in figure 8.8, vs photon energy. 
It can be se'n that 17' is virtually constant for 
energies above 1.0eV to at least 2.4 eV. For this 
to be so, either the 'competing' photogeneration and 
recombination processes have energy and spatial 
dependences which cancel out exactly over a wide range 
of photon energy and -absorption depth, or as seems 
more likely, both 77 and T  are independent of photon Pm 
energy and position (i.e. 77 = 77). Furthermore, if 77 
is independent of photon energy over such a wide range, 
it has probably 'saturated' to a value of unity. 
Integration of equation 8.5.4 now gives 
w e 1L 





which gives almost identical results for 71 as equation 
8.5e6 
- 187 - 
In the bimolecular case, the integration may be 
carried out by expancUng the integrand as a power series, 
to give 
I, 4 77F(1. -/R 1 ) 	 2 
= w e V 	( çai - R1R2 exp( - 2ad- ) 
ad 
x(1 - (1 - R2/6 + R/56- 	).exp(- --) 
- R2/6 exp (- 2ad) + R/56 exp ( - 4d )+ •...) 	8,5.7 
The terms beyond the second (R 9/6 coefficient) 
contribute less than 15 7o, over the range of a covered, 
and were ignored. Again, it is assumed that 17 and 0 are 
spatially invariant. 
Figure 8.8 also shows the energy dependence of 17 
obtained, from equation 8.5.7 and the spectra]. response at 
143 K. Values for a at 143 K were obtained by linear 
interpolation (on the photon energy axis) of the results 
of figure 8.2. It can be seen that 77 is again constant 
at high photon energies, but the low energy fall off 
occurs at higher photon energy (1.2 eV) than at room 
temperature. 
The high energy spectral response fail-off, at 143 K, 
is thus simply a result of the bimolecular bulk 
recombination kinetics - i.e. the bulk lifetime decreases 
when the carriers are produced in a smaller volume near 
the surface, as the absorption depth reduces. Surface 
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recombination states, which are often invoked to explain 
peaking of photoresporise in crystalline semiconductors, 
do riot appear to be present in sufficient density to 
affect the response. 
The low energy data for i, seem to fit qualitatively 
to the 'one-process' models of Tabak and Warter 
(exciton) or Davis and Mott (classical) it should be 
noted however, that there is no large gap between the 
absorption edge and the quantum efficiency fall off or 
'edge', as in selenium. 
The shift of this edge with temperature, "0.2 eV 
between 143 K and 295 K is somewhat larger than would 
be explained by a shift in the absorption edge only an.d 
this would indicate that the, generation is an activated 
process. Whether dissociation of an exciton is involved, 
or separation of a 'free' electron-hole pair, such a 
thermal activation is to be expected. Unfortunately the 
data available do not allow any detailed analysis. 
8.6 PHOTOURZENT INTENSITY DEPENDENCE 
The relation between photocurrent in a coplanar 
sample, and incident photon flux density F, was mcsured 
at a sufficiently low field to avoid appreciable non-
ohmic effects (8x 104 V m). A Monsanto type ME5A 
infrared GaAs l.e.d. was mainly used, with average 
photon energy of 1.37 eV. This ensured'that the 
photogeneration efficiency was always saturated, over 
the temperature range covered. 
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Low level photocurrent signals (I < I dark) 
were detected by an a.c. technique, modulating the 
source at frequencies between 15 and 100 Hz. High level 
signals (I 	I dark) were detected by a.c. and d.c. 
methods. At room temperature, the photorespnse time 
was fast enough to also allow the use of 2 jts light 
pulses of high intensity, from a GaAs laser operated at 
77 K ( 	0.845 p, hv z 1.47 eV). 
Figure 8.9 illustrates log photocurrent vs log 
incident photon flux F for several temperatures. The 
curve for 226 K shows most clearly the transition from 
a linear dependence to a square root dependence with 
increasing photon flux, a transition which occurs at 
other temperatures but is less accessIble, experimentally. 
It is also clear that there is a reversal of temperature 
dependence between those two regimes. 
At 143 K, at high intensities, there is a slight 
increase in slope, and at 115 K the photocurrent-
intensity index is also slightly higher than square root 
F 0.57 (" 	). 
An estimate was made of the dark current flowing 
in the region of photoexcitation - i.e. in the absorption 
region, which is 	0.1 im in this case, and this is 
marked in the figure, on some of the curves. It can be 
seen that the linear-square root transition occurs 
roughly at the point where AI z I dark. 
Most of these data seem reasonably consistent with 
the analysis of chapter 3, where the transition discussed 
source 
10 15 	16. 	. 17 
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above, is between the small signal monomolecular 
recombination regime, and the high signal bimolecular 
regime. The reversal of temperature dependence is also 
predicted, whether recombination is by B-L or L-L 
transitions. The discrepancies at low temperature may 
be associated with wide splitting of the trap-Fermi 
levels, and this will be discussed in 8.10. 
8.7  PHOTOcURRENT TEMPERATURE DEPENDENCE 
The temperature dependence of the steady state 
photocurrent at constant photon flux density was 
measured at low e:.ectric field (<106 V m), using the 
ME5A l.e.d. and the TA7606 laser. Again modulation and 
d.c. techniques were used with the le.d., for low and 
high level signals respectively, although there was some 
overlap. The GaAs laser was operated at: 77 K, with 2 A 
pulses of 2 s duration, which allowed the photocurrent 
to reach its final value over most of the, temperature 
range. 
Figure 8.10 shows log (LI) vs 10 3/T for samples 
C-19 and C-27, for four photon flux densities ranging 
19 	 22 	 -2 -1 from 2.4 x 10 to 6.5 x 10 , photons in 	S • This 
clearly illustrates the reversal of temperature dependence 
mentioned in 8.6 and the consequent maximum. Also shown 
in figure 8.10 is the estimated dark current flowing in 
the photoexcited region - only a rough 'estimate as the 
excess carrier distribution should alter.between the two 
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On the high and low temperature sides of the 
maximum, the intensity behaviour is linear and square 
root respectively, so the characteristic energies for 
mono and bi-.molecular recombination can be assigned to 
the slopes - i.e. 
High temperature +AEm = + 0.23 eV ± 0.2 eV 
Intermediate temperature - 	= - 0.16 eV ± 0.1 eV 
There are however, two points of apparent discrepancy 
from the results of the simple theory of chapter 3. 
Fir,stly,a line drawn through the maxima has a 
slope corresponding to Emax of about 0.5 eV, which is 
rather higher than the expected value of E 	0,42 eV. 
This means that the small signal/large signal criterion 
is not followed exactly. 
Secondly, there is a break to a lower slope at 
lower temperatures, with a tendency to flatten out at 
very low temperatures. Just below the break, the 
activation energy may be about 0.1 eV. A line drawn 
through the break points has a slope of 0.3 eV. 
Both of these features will be discussed in 8.10, 
but at this. .point it can he stated that the data do 
not invalidate the bulk of the analysis of section 
3.2.13 and are in fact phenomenologically self consistent. 
It can be shown by simple geometry that with a 
linear-square root transition, B 	. max = Ern 
+ 2AF
b  
("0.55 eV) which agrees roughly with the data. 
Similarly, the shift of the low temperature break point 
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1,6 
with intensity is consistent with the slightly 'super-
root' behaviour at low temperatures, in figure 8.9. 
Note that if absorption effects are included, the 
temperature dependence of the photocirzent is unaffected 
in the monomolecular case, and only sightly so, in the 
bimolecular case. For complete absorption, as applies, 
to the l.e.d. and laser outputs, equations 8.5.6 and 
8.5.7 reduce to 
t?I a; , po ' pm F (monomolecular) 
1 
Al 
(fl F \2 po Ca) (bimolecular) 
Including the (interpolated) temperature dependence 
of a has a ngligiblé effeát on the data. 
The data for the 'high' and 'intermediate' 
temperature range seem consistent with the analysis of 
chapter 3, a1thoughit is not possible to distinguish 
whether B-L or L-L recoijibination is occurring, as both 
predict the form observed. Photodecay time measurements 
help resolve this ambiguity. 
8.8 PHOTOURRENT FIELD DEPENDENCE 
Photocurrent-voltage measurements were carried out 
in the high illumination region, to ensure that, for 
the other measurements, the field was kept low enough 
to avoid significant non-ohmic effects. The 1.37 eV 
GaAs source was used, to ensure that the photogeneration 
efficiency was saturated. 
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It was found, however, that these photocurrent 
data also fitted the exponential behaviour of equation 
8.4.5. Figure 8.11 shows log (photoconductanCe) vs 
field, for several temperatures.. Although the field 
dependence is exponential, it is much less than in the 
dark. Figure 8.12 plots the "activation length" 
obtained from the data, as well as the dark data, and 
gives 
Photocurrent a(0) z 18 
d = 3.5 x 10_2  R K 1 
The interpretation of such results is uncertain, 
as.photogeneration, kinetics, and transport may all be 
field dependent. In the discussion of 8.10, it will 
be shown that the 'mobility edge' field effect discussed 
in . 8.3 and applied to the bimolecular kinetics case, 
could account for the difference between dark and 
photocurrent field dependences. 
8.9 PHOTODECAY TIME 
As was mentioned in 8.7, steady state photocurrent 
data could be interpreted in terms of B-L or L-L 
recoinbination paths. The photodecay results give 
further information on carrier kinetics and show that 
)3-L recombination is the most likely mechanism. 
The experimental method used, was described in 
4.9. Care was taken to ensure that the illumination rise 
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shorter than the photodecay time Tc measured as the time 
for the photocurrent to decay to half its steady state 
value after the illumination was turned off. In this 
respect, both the ME5A 1.e.d. (tr 	0.2 xs) and the 
TA7606 laser (tr < 10 ns) were satisfactory, and the 
instrumental rise time was kept always <= 0.3 T 	 This 
was done by reducing the series current sampling 
resistor, and hence the input R-C time constant of the 
preamplifier, as discussed in 4,9.2. In some cases, 
this resulted in a very poor photosignal/noise ratio, 
and synchronous 'Boxcar' detection was used to clean up 
the signal, as deribed in 4.9.2. Figure 8.13 shows 
such a photodecay trace, displayed by a storage 
oscilloscope (Tektronix type 549). 
The variation.of photodecay time T with temperature 
is shown in figure 8.14, for four illumination levels. 
Superimposed upon th°se is the steady state photocurrent 
dependence of figure 8.10 for F = 9 x 1019  photons m 2 ,s. 
It can be seen that in the high temperature 'linear' 
regime, ' is• independent of illumination level, and has 
a marked temperature dependence which can be described by.  
T 	a eXp( + iE T..m/kT)cm 
whereE 	"0.55 ±0.03 eV. 
The room temperature value of the monomolecular 
decay time is 	l is. Contrast this with the value 
i
- (119) 	 - obtained rom Weiser and Brodsky's 	esu1ts, of 100 ns, 
using GaAs laser excitation, and the value obtained here 
/ 
Fig 8.13 As2Te3 Photocur rent decay 
obtained by boxcar. signal 
retrieval . 	. 	. 	. 
vertical scdle 5.nA/crn 	. 
horizontal scale 20ps/cm. 
(9 	. 	-2-I 
90 1ps light pulse F= 9x10 photons m s 
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with laser excitation,of 200 ns. it. is evident that 
in these cases, the recombination kinetics are 
bimolecular at room temperature see figure 8.1 and hence 
the decay time is reduced. 
Figure 8.13 shows the time dependence of the decay 
at room temperature, for 'low' excitation, which fits 
well to the exponential curve predicted for monomolecular 
recombination. Figure 8.15 shows 	vs F for three 
temperatures. At 250 K, T is nearly independent of F, 
while at 202 K, TiS proportional to F 2 over a wide 
range. At 143K, however, there is a steeper, unexplained, 
dependence. 
In the square root regime, r, now Tcb, first 
contihues to rise, to a maximum, then falls off slowly 
with reducing temperature, and diminishes with increasing 
illumination. The data for the highest illumination - 
22 	 -2 -1 6.7 x 10 photons in S .  may be slightly low at low 
temperatures as the available laser light pulse width 
was limited to 2 p.sec, (77 K operation) and the steady 
state may not have been reached during this time. 
8.10 PRELIMINARY MODEL FOR As2Te 
The data presented so far enable a preliminary 
model to be set up for the distribution of localised 
states, and carrier kinetics in As2Te3 . Further data, 
presented in 8.11 - 8.12 corroborate this model, and also 
indicate the presence of additional states, not fully 
revealed by the measurements already described. 
19 	 20. 
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The model chosen,haS to be consistent, as far as 
possible, with the following experimental data. 
Optical gap (OK) E0t 1.01 eV 
Dark conductivity activation energy ET 0.42 eV 
Steady state monomolecular 	 AErn 	0.23 eV 
Steady state bimolecular 'activation' 	.AEb 	0.16 eV 
Monomolecular decay time 'activation' 	AE'r(m) 0.55 eV 
The preliminary model is based on these data and 
the analysis of chapter 3. Other features, such as the 
bimolecular decay time behaviour and low temperature 
photocurrent break cannot be described so simply, and 
will be discussed later. 
In selecting the model, a number of possible 
situations had to be considered depending upong the choice 
of recombination patiis (B-L or .L-L) and transport 
mechanisms (in extended states, or hopping). If the 
possibility of a change with temperature, from B-L to 
L-L recombination and/or of transport mechanism, is 
included, the number of possible situations is large. 
These analyses were carried out ±n the light of the 
4-level model of chapter 3 and the most consistent model (a) 
was the relatively simple one of B-L recombination at 
all temperatures and extended state transport, with the 
proviso that the equilibrium Fermi level is 'pinned' by 
another set of states 0.42 eV above the valence band 
edge (density N, say). 
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The only other 'contender' was a model (b) in 
which B-L reconibination in the monomolecular cegime 
gives way to L-L recombination in the bimolecular regime. 
Although this requires no pinning of Eanalysis shows 
that it does not give a very good fit to the high 
temperature photodecay data. Furthermore, if the 
transition from B-L to L-L recombination does not 
coincide in temperature with the transition from 
monomolecular to bimolecular kinetics, an intermediate 
region can occur in the photocurrent temperature 
dependence, with slope between AS and IEb.  It can be 
shown that the B-L to L-L transition 'temperature is 
independent of excitation, while the mono to bimolecular 
transition temperature is excitation dependent. The 
absence of an intermediate slope region therefore 
argues against model (b). 
The recombination analysis of chapter 3 requires 
little modification in the presence of 'pinning' 
states, if they behave in a similar way to the 'gap-
centre' states in the treatments of Weiser et al 100 
and Arnoldussen et al 99 . Firstly, they play an 
insignificant role in recoJ)Lbination at all temperatures., 
The possibility of this occurring is related to the 
density and capture coefficients of the states and was 
discussed' in 3.2.12. Secondly, the 'species' must be 
such thatunder high illumination, the charge density in 
these states is less than that in states at E and E 2 . 
The type and density of these states depends upon the 
(b) B-L —4 L-L 
ElEF 
E -E 2. 	V 





E -É 2 	V 
E1  -5 
E -E F 	V 
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charge type and density of the states at E and E 2.. 
This will be discussed later. 
The'pinning' thus affects only the charge 
neutrality condition in the dark and low signal 
(monomolecular) regime. Referring to the equations for 
the monomolecular analysis, (3.2.85-3.2.87, and 3.3.8-
3.3.10) the energy - E2 ) may now be replaced by 
(E - EF), for E-L recombination path 1, using subscript 
3. for monomolecular values, giving 
= NCp1 exp(+ 
	
kT 	=AG Tpm 	
8.10.1 
N2 	ElEF 	N2 
Tcm = P2N 1C 1 1 	kT = 	. Tpiii 	
8.10.2 
As an illustration of the tests for a consistent 
model, table 8.10.1 lists the characteristic energies 
obtained for three cases. (a) B-L recombination at all 
temperatures (b) B-L in the monomolecular regime and 
L-L in the bimolecular regime and (c) L-L recombiriation 
at all temperatures. Transport is in extended states. 





tEb (E2 	E) 
A E, (ElEF)+(E2_Ev) 
E 	E-E 0- V 
Table 8.10.1. comparison of different models for 
photoconductivity in AS2Te3 
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Now, E 1 and E2 can be found from the dark and 
steady state data, and the values used as a test of 
consistency to p redictLiE 	The values so obtained are 
listed in table 8.10.2. 
(a) B-L (b) 13-L -> L-L (c) L-L 
E2 - E 0.32 eV 0.16 eV 0.16 eV 
- E 0.65 0.65 0.81 
1 	V 
E 	- E 0.42 0.42 0.42 F v 
(predicted) 0.55 0.39 0.39 
tE 	(measured) 0.55 
Tm 
Table 8.10.2 comparison of energy values obtained 
from different photoconductivity models 
Both (b) and (c) give a much smaller valuefor 
Emtl11 (a), and the measured value. The reason that 
B-L recombinatiOn can give E, > E, is that only a 
small temperature dependent fraction of the total 
3. 
photo hole densit y - i.e. free holes, is involved in 
recoiTbination into the temperature dependent recombination 
centre density. 	2. 	 . 	. 
It can also be shown that case (b).woiild result 
in an intermediate steady state region of slope 
+ 0.07 eV or - 0.08 eV if the B-L -> L-L transition 
occurs at higher, or lower temperatures than that 
between mono and bimolecular ccnditiomS. Since the 
temperature of the latter transition is intensity 
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dependent, and that of the former is not, the absence of 
such a region argues against model (b). 
Knowing (E,, - E) from model (a), some important 
parameters can be estimated from thed.ta - i.e. N,  N2, 
p0 pm 
, and lower limits for C p2 , using 
	
O=eL0N v 	
= 1.1x104 52m 	8.10.3 
T • () rpm 	= 1.0 s 	 8.10.4 
= weI.Lpo171TpmF(l_Rl)I = 10 
	A 	 8.10.5 
The room temperature data for AI and Tcm  are from 
figures 8.10 and 8.14, and equation 8.10.5 is for 
complete absorption. 
From equation 8.10.3 the product iLp0N.  1023 m V1 s-i. 
According to Weiser and Brodsky 	a value of 10 m 
is appropriate for N. 
Substituting N 	
1026 , gives the results 
N 	
io26 in 
N2 3 . x 1024 m 3 
-3  







rpm 	10 	s (295 K) 
and at room temperature 
19 -3 
p0 6x10 m 
22 N2f20 z o x 10 
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i.e. the ratio of. free/trapped carriers, p 2/N2 is 
-3 s.10 . Notethat in those calculations, p 2 was written 
as 
p2 N exp 	exp (- E2_E 
including, as far as possible, the likely effects of gap 
dilation with temperature. 
In section 8.13 room temperature, noise spectra give.  
an independent value for N 2f20 of o x 1024  m 3 , so the 
above values are no longer merely estimates. 
Estimates can be made for C 	(O ) if 'r. < 10 	Sec p2 p2 	t2 
giving 
0- 	> io2lm 2 
p2 
Again, this is a reasonable value for coulombic capture, 
and is also possible for capture by neutral centres, so 
it is not possible to check the type and density of any, 
states •near EFO,  except that for pinning to occur, the 
density of charged states at EF  must be >. 6 x 
1022  m 3 or 
>3 x 1024  m 3 if thestates atE2 aredonor-like or 
acceptor like, respectively. 
The low cemperature ':eak 9 in the steady state 
photocurrent could occur for one. of three reasons; a 
change in transport mechanism; 	a change in recoinbination 
path; a change in the occupancy function for holetraps. 
If hopping transport were to takeover at low 
temperatures, then the break point temperature would be 
intensity independent äsuming the Q.T.E. approximation 
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held, and this is clearly not so. Furthermore, the 
characteristic slope would be 4(E2 - E) -AW2 , or 
Es,) + (E3 - E) - zW3 for hopping in states at 2 2
E2 , or in a tail of depth E3 - E, respectively. If 
	
AW2 orLW3 0.1 eV, and E3 - 	0.2 eV, then the slopes  E
v 
would be + 0.06 eV or - 0.06 eV respectively, values 
which were not observed. 
- 	A change to L-L recombination would also occur at a 
fixed temperature, and would give a photocurrent vs 
103/T slope of - 0.32 eV, neither of which was observed. 
The last possibility seemed the most plausible - 
i.e. the hole trap quasi Fermi level EF!  approaches E2 as 
the temperature is reduced, and the quasi-thermal 
equilibrium statistic of equation 3.2.76 no longer holds. 
The position of the free hole Q.F.L. was calculated from 
the estimated ratio p/p0 for each break point, and in 
each case 
EFP (break) -. 	0.3 eV 
As pointed out, a line drawn through the break points 
in figure 8.10 also has a slope of 0.3 eV, in agreement 
with the above observation. Therefore this explanation 
seems plausible, if Epand EFP  are fairly close together. 
A transition to linear intensity behaviour below 
the break temperature might be expected, if the trap 
quasi Fermi levels lie outwith the traps,: but this was 
not observed in the temperature range covered. At the 
lowest temperature reached in this part of the investigation 
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(115 K) AI aF°6 (approx). There are two possible 
explanations for this 
The trap level at 'E2 ' is not discrete, but spread 
over some energy range 
The trapped electron Q.F.L. E't  for the traps at 
is still below .E1 while the trapped hole Q.FOLO. for 
traps at E2 has 'passed through' the traps. 
This latter.situation is probably unlikely, as N 1 has 
to be rather greater than N2 , but can give a solution forp 
tpaLG213 exp(- E c 3kT 	
8.10.6 
which is in reasorable agreement with thedata,if 
E -E z l.OeV. 
C 	V 
In either case, linear intensity behaviour would 
occur at still, lower temperatures when the occupancies f 1 
and f2 are controlled by recornbination kinetics, and the' 
photocurrent would become temperature independent. 
The solution to the 4-level model, in this range, is 
(assuming B-L recombination) 




Unfo'rtunately, this could not be yenned .experimerta1ly. 
The model, as developed, also allows a tentative 
explanation of the photocurrent field dependence being 
smaller than that of the dark current (Figures 8.6 and 
8.11). Writing the bimolecular regime steady state photo 
hole density (equation 3.2.88) as 
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Gp2 () - 
EPba ( L C1N2 ) 	
8010.8 
and noting that p2(E.)p2(0) exp(a(T)E/kT) 	8.10.9 
or p2(e) = p2 (0) exp(/3E 2/kT) 	8.10.10 
•// 
for a 'mobility edge shift' or Poole-Frenkel effect, 
respectively, the expected photocurrent field parameters 
are now I 2 a(T) or/3. The values appropriate to the 
dark conductivity are a(T) or f (possibly 	, if E. is 
not pinned, and N 1 z N2 ). 
The measured values of a(T) (photo) are slightly 
greater than I 2 a(T) (dark), but the general behaviour does 
seem to be in agreement with the mobility edge shift 
hypothesis and the kinetic analysis. Note that L-L 
recoinbination would not give this result. 
In physical terms, the field increases the free 
hole density - automatically increasing the recombination 
rate, and thus halving the effect (a kind of field 
"quenching"). In the dark, the generation rate is 
effectively increased also, so the full effect is 
observed. 
3.11 'PHOTO-MOBILITY' 
As pointed out in 3.3.3, 3.3.4, and 4.9.3, measurements 
of the growth of photocurrent at sufficiently short times 
can enable recombination effects to be ignored, allowing 
investigation of trapping effects. It was mentioned that 
such measurements may also reveal fast trapping states 
other than those controlling the steady state photo- 
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conductivity, and this was infact observed experimentally. 
The. experimental set up was the same as that used 
for photodecay measurements, with the same limitations on 
excitation and instrumental rise times,L The excitation 
/ 
source was the GaAs laser, driven with 5 A, 200 ns pulses, 
at room temperature(photon flux density 3.5 x 1022 photons 
'u 2 s, rise time < 5 ns). Instrumental rise time was 
measured as 30 ns (10 - 90%). As the photocurrent rise 
timewas typically greater than 200 ns, recombination 
can be neglected at shorter times. In practice, the 
'initial slope' was obtained for 80 ns < t < 100 ns, a 
reasonable compromise. Figure 8.16 is the pulse photo-
response fora0.ljLs laser pulse, showing thenear-
linearity of the rise at these short times. 
Using equation 3.3.15, the trap limited drift 
mobility, under these experimental conditions, is 
t0 
= e6wiF(l - R17 	
8.11.1 
• 	
Figure 8.17 shows log(x) vs 10 3/T at different 
applied fields. from 4 x 10 6 v m to 1.4 x 10 vm. 
At low fields, above 200 K, the mobility is clearly 
activated, with activation energy 	= 0.20 eV, and a 
-6 2 -1 -1 room temperature value of 3.5 x 10 m V s • The 
figure also shows a reduction of activation energy with 
field, to "0.1 eV at 1.4 x 107 V m, and curvature to 
lower slope, at all fields, below about 160 K. 
The low field data could be interpreted as band-
transport with trapping in a discrete trap level at 
Fq 8.16 AsJePhotorisø: response to ICOns 
laser eXcitation pulse 
	
vertical scale 	2pA/crn 
horizontal scale 40 nsjcm 
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energy E3 , 0.2 eV above the valence band edge. Its 
density is obtained from equation 2.1.6 2 including an 
estimate of gap dilation - i.e. Ar 
lid = 	0'(N/N3) exp[- (E3 - E)/IcT] exp(Y/5 k) 
giving 
N3 = 3.2 x 1024  m 3 
Alternatively, the low field data agree very well 
with trapping in a linear, tail of localised states, 
extending (E3 - E) 	0.20 eV into the gap, giving a 
drift, mobility,  
[(E3 . - E)/kT] ,exp(Y/5 k) exp[- (E3 - E)/kT ] 
i.e. 	
-4 2 -1 -1 
= 4 x 10 in V s in good agreement with the po 
estimate of 8.10, 	 . 	. 	. 
. Although the high field data above 160 K show a 
reduction in activation energy, apparently in rough 
agreement with that predicted by Poole-Frenkel or mobility 
edge effects', from conductivity data, the field dependence 
of d 
 at fi,xed temperature, is less than that of the 
conductivity. At present, this is unexplained, as is the 
curvature in the log(L) vs 103/T dependence at low 
temperatures. It. is possible, that even for such shallow 
states, the quasi thermal equilibrium approximation 
breaks down, at high laser excitation levels, and low 
temperatures. 
The mobility results are interpreted, then, in terms 
of trapping in a band tail, extending 0.2 eV into the 
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forbidden gap. The trapping time must be extremely short, 
probably less than 10
-10
s, but it cannot be ascertained 
whether this corresponds to a single capture by states 
at the tail extremity, or multi-step thermalisation. 
Several points can be made about the method employed 
to measure mobility. It is comparable with transit-time 
techniques in that the motion of carriers is monitored at 
times short enough to avoid recombination effects. The 
excitation is appl,ied uniformly between the electrodes, so 
diffusion effects (in the y-direction) are also avoided. 
Perhaps the most significant feature of the method 
is that mobilities can be measured in high conductivity 
chalcogenides with short dielectric relaxation times. 
Such materials are not amenable to the conventional 
Haynes-Siockley method (169)  because of the low mobilities 
involved, nor to the "Spear' transit time technique 4 
because of the very short recombination times. 
The limitations of the method are that a direct 
transit time is not measured, and the absolute generation 
rate tG, must be known. This requires the additional 
knowledge of optical absorption and quantum efficiencies 
of the rnateriaJ., and also, absolute calibration of the 
source intensity. 
It should be pointed out that although the analysis' 
carried out here is in terms of trap-limited band motion, 
the technique applies equally to other mechanisms, such 
as hopping. 
I; 
8.12 LOW TEMPERATURE PHOTODECAY 
The analysis of section 3.3 for the decay of excess 
hole density in the high excitation (bimolecular) regime 
assumed that the hole traps at E2 remained in 'contact' 
with the valence band throughout the. dcay, and predicted 
/ 
a hyperbolic decay - i.e. 	 / 
P(t) 	tp55/(l +zp 	Ot) 	 8.12.1 ss 
The decay time (to half-value) is 
Tcb = EG 0 p2/N2r2 	 8.12.2 
for B-L recombination (path 1) Tcb  should increase with. 
l/T, with activation energy 2  (E2 - E) (ice. 0.16 eV), 
while for L-L recombjnation, Tcb should be temperature 
independent. The observed behaviour, on figure 8.14 - 
i.e. Tcb decreasing with l/T, does not.agree with either 
mechanism, for this simple analysis, but is somewhat 
closer to the L-L prediction. It is therefore necessary 
to show how B-L mechanisms can give rise to this 
behaviour, as L-L recombination has been discounted. 
The first improvement to the analysis of 3.3 is to 
include spatial effect's associated with absorption, as 
done' for the steady state case. Thus, by expressing 
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the terms in 8.12.1 as functions of depth x, and 
integrating through the sample thickness, (assuming 
complete absorption) the decay of the excess hole density 
per unit area APA(t),  is 
APA(t) = 2 
- log [i + (OAG(0)p2/N2 ) 2 t] 	8.12.3 
aCt 
where AG(0) = iaF(l - R) 
This gives a decay time .3 (N2/p2 0AG(0)) 2 
i.e. three times longer than the time obtained assuming 
homogeneous excitation, but with the same temperature 
dependence. 
The propoled explanation for the 'anomalous' 
temperature dependence of Tcb,  is shown in figure 8.18. 
The simple analysis of 3.3, implies that, as emptying of 
traps at E2 keeps pace with recombination, the trapping 
El 
time T is shorter than the 
low temperatures, T decreas 
decrease in photocurrent' (Al 
the increasing occupation of 
free hole lifetime T , . At 
s as is evidenced by the 
=AG T). This is due to 
recombination centres at E 1 . 
On the other hand, unless the traps at E 2 become 
appreciably occupied, 'r 2 remains roughly constant. 
Thus, below some temperature T,  the free recombination 
time T 
pby 
 becomes shorter than Tt2,  and much of the excess 
free hole density can decay before the traps at E 2 begin 
to empty. Shallower traps, such as the tail states, with 
short trapping time (Tt31  say) may keep pace with the 
decay, so that the effective decay time is still much 
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Figure 8.18a shows the expected form of the decay, 
when T << "
pb <<Tt2 The initial rapid fall is 
exponential, if the occupation of the recombination 
centres N1 6f1 (N2  6f2
) is much greater than the excess 
density in the valence band and band-tail. The time 
constant Tb is 
1 
N (N N C 1G) 2 expU(E -E ) - (E2_E)/kT] 8.12.4 
cb 	3 v2pl 	 3 v 
where N3 is the effective 'discrete' density of the 
tail states. In this rapid decay, the free hole density 
drops to a value Lp', when the release rate from traps 
at E2 , not much altered from its steady state value, 
matches the recombination rate. 
i.e. AP' = P2 C 2/C 1 
and the subsequent decay is a long hyperbolic tail. 
Although equation 8.12.4 predicts a small positive 
activation energy ("0.04 eV), the absolute value of 
is. much smaller than the decay time predicted by the 
simple theory, Tcb. Hence in the temperature region near 
T, the decay time will fall with reducing temperature 
as the ratio of the amplitudes of the fast/slow portions 
of the decay increases. 
The ratios of the three time T p cb 
, T and Tc b for 
F = 9 x 1.0 19 , are, at say 15.0 K, using the energy and 
density values already obtained 
Tcbtrcb z(N2/N3 ) exp [+ (E2 - E3 )/kT] . z 2 x 102 
(N3/N) exp [ + (E - E )/kTJ 	2 x l0 
	
3 	.v 
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Values estimated from figire 8.14, are, at 150 K, 
T 	= 4 x 10_2  s, T' (measured) = 2 x 10 	s,cb 
2 x 10 11 , in rough agreement with the above 
pb- 
argument. 	 / 
8.13 CONDUCTIVITY FLUCTUATIONS 
The 3-level analysis for conductivity fluctuations, 
carried out in chapter 5, predicted two relaxation modes 
or 'bumps' in the current noise spectra. The slower mode, 
associated with recombination, accounts for only a small 
fraction of the free carrier variance, and has a characteristic 
'turnover' time equal to the small signal photodecay 
time Tcm• 
Figure 8.19 shows typical current noise spectra, at 
three temperatures, for sample C-20 at an applied voltage 
of 10 V (E = 4 x 10 V m). The diffuse bump, which. can 
be seen in each spectrum is the recombination mode, 
superimposed on a featureless background noise, probably 
due to contact effects. 
Figure 8.20 compares the temperature dependence of 
the 'turnover' time constant, with the photodecay time Tc, 
19 	 -2 -1 (at F = 2.4 x 10 photons m S ). There is good 
agreement for the small-signal case as.expected, but the 
photodecay time at.242 K is shorter than the 'turnover' 
time, as the small signal approximation no longer applies. 
Before making any quantitative estimates, the effect 
of an additional participating 'level' - the proposed 
band tail, must be assessed. An analysis may be carried 
out, along the lines of the 3-level analysis, but 
-22 
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assuming that the (band + band tail) constitute one 
reservoir. (i.e. using the Q.T.E. approximation). 
• Most of the variance is due to band tail trapping 
and release, while the result of 5.5 / is slightly 
modified, to 	 / 
4I2 	Tpm 	+ 	
2 2 2 
+ band tail term) 8.13.1 
,  1 	P 0 	l+C)T cia 	t 
i.e. the recombination mode is unaffected, (if the 
occupation of the tail is less than the occupation of 
traps at E 2 
 ) but the turnover time for the trapping mode 
is increased to 	= Tt2 X Tt 3/Tt3 where the subscript 
3 refers to band tail trapping and release. 




 T 	41 '2T  p 	T
. 
 41 o pm = o cm.2 = o cm 	 8.13.2 
P 
0 	p 0 	2 wld.N 
N2f20 .wld 
which for the room temperature plateau value of 
2 x 10 25  A2 Hz', and .Tcm 10 s, givesfor the trap 
• 	occupation at 294 K, 
N2f20 6 x 1022  m 3 
in excellent agieement with.the estimate from photo-
conduàtivityresults. . Note that this result is independent 
of an estimate for N,  so it supplies the required 
additional information (a fourth equation) to verify the 
estimates of trap parameters made earlier. 
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8.14 MODEL FOR As2Te3 
The band model of figure 8.21 shows the distribution 
of localised states identified in this work, and some of, 
the estimated parameters are listed below. 
/ 
/ 
-3 	Capture coefficient 
Energy (eV) 	Density (in ) 3 (ins) 
E 0 	N =1026 
E3 0.2. 	N 	 3x1025 
0.32 	N2 = 3 x 1024 	c 2 10 
Ef 0.42 	NF ô x 1022 	 . 
:: 	
: 	
N1 $ 3x 1024 	 10_14 pl 
-3 2 -1 -1 
Free hole mobility 	10 in V S po 
ES ENERGY eV. 









Ag 8.21 As2Te3 Schematic band diagram 
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cHAPTER 9 
AMORPHOUS As 9 Se3  : EXPERIMENTAL RESULTS AND DISCU 	N SSIO 
9.1 INTRODUCTION 
In many respects the behaviour of As2Se3 , and its 
interpretation are formally very similar to that of 
As2Te3 , although there are differences of scale, e.g. 
in energies., and.decay times. This may seem surprising, 
but it can only be stated that the experimental results 
obtained argue for such similar interpretations. 
9.2 SAMF'LES 	. 
Thin film samples were produced in the same way as 
the As2Te3 samples, for electrical and optical work. The 
thickness range was 	 . 
Sample 
C-2 	 2.10 tim 
ri 
C-7, C-8 0.87 im 
C-21 1  C-22 2.56 pm 
C-23 0 C-24 1.35 jxm 
X-ray fluorescence measurements on films depo':i.ted 
in the same evaporation as C-7 and C-8 revealed a composition 
very close to As2Se3 - i.e. As 39 Se61 . Again, the 
electrical properties of the other films were very 
similar to those of C-7 so that the results were taken to 
be typical of As2Se3. 	 . 
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9.3 OPTICAL PROPERTIES 
Optical transmission measurements were made on thin 
filinsof As 2Se3 at 298K and 104 K. Figure 9.1 shows 
the optical absorption constant vs photon energy, obtained 
for samples made in the same evaporation as C-7 (0.87 rim) 
and C-22 (2.56 ILlil). 
Again jhere was a reasonable fit to the quadratic 
relation of equation 3.1.9 demonstrated by figure 9.2, 
which shows (ahv) 2 vs hv. The value of E opt at 298 K and 
104 K, is 1.86 eV and 1.97 eV respectively, and assuming 
a linear temperature dependence the temperature coefficient 
is y = - 5.8 x 10
-4  eV K-1 i , n reasonable agreement with 
Edmonds' value of - 7 x 10. The extrapolated value 
for Eopt  (OK) is 2.03 eV, but 2.0 eV is probably closer 
to the actual zero temperature gap. This is somewhat 
higher (by about 0.1 eV) than values previously obtained 149 ' 150 , 
The refractive index obtained from interference 
fringes near the absorption edge varied between 3.3 to 
3.4, for different samples. This gives a calculated 
air-film reflectance R 1 0.28, in reasonable agreement 
with the measured value of 0.26. 
9.4 DARK CONDUCTIVITY 
D.C. dark conductivity measurements were made on 
thin film samples with coplanar gold electrodes, of 
similar geometry to the As 2Te3 samples - i.e. gap width 
1 = 25 pm, electrode width w = 4.5 nun. Room temperature 
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relaxation effects made measurements difficult. In 
addition, after exposure to light, a residual excess 
conductivity could persist for many hours, at room 
temperature. This is a typical probleri in wide gap 
semiconductors probably associated with carrier release 
from very deep traps. Samples therefore had to be 
'rested' in darkness, for some hours, prior to measurement. 
Room temperature conductivities measured at low 
field, E < 4 x 10 V m, nevertheless agreed very well 
with values reported for bulk As2Se35)1 
Sample d a 	(5Z 1 m 1 ) 
C-2 2.1 ijn 9.6 x 1011 
C-7 0.87 pm 6.5 x 10 
C-8 0.87 Ii.m 7 x 10_11 
C-22 2.56 im 7 x 10_li 
C-23 1.35 pin 1 x 
-10 10 
Figure 9.3 shows a plot of logcr vs 10 
3/T at low applied 
field ( 4 x 104 V m), for samples C-7, C-8 and C-22. 
The relation is again of the form 
C exp(- E0-/kT) 
with E 	.0.92 eV, in good agreement with Edinond's and 
(4020) 	 5 -1 -1 
Marshall's results 	' 	, and C z 3.8 x 10 2 m 
also a typical value. If conduction is by free holes, 
then C o exp(y/2 k) giving 	1.3 x 10 
4  2 m', a 
value indicative of transport by a diffusive mechanism 
in states near the mobility edge. 
At 
10 26 28 30 	34, 36 	40 
IO1.T 
	
Fig 93 As Se 	log conductivity vs 10 7 T 
• 	 at low and high fields 	• 
• low field 	 high field '. 
• •4xlOV/m • 	• 	I•2x107 V/ni 
• .007 	.. 	xC7 . 
°C22 	.• 	. 
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9.5 HIGH FIELD CONDUCTIVITY 
Only very cursory measurements were made at high 
fields, initially to determine the range of field over 
which the samples were 'ohmic'. Again, a number of 
mechanisms were considered, to account for the increase 
in conductivity at high fields. 
1 
Figure 9.4 is a plot of log 0 vs 6 2 , for several 
temperatures, to determine whether the Poole-Frenkel 
effect is responsible. Although there are very few data 
points, some curvature to lower slope is evident at most 
7 	-1 
temperatures, below 	lO V in , at least. This is 
predicted by the 3-dimensional treatments of the problem (73 .74)  
• If a slope is taken from the high field portion 
(E.> 8 x 10 V m 
1 ), a value of 1.3 -1.5 eV V 2 in 2 is 
obtained over the temperature range 298 - 373 K. 
The measured refractive index of 3.3 gives a high 
frequency dielectric constant of 11, and a theoretical 
value for i,  on a one dimensional analysis, of 
5 	11 2.3 x 10 eV•V m 2 . The experimental value is thus 
somewhat lower than that predicted by the one-dimensional 
theory, but in rather better agreement with a full 
three-dimens.ional treatmeiit. 
It was found again, however that a logcr vs 	plot 
gave a much better straight-line fit of the data over 
the whole field range used in agreement with the, 
(65) 
observation of de Wit and Crevecoeur 	
0
Figure 9.5 
illustrates this for the data of figure 9.4. The form is 
0 	IC 	20 	30 	40 
(Electric field) 2 	(V/m) 2 x 
Fig 9.4 As Se log conductivity vs (e.ectric field) 1/2 
.23 
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o(E) 	o exp[ - IE - e a(T) E/kT] 
and figure 9.6 shows a(T) vs T, for sample C-8, giving a 
0 
room temperature value between 20 A and 30 X, although 
the data are not as accurate as the data for As2Te3 . 
Figure 9.3 includes the temperature dependence of 
the high field conductivity, at E = 1.2 x 107 V 
for sample C-7 showing a reduction in activation energy, 
by 0.12 eV, to 0.8 eV. This implies an extrapolated 
value of a(0) = 80 - 100 a which seems rather high when 
compared with jhe data of figure 9.6, but which is 
perhaps a more accurate estimate. 
Field enhanced band-tail hopping was again considered 
as a possible mechanism, and discounted for the same 
reasons as applied to As2Te3 . The value of 
4  (1.3 x 1.0 5 	m ) implies extended state conduction, 
while the hopping distance must be large - i.e. 	20 A. 
The hyperbolic sine behaviour predicted below 5 x 106  V 
was not observed in this work, nor in the work of 
de Witt and crevecoeur 6 '. 
It is possible that field induced delocalisation of 
shallow localised states ±c responsible fOr the high 
field behaviour of As 2Se3 - i.e. the 'mobility edge' 
effect discussed in 2.2.5. 
9.6 P1-IOTOCONDUCTIVITY : SPECTRAL RESPONSE 
The spectral response of a number of co-planar 
As2 Se3 samples was measured, over a range of temperature 
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(294 - 373 K) and electric field (4 x 10' - 1.6 x 107 V m). 
It was found that under the conditions of temperature 
and excitation employed, bimolecular recombination 
prevailed, and this was taken into acunt when the 'raw' 
data were normalised to photocurrent per unit incident 
photon flux. 
Figure 9.6 shows the normalised response at low 
applied field (E.= 4 x 105 V m). For sample C-8 
(0.87 I.Lm thick) at 294 K and 373 K. (Measurements were 
also made at 314, 333, and 353 K, but are omitted, for 
clarity). The shape of the spectral response, rising 
with photon energy, to a peak, and falling off at higher 
photon energies, is similar to the response of As 2Te3 , 
in the bimolecular recombination regime. 
It is again proposed that the fall off at high 
photon energies is associated with a reduction of the 
bimolecular bulk .lifetime TPb  with decreasing absorption 
depth. Writing equation 8.5.7as 
= weL0 (4I7F(1-R 1 )/0) Z(a,d) 	 9.6.1 
Z(a,d) represents the effects of changing a on the 
çeneration rate and lifetime in a sample. Figure 9.7 
shows Z(a,d) vs a, for two thicknesses,0.87 iiii and 
1.35 pm. The function first increases with a, as more 
photons are absorbed, but eventually decreases, as the 
bimolecular lifetime falls, with decreasing absorption 
depth. Returning to figure 9.6, the relative low field 
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calculated from equation 8.5.7 1 assuming no spatial 
dependence of recombinaticn kinetics. The curve for 
373 K was obtained using extrapolated values for a, 
from figure 9.1. / 
It can be seen that at the nomiri'l optical gap 
energy, the relative quantum efficiency is well below its 
maximum, and does not saturate until the photon energy is 
0.5 eV above E0t (e.g. at 294 K Eopt = 1.86eV., and 77 
does not saturate until h.vz 2.4 cv). In this respect, 
,As2 Se3 is similar to Se. 
The shape of the photon energy dependence of the 
quantum efficiency was the only point of marked similarity 
between As2Se3 and Se. Other features observed in Se, and 
(17) 
predicted by the Davis-Mott 	analysis, such as temperature 
'activation, and a large field dependence, were not apparent. 
The shift of the spectral response and relative 
quantum efficiency curves to lower photon energy with 
increasing temperature can be almost 'totally accounted 
for, by the 'contraction of the optical gap and shift of 
the absorption edge. There are two effects hece - the 
macrocopic effect of a change in a, which affects the 
the generation rate in the sample, and the more 
fundamental change, in the band structure. It is this 
latter change which is revealed in the shift of the 
relative quantum efficiency curve with temperature. 
Thus, if the quantum efficiency.is activated at all, 
the activation energy is independent of photon energy. 
It will be assumed, by arguments similar tothoseused for 
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As2Te3 , that the flat high energy region corresponds to 
= 1, and that the quantum efficiency is therefore not 
activated. (Figure 9.6 therefore represents absolute 
quantum efficiencjes). 	
. 	/1 
Figure 9.8 shows the spectral response and quantum 
efficiency for C-7, at 294 K, for low and high applied 
5-1 
fields. (.4 x 10 and 1.6 x 10 V m ). Measurements were 
also made at a number of intermediate fields - but as 
can,be seen, the effect is small, so these curves have 
been omitted. 
The problem in this measurement is to'separate out 
the effects of field on transport and reccbination 
from the effects on generation. In-calculating the 
quantum efficiency, it was assumed that the field. 
affected transport and recombination independently of 
photon energy, and that the effect on 77at high photon 
energies (hv > 2.6 eV, 77 Z 1) was very small. Hence, 
placing the high energy portions of the spectral response 
in coincidence would be a better representation than that 
shown. 
Figure 9.8 shows that the effect of high fields on 
t:e quantum efficiency is very , small, again in contrast 
to observations on Se, and Xerographic discharge 
(160) 
experiments on As 2 Se3 	, although it must be noted 
that the maximum field employed' in this work is somewhat 
lower than the fields used in those investigations. 
It appears, then, that theories involving geminate 
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resulting man activated field dependent quantum 
efficiency are perhaps inappropriate, in the light of 
thepresent results. It could be thatsome absorption 
produces a bound exciton - say as an. ecited molecular 
/ 
state, which cannot be dissociated. This is only 
speculation, as the existence of particular molecular 
entities in amorphous As 2Se3 , analogous to the Se 8 
- rings in Se, is not known. 
9.7 PHOTOCURRENT INTENSITY DEPENDENCE 
It was noted in 9.6 that the photocurrent was 
proportional to the square root of the excitation 
intensity employedin the spectral response measurements. 
The relation between £I and photon flux density F was 
measured in sample C-7 using a Monsanto MV414 GaAsP 
1e.d., with peak emission at 0.655 pai (1.89 eV). 
Although the quantum efficiency is less than unity at 
this wavelength, it is not dependent on intensity. 
Figure 9.9 shows log (EI)vs log (F) at three 
temperatures using 'd.c. illumination' onsamp1e C-7, 
and = 4 x 10 5  V in
-1  . The transition from linear 
(monomolecular) to square root (bimolecular) behaviour 
is evident, as is the reversal of temperature dependence 
between the two regimes. The dark current (for the 
whole sample) for each temperature is also indicated, 
showing that the transition is from small to large signal 
conditions. Note that there was no absorption depth 
'scaling' of 10,  as the generation at this wavelength is 
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9.8 PHOTOCURRENT TEMPERATURE DEPENDENCE 
Figure 9.10 shows log (LI) vs 103/T for two photon 
flux densities, 5 x 10 15  and 10 19  photons in
-2 
S
-. 1 at 
4 x 10 V m using sample C-7, and 1.89 eV 'd.c. 
excitation' from the MV4H i.e.d. Also shown is the dark 
current. The familiar peak inAl can be seen, and the 
reversal of temperature dependence between the low and 
high excitation regimes. From these data, AEra  z 0.37 ± 0.3 eV, 
and AE,0 = 0037 eV. In the temperature kange covered, 
there was no break to a lower slope, as in As2Te3 . 
The temperature dependence of the optical gap. does 
have a significant eect on the apparent value of AEb 
for 1.89eV photon energy. Referring to equation 9.6.1, 
if the temperature dpendence of the absorption factor Z. 
is included, and the shift of 7) to lower photon energies, 
then the true value of AED  is 	0.32 - 0.33 eV. 
- 	Figure 9.11 shows the values of AEb  obtaLned at 
various photon enerqies, from 1.55 eV, to 2.75 eV, 
using sample C-23, at 	4 x 104 V xn, and temperature 
range 294 - 373 K. The dependence of AE.D  on hv is 
reminiscent of Pai and Ing's results for 17 in Se 88 , and 
the Davis-Mott analysis, given in equation 3.2.3. When. 
correction is made to the Al vs 103/T data, however, for 
the changes in Z and 1, caused by contraction of E0t  with 
temperature, the corrected values of AEb all lie close to 
0.33 eV. This is merely a different way of stating the 
conclusion of section 9.6, that 77 is probably not activated. 
Corrections to AEri  are small, and will be neglected. 
0 
0• 
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9.9 PHOTOcURRENT FIELD DEPENDENCE 
Photocurrent - voltage measurements were carried out 
in thehigh excitation region, using a range of photon 
energies but with most emphasis on 1n?asurement at the 
1.e.d. energy of 1.89 eV. Figure 9.12 shows log 
(photoconductance) vs € at several temperatures for C-5. 
Again, a good straight line fit is obtained, and the 
value of the activation length parameter a(T) is "1.5 
at 294 K, reducing to 12 X at 373 K. At shorter 
wavelengths, (hv = 2.58 eV) the field dependence is 
slightly smaller, (2 - 3 X smaller). This is in 
agreement with the assumptions of section 9.6, - i.e. the 
field dependence at high photon energies, is associated 
with transport only, while at lower photon energies, the 
quantum efficiency is also slightly field dependent. 
The values of a(T) obtained from these'measurements 
are significantly lower than for the dark current 
(25 - 30 R at 294 K)' as was the case for As 2Te3 , and it 
is possible that a combination of bimolecular recombination 
kinetics and a 'mobility edge' high field effect is 
again responsible for this (see 8.10). 
Data for high fields (E. 1.2 x lO V mu ), from 
tI V 's 103/T, at hv = 1.89 eV for C-7 (see figure 9.13), 
give a reduction inEb 	"' , by 	0.05 eV, from 0.37 eV, to 
0.32 eV, i.e. about half the reduction of the dark 
conductivity activationenergy. This is in agreement 
with the above assumption, but the implied value of 
a(0) 	40 R, is somewhat higher than might be expected 
from the results of figure 9.12. 
100 	02 04 06... 08 	10 12 	14 	16 
Electric field strength V/rn x107 
Fig 9.12 As2Se3 log photoconductance vs Electric 
field strength.. 
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9.10 PHOTODECAY TIME 
As was the case with As2Te3 , the steady state 
results could be interpreted in terms of B-L or L-L 
recombination. The photodecay results' can be used 
again to resolve any ambiguities. In the case of 
As2Se3 the evidence, corroborated by photoinobility 
measurements, is even more in favour of a B-L mechanism. 
Pulsed illumination was provided by the MV4H 1.e.d. 
and the circuit of figure 4.10. Excitation rise and fall 
times were -p0.2 s, and the instrumental rise time was 
2 lis, much shorter than the shortest photodecay time 
observed (8 
3 
Figure 9.13 shows the photodecay time r , vs 10 /T, 
C 
19 
for sample C-7, at two photon flux densities, 10 , and 
19 	 -2 -1 	 19 2 x 10 photons m s . The photocurrent for F = 10 
is also shown for F, = 2 x 107 V in. The behaviour is 
similar to that of As2Te3 , exhibiting a steep temperature 
dependence in the monomolecular regime, with LE (m) = 0.95 eV, 
and independence of excitation. The decay is accurately 
exponential in this region. There is some sample to 
sample variation )  and C-8 gives Er(xn) 	1.05 eV. In 
che bimolecular regime, the decay time Tbis excitation 
dependent, and increases with l/T, with activation 
energy zE(b) z 0.08 eV. The decay has a lông 'tail' 
and appears to be hyperbolic. This may not be the case, 
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9.11 PRELIMINARY MODEL FOR As2Se3 
The data obtained so far were analysed in the same 
way as in the case of As2Te35  using a 4-level model, of 
figure 3.10, to determine the prevailing recombination 
/ 
paths, and likely distribution of localised states. 
The data used are 
Optical gap (OK) Eopt 2.0 eV 
Dark conductivity activation energy E 0.92 eV 
Steady state monomolecular AE 0.37 eV lactjvatjon? m 
Steady state bimolecular 0.33 eV ajvationt 
Monomolecular decay time E(m)(aV) 1.0 eV 
'activation 
It turns out again that the simple model of B-L 
recombination, and extended state hole conduction fits 
the data best. As an illustration of the process of 
elimination, the values of E 1 and E2 in the simple 
4-level model can be found from the dark and steady-
state data, and then used as a test of consistency, to 
predict E(m),  for three possible models. (a) B-L 
recombination only (b) B-L recombination in the 
monomolecular regime, and L-L in the bimolecular regime 
(c) L-L recoinbination only. The values obtained are 
listed in.table 911.1. 	 - 
(b) B-L. —>• L-L 	(c) L-L 







E1 - 1.29 
- 0.92 
AE(m)(predicted) 1.03 
ET (m)(measured) 1.0 eV 
/ 
Table 9.11.1. Comparison of energy values obtained 
from different photoconductivity models. 
It is evident that (a) B-L (path 1) recombination 
gives the best fit to the data, as models (b.) and (c) 
predict a value for ET(m)  which is far too low. In the 
case 6fAs2Se3 , all of the models require some states to 
pin EF. 
Some of the parameters of the model (a) can now 
be estimated, 'using the high temperature monomolecular 
data, of figure 9.13 (say,.T = 455 K). 
0- 0 
= ëlJ.N = 1.3 x 	m 	 9.11.1 
= (2'2 )r 	50 is 	 9.11 • 2 
= 	 F(l - 	- T) = 2.5 x 10_ 8  A 9.11.3 
The factor 7(1 - 	- T) = .77A in 9.11.3 is 
estimated by extrapolation of low temperature data, to 
be 	0.25 at 455 K, to within a factor of 2, for sample C-7.. 
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From 9.1141, the product p N 	8 x.1022 m V 	s 




25 -3 8 x 10 m , gives, 
N 	
25 -, 
8x1O m 	/ 
	
V .1 
N2 z 7 x 102m _3/ 
j. 	-3 2 -1 -1 L 10 mV 	s 
0 
r pm 2 
x 10_8  s (455 K) 
(including as far as possible, gap temperature dilation 
effects). 
Estimates can be made for C 2 (cr 2 ) if Tt2 < 2 x 10_8  s, 
as implied by the data, giving T 2 > 1020...!2, a reasonable 
value for coulombic capture, and not impossible for 
neutral centre capture. If the latter is true, then the 
density of charged states pinning EF,  need only be 
20 ..3 greater than 2 x 10 m . Note that these states must 
again play an inignificant role in recombination, as 
in As2Te3 . 
Room temperature small signal, or dark values can 
be calculated or extrapolated from this model, giving, 
free. lifetime (294 K) r 	3 x lO 	s pm 
monomolecular decay time (294 K) T cm 30 s 
ratio of free/trapped holes p/N2f20 = 10 
Many of these values are verified by photomobility 
measurements, which also give information on other sets 
of lbcalised states. 
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9.12 PHOTOcURRENT GROWTH 
Measurements of the initial growth of photocurrent, 
in response to step excitation, before recombination was 
significant, proved to be straightfoTwrd, as the 
instrumental rise time was ...2 p.s, and the shortest 
photocurrent rise time in the temperature range covered 
(273 - 373 K) was > 100 s. An interesting feature of 
the growth curve was the appearance of two distinct 	/ 
rowth regions with quite different slopes, indicating 
trapping in two distinct levels. The two rise curves 	N 
shown in figure 9.14 illustrate this, for F = 1.0 x lO 19 
and 2.0 x 1019  photons m 2 	and = 1.7 x 107 V m, 
at 294 K. 
The analysis of the growth of photoconductivity 
while recombination is insignificant, given in 3.3.3 can 
easily be extended to include two trapping. 'levels. 
Figure 9.15 shows the situation to be analysed., with a 
set of 'fast' traps at energy E 3 , (trapping and release 
times r3,  and Ttr3)  and a deeper set, at E2 (trapping 
and release times T and Tt2). This choice of subscripts 
presupposes the experimental results of this section which 
identify the !slow growth' region with the centres at E 2 , 
already known from steady state results. 
Assyining that T 	<< T, and that the occupation 
of states at E3 is much less than the occupation at E2 
(givingT3/r3 << Tt r2 /" t2) simplifies the analysis, 
and leads to : 
ett 
Fig 9.14 As2Se3 Photoresponse to step function 
excitation showing two distinct 
growth regions 
vertical scare 	2 nA/cm 
horizontal scale ms/cmlower 
upper trace 2 
lower trace I 
19 
xlO photons m s 
O EvI  
Fig 95 As Se Two trap mode' for photocond.uctvity 
growth analysis 	0 
•0 	 t 
Fig 9.16 	Growth of excess hole density 
showing three regions. 0 
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p(t) tG(T t2 + (' t2 
iT
tr2 )t - Tt3 exp(- t/°r3) 
9.12.1 
- T 2 exp( - t T d;3I Tt2 Tt3)) 
The shape of this growth curve is shown schematically 
in figure 9.16. The three distinct slopes, in regions 
(a), (b) and (c), when translated to photocurrent 
growth, correspond to three 'mobilities' 
dI 
dt aGL
0 free mobility 
.- aLsGIL 0  Tt3/Ttr3 
	
	d3 drift mobility, 
trap-limited by set 3t 
dLXI 
(c)--aLGiI 0 T2/T2  —+ 	drift mobility, 
trap-limited by set 1 2 1 . 
Region (a) is inaccessible, experimentally, and 
accurate measurements of region (c) could only be made 
at high, fields. The slight inflexion or S-shaped 
appearance in figure 9.14 is not predicted by the simple 
analysis, as d2Ap/dt2 is always negative. This will be 
discussed later. 
Irrespective of whether excitation is uniform 
through the sample or not, the appropriate mobility can 
be obtained from the simple relation - e.g. for slope 
region (b), 
d3 = 
• ( L) (b) (F(l - 	- T)7.eEw) 	9.12.2 
Note that this linear form applies for all levels of 
excitation - even when the final steady state indicates 
- 231 - 
bimolecular recombination, as the particular experimental 
conditions employed remove recombination considerations.. 
The field and temperature dependence of the mobility 
d3 was investigated in some detail from 273. - 376 K, 
and a field range of 8 x 105 - 1.6 x107 V m. It was 
found that in this fairly limited range, the data fi.tted 
either Poole-Frenkel,or exp() plots, as shown in 
figures 9.17 and 9.18. The value of d3  at room 
• 	-92 -1 -1 
temperature and 10. V m ) is 	3 .x 10 iii V 	S. 
in good agreement with previous measurements carried out 
- 	 (20,160) 
by transit-time techniques 	. . From figure 9.17 a 
value for the Poole-Frenkel const::tht fi at 294 K, of 
11 
1.4 x 10 5  eV v 2  m 2 is obtained, in •teasonable agreement 
with the value of 1.5 x 10 obtained from conductivity 
measurements, although at higher temperatures the value 
is rather smaller. Note that these values are rather 
smallerthan the one-dimensional theory prediction, 
5 11 
i.e. 2.3 x 10 eV V 2  m 2 , and also lower than the value 
of 2.6 x 10, which Marshall and Owen obtained from 
transit time techniques 2° . 
In the light of the evidence from high-field 
(65,66)... 	 . conductivity measurements , it appears that the 
exp(E?) dependence shownin figure 9.18 is more appropriate. 
This gives an activation length parameter a(T) which 
varies between 25 X and 15 R, from 273 K to 353 K, in 
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Fig 9.17 	Photoderivd drift mobility (trap limited 
1/2 
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Fig 9.18 As2Se3 ,d3  Trap limited drift mobility 
vs applied field C 
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Note that the mobility measurement, carried out in 
the absence of recombination effects, gives a higher 
value for a(T) than the steady state measurements. This 
justifies the contention of 8.10, that a kind of 'field 
quenching' could effectively lower the photoconductivity 
field dependênce in the presence of bimolecular 
recombination. It can also be noted that the similarity 
of the high field dependence of the mobility and conductivity 
implies that injection effects are not responsible for 
the field enhancement of the conductivity. 
3 Figure 9.19 shows 11d3  vs 10 IT, at several applied 
fields, and also an extrapolated 'zero field' temperature 
dependence (obtained from figure 9.18). The zero field 
activation energy is "0.44. eV, reducing to 0.33 eV at 
71 7 	-1 	
- i i 	
- 
1.2 x by m . This reduction of 0.11 eq s n gooci 
agreement with the reduction of the conductivity activation, 
energy at the same field .( 0.12 eV). Note that 
1 
extrapolating the exp (€.2) hehaviou.r of figure 9.17, to 
zero field, gives an activation energy, of 	0.47 eV. 
These values are in good agreement with the results 
(20)  of Marshall and Owen 	, who obtained a zero field 
activation energy of.0.43 eV (from a Fo1e-Frenkel 
extrapolation), and with the TSC results of Street and 
Yoffe 164 , indicating a level at 0.40 t 0.03 eV. 
The magnitude and temperature dependence of the 
mobility indicate a trap-limited process, rather than 
hopping. It cannot be determined whether, a discrete 
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tail of this depth in a simple compound chalcogenide is 
perhaps unlikely. As mentioned in 2.2.1, band tailing 
in such materials is probably limited to < 0.2 eV. 
Assuming a discrete traplevel, then, the trap 
limited mobility may be written 
d3 	(11 0N/N3 )exP [_(E3_E)/kT]exp [(0.44/2.0) x y/k] 	
9.12.3 
including a factor for the temperature dependence of the gap. 
As ji. 
0 V 
N = 8 x 10 	in 	V 	s 	(form 9.11.1), 
N3 z 1024  •m 3 , somewhat lower than the estimate of 
25 	26 -3 	 (20) 10 - 10 in , of Marshall and Owen 	, for vitreous 
'bulk' samples. 	arshal1 and Owen attributed the large 
field dependence of the mobility to a Poole-Frenkel effect, 
on coulombic traps (negatively charged when empty of 
holes). The 'mobility edge' field delocalisation, 
proposed by Marshall and Miller on the other hand 
effectively lowers the mobility edge, making all traps 
shallower, regardless of charge type. ThUS a mobility, 
limited by trapping by neutral centres can also display 
a large field dependence. 
The trapping time and capture crdss sections of the 
traps at E3 and E. can also be estimated. Firstiy 
inspection of equation 9.12.1, and figure 9.14, shows 
thatthe effective equilibrati.on time.for traps atE is2. 
Tt2 X  (Tt3/Tt3) >> 7- t2 	 9.12.4 
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i.e. trapping in shallower states slows the filling of 
the deeper states. This time is marked on figure 9.14, 
and the excess hole density at this turnover point, is 
tip(b) z AG 
	
9.12.5 
It is worth noting that the measured value for 
is 	180 ps at room temperature, in reasonable agreement 
with the 'deep trapping' time of 
	
125 s which Marshall 
and Owen 20 obtained from a 'He :ht curve' analysis of 
transit time data. 
Similarly, the excess hole density after equilibration 
with the shallower states at E3 is achieved, is 
Ap(a) z AG T 	 9.12.6 
To obtain a value for Ap(a), the instrumental rise 
time was reduced to "lOO ns, by using a 50 KS sampling 
resistor. As this resulted in reduced sensitivity, a 
high intensity light pulse was used (F 	20 -2 2 x 10 m s -1  
LG 	1.5 x 1025 m 3 s), and a high field, 
C  
= 1.6 x 10 7 V m -1 . After an equilibration time of2 is, 
which indicated slowing down by yet another set of even 
shallower traps (perhaps band-tail states), 
= 7 x 10 A. and assuming V 
	io rn2 v 1 s, gives po 
p(a) = 6.6 x 10 	m , and 
Tt3 z 4 x 10 1s -1 
C 3 2xl0 	m S 
0p3 z 2 x 	in2 
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i.e. a very short free trapping time, and a cross- 
section which could indicate coulombic or neutral centres. 
• The temperature dependence of the mobility I.Ld2  at 
C 	 7-1 ç,= 1.2 x 10 V m obtained from the growth slope in 
/ 
region (c) is also shown on figure 9.'119. The room 
-10 2 -1 -1 
temperature value, at this field is 	2 x 10 in V 	S 
and the activation energy is 0.54 eV. The zero field 
line, shown on figure 9.19, is obtained by assuming that 
the field reduction in activation energy is 0.11 eV, and 
by noting from the 	data that a(T) extrapolates to 
zero at 103/T = 2.4. The depth obtained, 0.65 eV, is 
in close agreement with the value from steady state 
photoconductivity data (0.66 eV). This trap depth is 
also close to levels reported by Kolomiets, by TSC 
measurements 163 , and Bishop et al, by optical quench±ng 
of photoluminescence 66 . 
• By a calculation similar to that of equation 9.12.2, 
N2 	1.1 x 1023  in 3 , and from equation 9.12.5 and 
figure 9.14 
4 x 10-10 
2 x 10_14  m3 s' 
-19 2 
0 	2xl0 	In p2 
i.e. the traps are very similar in type to those a.t E 3 , 
but less dense. The value for N2 is in good agreement with 
that obtained from straightforward photoconductivity 
measurements in 9.11.. 
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From figure 9.14, the bimo1ecuia steady state 
recombination time, at F = 2 x 10
19 -2  s 1 is, from 
Apss = £G Tpb 
T pb 	
8x10 -10 ' 	s 
somewhat longer than the value obtained from the low 
field steady state data of 'figure 9.10 (Tpb  z . 4 x 100  
S .,  
F = 1 x 10 in 	s ). The cross-section and density 
of the states at 'E1 can, now he estimated. The preceding 
data, with figure 9.10, give the following room temperature 










F = 1019 -2 s_ i 	N1 f1 
E1- £0 	 N3tif3 
3'.8 x loll 	in3 
2.6 x ioi4 
5.0 x io21 
equal 
5.0 x 10 
2.6 x 10
20  
Thus Tpb =(C 1 N1 f 1 ) 	5 xl0 ° S. giving 
4 x 10 .13  m S 	o - 	4 x 10 	in , a large cross- 
section which perhaps implies coulombic capture 
states at E are negative when occupied). Furthermore, 
as f10 = exp (- 0.37 eVIkT) exp {(y/k)(0.37/2.0)J 
= 1.6 x 10 6  at 294 K,  
and T 
pm 
 z 3 x 106, (section 9.11) 
thenN1 4xl0 m 
The S-shaped appearance of the rise' curves of 
figure 9.14 has all the hall-marks of a non-linear 
trapping effect, discussed by Ryvkin 67 and Boer and 
(168) Vogel 	. In its simplest form, this can,occur with a 
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single trap-level. During excitation, before 
recoinbination has become significant, the level 'fills'. 
to such an extent, that the trapping time increases 
drastically. At this point, time tf sa3,the free carrier 
density begins to climb again, with a slope equal to the 
pre-trapping slope. 
A similar situation can arise when shallower traps 
are also present, slowing down the whole process. This 
type of analysis was applied to the situation of figure 
9.15, but proved inadequate, for several reasons. Firstly, 
if the level at E becomes nearly full, bimolecular 
conditions cease to exist and there should be a linear 
relationship betweenI and F. This did not occur, and 
f2 was always less'than unity. Also, the slope of 
region (c) would be the same as the slope of region (b) 
according to this analysis, and thisis patently not so. 
A possible explanation is that traps near EF  are 
filled in time t f as the total generated density 
(LGtf ) in this time is roughly independent of temperature, 
and is ' 1021  m 3 , in rough agreement with the estimate 
of 9.11 	. This argument implies a short hole capture 
time, however, which may not be compatible with the 
apparently small role played by those states in 
recombination. Perhaps the electron capture cross-
section is very small. Radiative transitions to those 
states may account for the photoluininescence observed by, 
Kolomiets (165) , at 77K, which peaks at 	0.88 eV. 
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9.13 LOW TEMPERATURE PHOTODECAY 
The analysis of section 8.12 for the anomalously 
rapid photodecay at low temperatures in As2Te3 , also 
applies to As2Se3 . The simple theory of 3.3.2, predictS 
that Tcb increases with l/T with activation energy 
z. 0.37 eV (or 0.33 eV when corrected), while the 
observed activation energy is 0.08 eV. 
The theory of 8.12, which involves decay of the 
excess population of the valence band plus traps at E 3 
in time Tcb before traps at 	are significantly affected 
seems appropriate here, as the free recombinatiOn time 
Tpb (see 
9.12) is reduced, in bimolecular conditions, 
to the same order of magnitude asT2. Thus the 
activation energy predicted by equation 8.12.4 is 
2 -E v  ) 
zO.11eV 
in rough agreement with the measured value. 
To verify whether this argument is correct, consider 
the times T Pb Tcb and T cb 
 predicted at room temperature. 
The theory of 8.12 predicts 
1cb/Tc'b z(N2/N3 ) exp[ + (E2 
- E3 )/kT] = 20 
T ' /TPb 	(N3/N) exp[ + (E3 -. E)/kT] 	
106 
As Tpb = 5 X 10 10 • s. (F = 10
19  m 2 s) at 294 K, 
the predicted values of 1cb and rb are 102 s and 
5 x 10 s respectively. Clearly, T b  is the more 
239 - 
appropriate, as the measured value is 	10 s,thus 
justifying the above arguments. 
9.14 MODEL FOR As 9Se3 
Figure 9.20 shows in schematic form the band model 
and distribution of localised states identified in.this 
work. Some of the estimated parameters are listed 
below. 









N1 4 x 10
24  
NF io20 
N2 1 x 1023 
N3 1 x 1024 
N 1 x 1o26 
C 	4 x 10_ 13 
p1 
2 x io_14 
2 x 












As promised in chapter 3, the effects of diffusion 
of excess carriers, in the x-direction, may be assessed, 
for various experimental situations which arose. 
The starting point is the spatial distribution 
(x-direction) of excess carriers, arising from optical 
absorption in the sample, in the absence of diffusion 
effects. A crude method of assessment is to compare the 
rate of loss of carriers from a region of the sample at 
the surface by df.ffusion into the bulk, with the generation 
rate in this region - i.e. compare the terms in the 
continuity equation 3.21. If the diffusion terms are 
significant, the distribution is altered, and the 
original solutions for excess carrier density; may be 
incorrect. In the 'worst-caset situation, only hole 
diffusion is considered, and internal, fields are 
neglected. 
In the small signal, monomolecular recombination 
regime, such considerations are not important for 
homogeneous samples.. A redistribution of excess carriers 
does not affect the total excess.densitieS as the life-
time is independent of position and excitation. In the 
bimolecular regime, however, the carrier lifetime depends 
upon the excess density, and hence , upon position in the 
sample. 	 . 	 . 
At the photon energy used for most of the quantitative 
measurements in As2 Se3. - i.e. 1.89 eV, the absorption 
constant a, is low, "5 x 10 5 m', and excitation.iS 
fairly homogeneous.. This leaves the case of As 2Te3 , in 
the bimolecular regime, with GaAs excitation at 1.37 eV 
(a 	107 m.). 
The comparison to be made is between the terms 
2 
D ox2 )x=o 
and AG'\ x=o 
Now 	 a F(1 - R 1 ) 	 A.l. 
and 	p(x) Lp(0) exp (-ax/2) 
The value of Lp(0) can be obtained from the photocurrentAl 
• 	 Al =Ap(0) 2/aweE'L 	 A.3. po 
o2 P'\ 	• AIa kT 
p ox 2 )xo 	
86wee 
' 
assuming the Einstein relation between D and 
• 	 S 	 p 	P0 
Notice that V does not appear in equation A.4. Comparing 
po 
A.1. and A.4., for the data of figure 8.10 at 166 K, 
19 -2 -1 
(F = 9 x 10 	M. s ), gives 




(AG/D a  2 = 	 2 	 10 	A.5. 
p Ox 
jX- O 	 Al a kT 	 •. 
so diffusion effects are small. 
The calculation carried out above, ignored trapped 
carriers, but is correct if the Quasi-thermal equilibrium 
condition holds. In this situation, trap-limited 
xnobilities may be substituted for V and again cancel
po 
out. This argument, applied to the worst case of diffusion 
from the surface, also applies to successively deeper 
layers, in the sample, and thus to the/whole sample. 
As the ratio inA.5. is proportional to F 2 , diffusion 
may become important at low excitations. However, this" 
was a worst case analysis, and probably overestimated 
the effect by several orders of magnitude. 
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