In an undirected graph G = (V; E) a subset C V is called an identifying code, if the sets B1 (v) \ C consisting of all elements of C within distance one from the vertex v are nonempty and di erent. We take G to be the in nite hexagonal grid, and show that the density of any identifying code is at least 16=39 and that there is an identifying code of density 3=7.
Introduction
Let G = (V; E) be an undirected graph (which may be nite or in nite). For x; y 2 V , we denote by d(x; y) the graphic distance between them, i.e., the number of edges in any shortest path from y to x. If d(x; y) 1 Motivation for this last de nition comes from Karpovsky, Chakrabarty and Levitin 8] and Karpovsky, Chakrabarty, Levitin and Avresky 9] and is concerned with fault diagnosis in arrays of processors. A multiprocessor system can be modeled as an undirected graph G = (V; E) where V is the set of processors and E is the set of links in the system. Fault diagnosis consists of testing the system and locating faulty processors. For this purpose a set of processors will be selected and they will be assigned the task of testing their neighbours for malfunctions. Whenever
Supported by the Academy of Finland. a selected processor detects a fault of any kind among its neighbours, or if itself malfunctions, an error message is issued that speci es only its origin. We see that the set of selected processors should make up an identifying code of G.
We are therefore interested in identifying codes which have as few vertices as possible. In 8] , among other graphs, the grids that represent the three tilings of the plane by regular polygons are presented and the question is raised : what is the minimum density of an identifying code for the square, triangular and hexagonal grid ?
The triangular grid is the only one of the three for which the answer is known 8]. The minimum density of the square grid has been taken up in 4] and 3] where upper and lower bounds are derived : the gap between bounds is now smaller than 0:002.
In this paper we consider the remaining case when G is the in nite hexagonal grid. In 8, Theorem 12] it is shown that the minimum density D satis es 2=5 D 1=2. We shall improve this to 16=39 D 3=7. 
Constructions
There are at least two di erent periodic identifying codes in the in nite hexagonal grid, with density 3=7. They are represented on Figures 1 and 2 which should speak for themselves. (The formal de nition of density is given only in Section 3, but in Figures 1 and 2 the identifying codes are built using nite tiles, and the density can simply be obtained by calculating the proportion of codewords among the vertices in the tiles.) 3 Preparation for the lower bound It will be useful for us to have a numbering of the vertices of the grid : the one we shall use is represented on Figure 3 .
It will also be convenient to introduce a sequence G 2 , G 3 , : : : , of nite subgraphs of G. The graphs G 2 , G 3 and G 4 are shown in Figures 4, 5 and 6. For even m, the points 0 and 9 are the two "middle" points of G m ; for odd m the "middle" points are 1 and 10. The graph G m has roughly the shape of a rhombus, and has m hexagons on the bottom, and all in all consists of m 2 hexagons and 2m 2 + 4m vertices. The number of vertices in the perimeter of G m is 8m ? 2. Now G 2 G 3 G 4 : : : and the union of the graphs G m , m 2, is G.
We furthermore de ne a sequence H m of graphs by glueing together certain vertices in G m . Namely, we glue together the points in the perimeter so that the points on the bottom are considered to be the same as the ones on the top, and the ones on the left are glued to the ones on the right. So, for instance to obtain H 2 from G 2 , we glue 3 to 7, 2 to 8, 1 to 29, and 12 to 30; and moreover, 6 to 30, 5 to 31, In Section 4 we show that for all large m, the density of an identifying code in H m is at least 16=39. Then the following argument shows that any identifying code in G also has density at least 16=39.
Assume that we have shown that the density of any identifying code in H m has density at least , and that this is true for all H m such that m k, where k is a constant. This implies that the density of any identifying code C in G has density at least . Indeed, let T m consist of all the vertices in the perimeter of G m together with the codewords in C \ V (G m We call the di erence of the left-hand side and the right-hand side the excess (on G) and denote it by e(C), i.e., e(C) = 5jCj ? 2jV j. A point is special if it is an excess point or a de cient codeword (or both).
The set of de cient codewords is denoted by D, the set of excess points by E and the set of special points by A.
If c 2 C and B 1 (c) \ C = fcg, we call c an isolated codeword.
We divide the codewords according to their distance to the nearest special point:
De nition then there are at least two excess points at distance four from c, or there exists a de cient codeword at distance four from c.
In particular, the lemma implies that if c 2 C has distance four to the nearest excess point, then there are 1) two excess points at distance four, or 2) an excess point and a de cient codeword (which may coincide) at distance four.
Proof. Assume that c 2 C is the point 0 and that d(c; E) 4. Our rst observation is that every codeword b 2 C within distance two from c is an isolated codeword; if b 0 2 B 1 (b) \ C n fbg, then b or b 0 is an excess point, and still within distance three from c.
In particular, none of 1, 5, 9 is in C. The point 9 cannot be covered only by 0, and therefore either 8 or 10 is in C. By symmetry, let us assume that 8 is in C and 10 is not. By our rst observation, neither of 7 nor 29 is in C. We now consider two cases:
Case 1: 6 is not in C. Then 6 must be covered by 23, and 23 cannot be an isolated codeword, so either 22 or 24 is in C, but not both; otherwise 23 is an excess point at distance three from 0. Anyway, 22 or 24 is an excess point and has distance four to 0.
We know that 5 must be covered by a codeword other than 0, and since 6 is not in C, 4 must be a codeword, and again by our rst observation, neither 3 nor 21 is in C. If 22 is in C, we know that 51 is as well; but then 22 is a de cient codeword, and we are done. Assume therefore that 22 is not a codeword and 24 is, together with 25 or 53. We know that 7 must be covered by a codeword other than 8, and hence 26 is in C. If now 53 is in C, then 24 is a de cient codeword and we are done.
We may therefore assume that 53 is not in C, but 25 is. We know that 10 is not in C. If 31 is not in C, then 10 must be covered by 11 and moreover, 12 or 34 is also in C. This implies that 34 is the required second excess point. Assume hence that 31 is in C. If 30 is a codeword, then 30 is the second excess point. Assume that 30 is not in C. Then 29 must be covered by 28, which makes 26 a de cient codeword, completing Case 1.
Case 2: 6 is in C. We can now proceed similarly. First, neither 4 nor 23 is in C. We know that 2 or 12 is in C but not both. By symmetry, assume that 2 is a codeword and 12 is not. By our rst observation, neither 3 nor 15 is in C. But then 4 must be covered by 21 and moreover, either 20 or 22 is in C, but not both, which implies that 20 or 22 is an excess point and has distance four to 0.
If 22 is in C, so is 51, and we are done since 22 is a de cient codeword. Assume therefore that 22 is not in C, but 20 is. Then 19 or 49 is also in C. Because 3 must be covered by a codeword other than 2, we know that 18 is in C. Hence if 49 is a codeword, we are done, because 20 is a de cient codeword. Assume therefore that 19 is a codeword.
If 11 is not in C, then 12 must be covered by 13 and, moreover, 14 or 36 is a codeword. Then 14 or 36 is an excess point and we are done. We can therefore assume that 11 is in C. Moreover, we can assume that 11 is an isolated codeword: otherwise 34 is an excess point and we are done. Now 12 must be covered also by 13. If 13 is not an isolated codeword, we are done, so assume that 14 is not in C. Since 15 is not a codeword, 16 must be. But then 18 is a de cient codeword, Proof. In the sequel we very often replace some of the terms g i + Case 2: x = 0 is an excess point and belongs to C, but is not a de cient codeword. We may assume that 1 and 9 are in C, and none of 4, 5 and 6 are.
Clearly f 0 + f 1 + f 2 3.
Assume rst that 9 is a special point. Then 7, 29, 31 and 11 are not in C 3 , and 26, 28, 30, 32 and 34 are not in C 4 . The set C 3 can contain 23, 21 and at most one of 3, 15 and 13: if 13 together with at least one of 3 and 15 is in C 3 , then 1 is a de cient codeword, contradicting the fact that 13 is in C 3 ; if 3 and 15 are in C 3 , then 2 would be an excess point, contradicting the fact that 3 is in C 3 . As in Case 1, we have the pairs (23; 24), (21; 20), (3; 18), (15; 16), (13; 36), in which the rst component can be in C 3 or the second in C 4 but not both. For all j = 0; 1; 2; 3 we therefore have f 3 + 1 2 f 4 j + 1 2 (7 ? j) 5, and we are done. We can therefore assume that 9 is not special. By symmetry we can assume that 1 is not special either.
In particular, we can therefore assume that none of the points 8, 10, 12 and 2 is in C. Now, 18 cannot be in C 4 ; otherwise it would be an isolated point, and 18 and 3 would both only be covered by 18. Similarly, neither 26 nor 34 is in C 4 .
Moreover, if 11 is in C, then (recalling that neither 1 or 9 is special) we know that none of 7, 29, 15 and 3 are in C, and 31 and 13 cannot be in C 3 . If 23 is in C 3 , then it is an isolated codeword, and also 7 should be a codeword. Therefore 23 is not in C 3 . By symmetry, 21 is not in C 3 either. Consequently, f 3 1. If 11 is not in C 3 , then f 3 = 0 and f 4 8 . We may therefore assume that 11 is not in C.
Then of course 34 and at least one of 33 and 35 are in C, and neither 32 nor 36 is in C 4 .
Assume then that 31 is in C 3 . Trivially 30 is not in C 4 . Then in the same way as before we see that none of 23, 7 and 29 is in C 3 , and at most one of 3, 15, 13 is in C 3 . We know that f 4 4 . Indeed, if they are, they are isolated points, and 13 and 31 are not in C, which in turn implies that 32 and 36 must be in C. But We call points x 2 A for which g + 1 2 h = 17=2 exceptional. We will prove later that their e ect can be averaged out. We have seen that apart from obvious symmetries, the constellation around an exceptional point 0 is like in Figure 7 .
Case 3: x = 0 is an excess point and does not belong to C. Then Consider rst what we can say of the six-element set consisting of the points 31, 11, 13, 32, 34, 36.
First of all, 34 cannot belong to C 4 . Indeed, if it did, then it would be an isolated codeword, 11 would not be a codeword, and 10 or 12 would have to be in C, because 11 must be covered by a codeword other than 34. By symmetry, assume that 10 is in C. Then 9 or 10 is an excess point, and both of them have distance less than four to 34, contradicting the fact that 34 is in C 4 .
If none of the points 11, 13, 31 is in C 3 , and we already know that 34 is not in C 4 , then the contribution of the six points 31, 11, 13, 32, 34 and 36 to the sum f 0 + f 1 + f 2 + g 3 + 1 2 h 3 + 1 2 f 4 is at most one. Assume that 11 is not in C 3 , but 13 is. The case where instead of 13 we assume that 31 is in C 3 is of course symmetrical. Trivially, 36 is not then in C 4 , and 11 cannot be a codeword either. If 32 is in C 4 , then 10 is not in C. We already know that 11 and 12 are not. Then 33, 34 or 35 is an excess point contradicting the fact that 32 is in C 4 . If 31 is not in C 3 , then the six points together contribute at most one. Assume therefore that 31 is in C 3 . Again, we see that 11 is covered by 34 and 33, 34 or 35 is an excess point. However, since both 31 and 13 are in C 3 , neither 33 nor 35 can be excess points. Therefore 34 is an excess point and 31 and 13 are both in C 00 3 . Again the six points together contribute at most one.
Assume then that 11 is in C 3 . Then none of 31, 10, 12 and 13 are in C. In particular 31 and 13 cannot be in C 3 . Moreover, 34 is not a codeword because 11 is an isolated codeword, but 34 must then be covered by 33 or 35. By symmetry, assume that 33 is in C. Then 32 is not in C 4 . If, anyway, 32 is in C, then 32 or 33 is an excess point, which means that 30 cannot be in C 4 . If 32 is not a codeword, then 31 must be covered by 30 and moreover, 29 or 63 is a codeword. Again we conclude that 30 cannot be in C 4 . If we instead of 33 had assumed that 35 is in C, then we would have seen that 14 cannot be in C 4 . In conclusion, if 11 is in C 3 , then i) the contribution of the six points 31, 11, 13, 32, 34 and 36 is at most one or ii) the contribution is 3=2 but at least one of the points 14 and 30 is not in C 4 .
By symmetry, a similar conclusion holds for the sets 15, 3, 21, 16, 18, 20 and 23, 7, 29, 24, 26, 28.
If for all these three six-element sets the contribution is at most one, we are done, because the only other points left are 14, 22 and 30, and their contribution to the sum can be at most 3=2, thus giving us a sum total which is at most 15=2. Assume therefore that the contribution of the set 31, 11, 13, 32, 34, 36 is 3=2. Without loss of generality we can still assume that 30 is then not in C 4 . The contribution of the set 23, 7, 29, 24, 26, 28 is at most 3=2. If the six points 15, 3, 21, 16, 18, 20 contribute at most one, we are again done, because the two remaining points 14 and 22 together contribute at most one. If 15, 3, 21, 16, 18, 20 together contribute 3=2, then we have shown that at least one of the points 14 and 22 is not in C 4 , and the sum total is again at most eight.
Case 4: x = 0 is a de cient codeword, but not an excess point. This is a relatively simple case. We can assume that 8 and 9 are in C, and 1 and 5 are not. Moreover, 4 or 6 is in C (or both); and 2 or 12 is in C (or both). Because 9 is an excess point, 26, 28, 30, 32 and 34 are not in C 4 , and for the same reason, 7, 29, 31 and 11 are not in C 3 . Trivially, none of 1, 5 and 9 is in C 1 . If both 4 and 6 are in C 2 , then 5 is an excess point and neither 4 nor 6 is in C 2 . We conclude that at most one of 4 and 6, and similarly at most one of 2 and 12 is in C 2 , and 8 and 10 are clearly not in C 2 . Hence f 0 = 1, f 1 = 0 and f 2 2.
We know that 2 or 12 is in C. If 2 is a codeword, then 15 is not in C 3 , because 2 or 15 is an excess point; and if 12 is a codeword, then 13 is not in C 3 . Similarly, at most one of 21 and 23 can be in C 3 . Consequently, f 3 3. We have already shown that f 4 We see that for each exceptional x we can de ne a unique friend y 2 E \ C as follows. If x 1 and x 2 are the codeword neighbours of x, there are two points z 1 and z 2 such that B 1 (z 1 ) \ C = fx 1 g and B 1 (z 2 ) \ C = fx 2 g. The points z 1 and z 2 have a common neighbour z, which is covered by a single codeword c. This codeword c has a unique codeword neighbour y (point 33), which is an excess point. We de ne that this point y is the friend of x.
Assume that we know that a given point y is the friend of x, and we want to nd x. By reversing the process above, we see that the number of possibilities for x is at most the number of codeword neighbours of y. Indeed and is the friend of j 3 exceptional points, the claim follows from 2) because 17j + 24 16j + 32 for all j = 1; 2; 3.
It therefore su ces to prove 1) and 2).
To view the situation in the by now familiar set-up, relabel the points so that y becomes 0, and x becomes 33. Then we know that the only points of S 4 (y) that can be in C 4 are 16, 18, 20, 22, 24, 26, and the only points of S 3 (y) that can be in C 3 are 13, 15, 3, 21, 23, 7, 29.
To prove 1), we assume that y 2 A 1 and therefore none of 4, 5 and 6 are in C.
Then f 0 + f 1 + f 2 3. From the constellation around y we see that 29 and 13 are in C. This implies that none of the points 7, 3 and 15 can be in C 3 ; if 3 or 15 were in C 3 , then 1 would be a de cient codeword at distance two from 3 and 15. If 21 is in C 3 , it is an isolated codeword and 3 must be in C, which implies that 13 is not in C 3 . We also see that if 23 is in C 3 , then 29 is not. Hence f 3 2. If 24 and 26 both were in C 4 , they would be isolated codewords, and the point 6 would not be covered at all. The same argument shows that 18 and 20 cannot both be in C 4 . Hence f 4 In the previous theorem D refers to the graph H m , but as we have seen in Section 3, the same conclusion also holds for the in nite hexagonal grid, and we therefore obtain the following theorem.
Theorem 10. The density of any identifying code in the in nite hexagonal grid is at least 16=39.
