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Abstract 
In this paper. a problem of scheduling an arbitrarily divisible task is considered. Taking into 
account both communication delays and computation time we propose a scheduling method which 
minimizes total execution time. We focus on two dimensional processor networks assuming a 
circuit-switching routing mechanism. The scheduling method uses a scattering schcmc proposed 
in Peters and Syska (IEEE Trans. Parallel Distributed Systems 7(3) (1996) 246 255) to distribute 
parts of the task to processors in a minimum time. We show how to model and solve this 
problem with a set of algebraic equations. A solution of the latter allows one to analyze the 
performance of the network depending on various actual parameters of the task and the parallel 
machine. Though the method is defined for a particular architecture and scattering scheme it can 
be generalized to analyze other architectures of parallel computer systems. 0 l9YY F.lscvie~ 
Science B.V. All rights reserved. 
Kqxw~I.s: Scheduling; Load distribution; Performance mocieling; Communication delays: Divi- 
sible task; Broadcasting; Square 2D-torus 
1. Introduction 
Nowadays, any improvement in the performance of a single processor requires much 
effort and costs a lot of money. Hence, parallel processing is in the focus of researchers 
attention as one of the most promising ways to further increase the speed of computers. 
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The advantage of parallel processing can only be taken if the computations are sched- 
uled in an efficient way. Both theoretical and practical considerations of the scheduling 
problem in parallel systems require assumptions on the model of parallel processing. 
This includes a model of the computer system, and a model of the program. 
In recent years a great variety of models for parallel computations have been pro- 
posed (see [ 1,5,9,16] as examples). In some papers the relation between scheduling 
and allocation was considered [ 111. Few models, however, have taken into account 
constraints imposed by the architecture of a computer system (e.g. topology of the in- 
terconnection network, routing mechanism, commutation mode, etc.) and by the nature 
of the computational task. On the other hand, the model of a program can vary from 
a single task to a directed acyclic task graph, where each task can be a single or a 
multiprocessor task, divisible or indivisible, preemptable or not. 
A model of the parallel machine is defined by the number of processors, intercon- 
nection network (its topology), the number of ports per processor and a method for 
message routing [IO]. One important element of the computer model is assumption 
on allowing processors (or not) to simultaneously compute and communicate (over- 
lap of communications by computations assumption). In this work we consider square 
2D-torus of processors with circuit-switching or packet-switching method of message 
routing. For these methods, the communication delays are virtually independent of the 
covered distance. Moreover, each processor is capable of performing four communica- 
tions simultaneously (4-port assumption) [14]. In such architecture we use a scattering 
scheme based on the broadcasting algorithm proposed in [ 151. We assume that the 
computation is a divisible task, i.e. it can be divided into parts of arbitrary sizes solved 
independently in parallel. As an example of a divisible task consider searching for 
a record in a database file. The database file can be divided with granularity of a 
record. Hence, for big databases this granularity is quite fine and the division can 
be almost arbitrary. The parts of the database can be searched for a pattern indepen- 
dently of each other. Similar observations can be made in the case of searching for a 
pattern in text, audio, graphical files. Also data filtering [7] and processing big mea- 
surement data files, modeling behavior of a big number of particles, some problems of 
linear algebra (e.g. matrix vector product) [2] or the computer graphics can be con- 
sidered as divisible tasks. We want to find a distribution of the computations among 
the processors such that both communications and computations finish in the shortest 
time. 
The presented method can be generalized to a wider class of parallel comput- 
ers and computation models including, for example, other interconnection networks, 
other numbers of ports working in parallel, processors and links with different speeds 
(cf. [19]), non-divisible tasks, etc. This gives rise to a methodology of dealing with a 
wide class of computers. It can be also used to analyze the performance of a computer 
system. 
The rest of the paper is organized as follows. In the next section we introduce ba- 
sic definitions. In Section 3 the problem of scheduling a divisible task on a square 
2D-torus is considered and a procedure for minimizing schedule length is proposed. 
Section 4 gives results of performance evaluation for the architecture and scatter- 
ing method considered in Section 3. In Section 5 generalizations of the method are 
discussed. 
2. Architecture and task models 
Architecture of a parallel computer system is a crucial component for its efficiency 
and for scheduling of the computations. We start with considering architectural aspects 
of the parallel system to show a relation of our problem with other possible cases. We 
call by a MO& of the network the set of basic elements: a processor, local memory. 
and communication interface. 
The computer system can be characterized by the following features: 
l II?tc~rc,onnectiorz nrtu’ork. We can distinguish several types of interconnection 
networks [ 12,17,18]: Point-to-point interconnection networks such as tori and hyper- 
cubes. multistage interconnection networks such as in IBM SPII’SP2 I201, 
machines based on buses, and shared memory machines. 
l Thr numhr~r of’ports per HO&. In a point-to-point interconnection network each node 
has several links. If for sending or receiving messages each node of the network can 
use only /I of its links at a time, the communications are called A-port [ 121. 
l Messtr~qc~ routing method. Among various routing modes store-trnc~~fo~~~.~Ir.ci, 
c,ir.c.uit-sll.itl.llecl and packet-.s,vitchrtI can be distinguished. The packet-switched modes 
can be further divided into tro~~holr, r~iutuaf-~ut-tllfoligl? and h~#&t~d 1vomfwft~ 
[ 13,14.18]. We briefly describe them in the following. In store-and-forward 
mode the communication delay is 7’,,,, = d(r + Lr) where r corresponds to the 
startup (message packing, routing decision, circuit setting-up), T represent the trans- 
mission rate (inverse of the bandwidth’), L is a message length, and I/ is the dis- 
tance between the sender and the receiver (the number of intermediate links). In the 
circuit-switched and packet-switched modes the delay is r,,, = x + dii t Lt where 
ii represents the time needed to commute a switch (or a packet). Since (S<<x (ratio 
close to 0.1% or I%), d6 can be neglected and the communication delay can he 
considered as independent of the distance. 
l Overlap of communications by computations. Each node of the network can be 
equipped (or not) with devices dedicated to sending and receiving of the messages 
such that it can simultaneously perform computation and communication. 
l When all the nodes in the network have processors with the same speed we say that 
processors are itlenticul. In the opposite case (processors have different speeds). we 
say that processors are un(f&w. 
The model of the machine considered in this paper is characterized by: square 
2D-torus topology of the interconnection network, 4-port communications, circuit- or 
packet-switched communication mode, overlapping of communications by computa- 
tions, identical processors. 
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Similarly to the machine model, there exists great variety of task features. For the 
purposes of this work we assume the following task characteristics: 
l Precedence constraints. Tasks can be independent or linked by some precedence 
relation (e.g. represented by directed acyclic graphs). Moreover, tasks can also com- 
municate without fixed precedences (this feature is represented by an undirected task 
graph). 
l Preemption. In some computations, it is possible to interrupt the execution, and 
resume it later without additional cost. 
l Divisibility. One can consider tasks which can be divided into arbitrarily small parts 
solved independently in parallel. It is also possible to consider some granularity for 
the division of the tasks. Hence, tasks can be divisible, with a limited divisibility or 
indivisible. 
In Section 3 we assume a single, divisible task with no preemption. One can also 
consider as equivalent a set of identical independent divisible tasks that are initially 
located in the same node. 
3. Scheduling a divisible task on a ZD-torus 
In this section we propose a scheduling method based on the Peters and Syska 
broadcasting algorithm [15] and on the observation that all the processors have to finish 
their computation at the same moment. As the task is arbitrarily divisible, we have to 
find a distribution of the load among the processors according to the communication 
delays and the number of activated processors such that the task is completed in the 
minimum time. 
First, we recall the Peters-Syska’s broadcasting algorithm for a 2D-torus [15]. For 
broadcasting only, i.e. with time unit-long communications and without considering 
computations, it is optimal (in the number of steps) for a square 2D-torus with 52k 
processors and circuit-switched commutation mode. The idea of this algorithm is to 
send the load far away such that each processor can reach four new processors in each 
phase of sending data. The algorithm is composed of a series of steps consisting in two 
communication phases. During the first phase, the message is sent in a knight move 
(chess game): f = gk-’ links away from the sender in one direction and then 2 x f 
links to the left (see Fig. 1). The second phase consists in cross move, sending data f 
links away. After the two phases one step is completed, and size f of communication 
distance is reduced to f/5 in the next step. Then, all active processors become sources 
for further broadcasting, and the procedure is repeated recursively in the submeshes 
with 25-times less nodes. Due to the symmetry of the communication pattern messages 
going beyond the limits of a submesh are received by the nodes of the neighbouring 
submeshes. For a ZD-torus with 52k processors k steps and 2k phases are needed to 
activate all processors. In Fig. 1 two steps of the broadcasting scheme are presented. 
For the reasons of the figure legibility the second step is presented in the upper left 
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Ftg. I. Data distribution pattern in Peters-Syska broadcasting. Nodea are labeled according to the order of 
activation. 
Table 1 






I I 4 l-4 
2 5 4x5 25 
3 25 4 x 25 125 
I 5/-l 4 x 5’--’ 5’ 
2x 52k-I 4 x g-l 5x 
square only. Table 1 gives the numbers of computing and activated processors for the 
consecutive phases. 
We will call by a layer a set of processors activated in the same phase of scattering. 
According to the distribution method, all the load is located initially in one node called 
originator. Since the communication and computation can overlap, the originator is 
never idle. In the first “knight” phase of scattering the originator sends some part of 
the data to four other nodes. Some part of the data volume remains in the originator 
in order to be distributed in the subsequent phases. On a receipt of the load the newly 
accessed processors can start computations and sending data in the second “cross” 
phase. Thus, the received data is divided into a part solved locally, and parts sent 
in the subsequent phases of scattering. Simultaneously, the originator sends data to 
four processors in an analogous cross phase. Note that each processor receives data 
only once, but sends messages several times. Therefore, each data transfer comprises 
load not only for the immediately accessed processor but also for its descendants in 
scattering. In the following phases of scattering communications of active processors are 
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‘0 c - max 
Fig. 2. Communication-computation diagram for Peters ~ Syska scattering with 2k phases. 
the same which means that all active processors synchronously perform either “cross” 
or “knight” phase and the same volumes of data are sent. This process is repeated 
until the last layer of processors. The communication-computation diagram in Fig. 2 
illustrates the process of distributing the data (the notations are explained below). 
For simplicity of the presentation we assume that no results are returned. Then, in 
the optimal schedule computations on all processors of all the layers must finish simul- 
taneously. Otherwise, it would be possible to reduce the computation time by shifting 
some load from processors finishing later to processors finishing earlier. We assume 
also that computation time on processors depends linearly on the amount of processed 
data. This assumption applies, for example, in the case of distributed searching for a 
pattern in text, audio, graphical files or computing simple statistical parameters of big 
data volumes etc. 
The following notations will be used in the paper: 
z - the transfer rate (e.g. in seconds per byte, seconds per floating point number 
etc.), 
cx - the communication startup time, 
g - the computation speed of the processors (e.g. in bytes per second, instructions 
per second, flops, etc.) 
N = 2k - the number of scattering phases, 
V -- the total volume of data to be processed (the load in other words), 
A = V/o ~ processing time on one processor, 
C = VT ~ transmission time of the whole load over a link without the startup. 
0, the share of the load processed by a processor activated in stage i (i=O. . .4’ ). 
C,;,, ~ the length of the schedule which is the time from the beginning of data 
distribution till the moment when the last processor stops. 
Now, we will show how to find the distribution of the load (i.e. a,‘~) such that all 
processors finish at the same time. Observe that computation of (1, part of the load lasts 
u,A units of time. Each part v transferred to a certain receiver must include data for all 
its descendants. Hence, a processor in layer i must receive part I’= CL, + 40, 1 t 20~1, ,J 
+ . ..+4x5L’+- a,~. A transfer of this part over one link lasts x + PC. Furthermore. 
computation on a transmitter must last as long as transmission to the receiver and 
computing on the receiver (cf. Fig. 2). Finally, all the load must be processed. The 
equation system from which we find a distribution of the load for a 2D-grid with 5’” 
processors is the following : 
uv-?A = x + C(ujv_, +4a,v) +AU,,-,, 
al;-iA = 1 + C(u,v_z + 4a,v_, + 20~,v) + Au,\,L~, 
Q-JA = x + C(a,v-3 + 4a,v_2 + 20a,1_~ + lOOal;) + Aav _3. 
a,v-d = x + (3~~~4 + 4u.v-3 + 20~7,~~ + lOOa,,:-L, + 500~) + ,4aV__.,. 
a.+-rA=r+C(a/,_,+~ +4~~\,,,:5i-~)+~u,~~;,,, 
i-2 
uoA = x + C(ui + 4 c u,5i-?) + .4u, = c’,,,,, 
/=2 
I =a0 +4-p-'a,. (1) 
i-l 
Now. we describe how to solve the above set of equations in linear time. In the above 
equations each variable a8vr_i depends on uy_;.~,~.~~~~~,....a~; (for i= I.....N). We 
can represent aN-1 as a function of u,v. Since av_i+l,. . . Q -1 (i=2,. , N) are linear 
functions of n,v and UN-~ is a linear function of a+-,~, 1,. . , Q-I, then also use- I is 
a linear function of &I. Thus, ui = k,nw + /,, for i = 0,. , N ~ 1, represents a, as a 
function of u,v. The ki, li coefficients can be calculated from the following recursive 
equations: 
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k,,,, = 1, lN = 0, 
C 
kN-, = 1 + -, 
@ 
A 
IN--l = -, 
A 
kN_i = k~-i+~ + :(kN-i+l + 4 2 5’-‘kN_i+,), i=2,...,N, 
j=2 
lN--i = ;I; + IN--i+l + s(lN++, + 42 5.j-2~N_-i+j), i=2,...,N. 
j=2 
Finally, a~ can be found from the last equation of set (1): 
N N 
i=I 
from which we obtain 
i=l 
aN = 
1 - 10 - 4 c;“=, 5”li 
ko +4x:, 5’-‘ki ’ 
(2) 
(3) 
The remaining a; coefficients can be found from Eqs. (2). 
We will concentrate now on the issues of feasibility and optimality of the above 
approach. 
We see that for Eq. (1) a feasible solution sometimes may not exist. This is because 
in Eq. (3) a negative value of aN is possible. We do, however, allow only positive 
values of ai. The nonexistence of a feasible solution is a result of the fact that sending 
data to the required number of processors lasts longer than computing the whole load 
on a smaller number of processors, which requires less phases in the scattering. The 
biggest number of phases for which a feasible solution exists can be found by binary 
search over k in O(log k) trials, where a trial consists in solving Eq. ( 1). Since (1) can 
be solved in O(k) time the optimal distribution of the load can be found in O(k log k) 
time. 
The following observation and lemma describe the properties of the 




Observation 1 If the computer system I computes a bigger load than any other 
computer system computes in the same time, then system 1 computes a given load in 
shorter time than the time in which any other system computes the same load. 
Proof Observe, that for a computer system with maximal load computed in a given 
time, the function of the computed load vs. time has always greater values than for 
any other system. We can conclude that the inverse function (time as a function of the 
load) for the considered system has never a greater value than for any other system. 
Hence, a computer system which computes the biggest load in any given time also 
computes a given load in the minimal time. 0 
Proof Consider two identical nodes which are working in the same amount of time. 
The first node receives and processes locally a1 units of data. The second node. in 
the same time receives data, computes locally a? units of the load and sends 401 
units to four neighbors (neighbors in the sense of the scattering algorithm) for remote 
processing. Since working times for both processing elements are the same we have 
from which we get 
c‘(uz + 4~3) + Au2 
L7[ = -- 
C+A 
In order to compare the amounts of data computed by the first node and the second 
node together with its neighbors we calculate 
N] ~ (02 + 4a3) = 




The above value is negative when sending data to further layers is possible and II; is 
positive. We conclude that the second system computes more in the same time. Hence. 
according to Observation 1 it also computes the given load in the minimal time. This 
argument can be extended recursively to many layers. In this case a3 would represent 
the load computed in deeper layers. 0 
4. Performance analysis 
In this section we use the previously introduced method to analyze the intlluence of 
the architecture and task parameters on the performance. 
In Figs. 3-6 we illustrate the influence of the startup time X, transfer rate T and the 
size V of the computational task on the execution time in 2D-torus consisting of 25. 
125, 625 and 3 125 processors. Each processor can perform (T = 10” elementary opera 
tions per second. Along the vertical axis we have execution time, along the horizontal 
axis we have the size of the task. Fig. 3 represents the case of x=0. r=2x IF” s, Fig. 4 
the case of x = 0. r = 10P” s, and Fig. 5 the case of x q = 5 x 1 O- ’ s, T = 1 O-” s. For big 
transfer rate T the difference between execution on 25, 125, 625 or 3 125 processors is 
very small and the curves in Fig. 3 overlap. We conclude that in this case the first stages 
of data distribution dominate in the execution time and the communication network bc- 
comes a bottle-neck in computation. For zero startup time all processors can take part 
in computation (cf. Fig. 4). In Fig. 5 we can see that the startup influences the number 
of processors which can take part in computation. For small sizes of the computational 
task and a big startup only small numbers of processors can take part in computations. 
The bigger the computational task is, the smaller the influence of the startup. It follows 
that the function of the execution time vs. the load becomes more linear. 
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IE-4 I 
lk IOk 1OOk 1M 10M IOOM ICi 
size 
+25 8125*625+3125 
Fig. 3. Execution time vs. size of the task, il = 0, z = 2 x 10e6 s. 
_)25 8125*625+3125 
Fig. 4. Execution time vs. size of the task, x = 0, T = IO-l2 s 
In Fig. 6 we present the same function for G = 106, and c1= 4.85 x 10e6 s, r = 3.3 x 
lop9 s - good values achievable at the current stage of technology (CRAY T3D). It can 
be observed that in the linear part of the curves, the increase in the number of used 
processors returns a diminishing reduction of the schedule length (compare Fig. 4). 











lE-4’ I , 
Ik IOk 1OOk IM 10M IOOM IG 
size 
1-25 8125*625+3125 
Fig. 5. Execution time vs. sire of the task. x ~ 5 x 10~ ’ \. T = lop” s. 
lk 10k 1OOk IM IOM 1OOM 1G 
size 
Fig. 6. Execution time VS. size of the task, r = 4 X5 x 10p”s. T ~~ 3.3 x lOmy 5. 
Fig. 7 depicts the speedup for different sizes of the computational task (Y = 1 U ’ s. 
T = 10P7s, 0 = 106). The fact that the size of the task may contribute to the achiev- 
able speedup is often ignored. For small computational tasks only small numbers of 
processors can take part in computation and only a limited speedup can be sustained. 
The bigger the task, the greater speedup can be achieved. For big sizes speedup does 
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Fig. 8. Speedup with Peters-Syska scattering vs. scattering proposed in [3] 
not differ very much. We conclude that for big tasks, the size does not influence the 
processing speed. 
In Fig. 8 we compare the speedup for the scattering method used in this paper with 
the method proposed in [4]. In [4] the scattering consists in sending data to the nearest 
idle nodes. Thus, the nodes activated in the same stage of scattering form a rectangular 
layer (or wave front). In the analysis of performance in [4] a simplifying assumption 
was adapted. It was assumed that all processors in a layer are equivalent. In fact. a 
node on the edge of the rectangle can be accessed from two predecessors while the 
node in the corner can be accessed only from one processor in the preceding layer. 
Furthermore. CA = 0 was assumed. Fig. 8 depicts the speedup for the network with 
z = IO-” s. x = 0, CJ = 10”. As can be seen. Peters-Syska scattering performs bettct 
than the previous scattering scheme. 
5. Extensions to the model 
The extensions concern two elements of this work: extensions of the task model and 
extensions of the machine model. 
The presented scattering method is valid for square 2D-torus with 5”’ processors. 
However, it is possible to generalize the tiling of the square 2D-torus to other sizes as 
shown in [6]. Using other scattering algorithms coming from the field of communica- 
tion optimization is also possible. It seems that for any point-to-point interconnection 
network, if we knew the scattering algorithm and the number of the processors acti- 
vated in a scattering phase our method could be applied, e.g. for kD-grids, hypercubea 
[3], multistage networks. 
It is possible to consider uniform processors instead of identical ones. The difference 
in Eq. (I) is that the computation part of the equation would be weighted by the 
speed of the respective processor. In this case it would be necessary to write for each 
transmitter - receiver pair an equation stating that computing time on the transmittcr- 
is equal to the sum of the transmission time to the receiver and the computing time 
on the latter processor. 
It is possible to assume l-port communication instead of simultaneous 4-port com- 
munication. The communications to four nodes would be done sequentially rather than 
in parallel. Then, the number of equations would be multiplied by four (an equation 
for each of the four receivers) for each transmitter, due to the fact that the commu- 
nications would be performed in an asynchronous manner. Thus, in each phase of 
scattering the number of equations would grow four times in each phase. and C’“, 3’ 
equations would be necessary for a 2D-torus with 5”’ processors. A similar observa- 
tion can be made for 2-port communication. However. there exists another scattering 
scheme, based on the notion of a minimum broadcast graph [8], which can be applied 
for this case. 
It is not always possible to overlap the time needed to pack the message with the 
communication startup. Moreover, the receiver needs some time to unpack the message. 
These times can be included in c[ parameter in Eq. ( I ). 
Though we considered circuit- or packet-switched routing, the same method can be 
applied for store-and-forward routing. In such a case the communication part in Eq. ( I ) 
48 J. Bfairwicz et al. I Discrete Applied Mathematics 94 (1999) 35-50 
N [?j 
0 time 
Fig. 9. Communication-computation diagram for the case of results returning 
‘would be multiplied by the number of links passed on the way from one layer to 
another. 
The divisibility of a task is a strong assumption which may be unjustified in practice. 
If we consider tasks that are not arbitrarily divisible, the above method, without any 
change, calculates a lower bound on the schedule length. Usually the processed data 
has some granularity, e.g. a byte, a floating point number, a column in a matrix. In 
such a case we may still use the same method and round the calculated ai up to the 
nearest unit of granularity. This may result in the deviation of the processing time from 
the value obtained from (1). The value of the deviation, however, can be bounded from 
above. Note, that when ai is rounded up, the transferred volume increases at most by 
one unit, the communication time increases at most by r and the computation time 
increases by I/a. Since we have at most 2k successive communication phases before 
the computation on any processor (cf. Fig. 2) the deviation in the processing time is 
at most 2kz + l/a. 
It is conceivable to include, in the model presented above, nonlinear dependence of 
processing time on the amount of load. In such a case one should substitute appropriate 
dependence of processing time on UN--~ for terms Aa~_i in Eq. (1). 
In the above discussion we assumed that no results are returned. However, it is 
not difficult to relax this assumption and include the return of results. In such a case 
the communicationcomputation diagram would look like the one in Fig. 9 and in 
formulation (1) each equation for a receiver-transmitter pair would express the fact 
that computation on the node of a layer activated earlier lasts as long as sending to, 
computing on, and receiving results from the deeper layer node. 
6. Conclusions 
In this paper we considered scheduling a divisible task on a 2D-torus with 5’” 
processors. A method of finding distribution of the computation under communication 
delays has been proposed. The performance of the system using the presented way 
of distributing the computation has been analyzed. ‘4 range of possible extensions 
has been proposed. The considered method seems to be a promising approach in the 
field of scheduling with the communication delays, a kind of frontier between the 
domains of scheduling and communication optimization. Future research may include 
for example analysis of precedence constraints among divisible tasks or pipelining ot 
data distribution. 
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