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1 Introduction 
Many dynamical systems that are used to describe physical process are piecewise smooth. For 
example, dynamics of some physical systems can be characterized by periods of smooth 
evolutions interrupted by instantaneous events. Extensive studies about the so called piecewise 
smooth systems can be found in [3], [10] and [11] and references therein.  
Piecewise linear systems as one of the simplest kinds of piecewise smooth systems are 
successfully used to model physical phenomena and engineering problems, and they  can  
display almost the same dynamical behaviors of general nonlinear systems, such as limit cycles, 
homoclinic and heteroclinic orbits, strange attractors, and so on. A lot of such examples obtained 
from control and mechanics can be found in the books [4], [5] and [16]. In nonlinear oscillation 
theory, the low dimensional continuous piecewise linear systems with one or two separation 
boundaries in 2R  and 3R  frequently appear in applications (the reader can see [1], [15], [17] and 
the references therein to get a comprehensive review about this). 
Because piecewise smooth systems are non-differentiable and even discontinuous, the methods 
from the differentiable dynamical systems theory cannot be applied and specific approaches have 
to be pursued. As for piecewise linear continuous time system, although explicit solutions can be 
obtained in each region where one linear system is defined, gluing these solutions globally at the 
discontinuity boundaries to get a whole picture of the piecewise linear system is a hard problem, 
and the theory for piecewise linear continuous time systems is also in its infancy, see [5] and [12]. 
  For piecewise linear systems, Freire et al. gave a thorough analysis for two-dimensional systems 
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with two zones in [13] and a similar study for symmetrical two-dimensional systems with three 
zones in [14]. The case for the continuous piecewise systems in 3R  with two zones can be rather 
complex, as shown in [2].  
In [8], the authors found several invariant manifolds foliated by periodic orbits for some 
degenerate continuous piecewise linear systems with two zones in 3R , whose linear parts share a 
pair of imaginary eigenvalues. Motivated by this work, the existence of periodic orbits for general 
observable continuous three-dimensional homogeneous continuous piecewise linear systems with 
two zones is studied in this paper. Several results are given with some examples to illustrate the 
conclusions about the existence of periodic orbits.  
For simplicity, we just discuss the existence of periodic orbits intersecting the separation plane 
01 =x  and concentrate our attention on homogeneous continuous piecewise linear systems in 3R  
with a separation plane that can be written without loss of generality in the form 
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has full rank, it is possible to perform a similar transformation to put system (1) into the form 
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with ±δ , ±m  and ±d  being the coefficients of the characteristic polynomials of matrices ±A  
given by 
±±±± −+−= dmp λλδλλ 3)( , 
respectively, see [9] for more details. Hence, in the sequel, without loss of generality, we assume 
in system (1)  
=±A
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
±
±
±
00
10
01
d
m
δ
,                            (2) 
also replace 2x , 3x  by y , z  for convenience. 
Note that when ±A  are given in form (2), system (1) is observable. 
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In the following analysis, we focus on the case when ±A  both have a real and a pair of 
conjugate complex eigenvalues ±λ , j±± ±βα  with 0>±β . By the characteristic polynomials of 
matrices ±A , we have   
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By means of the flow of system xAx −=&  with 01 ≤x , the point ),,0( 00 zyp  with 
00 >y  will be transformed into ),,0( 11 zyq  with 01 <y , so a left Poincaré half map −P  
can be defined as ),(),( 0011 zyPzy
−= . Analogously, a right Poincaré half map +P  can be 
defined in some region of the half plane 0,01 <= yx  as ),(),( 1122 zyPzy +=  with 01 <y  
and 02 >y . Then the composite Poincaré map −+= PPP o  can be defined from a subset of 
the half plane 01 =x , 0>y  into itself, see Fig.1. 
 
Fig.1  Poincaré map of system (1) 
It is easy to see that if )(tx  is a solution of system (1), then )(tx⋅μ  for 0>μ  is 
also a solution. So, according to the Poincaré half maps −P  and +P , we can define two 
slope transition maps )( 01 uSu
−=  and )( 12 vSv += , respectively. Here 0u  is the slope 
01 =x
y 
z
−P  
),,0( 00 zyp  
),,0( 11 zyq  
+P  
),,0( 22 zy
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of the line 01 =x , yuz 0=  with 0>y , 1u  is the image of 0u  through −P  with 
01 =x , yuz 1=  where 0<y ,  and 2v  (with 01 =x , yvz 2=  where 0>y ) is the 
image of 1v  (with 01 =x , yvz 1=  where 0<y ) through +P . See Fig.1 again.  
Note that that the composite map −+ SS o  having fixed points, i.e., system (1) having 
two-zonal invariant cones (see Definition) is the necessary condition for the existence of 
periodic orbits.  
Definition  Let l  be a half-line with the origin be its endpoint. If there exists 0>T  such 
that the solution ),( 0 txΦ  of system (1) beginning from any point lx ∈0  at 0=t  will 
return to l  again for the first time at Tt = , i.e. lTx ∈Φ ),( 0 , then the surface C  formed 
by l  rotating along the flow ),( 0 txΦ , ],0[ Tt ∈  is called an invariant cone. Furthermore, 
C  will be called one-zonal invariant cone if it has no intersection with the separation plane 
01 =x , and otherwise be called two-zonal invariant cone. 
    
In order to give the statements of the main results, we also introduce the parameters 
+
++
+ −= β
λαγ ,  −
−−
− −= β
λαγ                         (4) 
and the auxiliary function  
)sin(cos1)( τγττφ γτγ −−= e  
which are crucial for the analysis to be made in the sequel, and will be introduced in details in the 
next section.  
The rest of the paper is organized as follows. In the second section, some preliminaries are 
provided. In the third section, we revisit a result given by [7] and give a more geometrically 
intuitive proof. In the fourth section, the statements and proofs of the main results about the 
existence of periodic orbits are given. Finally, we give two examples with numerical simulations 
to illustrate the conclusions given in the fourth section. 
2 Preliminaries  
In this section we will establish the Poincaré half-maps in parametric forms for system (1) with 
±A  both having complex eigenvalues. Since the flow of system (1) is made up by matching two 
linear flows, we can give the Poincaré map by studying each Poincaré half-map separately as a 
first step, which has been done in [6] and [7]. For the completeness of the paper, here we just 
gather these conclusions.   
  First we introduce the properties of the auxiliary function (which is introduced first in [1]) 
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)sin(cos1)( τγττφ γτγ −−= e  
as follows 
a) )()( τφτφ γγ −= −  for any R∈γ  and any R∈τ ;  
b) There exists a value )2,(ˆ ππτ ∈  such that 0)ˆ(|| =τφ γ  for any 0≠γ ; 
c) ττφγ cos1)( −= , when 0=γ . 
We sketch the graph of the function )(τφγ  in Fig.2. 
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Fig.2. The graph of the function )(τφγ . 
To computer the Poincaré map of the system xAx −=& , let us start from the initial point 
),,0( 00 zyp  with 00 >y  at time 0=t , then the solution is given by 
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where 
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Suppose at time −− βτ /  the flow returns to the separation plane 01 =x  for the first time, i.e., 
)/,( −−−Φ βτp ),,0( 11 zy=  with 01 <y , then by (5) we can get the initial and final 
coordinate ratios in the parameter forms  
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which not only give the angular behavior of the Poincaré half map −P , but also give the 
definition of the slope transition map −S  in the parametric form  
RRS →− : , 10 )( uuS =− .                          (7) 
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where )ˆ,0( −− ∈ ττ  and −τˆ  is the first positive solution of 0)ˆ(|| =−− τφγ .  
Similarly, consider the system xAx +=& , take initial state ),,0( 11 zyq  the expression of the 
solution ),( tq+Φ  can be written as 
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Suppose )/,( +++Φ βτq ),,0( 22 zy=  holds for the first time with 01 <y , then by (9) we 
can get the corresponding parametric representations of the initial and final coordinate ratios 
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which not only give the angular behavior of the Poincaré half map +P  but also give the definition 
of the slope transition map +S  in the parametric form 
RRS →+ : , 21 )( vvS =+ ,                        (11) 
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where )ˆ,0( ++ ∈ ττ  and +τˆ  is the first positive solution of 0)ˆ(|| =++ τφγ .  
Remark 2.1 Let nr  be the normal vector of the separation plane 01 =x  and xAg ±± =r , then 
by }0,0:),,{(}0,0:),,{( 11111 =====−=⋅ ±± yxzyxxyxgnzyx δrr , it is not difficult 
to see that −S and +S , and hence their composition map −+ SS o , are all maps having 
definition on the whole R . 
Remark 2.2 By ±∏ F  denote the focus planes, i.e., the two-dimensional center invariant 
manifolds of the systems xAx −=&  and xAx +=& , respectively. We can get 
0)( 1
2 =+−≡∏ −−− zyxF λλ ,  0)( 12 =+−≡∏ +++ zyxF λλ .          (13) 
It is easy to see that if and only if −+ = λλ  the focus plane −∏F  coincide with the focus plane 
+∏ F  and +∏ F (or −∏F ) forms a two-zonal invariant cone for system (1), which will be called the 
trivial two-zonal invariant cone. In the following analysis, without explicit directions, two-zonal 
invariant cones always mean the non-trivial case. Also the one-dimensional invariant manifolds of 
the systems xAx −=&  and xAx +=&  can be given by 
22 )()(21
: −−−
−
+== βαα
zyxl ， 22 )()(21
: +++
+
+== βαα
zyxl .   
Remark 2.3 Note that ±τ (which will be called the phase angles) in (6)-(12) represent the 
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included angle between the projections of the initial and final half-lines passing through the origin 
and the points p and q , respectively, along the one-dimensional invariant manifolds ±l  on the 
focus planes ±∏ F , see Fig. 3. 
 
Fig 3. The geometric meaning of the angles ±τ  
3 Revisit to a result 
The following result has been given in [7] by transferring system (1) to a continuous piecewise 
cubic system on 2S , see Table 1.  
 
Table 1. The equivalent transformations between systemsⅠ-Ⅳ 
Here we revisit this result to give a new proof which is more geometrically intuitive.  
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Proposition 3.1 ([7]) Suppose A  is a 3×3 metrix given by (2), and its eigenvalues are λ , 
jβα ±  with 0>β , then system Axx =&  has two-zonal invariant cones if and only if αλ = . 
Furthermore, once exist, every solution starting from the separation plane 01 =x  
corresponding to a two-zonal invariant cone. 
Proof  Let βλαγ /)( −= , then the solution of the system Axx =&  with Tzy )0( 00  be the 
initial state is given by 
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By SFl I  denotes the intersection line between the focus plane F∏  and the separation plane 
01 =x , by (13), we know 
yzxl SF λ== ,0: 1I . 
Then the proof can be finished by two cases. 
Case 1. When SF
T lzyp I∉)0( 00 . The line passing through the origin and the point p  can  
forms an invariant cone that has intersections with the plane 01 =x  under the flow of the system 
Axx =&  if and only if its slope is the fixed point of the slope transition map S  defined by (7) or 
(11) without the subscripts, that is, the first element of the final state is zero after the time βπ /2 , 
see Fig.3, i.e. 
0)/2(1 =βπx , 
which verifies  
0)1(
)1(
1 2/2
22 =−⋅+
⋅ πγβπα
γβ ee . 
Hence 
0=γ  i.e. αλ = . 
Case 2. When SF
T lzy I∈)0( 00 . By the expression of the solution, we have 
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which implies that for each initial state SF
T lzy I∈)0( 00 , the focus plane F∏ itself forms a 
two-zonal invariant cone of the system Axx =& , which will be called the trivial two-zonal 
invariant cone in our following analysis.   
Because of arbitrariness of the initial state, the proof can be easily completed.□ 
4 Main results about the existence of periodic orbits 
By studying the fixed points of the composition slope transition map −+ SS o  given by (7) and (11) 
in parametric forms, [6] and [7] detected the existence of the invariant cones of system (1) and 
have complete conclusions. Here, on the basis of this work we get some results about the existence 
of periodic orbits. Note that the homogeneous property of system (1) excludes the possibility of 
limit cycle. In fact, the dynamics on the cone is either of stable focus type, or a center, or of 
unstable focus type. The following theorem gives a necessary and sufficient condition for the 
existence of periodic orbits, that is, the dynamics on the cone is of a center type. 
Theorem 4.1 Suppose the eigenvalues of matrices ±A  are ±λ , j±± ± βα  with 0>±β , 
then system (1) has periodic solutions if and only if there exist )ˆ,0( ±± ∈ ττ  such that 
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where ±τˆ  are the first positive solutions to 0)ˆ(|| =±± τφ γ . 
Proof  It is easily to see that system (1) has periodic orbits if and only if there exist two-zonal 
invariant cones and 20 yy = , which are defined in (8) and (12). Note that the sufficient and 
necessary condition for the existence of two-zonal invariant cones is 
)()( 20
+− = ττ vu , )()( 11 +− = ττ vu   
for some )ˆ,0( ++ ∈ ττ  and )ˆ,0( −− ∈ ττ . By (6) and (10) the above equations can be rewritten 
as 
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From the above statements, the proof can be finished. □ 
Note that when 0== −+ γγ  the conditions a) and b) in Theorem 4.1 can be reduced to 
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From these two equations we can see that system (1) has two-zonal invariant cones if and only if 
−+ = λλ , and every pair of phase angles Ω∈+− ),( ττ  corresponding to a two-zonal invariant 
cone, where 
{ }),(
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Furthermore, by condition c) in Theorem 4.1, it is not difficult to get the following corollary. 
Corollary 4.2 Suppose ±A  in system (1) have eigenvalues ±λ , j±± ±βα , with 0>±β , the 
following statements hold 
a) When 0== −+ γγ , the dynamics on the cone is of a center (stable focus /unstable focus) 
type if and only if 0== −+ λλ (<0 />0); 
b) The dynamics on the trivial two-zonal invariant cone is of a center (stable focus /unstable focus) 
type if and only if 0=+ −
−
+
+
β
α
β
α
(<0 />0). 
Although Theorem 4.1 gives a necessary and sufficient condition, it is generally still very  
  12
difficult to determine whether a certain system has periodic orbits or not, since it is impossible to 
get the analytic solution of the existence conditions given by a), b）and c) in Theorem 4.1. In 
order to illustrate how these conditions are used to show the existence of systems satisfying these 
conditions and hence having periodic orbits, we give the following conclusion, in which for the 
clarity of the discussion we fix the values of some parameters.   
Corollary 4.3 Suppose ±A  in system (1) have eigenvalues ±λ , j±± ±βα , with 0>±β , Fix 
0>⋅ −+ γγ  and let c=− −+ λλ , then for each Rc∈  there exist a group of systems with the 
form given by (2) having periodic orbits. 
Proof  When 0=c , it is not difficult to see by Corollary 4.2 that those systems that have 
conjugate complex eigenvalues j±± ±βα  satisfying 0=+ −
−
+
+
β
α
β
α  all have periodic orbits. 
  When 0≠c ,take γγ =+  and γγ k=− , then 0>k . Let ±τˆ  be the first positive 
solutions for 0)ˆ(|| =±± τφ γ . In the subsequence analysis we will show that for each 0≠c  
every pair of angles Ω∈+− ~),( ττ  determine a system with form (2) having periodic orbits, and 
hence the proof can be finished, where 
{ })sgn()sgn()sgn(sin,0sinsin,),ˆ,0(),ˆ,0(:),(~ c=⋅<⋅≠∈∈=Ω −+−±−−+++− γτττπτττττττ . 
In order to continue, here we first introduce an auxiliary function 
γτ
γ
γ
γ τφ
τφτ 2
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where τˆ  is the first positive solution for 0)ˆ(|| =τφγ . It is not difficult to show this function 
has the following properties by elementary calculation,  
i) When 0>γ , 0)( >′ τg , and 1)(lim
0
=+→ ττ g , +∞=−→ )(limˆ τττ g ; 
ii) When 0<γ , 0)( <′ τg , and 1)(lim
0
=+→ ττ g , 0)(limˆ =−→ τττ g ; 
iii) When 0=γ , 1)( ≡τg  for )2,0( πτ ∈ . 
The graph of )(τγg  is given in Fig. 4 , where by the dot-dash line we denote the line ττ ˆ= . 
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By the properties of the auxiliary function )(τγg  we know  
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)sgn()sgn( γ=Δ . 
                
a) 0>γ                           b) 0<γ  
Fig.4  The graph of g  according to the sign of γ  
Then by solving the set of equations a), b) and c) in Theorem 4.1, it is not difficult to get the 
values of ±β  and ±λ  
0
)()(
sin)1( 2 >
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⋅⋅+⋅Δ−= +−
−
+
+−
++
τφτφτγβ γ
γτ
γ
γτ eec
, 
0
)()(
sin)1( 22 >
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⋅⋅+⋅Δ= −−
−
−
−+
−−
τφτφτγβ γ
γτ
γ
γτ
k
k
k
k eekc , 
)(~ −
−
+
+
+
+
− +⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅−∇= β
τ
β
τ
β
τλ c , 
)(~ −
−
+
+
−
−
+ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅+∇= β
τ
β
τ
β
τλ c , 
where  
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅−=∇ −+ −
−
−
+
+
− γτ
γ
γγτ
γ
γ
τφ
τφ
τφ
τφ k
k
k ee 22
)(
)(
)(
)(
ln~ . 
Thus the system with ±λ , j±± ±βα  (where ±α  can be got by substituting ±β  and ±λ  into 
±±±± −= βλαγ /)( ) be its eigenvalues is the system that has periodic orbits, and the proof is 
completed.□ 
1
τ
g
τˆ
τ
g 
1 
τˆ
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Note that for the cases 0≤⋅ −+ γγ , the sign of ∇  cannot be determined without additional 
conditions therefore the positivity of ±β  can neither be determined. This implies that the 
systems in question do not necessarily have invariant cones, and periodic orbits might not exist. 
Put  
−+
−
−
−
+
+
− ⋅=∇ γτ
γ
γγτ
γ
γ
τφ
τφ
τφ
τφ k
k
k ee 22
)(
)(
)(
)(~~
. 
Then by virtue of the auxiliary function )(τγg  introduced in Corollary 4.3, it is straightforward 
to see that ∇~~  is equal to one when 0== −+ γγ , greater than one when 0≥+γ , 0≥−γ  
with 0≠+ −+ γγ , and less than one when 0≤+γ , 0≤−γ  with 0≠+ −+ γγ . 
By condition c) of Theorem 4.1, we have  
Corollary 4.4. Suppose the eigenvalues of matrices ±A  in system (1) are ±λ , j±± ± βα  
with 0>±β , then we have the following statements  
a) When 0== −+ γγ , then the necessary condition for the existence of periodic orbits is 
0≤⋅ −+ λλ ; 
b) When 0≥+γ , 0≥−γ  and 0≠+ −+ γγ , then the necessary condition for the existence of 
periodic orbits is that at least one of +λ , −λ  is negative; 
c) When 0≤+γ , 0≤−γ  and 0≠+ −+ γγ , then the necessary condition for the existence of 
periodic orbits is that at least one of +λ , −λ  is positive;  
4 Examples 
Example 1.  In order to illustrate Theorem 4.1, we consider (1) with specific parameters.  Let 
1=+γ , 1=−γ , then the first positive solutions to 0)ˆ(|| =±± τφ γ  satisfies )2,4
5(ˆ ππτ ∈± . 
Take 
4
5πτ =+ ,
4
πτ =−  and 10=c , by virtue of the proof of Corollary 4.3, we get 
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⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
=−
00629.2483- 
10 207.7430
01 24.5442-
A ,  
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
=+
000.0203- 
10 0.1349
01 0.5542-
A  
with eigenvalues   
3322.10−=−λ , jj 2259.31060.7 ±−=± −− βα , 
3321.0−=+λ , jj 2209.01111.0 ±−=± ++ βα . 
It is easy to verify that ±γ , ±τ , ±λ  and ±β  given above satisfy the conditions a),b) and c) in 
Theorem 4.1, hence the corresponding system has periodic orbits, as shown in Fig.5, where the 
periodic orbit with initial condition Tx ]3040.140[0 −=  intersects the separation plane 
0=x  at the points BA, . The segments of the periodic orbit with 0>x , 0<x  are 
represented by dot line and solid line, respectively. 
 
Fig.5  A periodic orbit of system (1) with Tx ]3040.140[0 −=  
Example 2.  Take 1=+γ , 1=−γ , 10−=c  and 
4
5πτ =− ,
4
πτ =+ , then  
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
=−
000.0203- 
10 0.1349
01 0.5542-
A ，
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
=+
00629.2483- 
10 207.7430
01 24.5442-
A  
whose eigenvalues are  
3322.10−=+λ , jj 2259.31060.7 ±−=± ++ βα . 
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3321.0−=−λ , jj 2209.01111.0 ±−=± −− βα . 
Similarly, ±γ , ±τ , ±λ  and ±β  here satisfy the conditions a),b) and c) in Theorem 4.1, and the   
periodic orbit of system (1) with initial condition Tx ]3040.140[0 −=  is given in Fig.6. 
 
Fig.6  A periodic orbit of system (1) with Tx ]3040.140[0 −=  
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