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ABSTRACT

With the increased availability of online videos, it is more important than ever to automatically
learn how to process and understand video data. Although convolutional neural networks have revolutionized representation learning from images and videos, they do not explicitly model entities
or part-to-whole relationships. To this end, a novel neural network architecture, capsule networks,
add extra structure to allow for the modeling of entities. By grouping neural activations and propagating information from one layer to the next through a routing-by-agreement procedure, capsule
networks are able to learn part-to-whole relationships as well as robust object representations. In
this dissertation, we generalize capsule networks to the video domain and show that several video
understanding problems can be effectively solved by employing capsules.
We first propose a video capsule network (VideoCapsuleNet) to tackle the problem of video action
detection; given a video containing a human performing an action, VideoCapsuleNet can both
spatio-temporally localize the action as well as classify it. Next, we explore the problem of video
object segmentation, which involves obtaining fine-grained pixel-level localizations for objects
within a video when given a segmentation mask in the first frame. This problem contains several
challenges, including occlusion and small objects, for which we propose memory and zooming
modules respectively. Next, we extend the capabilities of capsule networks by combining video
and text capsules for the task of text-based video segmentation. When given a video and a natural
language sentence query, our proposed multimodal capsule network merges both inputs to generate
a fine-grained segmentation of the actor described in the sentence. We accomplish this through a
novel visual-textual routing algorithm which finds agreement between capsules of both modalities.
Finally, we study how capsule networks can be leveraged to learn from large-scale multimodal
data in an unsupervised setting. This is the first application of capsules to three modalities (video,
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text, and audio) simultaneously. To scale capsules to the greater number of modalities as well as
the large amount of training data, we propose a computationally efficient attention-based routing
mechanism which outperforms previous routing algorithms. Across all tasks presented in this
dissertation, we extensively evaluate our proposed methods and show that capsule networks can
effectively compete with more traditional convolutional network architectures.
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EXTENDED ABSTRACT

Video understanding is fundamental for the development of intelligent vision systems which can
solve difficult problems like action classification, video object segmentation, action/object detection, text-based video segmentation, tracking, future prediction, and video generation. In addition
to having many of the complexities present in the image domain, like crowded scenes or different
objects and actors within a scene, the video domain has the added dimension of time. Although
this gives additional motion information, which can be extremely useful for tasks like action classification, it also drastically increases the dimensionality of the input leading to an increased amount
of information which vision systems need to process. Therefore, it is of vital importance to create
algorithms which can efficiently and effectively learn video representations.
Even though convolutional neural networks (CNNs) are great at learning such representations, they
lack the ability to explicitly model entities or objects within a given input. A recently proposed
neural network architecture called capsule networks has shown great promise in object modeling
in the image domain. Capsule networks group a network’s neural activations into capsules, each
of which represents an object or part of an object. Then, by passing information from one capsule
layer to another through a routing-by-agreement algorithm, capsule networks learn to model partto-whole relationships. In this dissertation, we study the application of capsule networks to videos.
We begin by generalizing capsule networks from 2D images to 3D videos, and then apply the video
capsule networks to various challenging problems: action detection, video object segmentation,
text-based video segmentation, and self-supervised multimodal learning.
In Chapter 3, we propose a 3D capsule network for videos, called VideoCapsuleNet: a unified
network for action detection which can jointly perform pixel-wise action segmentation along with
action classification. The 3D generalization drastically increases the number of capsules in the
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network, making capsule routing computationally expensive. We introduce capsule-pooling in the
convolutional capsule layer to address this issue and make the voting algorithm tractable. The
routing-by-agreement in the network inherently models the action representations and various action characteristics are captured by the predicted capsules. We utilize the capsules for action localization and the class-specific capsules predicted by the network are used to determine a pixel-wise
localization of actions. We introduce parameterized skip connections with the convolutional capsule layers to maintain important spatio-temporal information for localization. The network is
trained end-to-end with a classification as well as localization loss.
While action detection only requires a coarse localization, we show that video capsule networks
can generate fine-grained segmentations as well. In Chapter 4, we propose a capsule-based approach for semi-supervised video object segmentation, CapsuleVOS, which can segment several
frames at once conditioned on a reference frame and segmentation mask. This conditioning is
performed through a novel routing algorithm for attention-based efficient capsule selection. In addition, we address two challenging issues in video object segmentation: segmentation of small objects and occlusion of objects across time. The issue of segmenting small objects is addressed with
a zooming module which allows the network to process small spatial regions of the video. Apart
from this, the framework utilizes a novel memory module based on recurrent networks which helps
in tracking objects when they move out of frame or are occluded. The network is trained end-toend and it outperforms traditional convolutional approaches while having a run-time that is almost
twice as fast as competing methods.
In Chapters 3 and 4, we show that capsule networks can effectively localize actors and objects
within videos. We extend this in Chapter 5, where we focus on integration of video and text for the
task of actor and action video segmentation from a sentence. We propose a capsule-based approach
which performs pixel-level localization based on a natural language query describing the actor of
interest. We encode both the video and textual input in the form of capsules, which provide a
vi

more effective representation in comparison with standard convolution based features. Our novel
visual-textual routing mechanism allows for the fusion of video and text capsules to successfully
localize the actor and action. Also, different from existing works on actor-action localization
which are mainly focused on localization in a single frame instead of the full video, we propose to
perform the localization on all frames of the video. The experimental evaluation demonstrates the
effectiveness of our capsule network for text selective actor and action localization in videos.
The previous chapters involve methods which are fully supervised and trained on manually annotatted data, which is often costly to acquire. In Chapter 6, we propose a self-supervised capsule
framework that can learn from data which has not been manually annotated. We present a capsule
network that jointly learns high-level concepts and their relationships across different low-level
multimodal (video, audio, and text) input representations. The proposed approach allows us to
leverage the strength of capsules in the context of a self-supervised multimodal learning framework on large amounts of video data. To adapt the capsules to large-scale input data, we propose
a novel routing by self-attention mechanism that selects relevant capsules which are then used to
generate a final joint multimodal feature representation. This allows us to learn robust representations from noisy video data and to scale up the size of the capsule network compared to traditional
routing methods while still being computationally efficient. Results show that the proposed multimodal capsule network is not only able to improve results compared to other routing techniques,
but also achieves competitive performance on the task of multimodal learning.
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CHAPTER 1: INTRODUCTION

Recently, a neural network architecture which groups neural activations, called capsules, have
been shown to achieve strong performance on image recognition tasks, with a drastic decrease in
the number of parameters [48]. Capsules attempt to model various objects or entities within a given
input, such the group of neural activations contains the semantic information pertaining to the given
object. Information is passed from one layer of capsules to another through a routing-by-agreement
algorithm. Essentially, routing is a coincidence-based filtering mechanism, which attempts to find
high-dimensional agreement between different parts of an object or entity. This ability to capture
these part-to-whole relationships allows capsule networks to learn robust representations in images
[109, 67].
Video understanding has been heavily studied over the years and has been applied to many realworld applications like action recognition [45, 100], spatio-temporal action detection [156], tracking [147], video segmentation [146], text-based video retrieval [53]. As vast quantities of video
data are uploaded on websites and social media platforms every day, increased interest has been
shown to this field of research. Processing such large amounts of data, requires the development of
effective algorithms that learn video representations. To this end, we leverage the representations
learned by capsule networks and apply them to video data.
Employing capsule networks in the video domain is a non-trivial task. Although capsules have
been shown to learn strong visual representations, they have mainly been applied to lower dimensional image data. This is mainly due to the computationally complex routing-by-agreement
algorithm. The traditional routing mechanism is inefficient in terms of memory consumption and
run-time, which makes scaling capsule networks to higher-dimensional data, like video, extremely
difficult. Therefore, in order to take advantage of capsule networks’ ability to learn robust rep-
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resentations, several advancements must be made to both the routing algorithm and the capsule
network architectures which process video data.
In this dissertation, we tackle fundamental problems in video understanding including action detection, video object segmentation, and text-based video segmentation. To this end, we propose
the first video-based capsule network, as well as demonstrate the application of capsule networks
for solving these aforementioned tasks. First, we generalize image capsule networks to the video
domain by proposing capsule pooling to reduce the computational cost of the routing procedure.
Next, we apply our video capsule network to the task of video object segmentation where pixellevel segmentation is performed on various objects throughout a video. Subsequently, we present a
multimodal capsule network which combines video and text capsules for video segmentation from
a sentence. Finally, we propose the use of multimodal capsule networks to learn from large-scale
video data in a self-supervised manner.
In the following sections, we first give an introduction to capsule networks and how they differ from
standard convolutional neural networks. Then, we describe the different video problems which we
address throughout this work, as well as a description of the capsule-based methods which we use
to solve these problems.

1.1

Introduction to Capsule Networks

Capsule networks first gained popularity in [109] when they were shown to achieve state-of-the-art
performance on image classification. While there are many variations of capsule networks, two
commonalities between most capsule works is 1) the grouping of neural activations into capsules
and 2) passing of information from one capsule layer to another through a routing-by-agreement
algorithm. By grouping neural activations, an individual capsule can represent an object or concept
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with a multi-dimensional feature representation, as opposed to conventional neural networks which
use a single neural activation to represent an entity. In this dissertation, we consider the formulation
where a capsule is composed of a pose matrix, or vector, and a scalar activation; the pose contains
the instantiation parameters of the object/entity it represents, and the scalar activation is probability
of existence of the entity.
Standard convolutional neural networks consists of layers of learned convolutions. Given an input
set of feature maps (or pixel maps in the case of the input images and videos) these convolutional
layers output a set of feature maps which represent the information present within a receptive field
at a given location: these can be edges and simple shapes in lower layers or complex objects in
higher layers. Similarly, capsule networks are organized into a series of capsule layers to learn
these hierarchical relationships. In the case of capsules, however, the scalar activations within
the feature maps are replaced with groups of activations, which allows capsule networks to better
represent objects or entities within an input by utilizing high-dimensional representations. Furthermore, the weighted sum of convolutional filters in CNNs are replaced with a routing-by-agreement
algorithm.
Once an initial layer of capsules is obtained from the input (these capsules can be obtained by a
linear or non-linear function of the pixel inputs), each capsule predicts (votes for) the properties
of the capsules in the next layer. Then, by measuring the agreement between these predictions,
the routing algorithm allows the network to learn more complex representations in future capsule
layers. This type of coincidence-based filtering is analogous to the voting procedure of the Generalized Hough Transform [8]. In this case, however, instead of having individual pixels voting for
the reference point of an object, a set of learned capsule representations vote on the properties of a
higher-level object or concept of which they are a part. This allows capsule networks to learn complex part-to-whole relationships. Although there have been several routing methods proposed in
the literature (see chapter 2), the most common routing algorithms are computationally expensive
3

iterative procedures [109, 48]. Therefore, applying capsule networks to high-dimensional data like
videos is an extremely difficult task. Throughout this work, we are continually confronted with
this problem and we propose several solutions to make capsules applicable to video data.

1.2

Action Detection with Video Capsule Networks

Here, we generalize conventional two dimensional image capsule networks to videos which have
a third (temporal) dimension. Previous approaches extend image-based convolutional neural networks to the video domain through recurrent networks [75] or by using 3D convolutions [60, 122,
123]. We follow the latter methods and generate a set of capsules for each spatio-temporal location
within a video clip. Then, we augment the routing procedure in two ways. First, the routing is
performed over a 3D receptive field such that spatially and temporally nearby capsules are used to
generate high-level capsule representations (this is analogous to the extension of 2d convolutions
to 3d convolutions). Second, we propose a capsule pooling operation which applies the voting
transformation to the mean of the capsules of the receptive field. Capsule pooling drastically reduces the number of computations performed in the routing algorithm, allowing us to deal with the
increased number of capsules obtained from the high-dimensional video input.
In this work, we propose a capsule network for action detection called VideoCapsuleNet. Action
detection involves spatio-temporally localizing and classifying actions within a video. Most previous action detection methods are considered top-down; these usually involve complex two-stage
pipelines that generate bounding-box localizations that are stitched together and sent to a classification network. VideoCapsuleNet, on the other hand, is a simpler, bottom-up action detection
approach that predicts the action occurring within the video and generates a segmentation mask
over the spatio-temporal region where the action occurs. Figure 1.1 shows an example of action
detection results from both top-down and bottom-up approaches.
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Figure 1.1: Outputs from action detection methods consist of an action label as well as spatiotemporal localizations. The basketball video from the UCF-101 dataset [118] contains boundingbox localizations which are common for top-down action detection methods; the catch video from
the J-HMDB dataset [59] contains pixel-level localizations which are consistent with bottom-up
approaches. The localizations and class labels presented here are manually generated.

VideoCapsuleNet first uses a 3D convolutional encoder to extract a capsules for each spatiotemporal location. These capsules are then passed through a series of convolutional routing layers
to obtain a set class capsules corresponding to the action class categories present within the data.
The class capsule with the highest activation corresponds with the prediction for the network. This
is then followed by a decoder network which uses the predicted class capsule along with skip connections from previous capsule layers to generate the segmentation mask for the action of interest
in all frames given to the network.

1.3

Video Object Segmentation using Capsule Routing

This video capsule framework can be applied to various video tasks. Our next task after action
detection is video object segmentation. Contrary to bottom-up action detection, video object segmentation requires fine-grained pixel-level localization for objects throughout a video. The objects
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of interest are specified by segmentation masks on the first frame of the video, which then need to
be propagated through all future frames. Figure 1.2 shows examples of the first frame segmentations and the propagated segmentation masks which are manually generated and used for training
the network.

Figure 1.2: Example videos from the YoutubeVOS dataset [142]. The first column contains the
first frame segmentations and the corresponding RGB frame. The subsequent columns are the
segmented objects in future frames of the video.

Video object segmentation networks must deal with various challenges including occlusion, small
objects, multiple objects, and fast motion. We propose a network that learns a set of frame capsules
that model the object of interest within the first frame and a set of video capsules that model objects
present in a given video clip (a sequence of 8 frames). Then, an augmented routing algorithm finds
the agreement between the frame capsules and the video capsules, allowing the network to find
the object of interest within the video clip. To deal with object occlusions we propose a recurrent
memory module within the frame capsule encoder. Furthermore, a parameterized zooming module
is used to allow the network to focus on specific spatial regions within the video, allowing for more
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fine-grained segmentation of small objects. This proposed CapsuleVOS architecture segments
multiple frames at once, which allows for the use of motion information in constructing the video
capsules and results in processing videos at higher frame-rate than contemporary approaches.

1.4

Text-based Video Segmentation with Visual-Textual Capsule Routing

As we have shown that video capsule networks can achieve strong segmentation performance
when given a segmentation-based prior (i.e. the first frame’s segmentation), next we augment
the network to allow for natural language priors. The task of text-based actor and action video
segmentation involves segmenting actors within a video based on a natural language query. These
queries include the action which the actor performs, but also often contains other descriptors like
colors, size, and relative position ("left/right of"/"next to"). Examples of the textual queries and
their corresponding segmentations are presented in Figure 1.3.
This problem requires the fusion of information from multiple modalities (visual and textual) to
produce the final output segmentations. Convolution-based approaches tend to extract features
from each modality and merge them using either multiplication [52] or concatenation [76]. We
find that extending these methods to capsule networks leads to sub-optimal performance. Instead,
we use a multi-modal routing method that leverages the fact that the same objects are present
within both the text and video modalities. Our proposed visual-textual capsule routing technique
generates video and textual capsules from both modalities and using a routing operation to find
agreement between both sets of capsules. To evaluate the effectiveness of our proposed approach,
we extend the existing A2D dataset with bounding-box annotations for all frames. This allows us to
evaluate on full videos, rather than follow previous approaches which merely evaluate on individual
frames. We find that our capsule network outperform previous convolution-based approaches on
both individual frame evaluations and full video evaluation.
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Figure 1.3: Example videos and textual queries from the A2D dataset [138]. The color of the
textual query corresponds with the color of the segmentation mask. These segmentation masks are
human generated.

1.5

Self-supervised Multi-modal Capsule Networks

In the previous works, the video capsule networks relied on class-level or pixel-level annotations.
Such annotations are often costly to obtain, and prevent supervised approaches from scaling to
large-scale tasks. To this end, several self-supervised approaches have been proposed to circumvent the use of manually annotated labels [84]. One such approach is multi-modal video learning
[119, 4, 3], where a network learns the relationships between a video, its audio, and text captions
generated by automatic speech recognition systems. Now that we have shown capsule networks
can effectively learn representations across various modalities, we focus on how multi-modal video
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capsule networks can learn in this self-supervised paradigm.
We take a capsule-based perspective on this multi-modal problem and use routing to find agreement between capsules of different modalities - video, audio, and text. However, in this scenario,
conventional iterative routing (as used in visual-textual capsule routing) is too inefficient. We
therefore, propose a more computationally efficient attention-based capsule routing which allows
our capsule network to deal with this large-scale video data. We show that this proposed routing
algorithm achieves stronger performance than previous routing methods. Furthermore, our multimodal capsule network outperforms previous self-supervised video methods on downstream tasks
like zero-shot video retrieval and zero-shot action localization.

1.6

Organization

In Chapter 2, we present the existing literature on capsule networks, as well as previous approaches
for the various video-based tasks related to this work. In Chapter 3, we present our generalization
of image-based capsule networks to video capsule networks and apply them to action detection.
In Chapter 4, we explain how we apply video capsule networks to the problem of video object
segmentation. In Chapter 5, we propose a visual-textual capsule routing method which allows
us to perform actor and action video segmentation from a sentence. In Chapter 6, we present a
capsule-based framework to learn from large-scale multi-modal data in a self-supervised manner.
Lastly, in Chapter 7, we present our concluding remarks as well as potential directions for future
works.
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CHAPTER 2: LITERATURE REVIEW

In this chapter, we review existing works related to this dissertation. We begin by reviewing the
relevant capsule literature, including the foundational works as well as various applications of
capsules. Then we explore works related to action classification, action detection, video object
segmentation, and text-based video segmentation. Lastly, we discuss the literature pertaining to
multi-modal self-supervised learning in video.

2.1

Capsule Networks

There have been several foundations works in capsule networks over the years [46, 47, 149], but
it was not until a effective dynamic routing algorithm was proposed in [109] that capsules became
heavily studied. Sabour et al. [109] define capsules as vectors of grouped neural activations
such that the dimensions of the capsules represent the instantiation parameters for the modelled
object and the magnitude of the vector is its probability of existence (i.e. activation). Also, the
agreement between lower-level capsules was measured by the dot-product in the dynamic routingby-agreement algorithm. Hinton et al. [48] improve upon this work by separating the properties
of the modelled object and its probability of existence - here, a pose matrix defines the properties
and a scalar value is the activation. Furthermore, the routing procedure consists of an ExpectationMaximization (EM) algorithm which find agreement between votes of lower-level capsules. The
idea of capsule networks is further extended in [67] where a two-stage auto-encoder is able to
model various objects, and their parts, within an image in an unsupervised manner.
Additional routing algorithms have been proposed to improve the effectiveness of capsule networks [37, 106, 128] in image classifications. As these routing algorithms are iterative, and there-
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fore computationally inefficient, there have been several approaches to reduce computational cost
and increase inference speed [2, 7, 38, 58, 73, 102, 124, 150]. These works tend to focus on small
capsule networks that perform image classification on low-resolution images. Although capsule
networks have been applied to various other problems including image generation [24, 61], adversarial image detection [101], medical imaging [69], 3D point clouds [151], graph networks [137],
and visual question answering [125, 154]. However, there are relatively few works which apply
capsule networks to high-dimensional inputs like video. In [81], a regression tracking network
is proposed which learns the relationships between spatial capsules and temporal capsules. Yu
et al. [148] leverage capsules to efficiently represent actions in the problem of semantic actionconditional video prediction. Notably, this work does not use routing-by-agreement, as the network
already knows the part-to-whole relationships from the textual input.

2.2

Action Classification and Detection

Most recent successful action classification methods utilize on convolutional neural networks
(CNNs) [45] to process videos and obtain classification scores. Earlier deep learning works [63]
used 2-dimensional CNNs to recognize human actions in each frame or stacks of individual frames.
Other works learn motion information in videos through the use of 3-dimensional CNNs [60, 122];
these 3D-CNNs generate spatio-temporal features from short video clips (often 8 or 16 frames
long) which can then be used for action classification. This idea has been extended in [123] where
an efficient separable 3D convolution called (2+1)D convolutions, consisting of a 2D spatial convolution followed by a 1D temporal convolution, is proposed. Recently, Feichtenhofer et al. [28]
propose a two-stream SlowFast network that learns both spatial and motion information from low
and high frame rates, respectively.
Another branch of works learns motion by processing optical flow frames. Simonyan et al. [116]
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use a two-stream (spatial and temporal) CNN which processes a single RGB frame along with
multiple optical flow frames. Later works [29, 131], use 3D convolutions in conjunction with
optical flow frames. Carreira and Zisserman [13] propose a two-stream I3D network which take
advantage of ImageNet pre-training by inflating 2D convolutions into 3D convolutions. Although
these works show that the use of optical flow greatly improves the learning of motion within videos,
such an approach requires calculating optical flow between frames which is often computationally
costly.
Action detection requires networks to not only recognize actions within a video, but also spatiotemporally localize them. Such methods can be categorized as either top-down or bottom-up approaches. Top-down approaches often rely on bounding-box region proposals produced by pretrained object detectors [35, 104, 105], also known as region proposal networks (RPNs), which
are linked together to generate a spatio-temporal volume which is classified. On the other hand,
bottom-up approaches do not rely on object detectors and perform pixel-level segmentation of
actions within an input video.
Top-down Detection Approaches. Generally, top-down approaches consist of multi-stage pipelines
with the following components: a region-proposal network, an action classification network, and a
post-processing step for action tube prediction. The region-proposal is often a frame-based CNN
(either a Faster-RCNN [105] or YOLO [104] network) which generates bounding-box proposals
for potential actors within a video. The action classification network takes the proposed region and
generates action class probabilities. Lastly, the post-processing takes the frame-level class confidence scores and bounding-boxes to generate spatio-temporal regions, or tubes, for the predicted
actions.
Earlier deep learning works used 2-dimensional CNNs to detect human actions in each frame and
then stitch these detections to create spatio-temporal tubes [95, 145]. Kalogeiton et al. [62] propose
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a method that uses 2D CNNs to extract frame-level features and create action proposals through
the use of anchor cuboids, which are then classified and refined through regression. In concurrent
work, the TCNN [50] uses 3D convolutions and anchor boxes to create tube proposals, which are
linked together and classified. For the difficult AVA dataset [36], a strong yet simple baseline
was proposed [33] which uses an I3D network to extract features and a Faster-RCNN to generate
potential actor regions from these features. Then, an RoIPool operation is used to obtain the actor’s
features, which are classified to obtain the final action detection outputs. This idea was extended
in [34] where the classification step was augmented with transformer-inspired multi-head attention
layers.
Bottom-up Detection Approaches. Bottom-up action detection is a relatively less studied field.
As opposed to assuming actions are present within bounding-boxes proposed by an RPN, bottomup approaches work directly on the pixels to generate action tubes. In works before deep learning,
this was done on super-pixels and super-voxels. Jain et al. [56] merge super-voxels according
to their appearance and motion to spatio-temporally localize actions within videos. Similarly, Lu
et al. [78] use a Markov Random Field on super-voxels for action detection. Learning-based
approaches tend to use 3D CNNs to generate segmentation maps and action probability scores
from videos. The ST-CNN [49] uses an encoder-decoder 3D CNN network that takes in a video
clip and generates a foreground vs. background segmentation map. This segmentation map is used
as the region of interest which is pooled and passed through a classification network. Recently,
Rana et al. [103] propose 3D CNN that can perform bottom-up action detection in videos that
contain various actors and actions.
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2.3

Video Object Segmentation

Video object segmentation can be broadly defined as pixel-level localization of one or more objects
within a video sequence. This problem has two main experimental settings: unsupervised (also
known as zero-shot) and semi-supervised (also known as one-shot). The goal of unsupervised
video object segmentation methods [127, 98, 121] are to segment the foreground object within
a given video. On the other hand, semi-supervised methods [12, 90] are provided ground-truth
pixel-level segmentations for the first frame during testing. In this work, we focus on the semisupervised VOS setting, which will be henceforth referred to as just video object segmentation
(VOS).
Earlier VOS approaches tended to use hand-crafted features based on appearance, boundary and
optical flow [11, 26, 57, 88, 92]. The advent of large-scale video object segmentation datasets
[99, 142], inspired many CNN-based approaches motivated by image segmentation methods [77,
140, 16]. One set of propogation-based methods [120, 20, 51, 134, 141] which attempt to segment
the object given in the first frame and propagate its mask to fit the object over time. Another
branch of study involves detection-based methods [12, 19, 54], which learn a representation of
the object in the first frame and perform a pixel-wise detection of that object in future frames.
Hybrid methods that attempt to combine the benefits of both propogation and detection, have also
been proposed [133, 74, 144]. Most of these methods make use of online learning [12] in which
the segmentation networks are fine-tuned using the ground-truth annotations provided for the first
frame. This has been shown to greatly improve segmentation results on subsequent frames, at the
expense of inference speed.
More recently, Space-time Memory networks (STM) [90] have shown great performance improvements in the VOS task. This proposed network architecture learns pixel-wise correlations across
different frames using attention. STM uses an encoder to create a memory bank for the object, or
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objects, in a video and a memory read operation to localize the object(s) in a new frame. Several
works have extended this architecture by utilizing optical flow [135], improving the memory read
mechanism [79, 112], or reducing the memory bank’s size to increase network efficiency [130].

2.4

Actor and Action Video Segmentation from a Sentence

The combination of vision and language has been studied heavily in several challenging problems including image captioning [31, 132], video captioning [27], query-based video summarizing
[113], and zero-shot image or video classification [152, 25]. In deep learning architectures, visual
and textual inputs are first processed by deep neural networks: images and videos are processed
by 2D and 3D CNNs, while text inputs are first embedded into a semantic feature representations
[85, 96] and processed by deep neural networks. Then the learned visual and textual representations need to be merged to learn a joint representation for the downstream task. Hu et al. [52]
propose concatenating the representations from both modalities to learn a unified representations
to segment images based on a natural language expression. Another approach of merging the
modalities called dynamic filtering performs element-wise multiplication between the image and
sentence features is proposed in [76].
In the video domain, one popular problem is that of temporal localization using a natural language
query [15, 17, 41], where the goal is to localize the temporal bounds of an action described by a
sentence input. Similarly, Yamaguchi et al. [143] propose spatio-temporally localizing an actor
within a video. The task of actor and action video segmentation, which involves pixel-level localization of actors, is first proposed in [32]. However, due to limitations in pixel-level annotations,
this work confines itself to segmenting single frames, as opposed to full videos. Wang et al. [129]
build upon this work by including an asymmetric attention network to improve the merging of
visual and textual information.
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2.5

Self-supervised Multi-modal Video Learning

As manually annotating video datasets [13, 36] is extremely costly, recent approaches take advantage of the large amounts of video data scraped from websites and social media platforms to
learn in an unsupervised or self-supervised manner. Readily available tools like automatic speech
recognition systems have been used to generate narrated video datasets [84, 111]. These datasets
contain video, audio, and text triplets on which deep learning methods can perform proxy tasks to
obtain meaningful representations. There have been a multitude of methods which learn from the
video/text pairs [5, 22, 30, 72, 80, 94, 119, 155], the video/audio pairs [4, 6, 9, 108], and from all
three modalities [3, 14]. Once these methods learn on this large-scale data, they can be applied to
various downstream datasets and tasks.
Most of these self-supervised approaches can be divided into the following categories: transformerbased models, clustering methods, and networks trained with a contrastive objective. The transformer models [30, 119, 155] learn relationships between the video and text sequences by using
multi-head multi-layer attention [126] networks. These transformers are trained by using objectives computed on several pretext tasks like multi-modal matching loss and reconstructing masked
inputs. Clustering methods [4, 6] learn deep networks which map the different modalities into
a joint space through a clustering-based objective. Contrastive loss [18, 43] was originally proposed for self-supervised learning, where the goal is to push representations of similar inputs, or
positives, together while pushing representations of dissimilar inputs, or negatives, apart. In the
video domain, given a set of multi-modal pairs (e.g. video/text or video/audio pairs), the contrastive objective attempts to push the representation for each pair together and push different pairs
apart. There have been several works [94, 9, 108, 3] which have utilized this contrastive loss for
self-sueprvised multi-modal video learning. In a recent work, Chen et al. [14] shows that both
the clustering and contrastive objectives are complimentary, and combines both losses in a unified
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framework.
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CHAPTER 3: ACTION DETECTION EMPLOYING VIDEO CAPSULE
NETWORKS

The work in this Chapter has been published in the following paper:
Duarte, Kevin, Yogesh S. Rawat, and Mubarak Shah. "VideoCapsuleNet: A simplified network for
action detection." In Advances in Neural Information Processing Systems, 2018.

Human action detection is a challenging computer vision problem, which involves detecting human
actions in a long video as well as localizing these actions both spatially and temporally. This task
requires the learning of not only visual information within a single image frame, but also motion
information across time. In this chapter, we generalize image-based capsule networks to videos
for the task of action detection. This 3-dimensional capsule networks can process multiple frames
at once to learn both spatial and temporal information. This is the first work in which capsules are
applied the video domain.
This chapter is organized as follows: Section 3.1 describes how capsules are generalized to higher
dimensional inputs with capsule pooling as well as the details about the video capsule network,
Section 3.2 contains the experimental evaluations of our method, including ablations, results and
various analyses, and Section 3.3 contains a summary of this chapter.
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3.1

3.1.1

Methodology

Generalizing capsules to higher dimensional inputs

For human action detection in videos, it is necessary to have a large enough network to successfully
model the high dimensional data. Capsule transformation and routing is computationally expensive
when compared with conventional convolutions and pooling. This makes generalization of capsule
network to 3D very challenging. Therefore, it is crucial to optimize the routing procedure when
scaling capsule networks to high dimensional inputs like videos.
A capsule is composed of a 4x4 pose matrix, M, and an activation probability, a [48]. The pose
matrix contains the instantiation parameters, or properties, of the entity, which it models and the
activation probability is a scalar between 0 and 1, which represents the existence of the entity. The
transformation matrix, Wi j , is used by a capsule i in layer L to cast a vote, Vi j = MiWi j , for the pose
matrix M j of a capsule j in layer L + 1. The votes from all capsules in layer L are then used in
an EM routing procedure to obtain the pose matrices and activation probabilities of the capsules
in layer L + 1. Let N be the number of capsules in layer L, then the routing between layers L and
L + 1 requires NL xNL+1 votes to be computed. When the number of capsules in any layer becomes
too large, the routing procedure becomes computationally intractable.
Convolutional Capsule Routing Convolutional capsules reduce the number of routed capsules by
only computing votes for capsules within a local receptive field. In this case, the number of votes
that undergo routing is proportional to the receptive field’s volume times the number of capsule
types. However, this is not enough to reduce the computational cost if (i) the kernel/receptive
field volume is large, as in our case when using 3-dimensional kernels, or (ii) the spatial/temporal
dimensions of the convolutional capsule layer is large. In the previous 2-D capsule works for
images, this is not an issue as the dimensions of the convolutional capsule layers are no larger than
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Figure 3.1: Capsule Pooling. New capsules are created by averaging the capsules in the receptive
field for each capsule type. These new capsules then undergo the voting and routing-by-agreement
procedure to obtain the capsules for the following layer.

14 × 14 and 3 × 3 kernels are used. When dealing with videos, these dimensions must be much
larger: our first convolutional capsule layer has the dimensions 6 × 20 × 20 and each capsule in the
following capsule layer has a receptive field of 3 × 5 × 5.

3.1.1.1

Capsule-Pooling

We propose a new voting procedure for convolutional capsule layers to reduce the number of
computations used in capsule routing. First, we share transformation matrices between capsules of
the same type; since capsules of the same type model the same entity at different positions, their
votes should not vary based on their position. This decreases the number of learned parameters,
which reduces the computation needed for the backward pass during training. Next, we reduce
the number of votes being routed, by only applying the transformation matrix on the mean of the
capsules in the receptive field of each capsule type.
More formally, consider convolutional capsule routing between two layers, L and L + 1, where C
is the number of capsule types in a layer. For 3D convolutional capsules, the receptive field of the
capsules in layer L + 1 has the shape (KT , KX , KY ). In conventional convolutional capsule routing,
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each capsule in the receptive field would cast CL+1 votes, resulting in CL ×CL+1 × KT × KX × KY
votes for the routing procedure at each spatio-temporal position of layer L + 1. Since capsules of
the same type model the same entity at different positions, we can safely assume that capsules of
the same type that are close to each other should have similar poses and activations. Therefore,
using the same transformation matrix on each capsule within a local receptive field would result
in similar votes. This means that KT × KX × KY similar votes are calculated CL × CL+1 times.
Each of these similar votes adds little useful information to the routing algorithm, making them
redundant and unnecessary to compute. Instead of computing these redundant votes, we implement
a capsule-pooling procedure as shown in Figure 3.1. For each capsule type, c, in layer L, we create
one capsule with a pose matrix M c and an activation ac as follows:

Mc =

1
KT KX KY

KT KX KY

∑∑

∑ Mkic j ,

k=1 i=1 j=1

ac =

1
KT KX KY

KT KX KY

∑ ∑ ∑ acki j ,

(3.1)

k=1 i=1 j=1

where Mkic j and acki j are the pose matrix and activation of the capsule at position (k, i, j) in the
receptive field. Now, each one of these capsules casts a vote for each capsule type in the layer
L + 1, resulting in a total of CL × CL+1 votes. Thus, capsule-pooling ensures we do not compute
many similar votes; it ensures that the number of votes is only proportional to the number of
capsule types in each layer, and indifferent to the volume of the receptive field.

3.1.2

Network Architecture

The VideoCapsuleNet architecture is shown in Figure 3.2. The input to the network is 8 112 × 112
frames from a video. The network begins with 6 3 × 3 × 3 convolutional layers (each with ReLU
activations) which result in 512 feature maps of dimension 8 × 28 × 28. The first capsule layer
is composed of 32 capsule types. The capsule 4x4 pose matrices and activations are obtained by
applying a 3 × 9 × 9 convolution operation, with ReLU and sigmoid activations respectively, to
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Figure 3.2: The VideoCapsuleNet Architecture. Features are extracted from the input frames by
using 3D convolutions. These features are used to create the first capsule layer Conv Caps1. This
is then followed by a convolutional capsule layer Conv Caps2 and then a fully connected capsule
layer Class Caps. The decoder network uses the masked class capsules, skip connections from
the convolutional capsule layers, and transposed convolutions to produce the pixel-wise action
localization maps.

these 512 feature maps. This is followed by a second convolutional capsule layer with 32 capsule
types, a 3 × 5 × 5 receptive field, and a stride of 1 × 2 × 2.
This second, and final, convolutional capsule layer is then fully connected to C capsules, where
C is the number of action classes. For this final classification layer (class capsules), the capsule
with the largest activation corresponds to the network’s action prediction. When computing the
votes for this final convolutional capsule layer, all capsules of the same type share transformation
matrices. In order to preserve the information about the convolutional capsules’ locations, we
perform Coordinate Addition [48]: at each position, we add the capsules’ coordinates (time, row,
column) to the final three entries of the vote matrix.
Localization Network To obtain frame-level action localizations, we want to leverage the actionbased representation found in the class capsule layer’s pose matrices. To this end we use the
masking procedure as follows. During training we mask all pose matrices except for the one
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corresponding to the ground truth class, by setting their values to zero. At test time, all class
capsules except the one with the largest activation, the predicted action, are masked. The class
capsule poses are then fed into a fully connected layer which produces a 4×8×8 feature map. This
feature map corresponds to a rough localization of the action in the video. The localization is then
upscaled through a series of transposed convolutions that result in 8 112 × 112 localization maps.
To ensure fine positional information is incorporated in this final localization, skip connections are
used from the convolutional capsule layers; the pose matrices of these capsule layers are flattened
and are used in a conventional convolution layer. Their outputs are then concatenated with the
transposed convolution outputs.

3.1.3

Objective Function

VideoCapsuleNet is trained end-to-end using an objective function which is the sum of two losses:
a classification loss and a localization loss. We use spread loss for classification which is computed
as,

Lc = ∑ max(0, m − (at − ai ))2 ,

(3.2)

i6=t

where, ai is the activation of the final class capsule corresponding to capsule i, and at is the target
class’ activation. The margin m is linearly increased from 0.2 to 0.9 during training.
The network predicts a set of segmentation maps for action localization and sigmoid cross entropy
is used to compute the loss. The shape of the network prediction is (T, X,Y ), where T corresponds
to the temporal length, X corresponds to the height, and Y corresponds to the width of the prediction
volume. The posterior probability of a pixel at position (k, i, j) of the predicted volume for an input
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video v̂ can be expressed as,

pki j =

eFki j (v̂)
1 + eFki j (v̂)

,

(3.3)

where, Fki j is the activation value for pixel at position (k, i, j) of the predicted volume for an input
video v̂. The ground truth bounding box for a video is used to assign a actionness score (0 or 1) to
each pixel position in the video. Let the ground truth actionness score of a pixel at position k, i, j in
the input video v̂ is defined as p̂ki j , then the cost function to be minimized for action localization
is,

Ls = −

1
T XY

T

X

Y

∑ ∑ ∑ [ p̂ki j log(pki j ) + (1 − p̂ki j )log(1 − pki j )].

(3.4)

k=1 i=1 j=1

Thus, VideoCapsuleNet is trained using the objective function, L = Lc + λ Ls , where, λ is used
to down-weight the localization loss so that it does not dominate the classification loss. In all
experiments, we use λ = 0.0002.

3.2

Experimental Evaluation

Implementation Details We implement VideoCapsuleNet using Tensorflow [1]. For all experiments, the first 6 conv layers use C3D [122] weights, pretrained on the Sports-1M [63]. The
network was trained using the Adam optimizer [66], with a learning rate of 0.0001. Due to the size
of the VideoCapsuleNet, a batch size of 8 was used during training. We measure the performance
of our network on three datasets UCF-Sports [107], J-HMDB [59], UCF-101 [118]. The only
video preprocessing used is the downsampling of each video such that their shortest side is 120
px. We randomly crop 112x112 patches from 8 frame video during training and take a center crop
at test time. For UCF-Sports and UCF-101, we consider all pixels within the bounding box to be
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the ground-truth foreground while pixels outside of the bounding box are considered background.
This results in more box-like segmentations, but in many cases VideoCapsuleNet produces tighter
segmentations around the actor than the ground-truth bounding boxes (Figure 3.3).
Metrics We compute frame-mAP and video-mAP for the evaluation [95]. For frame-mAP we set
the IoU threshold at α = 0.5, and compute the average precision over all the frames for each class.
This is then averaged to obtain the f-mAP. For video-mAP the average precision is computed for
the 3D IoUs at different thresholds over all the videos for each class, and then averaged to obtain
the v-mAP.
Table 3.1: Action localization accuracy of VideoCapsuleNet. The results reported in the row
VideoCapsuleNet* use the ground-truth labels when generating the localization maps, so they
should not be directly compared with the other state-of-the-art results.

Method

UCF-Sports
f-mAP v-mAP

J-HMDB
f-mAP v-mAP

f-mAP

UCF-101
v-mAP

0.5

0.2

0.5

0.2

0.5

0.1

0.2

0.3

0.5

Saha et al. [110]
Peng et al. [95]
Singh et al. [117]
Kalogeiton et al. [62]
Hou et al. [49]
Gu et al. [36]
He et al. [42]

84.5
87.7
86.7
-

94.8
92.7
95.2
96.0

58.5
65.7
61.3
73.3
-

72.6
74.3
73.8
74.2
78.4
79.7

65.7
69.5
67.3
76.3
-

76.6
77.3
77.9
-

66.8
72.9
73.5
77.2
73.1
71.7

55.5
65.7
69.4
-

35.9
35.9
46.3
51.4
59.9
-

VideoCapsuleNet
VideoCapsuleNet*

83.9
82.8

97.1
97.1

64.6
66.8

95.1
95.4

78.6
80.1

98.6
98.9

97.1
97.4

93.7
94.2

80.3
82.0

3.2.1

Results

UCF-Sports and J-HMDB The UCF-Sports dataset consists of 150 videos from 10 action classes.
All videos contain spatio-temporal annotations in the form of frame-level bounding boxes and we
follow the standard training/testing split used by [70]. The J-HMDB dataset contains 21 action
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classes with a total of 928 videos. These videos have pixel-level localization annotations. Due
to the size of these datasets, we pretrain the network using the UCF-101 videos, and fine-tune on
their respective training sets. On UCF-Sports, we observe a slight improvement (∼1%) in terms of
v-mAP (Table 3.1). On J-HMDB, VideoCapsuleNet achieves a 15% improvement in v-mAP with
a threshold of α = 0.2 (Table 3.1). In both of these datasets, we find that we do not outperform the
state-of-the-art when the f-mAP or v-mAP IoU thresholds are large. We attribute this to the small
number of training videos per class (about 10 for UCF-Sports and about 30 for J-HMDB).
UCF-101 Our UCF-101 experiments are run on the 24 class subset consisting of 3207 videos with
bounding box annotations provided by [117]. On UCF-101 VideoCapsuleNet outperforms existing
methods in action localization, with a v-mAP accuracy 20% higher than the most state-of-the-art
methods (Table 3.1). This shows that VideoCapsuleNet performs exceptionally well when the
dataset is sufficiently large.
v-mAP and f-mAP Improvements In UCF-101 and J-HMDB, VideoCapsuleNet is able to greatly
outperform other methods in terms of v-mAP, but does not have this large corresponding increase
in f-mAP score. Current SOTA methods usually localize actions at a frame level: a region proposal
network generates bounding box proposals, which are then linked together over time and regressed
to improve results. These frame level predictions might produce good f-mAP results, but these
proposals would not necessarily be temporally consistent. VideoCapsuleNet, on the other hand,
generates segmentations for all the frames in a clip simultaneously, resulting in a more temporally
consistent segmentation and an improved v-mAP score.

3.2.2

What class capsules learn?

Since all but one class capsule is masked out when the class capsules are passed to the localization
network, each class capsule should contain localization information specific to their corresponding
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action (i.e. class capsule for diving should have information which would be useful when localizing the diving action). We found that this was indeed the case; at test time we masked all class
capsules except the one corresponding to the ground-truth action, and localized the actions. These
localization results can be found in Table 3.1 under VideoCapsuleNet*. When given the correct
action to localize, VideoCapsuleNet is able to improve its localizations. Figure 3.4 shows several
examples of localizations, when different class capsules are masked.

Figure 3.3: Sample action localizations for UCF-101 (first row) and J-HMDB (second row). The
UCF-101 videos have bounding box annotations (shown in red) and the predicted localizations are
in blue. J-HMDB has pixel-wise annotations (shown in red) and the predicted localizations are in
blue.

3.2.3

Ablation Experiments

Video Reconstructions Reconstruction can act as a regularizer in network training [109]. To this
end, we perform two experiments where the network reconstructs the original video; we add a
convolutional layer to 3D ConvTr5, that has 3 channel outputs to reconstruct the input video. In
the first experiment, the network is trained using the sum of the classification, localization, and
reconstruction losses. In the second experiment the network is trained with only the classification
and reconstruction losses. These experiments show us that the addition of a reconstruction network,
when no localization information are available, do help the capsules learn better representations:
there is a 10% increase in performance (Table 3.2). However, localization information allows the
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(a) PoleVault: wrong class.

(b) Fencing: actual class.

(c) Volleyball Spiking: wrong class.

(d) Diving: actual class.

Figure 3.4: Sample localizations for UCF-101 videos (ground truth is red bounding box). The
localizations (a) and (c) mask out all class capsules except the one corresponding to an incorrect
action; the localizations (b) and (d) mask all capsules except the one corresponding to the correct
(ground-truth) action. These localizations show that the class capsules contain action specific
information and this information propagates to the localizations.

capsules to learn better representations, allowing for improved classification performance. Using
both the reconstruction and localization losses decrease the classification performance. We believe
this additional loss forces the capsules to learn non-semantic information (RGB values), which
hurts their ability to learn from the highly semantic bounding-box annotations.
Additional Skip Connections Due to the first 6 convolutional layers (two of which have strides of
2 in the spatial dimensions) the network may lose some spatial information; we test the effectiveness of adding skip connections from these layers. For this experiment, we add skip connections at
layers 3D Conv1, 3D Conv2, and 3D Conv4 to preserve the spatial information that is lost through
striding. These additional skip connections result in similar classification and localization results
as the base VideoCapsuleNet (Table 3.2), but they increase the number of network parameters
as well as the training time. For this reason, VideoCapsuleNet only has skip connections at the
convolutional capsule layers.
Coordinate Addition Coordinate Addition allows the class capsules to encode positional infor28

mation about the actions which they represent, by adding the capsules’ coordinates (time, row,
column) to the vote matrices of the final convolutional capsule layer. In our synthetic dataset experiments, we show that this is the case: these three capsule dimensions change predictably as the
direction and speed of the motion change. This improved encoding improves the networks classification accuracy by about 7% and the localization accuracy by about 5% on the UCF-101 dataset
as seen in Table 3.2.

3.2.4

Synthetic Dataset Experiments

We run several experiments on a synthetic video dataset to better understand the instantiation
parameters encoded in the class capsules’ pose matrices. We use synthetic data since they allow us
to control specific properties of the videos, which would be difficult to do with real-world videos.
Synthetic Dataset Creation For the synthetic dataset, there are 4 action classes which corresponds
to different types of motion: linear motion, circular motion, a turn motion, and random motion.
The properties that vary in all videos are the shape (circle, square, or triangle), shape size, color,
speed (constant or accelerating), direction, amount of noise, rotation, and zooming in/out. Figure
3.5 shows some examples of the video clips generated for this dataset. VideoCapsuleNet is trained
on about 200,000 randomly generated videos until the loss is minimized on a hold-out set of 2000
videos (500 from each class). On this hold-out set, the network is able to achieve 90% accuracy.
Analysis Most analysis was done on the class capsule for linear motion. To find the "average"
value of the pose matrix for linear motion, we randomly generate 20,000 linear motion videos and
make the network classify them. We then find the mean µd and standard deviation σd for each
pose matrix dimension (only using the values obtained when the network correctly classifies the
action). Then, we can generate 500 different linear motion videos with specific properties (i.e. a
specific speed, a specific direction, etc.) and calculate the mean µd0 of the capsule’s dimensions for
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these videos. With this, we can see how this specific change effected the pose matrix dimensions
by calculating

µd −µd0
σd .

We found that VideoCapsuleNet’s class capsules are able to parameterize the different visual and
motion properties in video. Since the network uses Coordinate Addition, the final three dimensions
of the pose matrices contain information about the actor’s position. As we linearly increase the
object’s speed in the video, the dimension corresponding to the time coordinate increases in a linear
fashion. Similarly, the dimensions corresponding to the row and column coordinates changes as
the direction of the motion changed: vertical motion changed the dimensions corresponding to
the row; horizontal motion changes the dimension corresponding to the column. This change is
illustrated in the last two dimensions of Figure 3.6.
Interestingly, these are not the only dimensions which smoothly change as the direction or speed
change. We found that the capsule’s pose matrix encodes the speed, direction, size, and rotation. The figures 3.7, 3.8, 3.9, and 3.10 show the changes in the capsule dimensions as different
properties of the video are changes. Nearly all dimensions smoothly change as the various video

Figure 3.5: Sample video clips generated for the synthetic dataset.
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Figure 3.6: The 16 capsule dimensions of the Linear Motion pose matrix when the direction of
motion is varied in synthetic videos. The direction 0: rightward movement, 0.25pi:diagonal movement (down and to the right), 0.5pi:downward movement. The rest of the directions follow this
pattern (step of .25pi in angle). Most dimensions have a sinusoidal pattern as the direction of
motion varies, which show that the pose matrix values change smoothly as video inputs change.

Figure 3.7: The 16 capsule dimensions of the Linear Motion pose matrix when the speed varies.

properties change, which means that the capsule successfully encodes the instantiation parameters
of the actor/video.
Since the dimensions do not change in an arbitrary fashion as the inputs change, VideoCapsuleNet’s class capsules successfully encode the visual and motion characteristics of the actor. This
helps explain why VideoCapsuleNet is able to achieve such good localization results; the capsules
learn to represent the different spatio-temporal properties necessary for accurate action localizations.
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Figure 3.8: The 16 capsule dimensions of the Linear Motion pose matrix when the rotation varies.

Figure 3.9: The 16 capsule dimensions of the Linear Motion pose matrix when the video zooms in
and out.

3.2.5

Additional Qualitative Results

Figure 3.11 shows VideoCapsuleNet’s localizations on the UCF-101 and J-HMDB datasets. On
the UCF-101 dataset, which provides bounding-box annotations, we find that the VideoCapsuleNet
produces box-like action segmentations. However, it is sometimes able to produce localizations
which contour better to the actor’s limbs, even though pixel-level action segmentations are not
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Figure 3.10: The 16 capsule dimensions of the Linear Motion pose matrix when the size varies.

Table 3.2: All ablation experiments are run on UCF-101. The f-mAp and v-mAP use IoU thresholds of α = 0.5. (Lc :classification loss, Ls :localization loss, Lr : reconstruction loss, SC:skip connections, NCA:no coordinate addition, 4Conv:4 convolution layers, 8Conv: 8 convolution layers,
and Full: the full network.) Unless specified, the network uses only the classification and localization losses.

Accuracy
f-mAP
v-mAP

Lc

Ls

Lc + Lr

Lc + Ls + Lr

SC

NCA

4Conv

8Conv

Full

62.0
-

51.1
48.1

72.2
-

73.6
77.8
79.9

78.7
77.4
80.7

71.7
72.9
74.9

74.6
72.1
73.5

71.4
70.4
71.3

79.0
78.6
80.3

given.
When fine-tuned to the J-HMDB dataset (which has pixel-level annotations), we see that these
box-like segmentations become more form-fitting. However, we do see that VideoCapsuleNet is
unable to perfectly capsule the actor’s arms, and often localizes the larger parts of the actor (the
torso and legs). We can attribute this to the 112x112 frame size, which makes these arms only a
few pixels thick. It can be seen in the baby clapping example (row 6 in figure 6) that the network
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does adjust the width of the localization as the baby’s hands come closer together.

3.2.6

Localization Failure Cases

Figure 3.12 shows some failure cases for VideoCapsuleNet on the UCF-101 and J-HMDB test
data. One common failure case is when there are many humans in the video and there is only 1
actor. In these cases, the network labels several humans as the foreground, even though only one
is considered the foreground. Another localization error that has been observed is the labeling
the actor and large portions of the background as the foreground (as seen in the final three video
localizations). This second type of error is usually accompanied by a miss-classification, which
shows that the network is unable to understand these particular scenes.

3.2.7

Computational Cost and Training Speed

Although capsule networks tend to be computationally expensive (due to the routing-by-agreement),
capsule-pooling allows VideoCapsuleNet to run on a single Titan X GPU using a batch size of 8.
Also, VideoCapsuleNet trains quickly when compared to other approaches: on UCF-101 it converges in fewer than 120 epochs, or 34.5K iterations. This is substantially fewer iterations than the
70K iterations for [95], 100K iterations for the TCNN [50], 600K-1M iterations for [36].

3.3

Summary

In this chapter, we propose VideoCapsuleNet, a generalization of capsule network from 2D images to 3D videos, for action detection. To the best of our knowledge, this is the first work where
capsules are employed for videos. The proposed network takes video frames as input and predicts
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Figure 3.11: Sample localizations for UCF-101 and J-HMDB. The UCF-101 videos have bounding
box annotations (shown in red) and the predicted localizations are in blue. J-HMDB has pixel-wise
annotations (shown in red) and the predicted localizations are in blue.
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Figure 3.12: Sample failure cases for UCF-101 and J-HMDB. The UCF-101 videos have bounding
box annotations (shown in red) and the predicted localizations are in blue. J-HMDB has pixel-wise
annotations (shown in red) and the predicted localizations are in blue.
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an action class as well as a pixel-wise localization for the input video clip. We introduce capsulepooling to optimize the voting algorithm in the convolutional capsule layers which makes the
routing feasible. The proposed network has a localization component which generates pixel-wise
localization considering the predicted class-specific capsules. VideoCapsuleNet can be trained
end-to-end and we obtain state-of-the-art performance on multiple action detection datasets. Research on capsules is still at an initial stage and we have already seen good performance on different tasks. The basic idea behind capsule is very intuitive and there are many fundamental reasons
which make capsules a better approach than conventional ConvNets, however, it will require a lot
more effort to fully validate these facts.
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CHAPTER 4: VIDEO OBJECT SEGMENTATION USING CAPSULE
ROUTING

The work in this Chapter has been published in the following paper:
Duarte, Kevin, Yogesh S. Rawat, and Mubarak Shah. "Capsulevos: Semi-supervised video object
segmentation using capsule routing." In Proceedings of the IEEE/CVF International Conference
on Computer Vision, 2019.

In the previous chapter, we show that capsule networks can effectively produce pixel-level localizations for actors within a video. In this chapter, we extend this and propose a video capsule network,
CapsuleVOS, to generate fine-grained segmentations for the task of semi-supervised video object
segmentation. Semi-supervised video object segmentation aims to segment objects in a video,
given their segmentation masks for the first frame. This is a challenging problem because of issues like occlusion, changes in object appearance over time, motion blur, fast motions, and scale
variations of different objects.
The remainder of this chapter is organized as follows: Section 4.1 describes the proposed attentionbased routing mechanism and the capsule network architecture, Section 4.2 contains the experimental setup, evaluations, ablations, and results, and Section 4.3 contains a summary of this chapter.
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Figure 4.1: CapsuleVOS Architecture. The network is given the low resolution video clip and the
segmented object in the first frame, and generates the foreground segmentations for all frames of
the clip. The memory module consists of a ConvLSTM and allows the network to overcome issues
like occlusion and objects leaving the frame. The previous and new memory states are the hidden
and cell states of the ConvLSTM for time steps t and t − 1 respectively. The new memory state is
passed to the memory module for the following video clip.

4.1

Methodology

We propose an end-to-end trained network that segments an object throughout an entire video clip
when given the object’s segmentation mask for the first frame. This network contains two modules,
depicted in Figures 4.1 and 4.2: a frame-conditioned video capsule network, CapsuleVOS, which
segments a short video clip (8 frames) based on the object segmentation in the first frame, and a
zooming module, which refines the spatial area processed by the capsule network. Section 4.1.1
explains how we leverage capsules for the task of video object segmentation, with our attentionbased routing algorithm. We then describe the CapsuleVOS architecture and the zooming module
in sections 4.1.2 and 4.1.3 respectively. This is followed by the objective function used to train this
network in section 4.1.4.
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4.1.1

Conditioning with Capsules

Capsules are groups of neurons that represent different entities or objects. In this work, we employ
the version of capsules described in [48], which have a logistic unit (an activation denoted by a)
representing the presence of the entity and a 4 × 4 pose matrix (denoted by M) which contains the
properties of the entity. Capsules in one layer vote for the pose matrices of many capsules in the
following layer and an iterative EM routing algorithm finds the agreement between the votes to
create the set of capsules in the next layer. For a more comprehensive understanding of capsules,
and the intuition behind them, we suggest reading [109, 48].
We view capsule networks’ ability to model entities and find agreement between entities as an ideal
mechanism to accomplish the semi-supervised video object segmentation task. A given video may
contain several objects and the reference segmentation mask specifies the object which must be
segmented. If we extract a set of capsules from both the video and the reference frame with
a segmentation mask, then the former set (video capsules) models all objects within the video,
while the latter set (frame capsules) represents the object of interest. Then, to obtain the object
of interest throughout the video, one only needs to filter out all video capsules that are dissimilar
to the frame capsules; in other words, an agreement, or similarity, between the video capsules
and frame capsules would result in the set of video capsules that represent the object that must be
segmented. Although the original EM routing algorithm works well for finding agreement within
a set of capsules, it can not explicitly find agreement between two sets of capsules. For this reason,
we propose an attention-based routing algorithm which finds the agreement between two sets of
capsules.
Here, we use the query, key, value terminology found in [126], as our conditioning algorithm takes
inspiration from this attention mechanism. From a video clip we extract a set of the video capsules
MiV , aVi , indexed by i; from a reference frame and segmentation mask, we extract a set of frame
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capsules MkF , aF
k , indexed by k. The key-value pairs are votes from the video capsules for the
following layers’ capsules while the query is the set of votes from the frame capsules. These votes
are calculated as follows:
Vikj = MiV Wikj
Vivj = MiV Wivj

(4.1)

Vk j = MkF Wk j
q

q

q

where Wikj , Wivj , and Wk j are learned weight matrices. The superscripts k, v, and q correspond to the
key, value, and query respectively.
Once these votes are obtained, the EM routing operation is performed for the frame capsule (query)
q

q

votes. This results in a set of higher-level capsules M j , a j , which represents the object, or parts of
the object, in the reference segmentation mask. To find the similarity, or agreement, between the
video capsules and the frame capsules, we measure the Euclidean distance between the key votes
(Vikj ) and their corresponding higher-level query capsule:

2 h
q
k
Di j = ∑ M j −Vi j
,

(4.2)

h

where h denotes the dimensions of the vote and pose matrices.
This distance is used to compute an assignment coefficient

Rvij =

e−Di j
.
∑ j e−Di j

(4.3)

The assignment coefficient, Rvij , determines the amount of information the ith video capsule sends
to the jth higher-level capsule. If the distance, Di j , is large, then the ith video capsule does not
contain information pertaining the the object represented by the jth higher-level capsule, so its
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corresponding assignment coefficient is close to 0, and it sends less information to that higherlevel capsule; conversely, a small distance leads to a large assignment coefficient, resulting in
more information being sent.
We obtain the conditioned set of video capsules by performing the M-step of the EM routing
algorithm using the value votes (Vivj ) and the video capsules’ assignment coefficients. The result
is a set of higher-level video capsules, M vj , avj , that receive information from lower-level video
capsules which agree with the frame capsules. This procedure of conditioning with capsules is
described in Algorithm 1.
Algorithm 1 This routing algorithm returns the activations and pose matrices of the capsules in
layer L +1 when given the activations and poses of layer L (the video capsules and frame capsules).
The indices i and j refer to the capsule types in layer L and L + 1 respectively. The index h refers to
the dimensions of the vote or pose matrices. The EM ROUTING and M-S TEP functions referenced
are those defined in [48].
procedure ATT ROUTING(M V , aV , M F , aF )
V v ← MV W v
V k ← MV W k
V q ← MF W q
aq , M q ← EM ROUTING(aF ,V q )

2 h
q
k
6:
Di j ← ∑h Mi −Vi j

1:
2:
3:
4:
5:

−D

e ij
−D
∑j e ij

7:

Rvij ←

8:
9:

avj , M vj ← M-S TEP(aV , Rv ,V v , j)
return av , M v

. For each i and j
. For each i

4.1.2

. For each j

CapsuleVOS Architecture

The CapsuleVOS network segments 8 frames based on the segmentation mask of the first frame. It
contains two branches - the video branch and the frame branch - and each creates sets of capsules.
The video capsules are conditioned on the frame capsules, to produce a new set of conditioned cap42

Figure 4.2: Zooming Module. Given the high-resolution first frame and segmentation mask, the
zooming module outputs a bounding box around the object of interest. This bounding box is used
to zoom in on the object in the video clip along with the first frame and segmentation mask, which
are resized and passed into the CapsuleVOS network.

sules. These are followed by a convolutional capsule layer and a series of transposed convolutions
to generate a segmentation map for all 8 frames.
The video branch passes the 8 RGB frames of size 128 × 224 through 6 (2+1)D convolutions [123]
to obtain feature maps of size 8 × 32 × 56 × 512. The video capsules are composed of 12 capsule
types, which are obtained by passing the feature maps to strided 3 × 3 × 3 convolution operations.
The frame branch concatenates the first frame and the segmentation mask (each of size 128 × 224)
and passes them through 4 2D convolutions. This is followed by the memory module, which
consists of a ConvLSTM [136] layer that allows the frame branch to maintain information which
might be lost in cases of occlusion or objects leaving the frame. The ConvLSTM produces a set of
features of shape 32 × 56 × 128 which are transformed into the frame capsules through a strided
3 × 3 convolution operation. The frame capsules, which are composed of 8 capsule types, are then
tiled 8 times to match the temporal dimension of the video capsules.
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Once the video and frame capsules have been formed, we perform capsule conditioning as described in Section 4.1.1, which results in a set of 16 capsule types. This is followed by a convolutional capsule layer that has 16 capsule types. All routing operations make use of capsule pooling
[23] to reduce network’s memory consumption.
To obtain a foreground segmentation mask from this capsule representations we flatten the capsules’ pose matrices and pass them to a decoder composed of strided transposed convolutions. Skip
connections from the video capsules and conditioned capsules are used to maintain spatiotemporal
information which is lost from striding. The result of this decoder is 8 frames of binary segmentations corresponding to the object of interest.

4.1.3

Zooming Module

The zooming module is given the high-resolution first frame and the object of interest segmentation mask, and it outputs the bounding box containing the spatial region which our segmentation
network will process. Since our segmentation network processes 8 frames at a time, the predicted
bounding box must be large enough to contain the object of interest in all 8 frames, but not too
large as to contain extraneous information not necessary for segmentation.
The input for the zooming module is a high-resolution frame (512 × 896) and the high-resolution
binary object segmentation mask. These are passed through a series of strided 2D convolutional
layers, a LSTM layer, and a fully-connected layer which outputs two values, b̂h and b̂w , representing the height and the width of the bounding box centered on the object of interest. The LSTM
layer allows the network to learn from motion information from previous time steps, resulting in
larger bounding boxes for objects with more motion, and tighter bounding boxes for objects with
relatively little motion. Once the bounding box is obtained, the network extracts this region from
the high-resolution segmentation mask and the next 8 frames of the high-resolution video; these
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are then resized to 128 × 224 and passed to CapsuleVOS.

Figure 4.3: Qualitative results showing object segmentations on videos from the Youtube-VOS
validation set. The first three rows contain examples in which multiple instances of objects are
present within the video; the later two show how our network is able to finely segment larger
objects.

4.1.4

Objective Function

For each pixel i in the video, we have ground-truth segmentations yi ∈ {0, 1} and our network
predicts ŷi ∈ [0, 1]. We use both binary cross-entropy

Ls = −

1 N
∑ yi log (ŷi) + (1 − yi) log (1 − ŷi) ,
N i=1

(4.4)

and the dice loss [86]

LD = 1 −

∑N
∑N
i=1 ŷi yi + ε
i=1 (1 − ŷi ) (1 − yi ) + ε
−
,
N
∑i=1 ŷi + yi + ε
∑N
i=1 2 − ŷi − yi + ε
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(4.5)

to train the network for segmentation. The ε term is a small value to ensure stability of the loss.
We use this second segmentation loss because video object segmentation methods are evaluated
using region similarity, or intersection-over-union (IoU), and the dice loss directly maximizes this
metric.
We train the zooming module by computing the L2 loss between the ground-truth bounding box
height and width (bh and bw ) and the predicted height and width (b̂h and b̂w ).

Lr = bh − b̂h

2

+ bw − b̂w

2

.

(4.6)

During training, we define the ground-truth height and width as the bounding box centered at the
object in the first frame that contains the object in the following 7 frames (the other frames in the
clip to be processed). This ensures that the object of interest will be present in all frames being
processed, even if there is a large amount of motion.
In and end-to-end fashion, we train our network with an objective function which is the sum of
these three losses:

L = Ls + LD + Lr .

4.2

(4.7)

Experimental Evaluation

Datasets We evaluate our method on two video object segmentation datasets: Youtube-VOS [141]
and DAVIS-2017 [99]. Youtube-VOS contains 4,453 videos - 3,471 for training, 474 for validation,
and 508 for testing. The training and validation videos have pixel-level ground truth annotations
for every 5th frame (6 fps). The DAVIS-2017 dataset contains a total of 150 videos - 60 for training,
30 for validation, 60 for testing. These testing videos are split into a test-dev and test-challenge
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set, each with 30 videos; we evaluate our method on the test-dev set. The videos in DAVIS-2017
have annotations for all frames. Both datasets contain a wide variety of objects and both contain
videos with multiple object instances.

Figure 4.4: A qualitative comparison between networks with and without the memory module.
Rows 1,3,5: with memory module. Rows 2,4,6: without memory module.

Table 4.1: Our results on the Youtube-VOS validation set. “OL" denotes online learning. We
compare with OSVOS [12] and methods which do not perform online learning.
Method
OSVOS [12]
OSMN [144]
S2S (offline) [142]
Our Method

OL
3
7
7
7

J seen
59.8
60.0
66.7
67.3

J unseen
54.2
40.6
48.2
53.7

F seen
60.5
60.1
65.5
68.1

F unseen
60.7
44.0
50.3
59.9

Overall
58.8
51.2
57.6
62.3

Speed (frames/s)
0.10
7.14
6.25
13.5

Training The network is trained using the objective function described in 4.1.4. Since our segmentation loss requires segmentations for all 8 frames given to the network and the Youtube-VOS
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Figure 4.5: A qualitative comparison between networks with and without the zooming module.
Rows 1,3,5,7: with zooming module. Rows 2,4,6,8: without zooming module.

training set contains segmentations every 5th frame, we use the method found in [89] to interpolate the segmentation frames that are unavailable. Training is done using the Adam optimizer [66],
starting with a learning rate of 0.0001. When training on Youtube-VOS, the method converges in
about 400 epochs. For our experiments on DAVIS-2017, we fine-tune the network for an extra 200
epochs on the DAVIS-2017 training videos.
Inference During inference, longer videos are processed one clip (8 frames) at a time; the seg-
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Table 4.2: Our results on the DAVIS-2017 test-dev set. We compare with OSVOS [12] and the
offline version of DyeNet [74]

Online Learning
J Mean ↑
J Recall ↑
F Mean ↑
F Recall ↑
Global Mean

OSVOS [12]
3
47.2
50.8
53.7
57.8
50.5

DyeNet [74]
7
60.2
64.8
62.5

Ours
7
47.4
54.1
55.2
64.6
51.3

mentation generated from one clip is used as the input segmentation for the subsequent clip. We
find that having frame overlaps between these clips results in improved segmentations at test time,
with only a minor decrease of inference speed. All reported results (both accuracy and speed) use
an overlap of 3 frames.
Evaluation Metrics For both datasets, we evaluate the segmentation results using the region similarity J and the contour accuracy F as described in [97]. For Youtube-VOS, results are averaged
over the “seen" categories - those objects found in training videos - and “unseen" categories - the
objects present in the validation and testing sets but not present in the training set.

4.2.1

Comparison with State-of-the-art

Since our method does not use online learning, we compare with only offline approaches. The
exception to this is OSVOS [12], which is a standard benchmark video object segmentation approach.
Youtube-VOS The performance of our network on Youtube-VOS are shown in Table 4.1. Overall, our model performs at least 4% better than all offline methods and 3.5% better than OSVOS.
OSVOS slightly outperforms us on unseen categories, but our network has a substantial 8% im49

provement in both of the “seen" metrics. Some qualitative results on Youtube-VOS videos are
shown in Figure 4.3.
DAVIS-2017 Our performance on the DAVIS-2017 test-dev set are shown in Table 4.2. We find
that our offline network is unable to achieve better results than many contemporary methods because many of the objects found in DAVIS-2017 do not appear in the Youtube-VOS training set.
DyeNet [74] is able to outperform our network by a wide margin; we attribute this to the fact
that the method is image based, which allows their region-proposal network and feature extraction
network to be pretrained on larger image datasets.

Figure 4.6: Comparison of quality and speed of previous video object segmentation methods on
the Youtube-VOS dataset. We graph the overall performance percentage vs the frames-per-second.
The x-axis (fps) is in the log scale.

Speed Analysis Running on a Titan X Pascal GPU, our network segments an average of 13.5
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Table 4.3: Our ablation experiment results on the Youtube-VOS validation set. Each row corresponds to a different ablation. The final row contains the results of our method without any
changes.
Ablation
No Zooming
HC Zooming
Concat Routing
Fully Conv
No Memory
Full Method

J seen
62.1
65.8
65.2
64.5
64.9
67.3

J unseen
45.8
51.7
51.0
51.5
49.6
53.7

F seen
61.3
66.5
65.6
64.8
65.3
68.1

F unseen
48.1
57.5
56.9
57.0
53.9
59.9

Overall
54.3
60.4
59.7
59.4
58.4
62.3

frames per second. We compare our network’s inference speed with other approaches in Figure
4.6. Our network is able to segment frames at a much faster rate than previous methods, because
we simultaneously segment 8 frames at once as opposed to one frame at a time.

4.2.2

Ablation Study

All ablation experiments are performed on the Youtube-VOS dataset. The quantitative results for
the ablations are shown in Table 4.3.
Zooming Module To test the effectiveness of our zooming module, we first evaluate our method
without any zooming. In this experiment, we resize all frames to 128 × 224 and segment them with
CapsuleVOS. Without the zooming module, the network’s performance decreased by about 8%.
The zooming module improves the segmentations in two ways: (1) the network is able to keep track
of smaller objects, and (2) the network can generate finer segmentation masks for medium sized
objects. Figure 4.5 shows examples of our method with and without the zooming module; there is
a noticeable decrease in segmentation accuracy for smaller objects without the zooming module.
We also test if if a simple, hand-crafted zooming method would perform as well as our zooming
module. In this experiment, we use a hand-crafted bounding-box around the foreground object
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in lieu of the zooming module. We find that the hand-crafted bounding-box results in improved
segmentations when compared to no zooming, but the zooming module’s learned bounding-boxes
perform best.
Attention Routing We run two ablations to test the effectiveness of our proposed capsule routing
algorithm. The first is performing conventional EM-routing by simply concatenating the video
and frame capsules; the second is removing capsules entirely, and having a fully convolutional
network with a similar number of parameters. We find that our proposed routing algorithm does
improve segmentations when compared to simple capsule concatenation; this is because the proposed routing algorithm conditions the video capsules based on their agreement with the frame
capsules, whereas concatenation does not differentiate between frame and video capsules and attempts to find agreement between all capsules. We also find that the network without capsules
performs similar to the network with capsule concatenation; this suggests that the standard EM
routing algorithm cannot effectively perform the conditioning operation which this tasks requires
and that our proposed routing procedure successfully conditions the video capsules based on the
frame capsules.
Memory Module In this final ablation, we test the importance of the memory module in the frame
network. We find that this ConvLSTM improves results by 4%, because it allows the network to
handle issues like occlusion or when the object of interest leaves the frame. Figure 4.4 contains
some qualitative results depicting the two issues that the memory module solves: occlusion and objects leaving the frame. Once the occlusion ends or the object re-enters the frame, the ConvLSTM
allows the network to remember the object which it must segment.
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4.3

Summary

We proposed a video capsule network, CapsuleVOS, for semi-supervised video object segmentation. The use of capsules provides an effective modeling of entities present in the video and the
attention-based routing helps in the tracking and segmentation of objects. The network contains
two additional novel components: a zooming module and a memory module. The zooming module
ensures the capture of small objects present in the video and the memory module tracks objects in
scenarios when they are occluded or when they move out of the scene. The experimental evaluation demonstrates the effectiveness of our proposed network in video object segmentation and its
ability to segment small and occluded objects. Moreover, our ablations show the effectiveness of
our proposed routing procedure when compared to the exists EM routing algorithm. The network
segments multiple frames at once which allows it to perform segmentation at a much faster rate
when compared with existing methods.
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CHAPTER 5: TEXT-BASED VIDEO SEGMENTATION WITH
VISUAL-TEXTUAL CAPSULE ROUTING

The work in this Chapter has been published in the following paper:
McIntosh, Bruce, Kevin Duarte, Yogesh S. Rawat, and Mubarak Shah. "Visual-textual capsule
routing for text-based video segmentation." In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020.

Chapters 3 and 4 present two network architectures that successfully segment actors and objects
within a video. However, these networks lack the ability to learn important semantic distinctions between different objects/actors within the scene. For example, with VideoCapsuleNet, the
network cannot distinguish between two different people performing a "diving" action, and CapsuleVOS can only distinguish between two people if the segmentations for both are given in the
first frame. In this chapter, we attempt to overcome this drawback by proposing a capsule network
that utilizes a textual query to select the actor to be segmented. Given a video and a natural language sentence input, the goal of actor and action video segmentation from a sentence to output
a pixel-level localization of the actor described by the sentence. We explore the use of capsules
to jointly encode and merge visual and textual information to generate fine-grained pixel-level
segmentations.
This chapter is organized as follows: Section 5.1 describes the proposed visual-textual routing algorithm and the text-based video segmentation network network architecture, Section 5.2 contains
the experimental setup, evaluations, ablations, and results, Section 5.3 contains additional analysis
of the proposed capsule network, and Section 5.4 contains a summary of this chapter.
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5.1

5.1.1

Methodology

Visual-Textual Capsule Routing

Brief Introduction to Capsule Networks A capsule is a group of neurons that models objects, or
parts of objects. In this work, we use the matrix capsule formulation proposed by [48], where a
capsule, C, is composed of a 4 × 4 pose matrix M, and an activation a ∈ [0, 1]. The pose matrix
contains the instantiation parameters, or properties, of the object modeled by the capsule and the
activation is the existence probability of the object. Capsules from one layer pass information
to capsules through a routing-by-agreement operation. This begins when the lower level capsules
produce votes for the capsules in the higher level; these votes, Vi j = Mi Ti j , are the result of a matrix
multiplication between learned transformation matrices, Ti j , and the lower level pose matrices,
where i and j are the indices of the lower and higher level capsules respectively. Once these votes
are obtained, they are used in the EM-routing algorithm to obtain the higher level capsules C j , with
pose matrices M j and activations a j .
Our Routing Method Capsules represent entities and routing uses high-dimensional coincidence
filtering [48] to learn part-to-whole relationships between these entities. We argue that this allows
capsule networks to effectively merge visual and textual information. There are several possible
ways to implement this using capsule networks. One simple approach would be to apply a convolutional method (concatenation followed by a 1x1 convolution [52] or multiplication/dynamic
filtering [76]) to create a unified representation in the form of feature maps, and extract a set of
capsules from these feature maps. This, however, would not perform much better than the fully
convolutional networks, since the same representation is obtained from the merging of the visual
and textual modalities, and the only difference is how they are transformed into segmentation maps.
Another method would be to first extract a set of capsules from the video, and then apply the
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Figure 5.1: Network Architecture. Capsules containing spatio-temporal features are created from
video frames, and capsules representing a textual query are created from natural language sentences. These capsules are routed together to create capsules representing actors in the image. The
visual-textual capsule poses go through a masking procedure and an upsampling network to create
binary segmentation masks of the actor specified in the query.

dynamic filtering on these capsules. This can be done by (1) applying a dynamic filter to the
pose matrices of the capsules, or (2) applying a dynamic filter to the activations of the capsules.
The first is not much different than the simple approach described above, since the same feature
map representation would be present in the capsule pose matrices, as opposed to the layer prior to
the capsules. The second approach would just discount importance of the votes corresponding to
entities not present in the sentence; this is not ideal, since it does not take advantage of routing’s
ability to find agreement between entities in both modalities.
Instead, we propose an approach that leverages the fact that the same entities exist in both the
video and sentence inputs and that routing can find similarities between these entities. Our method
allows the network to learn a set of entities (capsules) from both the visual and sentence inputs.
With these entities, the capsule routing finds the similiarity between the objects in the video and
sentence inputs to generate a unified visual-textual capsule representation.
More formally, we extract a grid of capsules describing the visual entities, Cv , with pose matrices
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Algorithm 2 Visual-Textual Capsule Routing. The inputs to this procedure are the video capsules’
poses and activations (Mv , av ) and the sentence capsules’ poses and activations (Mv , av ). The {•; •}
operation is concatenation, such that the activations and votes the video and sentence capsules are
inputs to the EM ROUTING procedure described in [48]
1: procedure VTROUTING(Mv , av , Ms , as )
2:
Vs j ← Ms Ts j
3:
for x = 1 to W do
4:
for y = 1 to H do
5:
Vv j ← Mv [x, y] Tv j
6:
a ← {as ; av [x, y]}
7:
V ← {Vs j ;Vv j }
8:
C j [x, y] ← EM ROUTING (a,V )
9:

return C j

Mv and activations av from the video. Similarly, we generate sentence capsules, Cs , with pose
matrices Ms and activations as for the sentence. Each set of capsules has learned transformation
matrices Tv j and Ts j , for video and text respectively, which are used to cast votes for the capsules
in the following layer. Video capsules at different spatial locations share the same transformation
matrices. Using the procedure described in Algorithm 2, we obtain a grid of higher-level capsules,
C j . This algorithm allows the network to find similarity, or agreement, between the votes of the
video and sentence capsules at every location on the grid. If there is agreement, then the same
entity exists in both the sentence and the given location in the video, leading to a high activation
of the capsule corresponding to that entity. Conversely, if the sentence does not describe the entity
present at the given spatial location, then the activation of the higher-level capsules will be low
since the votes would disagree.

5.1.2

Network Architecture

The overall network architecture is shown in Figure 5.1. In this section, we discuss the components
of the architecture as well as the objective function used to train the network.
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5.1.3

Video Capsules

The video input consists of 4 224 × 224 frames. The process for generating video capsules begins
with a 3D convolutional network known as I3D [13], which generates 832 - 28×28 spatio-temporal
feature maps taken from the maxpool3d_3a_3x3 layer. Capsule pose matrices and activations are
generated by applying a 9 × 9 convolution operation to these feature maps, with linear and sigmoid
activations respectively. Since there is no padding for this operation, the result is a 20 × 20 capsule
layer with 8 capsule types.

5.1.4

Sentence Capsules

A series of convolutional and fully connected layers is used to generate the sentence capsules. First,
each word from the sentence is converted into a size 300 vector using a word2vec model [85] pretrained on the Google News Corpus. The sentence representation is then passed through 3 parallel
stages of 1D convolution with kernel sizes of 2, 3 and 4 with a ReLU activation. We then apply
max-pooling to obtain 3 vectors, which are concatenated and passed through a max-pooling layer
to obtain a single length 300 vector to describe the entire sentence. A fully connected layer then
generates the 8 pose matrices and 8 activations for the capsules which represent the entire sentence.
We found that this method of generating sentence capsules performed best in our network.

5.1.5

Merging and Masking

Once the video and sentence capsules are obtained, we merge them using the proposed routing
algorithm. The result of the routing operation is a 20 × 20 grid with 8 capsule types - one for each
actor class in the A2D dataset and one for a “background" class, which is used to route unnecessary
information. The activations of these capsules correspond to the existence of the corresponding
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actor at the given location, so averaging the activations over all locations gives us a classification
prediction over the video clip. We find that this class to capsule correspondence improves the
network’s segmentations overall.
We perform the capsule masking as described in [109]. When training the network, we mask
(multiply by 0) all pose matrices not corresponding to the ground truth class. At test time, we
mask the pose matrices not corresponding to the predicted class. These masked poses are then
fed into an upsampling network to generate a foreground/background actor segmentation mask.
Our network outperforms contemporary methods without classification and masking, but this extra
supervision signal improves the performance. We explore this further in our ablations. Although
this use of actor classification and masking is not necessary for our network to perform well, we
find that this extra supervision signal improves our results. We explore this further in our ablation
studies.

5.1.6

Upsampling Network

The upsampling network consists of 5 convolutional transpose layers. The first of these increases
the feature map dimension from 20 × 20 to 28 × 28 with a 9 × 9 kernel, which corresponds to the
9 × 9 kernel used to create the video capsules from the I3D feature maps. The following 3 layers
have 3 × 3 × 3 kernels and are strided in both time and space, so that the output dimensions are
equal to the input video dimensions (4 × 224 × 224). The final segmentation is produced by a final
layer which has a 3 × 3 × 3 kernel. Note that a unique feature of our method compared to previous
method is it outputs segmentations for all input frames, rather than a single frame segmentation
per video clip input. We use parameterized skip connections from the I3D encoder to obtain more
fine-grained segmentations.
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5.1.7

Objective Function

The network is trained end-to-end using an objective function based on classification and segmentation. For classification, we use a spread loss which is computed as:
Lc = ∑ max (0, m − (at − ai ))2 ,

(5.1)

i6=t

where m ∈ (0, 1) is a margin, ai is the activation of the capsule corresponding to class i, and at is
the activation of the capsule corresponding to the ground-truth class. During training, m is linearly
increased between 0.2 and 0.9, following the standard set by [48, 23].
The segmentation loss is computed using sigmoid cross entropy. When averaged over all N pixels
in the segmentation map, we get the following loss:
1
Ls = −
N

N

∑ p j log




p̂ j − 1 − p j log 1 − p̂ j ,

(5.2)

j=1

where p j ∈ {0, 1} is the ground-truth segmentation map and p̂ j ∈ [0, 1] is the network’s output
segmentation map.
The final loss is a weighted sum between the classification and segmentation losses:

L = λ Lc + (1 − λ ) Ls ,

(5.3)

where λ is set to 0.5 when training begins. Since the network quickly learns to classify the actor
when given a sentence input, we set λ to 0 when the classification accuracy saturates (over 95%
on the validation set). We find that this reduces over-fitting and results in better segmentations.
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Table 5.1: Results on A2D dataset with sentences. Baselines [52, 76] take only single image/frame
inputs. Gavrilyuk et al. [32] uses multi-frame RGB and Flow inputs. Our model uses only multiframe RGB inputs and outperforms other state-of-art-methods in all metrics without the use of
optical flow.

P@0.5

Overlap
P@0.6 P@0.7 P@0.8

P@0.9

mAP
0.5:0.95

IoU
Overall Mean

Hu et al. [52]
Li et al. [76]
Gavrilyuk et al. [32]

34.8
38.7
50.0

23.6
29.0
37.6

13.3
17.5
23.1

3.3
6.6
9.4

0.1
0.1
0.4

13.2
16.3
21.5

47.4
51.5
55.1

35.0
35.4
42.6

Our Network

52.6

45.0

34.5

20.7

3.6

30.3

56.8

46.0

Table 5.2: Results on JHMDB dataset with sentences. Our model outperforms other state-of-theart methods at higher IoU thresholds and in the mean average precision metric.

Overlap
P@0.7 P@0.8

P@0.5

P@0.6

Hu et al. [52]
Li et al. [76]
Gavrilyuk et al. [32]

63.3
57.8
69.9

35.0
33.5
46.0

8.5
10.3
17.3

Our Network

67.7

51.3

28.3

5.2

P@0.9

mAP
0.5:0.95

IoU
Overall Mean

0.2
0.6
1.4

0.0
0.0
0.0

17.8
17.3
23.3

54.6
52.9
54.1

52.8
49.1
54.2

5.1

0.0

26.1

53.5

55.0

Experiment Evaluation

Implementation Details The network was implemented using PyTorch [93]. The I3D used weights
pretrained on Kinetics [64] and fine tuned on Charades [115]. The network was trained using the
Adam optimizer [66] with a learning rate of .001. As video resolutions vary within different
datasets, all video inputs are scaled to 224 × 224 while maintaining aspect ratio through the use
of horizontal black bars. When using bounding box annotations, we consider pixels within the
bounding box to be foreground and pixels outside of the bounding box to be background.
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5.2.1

Single-Frame Segmentation from a Sentence

In this experiment, a video clip and a sentence describing one of the actors in the video are taken
as inputs, and the network generates a binary segmentation mask localizing the actor. Similar to
previous methods, the network is trained and tested on the single frame annotations provided in the
A2D dataset. To compare our method with previous approaches, we modify our network in these
experiments. We replace the 3d convolutional transpose layers in our upsampling network to 2d
convolutional transpose layers to output a single frame segmentation.
Datasets We conduct our experiments on two datasets: A2D [138] and J-HMDB [59]. The A2D
dataset contains 3782 videos (3036 for training and 746 for testing) consisting of 7 actor classes,
8 action classes, and an extra action label none, which accounts for actors in the background
or actions different from the 8 action classes. Since actors cannot perform all labeled actions,
there are a total of 43 valid actor-action pairs. Each video in A2D has 3 to 5 frames which are
annotated with pixel-level actor-action segmentations. The J-HMDB dataset contains 928 short
videos with 21 different action classes. All frames in the J-HMDB dataset are annotated with
pixel-level segmentation masks. Gavrilyuk et al. [32] extended both of these datasets with human
generated sentences that describe the actors of interest for each video. These sentences use the
actor and action as part of the description, but many do not include the action and rely on other
descriptors such as location or color.
Evaluation We evaluate our results using all metrics used in [32]. The overall IoU is the intersectionover-union (IoU) over all samples, which tends to favor larger actors and objects. The mean IoU is
the IoU averaged over all samples, which treats samples of different sizes equally. We also measure
the precision at 5 IoU thresholds and the mean average precision over .50 : .05 : .95.
Results We compare our results on A2D with previous approaches in Table 5.1. Our network
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Figure 5.2: A comparison of our results with [32]. The sentence query colors correspond with the
segmentation colors. The first row are frames from the input video. The second row shows the
segmentation output from [32], and the third row shows the segmentation output from our model.
In both examples, our model produces more finely detailed output, where the separation of the legs
can be clearly seen. Our model also produces an output that is more accurately conditioned on the
sentence query, as seen in the first example where our network segments the correct dog for each
query, while [32] incorrectly selects the center dog for both queries.

outperforms previous state-of-the-art methods in all metrics, and has a notable 8.8% improvement
in the mAP metric, even though we do not employ optical-flow, which requires extra computation.
We also find that our network achieves much stronger results at higher IoU thresholds, which
signifies that the segmentations produced by the network are more fine-grained and adhere to the
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Figure 5.3: Qualitative results. The sentence query colors correspond with the segmentation colors.
The first row contains the segmentations from the network trained only using pixel-wise annotations, and the second row contains the segmentations from the network trained using bounding box
annotations on all frames. The segmentations from the network trained using bounding boxes are
more box-like, but the extra training data leads to fewer missegmentations or under-segmentations
as seen in the second example.

contours of the queried objects. Qualitative results on A2D can be found in Figure 5.2.
Following the testing procedure in [32], we test on all the videos of J-HMDB using our model
trained on A2D without fine-tuning. The results on J-HMDB are found in Table 5.2; our network
outperforms other methods at the higher IoU thresholds (0.6, 0.7, and 0.8), the mAP metric, and in
mean IoU. We perform slightly worse at the lower threshold and in overall IoU. We find that our
network performs poorly on J-HMDB actions which have little motion like “brush-hair", “stand",
and “sit" (which have an IoU > 0.5 for less than 20% of the videos). On the other hand, our
network performs well on actions with larger amounts of motion like “pullup", “swing baseball",
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Table 5.3: Results on A2D dataset with bounding box annotations. The first row is for the network
trained with only pixel-level annotations on key frames of the video, and evaluated with its pixelwise segmentation output. The second is the same network, but a bounding-box is placed around
its segmentation output for evaluation. The final row, is the network trained with bounding box
annotations on all frames.

P@0.5
Key frames (pixel)
Key frames (bbox)
All frames

9.6
41.9
45.6

Video Overlap
P@0.6 P@0.7 P@0.8
1.6
33.3
37.4

0.4
22.2
25.3

0.0
10.0
10.0

P@0.9

v-mAP
0.5:0.95

0.0
0.1
0.4

1.8
21.2
23.3

Video IoU
Overall Mean
34.4
51.5
55.7

26.6
41.3
41.8

and “shoot ball". Since A2D videos tend to have large amounts of motion, we believe that training
on A2D forced our network to focus on motion cues which are not present in J-HMDB.

5.2.2

Full Video Segmentation from a Sentence

In this set of experiments, we train the network using the bounding box annotations for all the
frames. Since previous baselines only output single frame segmentations, we test our method
against our single-frame segmentation network as a baseline which can generate segmentations for
an entire video, by processing the video frame-by-frame.
Importance of full video segmentation Previous methods for actor and action video segmentation
from a sentence [32] process multiple frames but only segments a single frame at a time. We find
this to be a weakness for two reasons: 1) it negatively impacts the temporal consistency of the
generated segmentations and 2) it increases the computational time for generating segmentations
for an entire video. Therefore, we propose a method which generates segmentation masks for the
entire video at a time.
A2D dataset extension To successfully train and evaluate such a model, one would need a video
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dataset which contained localization annotations for all video frames. To this end, we extend the
A2D dataset by adding bounding box localizations for the actors of interest in every frame of the
dataset. This allows us to train and test our method using the entire video, not just the 3 to 5 key
frames which were previously annotated. The extended A2D dataset contains annotations for 6046
actors, with an average of 136 bounding boxes per actor. These annotations will be made publicly
available.
Datasets For the full video segmentation experiments we use the extended A2D dataset. We use
the same train and test video splits defined in [32], but the new annotations allow for training and
evaluation on all video frames. The J-HMDB dataset has annotations on all frames, so we can
evaluate the method on this dataset as well.
Evaluation To evaluate the segmentation results for entire videos, we consider each video as a
single sample. Thus, the IoU computed is the intersection-over-union between the ground-truth
tube and the generated segmentation tube. Using this metric, we can calculate the video overall
IoU and the video mean IoU; the former will favor both larger objects and objects in longer videos,
while the latter will treat all videos equally. We also measure the precision at 5 different IoU
thresholds and the video mean average precision over .50 : .05 : .95.
Results Since the network is trained using the bounding box annotations, the segmentations are
more block-like, but it still successfully segments the actors described in the given queries. We
compare the qualitative results between the network trained only using fine-grained segmentations
and the network trained using bounding box annotations in Figure 5.3. When tested on the A2D
dataset, we find that there is a significant improvement in all metrics when compared to the network
trained only on single frames with pixel-wise segmentations. However, this is to be expected, since
the ground-truth tubes are bounding boxes and box-like segmentations around the actor would produce higher IoU scores. For a fairer comparison, we place a bounding box around the fine-grained
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segmentations produced by the network trained on the pixel-wise annotations; this produces better
results since the new outputs more resemble the ground-truth tubes. Even with this change, the
network trained on bounding box annotations has the strongest results since it learned from all
frames in the training videos, as opposed to a handful of frames per video (Table 5.3).
The J-HMDB dataset has pixel-level annotations for all frames, so the box-like segmentations
produced by the network should be detrimental to results; we found that this was the case: the
network performed poorly when compared to the network trained on fine-grained pixel-level annotations. However, if evaluation is performed on bounding boxes surrounding the ground-truth
segmentations, then considerable improvements are observed across all metrics.

5.2.3

Image Segmentation Conditioned on Sentences

To investigate the versatility of the visual-textual routing algorithm, we also evaluate our method
by segmenting images based on text queries. To make as few modifications to the network as
possible, the single images are repeated to create a “boring" video input with 4 identical frames.
Dataset We use the ReferItGame dataset [65], which contains 20000 images with 130525 natural
language expressions describing various objects in the images. We use the same train/test splits as
[52, 114], with 9000 training and 10000 testing images. Unlike A2D there are no predefined set of
actors, so no classification loss or masking is used.
Results We obtain similar results to other state-of-the-art approaches, even though our network
architecture is designed for actor/action video segmentation. At high IoU thresholds, our network’s
precision outperforms [52] and is within 3% of [114]. This demonstrates that our proposed method
for merging visual and textual information is effective on multiple visual modalities - both videos
and images.
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5.2.4

Ablation Studies

The ablation experiments were trained and evaluated using the pixel-level segmentations from the
A2D dataset. All ablation results can be found in Table 5.4.
Skip Connections To understand the effectiveness of the parameterized skip connections from the
I3D encoder, an experiment was run with these skip connections removed. This resulted in a 3%
reduction in mean IoU score and mean average precision. The decrease in performance shows that
the skip connections are necessary for the network to preserve fine-grained details from the input
video.
Classification and Masking We test the influence of the classification loss for this segmentation
task, by running an experiment without back-propogating this loss. Without classification, the
masking procedure would fail at test time, so masking is not used and all poses are passed forward
to the upsampling network. This performed slightly worse than the baseline in all metrics, which
shows that the classification loss and masking help the capsules learn meaningful representations.
The network, however, still performs segmentation well without this extra supervision: this ablation outperforms previous methods on the A2D dataset in all metrics except Overlap P@0.5. To
further investigate the effects of masking, we perform an experiment with no masking, but with
the classification loss. Surprisingly, it performs worse than the network without masking nor classification loss; this signifies that classification loss can be detrimental to this segmentation task, if
there is no masking to guide the flow of the segmentation loss gradient.
Effectiveness of Visual-Textual Routing We run several experiments to compare our visualtextual capsule routing procedure with alternative methods for merging video and text. We test
the four other methods for fusing visual and textual information described earlier: the two trivial
approaches (concatenation and multiplication), and the two methods which apply dynamic filter-
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Table 5.4: Ablations on the A2D dataset with sentences. The last row shows the results of our final
network.

P@0.5

mAP

Mean IoU

No skip connections

49.5

26.9

43.1

No Lc nor Masking
No Masking (with Lc )

49.4
48.3

28.8
27.8

43.6
42.5

Concatenation
Multiplication
Filter Poses
Filter Activations

22.9
38.4
49.1
48.8

9.9
19.4
29.1
29.2

25.0
35.0
42.7
43.0

Our Network

52.6

30.3

46.0

ing to the video capsules (filtering the pose matrices and filtering the activations). The two trivial,
convolutional-based approaches lead to a significant decrease in performance (a decrease of about
21% and 11% in mean IoU respectively) when compared to our visual-textual routing approach.
Moreover, applying dynamic filtering to the video capsules results in about a 3% decrease in mean
IoU and a 4% decrease in Overlap P@0.5, showing that it is not a simple task to extend techniques
developed for CNNs, like dynamic filtering, to capsule networks. Rather, new capsule and routing
based approaches, like visual-textual routing, must be developed to fully leverage the capabilities
of capsule networks.

5.3

Analysis

Failure Cases We find that the network has two main failure cases: (1) the network incorrectly
selects an actor which is not described in the query, and (2) the network fails to segment anything
in the video. Figure 5.5 contains examples of both cases. The first case occurs when the text query
refers to an actor/action pair and multiple actors are doing this action or the video is cluttered with
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many possible actors from which to choose. This suggests that an improved video encoder which
extracts better video feature representations and creates more meaningful video capsules could
improve results. The second failure case tends to occur when the queried object is small, which is
often the case with the “ball" class or when the actor of interest is far away.
How sentences are utilized We analyze the extent to which the model leverages the visual input
and textual query. We present several cases where the network is given multiple queries for the
same video in Figure 5.4. If the network is given a query which is invalid for a given video - this
occurs when the actor described in the sentence is not present in the video - we find that our network
correctly segments nothing; this behaviour is depicted in the first image of Figure 5.4. Moreover,
if the network is given a sentence which describes multiple actors in the scene, it can segment
all actors that are being described; this can be seen in the second image of Figure 5.4 where the
sentence “Dogs running on the beach" is given to the network and both dogs are segmented. Our
network can segment based on the action specified in the query; when given two similar sentences
“The man walking to the right" and “The man standing on the right", the network has learned the
difference between the walking and standing actions and correctly segments the walking person
only when the prior sentence is given. The A2D dataset is focused on actors and actions, so these
tend to be the most powerful descriptors the network learns. The words “left" and “right" are
frequently found in the training sentences, so the network seems to have a good grasp of these
words as well. The network also understands other descriptors like color or size, but we find that
these are less reliable since they occur less frequently in the training set.

5.3.1

Analysis of Sentence Capsules

We perform some analysis on the sentence capsules to understand the sentence capsule representations for the task of text-based video segmentation. We focus our analysis on the directional
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Figure 5.4: These examples demonstrate the discriminative ability of the network. In the first
image, the network correctly segments nothing when the query is not present within the video.
The second image illustrates our network’s ability to segment multiple actors if they both fit the
sentence’s description. The last two images show our network’s ability to discriminate based on
the action.

descriptors (“left" and “right") as well as color descriptors. In these sets of experiments, we observe the pose matrices’ change in the 8 sentence capsules when different sentences are given to
the sentence encoder.
Directional Descriptors In the test set, there exist 172 sentences which have the words “left" or
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Figure 5.5: Some failure cases. In the first two examples, the network chooses the wrong actor; in
the second two, it is unable to find the queried actor due to their small size.

“right". We can therefore make 172 coherent sentences with the word “left" and 172 sentences with
the word “right" by replacing each instance of one of these words with the descriptor of interest.
Once these sentences (a total of 172 × 2 = 344) are fed to the network, we obtain a 2 dimensional
TSNE [82] visualization of the pose matrices for each sentence capsule. Figure 5.6 shows the 2
dimensional mappings for the pose matrices of each of the sentence capsules. It can be observed
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Figure 5.6: Visualizations of the 8 sentence capsules’ pose matrices for sentences with the word
“left" (red) and sentences with the word “right" (blue). Some sentence capsules specialize on these
directional descriptors. This is most apparent in capsule type 6.

that some sentence capsule types, like 2, 6, and 7, have very distinct poses when “left" and “right"
occur in the sentence. This means that these capsules are able to specialize and represent this
notion of direction, even though there is no direct supervision which enforces this specialization.
Color Descriptors To examine how the sentence network interprets colors, we select 258 sentences from the test set which contain a color. Then we create two sets of sentences: 1) sentences
where these colors are removed, and 2) sentences where these colors are replaced with a single
color (e.g. “black"). Once again, we obtain a 2 dimensional TSNE visualization of the pose matrices for each sentence capsules, which can be found in Figure 5.7. There are noticeable changes in
the poses, which allows the entire network correctly segment videos when color cues are present.
However, these changes are not as drastic as those seen with the directional descriptors. This could
help explain why the network is more responsive, in terms of its output segmentation, to directional
cues than color cues.
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Figure 5.7: Visualizations of the 8 sentence capsules’ pose matrices for sentences with the color
“black" (red) and sentences with no color descriptor (blue).

5.4

Summary

In this chapter, we propose a capsule network for localization of actor and actions based on a
textual query. The proposed framework makes use of capsules for both video as well as textual
representation. By using visual-textual routing, our network successfully segments actors and
actions in video, conditioned on a textual query. We extended the A2D dataset from single frame
to all frame annotation to validate our performance. We demonstrate the effectiveness of visualtextual capsule routing and observe performance improvements over state-of-the art approaches.
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CHAPTER 6: SELF-SUPERVISED MULTIMODAL CAPSULE
NETWORKS

In previous chapters, we have shown that capsules can be utilized in various video problems and
applied to different network architectures. However, in these applications, the video capsule networks have always been supervised: manually annotated ground-truth labels were used to trained
the network. This can pose problems when attempting to scale up solutions to large amounts of
video data. As the number of videos increase, the cost (in terms of time and money) of annotating
the videos also increases. As a result, it is useful to be able to learn from videos without human
generated annotations. To this end, we propose a self-supervised video capsule network which can
learn video representations from large-scale video data without ground-truth labels.
Given that hand annotating a continuously growing stream of video data is infeasible, recent research has turned to training networks on large-scale multimodal data without manual annotation
[84, 4, 83]. These works make use of the fact that large amounts of data are available across
multiple modalities such as vision, text, and audio, especially like in case of videos. We follow
these works and propose a multi-modal capsule network that learns joint video, audio, and text
representations from a large-scale video dataset. In Chapter 5 we show that capsule architectures
can encode multiple modalities (video and text); here, we extend this idea and include the audio
modality as well.
This chapter is organized as follows: Section 6.1 describes the multi-modal capsule learning framework as well as the novel self-attention based routing method, Section 6.2 contains the experimental setup, evaluations and ablations, Section 6.3 contains qualitative analysis of the proposed
method, and 6.4 contains the concluding remarks.

75

Figure 6.1: Overview of our proposed approach. Given a video, audio, and text triplet, the
network extracts modality specific features and converts them into a set of primary capsules. Then,
these capsules are routed using self-attention to obtain a higher-level activations, which are used to
weight capsule features. The weighted capsule features are projected into a final joint multimodal
feature representation. This joint representation space is enforced by a pair-wise contrastive loss.

6.1

Methodology

In the following, we first describe the proposed multimodal capsule architecture (Figure 6.1) at
high level, and then follow with a detailed description of the proposed routing by self-attention
mechanism depicted in Figure 6.2. We close with a description of the training procedure.

6.1.1

System setup

Given n video clips, each with a corresponding video, audio, and text representations we attempt to
learn a joint multimodal representation space. We denote the video as v ∈ V , the audio as a ∈ A ,
and the text narration generated by an automated speech recognition (ASR) system as t ∈ T . Thus,
the training set of n video clips is representated by tuples {(vi , ai ,ti )}ni=1 . The goal of contrastive
multimodal learning is to learn a set of functions to generate embeddings for each modality such
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that embeddings for semantically similar inputs are closer together than semantically dissimilar
inputs. Formally, we learn functions, fv : V → RD , fa : A → RD , and ft : T → RD which create
D dimensional embeddings (i.e. fv (v) ∈ RD ). The input representations take the form of preextracted 2D and 3D features from a video clip, log-mel spectrograms extracted from an audio
segment, and a text embedding extracted by sentence-based neural network. The goal is to find
mapping functions fv , fa , and ft , so that the distance of all possible pairs from the same tuple
(vi , ai ), (ti , ai ), and (vi ,ti ) is minimized in the embedding space and the distance to all other tuple
pairs is maximized. An overview of the overall system is shown in Figure 6.1.

6.1.2

Multimodal Capsule Architecture

Primary Capsules To learn the mapping of each input feature to the joint embedding space, i.e.
functions fv , fa , and ft , we propose a novel capsule network architecture. From each input modality feature, a learned linear layer extracts a set of C primary capsules. A capsule is composed of
a d-dimensional pose vector x, which represents an entity’s properties and an activation p, which
represents an existence probability (i.e. the probability that the given entity/object exists within
the input). The i-th capsule for modality m has the pose vector xim ∈ Rd1 and activation pm
i ∈ [0, 1].
We use these capsules in a self-attention based routing-by-agreement algorithm, depicted in Figure
6.2, to learn the relationships between the different entities they model.
Routing by Self-Attention We first multiply capsule pose vectors xim by their respective activations
pi to ensure entities which are not present (i.e. pm
i → 0) are not used in the routing process. We
then learn a set of functions to extract the respective key, query, and value representations from
m
m m
m m
capsules K = hK (pm
i xi ), Q = hQ (pi xi ),V = hV (pi xi ), using two linear layers for all functions

h. These learned functions, hK , hQ , hV : Rd1 → Rd2 , map the primary capsules pose vectors to the
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secondary capsules’ pose feature space and are used in a multi-head self-attention mechanism:

x̂im



 
QK T
= Attention (Q, K,V ) = g softmax √
V ,
d2

(6.1)

where g is a two-layer nonlinear MLP. In the context of capsule routing, the query and key produce
the routing coefficients which determine the amount of information a lower-level capsule sends a
specific higher level capsule, whereas the value can be considered a vote, or prediction, for the
properties of the higher level capsule.
Specifically, given that there are C input capsules and the output capsules have dimension d2 , the
query, key, and value matrices have shape Q, K,V ∈ RC×d2 . The output of the multi-head selfattention operation,
QK T
V = softmax √
d2
0




V,

(6.2)

is a matrix of the same dimension. We then apply normalization across the columns (i.e. capsule
feature dimension) as well as two fully connected linear layers, and dropout, with hidden dimension 1024 and output dimension d2 . A residual connection from V 0 to the output capsule features,
followed by normalization across the capsule feature dimensions.
From the secondary capsule layer’s poses, x̂im , we generate their existence probabilities, through a
softmax operation:

p̂m
i =

exp (ximWp + b p )
,
∑Cj=1 exp ximWp + b p

(6.3)

where Wp ∈ Rd2 ×1 and b p ∈ R are learned parameters.
Mapping to Joint Embedding Space These existence probabilities are used to select relevant
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Figure 6.2: Proposed Routing by Self-Attention. The input is a set of C capsules. The activationweighted capsule features are projected into query, key, and value matrices which are used in a
multi-head self-attention block to generate higher-level capsule poses. A linear transformation
with softmax activation then generates the activations for these higher-level capsules.

capsules. This is done by passing the activation-weighted capsules through a linear transformation,
fout to obtain the final feature representations that are used in the final loss:

fv = fout ( p̂vi xiv ) , fa = fout ( p̂ai xia ) , and ft = fout p̂ti xti .

(6.4)

Note that all learned weights used after the generation of the primary capsule layer, namely
hK , hQ , hV and fout , are shared across modalities.

6.1.3

Contrastive Multimodal Learning

To train the described architecture and learn the joint representation space, we use a contrastive
loss on each pair of modalities (v, a), (t, a), and (v,t). For different modalities from the same video
clip, the contrastive loss maximizes the similarity of their embeddings; conversely, it minimizes the
similarity for embeddings from different video clips. Following [108], we use the Masked Margin
Softmax (MMS) loss [55], which defines the dot-product between two vectors as the similarity
measure and computes similarities across a batch of B samples. The loss is computed between two
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modalities, and can be
The loss is computed between two modalities, e.g the loss for the video-audio pair is defined as:




1 B 
Lva = ∑ 
log
B i=1 


e fv (vi )· fa (ai )−δ

e fv (vi )· fa (ai )−δ






  , (6.5)
+
log

imp
imp
B f v
B f (v )· f a
· fa (ai )
e fv (vi )· fa (ai )−δ + ∑ e v j
e fv (vi )· fa (ai )−δ + ∑ e v i a k 
j=1
j6=i

k=1
k6=i

imp

where δ is an empirically selected hyper-parameter. Here, v j

imp

and ak

are "imposters" (i.e.

samples from the batch and do not co-occur within the same time-frame) from the video and
audio modalities, respectively. For this video-audio case, the loss discriminates between the true




imp
imp
embedding pairs (vi , ai ) and the imposter pairs vk , ai and vi , a j , for all k 6= i and j 6= i in
the batch. The MMS loss can viewed as the sum of two instances of InfoNCE [91] (with a margin
δ ), the first where the visual input is fixed and audio samples are varied, and the second where the
audio input is fixed and visual samples are varied. We sample negatives from both within the same
video and from other videos, since this has been shown to empirically improve performance [84].
The final loss is the sum of the pairwise MMS losses between different modalities:

Lfinal = Lva + Lta + Lvt .

(6.6)

Since the loss is computed over all modality pairs, it ensures all features are projected into the
same space and are comparable.

6.2

Experimental Evaluation

In this section, we assess the performance of the proposed approach in the context of multimodal
learning. For this evaluation, we focus on the zero shot capabilities of the proposed approach,
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namely on the downstream tasks of zero-shot text-to-video retrieval and zero-shot temporal action
localization, as this allows us to evaluate how well high-level semantic concepts have been identified and grouped across various modalities. We first present an overview on the implementation
details of our proposed approach. The overall system performance is then compared with various
other techniques in the field. We finally evaluate the impact of each component including the routing mechanism in comparison with other available techniques and present qualitative results for
the proposed method. The code and related resources will be made publicly available to allow for
reproducability of presented results.

6.2.1

Implementation Details

Following [84], the input visual features for our method are 2D features extracted at 1 fps using a
ResNet-152 model [44] pretrained on ImageNet [21], as well as 3D features extracted at 1.5 fps
using a ResNext-101 [39] pretrained on Kinetics [13]. These features are max-pooled over time
and concatenated to form a 4096 dimension feature vector for a given video clip. The audio input
to our network are features extracted from the log-mel spectrograms by a pre-trained DAVEnet
model [40]. For textual features, we follow [84], and use a GoogleNews pretrained Word2vec
model [85] to extract word embeddings. Then a max-pooling operation over all word embeddings
in a sentence produces a single vector representation. All feature extraction backbones are fixed
(i.e. not fine-tuned) during training and evaluation. To train our network we use an Adam optimizer
[66] with a learning rate of 0.001 and cosine learning rate scheduler [87]. The model is trained on 4
V100 GPUs for 20 epochs, using a batch size of 4096. In the MMS loss, we set δ = 0.001. Unless
otherwise stated, we set the number of capsules to C = 128, the dimension of each capsule’s pose
vector to d1 = 32 and d2 = 256, and the final joint representation dimension is D = 4096. Our
method is trained using the HowTo100M [84] instructional video dataset, which consists of 1.2
million videos with corresponding audio and text transcripts extracted using an off-the-shelf ASR
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Table 6.1: Evaluation of zero-shot text-to-video retrieval. MIL-NCE* uses the same training procedure as [83] with different backbone features, † indicates trainable backbone. Modality indicates
the modalities used during inference, where V: video, T: text, A: audio.

YouCook2
Method

MSR-VTT

Modality

Visual Backbone

R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑ MedR↓

MMT [30]
ActBERT [155]
Support Set [94]
MIL-NCE [83]†
MMV FAC [3]†

VT
VT
VT
VT
VAT

7 experts
R101+Res3D
R152+R(2+1)D-34
I3D-G
TSM-50x2

9.6
11.4
11.7

26.7
30.6
33.4

38.0
42.0
45.4

19
16
13

8.6
8.7
9.4
9.3

14.4
23.4
23.0
22.0
23.0

33.1
31.1
30.0
31.1

66
36
31
35
38

HT100M [84]
NoiseEstimation [5]
MIL-NCE* [83]
Ours

VT
VT
VT
VT

R152+RX101
R152+RX101
R152+RX101
R152+RX101

6.1
8.0
9.0

17.3
22.9
23.2

24.8
32.1
32.5

46
29
30

7.2
8.0
8.6
9.7

19.2
21.3
23.1
23.2

28.0
29.3
30.8
30.7

38
33
33
32

AVLNet [108]
Ours

VAT
VAT

R152+RX101
R152+RX101

19.9
19.3

36.1
37.8

44.3
47.3

16
13

8.3
9.3

19.2
21.4

27.4
30.9

47
37

system. The video-audio-text tuples are defined by the transcription timestamps provided with the
dataset.

6.2.2

Text-To-Video Retrieval

Datasets and Metrics The problem of text-to-video retrieval involves searching a pool of videos
for a single video that corresponds to a given ground-truth text query. We evaluate zero-shot
text-to-video retrieval on the YouCook2 [153] and MSR-VTT [139] datasets, which are common
benchmark datasets for zero-shot video retrieval. The YouCook2 dataset consists of cooking instructional video clips with human-annotated text descriptions, and we use the validation set of
3.5k clips following prior work [84, 83]. The MSR-VTT dataset contains 10K video clips with
human-annotated captions on various topics, and we use the test set of 1K video clips from [84].
For the retrieval task, we compute the euclidean distance between the text and video representations through the pretrained network to find e.g. the top video candidates for a given text sample.
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Table 6.2: Evaluation of zero-shot temporal action localization. MIL-NCE* uses the same training procedure as [83] with different backbone features, † indicates trainable backbone. Modality
indicates the modalities used during inference, where V: video, T: text, A: audio.

CrossTask

MYT

Method

Visual Backbone

Recall↑

IOD↑

IOU↑

Recall↑

IOD↑

IOU↑

Cross-task (superv.) [157]
Cross-task (weakly superv.) [157]
ActBERT [155]
ActBERT [155]
MIL-NCE [83]†
Mining: MLP (weakly superv.) [68]

R152+I3D
R152+I3D
R101+Res3D
+ Faster R-CNN
I3D-G
TSN

31.6
22.4
37.1
41.4
36.4
-

-

-

-

19.2

9.8

R152+RX101
R152+RX101
R152+RX101

33.6
33.2
35.2

26.6
30.2
32.6

17.5
16.3
21.4

15.0
14.9
18.0

17.2
26.4
31.6

11.4
17.8
22.9

HT100M [84]
MIL-NCE* [83]
Ours

For both datasets, we evaluate using the recall metrics: R@1, R@5, R@10, and Median Recall
(MedR).
Comparison with the state-of-the-art We report the results on the text-to-video retrieval task
for YouCook2 and MSR-VTT in Table 6.1 for two cases, zero-shot text-to-video retrieval (VT)
and zero-shot text-to-video+audio retrieval (VAT). We find that our method outperforms prior approaches which use the same video backbone in both cases and on both downstream datasets.
Interestingly, the addition of the audio modality leads to a large performance boost on YouCook2,
but seems to decrease performance on MSR-VTT. This can be attributed to the domain shift between the ASR generated text and its correlation to audio in HowTo100M, and the less correlated
audio and text in MSR-VTT, where captions are hand-generated without instructional focus or
alignment to the sound. On the other hand, the audio and text present in YouCook2 more closely
resemble the training data, leading to improved performance.
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6.2.3

Temporal Action Localization

Datasets and Metrics Given a set of action classes, the goal of temporal action localization is to
predict the actions present at each time-step of the video. In this task, we compute the distance
between the video representation and each action’s text representation to obtain a class prediction
for each time-step of the video. We evaluate on the CrossTask [157] and Mining YouTube [68]
datasets. CrossTask contains 2.7k instructional videos; each video frame is manually annotated
using action steps/ordering for each task collected from wikiHow. The recall is calculated using
the same inference procedure of [157]. The Mining YouTube dataset contains videos from five
simple cooking recipes - "eggroll", "fried egg", "pancake", "omelet", and "scrambled egg". The
test set contains 50 videos from each task (250 in total) that are densely annotated with 512 classes
comprised of verb-object pairs (94 unique verbs and 171 unique objects). For evaluation, we report
the recall metric as well as the intersection over detection (IoD) [10] and intersection over union
(IoU) metrics as outlined in [68]. The IoD metric is defined as
as

G∩D
G∪D ,

G∩D
D

and the IoU metric is defined

where G is the ground-truth action and D is the prediction.

Comparison with the state-of-the-art We present the results for the temporal action localization
task in Table 6.2. When compared to methods with the R152+RX101 backbone feature extractor,
[84, 83], we show improved performance across both datasets and all metrics. On CrossTask,
MIL-NCE [84] achieves improved recall with stronger backbone features and ActBERT [155]
uses a stronger language model as well as region-based features extracted by a Faster R-CNN.
Furthermore, our method outperforms the fully supervised baseline in [157] and the state-of-theart weakly supervised approach [68] on the reported metrics in CrossTask and Mining YouTube,
respectively.
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Table 6.3: Evaluation of different types of routing functions as well as without routing for C = 64
number of capsules and a dimensionality of d1 = d2 = 16 including runtime and memory usage.

YouCook2

MSRVTT

Method

R@1

R@10

R@1

R@10

Memory Usage (GB)

Run-time (sec/batch)

No Routing

15.3

41.9

7.6

30.1

9.12

0.687

Dynamic Routing [109]
EM Routing [48]
Set Transformer [71]
Self-Attention (ours)

17.0
5.8
16.5
18.6

44.3
24.2
40.0
44.0

8.2
5.7
8.4
8.7

31.1
21.8
30.0
31.6

20.50
19.13
9.11
9.11

1.534
1.272
0.707
0.722

Table 6.4: Evaluation on different number of capsules for a dimensionality of d1 = 32 and d2 = 256.
It shows that on the given dataset we reach saturation around C = 128 capsules.

YouCook2

MSRVTT

Method

R@1

R@10

R@1

R@10

Memory Usage (GB)

Run-time (sec/batch)

C = 32
C = 64
C = 128
C = 256

18.5
18.1
19.3
18.7

45.0
46.1
47.3
46.5

8.0
8.6
9.3
8.7

29.2
29.4
30.9
30.5

9.15
11.24
15.97
27.98

0.730
0.768
0.879
1.096

6.2.4

Ablations

Here, we present ablations to evaluate our proposed self-attention based routing mechanism’s efficacy, its ability to scale with more capsules, and compare with other architectural baselines.
Routing We compare the proposed self-attention routing with previous routing methods including
dynamic [109], EM [48], and Set Transformer [71] routing, as well as with a setup without any
routing (i.e. learning a MLP to obtain existence probabilities). As dynamic and EM routing involve a computationally expensive iterative procedure and EM routing requires matrix capsules,
we reduce the size of the network and fix the number of capsules to C = 64 and the dimensionality
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of the primary and secondary capsule to d1 = d2 = 16 to allow for a training with same batch size
for all approaches. From the results shown in Table 6.3, we see that training with routing tends
to outperform the respective baseline architectures without routing mechanisms. Among the evaluated methods, only the EM routing algorithm does not seem to be well suited for the targeted
setup, as it greatly suffers from instability during training. Overall, the proposed routing by selfattention outperforms previous routing algorithms, closely followed by dynamic routing which
also achieved relatively strong performance in this experimental setup. One problem with iterative
routing procedures, including dynamic routing, is that it becomes difficult to scale, mainly because
of the larger memory footprint. Here, especially in the direct comparison with dynamic routing,
the proposed method is able to achieve better results with fewer computational resources.
Number of Capsules To show the ability of the proposed routing mechanism to scale, we also
analyse how the number of capsules effects our proposed architecture. For these experiments, we
maintain the capsule dimension of the original training setting with d1 = 32 and d2 = 256 while
varying the number of capsules, C = 32, 64, 128, 256. As shown in Table 6.4, increasing the number of capsules generally leads to an improvement in performance. This can be seen as a indicator
that a larger number of capsules allows the network to capture more object representations. With
the current dataset, we find that our models saturate at C ≥ 128; when the number of capsules
becomes larger, we find that there is a diminishing return on performance. Considering computational efficiency, it further shows that even for large numbers of capsules, the run-time is still
below the run-times of the iterative routing mechanisms on smaller sets.
Comparison with Fully Connected and Self-Attention Baselines Since our main contribution
is the proposal of a capsule-based framework for multimodal learning, we compare with other
architecture baselines in Table 6.5. For a standard baseline, we have run an experiment which
takes the input features and passes them through two fully connected layers (Fully Connected).
It achieves lower performance than our proposed capsule network, showing that using capsules
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Table 6.5: Evaluation using fully connected and self-attention baselines.

YouCook2

MSR-VTT

Modalities

R@1

R@5

R@10

Med. R

R@1

R@5

R@10

Med. R

Fully Connected
Self-Attention
Ours

15.5
13.8
19.3

31.0
29.3
37.8

40.0
36.2
47.3

22
34
13

7.8
8.9
9.3

17.8
22.3
21.4

25.2
30.1
30.9

50
41
37

is valuable in learning multi-modal representations. We also compare with self-attention without
capsule structures. For this experiment, we apply a multi-head self-attention layer on the input
features. We take the input features and group the activations into N equal length vectors. Here
N = 128 so that it is as similar to the number of capsules in our main experiments. These vectors
are used as the sequence for a self-attention layer, which is followed by a fully-connected layer to
obtain the final feature representation for each modality. We find that self-attention outperforms
the fully connected baseline on MSR-VTT, but does not reach the performance of our proposed
self-attention routing method.
Shared weights For our proposed architecture, we share weights across the various modalities
after the initial capsules are extracted. Not only does this reduce the number of learned parameters
for the network, but we find that it leads to learning improved representations. We present results
in Table 6.6. Generally, for data more closely related to the training data (for example, evaluating
on YouCook2) the use of shared weights leads to improved performance.
Table 6.6: Evaluation using shared weights

YouCook2

MSR-VTT

Modalities

R@1

R@5

R@10

Med. R

R@1

R@5

R@10

Med. R

Not Shared
Shared

16.8
19.3

35.4
37.8

44.6
47.3

15
13

9.5
9.3

22.8
21.4

30.3
30.9

30.5
37
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6.3

Qualitative Analysis

In our final set of evaluations, we attempt to understand what the proposed architecture is able to
learn by analysing a set of qualitative retrieval examples as well as studying how individual capsule
activations effect the final feature representation.
Retrieval Quality In the case of retrieval, we show three text queries together with their three
closest video representations in Figure 6.3. It becomes clear that all video representations show
a close match for the described scene. Additionally, one has to remark that the retrieved video
examples for each query do show sufficient variance with respect to color, view point, and other
low-level cues. This can be seen as an indicator that the learned clustering is based on some highlevel common concepts rather than on the pure co-occurrence of low-level feature representations.
Comparison with other Models We present retrieval results for three models - our self-attention
based routing method, our approach without routing, and MIL-NCE - in Figure 6.4. Each column
consists of the top-3 predictions for the given text query. Generally, routing achieves strong performance and retrieves visually varied videos; on the other hand, MIL-NCE tends to focus on specific
objects or low-level visual cues leading to visually similar retrievals. In the first example, MILNCE retrieves videos of "melt butter", but the butter is melted in a pan and not an "oven". Notably,
our approach successfully handles the extremely specific query "Put three rings of ketchup and two
rings of mustard on the bottom bun" as shown in the second row. Additionally, for general queries,
like "grill the ribs" in the bottom row, there are many relevant videos to choose from. Only the
no-routing method obtains the "correct" video in its top-3 predictions, but these "failure cases" for
our method and MIL-NCE would be considered correct retrievals by human standards.
What Individual Capsules Learn To further understand the entities or objects that are modeled,
we examine the capsules’ activations p̂m
i (Equation 6.3) and show samples that have a high activa-
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"add oil vinegar lemon
juice and garlic to a bowl"

"mix flour baking powder
and salt"

"marinate the ribs well
with the prepared sauce
in a bucket overnight"

Figure 6.3: Qualitative evaluation: examples of top-3 zero-shot text-to-video retrieval results on
the YouCook2 dataset. Correct video colored in green.

tion for a specific capsule. Ideally, if two samples have a high activation for the same capsule, then
the entity that it represents should be present within both given inputs. To demonstrate this case,
we select the videos in the downstream datasets HowTo100M, MSR-VTT, and YouCook2 which
lead to high activations for various capsules; we observe that different capsules model semantically
distinct concepts as seen in Figure 6.5. The capsules learn to represent a wide range of entities:
from general concepts like "games", "cooking", and "outdoor activities", to specific objects like
"vegetables" and "cars". Furthermore, the entities and concepts tend to be consistent across these
different downstream datasets.

6.4

Summary

In this work, we proposed a novel multimodal capsule network that learns to model various entities within given modalities and maps them to a joint embedding space. To learn from a large
amount of noisy video data, we present a scalable self-attention based capsule routing mechanism,
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Ours

No routing

MIL NCE*

query: melt butter in the oven

query: put three rings of ketchup and two rings of mustard on the bottom bun

query: pour the egg mixture over the bacon

query: add lemon juice white wine and the mussels to the pot

query: grill the ribs

Figure 6.4: Qualitative retrieval examples: top-3 zero-shot text-to-video retrieval results on the
YouCook2 dataset for the proposed approach with self-attention based routing, the same one but
without routing mechanism, and MIL-NCE* (* indicates that we used the same backbone as in our
model). Correct video colored in green.
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HowTo100M

MSR-VTT

YouCook2

#49: pots/
bowls

#123:
vegetables

#60: cooking

#70: hand
make

#110: outdoor
activity

#81: games

#28: pets/
animals

Figure 6.5: Extended figure with examples of capsule highest activations: top-4 videos with
the highest activation for the particular capsule for the HowTo100M, MSR-VTT, and YouCook2
datasets. Labels: #number of capsule: assumed learned "concept".
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which we show outperforms previous routing methods on this task. Furthermore, we find that
the capsules are able to learn representations of various concepts and objects within each modality.
Our comprehensive experimental evaluation demonstrates the effectiveness of our approach on two
downstream zero-shot tasks on four datasets.
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CHAPTER 7: CONCLUSION AND FUTURE WORK

Here, we include concluding remarks as well as potential avenues for future work.

7.1

Conclusions

In Chapter 3, we generalize capsule networks from the 2d image domain to the 3d video domain.
We propose a 3D video capsule network, called VideoCapsuleNet, for the task of action detection.
The network can jointly perform pixel-wise action segmentation along with action classification.
To drastically reduce the computational complexity of the convolutional capsule routing procedure,
we introduce capsule-pooling in the convolutional capsule layer. This is vital when dealing with
large receptive fields (as is the case with 3-dimensional receptive fields). The class capsules are
able to model the action representations and characteristics, allowing them to generate actionspecific localizations using the convolutional decoder network. We find that this network leads to
improved spatio-temporal action localization performance across several datasets and metrics.
In Chapter 4, we present a capsule-based approach for semi-supervised video object segmentation.
Our proposed network, CapsuleVOS, segments several frames at once when given the first frame’s
segmentation mask. The network generates a set of capsules for both the video and the first frame,
allowing for the use of an attention-based capsule selection algorithm to condition the video capsules. We find that this leads to improved performance over standard EM routing. Furthermore, we
address two common issues in video object segmentation: small objects and occlusion. The prior
issue is solved by the introduction of a learned zooming module, while the latter is solved with a
memory module based on recurrent networks. Overall, we find that our approach achieves strong
performance, not only in terms of segmentation accuracy, but also with respect to speed.
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In Chapter 5, we combine video and text for the problem of actor and action video segmentation
from a sentence. We generate capsules from both the input video and the text query, and fuse
these capsule representations together using a novel visual-textual capsule routing algorithm. The
visual-textual capsule routing algorithm outperforms conventional methods for combining different modalities. Furthermore, our network is able to correctly segment actors and actions throughout an entire video based on the given sentence input (this differs from previous approaches which
tend to segment only a single frame at a time). Across several datasets, out method achieves strong
performance when compared to previous state-of-the-art approaches.
Lastly, in Chapter 6, we extend video capsule networks to the problem of multimodal self-supervised
learning. Here, we show that capsules can learn joint representations across several modalities
(video, audio, and text). Furthermore, we are the first to perform large-scale video experiments
with capsule networks. We achieve this by proposing an efficient routing by self-attention procedure which greatly reduces the computational cost of capsule routing. This allows capsule networks to scale to the learn from copious amounts of multimodal video data. We show that after
training on the large video dataset, our capsule network can be applied to several downstream tasks
like action localization and text-to-video retrieval. When compared to previous multimodal selfsupervised methods, our capsule-based approach achieves strong zero-shot performance on these
different tasks.

7.2

Future Work

Research is an ongoing process, and no problem presented in this work is completely solved. The
following are some potential directions for future research on video understanding using capsule
networks.
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In Chapters 3, 4, and 5, we generate video capsules using a series of 3d or (2+1)D convolutional
layers. Although this is necessary to reduce the computational cost of the routing (it reduces the
spatio-temporal dimensions of the initial capsule layer, leading to fewer routing operations), this
may not be ideal as it entangles the spatial and temporal information into the individual capsules.
Ideally, individual objects can be learned at a frame level, and the temporal dynamics can be learned
separately. This would allow for powerful models which can work well in both image and video
domains. Furthermore, this leads to several possibilities when designing the routing function. For
instance, there can be a separation of the spatial and temporal components of routing, similar to
how the (2+1)D convolutions separates these computations in the convolutional domain. Also,
there is potential for recurrent routing approaches, which receive capsule information from the
previous time-step and share vote transformation weights between different time-steps.
In Chapters 5 and 6, we show that different capsules are able to learn representations for different
objects or concepts without the use of explicit supervision. This is an interesting property which
can be potentially used as a supervisory signal for improved capsule representation learning. For
example, a loss can be constructed enforcing that no two capsules learn the to model the same
object or concept, or to ensure that the mutual information between different capsules is minimized.
This could allow for not only for improved learning, but also has great potential in the realm of
network interpretability which is extremely valuable in certain vision domains (e.g. security or
medical imaging).
In Chapter 6, our method is trained in a self-supervised manner using video, its corresponding
audio, and text generated from an automatic speech recognition system. An interesting possibility
for future work would be to include additional modalities. For example, optical flow is a common modality which has been shown to lead to improved results on traditional vision tasks like
classification and detection. Moreover, the interplay and combination of these modalities should
be further studied. Rather than learning a joint space between all modalities using a contrastive
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loss, perhaps it is more beneficial to route the capsules of different modalities together. This is
analogous to several multimodal transformer networks like VideoBert [119], and would create a
set of capsules with video, audio, and text information.
Lastly, the one issue which has hampered the application of capsules to the video domain has
been the computational cost of capsule networks (specifically the routing procedure). In each
chapter, we designed our networks and routing algorithms to fit the models onto the available GPU
hardware. However, there is still much room for improvement: more computationally efficient
approaches to create and route capsules should be studied. Transformers and attention have shown
to be a good substitute for iterative routing procedures (as shown in Chapter 6), but the creation
of initial capsules from input pixels is still extremely computational costly. Instead of generating
several capsules at each position in a feature map, one prospective direction would be to generate
capsules at specific key-points. This would drastically reduce the number of capsules used in
the routing operation, allowing for deeper capsule networks and the learning of more complex
hierarchical relationships.
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