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Preface 
 
The special issue “Design and Engineering of Microreactor and Smart-Scaled Flow 
Processes” of the journal Processes aims to cover recent advances in the development of 
microreactor and smart-scaled flow processes towards the process level. The special issue is 
available online at: http://www.mdpi.com/journal/processes/special_issues/smart-
scaled_flow_processes. 
Small Makes Transfer Faster 
Microreactors are small devices with sub-millimeter internals which have superb mass and  
heat transfer. Initially, they were used for reactions with very high demands on the latter, e.g. 
very exothermic reactions, gas-liquid reactions with interfacial transport issues, reactions with 
very fast kinetics which demands even faster mixing, and more. In this way, the processing 
window was opened widely and, also due to the minute volumes only present in the reaction 
zone, safe processing under otherwise hazardous conditions was enabled. This includes 
processing of reactions which are prone to thermal runaway and in the explosive regime. Scale-
up of promising reactions and products which was hindered with conventional technology is 
now possible using the new equipment. This has widened the process development 
possibilities in chemical industry. 
Small Widens Chemistry Options 
In the last years, micro process technology was not only used for the very problematic 
synthetic issues which formerly had a dead-end position in industry’s process development. 
Rather, the scope of chemical reactions to be processed in microreactors was considerably 
widened by exploring new process conditions with regard to temperature, pressure, 
concentration, solvents, and more. This is commonly referred to as flow chemistry. This 
allowed to reduce the processing time-scale for many reactions to the minute range or even 
below which fits well to the residence times of microreactors. In addition, the process 
integration of several reactions in one flow to a multi-step synthesis has opened a new door in 
molecular diversity as well as system and process complexity. The same holds for the 
combination of reactions and separations in micro-flow. To achieve throughputs relevant for 
industrial production, smart scale-out to milli-flow units has established and supplemented the 
numbering-up concept (parallelization of microchannels/-reactors operated under equal 
conditions). 
From Drop-in to End-to-End 
A number of review and book compilations as well as journal’s special issues reflect the 
innovations, achievement degree and debottlenecking of such reaction-focused investigations.  
On a process level, so far it was most often sufficient to use the “drop-in” (retrofit) concept 
IX 
 
which especially pharma industry appreciates. The microreactor replaced a conventional 
(batch) reactor and may be even further implications on the whole process (e.g., 
downstreamwise) were given on top. Meanwhile and especially with the introduction of the 
mobile, compact, modular container technology, the focus is much more on the process side. 
Rather than simple “drop-in” it is aimed at an end-to-end vision of intensified process design. 
Exactly this is the focus of the current special issue “Design and Engineering of Microreactor 
and Smart-Scaled Flow Processes” of the journal Processes. The selected contributions aim to 
cover relevant recent advances in the development of microreactor and smart-scaled flow 
processes towards the process level—in the sense as given above.  
Green Engineering in Flow 
The special issue-compilation encompasses, among others, end-to-end concepts in plasma-
assisted power-to-gas containerized plants, construction methodology for modular 
containerized plants for fine chemistry/pharma, ecoefficiency analysis for a flow-based pilot 
plant developed for writing-ink industry and also a helicopter view on Green Engineering as 
whole, holistic visions in flow-assisted particle synthesis (“from Faraday to Flow”), stability 
analysis of multiphase flows, scale-up of modern radical polymerizations, dedicated catalyst 
and photoactivetion studies, and the use of process-analytical technology for monitoring 
online the flow processing. 
In sum, a wide range of facets are offered beyond flow chemistry itself and respective 
reaction engineering, outlining challenges on the process side and making increasingly 
evident what is about “Flow Green Engineering”. 
 
Prof. Dr. Volker Hessel 
Guest Editor  
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Special Issue: Design and Engineering of Microreactor and 
Smart-Scaled Flow Processes 
Volker Hessel 
Reprinted from Processes. Cite as: Hessel, V. Special Issue: Design and Engineering of Microreactor 
and Smart-Scaled Flow Processes. Processes 2015, 3, 19-22. 
Reaction-oriented research in flow chemistry and microreactor has been extensively focused upon 
in special journal issues and books. On a process level, this resembled the “drop-in” (retrofit) concept 
with the microreactor replacing a conventional (batch) reactor. Meanwhile, with the introduction of 
the mobile, compact, modular container technology, the focus is more on the process side, including 
also providing an end-to-end vision of intensified process design. Exactly this is the focus of the 
current special issue “Design and Engineering of Microreactor and Smart-Scaled Flow Processes” of 
the journal “Processes”. This special issue comprises three review papers, five research articles and  
two communications. 
Rahman and Rebrov have presented an overview of the application of microreactors in the 
synthesis of gold nanoparticles (GNP) [1]. Considering that reactant mixing is one of the most 
critical factors influencing the GNP synthesis, batch operating conditions commonly pose great 
limitations to both quality and scalability of the process. In contrast, synthesis in microflow overcomes 
this constraint and allows to individually affect the diverse elemental steps within GNP synthesis, 
which provides unique chances in process optimization. 
Choi et al. have given the state-of-the-art of the microreactor-assisted solution deposition 
(MASD) technique for fabricating compound semiconductors, as well as instructive insights in 
scaling-up the MASD process by implementing the numbering-up strategy [2]. Special focus has 
been given on the application of the MASD in cadmium sulfide (CdS) thin film deposition. The 
MASD process exhibits advantages over the conventional batch chemical solution method by 
enabling operation at lower temperature, enhancing reaction selectivity, reducing capital cost and 
providing perspectives for process scale-up. 
The third review by Anastasopoulou et al. addresses the energy considerations of N-fixation 
reactions in non-thermal plasma microreactors [3]. There are three main factors from the process 
design viewpoint which are delineated and stressed for the plasma-assisted nitric acid and ammonia 
processes: (a) the incorporation of renewable energy sources (b) the electricity consumption of the 
plasma reactors and (c) the overall energy performance of the process beyond the concept of the 
plasma reactors. Optimization of these factors is considered under a holistic viewpoint towards  
process intensification.  
The research articles presented in this special issue outline the applicability of microreactors in a 
variety of chemical reactions and processes. The selective oxidation of 9-decen-1-ol to 9-decenal has 
been realized in silicon/glass microreactors under the impact of a specific catalyst [4]. The performance 
of the studied reaction was tested and evaluated at a given range of temperatures, concentration of 
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reactants and residence times. The synergetic effect of flow chemistry and catalysis facilitated high 
reaction conversion and selectivity over a wide range of operating conditions. 
Tollkötter and Kockmann have conducted experiments on the physical and reactive absorption of 
nitrogen and carbon dioxide gas bubbles in aqueous solutions in microflow reactors [5]. The study 
proved the feasibility of the aforementioned chemical processes in microflow conditions and triggered 
further research on the inherent mass transfer phenomena. 
Grundemann and Scholl have conducted an environmental and economic evaluation of both batch 
and continuous operating modes for producing writing ink [6]. The analysis results showed clear 
advantages of the micro-continuous process over the respective batch operation in terms of improved 
energy efficiency, lower environmental impact and costs associated with human resources.  
In addition to that, Patel et al. emphasized the role of green process engineering in achieving  
long-term sustainability [7]. Illustrative examples on the application of green engineering are 
presented mainly in the areas of environmentally friendly supercritical fluids, catalysts and continuous 
flow reactors. 
Krasberg et al. proposed a computer-aided methodology for conceptual design and scale-up  
of modular continuous processes using the container technology available at the INVITE facility  
at Bayer Company [8]. In essence, given the process data are known, the methodology enables the 
selection of the appropriate reactor unit for homogenous liquid phase reactions among various 
proposed operating alternatives. The computational tool enables the equipment selection not only for 
one but for multiple operating units. This is likely to fill a profound gap between the conceptual 
design and industrialization of microreactors. 
Roberto et al. investigated the incorporation of univariate and multivariate analytical techniques 
in the operation of continuous flow reactors for rapid monitoring of steady state conditions [9].  
For enhanced performance the additional use of process analytical technology (PAT) is proposed 
resulting to time and cost savings. Parra et al. conducted a study on the stability of flow regime  
in reactive and non-reactive multiphase slug flows in the case of numbered-up microchannel  
reactor [10]. Experimental results showed fluid maldistrubition and, in turn, the need to incorporate 
control techniques for ensuring uniform flow patterns. 
Oelgemöller et al. studied the photodecarboxylation reaction of phthalimides in a microreactor 
under the effect of UVB light [11]. Photoflow processing is advantageous because of the much enhanced 
quantum efficiency of the thin liquid layers. Operating under microflow conditions demonstrated 
better performance in terms of reaction time, yield and conversion as compared to the corresponding 
batch process. 
Micic et al. oriented their research in scaling up a lab-scale controlled radical polymerization 
process under batch and continuous flow conditions [12]. For the batch process, a series of glass 
vessels were deployed whereas for the continuous operating mode a tubular flow reactor. Based on 
experiments carried out in both operating modes, the effect of the size and type of reactor on the 
reaction temperature profile was tested and analyzed accordingly. 
The current Special Issue is more than just a flow chemistry or microreactor-based issue which  
is a format that was manifold provided in the last years. It embraces modern aspects on the process 
design side. It reflects the increasing technology-readiness level of the technology underneath. Thus, 
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it gives a relevant further step towards holistic implementation of process intensification into chemical 
industry. Actual and cutting-edge facets in process design are given, including the modular container 
and alternative energy concepts which have become central enframing technologies for flow chemistry 
and microreactors in the last years. Both have significant support from industry, yet nonetheless 
leave a lot of fundamental questions open thereby pointing to the appropriateness of high-level basic 
research. The Special Issue aimed to provide platform for both. 
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Ecological and Economic Assessment of 
Micro-/Milli-Continuous Campaign Manufacturing:  
The Case of Writing Ink 
Laura Grundemann and Stephan Scholl 
Abstract: Many products from the fine chemicals and pharmaceuticals industries are currently 
manufactured batch-wise in multi-product plants. However, this processing scheme suffers from 
severe drawbacks, such as a high specific energy demand, cleaning costs and high staff requirements. 
Transferring batch into continuous campaign productions may overcome these drawbacks. Using the 
case of writing ink, such a continuous manufacturing scheme was developed employing micro- and 
milli-structured components in order to intensify certain unit operations. In this paper, an ecological 
and economic assessment of both production concepts considering all lifecycle stages is presented. 
The aim of our work is to highlight the advantages and disadvantages of the two multi-product plants 
and to derive recommendations for the most efficient design and operation of a continuous campaign 
manufacturing plant. The results show that lower environmental impacts are related to continuous 
processing, which is due to the option for energy integration in this case. Furthermore, in the economic 
assessment, continuous processing proved to be economically viable. In this case, reduced staff 
requirements based on a highly automated manufacturing plant are the key to lower personnel costs. 
In general, the results emphasize the importance of such micro-/milli-continuous multi-product plants 
for the future manufacturing of newly developed products in the mentioned industries. 
Reprinted from Processes. Cite as: Grundemann, L.; Scholl, S. Ecological and Economic 
Assessment of Micro-/Milli-Continuous Campaign Manufacturing: The Case of Writing Ink. 
Processes 2014, 2, 238-264. 
1. Introduction 
Ecological sound production concepts have become increasingly sought after. This is mainly due 
to the associated cost savings, as an Internet survey of 177 environmental experts by the Institut  
der Deutschen Wirtschaft Köln (Cologne Institute for Economic Research) [1] revealed. Batch 
processing is one of the manufacturing strategies currently reviewed both for the environmental 
implications and the associated costs [2]. Since the vessels and reactors are mostly used as 
multi-product plants, their cleaning frequency is high, resulting in a large specific amount of cleaning 
agents. Further disadvantages of discontinuous processing include high personnel requirements  
and low repeatability, as well as inhomogeneity in terms of product quality. These variations can  
lead to up to 20% of the product being discarded as waste, as highlighted in an example of 
Suzuki-polycondensation producing organic light emitting diode (OLED) colorants [3]. Moreover, 
batch vessels are often connected to a low surface-to-volume-ratio, which poses a limitation to the 
heat transfer, resulting in long heating/cooling times and a high specific energy demand. Since 
heating and cooling periods occur at different time intervals, heat integration can only be realized via 
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heat pumps or heat reservoirs. Both solutions are technologically complex and, therefore, often not 
economically viable, according to Schnitzer and Titz [4]. 
Using continuous instead of batch processing, the mentioned drawbacks may potentially be 
overcome and more efficient heat integration accomplished. Continuous manufacturing has therefore 
attracted much attention in the industries largely characterized by batch processing, namely the 
pharmaceutical and fine chemical sector. A collaboration between Massachusetts Institute of 
Technology (MIT) and Novartis on the continuous processing of active pharmaceutical ingredients 
started in 2007 [5] and resulted in the construction of a pilot plant at Novartis’s headquarters in 2012 [6]. 
Yet, in 2010, Stitt and Rooney [7] concluded in their review that only moderate progress to continuous 
manufacturing had been made despite the economic and operating advantages demonstrated. 
Nevertheless, continuous processing has been voted the top green engineering research area by an 
expert group from several pharmaceutical and fine chemicals manufacturers [8], highlighting the 
importance and potential of the technology.  
Merely transferring the protocols from discontinuous to continuous manufacturing does not 
however necessarily lead to more ecological sound processes, as pointed out by Kralisch et al. [9]. 
When designing continuous processes, it is therefore crucial to review each step in terms of its 
necessity and conditions, such as pressure, temperatures and concentrations, potentially opening up 
novel process windows [10]. According to Charpentier [11], also process intensification measures 
should be considered, which include micro- and milli-structured components. 
In order to preserve the flexibility of batch processing for low-volume products, continuous 
campaign manufacturing schemes should be considered. During one campaign, a single product is 
synthesized continuously in a multipurpose plant allowing for a high degree of automation. Having 
reached the desired production quantity, a product change procedure is run during which the plant 
may be cleaned and prepared for the next campaign. However, open literature information suggests 
that so far, mainly dedicated continuous manufacturing schemes employing micro- and milli-structured 
components have been developed. To the best of the authors’ knowledge, there are only two 
exceptions: The first one is a plant that has been developed for the production of two water soluble 
synthetic polymers in the F3 factory project [12]. The other one is a multi-purpose lab plant for the 
production of different writing inks designed by the authors [13,14]. Therein, it was shown that a 
multi-product continuous plant employing micro- and milli-structured components is technically 
feasible. However, continuous production requires more elaborate equipment than a batch plant. This 
leads both to a high environmental impact on the production side of the equipment itself and to high 
capital investment. Employing only macro-components, a continuous campaign production was 
deemed economically viable only for production capacities of a few 1000 t per year [15]. More  
in-depth analysis of multi-purpose production facilities for small production volumes is however 
highly sought after, according to Schaber et al. [16]. This paper addresses this issue by analyzing a 
continuous campaign production scheme involving a volume of around 150 t/a for a product  
group of different colored writing inks. In this analysis, the continuous production scheme is compared to 
the traditional batch process, both in regards to the economic and ecological implications. Special 
attention was paid to the specific aspects of a multi-product plant: product qualities during the 
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start-up and shut-down of the plant, the time required for reaching a steady state and the required 
cleaning procedures. 
2. Methods and Assessment Approach 
2.1. Case Study of Writing Ink 
A product group of writing ink, currently produced batch-wise in jacketed stirred tank reactors, 
serves as a model system. It is comprised of 5 different colored inks, although only 4 were 
considered for continuous manufacturing. This is due to one color being a mixture of two others. 
The recipes differ mainly in the amount and type of pigments and dyes added. The traditional 
manufacturing scheme utilizes two 1-m3 stirred vessels in which an aqueous dye solution and a 
binder mixture as premixes are prepared. The binder solution is then transferred into the dye 
solution, mixed, heated up to the reaction temperature, maintained for a specific holding time and 
then cooled. Subsequently, different additives and preservatives are added. This manufacturing 
scheme suffers from the following drawbacks: Firstly, a high specific amount of cleaning agents  
is needed to clean the two production vessels after each run. Fouling layers at the vessel walls are 
removed manually with 1 L of ethanol and 1 L of a 10% aqueous sodium hydroxide solution. Then, 
the two vessels are flooded twice with water in order to flush the remnants out. Secondly, a high 
specific energy demand is connected with the two heating steps: Heating of the whole vessel 
volume is required both for dissolving the powdery reactants during the preparation of the color 
premixes, as well as for initiating the color reaction. Cooling the vessel to ambient conditions is 
simply achieved by opening up the vessel lid; thus, heat integration is not realized. 
In order to evaluate the technical feasibility of a micro-/milli-continuous campaign manufacturing 
scheme, a lab plant was set up as shown in Grundemann et al. [13,14]:  
• Feeding two reactant streams, a color premix and a binder, a maximum flow rate of  
13 L·hí1 could be achieved.  
• A micro-structured mixer and micro-structured heat exchanger were employed. 
• The hold-up of the plant was determined as 0.93 L considering all conduits.  
• The lab plant was designed in order to allow for the investigation of product change, as well 
as cleaning procedures. 
Adapting the recipe to a continuous processing scheme and employing hot water during the 
preparation of the color premixes, we could refrain from heating the whole reactor volume during 
this processing step. In addition, instead of flooding the premix vessels during cleaning, a high 
pressure cleaning device was employed, reducing the amount of water needed per cycle and vessel.  
The continuous flow production of different inks in a multi-product plant requires dealing with 
dynamic events: the start-up and shut-down phases, as well as product change procedures with or 
without cleaning cycles. During start-up, it is important to follow a strict procedure, described in  
Table 1, in order to avoid agglomerates and blockages of the two opposing reactant inlet nozzles. 
The ink produced is fed into a micro-heat exchanger for preheating in counterflow with the reacted 
ink. At the beginning of the weekly production period lasting for 100 h in total (e.g., Monday, 8:00 h 
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to Friday, 12:00 h), it takes around 40 min to reach steady state in the micro-heat exchanger. 
Afterwards, the ink meets the specifications, both in regard to the particle size distribution, as well 
as the color properties. 
The procedure for the product change is determined by the production sequence and the lot size. 
Ideally, product changes do not involve any cleaning. In this case, a blend of successively produced 
colors is created. When feeding this blend to the subsequent product drum, whether the color 
specifications are still met depends on the lot size. We reported that a minimum lot size of 20 times 
the plant hold-up relating to the product change is sufficient to gain in-spec ink adhering to the 
optimum production sequence [14]. Therefore, cleaning of the micro-/milli-continuous plant can be 
curtailed until shut-down at the end of the weekly production period. Maximum contamination 
levels have also been defined for cleaning procedures in order to ensure that colors produced directly 
after cleaning procedures are not contaminated by remnants of the previously produced inks. These 
levels are reached after the exchange of twice the partial plant hold-up relevant for cleaning. 
Based on the experimental results obtained on the lab plant scale, a concept for a production plant 
was developed. This paper describes the results of the process development and assessment using an 
exemplary production capacity of 30 L hí1. A flowchart of the production plant is presented in the 
Appendix A. A floor plan was also drawn in order to estimate the required length of the pipes and 
tubing. Appendix B contains the equipment list of both plants. In contrast to the lab plant, a macro-heat 
exchanger was included, due to the lower risk of fouling and clogging, as well as the lower 
investment. Based on the information from the suppliers, the hold-up of the production plant was 
estimated to be 7.2 L, of which 4.8 L can be accounted for by the macro heat exchanger. As a first 
estimate during this early project stage, similar residence times, mixing and heat transfer characteristics 
were assumed for the production plant as experimentally determined for the lab plant. This resulted 
in the amounts of fluid to be considered during start-up, shut-down and product change as listed in 
Table 1. 
2.2. Ecological Assessment 
The ecological study has been conducted with a lifecycle perspective, following the lifecycle 
assessment (LCA) approach defined in ISO 14040 [17] and ISO 14044 [18]. LCA is a systematic 
methodology covering the whole lifecycle of a product or process from the cradle to the grave, 
thereby avoiding a shift of environmental impacts from one lifecycle stage to the next [19]. LCA 
studies consist of four phases: In the first phase, the goal and scope are defined, including the system 
boundaries and the functional unit. Secondly, a flow diagram is developed, helping to identify all 
material and energy flows within the defined system boundaries. These flows are then converted to 
the functional unit forming the LCA inventory. In the third phase, the potential environmental 
impacts associated with all flows inside the inventory are assessed. Finally, the results are evaluated 
to choose the most beneficial product or process.  
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Table 1. The procedures and amount of fluids to be considered during start-up, 
shut-down and product change for the drafted continuous multi-product production plant 
at a volumetric flow rate of 30 L hí1. 
Event 
Procedure (Based on Experiments  
with the Lab Plant) 
Amount of Fluids (Derived by 
Extrapolation from the Lab Plant 
Based on the Relevant Plant Hold-Up)
Start-up at the beginning 
of the weekly 
production period 
Feeding water with both reactant pumps for 5 min. 2.5 L of water 
Connecting the two reactants step-wise; 5-min  
waiting period until the second stream is connected; 
production of agglomerate-laden ink for 10 min. 
5 L mixture of water/binder/color  
premix in total 
Until stationary mode of heat exchanger is  
achieved after 40 min, the ink does not meet 
specifications regarding the color value. 
20 L of ink 
Cleaning during 
shut-down procedures 
at the end of the weekly 
production period 
Replacing twice the cleanable plant hold-up. 14.2 L mixture of water and ink 
Product change 
procedure without 
cleaning 
Replacing 20 times the plant hold-up relevant  
for product changes. 
120.9 L product (minimum lot size) 
2.2.1. Goal and Scope Definition of the Ecological Assessment 
This study aims to derive the potential environmental impacts of both process alternatives to 
highlight their advantages and disadvantages, as well as to derive recommendations on whether to 
change the manufacturing scheme. The functional unit was chosen to be a yearly output of 148,200 L 
of writing ink. This amount is based on a production period of 52 weeks per year, each covering  
100 h. Implying a plant occupancy rate of 95% and a production capacity of 30 L hí1, the 
functional unit was determined. During batch manufacturing, however, up to 2% of the annual 
output needs to be discarded, due to quality defects. For the continuous campaign production, it is 
assumed that all fluids arising during start-up, shut-down and product change procedures as listed in 
Table 1 are also discarded as waste. Both aspects were taken into account by increasing the reactant 
streams accordingly. 
In order to comply with the LCA methodology, the system boundaries encompassed both 
upstream and disposal stages in addition to the production stage itself, as shown in Figure 1. 
However, the so-called black-box method proposed by Klöpffer and Grahl [20] was followed. This 
implies that only those lifecycle and process stages were included that differ between the two 
process alternatives, minimizing the costs and effort for data collection during process development. 
The results presented in this paper are therefore only valid for this particular comparative study and 
do not represent absolute values. Regarding the inputs and outputs of the LCA inventory, the following 
approach was taken: 
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• All material and energy flows were considered that differ by more than 2% between the  
two alternatives. Except for the reactant water, the differences in the amount of the reactants 
lie below this threshold and their acquisition therefore outside of the system boundaries. 
• Manufacturing differently colored inks, the same process steps are performed, adjusting  
the same process conditions, so that the material flow model is valid for all colors under  
the assumptions described above. Merely the frequency and type of cleaning cycles of the 
continuous campaign manufacturing scheme are differing depending on the product sequencing 
and capacities of the different colors. A sensitivity analysis has been included in the study 
to evaluate this aspect (see Section 2.3.2.).  
• The LCA inventory of both process alternatives excluded all material transports, since 
reliable data were not available. According to Wernet et al. [21], these material transports 
account for a maximum. of 5% of the environmental impacts, though, and, therefore, play a 
minor role. 
In order to derive the overall material and energy balances of the two process alternatives, process 
models were set up with the software, Umberto 5.6 [22]. Modeling the traditional batch process, data 
from the existing plant was used, whereas the production concept presented in Section 2.1 was taken 
as the data basis for the micro-/milli-continuous campaign manufacturing scheme. For the base scenario, 
it was assumed that 1 m3 of a certain color premix is created and consumed for ink production. After 
having emptied the tank, it is cleaned with a high-pressure cleaner. Furthermore, the binder feed lines 
are rinsed. 
The geographical scope of this study is the writing ink production industry in Germany. In order 
to include the upstream and disposal stages, generic datasets from the ecoinvent database [24] were 
used. Where possible, datasets applicable to Germany were selected. In cases in which the origins 
of the raw materials were unknown, datasets generated for Europe were chosen. 
The temporal scope is one year, according to the functional unit. An operational life span of  
20 years was, however, chosen for both plants, a time frame which is typical for batch plants in 
Germany as laid down in a joint report by VDI/VDE (Verein deutscher Ingenieure/Verband der 
Elektrotechnik Elektronik Informationstechnik) and NAMUR (Normen-Arbeitsgemeinschaft Mess- 
und Regeltechnik) [25]. Required materials and components for plant maintenance were specified 
for this time frame. The associated environmental impacts were depreciated on a straight-line basis 
over the 20 years, so that only the share for one year was taken into consideration during material 
and flow modeling. 
Estimating the potential environmental impacts of the material and energy flows listed in the 
inventory, the CML (Centrum voor Milieukunde, Universiteit Leiden) 2001 impact assessment  
method [26] was applied. The environmental impacts were first calculated for all 15 impact 
categories of the CML 2001 method, as recommended by Azapagic and Perdan [27]. Afterwards, 
eight categories were chosen for detailed analysis, as well as for an effective comparison and 
presentation of the results. We refrained from using extra endpoint indicators, since ISO 14044 [17] 
does not permit their use for comparative analyses. Additionally, Huppes et al. [28] stress that the 
procedure of weighing different impact categories in order to derive an endpoint indicator is still 
controversial. In this paper, all material and energy flows are combined in so-called modules according 
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to their function, e.g., “upstream stages of operating supplies”. The respective environmental 
impacts are therefore also expressed depending on these modules. 
Figure 1. System boundaries for the ecological assessment of both process  
alternatives [23]. The included lifecycle stages and components are shaded in grey. 
 
2.2.2. Description of the Sensitivity Analysis: Cleaning Agent Demand of Micro-/Milli-Continuous 
Campaign Manufacturing 
Regarding the cleaning agent demand for continuous production, it was hypothesized in the  
first approximation that the results from cleaning experiments conducted on the lab plant can be 
extrapolated to the production plant based on the plant hold-up.  
Furthermore, assumptions were made concerning the required amount of cleaning agents for 
rinsing the color premix vessels and the binder feeding lines. The influence of all these assumptions 
on the results of the ecological assessment of the micro-/milli-continuous campaign manufacturing 
was evaluated by means of a sensitivity analysis. All options considered are listed in Table 2. 
The case C-2W-1 is similar to the base scenario requiring only one cleaning cycle at the end of 
the weekly production period, assuming that the minimum production output per color is exceeded 
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and the optimum production sequence adhered to. However, twice the amount of cleaning agents is 
used per cycle. C-W-4 describes the production of all four ink colors each week, not adhering  
to the optimum production sequence or at lower amounts than the minimum production output. 
Therefore, cleaning of one premix vessel and of the micro-/milli-continuous plant shall be required 
during each product change procedure. C-EW-1 stands for the option of using 14.2 L of ethylene 
glycol for discoloring the tubes and rinsing the plant afterwards with three times the amount of 
water. It is further assumed that 1 L of ethanol is employed for an efficient pre-clean of the color 
premix vessel walls prior to cleaning the vessel with a high-pressure device. The worst case is 
represented by the abbreviation C-EW-4, requiring cleaning of the continuous flow plant and of  
the color premix vessels according to the procedure of C-EW-1, however, increasing the cleaning 
frequency to four times per week. 
Table 2. Options of the sensitivity analysis regarding the required amount of cleaning 
agents for the micro-/milli-continuous campaign manufacturing. 
Name 
Assumptions for Cleaning of 
Micro-/Milli-Continuous Flow Plant Color Premix Vessel Binder Feeding Lines
C-Base 
scenario 
14.2 L water, 1× per week 
High-pressure cleaner, 135 L/event, 
after emptying of vessel 
10 L/event, after 
emptying of drum 
C-2W-1 28.4 L water, 1× per week 
High-pressure cleaner, 270 L/event, 
after emptying of vessel 
20 L/event, after 
emptying of drum 
C-W-4 14.2 L water, 4× per week 
High-pressure cleaner,  
135 L/event, 4× per week 
10 L/event, after 
emptying of drum 
C-EW-1 
14.2 L ethylene glycol,  
42.6 L water, 1× per week 
Preliminary cleaning with  
1 L ethanol/event; afterwards,  
use of high-pressure cleaner,  
135 L/event, 1× per week 
10 L/event, after 
emptying of drum 
C-EW-4 
14.2 L ethylene glycol,  
42.6 L water, 4× per week 
Preliminary cleaning with  
1 L ethanol/event; afterwards,  
use of high-pressure cleaner,  
135 L/event, 4× per week 
10 L/event, after 
emptying of drum 
2.3. Economic Assessment 
In this section, the methods for the economic assessment will be presented. A cost analysis was 
chosen as the method, since no data concerning the expected sales was available. Note that the 
system boundary was conformed to the lifecycle costing approach described in the VDI guideline 
2884 [29]. In this study, only those costs are included that are directly related to the two processing 
methods. According to Klöpffer and Grahl [20], overhead costs are therefore disregarded. The static 
payback period was added as a further means of assessment. 
2.3.1. Goal and Scope Definition of the Economic Assessment 
The purpose of this study was to compare the two process alternatives, both in regard to the 
ecological, as well as the economic implications. Therefore, the assessments were based on the 
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same material and energy flow balances with identical boundary conditions. In the following,  
the information given for the ecological assessment in Section 2.2.1. is specified regarding the 
requirements of the cost analysis. 
We aimed at determining the total production costs per year for a capacity of 148.200 L aí1 for 
both alternatives and identifying the main cost factors along the lifecycle. The costs for off-spec 
batches in the case of the batch plant and waste arising during the start-up and shut-down phases of 
the continuous process were thus included. The analysis was conducted from the producer’s point 
of view in order to support a decision for or against the transfer of the traditional batch to a novel  
micro-/milli-continuous campaign manufacturing scheme. This corresponds to a replacement 
investment. As a second option, it was evaluated whether it is better to invest in either a batch or a 
continuous campaign plant in the case of a capacity increase to produce special writing inks. Again, 
the influence of data uncertainties and assumptions made for the continuous process regarding the 
cleaning frequency was assessed by a sensitivity analysis. 
During the production phase, costs arise from the provision of electrical energy, the reactants 
and operating supplies, the plant operator, personnel for quality control and for maintenance services. 
These are part of the variable costs and are listed in Appendix C. Analogous to the ecological 
assessment, changes in deionized water and tap water, respectively, are the only reactants considered 
due to the minor changes of all other reactants, falling below the threshold value. The assessment is 
thus again valid for all ink colors. All waste streams are included in the assessment; the disassembly 
and end-of-life of the plant was, however, excluded, since no reliable data were available. Moreover, 
all transport was left out of the evaluation.  
For both manufacturing schemes, the costs for reactants, operating supplies and electricity were 
calculated with the yearly amounts resulting from the material and energy flow modeling and their 
respective prices. Personnel costs were derived from the required work time. During batch operation, 
an operator without formal vocational training prepares the premixes, dispenses the binder premix 
to the color premix, is responsible for operating control, filling the ink into drums and cleaning the 
stirred vessels after each production. On average, 3–7 h are required per batch for the plant operator 
depending on the amount manufactured, as well as 1 hour for the chemical laboratory assistant. 
During continuous manufacturing, the following tasks are carried out by the plant operator: 
• Premix preparation: The color premixes are prepared taking 1 h on a 1 m3 scale. As 
described in Section 2.1, the recipe adaption allows for a simplified preparation procedure. 
For the base scenario, it is assumed that two color premixes are consumed per weekly 
production procedure. During reactant mixing, the plant operator is also responsible for 
supplying new binder drums and for refilling of the preservatives. 
• Monitoring of the plant: According to Wichmann [30], the start-up phase of  
micro-/milli-continuous plants ought to be monitored by an operator, whereas the 
production phase can be automated. In addition, shut-down and cleaning procedures can 
also be automated. Therefore, a plant operator needs to be on-site for merely 1 h, observing  
the start-up. 
• Cleaning: After the color premix has been used up, the operator uses a high-pressure cleaner 
to clean the vessel for 15 min. 
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In total, a plant operator is required for 3.5 h per week for the continuous manufacturing of  
a single ink color per week. A trained laborer was included in the calculations for plant control in 
contrast to an untrained laborer for premix preparation and cleaning. The process control system 
guarantees that the product specifications are met, rendering any additional quality control in the 
laboratory superfluous. The costs for maintenance services were added to the variable costs. The 
costs for equipment exchanged during the 20 years of plant life (see Section 2.2.1.) were calculated 
based on data from the suppliers. The associated personnel costs were added, assuming that the 
ratio of wages to material costs is 43.5:56.5, as stated by Kölbel and Schulze [31]. 
Besides the variable costs, the fixed costs for all plant equipment were determined based on 
current quotations from existing suppliers; see Appendix B. The costs for construction and assembly of 
the plants were added. In the case of the batch plant consisting mainly of stirred vessels and 
equipment made of non-alloy steel, 10% of the investment may be taken on according to Helfrich 
and Schubert [32]. Due to the more elaborate equipment in the case of the continuous process, the 
recommendation from Ullrich [33] was accepted, who deems a value of 15% of the investment 
realistic for the construction and assembly of chemical plants with a heterogeneous composition. 
Furthermore, costs for the programming of the process control system and the testing of the automatic 
measurement of the color values arise for continuous manufacturing. These costs were also included 
based on a supplier’s quotation. For both plants, the investment and costs for construction were 
summed up and depreciated on a straight line basis over 20 years. Depreciation on a straight line 
basis is customary during pre-calculation, as Ullrich [33] postulates. Other fixed costs, such as 
taxes and interests, were not included in the cost analysis. 
2.3.2. Description of the Sensitivity Analysis: Cleaning Agent Demand of the 
Micro-/Milli-Continuous Campaign Manufacturing 
For sensitivity analysis of the cleaning frequency and, therefore, the cleaning agent demand, the 
same cases as in the ecological assessment are considered. This sensitivity analysis influenced all 
cost positions of the variable costs: The type and amount of the cleaning agent is varied for the  
two cases, C-2W-1 and C-EW-1, which influences the raw material costs, as well as the costs for 
disposal. In case C-2W-1, the cleaning period of the color premix vessels is duplicated, which increases 
the labor costs per cleaning cycle accordingly. Furthermore, the energy costs are slightly higher 
compared to the base scenario of the continuous manufacturing scheme, since the cleaning cycles 
are lengthened. 
In cases C-W-4 and C-EW-4, it is assumed that four cleaning cycles are required for both the 
continuous flow plant, as well as the color premix vessels, which leads to higher raw material, disposal 
and personnel costs. Although the share of solvents in the waste is considerably higher than in the 
other cases, the same disposal costs were applied for all cases, since no other was available. Note 
that four color premixes shall be prepared in contrast to the cases with only one cleaning cycle. 
During start-up after cleaning, the same amount of off-spec ink is produced and disposed of as in 
the C base scenario, leading to higher reactant costs. In order to compensate for this amount of ink, 
the total production period for the required output is prolonged, which also increases the energy costs. 
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3. Assessment Results and Discussion 
The results of the ecological, as well as the economic assessment will be described in this chapter. 
The results from both base scenarios, as well as sensitivity analyses will be analyzed and discussed 
in regard to their significance and validity. Afterwards, conclusions will be drawn with respect to 
the defined goal of the study. 
3.1. Ecological Assessment 
3.1.1. Ecological Assessment of the Base Scenarios 
The potential environmental impacts of the eight categories chosen for a detailed analysis from 
the CML 2001 method are presented in this section. Figure 2 gives an overview of the results for 
the impact categories, global warming potential and land occupation, each related to the values of 
the base scenario of the batch process. The global warming potential (GWP) associated with 
continuous manufacturing is decreased by 68% compared to batch processing. In both cases, more 
than 92% of the GWP are related to the two modules “provision of electrical energy” and “upstream 
stages of plant equipment”. Each time, the module mentioned first is associated with the highest 
impact by far. Savings in electrical energy during the continuous production of writing ink are 
therefore decisive for the GWP reduction. These are realized by eliminating energy-intensive 
heating periods in the vessels, enabled both by recipe adaption and effective mixing of the reactants 
in the micro-mixer. Such a recipe adaption seems not feasible for the batch process, since the 
premixes have been explicitly designed and adjusted to the production conditions in the stirred tank 
reactors in order to reach the lowest probability of agglomeration. Besides, the cleaning process of 
the vessels is shortened by employing a high pressure cleaning device, thus reducing the energy 
demand for cleaning. Heat integration with a heat exchanger leads to a further decrease in comparison 
with the batch process. The energy demand of the continuous process is therefore mainly influenced 
by the power of the electrically operated equipment, whereas it is resulting from long heating 
periods and the associated heat losses to the environment for the batch process. The second most 
important component is the module “upstream stage of plant equipment” in which a higher GWP 
value is derived for the continuous rather than for the batch process. This is mainly caused by more 
elaborate plant equipment and the use of polytetrafluorethylene (PTFE) for tubing and pipes as the 
highest single value. 
Regarding land occupation, the reduction achieved by changing from batch to continuous 
processing is lower than for the GWP. This fact can be ascribed to the module “upstream stage of 
plant equipment”, therein to the use of varnished medium-density fiberboards as plant shelves, 
accounting for around 86% of the category’s value. According to Frühwald et al. [34], wood is 
both used as the raw material for the fiberboards, as well as the energy source for generating the 
process energy, therefore resulting in significant land occupation. 
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Figure 2. Comparison of the global warming potential (GWP) and land occupation (LO) 
of batch and micro-/milli-continuous campaign manufacturing. 
 
The results of all six toxicity impact categories are illustrated in Figure 3. The values of the 
continuous process are reduced by 68% to 71% compared to batch manufacturing, with the exception 
of the human toxicity potential being reduced by only 31%. This lower reduction rate is due to the 
module “upstream stages of plant equipment” being mainly responsible for this impact category, as 
well as to the fact that stainless steel is provided in similar amounts for both plants. In all other 
toxicity categories, the provision of electrical energy causes the highest impacts. These findings 
support the results of Wernet et al. [21], after which generally more than half of the environmental 
impacts are caused by the energy-related inputs in chemical industries producing organic and 
inorganic products. 
3.1.2. Ecological Assessment of the Sensitivity Analysis 
A sensitivity analysis of the cleaning agent demand was conducted in order to examine the 
reliability of the study. The results of this sensitivity analysis are illustrated in Figure 4. It is 
evident that the increased amount of water required for cases C-2W-1 and C-W-4 has only minor 
influences on the impact categories. Decoloring the plant with ethylene glycol and rinsing it 
afterwards with water at the end of each weekly production period, represented by case C-EW-1, is 
also ecologically tolerable. However, if this intensive cleaning is required during each of the four 
cleaning procedures, then the indicator values would be affected very negatively (C-EW-4). In this 
case, the human toxicity potential is drastically increased and even 1% higher than the equivalent 
value for batch processing. The deterioration compared to the case C-W-4 with the same cleaning 
frequency is mainly caused by the calculated amount of ethylene glycol. 
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Figure 3. Toxicity potentials of batch and micro-/milli-continuous campaign 
manufacturing. MAETP, marine aquatic eco-toxicity potential; HTP, human toxicity 
potential; TAETP, terrestrial aquatic eco-toxicity potential; MSETP, marine sediment  
eco-toxicity potential; FAETP, fresh water aquatic eco-toxicity potential; FSETP, fresh 
water sediment eco-toxicity potential. 
 
Figure 4. The change in the potential environmental impacts of the continuous process in 
comparison with the batch production scheme varying the cleaning agent demand. 
 
3.1.3. Significance and Validity of the Results of the Ecological Assessment 
This study comprises the comparison of the current batch and the novel micro-/milli-continuous 
campaign manufacturing scheme, whereas an optimized batch process was not included. However, 
it cannot be ruled out that a fully or partially automated batch plant leads to similar advantages in 
regard to energy and cleaning agent demand, as well as personnel requirements as the automated 
continuous plant. Such an optimized batch production may therefore be the subject of future studies, as, 
for example, described in Oldenburg et al. [35].  
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When discussing the significance and validity of these results, the focus should be mainly on 
their overall robustness.  
That is influenced by data uncertainties during material and energy flow modeling caused both 
by errors in modeling, as well as by the quality of the data used. Regarding the process models, it 
should again be stressed that a black-box model was employed. The level of detail of both process 
models is therefore similar: in both cases, the acquisition of raw materials, as well as the end-of-life 
stages were included as generic datasets, whereas the ink production was modeled on the basis of 
measurement results, calculations and assumptions.  
The quality of the data used for the modeling of the batch production stage can be graded as 1–2, 
according to the Pedigree matrix presented by Weidema and Wesnaes [36], wherein 1 is the best 
and 5 the worst classification. This is due to the fact that the lifecycle inventory is mainly based on 
primary data, which at the time of the study, was not older than three years. In contrast, the quality 
of the data used for the continuous process can be rated as 4–5. In this case, the results achieved 
with the continuous lab plant were extrapolated to the production stage, which then served as a 
basis for the lifecycle inventory analysis. This approach leads to higher data uncertainties. However, 
several scenario and sensitivity analysis, described in Grundemann [23], as well as for the cleaning 
agent demand in this paper, showed that only minor variations in the indicator values are resulting 
from the plausible scenarios. Additional worst cases helped to allow for the deriving of the 
recommendations. 
It can therefore be concluded that the quality of the model and the data employed are adequate 
for a solid comparison of the two processing schemes. 
3.2. Economic Assessment 
3.2.1. Economic Assessment of the Base Scenarios 
The total annual production costs to manufacture the desired amount of ink are summarized for 
both processing alternatives in Table 3. It shows that the fixed costs of the continuous production 
scheme are almost three times higher than those of the batch production scheme, which is due to 
the more elaborate plant equipment with more electrically-driven parts and sensors. As a result of 
this, the costs for maintenance services are also increased.  
However, all other variable costs are decreased when transferring the production scheme. This is 
mainly caused by reducing the labor costs by 84%, realized both during the production itself and 
the automated quality control. The energy demand and, hence, the energy costs can be lowered by 
79%, a similar percentage as the labor costs. However, the energy costs have less influence on the 
total production costs, because of the lower prices per unit. This effect is even more pronounced for 
the costs of the operating supplies and their disposal. Transferring a batch to a continuous process 
would lead to a reduction of both items by 94% to 98%. Since they are associated with a very low 
price per unit, though they play only a minor role in the cost analysis. 
The cost structure is therefore altered by transferring the manufacturing strategy, as Figure 5 
illustrates. The largest share of the total production costs per year of the batch plant is related to 
personnel costs, followed by the costs for electricity, raw materials and disposal. Meanwhile, the 
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fixed costs account for only 4% of the total production costs per year. For the continuous process, 
the labor costs still have a very high impact, decreasing, however, by 68% to 30%. Since the total 
production costs are lower than for the batch process, the share of the fixed costs and those for 
maintenance rise. 
Table 3. Total annual production costs of the base scenarios of the batch production  
(B base scenario) and the micro-/milli-continuous campaign manufacturing scheme  
(C base scenario) for a total production output of 148,200 L of writing ink. 
 B-Base Scenario C-Base Scenario
Data of both plants   
Investment (€) 21,315 52,018 
Costs for construction and assembly of plant (€) 2132 7803 
Costs for programming and testing of the process control system (€) / 6850 
Sum of total investment (a) 23,447 66,671 
Operational life span (a) 20 20 
Recovery value (€) 0 0 
Fixed costs (€ aí1)   
Depreciation 1172 3334 
Variable costs (€ aí1)   
Raw materials   
Water for ink production 114 94 
Operational supplies (cleaning, start-up) 1855 25 
Disposal of waste water and solvents 1478 37 
Energy 4319 898 
Personnel   
Plant operator 16,235 3263 
Chemical laboratory assistant 4025 / 
Maintenance services 646 3241 
Sum of variable costs 28,672 7558 
Total production costs (€ aí1) 29,844 10,892 
Specific manufacturing costs (€ Lí1) 0.2014 0.0735 
Figure 5. The change in the potential environmental impacts of the continuous process 
varying the cleaning agent demand in comparison with the batch production scheme. 
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The cost structure, however, is influenced by the system boundaries chosen. If all reactants  
were included in the calculation of the costs for raw materials, these would dominate the variable 
costs for both manufacturing strategies. The latter was also found by Krtschil et al. [37] for the 
continuous production of 4-cyanophenylboronic acid with micro-components, as well as by 
Benaskar et al. [38], who have conducted an economic assessment of the Ullmann C–O cross-coupling 
reaction using both microprocessing and microwave heating. In the case of writing ink, the only 
reactant included in this study, water, would have the lowest share in the raw material costs, due to 
its low price. 
The comparison of the total production costs per year shows that the cost advantage of the 
continuous manufacturing scheme is mainly based on lower variable costs. This was predicted by 
Roberge et al. [39] for dedicated micro-/milli-continuous processes. Investing in either a batch or a 
continuous plant for ink manufacturing, a cost advantage of 18,953 € arises when choosing the 
continuous instead of the batch regime. Dividing the difference in the total production costs per 
year of both processes by the cost advantage mentioned according to: 
ݐ௉ǡ௖௛௢௜௖௘ ൌ
͸͸ǡ͸͹ͳ ̀ െ ʹ͵ǡͶͶ͹ ̀
ͳͺǡͻͷ͵ ̀ ିଵ  (1)
results in a payback time of 2.3 years. However, if the current batch process is replaced by a new 
micro-/milli-continuous campaign manufacturing scheme, it is assumed that the batch plant is 
already written off. Only the variable costs have to be considered in this case. The cost advantage 
of the continuous processing scheme is reduced to 17,781 €. The payback time then follows from to 
3.8 years. 
ݐ௉ǡ௥௘௣௟௔௖௘௠௘௡௧ ൌ
͸͸ǡ͸͹ͳ ̀
ͳ͹ǡ͹ͺͳ ̀ ିଵ (2)
3.2.2. Economic Assessment of the Sensitivity Analysis 
Figure 6 shows that a cost advantage can be realized compared to batch processing for all cases 
considered. However, this cost advantage strongly depends on the assumptions and the resulting 
variable costs, as described below. 
Using twice the amount of water for cleaning in case C-2W-1 has a negligible impact on the 
total production costs. Despite their rise by 5.2% compared to the C base scenario, they are still 62% 
lower than in the batch scenario. The rise mentioned is mainly due to the doubled personnel 
requirements during the cleaning of the premix vessels. The costs for tap water and its disposal 
have only a minor impact. The payback time is similar to the C base scenario. 
If additional solvents are used for cleaning (C-EW-1), then the total production costs are 
lowered by 55% compared to the batch scheme. Due to the high costs of ethylene glycol, they are 
higher than in case C-2W-1; the personnel requirements are, however, equivalent to those of the 
base scenario. The investment in a new continuous plant is amortized after 2.6 years, whereas 
exchanging the existing production facilities leads to a payback period of 4.3 years. 
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Figure 6. Total annual production costs of the batch and the micro-/milli-continuous 
campaign manufacturing process for writing ink varying the cleaning agent demand. 
 
Four cleaning cycles are required per week in C-W-4 with production costs 40% lower than for 
the batch process. The rise compared with the base scenario is caused by the increased personnel 
requirements for the separate preparation of four premixes and the on-site control of each of the 
four start-up phases. As a result of this, the payback period is 3.6 years when investing in a new 
plant and 6.1 years when exchanging the existing plant. This illustrates that even the production of 
specialties at low volumes or without adhering to the optimum production sequence is economically 
viable in the case of a capacity increase or the production of new products. 
If, however, four intensive cleaning cycles are required per week, then the total production costs 
are only 12% lower than those of the batch plant. These high production costs are determined by 
the high labor costs and the high costs for providing the cleaning agent, ethylene glycol. The low 
cost advantage compared to batch processing renders this version not economically viable: the 
payback period in the case of a new investment is increased to 12.2 years and to 28.1 years in the 
case of a plant exchange. 
3.2.3. Significance and Validity of the Results of the Economic Assessment 
The economic assessment was based on the comparison of the total production costs per year 
and the payback periods of both process alternatives. The total production costs were calculated 
with data from an existing batch plant, however, derived from a production concept of the 
continuous manufacturing scheme. Again, it is stressed that an optimized batch plant is not considered 
in this paper. Such an optimization might lead to similar cost advantages, as described here for the 
continuous manufacturing scheme. In order to calculate the fixed costs, detailed equipment lists 
served as a basis for specific supplier quotations. The fixed costs are therefore regarded as reliable 
based on the system boundaries chosen and the assumptions made. The calculation of the variable 
costs is dependent on the material and energy streams derived by flow modeling and the respective 
prices per unit. For flow modeling, please refer to the constraints and comments listed in Section  
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3.1.3. All Prices Employed are Valid for the Specific Production Location 
Based on the data basis described, the data quality for the economic assessment of the batch 
process can be awarded grade 2 following the Pedigree matrix by Ciroth [40], the continuous process, 
however, only grades 3–4. The grades range from 1 for the best to 5 for the worst data quality.  
The main influencing factors on the economic viability of the micro-/milli-continuous campaign 
manufacturing scheme were identified by sensitivity analysis. It was shown that the results are 
reliable, even when varying critical parameters. Critical limits led to recommendations for an efficient 
continuous campaign production, as described in the following section. 
3.3. Interpretation of All Results and Recommendations 
Based on the results of the base scenarios and the sensitivity analysis of the cleaning agent 
demand of both the ecological, as well as the economic assessment, the following recommendations 
can be given regarding the operation of a continuous campaign production plant for writing ink: 
• If different ink colors are to be produced during one production week, it is advised to 
adhere to the optimum production sequence, as well as to the minimum production volume 
of 121 L. In this way, the cleaning frequency can be limited to one cycle at the end of the 
weekly production period, decreasing the amount of cleaning agents, as well as the disposal 
effort required and the labor costs associated with it.  
• However, if cleaning is required several times a week, due to very tight product specifications, 
the best option is to use only water (see case C-W-4). It is generally suggested to aim at 
minimizing the use of ethylene glycol, ethanol or sodium carbonate solution, both from 
the ecological and economic point of view. Of these three fluids, sodium carbonate solution 
is the preferred cleaning medium if decoloration is necessary. One cleaning cycle per 
week using additional solvents to fully clean and decolor the continuous flow plant seems, 
however, ecologically tolerable and economically viable according to C-EW-1. 
• Since the personnel costs are the main influencing factor on the annual production costs, 
preparing several premixes per week in order to produce various specialties therefore carries 
weight. It is recommended to prepare at least two premixes in parallel if the type and 
amount of vessels available permit. Conducting a cost analysis, it is assumed that the same 
sales can be realized by common inks and special inks of very small production volumes. 
The additional personnel costs could be taken into consideration during pricing, though. 
• From an ecological point of view, the amount of waste should be minimized by its reuse. 
Particularly, the waste water arising during the cleaning of the premix vessels could be 
reused as the reactant for the production of the same or similar inks, like is proposed for 
the waste water of dying processes by Shams-Nateri [41]. The rest of the cleaning agents 
should, however, be discarded, due to their contamination with a binder, a potential source 
of agglomerate formation. From an economic point of view, reusing the waste water is not 
absolutely necessary, due to the low water price, and might even lead to higher labor costs, 
because of additional handling steps. 
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4. Conclusions 
Based on this study, it can be concluded that a continuous campaign manufacturing scheme is 
both an ecologically and economically viable alternative to the traditional batch production of 
writing ink. Lower environmental impacts in all impact categories result from the new production 
strategy. The key to ecological viability is the reduced energy demand during continuous processing, 
resulting from more intensive mixing in the micro-mixer, as well as from recipe adaption, thus 
eliminating the long heating periods in the vessels. The reduced energy demand also outweighs the 
additional environmental impacts, due to the more elaborate plant equipment. Furthermore, a cost 
advantage can be realized with the micro-/milli-continuous campaign manufacturing scheme compared 
to batch processing. In this case, the reduced personnel requirements resulting from a mostly 
automated production are decisive. Overall, this leads to lower variable costs compared to batch 
production. The scope of this paper does not include a fully or partially automated batch plant, 
which might lead to similar advantages in regard to energy demand and personnel requirements. 
However, intensified heat and mass transfer in micro- and milli-structured components greatly 
enhances the process repeatability and product quality in comparison with processing in batch 
vessels. Due to the high investment, continuous campaign production is especially suited for a 
capacity increase of existing or the introduction of new products. 
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Nomenclature 
a   Year (Latin: annum) 
ABS  Acrylonitrile butadiene styrene 
B   Batch processing of writing ink 
C   Micro-/milli-continuous campaign manufacturing of writing ink 
CML  Centrum voor Milieukunde, Universiteit Leiden 
EPDM  Ethylene propylene diene monomer 
FAETP  Fresh water aquatic eco-toxicity potential 
FSETP  Fresh water sediment eco-toxicity potential 
FU   Functional unit 
GWP  Global warming potential 
HTP  Human toxicity potential 
LCA  Lifecycle assessment 
LO   Land occupation 
MAETP  Marine aquatic eco-toxicity potential 
MSETP  Marine sediment eco-toxicity potential 
NAMUR Normen-Arbeitsgemeinschaft Mess- und Regeltechnik 
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OLED  Organic light emitting diode 
PET  Polyethylene terephtalate 
PTFE  Polytetrafluorethylene 
tP   Payback time in years 
TAETP  Terrestrial aquatic eco-toxicity potential 
VDI/VDE Verein deutscher Ingenieure/Verband der Elektrotechnik Elektronik Informationstechnik 
Appendix A: Flow Chart of the Continuous Manufacturing Plant 
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Appendix B: Equipment List and Investment for Both Process Alternatives 
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Appendix C: Prices 
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Green Process Engineering as the Key to Future Processes 
Dipesh Patel, Suela Kellici and Basudeb Saha 
Abstract: Growing concern for the environment, increasing stringent standards for the release of 
chemicals into the environment and economic competiveness have led to more environmentally friendly 
approaches that have resulted in greater pollution prevention via waste reduction and efficiency 
maximisation. Green process engineering (GPE) is an important tool that could make significant 
contributions in the drive toward making hazardous and wasteful processes more sustainable for the 
benefit of the economy, environment and society. This article highlights the guidelines that could be 
used by scientists and engineers for designing new materials, products, processes and systems. Few 
examples of current and future applications of GPE, particularly in the areas of biofuels, supercritical 
fluids, multi-functional reactors and catalytic processes, have been presented. 
Reprinted from Processes. Cite as: Patel, D.; Kellici, S.; Saha, B. Green Process Engineering as the 
Key to Future Processes. Processes 2014, 2, 311-332. 
1. Introduction 
It is impossible to imagine modern life without the products manufactured by industries. These 
products are used in everyday aspects of life, including agriculture, construction, transportation, 
electronics and well-being. However, their productions generate waste, release toxic chemicals, 
increase greenhouse emissions and greatly affect human health and the environment. As such, these 
concerns are driving new priorities that have emphasis on being “green”, ranging from products to 
processes and technologies. Engineers and scientists from diverse fields are leading the way to solve 
these issues and challenges. Thus, green engineering has the capability to support and foster this 
innovation. One of the goals of the modern green process engineering (GPE) community is to design, 
develop and commercialise industrial processes that are sustainable and economically feasible, 
whilst minimizing the impact of chemical processes on human health and the environment. GPE is 
defined as, “the design, commercialization, and use of processes and products, which are feasible and 
economical while minimizing (a) generation of pollution at the source and (b) risk to human health 
and the environment. Green engineering embraces the concept that decisions to protect human health 
and the environment can have the greatest impact and cost effectiveness when applied early to  
the design and development phase of a process or product [1]. In the past, the objective of process 
engineering was to minimise product cost and increase profitability without assessing the long-term 
impacts on the planet and human health. Hence, engineers and scientists should carefully make technical 
decisions that could have significant impact on the environment. These decisions can lead us either in 
the direction of sustainability or contribute further to the growing problems. Hence, there is a greater 
need for engineers and scientists to come together for a common vision of saving the planet by 
providing new greener technologies and products in an environmentally friendly manner. 
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1.1. Issues and Challenges of Green Process Engineering 
As we move to 2014, our society is faced with challenges in the sustainability of our current 
technological and lifestyle systems. There are enormous global environmental concerns, including 
energy and fuels, food, transportation, construction, water access and use, pollution and ecological 
destruction. The current and future goals of process engineering are therefore not only to sustain and 
reduce the cost of products, but simultaneously reduce the impact on the environment and on human 
health. In other words, today’s process engineering has moved towards green process engineering 
(GPE). As such, the biggest challenge is to find innovative solutions that are based on environmentally 
benign design and manufacturing, to avoid the generation of waste or pollutants, to keep the product 
cost affordable with growing demands, to increase the capability of products to be recycled or reused 
and with the ultimate goal of introducing significant environmental improvements. Most companies 
are on a sustainability mission, where parameters, such as the utilization of non-depletable resources, 
the reduction of global-equivalent greenhouse gases emissions and the reduction of energy costs (by 
utilizing renewable energy resources), are considered important environmental and social targets [2]. 
However, in terms of fully adopting a sustainable process, there are other factors to be considered, 
including suitable market conditions, effective economical regulations and social acceptance defined 
by product demands. To improve industrial sustainability at the process level, the principles of green 
engineering provide a tangible framework to address the growing concern of human health and the 
environment and also provide a suitable guide for green process engineering. Its emphasis is on 
process, system and product optimisation. Anastas and Zimmerman [3] have outlined twelve principles 
of green engineering that are summarised in Figure 1a. Similarly, at the first conference on “Green 
Engineering: Defining the Principles” held in Florida in 2003, nine principles of green engineering 
were developed and are presented in Figure 1b. These principles provide a framework for scientists 
and engineers to use in designing processes and products within the boundary conditions set by 
society, business and government, which are guided by important parameters, such as costs, safety, 
demand, performance and environmental impact [4]. It integrates and couples the most important 
elements on product optimisation, processes and systems [5]. 
In 2012, the U.K. Engineering and Physical Sciences Research Council (EPSRC) announced four 
new engineering projects that aim to help the U.K. in developing lightweight, novel, easily recyclable, 
with a longer lifetime, materials and clean contaminated land for reclaiming valuable metals [6]. 
These projects are: (i) CLEVER (Closed Loop Emotionally Valuable E-waste Recovery); (ii) Cleaning 
Land for Wealth (CL4W); (iii) EXHUME (Efficient X-sector use of Heterogeneous Materials); and 
(iv) CORE (Creative Outreach for Resource Efficiency). 
Thus, as noted, many industrial and academic sectors are considering greener and cleaner alternative 
routes. Green engineering applications are extremely broad and include almost every industry. These 
applications can be generally grouped into the following categories: renewable power energy [7], 
process optimisation [8], environmental monitoring [9] and the development of green products and 
technologies [2]. In this paper, we will focus on green processes, examine how industry is moving 
towards this direction and highlight the challenges chemical and process engineers are currently facing. 
A mini review of a selection of implemented processes, such as the utilization of supercritical fluids, 
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continuous hydrothermal processes and a few important catalytic processes, that have had direct 
impact on the field of green engineering are discussed in the following section. 
Figure 1. (a) The twelve [3] and, (b) nine [4] principles of green engineering. 
(a) (b) 
  
•Designers need to strive to ensure that all material and 
energy inputs and outputs are as inherently nonhazardous 
as possible.
Principle 1
•It is better to prevent waste than to treat or clean up waste 
after it is formed.
Principle 2
•Separation and purification operations should be designed 
to minimize energy consumption and materials use.
Principle 3
•Products, processes, and systems should be designed to 
maximize mass, energy, space, and time efficiency.
Principle 4
•Products, processes, and systems should be “output 
pulled” rather than “input pushed” through the use of 
energy and materials.
Principle 5
•Embedded entropy and complexity must be viewed as an 
investment when making design choices on recycle, reuse, 
or beneficial disposition.
Principle 6
•Targeted durability, not immortality, should be a design 
goal.
Principle 7
•Design for unnecessary capacity or capability (e.g., “one 
size fits all”) solutions should be considered a design flaw.
Principle 8
•Material diversity in multicomponent products should be 
minimized to promote disassembly and value retention.
Principle 9
•Design of products, processes, and systems must include 
integration and interconnectivity with available energy 
and materials flows.
Principle 10
•Products, processes, and systems should be designed for 
performance in a commercial “afterlife”.
Principle 11
•Material and energy inputs should be renewable rather 
than depleting.
Principle 12
•Engineer processes and 
products holistically, use 
systems analysis, and 
integrate environmental 
impact assessment tools.
Principle 1
•Conserve and improve 
natural ecosystems while 
protecting human health and 
well-being.
Principle 2
•Use life-cycle thinking in all 
engineering activities. 
Principle 3
•Ensure that all material and 
energy inputs and outputs 
are as inherently safe and 
benign as possible. 
Principle 4
•Minimize depletion of 
natural resources.
Principle 5
•Strive to prevent waste. 
Principle 6
•Develop and apply 
engineering solutions, while 
being cognizant of local 
geography, aspirations, and 
cultures. 
Principle 7
•Create engineering solutions 
beyond current or dominant 
technologies; improve, 
innovate, and invent 
(technologies) to achieve 
sustainability.
Principle 8
•Actively engage 
communities and 
stakeholders in development 
of engineering solutions.
Principle 9
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2. Applications of Green Process Engineering (GPE) 
2.1. Production of Biodiesel and Biofuels 
Currently, the majority of the world’s energy is supplied through petrochemical sources, coal and 
natural gas. However, depleting fossil fuels, increasing energy demand from various sectors, global 
warming, environmental pollution due to the widespread use of fossil fuels and price fluctuations 
make petroleum-based energy unreliable. Therefore, it is increasingly necessary to develop renewable 
energy resources to replace the traditional sources. 
Biodiesel has recently attracted enormous interest as an alternative and environmentally friendly 
fuel source. Biodiesel exhibits characteristics that are similar to traditional diesel fuel. In addition, 
the flow and combustion properties of biodiesel are similar to petroleum-based diesel [10]. Biodiesels 
have the following advantages over diesel fuel: they produce less smoke and particulates, have higher 
cetane numbers, produce lower carbon monoxide and hydrocarbon emissions, are biodegradable and 
non-toxic and provide better performances in engine lubricity compared to low sulphur diesel fuels. 
Hence, it could be used as a substitute for diesel fuel. 
Abbaszaadeh et al. [11] have compared different current biodiesel production technologies, 
including blending of vegetable oils, micro-emulsions, pyrolysis and transesterification reaction. The 
preferred method for the production of biodiesel is generally prepared from the transesterification of 
triglycerides. The most common sources of triglycerides are first generation biofuels, such as edible 
virgin vegetable oils, and second generation biofuels, such as animal fats and used cooking oil (UCO). 
Most of the current biodiesel (>95%) is prepared from first generation agricultural crops [12]. The 
use of food sources for biodiesel production could have serious consequences on the food supply 
chain. Hence, UCO is considered to be an attractive feedstock for biodiesel production, since it  
does not put pressure on food supply, helps in recycling the UCO and is significantly cheaper than 
virgin oils. However, UCO must go through a pre-treatment process before it can be used for the 
production of biodiesel [13,14]. Alcohols, such as methanol, ethanol and butanol, have been used for  
the transesterification reaction [15,16]. However, it is considered that short chain alcohols, such as 
methanol and ethanol, give a stable product and higher conversion, compared to long-chain  
alcohols [17]. The transesterification reaction can be acid-catalysed [18], alkali-catalysed [19] or  
enzyme-catalysed [18,20,21]. A number of authors have reported biodiesel production in terms  
of composition, properties and specification [22], the effect of different catalysts on biodiesel  
production [23], biodiesel production using enzymatic transesterification [24] and waste cooking  
oil [25,26]. 
A comparison of an immobilised enzyme (Novozyme 435) with an ion exchange resin  
(Purolite D5081) for the pretreatment of used cooking oil (UCO) for biodiesel production was 
reported by Haigh et al. [18]. A 94% conversion of free fatty acids (FFA) was obtained using Purolite 
D5081 compared to FFA conversion of 90% with Novozyme 435. On the other hand, it was reported 
that there are side reactions associated with Novozyme 435, which result in the formation of more 
fatty acid methyl esters (FAME) and FFA. However, it was stated that Novozyme 435 uses a low 
optimum methanol to FFA ratio of 6.2:1, instead of the very high methanol to FFA ratio, i.e., 98:1, 
required by Purolite D5081 for optimum FFA conversion. Jachuck et al. [27] reported an energy 
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efficient continuous production of biodiesel from methanol and sodium hydroxide using an 
intensified narrow channel reactor module and canola oil as a feedstock. A triglyceride conversion of 
98% was reported within 3 min at 60 °C, 80 psig and 1% catalyst loading. 
To eliminate the drawbacks of first and second generation biofuels, including the issue of 
sustainability, the third generation of biofuels, such as microalgal oil, is regarded as the best route  
for biodiesel production, as it is independent of food sources [12,28,29]. During the process of 
photosynthesis, algae efficiently store solar energy and sequester CO2, easing climate change caused 
by the emission of greenhouse gases [29]. In addition, algae could grow 7–31 times faster than palm 
oil plants, and 50% of their weight consists of oil [28]. Pfromm et al. [30] studied the economics of 
biodiesel from algae using the principle of conversion of mass and concluded that algal biodiesel 
could be produced sustainably with the exception of natural gas to produce nitrogen-based fertiliser 
in the long term. Overall, the commercialization of algae to biodiesel during initial stages will 
depend on the support of the government [31,32]. A number of reviews on biodiesel production 
using microalgae as feedstock has been published [33,34]. 
A number of publications have reported the production of biodiesel from algal oil using a two-step 
process, i.e., acid esterification followed by base transesterification. [35,36]. Using a two-step 
process, a 90.6% yield of biodiesel was achieved at optimum conditions using Enteromorpha 
compressa algal oil [36], while 100% conversion of triacylglycerols (TAG) and FFA was achieved 
using Scenedesmus sp. algal oil [35]. Krohn et al. [37] reported the production of biodiesel using a 
supercritical fixed bed continuous flow process using algae (N. oculata) as a feedstock with 85% 
efficiency. A single-step process of converting wet algal biomass (Inoculum: Nannochloropsis sp.) 
to biodiesel using supercritical methanol was reported by Patil et al. [38]. Similarly, a single-step 
method using a wet lipid extraction procedure (WLEP) was conducted to extract 79% of transesterifiable 
lipids present in wet algal biomass (84% moisture) via acid and base hydrolysis [39]. The single-step 
process looks promising, as it eliminates the need for drying and extraction of algal biomass and 
yields faster reaction times. Martin and Grossman [40] conducted experiments for the production of 
biodiesel using different technological routes and concluded that for algal oil, the optimised route for 
biodiesel production is an alkali-catalysed process, while for waste cooking oil, heterogeneous 
catalysed transesterification is regarded as the optimum process for biodiesel production. 
As of now, the production of biodiesel is much less compared to traditional fuels to make a 
significant impact on the fuel market. In comparison to petroleum-based fuel, biodiesel has poor cold 
flow properties, therefore, having a tendency to gel or solidify at low temperatures, and possesses 
low volatility, high pour and cloud points, higher NOx emissions and incomplete combustion.  
In addition, the cost for biodiesel is not competitive compared to petroleum-based fuel and requires 
special management for transportation and storage. However, engineers and scientists are putting 
significant efforts into improving the current technology of biodiesel production, so as to reduce the 
greenhouse gases and to meet the needs of current and future fuel demands. 
2.2. Green Synthesis of Organic Carbonates from Carbon Dioxide 
One of the requirements for a sustainable environment in designing a green chemical process  
is the utilization of renewable raw materials. Carbon dioxide (CO2) emissions have increased to 
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unsustainable levels in the atmosphere, which has led to climate change. The reduction of CO2 
emissions has therefore become a global environmental challenge. Organic carbonates, such as 
propylene carbonate (PC) and dimethyl carbonate (DMC) have been widely used as intermediates  
in the synthesis of chemicals, pharmaceuticals and fuel additives [41–45]. Organic carbonates are 
generally synthesised using homogeneous catalysts, toxic raw materials, including phosgene and  
iso-cyanates and solvents [45–50]. Hence, there is an urgent need for an environmentally benign 
green process for the synthesis of organic carbonates from CO2 by using a heterogeneous catalyst 
and eliminating the use of toxic chemicals and solvents. Several methods have been developed to 
design a stable and reusable heterogeneous system by immobilised or grafted ionic liquids and salts 
into solid materials, such as polymers [51,52], a molecular sieve MCM-41 (Mobil Composition of 
Matter No. 41) [53,54], magnesium oxide (MgO) [55,56] and silicon dioxide (SiO2) [57,58]. These 
heterogeneous catalysts showed good catalyst activity and selectivity for the cycloaddition reaction 
of organic carbonate synthesis, but failed in terms of catalyst reusability. 
Adeleye et al. [59] synthesised PC in a Parr high pressure reactor using several heterogeneous 
catalysts, including ceria doped zirconia (Ce-Zr-O), lanthanum oxide (La-O), lanthana doped 
zirconia (La-Zr-O), ceria and lanthana doped zirconia (Ce-La-Zr-O) and zirconium oxide (Zr-O), 
and without using a solvent. High propylene oxide (PO) conversion and yield of PC were reported at 
170 °C, 70 bar CO2 pressure and 10% catalyst loading using the Ce-La-Zr-O catalyst. Reusability 
studies revealed that the Ce-La-Zr-O catalyst could be used several times without any significant 
decrease in PC yield. 
Similarly, Saada et al. [60] have used heterogeneous catalysts, such as ceria-zirconia doped  
graphene (Ce-Zr-graphene) catalyst, for the synthesis of DMC from CO2 in the presence of 
1,1,1-trimethoxymethane (TMM) as a dehydrating agent and without using a solvent. The results for 
the synthesis of PC and DMC look promising as a future greener process. From the environmental, 
economic and human health point of view, solvent-free heterogeneous catalysis is the process route 
of the future for eliminating the shortcomings of the current process of organic carbonate synthesis. 
2.3. Production of Commercially Important Epoxide Building Blocks 
Epoxides are valuable building blocks for organic synthesis, particularly for the production of 
commercially important products for pharmaceuticals, plastics, fragrances, food additives, paints 
and adhesives [61–64]. The conventional methods for the industrial production of epoxides employ 
either stoichiometric peracids or chlorohydrin as an oxygen source. However, both methods have a 
serious environmental impact, as the former produces an equivalent amount of acid waste, whilst the 
later yields chlorinated by-products and calcium chloride waste. In addition, there are safety issues 
associated with the handling and storage of peracids. Hence, there is a strong need for cleaner 
catalytic epoxidation methods that use safer oxidants and produce little waste.  
Over the years, soluble compounds of transition metals have been used as efficient catalysts  
in alkene epoxidation [65,66]. A notable industrial implementation of homogenous catalysed 
epoxidation is the Halcon process [67]. However, homogenous catalysed systems suffer from several 
industrial difficulties, including corrosion, deposition of the catalyst on the wall of the reactor and 
difficulties in the separation of the catalyst from the reaction mixture, which may lead to product 
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contamination [68]. As such, alternatives have been considered. These new routes include developing 
a greener epoxidation process by utilizing a heterogeneous catalyst and a benign oxidant, such as 
tert-butyl hydroperoxide (TBHP), as it is environmentally benign, safer to handle and possesses 
good solubility in polar solvents. There has been a considerable amount of publications on polymer 
supported alkene epoxidation catalysts, such as Fe, Ni and Co [69], Ru [70], Ti [71], Mn [72], Mo [73] 
and Cu [74]. Additionally, polymer supported molybdenum catalysts have been reported to be effective 
for alkene epoxidation using alkyl hydroperoxide as the oxygen source [75–83]. 
A number of authors reported a novel and greener solvent-free process for alkene epoxidation 
using environmentally benign tert-butyl hydroperoxide (TBHP) as an oxidant [84,85]. In this process, 
polybenzimidazole supported molybdenum complex (PBI.Mo) and a polystyrene 2-(aminomethyl) 
pyridine-supported molybdenum complex (Ps.AMP.Mo) were used as catalysts for the epoxidation 
of alkenes. During the epoxidation reaction, tert-butanol is also formed as a co-product, and hence, 
this is termed as an atom-efficient process. Furthermore, tert-butanol can be efficiently recycled through 
hydrogenolysis and oxidation [86]. Recently, continuous epoxidation of 1-hexene with TBHP using 
the Ps.AMP.Mo catalyst has been conducted in an RDC (Reactive Distillation Column) [87,88] and 
FlowSyn reactor [89,90]. 
Continuous flow reactions in a FlowSyn reactor (Figure 2) have shown substantial benefits, 
including increased selectivity, scalability and reproducibility, and therefore, they have enormous 
potential as a process alternative for carrying out liquid phase chemical reactions [91–94] compared 
to experiments conducted in a classical batch reactor. The reactor is equipped with a stainless steel 
column packed with catalyst, two HPLC pumps, a control interface, SquirrelView software and a data 
logger supplied by Grant Instruments. Recently, epoxidation experiments conducted in a FlowSyn 
reactor achieved 95% conversion of TBHP and ~82% yield of 4-vinyl-1-cyclohexane 1,2-epoxide at 
353 K and a 5:1 feed mole ratio (FMR) using Ps.AMP.Mo catalyst [90]. 
Figure 2. Continuous FlowSyn flow reactor experimental set-up. 
 
2.4. Green Chemical Processing Using Supercritical CO2 (SC-CO2) 
A supercritical fluid (SCF) is defined as a material that is used in a state above the critical temperature 
and critical pressure (Figure 3) where gases and liquids can coexist [95–97]. They exhibit unique 
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properties that are different from those of either gases or liquids under standard conditions. SCF has 
a higher diffusion coefficient, lower viscosity (very similar to the gas phase) and lower surface tension 
than a liquid solvent and improved mass transport properties. SCF properties can be tuned dramatically 
by small changes in pressure, especially when the critical parameters are being approached [98]. 
Figure 3. A simplified phase diagram for a pure phase substance illustrating density 
changes from liquid to gas. Pc and Tc are the critical pressure and temperature, 
respectively. Pc and Tc are the defining boundaries on a phase diagram for a substance. 
Beyond these points, the fluid is supercritical, with unique physical and chemical 
properties between gases and liquids. 
 
The increased interest in SCFs is driven by the ability to easily modulate their properties  
(via altering the pressure and temperature) and, more importantly, their potential to substitute toxic 
organic solvents [95,99] Conventional synthetic processes use volatile organic solvents that are 
flammable, toxic, generate large amounts of waste and, consequently, are non-sustainable. Dictated 
by the changes in legislation on waste solvent production and emissions and the significant increased 
costs of their waste disposal, many industrial sectors have moved towards cleaner and greener 
chemical manufacturing routes. 
The substitution of the organic solvents by SCFs (e.g., carbon dioxide or water) offers significant 
improvements in the chemical and environmental fields. As such, supercritical carbon dioxide  
(sc-CO2) offers relatively low critical parameters (Tc = 31.1 °C, Pc = 7.38 MPa), non-toxicity,  
non-flammability, recyclability and is a by-product of the industrial synthesis of ammonia [100]. 
Furthermore, it leaves no residue, as the solvent removal is done easily via the decompression of 
CO2. As a result, the number of applications in various areas, including industrial scale-up production, 
has increased dramatically. These include nutrition, such as coffee bean decaffeination, pharmaceutical 
and polymer processing [99,101–103] of compounds, such as hyperbranched copolyesters [104], 
polycarbonates [105] and polyurethane [106], cleaning applications in the area of microelectronics, 
medical instrumentation and metallic surface cleaning, textile processing and dyeing of natural 
fibres, such as cotton, cellulose fibres and some synthetic materials [107,108], offering optimisation 
in the economical, energy reduction and waste aspects of this technology [109,110], chromatography 
and materials synthesis [111–114], such as metallic Janus silica particles [115], palladium (Pd) 
nanoparticles [116] or the treatment of LiFePO4 cathode materials [117], in addition to the 
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fabrication of semiconductor devices [118]. Recent scientific reports have utilised sc-CO2 for the 
synthesis of graphene-related materials, including exfoliation of graphite to make graphene [119], 
polystyrene/functionalised graphene nanocomposite foams [120], platinum (Pt) [121] or  
platinum-ruthenium/graphene catalysts [122] for methanol oxidation and cell or silver-graphene 
antibacterial materials [123]. Our group employed an innovative approach for synthesizing  
graphene-inorganic nanoparticles via the utilization of sc-CO2, which allows us to homogeneously 
grow and disperse various nanoparticles onto graphene [124,125]. This is because of the high 
diffusion rates, zero surface tension and low viscosity; the SCF can rapidly transport and homogeneously 
deposit a range of materials onto a sample matrix very efficiently. In a typical experiment, graphene 
(synthesised using the chemical exfoliation method), a Pd precursor and the reducing agent were 
placed in the reactor with sc-CO2, (as shown in Figure 4), leading to the formation and homogenous 
dispersion of Pd nanoparticles onto graphene. 
Figure 4. A schematic representation for the synthesis of Pd-graphene nanocomposites 
using sc-CO2. 
 
The Pd-graphene ratio was varied, and the properties of the nanocomposites were studied. Atomic 
force microscopy (AFM) and transmission electron microscopy (TEM) images of homogeneously 
dispersed Pd nanoparticles onto graphene materials are shown in Figure 5. This is a promising 
strategy for designing, synthesizing and developing next-generation functional novel nanomaterials 
with a broad range of applications, where the simplicity of the reactor design offers great possibility 
for the production of graphene-based nanocomposite materials. 
2.5. Continuous Hydrothermal Flow Synthesis (CHFS) 
Like sc-CO2, supercritical water (sc-H2O) has attracted tremendous interest amongst academia 
and industry [126]. The critical parameters of sc-H2O (374 °C and 22.1 MPa) are higher than  
those for sc-CO2 (31.1 °C and 7.38 MPa). In the supercritical state, water solvent properties, such as 
the density, viscosity and dielectric constant, change drastically in comparison to ambient water [95]. 
Conventionally, due to the high dielectric constant, ambient water easily dissolves polar  
compounds [127]. However, near the critical phase, the dielectric constant of water is greatly 
reduced, and therefore, it has the ability to dissolve non-polar compounds. Furthermore, the lower 
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density and viscosity values of water at its supercritical state mean higher diffusion and, consequently, 
faster reaction rates, provided that mass transfer is the rate controlling step of the process. The 
density, viscosity and dielectric constant of sc-H2O, as with most SCF properties, can be controlled 
by fine-tuning the pressure and temperature of the fluid. Sc-H2O with unique tuneable properties 
provides an excellent medium for the synthesis of various highly crystalline nanoparticles [128]. 
Figure 5. (a) Atomic force microscopy (AFM) images and (b) transmission electron 
microscopy (TEM) images of Pd-graphene nanocomposites. 
(a) (b) 
In the manufacture of materials, hydrothermal (superheated or sc-H2O) syntheses can offer many 
advantages over conventional preparation methods, e.g., lower synthesis temperatures and relatively 
less processing steps [129–131]. The vast majority of hydrothermal synthesis tends to be conducted 
in batch reactions, which are time consuming and allow little or no control over the final product 
properties. Following the pioneering research of the Arai group in Japan [132], continuous hydrothermal 
flow reactors were developed [133–136]. The process is considered green, since it uses water rather 
than organic solvents. The basic process involves mixing a flow of superheated or sc-H2O with a 
flow of an aqueous solution of metal salts to give the rapid precipitation and growth of well-defined 
particles [137,138]. The composition and certain particle properties, such as size and morphology can 
be modulated by controlling the ratios of the metal salt feed, the pressure, the temperature of mixing 
and the presence of a pH or redox modifiers [131,137,139]. Sc-H2O provides a rapid nucleating  
and crystallizing environment within a hydrothermal flow reactor, which facilities the accelerated 
synthesis of highly crystalline nanomaterials. The mechanism of the production of nanomaterials is 
generally explained in terms of: (i) the kinetics of the reaction; (ii) the solubility of the metal oxide; 
and (iii) the hydrodynamics around the mixing point. Near to or in the supercritical conditions, the 
rate of the hydrothermal reactions increases, and the solvation of metal oxides are extremely low. 
Consequently, such hydrothermal reactions are associated with high supersaturation levels, very 
rapid nucleation, high dehydration and low growth rates, which lead to the precipitation of fine 
particles. Further, the reaction engineering of the reactor, including the shape and the direction of  
the mixing point, influence the particle size and the particle size distribution of the final product. 
Commonly, the mixing of water and metal feeds is usually carried out in a tee union mixer. In the 
nozzle reactor, the water is injected downwards using a pipe-in-pipe design [133,136], whereas the 
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side injection of water has been reported to produce smaller particles. Recently, a new mixer design 
was reported, where the metal salt feed and auxiliary were mixed well and then split into two streams 
before entering the reactor through two inlets, where they meet sc-H2O, forming nanoparticles [140].  
In all cases, the synthesis of uniform reproducible nanoparticles has been successfully achieved. To 
conclude, continuous hydrothermal synthesis has been proven to be an excellent medium for the 
synthesis of nanomaterials. In such processes, control over particle properties, such as the size and 
composition, is easily achievable. Moreover, continuous hydrothermal systems offer the ability to 
carry out synthesis in a high-throughput mode, enabling the discovery of new materials [139,141,142]. 
Additionally, large-scale production is also reported [143,144]. 
2.6. Supercritical Water Oxidation (SCWO) Process 
Supercritical water oxidation utilises the unique properties of sc-H2O, such as the high diffusivity, 
low density and remarkable mass transport properties, for the destruction of various toxic and 
hazardous wastes streams, such as paints, oils, pharmaceutical wastes, chemical warfare agents and 
contaminated soil [145–149]. The addition of an oxidant, such as hydrogen peroxide or oxygen, is 
often required. The destruction efficiencies of supercritical water oxidation (SCWO) are reported to 
be very high (99.99%). At supercritical conditions, various organic compounds, such as chlorinated 
organic compounds or nitro-compounds, are destroyed to more environmentally friendly compounds, 
such as chloride ions and nitrates, respectively [150]. However, this process is associated with 
technical drawbacks, such as corrosion and salt precipitation, and, as such, is limited to the selection 
of a suitable wastewater and correctly designed reactors that satisfy a selection of criteria for 
successful operation, including an energy recovery system for the economically feasible implementation 
of this technology [151]. 
2.7. Green Process Using Biphasic Catalysis 
Most of the industrial processes rely on catalysis, such as chemical, pharmaceutics, materials, 
polymers and energy. In the case of homogeneous catalysts, where the catalyst is in the same phase 
as the reactants, they offer numerous advantages for optimizing catalytic systems [152]. However, 
homogeneous catalysts suffer from many drawbacks, including difficulty in separating the catalyst 
particles after the reaction, which could increase the overall product cost. The concept of biphasic 
catalysis, which could possess high activity and reusability, has attracted considerable interest [153]. 
One such example of the biphasic catalytic process is the Ruhrchemie/Rhone-Poulenc commercial 
process [154]. In a biphasic catalysis system, a homogenous catalyst is modified to dissolve in a 
particular solvent, e.g., Solvent A, and the reactants are dissolved in another solvent, e.g., Solvent B. 
During the course of the reaction, the reactants, catalyst and Solvents A and B are vigorously stirred 
to form a single phase in which the reaction can take place. As soon as the reaction is completed, the 
reaction mixture is cooled down, resulting in phase separation and can be easily separated by simple 
decantation. Since the catalyst and product are in separate phases, this helps in removing the catalyst 
from the reaction mixture, and it could be recycled several times without any problems. Yu et al. [155] 
investigated the oxidation of benzyl alcohol to benzaldehyde with hydrogen peroxide as the oxidant 
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and metal dodecanesulfonate salts as the catalysts and found that ~100% selectively could be 
achieved by the principle of biphasic catalysis. Recently, the application of biphasic catalysis for 
hydrogenation of cinnamaldehyde to hydrocinnamaldehyde has been reported, wherein 100% 
selectivity of cinnamaldehyde to hydrocinnamaldehyde has been achieved [156]. 
3. Conclusions 
Engineering strategies have a direct significant impact on the environment. These approaches can 
either add to growing environmental concerns or direct us towards sustainability if the right tools and 
options are selected. As such, green engineering is an effective approach, which offers guidance and 
support towards the direction of sustainable processes, products and systems, whilst reducing  
the risks to humans and the environment. The “greening” of the industry with the introduction of 
processes that provide adequate environmental protection is a key component for the future 
sustainable growth of our society. To implement this vision, new approaches have been developed. 
These include the utilisation of greener supercritical fluids, catalysis, continuous flow processes for 
the synthesis of a broad range of materials or the conversion of carbon dioxide to a value-added 
chemical. Overall, the examples represented here aim to be green in terms of processing with cleaner 
solvents, avoiding multiple step reactions and lowering the energy requirements, in addition to 
providing materials with improved properties. To conclude, driven by fast developing social and 
economic factors, the greening of the industry is the key to our future, where the motivation and 
efforts of chemical and process engineers have introduced attractive and ecological changes via 
changes in chemical processes. However, there still are challenges ahead, and much has to be achieved 
for the “greening” of chemical processes. 
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Energy Considerations for Plasma-Assisted  
N-Fixation Reactions 
Aikaterini Anastasopoulou, Qi Wang, Volker Hessel and Juergen Lang 
Abstract: In a time of increasing concerns about the immense energy consumption and poor 
environmental performance of contemporary processes in the chemical industry, there is great need 
to develop novel sustainable technologies that enhance energy efficiency. There is abundant chemical 
literature on process innovations (laboratory-scale) around the plasma reactor itself, which, naturally, 
is the essential part to be intensified to achieve a satisfactory process. In essence, a plasma process needs 
attention beyond reaction engineering towards the process integration side and also with strong 
electrical engineering focus. In this mini-review, we have detailed our future focus on the process 
and energy intensification of plasma-based N-fixation. Three focal points are mainly stressed throughout 
the review: (I) the integration of renewable energy; (II) the power supply system of plasma reactors and 
(III) process design of industrial plasma-assisted nitrogen fixation. These different enabling strategies 
will be set in a holistic and synergetic picture so as to improve process performance. 
Reprinted from Processes. Cite as: Anastasopoulou, A.; Wang, Q.; Hessel, V.; Lang, J. Energy 
Considerations for Plasma-Assisted N-Fixation Reactions. Processes 2014, 2, 694-710. 
1. Introduction 
Nitrogen fixation is indisputably one of the most important chemical processes for both biological 
and industrial applications. It is a reaction of vital importance as it converts atmospheric nitrogen into 
ammonia or other useful nitrogen compounds that can be directly absorbed by living organisms as 
nutrients. It also plays an integral part in the nitrogen cycle and, thereby, in the conservation of all 
ecosystems. However, apart from its natural importance, fixed nitrogen, and more precisely ammonia, 
is a fundamental component of fertilizers and other chemicals, and is primarily manufactured via the 
Haber-Bosch process. It is the second largest commodity in the global chemicals industry and almost 
80% of its production is utilized in the manufacture of fertilizer [1]. It is worth mentioning that, in 
2011, the world ammonia market exceeded 120 million tons, whereas it is expected to reach up to 
160 million tons by the end of 2020 [2]. 
From an energy point of view, industrial ammonia synthesis is the most energy intensive chemical 
process, consuming approximately 36.6 GJ/ton NH3 for natural gas feedstock and achieving an 
energy efficiency of about 60% [3–6]. For heavier hydrocarbon feedstock, the specific energy 
consumption can increase considerably, reaching a value up to 169 GJ/t NH3 for coal gasification. In 
addition to that, the environmental performance of current state-of–the-art industrial nitrogen fixation 
processes is relatively poor, being characterized by high carbon dioxide (CO2) and nitrous oxide 
(N2O) emissions. In particular, a typical natural gas-based ammonia plant utilizing steam reforming 
process, generates emissions of 1.15–1.30 kg·CO2/kg NH3, while for partial oxidation, they reach up 
to 2–2.6 kg·CO2/kg NH3 [7]. Additionally, nitric acid plants employing non-selective catalytic 
55 
 
 
reduction technology and operating under medium pressure, emit an average amount of 7 kg N2O/ton 
HNO3, whereas for low and high pressure conditions, emissions reach an average value of 5 and 9 kg 
N2O/ton HNO3, respectively [8]. 
Considering the increasing demand of fertilizers, the high energy intensity and environmental 
concerns triggered by industrial nitrogen fixation, the need to develop and integrate more sustainable 
processes becomes imperative. A preliminary contribution in that direction has been made by plasma 
technology which is perceived to be a promising novel approach for improving process environmental 
and energy efficiency. In terms of nitrogen fixation, there is literature documented on its synthesis in 
different plasma reactors under varied operating conditions. Ammonia synthesis has been realized in 
a dielectric barrier discharge reactor under N2/H2 feed flow rate of 0.73 L/min, operating temperature 
of 80 °C and 1 bar pressure [9]. The maximum production efficiency of 1.83 g/kWh has been achieved 
for an applied power of 57.2 W and NH3 concentration of 1400 ppm [9]. Furthermore, the synthesis 
of nitric oxide has also been studied in a microwave discharge plasma reactor for a nitrogen feed with 
35% O2 content at a flow rate of 22 Nl/h, an operating pressure of 50 torr and an applied power of  
10 W [10]. Under these conditions and the incorporation of MoO3 catalyst, an energy consumption of 
28 MJ/kg NO has been reported, which equals to 35% energy improvement compared to experimental 
results without the use of catalyst [10]. 
The research mentioned above serves as illustrative example of the synthesis of ammonia and 
nitric oxide via non-thermal plasma technology. Non-thermal plasma reactors are linked to relatively 
high reaction selectivity and energy efficiency due to the fact that the supplied electrical power is 
channeled predominately to excite electrons rather than heat the bulk volume of the plasma  
gas [11,12]. In addition to this, non-thermal plasmas generated at atmospheric pressure and 
temperature demonstrate clear advantages of low operational costs [13]. However, when it comes to 
industrial application it becomes necessary to adopt a holistic design approach and consider a 
scale-up process and its optimization with respect to the energy efficiency, environmental and 
economic performance. This particular point is initiated in the context of the “Microwave, Ultrasonic 
and Plasma assisted Syntheses” (MAPSYN) Project which focuses on the sustainable process 
intensification of nitrogen-fixation reactions and selective hydrogenations reinforced by plasma and 
microwaves/ultrasound technology respectively [14,15]. In principle, the project aims to overcome 
the energy and environmental challenges related to the massive production of industrially-fixed 
nitrogen by developing flexible “small-scale processes”, which will incorporate the advantages of 
the aforementioned alternative energy sources in novel plasma reactors. A typical example illustrating 
the applicability of this concept is the technology of a vehicle on-board ammonia production from 
water and nitrogen carried out in a Dielectric Barrier Discharge (DBD) plasma reactor at a variety of 
operating conditions [16]. 
2. Methodology-Approach 
As it can be deduced from the previous discussion, the initial conceptualization of industrial 
plasma-assisted nitrogen fixation requires certain design considerations that will lead to an energy 
efficient and sustainable chemical process. In order to realize this, the process design model  
of ammonia and nitric acid synthesis—incorporating the nitric oxide generation as a reaction 
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intermediate—will be developed for both conventional and plasma-assisted production pathways. 
Simulating the selected plasma-assisted processes in the Aspen Plus software tool (Aspen Technology, 
Inc.: Burlington, MA, USA) is likely to facilitate the energy efficiency benchmarking and optimization 
procedure with the corresponding conventional industrial operations. 
The simulation model of the scaled-up plasma ammonia and nitric acid will primarily satisfy the 
prerequisites of a typical medium-scale ammonia and nitric acid plant with respect to the feedstock 
properties and flow rate, as well as, the type of upstream and downstream activities. However, at a 
later stage when the simulation optimization for the given plasma-assisted processes has been 
achieved, certain design modifications will be incorporated related to the capacity/capability of 
upstream and downstream activities based on different supply chains scenarios, the hydrogen 
production source, as well as, the power supply system of plasma reactors. These considerations, as 
shown in Figure 1, will be briefly discussed below with the view to providing a general overview of 
the upcoming energy challenges associated with the design and integration of plasma technology to 
conventional-established chemical processes. 
Figure 1. Focus areas of energy considerations for plasma-assisted nitrogen fixation. 
 
2.1. Integration of Renewable Energy Sources 
Almost 97% of the energy requirements of a typical ammonia plant is associated with hydrogen 
generation via natural gas steam reforming [3]. This fact indicates the necessity to consider 
renewable energy sources as an alternative electricity power supply system and hydrogen production 
source. In essence, numerous researchers have conducted detailed studies on the electricity generation 
via solar and wind energy, as well as hydropower energy [13,17–20]. Case studies on ammonia 
production via alternative energy sources will be presented below. 
Ammonia synthesis via alternative energy sources has been conceptualized for both electricity 
and hydrogen production based on different technologies as shown in Figure 2 [13]. Although 
methane steam reforming is a more economically and energy efficient production technique of 
hydrogen, compared to hydrolysis or air separation, the latter can be proved feasible, if combined 
with renewable sources what have higher or comparable electricity generation efficiency as the 
conventional one. For example, the efficiency of electricity generation by hydro, wind and solar can 
reach up to 95%, 35% and 23%, respectively, whereas natural gas turbine and steam turbine coal-fired 
power plants have efficiencies of 39% and 47%, correspondingly [21]. These facts, in combination 
with the following case studies, provide some promising industrial perspectives of the renewable 
energy sources that will be thoroughly investigated in the content of the MAPSYN project. 
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Figure 2. Ammonia synthesis based on different hydrogen sources. Reprinted with 
permission from [13]. Copyright 2008, Iowa State University. 
 
Avery et al. extended the existing knowledge on Ocean Thermal Energy Conversion (OTEC) 
technology by proposing the design of a 325 MWe plant-ship generating 1000 tons of ammonia per 
day [22,23]. The plant would basically exploit the temperature gradient between the surface and deep 
ocean water to generate electric power onboard which would be used, in turn, for ammonia synthesis 
and other energy-demanding operations. As it can be clearly deduced from the Figure 3, the majority 
of the OTEC power is allocated to hydrogen and nitrogen production via water electrolysis and air 
liquefaction, respectively, whereas the rest covers propulsion and other related needs. 
Figure 3. Ammonia plantship powered by OTEC. Reprinted with permission from [23]. 
Copyright 1985, International Association for Hydrogen Energy. 
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An effort towards commercialization has been made by the University of Minnesota (West 
Central Research and Outreach Center), which inaugurated the operation of the first wind-powered 
ammonia pilot plant in 2013 (Figure 4). Early-bird results from plant performance testing demonstrated 
an energy consumption of 60 GJ/ton NH3 [24]. Although, the value is relatively higher than the 
conventional ammonia production by steam reforming, the environmental impact of the process is 
considerably lower as less fossil fuels are utilized for electricity generation. It is also worth mentioning 
that the plant undergoes optimization and new plants are likely to achieve an energy consumption  
of 8 MWh/ton NH3 where average consumption for conventional synthesis route is 12 MWh/ton  
NH3 [25]. 
Figure 4. Ammonia pilot plant powered by wind in Minnesota. Reprinted with 
permission from [17]. Copyright 2013, University of Minnesota. 
 
As can be deduced from the above case studies, the integration of alternative energy in  
plasma-assisted nitrogen fixation can be feasible and sustainable, provided the optimum plant design 
with respect to the location of the resources has been selected. This is likely to facilitate and maximize 
the resource utilization and, also, reduce the overall energy costs and the environmental footprint of 
the given processes. In essence, in the framework of the MAPSYN project, different scenarios for 
certain alternative energy sources will be developed and optimized based on discrete criteria, such as 
location, capacity, desired design, operational flexibility, etc. A detailed report on this topic will be 
provided at a later stage, when research has demonstrated progress enough to generate concrete results. 
2.2. Power Supply System of Plasma Reactors 
Regarding the energy consumption of plasma-assisted nitrogen fixation, all the reported literature 
focuses mainly on the performance of the plasma reactors rather than the efficiency of the applied 
power supply system. In the case of plasma processing, the term efficiency implies the real amount  
of power transferred in the discharge plasma, as compared to what is generated. This has become a 
focus area of many researchers who have stressed the importance of the power supply system in the 
overall energy consumption of plasma reactors [26–31]. Especially for DBD plasma reactors that 
will be also utilized in the MAPSYN project, there is reported literature on the principle of 
59 
 
 
impedance matching as a way to enhance the overall electrical performance of both the plasma 
reactor and power generator systems. To exemplify, two case studies will be provided below, illustrating 
the practical application of the aforementioned principle in reducing DBD impedance. 
Prior to the citation of two illustrative examples that focus on the impedance matching in  
DBD reactors, it would be wise to explain the principle of impedance matching. As seen in Figure 5, in 
a simple electrical circuit, the power generator (EG) is meant to provide power to a load resistance 
(RL) [32]. However, due to the internal resistance of the source (RG), a considerable amount of the 
generated power is wasted as heat whenever the circuit is closed. This actually implies that less 
power will be always transferred to the load compared to the generated one. In order to minimize this 
effect and maximize the power transfer to the load, the optimal position, as depicted in the Figure 6, 
should be achieved where the internal impedance is equal to the load impedance. In that case, the 
maximum power transfer is achieved with a power transfer efficiency of 50%, which implies that 
half of the generated power is dissipated by the RL, whereas the other half is allocated to heat losses 
induced by the RG [32]. The process of reducing load impedance and making it equal to the internal 
impedance is called impedance matching and is accomplished by adding a proper matching 
network/component between RG and RL, as will be described in the following case studies. 
Singh and Roy have highlighted the phenomenon of power reflection due to the capacitive 
behavior of a DBD plasma actuator and, also, the importance of impedance matching for an optimum 
performance [33]. For that reason, their focus has been placed on integrating a resistance-inductor 
(RL) or resistance-inductor-capacitor (RLC) circuit between the power generator and plasma 
actuator, with a view to reducing the capacitive reactance of the latter and, hence, enhancing power 
transfer in the plasma. Initially, the equivalent circuit of the actuator and the matching component 
has been designed as shown in the Figure 7, with the plasma actuator being simulated by a group of 
capacitors, inductor and resistance. On this circuit diagram, the influence of the applied frequency on 
the equivalent resistance and reactance has been examined for the three following cases: (I) System 
of DBD actuator circuit without any matching network (II) System of DBD actuator circuit with  
an RL matching component and (III) System of DBD actuator circuit with an RLC matching 
component. Given that the values of the CP, LP, Cdv and Cd are 1 nF, 1 pH, 1 pF and 1 Pf, respectively, 
and the resistance rp varies between 0.1, 1, and 10 ohm, the stand-alone DBD actuator system 
demonstrates negative reactance at low applied frequencies. On the other hand, by adding an RL 
circuit with Rm = 0.1 ohm and Lm = 0.1 pH in parallel to the actuator the equivalent reactance 
becomes positive and the resistance remains constant at a value of 0.1 ohm. Under these conditions 
impedance matching is facilitated by a recommended power generator of low output impedance, 
around 0.1 ohm [33]. 
ȉhe third examined case involves the integration of an LRC circuit in parallel to the actuator with 
Rm = 0.1 ohm, Lm = 100 ȝǾ and Cm = 100 ȝF. As Figure 8 depicts, the equivalent resistance of the 
circuit is 10 ohm and the reactance fluctuates between of í0.5 and +0.5 ȍ. This operating regime 
promotes rather a higher resistance power supply than the one proposed for the RL matching network. 
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Figure 5. Typical electrical circuit consisting of power generator and a load. Reprinted 
with permission from [32]. Copyright 2001, Jaycar Electronics Group. 
 
Figure 6. Relationship of power delivery with varying load resistance. Reprinted with 
permission from [32]. Copyright 2001, Jaycar Electronics Group. 
 
Figure 7. Equivalent electrical circuit of a DBD reactor incorporating an impedance 
matching component. Reprinted with permission from [33]. Copyright 2007, AIP 
Publishing LLC. 
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Figure 8. Effect of applied frequency on the resistance and reactance of the plasma 
reactor system under the effect of (a) an inductor-resistor (LR) matching component and 
(b) an inductor-resistor-capacitor (LRC) impedance matching component. Reprinted 
with permission from [33]. Copyright 2007, AIP Publishing LLC. 
 
In addition to the previous case study, Zito et al. have also investigated the effect of impedance 
properties on the power delivery in a DBD plasma actuator and proposed a matching network [34].  
In specific, the first part of their research includes the examination of power transfer with respect to 
the applied voltage and current. The generated graphic plots demonstrated periodically positive and 
negative values of power transfer. The negative values indicate the reactive impedance of the DBD 
actuator. To address this point, they proceeded with the design of the equivalent electrical circuit of 
the plasma actuator system in parallel with an LRC matching circuit. The actuator is modeled with a 
resistance and a capacitor of 5 pF in parallel under an applied frequency of 14 kHz. Depending on 
these parameters, a pair of values for the capacitor and inductor of the matching network has been 
estimated and ranged between 0 to 1 mF and 25.8 H to 130 nH, respectively [34]. 
As discussed above, the impedance of the plasma reactor has been simulated as an electrical 
equivalent circuit with known values for the related resistances, capacitors and inductors. In literature 
various electrical models-circuits have been reported for both DBD and Gliding arc reactors based 
on different assumptions and configurations [26–28,35–42]. To elaborate, in the case of a DBD 
reactor, Barrientos et al. have represented dielectric layers by an ideal capacitor and plasma 
discharges by a variable resistance and a current source controlled by a voltage source (Figure 9) [43]. 
On the other hand, Liu and Neiger have used only a variable capacitor so as to avoid the unknown 
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discharge dependent non-linear variable R(t) (Figure 10) [44]. In addition to the configuration of 
the equivalent circuit, measuring the external applied voltage and current applying basic electrical 
formulas, such as the Ohm’s law and Kirchoff’s law, enables the estimation of the displacement 
current Iv,g(t) and conduction discharge current Ip,g(t) [44], as well as, the determination of the 
optimal operating conditions [43]. In the case of a Gliding arc reactor, Diatczyk and Stryczewska et al. 
have applied the Cassie-Mayr model to simulate the Gliding arc with the electrical arc generated  
in the circuit breakers [28,45]. In particular, the Cassie model, assuming power losses caused by 
convection, estimates arc conductance as a function of a constant electric arc voltage and time 
constant value at maximum current [46,47]. On the contrary, the Mayr model assumes power loses 
caused by thermal conduction and proposes an equation where arc conductance is estimated as a 
function of the power losses and a time constant value at zero current [46,47]. Although the Cassie 
and Mayr models are usually applied at low and high-range currents, respectively, in complex 
problems, they are both combined to a hybrid model with certain parameters being modified so  
as to cover all possible operating conditions [41]. Generally, for the MAPSYN plasma reactors, the 
applicability of these electrical models will be critically tested and compared with experimental 
results so as to facilitate a robust approach to the aforementioned impedance matching problem. 
Figure 9. Electrical model of DBD reactor. Reprinted with permission from [43]. 
Copyright 2006, IOP Publishing. 
 
As can be concluded from the above discussions, the importance of impedance matching is 
apparent throughout many related research papers. The applied methodology behind this electrical 
principle is overall the same in all cases and entails the understanding of key electrical characteristics of 
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plasma reactors, the impedance modeling (equivalent circuit modeling) and the proper selection of 
a matching network that will reduce load reactance and increase power transfer. However, although 
DBD reactors have received intense attention in terms of optimization of their power supply system, 
until now, there is no relevant literature reported on plasma-assisted ammonia and nitric oxide in 
DBD and Gliding arc reactors. This fact triggers the necessity to examine its applicability in this 
project with a view to designing an efficient power supply system for future industrial applications. 
As the Dielectric Barrier Discharge (DBD) and Gliding Arc (GA) reactors will be used in the 
context of the MAPSYN project, studying and comprehending the behavior of key electrical 
parameters are likely to yield new insights into minimizing power losses and maximizing power 
transfer to plasma discharge. The existing knowledge gap is intended to be narrowed by conducting 
both systematic and methodical experimental and simulation studies on the dynamic behavior of 
the power supply system of plasma reactors. 
Figure 10. (a) The DBD electrode layout and (b) the equivalent circuit. Reprinted with 
permission from [44]. Copyright 2003, IOP Publishing. 
 
2.3. Synthesis Loop and Downstream Activities 
A critical part in the energy optimization of the plasma-assisted nitrogen fixation processes is the 
ASPEN design and simulation of the synthesis loop, or more precisely the reactor scheme itself. The 
performance of the plasma reactor will closely influence the capability of the relevant upstream and 
downstream activities. To elaborate, as shown in Figure 11, the synthesis gas (nitrogen/hydrogen feed), 
which is obtained from the methanation section at a temperature of 280 °C and pressure of 26.5 bar, 
undergoes further compression to approximately 300 bar prior to entering the ammonia synthesis 
loop [48]. The generated ammonia exits the synthesis loop at a temperature around 440 °C and 
pressure of 284 bar and, then, is directed to the refrigeration system with starting operating conditions 
of 15 °C and 275 bar. Upon the same design concept and feedstock properties, replacing the conventional 
ammonia converters in the synthesis loop with a single or a series of plasma reactor operating at 1 bar 
and 25 °C is likely to reduce energy costs at a first stage, as the compression and preheat requirements 
of the reactor feed will be remarkably lower. However, this point alone is not able to provide a clear 
view of the process energy efficiency, since it should be considered in combination with the electricity 
consumption of plasma reactor, which will play a contributory role and request considerable 
attention in terms of its optimization. 
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In addition to the power consumption of the plasma reactor, the ammonia conversion rate will also 
influence the overall energy savings. The maximum conversion rate for plasma-assisted ammonia 
synthesis in DBD reactor reported in literature is 12.6% (under 180 °C and 1 bar) compared to 24% 
of the conventional one [49]. This implies a re-conceptualization of the established downstream 
processes for the reason that more quantity of unreacted reactants will be recycled in the synthesis 
loop and, thereby, larger heat transfer areas of the heat exchangers and higher capacity of compressors 
and flash tanks will be required [50]. 
Figure 11. Schematic overview of ammonia synthesis process. Adapted with permission 
from [51]. Copyright 2006, Wiley-VCH Verlag GmbH & Co. KGaA. 
 
On the other hand, nitric acid synthesis is energy efficient and is consolidated upon three major 
reactions: (a) ammonia combustion, (b) oxidation of nitric oxide, and (c) absorption of nitric oxide in 
water (Figure 12) [52]. The process demonstrates a net energy export of approximately 1.6 GJ/t 
HNO3. attributed to the heat recovery from the absorption tail gases and the exothermic oxidation of 
ammonia which takes place at temperatures and pressures between 840–950 °C and 1–8 bar, 
respectively [53]. The NO gas generated by ammonia combustion is cooled to 20–30 °C and driven 
to the absorption column where its oxidation and absorption in water will take place. Based on these 
operating conditions and assuming the replacement of the ammonia oxidation by a plasma-assisted 
nitric oxide process operating at ambient temperature and pressure, the energy profile of the entire 
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process seems to drastically change, as the nitric oxide reaction is highly endothermic and the NO 
conversion rate is still lower than the conventional one. Although energy savings from avoiding 
cooling the plasma-produced NO for the absorption section seem to dominate at a first stage, the 
lower conversion will lead to a redesign of the downstream activities and, thereby, to a different 
energy profile for the plasma process as compared to the conventional one. Consequently, a pinch 
analysis will be conducted for the optimal ASPEN design model of the plasma-assisted nitric acid 
synthesis so as to minimize energy consumption and to enable a complete benchmark with the 
conventional route. 
In both cases of plasma-assisted nitrogen fixation, the initial ASPEN model will be established  
and optimized based on the conventional operating conditions. However, after completing this step, 
different design scenarios that enhance the energy performance of plasma-assisted nitrogen fixation 
will be applied since the final aim of the MAPSYN project is not to achieve comparable industrial 
production capacities, but to develop processes performing at a maximum efficiency based on their 
inherent characteristics and operational requirements. 
Figure 12. Process flow diagram of dual pressure nitric acid synthesis. Reprinted  
with permission from [53]. Copyright 2001, Umweltbundesamt-Federal Environment  
Agency Austria. 
 
3. Conclusions 
As it can be concluded from the above, there are three major design parameters that will play  
a critical role in the energy performance of plasma-assisted nitrogen fixation: (I) the integration of 
renewable energy; (II) the power supply system of plasma reactors; and (III) process design of 
industrial plasma-assisted nitrogen fixation. The integration of renewable energy sources is one of 
the most influential factors in enhancing the sustainability profile of the selected processes. Valid 
scenarios, for example, for the utilization of solar and wind energy will be developed and incorporated in 
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the process design and the corresponding energy footprint will be monitored. In addition to that, the 
power supply system of the plasma reactors will also become a subject of profound research. The 
reason for this lies in the fact that studies towards the improvement of the power delivery efficiency 
in the discharge plasma have been intensely identified in literature with the majority of them 
employing the impedance matching theory. The underlying principle of this impedance matching 
will be applied and tested in the plasma reactors of the MAPSYN project with a view to minimizing 
power losses and maximizing power delivery in plasma discharge. 
Regarding the initial industrial design of the plasma-assisted ammonia and nitric acid syntheses, 
although it will generally follow the conventional corresponding production routes, the synthesis and 
downstream activities will still be subject to re-conceptualization with respect to the capability, 
equipment size, etc. Finally, the proposed design for the selected processes will be subjected to a 
multi-criteria optimization procedure with the ultimate aim of attaining long-term economic feasibility 
and sustainability. 
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Selection of Technical Reactor Equipment for Modular, 
Continuous Small-Scale Plants 
Nicolai Krasberg, Lukas Hohmann, Thomas Bieringer, Christian Bramsiepe  
and Norbert Kockmann 
Abstract: Fast process development, flexible production and the utilization of advanced process 
conditions are the main goals of modular and continuous small-scale plants (MCSPs). A configurable 
layout of the modules and the use of predefined equipment enable a quick and reliable conceptual 
process development and scale-up of continuous processes. Therefore, a computer-assisted selection 
methodology was developed and is presented, which allows the quick selection of plug flow reactor 
equipment for homogeneous liquid phase reactions. It identifies a favorable technical apparatus and 
the configuration in the early stages of process development. This can lead to the effective planning 
and guiding of scale-up experiments and closes the gap between lab and process development. 
Reprinted from Processes. Cite as: Krasberg, N.; Hohmann, L.; Bieringer, T.; Bramsiepe, C.; 
Kockmann, N. Selection of Technical Reactor Equipment for Modular, Continuous Small-Scale 
Plants. Processes 2014, 2, 265-292. 
1. Introduction 
In recent public funding projects (e.g., F3 Factory [1], CoPIRIDE [2]), the first examples of 
modular and continuously operated small-scale plants (MCSPs) have been evaluated and confirmed 
to be beneficial in a technical and economical manner [3,4]. The presented prototypes represent  
first-of-its-kind plants and demonstrate the general feasibility of the technology. To fully exploit 
the potential of MCSPs, the entire development chain, starting with the chemical process development 
and conceptual process design to engineering and construction, has to be supplemented with 
innovative methodologies. These should take into account the main drivers for the utilization of 
future production concepts. For some products, “time-to-process” is of great importance for enabling 
market entry. This can be true for products with a short product lifespan in volatile markets, as 
described by I.V. Gürsel et al. [5]. Other products, like high value pharmaceutical drugs, benefit 
from continuous processing and fast process development by using the same MCSP for the early 
supply of kilogram-samples for clinical trials and for later market entry. MCSPs also provide a 
flexible platform concept [6] for the production of different lot sizes of highly customized products. 
Due to continuous processing, lot size can be adapted by the campaign runtime. A range of similar 
products (e.g., polymers of different molecular weight distribution), which are adapted to exactly 
meet customer needs, can be realized by utilizing the ability to reconfigure single modules within 
MCSPs. Singh et al. [7] describe a process reconfiguration strategy for substrate adoption that 
could be applied here. Furthermore, the compact framework of an MCSP provides an ideal 
infrastructure for the implementation of milli- and micro-structured equipment, enabling the 
integration of process-intensified equipment into a production environment. The technology offers 
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access to new synthesis routes and process windows that are not suitable for classical batch 
operation or that provide better product quality than conventional processing [8,9]. 
In order to meet the named requirements for a shortened development time and increased plant 
flexibility, and additionally, enabling the use of modern process equipment, the concept of modular 
process development [10] utilizing predefined and intensified equipment will be addressed in this 
article. A methodology for the selection of technical reactors in the early stages of conceptual 
process design is presented exemplarily, which aims at supporting the data acquisition for reaction 
systems and process scale-up. By identifying the most critical technical parameters and promising 
reactor technologies in the early stages of development, the steering of lab development and 
scale-up can be facilitated. The methodology aims at choosing the optimal solution out of commercially 
available equipment rather than engineering new, highly optimized equipment. These already 
existing and tested devices often have inherent numbering-up/scale-up concepts available, which 
can be combined with a modularized plant framework to simplify and speed up implementation 
into MCSP. 
2. Modular Plant Design and Predefined Equipment 
The term plant modularization is widely used within literature, describing different possible 
layers for the implementation of modularity in plant engineering and construction [4,11–13]. Hence, 
for the MCSP, the applied definition of modularity shall be specified in this chapter. According to 
Figure 1, multiple MCSPs can be integrated into one backbone facility to provide the needed 
technical and logistic infrastructure for the processes and to reduce the overhead operation 
expenditures (e.g., staff, logistics, storage and civil engineering). The backbone facility can be a 
greenfield solution or likewise integrated into an existing (batch) facility. 
Figure 1. Hierarchical structure of the physical elements within modular and 
continuously operated small-scale plant (MCSP) planning. 
 
Individual MCSPs can be fitted into ISO transport containers if the preassembly of the plant, 
location flexibility and an easy process redesign are of some importance. The container framework 
also provides all the needed process utilities, the overall process control and a grid for the positioning 
of process modules within its compact footprint.  
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2.1. Modular Equipment 
These two top layers are not regarded as modular. The modular design is applied to the next 
layer of the plant. Functional units of the process are clustered into modules, where one module 
consists of the main equipment, which provides the desired unit operation together with all needed 
peripheral components (e.g., pumps, heat-exchangers, piping, process control components). To be 
compatible with one another, the construction of each module follows certain design rules. Each 
module is constructed into a transportable skid in which the footprint of the skid is a multiple of a 
discrete grid size, which gives flexibility for the arrangement and rotation of adjacent modules. To 
enable fluidic and electrical connections, predefined compartments, as well as standards for the 
final interconnection of the modules are specified, and near-field process control systems are provided, 
which can be connected to the overall process control system. 
The main and peripheral equipment within the modules are described in detail at the component 
layer. The single components are combined to achieve a desired module operation window defined 
by technical parameters (e.g., ranges for temperature, pressure, flow rates, material grades). Thereby, 
within one module, some components are exchangeable to adapt different operation conditions. 
Especially for the main equipment, a certain free space inside each module is reserved during the 
initial planning, which offers the possibility of integrating various equipment into the same base 
module, in order to facilitate the reuse of already planned modules.  
In addition to these physical properties of a module, a documentation package containing all 
necessary documents for planning, construction and operation is generated for each module. Besides 
typical engineering documents (e.g., P&ID, instrument datasheets), it also includes templates for the 
process control system, a safety and reliability assessment, a list of possible configuration alternatives 
and simulation models, which describe the resulting operation window. A corresponding definition 
of module planning documentation is also described by Bramsiepe et al. [10]. 
As a result of the described modularity, different possibilities for the reuse of information and 
equipment can be utilized to speed up the “time-to-process”. If process specifications for a given 
task fit into an already existing module (referred to as the “base module”), it can be reused without 
modification. Furthermore, the reproduction of an existing base module from a documentation package 
without major modifications is possible, which enables savings in the development and construction time 
and expenditures. If no existing or planned module meets the specification of an actual process task, 
a new module has to be designed. Therefore, the documentation package of the best fitting base module 
is reused by specifying different components where necessary. The method presented in the following 
aims at supporting the selection of the main equipment within a base module by using predefined 
process equipment. 
2.2. Predefined Equipment 
The above-mentioned concept of a configurable base modules can be applied for several unit 
operations within the MCSP. Especially for the reaction steps of a process, it is augmented by a 
broad variety of commercially available technical reactors for continuous processing, including 
intensive mixing, heat exchange and residence time applications. If the peripheral equipment of a 
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reaction module is chosen carefully, it can be used for a wide range of applications within a defined 
process task (e.g., reaction systems defined by a phase system). For basic operation conditions (e.g., 
temperature, pressure, volumetric flow rate, viscosity), a range of one or two magnitudes for each 
parameter is achievable using the same peripheral equipment. All other operation parameters (e.g., 
residence time, mixing intensity, heat removal) are only dependent on the main apparatus of the 
module, which can be chosen arbitrarily within the geometrical boundaries of the base module.  
In a classic continuously operated, large-scale plant, the reactor is often intensively optimized 
and individually designed for a particular application and operating point. Numerous reactor design 
methods, like heuristic approaches, dynamic optimization approaches, attainable region methods, 
rigorous optimization approaches (e.g., superstructures) and the systematic staging approach, are 
presented in the literature, as reviewed by Peschel et al., and present a rigorous multi-step optimization 
approach [14]. A recent method presented by Patel et al. [15] adopts a modular approach for tubular 
reactor design. These methods show an increasing mathematical complexity during the last five 
decades and usually aim at designing strongly optimized, but individually constructed reactors.  
To achieve this, a broad variety of process information (especially a mathematical description of the 
reaction kinetics) is required. 
In contrast to this, the approach presented here aims at supporting the early process development 
and scale-up from lab to productive environment. Hence, it has to deal with increasing system 
knowledge starting with rudimentary information to support early lab development. To further 
decrease the development time, the usage of predefined equipment is intended. Predefined equipment 
can be represented either by an apparatus being already in stock from a former process (reutilization)  
or by a commercially available standard apparatus. This also affects the design procedure, due to  
the fact that the geometries of the available reactors are already fixed. Instead of designing an 
optimized new piece of equipment, an existing apparatus has to be identified from a database, 
sufficiently approximating an optimal reactor for the process. Some manufacturers already provide 
a systematic scale-up or sizing approach for their own equipment, which can also be regarded in 
the selection process. This can address the parallel or serial connection of basic reactor elements or 
system-inherent scale-up strategies, as reported by Roberge and Kockmann et al. [6,16–18], to 
select the right equipment to meet the process requirements. The selection of equipment from a 
fixed set of devices and their interconnection allows for a quicker engineering and construction 
compared to designing specialized equipment. Otherwise, an increased willingness to compromise 
with respect to the optimal technical process is needed. If a predefined reactor is chosen, for 
example, the device throughput and mean residence time cannot be chosen independently. For 
many reactions, the method presented in the following chapter can nonetheless lead to a sophisticated 
technical solution. 
3. Selection of Predefined Plug Flow Reactor Equipment 
The methodology will focus on the selection of plug flow reactor equipment, which is suited  
to operate homogeneous liquid-phase reactions in an MCSP. As a result, favorable technical reactor 
designs are suggested. Experimental validation and further specifications of the equipment  
(e.g., material grade, chemical resistance, safety installations) have to be considered subsequently. 
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The reactor selection methodology presented in this paper requires data from different origins  
to decide about the technical ability of the reactor system and to identify the most promising ones. 
From the chemical process development, basic information about the chemistry of the process 
(stoichiometry, stoichiometric ratio, solvent system, reaction temperature), the mean physical properties 
of the reacting fluid (density, viscosity, heat capacity, molar masses), the chemical properties of  
the system (heat of reaction/adiabatic temperature rise, operation temperature interval, reaction 
kinetics) and the desired reactor concept [19] (plug flow or total back-mixing in the reactor) can be 
gained. The conceptual process design and the process flowsheet provide information about the 
state of the feed stream (mass flow rate, composition, temperature, pressure) and give general targets 
for the outlet stream (targeted conversion/yield). An equipment database provides information about 
the available predefined reactor systems. For each reactor system, a dataset consisting of geometry 
information (length, diameter, volume), the allowed operation conditions (feasible operation pressure 
or temperature), and specific correlations (pressure drop, heat transfer) is stored in the database  
(cf. Table 1). 
The database information for process and equipment can be accessed and processed by a  
user-guided software tool. Suited mathematical models are used to calculate the characteristics of 
the investigated process simultaneously in various reactor systems. The characteristics can be compared 
with boundary values connected to the apparatuses or the reacting fluid, which must not be violated. 
As characteristics, the mechanical and thermal stability of the reactor in operation, a sufficient 
initial mixing of the reactants in the reactor and the thermal stress to the reacting fluid has to be 
analyzed. Such a technical boundary will be called the “technical criterion” in the following. 
Further “performance indicators”, like the high conversion of the reactants, the high selectivity to 
the desired product(s), the moderate operation conditions (low required inlet pressure, ambient 
required temperature of the heat transfer medium), favorable flow conditions and, especially in 
case of the MCSP, a sufficiently low space demand of the main reactor equipment in the reactor 
module, can be used to revise and rate the technical ability of the reactor systems. Beside all these 
aspects ensuring the technical ability of a certain reactor system, investment costs and the time 
required for delivery and construction have to be considered, too. The reuse of an already existing 
reactor module might be of economic advantage over purchasing new (optimized) systems, due to 
the time-saving aspect. Operating costs are assumed to be less depending on the choice of the main 
equipment. Thus, operating costs will not be analyzed in detail here, although it might be generally 
favored to choose a reactor, operating at moderate conditions as mentioned above, resulting in 
lower energy demand. 
3.1. Availability of Process Data 
The full range of process information mentioned above is often not available from the start of 
the process development for a new fine chemical/pharmaceutical product. Especially measuring the 
kinetics of the reaction are often more complex and time-consuming, compared to physical properties 
and other chemical properties. Thus, the reactor selection methodology presented here is divided 
into two parts. The first part works without exact kinetic information. In the second part, reaction 
kinetics data are used to deeply analyze the pieces of equipment being preselected in the first part. 
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3.2. Reliability of Equipment Data 
From the equipment point of view, basic information about all mentioned areas (geometries, 
operation limits, important transport correlations) has to be available to include a reactor system 
into the database and to consider its application in the MCSP. The reliability of these data depends 
on the way it was gained. Geometry information taken from detailed mechanical drawings of the 
reactor or empirical correlations fitted to experimental data will be more accurate than rough 
assumptions based on catalogues of the equipment manufacturers or literature correlations being 
suitable for similar channel geometries. 
Thus, the reactor systems being implemented in the equipment database use datasets of diverse 
reliability. The comparison of the results of different reactor systems has to be executed with 
appropriate caution. A demand for simple, but reliable and experimentally validated, operating 
correlations (pressure drop, heat transfer and mixing behavior) for predefined reactor equipment 
can be stated. One the one hand, that information can be gained from operational experience, using 
the equipment in an MCSP. On the other hand, an intensified cooperation of equipment manufactures 
and equipment operators is needed. 
3.3. Stepwise Reactor Selection Methodology 
The methodology of selecting technically suited, predefined plug flow reactor equipment from a 
database will be described in more detail in the following. An overview about the stepwise 
procedure is presented in Table 1. Each step requires more data of the particular process and of the 
predefined equipment. Due to the fact that process data has to be gained during process development 
(see Chapter 3.1), the order of selection steps is adjusted to an increasing demand of process data 
and to its expected availability during the approaching process development project. If, e.g., viscosity 
and heat capacity data of the reacting fluid is unavailable for a new process in an early stage of the 
process development, suitable reactor setups can already be preselected from the equipment database, 
based on throughput and mean residence time only.  
Before utilizing the reactor selection methodology, a reactor database and basic information 
about the feed stream to the reactor have to be provided (see Table 1, presettings and prerequisites). 
The computer-aided execution of the reactor selection methodology allows for the simultaneous 
analysis of multiple reactor systems. Exclusion of reactor systems due to technical reasons is the 
main focus of each step of the reactor selection methodology. In addition, further operation data 
(e.g., flow velocity, Reynolds number, heat transmission coefficient) is gained for every reactor 
being analyzed (see Table 1).  
3.3.1. Step 1: Residence Time (Performance Indicator) 
Residence time is an important factor to successfully perform a chemical reaction. In case of 
insufficient time for the reaction progress (residence time), the conversion/yield will be less than 
expected. This is often undesired, according to the productivity of the process. In addition, it can 
cause safety issues if unconverted reagents leave the reactor and react uncontrolled in a downstream 
part of the process [21]. Excessive residence time can promote undesired slow side/subsequent 
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reactions, too. In contrast to batch operations, where the operating time is a degree of freedom to 
control the progress of reaction (conversion), the mean residence time of each plug flow reactor, ݅, 
is defined by the volumetric flow rate and the active volume of the certain reactor, ݅ (Equation (1)). 
߬௜ ൌ ௜ܸሶܸௗ௘௦௜௚௡ (1)
In order to decide whether a predefined reactor system, ݅, from the database is suitable for the 
process or not, the mean residence time of the reactor has to fit in the space of an interval of 
allowable minimal/maximal residence time of the process (Equation (2)). 
߬௠௜௡ ൑ ߬௜ ൑ ߬௠௔௫ (2)
In the early steps of process development, the allowable interval can be estimated utilizing  
semi-quantitative experience from the laboratory, e.g., analyzing the outlet compositions of 
continuously run experiments at different flow rates or analyzing concentration profiles from batch 
experiments at a defined reaction temperature. Later on, the chosen interval can be validated using 
reaction kinetics to simulate the concentration profile in the technical reactor. This residence time 
interval indicates no technical operating limitation of the reactor, but a window in which the 
reaction is desired to be operated. Reactor systems missing the residence time interval narrowly 
should not be excluded directly. If the process flow rate is variable within some percent േ݂, the 
flow rate of those reactors can be adapted (Equation (3)). 
ሶܸ௜ ൌ
ە
۔
ۓ ௜ܸ߬௠௜௡ ǡ ߬௜ ൏ ߬௠௜௡ ר
௜ܸ
߬௠௜௡ ൒
ሶܸௗ௘௦௜௚௡ሺͳͲͲΨ െ ݂ሻ
௜ܸ
߬௠௔௫ ǡ ߬௜ ൐ ߬௠௔௫ ר
௜ܸ
߬௠௔௫ ൑
ሶܸௗ௘௦௜௚௡ሺͳͲͲΨ൅ ݂ሻ
 (3)
If an adaption of the flow rate is not feasible for a certain reactor system, it will be excluded and 
not further investigated henceforth. 
3.3.2. Step 2: Operating Pressure (Technical Criterion) 
The highest pressure in a liquid-phase plug flow reactor is expected at the inlet (Equation (4)), 
whereas the outlet pressure (reaction pressure ݌ோ) is defined by the laboratory development. It can 
be elevated from atmospheric pressure, e.g., to suppress the vaporization/desorption of one or more 
components from the reacting fluid. 
݌௜௡ǡ௜ ൌ ݌ோ ൅ ο݌௜ (4)
The pressure drop depends on the particular reactor system (channel geometry, volumetric flow 
rate) and the properties of the reacting fluid (density, viscosity). It has to be estimated by suitable 
pressure drop correlations, which have to be present in the reactor database. The inlet pressure has 
to be compared to the allowable maximal pressure inside the complete reactor module, which is 
defined by the particular reactor itself, fittings, piping, gaskets, instruments or the pumping systems 
available in the reactor module (Equation (5)). It must not be violated. 
݌௜௡ǡ௜ ൏ ൫݌௠௔௫ǡଵǡ ǥ ǡ ݌௠௔௫ǡ௡൯௜ (5)
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3.3.3. Step 3: Operating Temperatures (Technical Criterion) 
Temperature management is a key issue for processing chemical reactions at a technical scale. 
This paper is focused on reactors being cooled or heated fluidically. Allowable minimal and maximal 
temperatures of the reacting fluid (e.g., freezing point, boiling point, decomposition temperature) 
and of the equipment (e.g., of reactor, fittings, piping, gaskets, instruments) can be defined. These limits 
must not be violated either by the temperature of the reacting fluid or by the temperature of the heat 
transfer fluid (HTF). The heat transfer coefficient describing the internal heat transfer from the 
reacting fluid to the wall can be calculated by suitable Nusselt number correlations for each reactor, 
which have to be present in the reactor database. Often, the contributions of conduction through the 
wall material and of the heat transfer from the wall to the HTF cannot be calculated exactly. The 
contributions can be either neglected (assuming good conduction and heat transfer to the HTF), or 
an assumption is made that the contributions to heat conduction and external heat transfer are a 
multiple, ܥோ೟೓ǡ௜, of the internal heat transfer resistance (Equation (6)) [17]. 
ͳ
݇௛ǡ௜ ൌ
ͳ
ߙ௜ǡ௜ ൅ ܴ௧௛ǡ௜ ൌ
ͳ ൅ ܥோ೟೓ǡ௜
ߙ௜ǡ௜  (6)
A simplified black-box energy balancing model has been developed in order to compare the heat 
transfer abilities of different reactors. The flow conditions being defined before and the specific 
surface area of each reactor are included in the model. The model copes without a mathematical 
description of the reaction kinetics, but uses information about the heat of the reaction, respectively 
the adiabatic temperature rise that is accessible by reaction calorimetry. The aim of the black-box 
model is to calculate a characteristic temperature difference to the HTF at which the total heat of 
the reaction (complete conversion assumed) can be transferred to the HTF (Equation (7)). 
Therefore, the outlet temperature of the reactor will be equal to its inlet temperature. The 
temperature of the heat transfer medium is assumed to be constant along the reactor. 
݇௛ǡ௜ܽ௜ ௜ܸο ு்ܶிǡ௜ ൌ ஺ܿǡ௜௡ ሶܸ௜ሺെοܪோሻ οࢀࡴࢀࡲǡ࢏ൌ ࢀࡾ െ ࢀࡴࢀࡲǡ࢏
ሺെοࡴࡾሻ
ൌ ࣋ഥࢉത࢖οࢀࢇࢊࢉ࡭ǡ࢏࢔  
(7) 
The process temperatures, ோܶ and ு்ܶிǡ௜, can be compared to the temperature limits being 
defined before, to decide whether the reactor is technically suitable or not (Equation (8),  
technical criterion). 
൫ ோܶǡ ு்ܶிǡ௜൯ ൏ ൫ ௠ܶ௔௫ǡଵǡ ǥ ǡ ௠ܶ௔௫ǡ௡൯௜ 
(8)
൫ ோܶǡ ு்ܶிǡ௜൯ ൐ ൫ ௠ܶ௜௡ǡଵǡ ǥ ǡ ௠ܶ௜௡ǡ௡൯௜ 
In addition, the reactor enabling the lowest characteristic temperature difference according  
to amount หο ு்ܶிǡ௜ห is most suitable with respect to heat transfer. Thereby, technically suitable 
reactors can be compared to each other (performance indicator). 
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3.3.4. Step 4: Kinetics of Mixing and Reaction (Technical Criterion) 
In technical systems, sufficient mixing of the reactants has to be ensured by the reactor system 
itself or by a mixing unit connected upstream of or within the residence time channel. In order to 
roughly check the mixing properties of the different reactor systems at chosen operation conditions, 
a short-cut method based on characteristic time scales is applied to the reactor selection method. 
From this step on, information about the reaction kinetics is necessary. 
Therefore, the characteristic time constant of the reaction (Equation (9)) has to be compared to 
the characteristic time constant of micromixing by engulfment (Equation (10)), which is dominating 
in a small-scale channel flow [22]. The time constant of the reaction is equal to the reaction 
half-life in the case of a second order reaction. The time constant of micromixing depends on the 
mean kinematic viscosity of the reacting fluid and on the energy dissipation rate of the reactor, 
which can be calculated by means of the pressure drop (Equation (11)). 
ݐோ ൌ
ͳ
݇ሺ ோܶሻ ή ஺ܿ଴௠ିଵ
 (9) 
ݐாǡ௜ ൌ
ͳ
ͲǡͲͷͺ ൬
ߥҧ
߳௜൰
ଵȀଶ
 (10)
߳௜ ൌ
ο݌௜ ሶܸ௜
ߩҧ ௜ܸ  (11)
Comparing these two characteristic time constants to the mean residence time of the reactor (see 
Step 1), two different regimes can be distinguished: 
• a reaction-dominated regime (ݐாǡ௜ ൏ ݐோ ൏ ߬௜) 
• a mixing-dominated regime (ݐோ ൏ ݐாǡ௜ ൏ ߬௜) 
In both cases, the dominating phenomenon proceeds faster than the mean residence time of the 
reactor. Thus, sufficient progress of the reaction at the reactor outlet can be assumed. In the case 
the residence time is shorter than the characteristic time constant of the reaction (߬௜ ൑ ݐோሻ, the 
lower boundary, ߬௠௜௡, of the residence time interval (see Step 1) should be revised. If the process 
is dominated by mixing (ݐோ ൏ ݐாǡ௜ሻ, but the mixing will not be completed in the reactor (߬௜ ൏ ݐாǡ௜), 
it can be advantageous to implement a mixing unit upstream of the reactor. This decision on the 
case is regarded as a ‘technical criterion’. 
Moreover, controlling the residence time distribution (RTD) behavior of a continuous technical 
plug flow reactor is of high importance. A majority of reactions generally benefits from a 
well-defined and narrow RTD. A high local reactant concentration level is favored to accelerate the 
reaction kinetics and to suppress side/subsequent reactions. Exceptions (e.g., autocatalytic reactions) 
are described in Levenspiel’s textbook [19]. Modern flow reactors are designed to provide intensified 
radial mixing, resulting in a concentration profile close to ideal plug flow behavior, even in the 
laminar flow regime. This is often achieved by the milli- or even micro-structured channel geometries 
(short diffusion lengths) and can be further optimized by the curved channel flow (Dean vortices) 
or split-and-recombine techniques, like static mixers. 
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Above all, it appears difficult to quantitatively predict the plug flow behavior of most technical 
reactor systems, taking the geometries, fluid properties and process flow rate into account. Elaborate 
experimental characterization or CFD flow simulation for each reactor system would be necessary 
to create short-cut models, being comparable to the model of Taylor and Aris [23,24] for straight 
pipe flow, to estimate the Bodenstein number of modern flow reactors. Therefore, the approach 
presented in this paper roughly assumes that the RTD of the analyzed reactors is sufficiently close 
to the ideal plug flow. Defining a standardized methodology to estimate the RTD of various 
technical reactor systems and their combinations in an MCSP will be a challenging goal for  
future research. 
3.3.5. Step 5: Safety and Hotspot Formation (Technical Criterion) 
In the last step of the reactor selection methodology, the mathematical description of the 
reaction kinetics is used to evaluate the dynamic heat release/heat demand of the reaction. This step 
is important, especially for highly exothermal reactions, which might cause a safety issue, due to a 
reaction runaway. Additionally, decomposition of one or more components of the reacting fluid or 
undesired reactions might occur if elevated temperatures appear at the hotspot in the reactor. 
Two methods are implemented in this step of the methodology. Firstly, a safety screening by the 
use of the short-cut criterion developed by Barkelew for the zeroth-order reaction and extended by 
Renken for positive order reactions [25]. Thus, unsafe reactor setups can be eliminated before a 
simulation of the axial concentration and temperature profiles is carried out to calculate the output 
conversion and the hotspot temperature of the reactor. The inlet temperature and the temperature of 
the heat transfer medium is set to the value of ோܶ for both calculation steps. 
For applying the Barkelew-Renken (BR) criterion (Equation (12)), the energy of activation of 
the reaction is used to calculate the heat production potential of the reaction (Equation (13)). By the 
characteristic time constant of the reaction (Equation (9)) and the characteristic time constant of 
cooling (Equation (14)), the cooling intensity can be defined (Equation (15)). The constant, ܾ, 
depends to the reaction order and was defined by means of numeric analysis [25]. 
௜ܰ
ܵԢ ൒ ሺͳሻ െ
ܾ
ξܵԢ 
(12)
ܵᇱ ൌ ο ௔ܶௗ
ܧ௔
ܴሺ ோܶ ൅ ʹ͹͵ǡͳͷ ܭሻଶ 
(13)
ݐ௖ǡ௜ ൌ
ߩҧܿҧ௣
݇௛ǡ௜ܽ௜ ௜ܸ (14)
௜ܰ ൌ
ݐோ
ݐ௖ǡ௜ (15)
In the case of violating the BR criterion, the reactor operates in a window of parametric 
sensitivity. Small deviations in reaction temperature lead to a strong increase of the hotspot 
temperature in the reactor or even to a complete runaway of the reaction. Thus, reactor systems 
violating the BR criterion will be excluded from the list of technically able reactor systems 
(technical criterion). 
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The resulting technically applicable reactor systems will be simulated by a simplified axial 
reactor model. Therefore, the balances for all components, ݆ (Equation (16)), and the coupled energy 
balance (Equation (17)) of each reactor system, ݅, have to be solved numerically. Ideal plug flow 
behavior in the reactors is assumed for the differential modelling. 
߲ ௝ܿǡ௜
߲ݖ ൌ
ͳ
ݑത௜ ൥෍ ௝߭ǡ௥ݎ௥ǡ௜൫ ௜ܶ ǡ ܿଵǡ௜ ǡ ǥ ൯௥
൩
௝ܿǡ௜ሺݖ ൌ Ͳሻ ൌ ௝ܿǡ௜௡ǡ௜
(16)
߲ ௜ܶ
߲ݖ ൌ
ͳ
ߩҧܿҧ௣ݑത௜ ൥െ݇௛ǡ௜ܽ௜ሺ ௜ܶ െ ோܶሻ ൅෍ሺοܪ௥ሻݎ௥ǡ௜൫ ௜ܶ ǡ ܿଵǡ௜ ǡ ǥ ൯௥
൩ 
௜ܶሺݖ ൌ Ͳሻ ൌ ோܶ 
(17)
From the resulting axial temperature profile, the hotspot temperature, ுܶௌǡ௜, can be derived. This 
temperature can be significantly higher than the temperatures regarded in Step 3 using the 
black-box model. Thus, the criterion of Step 3 has to be adapted and checked again (Equation (18),  
technical criterion). 
ுܶௌǡ௜ ൏ ൫ ௠ܶ௔௫ǡଵǡ ǥ ǡ ௠ܶ௔௫ǡ௡൯௜ (18)
As a result, the simulation conversion and yield at the reactor outlet can be gained. Based on this 
information, promising reactors can be compared and further optimized. 
3.4. Scale-Up and Numbering-Up Concepts 
As mentioned above, some commercially available reactor systems have system-inherent 
numbering-up concepts available. Even if the geometries (volume) of a pre-defined reactor element 
are fixed, parallel and/or in series, the interconnection of multiple reactor elements is an opportunity 
to increase the volume/residence time and the free cross-section area of the reactor system, being 
passed through by the reacting fluid flow. Thus, the interconnection of multiple equal reactor elements 
represents a degree of freedom for designing the reactor concept for the particular process, 
considering predefined equipment. 
To consider interconnection concepts in the reactor selection methodology presented above, an 
interconnection matrix is automatically gained for each reactor system in the reactor database  
(Figure 2). Database information about the available, single reactor elements correspond, e.g., to 
the number of reactor elements in stock and ready for use, or to the number of reactors fitting into a 
basic reactor module, due to the outer dimensions of the main apparatus. These database entries can 
be individually adapted to the particular project. Parallel interconnection can be prohibited from the 
beginning, e.g., if maldistribution [26] is an issue. 
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Figure 2. Interconnection matrix for different reactor systems exemplarily having five 
single reactor elements available. 
 
Each valid entry in the interconnection matrix represents one possible interconnection of reactor 
elements, which has to be analyzed by the criteria described above. Thereby, the most promising 
setup of each reactor system can be identified. 
System-inherent scale-up concepts, like reactor systems of different scales (lab, pilot, production 
scale; see Chapter 2.1), can be regarded by the selection methodology, too. To do so, a database entry 
has to be implemented for every scale of the reactor system. 
4. Application Example: Reactor Selection Methodology 
In order to demonstrate the stepwise approach of the presented reactor selection methodology, a 
simplified example based on a well-known reaction from the literature—synthesis of the ionic liquid 
(IL), ethylmethylimidazole ethyl sulfate [EMIM][EtSO4] (Figure 3) [27,28]—will be presented in 
the following chapter. The reactor technology for this reaction has already been intensively investigated 
and optimized [29,30]. In this chapter, the presented methodology will be used to select a promising 
setup of predefined reactors, being comparable to the optimized and experimentally validated reactor 
concepts from literature. 
Figure 3. Alkylation of 1-methylimidazol (MIM) with diethyl sulfate (DES) to  
ethylmethylimidazole ethyl sulfate ([EMIM][EtSO4]) [28]. 
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ILs are organic salts with a low melting point and, thus, are often liquid at room temperature. 
They are known as innovative solvents with beneficial attributes (negligible vapor pressure, 
designable molecule structure) over conventional solvents and are thus promising for use in 
chemical processes [31]. For this example, an MCSP process will be assumed, using 
[EMIM][EtSO4] as a solvent for a reaction step. In continuous operation (24/7), a leaching of the 
IL takes place, and thus, an amount of 300 g/h of IL has to be provided to restore the losses. A 
continuous synthesis of the [EMIM][EtSO4] inside the MCSP shall be investigated, designing the 
reactor with existing, predefined equipment. 
The synthesis reaction of [EMIM][EtSO4] is a highly exothermal (ο ௔ܶௗ ൎ ͳ͸ͷǤͶι) and fast 
reaction. The reaction half-life of the pseudo-second order reaction (i.e., first order for both 
reactants) represents ݐோ ൌ ʹͲ݉݅݊ at a reaction temperature of ோܶ ൌ ʹͲιܥ and ݐோ ൌ ͵݉݅݊ at a 
reaction temperature of ோܶ ൌ ͵ͷιܥ [28]. Thus, the reaction can be categorized as a Type B/C 
reaction, according to the nomenclature established by Roberge et al. [20], and thus, the heat of the 
reaction will be released fast. In order to achieve the desired product quality, the temperature of the 
reacting fluid has to be kept below 100 °C [28]. The reactants are sensitive to water and cannot be 
diluted with other solvents, so the reaction is carried out in the bulk phase [32]. 
For this example, four different reactor systems will be considered: helically coiled, tubular 
reactors (CT) made of standard tubing with 3, 6 and 8 mm outer diameters and an SMX-type static 
mixer reactor (SMX) with an 8-mm outer diameter (Table 2). For design parameters, which could 
not be estimated from the literature, adequate assumptions (*, Table 2) were made. For demonstration 
purposes, the described devices only represent a small fraction of reactors available in the database. 
Intensive mixers, continuous stirred-tank reactor or plate reactors, are not presented here. 
Each element of the CT provides a tube length of 4.75 m and consists of 15 coils (0.1 m coil 
diameter) and a straight inlet/outlet tube of a 2 cm length (Figure 4, Table 2). Due to the centrifugal 
forces developing in the coils at Dean numbers 5 [33], a secondary flow pattern is fully established, 
leading to increased radial mixing and, thus, to an improved plug flow [34]. Each SMX reactor 
element provides a length of 1.5 m in a straight tube (Table 2). The structured packing of the SMX 
static mixer intensively increases radial mixing (plug flow) and heat transfer compared to an empty 
tube [35,36].  
Five elements of each reactor system are assumed to be in stock and can be used for a fast 
construction of the reactor module. A flow micromixer will be implemented in any case, initially 
mixing the reactants before entering the CT or SMX reactor, as proposed by Renken et al. [29] for 
this reaction (Figure 5). The residence time of the micromixer is assumed to be less than one 
second, so the reaction inside the micromixer will be neglected. 
The process presettings and constraints (Table 3) being provided by the conceptual process 
design and the laboratory development and the physical/chemical properties of the reacting system 
are taken from the literature [28,42,43]. All physical properties of the reacting fluid were assumed 
to be constant at temperature ோܶ. Adequate assumptions (*, Table 3) according to the actual operating 
conditions (throughput, temperature pressure) were made. 
  
85 
 
 
Table 2. Simplified reactor database for coiled tube (CT) and static mixer reactors 
(SMX) (* assumption for demonstration purpose). 
Data Type Symbol Unit CT3 CT6 CT8 SMX8 Comments/Source 
geometries 
݀௔ mm 3.0 6.0 8.0 8.0 
standard tubing ݀௜ mm 1.4 4.4 6.0 6.0 
ݏ mm 0.8 0.8 1.0 1.0 
ܮ଴ m 4.75 4.75 4.75 1.50 * 
ߝ - 1.00 1.00 1.00 0.67 only SMX [37] 
ܦ௖௢௜௟ mm 100.0 100.0 100.0 - * 
݄௖௢௜௟ mm 6.0 12.0 16.0 - *, ݄௖௢௜௟ ൌ ʹ݀௔ 
݀௛ mm 1.4 4.4 6.0 1.5 
CT: ݀௛ ൌ ݀௜,  
SMX: ݀௛ ൌ Ͳǡʹͷ ݀௜ 
[38] 
ܣ௙௥௘௘ǡ଴ mm² 1.54 15.2 28.3 18.9 ܣ௙௥௘௘ǡ଴ ൌ గସௗ೔మ௅బߝ௣ 
଴ܸ ml 7.3 72.2 134.3 28.4 ଴ܸ ൌ ܣ௙௥௘௘ǡ଴ܮ଴ 
ܽ m2·mí3 2861 909 667 996 ܽ ൌ ߨ݀௜ܮ଴Ȁ ଴ܸ 
allowed 
operation 
conditions 
݌௠௜௡ barg í1 í1 í1 í1 * 
݌௠௔௫ barg 670 310 310 310 standard tubing 
௠ܶ௜௡ °C í20 í20 í20 í20 * 
௠ܶ௔௫ °C 200 200 200 200 * 
correlations 
ߞሺܴ݁ሻ - [39] [38] 
 ܰݑሺܴ݁ǡ ܲݎሻ - [40] [41] 
Figure 4. Helically coiled tubular reactor (CT6). 
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Figure 5. Flowsheet of the example process plant: micromixer to initially mix the 
reactants; CT or SMX reactor for the main conversion. 
 
Table 3. Presettings and constraints (* assumption for demonstration purpose). 
Symbol Unit Value Comments/Source 
ሶ݉  kg·hí1 0.30 *, ~4.6 mL·miní1 
േ݂ % 5 * 
ܿெூெ mol·Lí1 4.80 [28] 
ܿ஽ாௌ mol·Lí1 4.73 [28] 
ோܶ °C 24 *, adapted to experimental data [28] 
௠ܶ௜௡ °C í6 crystallization of MIM [44] 
௠ܶ௔௫ °C 100 undesired thermal decomposition of the IL [28] 
݌ோ barg 0 * 
߬ௗ௘௦௜௚௡ min 38 [28] 
߬௠௜௡ min 30 *, conversion too low below 
߬௠௔௫ min ՜ λ 
*, high residence times needed to reach ambient conversion 
(second-order reaction), no long-term side/subsequent  
reactions known 
ܺௗ௘௦௜௚௡ % ՜100 * 
In order to calculate the heat transmission coefficients, contributions to external heat transfer 
were neglected for all reactor systems. The heat conductivity of the wall material was set to 15 W 
mí1·Kí1, being adequate for high quality steel tubing. 
Based on these data and assumptions, a complete pass through the reactor selection methodology 
and a simple by-hand optimization, utilizing the computer-aided execution of the reactor selection 
methodology, will be presented in the following. 
4.1. Example: Step 1, Residence Time (Performance Indicator) 
The residence time criterion (see Chapter 3.3.1) is checked for all reactor systems and their 
respective setups. All setups of the CT3 reactor system provide less residence time than required. 
The maximal residence time provided by the setups using five elements in series or in parallel 
reactor (CT, SMX)
micro mixer
methylimidazole
(MIM)
(DES)
diethylsulfate
ethylmethylimidazole
ethylsulfate
[EMIM][EtSO4]
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interconnection represents 8 min, which is significantly lower than ߬௠௜௡ (Table 3). Therefore, 
CT3 will be excluded completely from the following selection steps. 
The coiled tube reactor systems with larger diameters—CT6 and CT8—provide more residence 
time and are feasible according to the residence time criterion in the majority, except the respective 
single element setups (Table 4 and Table 5). In the case of CT6, the single element setup (1,1) has 
to be excluded. The flow rate of the setup, CT8 (1,1), has to be reduced according to Equation (3), 
to reach ߬௠௜௡. 
Table 4. Results for CT6 after residence time criterion. 
Symbol Unit (1,1) (1,2) (1,3) (1,4) (1,5) (2,1) (2,2) (3,1) (4,1) (5,1)
ሶܸ஼்଺ሺ݊௣ǡ ݊௦ሻ mL·miní1 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 
߬஼்଺ሺ݊௣ǡ ݊௦ሻ min 16 32 48 64 80 32 64 48 64 80 
feasibility 8 9 9 9 9 9 9 9 9 9
Table 5. Results for CT8 after residence time criterion. 
Symbol Unit (1,1) (1,2) (1,3) (1,4) (1,5) (2,1) (2,2) (3,1) (4,1) (5,1)
ሶܸ஼଼்ሺ݊௣ǡ ݊௦ሻ mL·miní1 4.5 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 
߬஼଼்ሺ݊௣ǡ ݊௦ሻ min 30 59 89 118 148 59 118 89 118 148 
feasibility 9 9 9 9 9 9 9 9 9 9
The volume of one SMX8 element is much lower compared to CT8 and CT6, due to the 
porosity of the static mixer and the shorter tube length. Thus, only the largest setups, SMX8 (1,5) 
and SMX8 (5,1), provide enough residence time. All other setups will be excluded from the 
following steps of the reactor selection methodology (Table 6). 
Table 6. Results for SMX8 after the residence time criterion. 
Symbol Unit (1,1) (1,2) (1,3) (1,4) (1,5) (2,1) (2,2) (3,1) (4,1) (5,1)
ሶܸௌெ௑଼ሺ݊௣ǡ ݊௦ሻ mL·miní1 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 
߬ௌெ௑଼ሺ݊௣ǡ ݊௦ሻ min 6 13 19 25 31 13 25 19 25 31 
feasibility 8 8 8 8 9 8 8 8 8 9
4.2. Example: Step 2, Operating Pressure (Technical Criterion) 
The low volumetric flow rate of 4.6 mL·miní1 leads to low flow velocities and corresponding 
Reynolds numbers in the channels of the remaining reactor setup. Combined with a moderate 
dynamic viscosity of about 0.1 Pa·s of the reacting fluid [42], the pressure drop in all remaining 
reactor setups is below 1 bar. Thus, safety issues due to high pressure or difficulties operating the 
reactor systems with standardized pumps of the MCSP reactor module are not expected here. All 
setups remain feasible according to this step. 
The pressure drop in the CT6 setups ranges from 12–218 mbar, corresponding to flow velocities 
of 1.0–5.0 mm·sí1 and Reynolds numbers of 0.05–0.24. In the CT8 setups, the pressure drop 
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ranges from 4–64 mbar, corresponding to flow velocities of 0.5–2.7 mm·sí1 and Reynolds numbers 
of 0.03–0.17. The pressure drop in the SMX8 setups ranges from 27–683 mbar, corresponding to 
flow velocities of 0.8–4.0 mm·sí1 and static mixer Reynolds numbers [38] of 0.01–0.06. 
4.3. Example: Step 3, Operating Temperatures (Technical Criterion) 
The adiabatic temperature rise of the reaction is high, but the heat transfer abilities of all 
remaining reactor setups appear to be sufficient to remove the heat of the reaction according to the 
simplified black-box model (Equation (7)). All reactor systems provide high specific surface areas 
and can, therefore, achieve ambient heat transfer rates, although the flow regime in the channels is 
laminar, and the resulting heat transfer coefficients appear quiet low. Comparing all setups using 
five elements, the setups (1,5) show superior heat transfer abilities over the respective setup (5,1), 
due to the higher flow velocity/Reynolds number and resulting heat transfer coefficient in the single 
channel setup. This results in a lower necessary characteristic temperature difference to the HTF 
for the setup (1,5) compared to setup (5,1) (Table 7). 
Table 7. Heat transfer area, heat transmission coefficients and characteristic temperature 
differences to the heat transfer fluid (HTF) for the selected setups. 
Symbol Value CT6 (1,5) CT6 (5,1) CT8 (1,5) CT8 (5,1) SMX8 (1,5) SMX8 (5,1)
ܽ௜ܸ m2 0.33 0.45 0.14 
݇௛ W·mí2·Kí1 168 158 121 115 363 364 
ο ு்ܶெ K 0.8 3.5 0.7 3.5 0.7 4.8 
In the case of a process development project, where a mathematical description of the reaction 
kinetics is not available in the early state of the project, the setups CT6 (1,5), CT8 (1,5) and  
SMX8 (1,5) are most promising for the temperature sensitive IL synthesis reaction, due to their 
superior heat transfer abilities and high residence time compared to other setups and because of 
their technical feasibility compared to the CT3 reactor system (Chapter 4.1). Thus, experimental 
validation should focus on these preselected reactor systems. 
4.4. Example: Step 4, Kinetics of Mixing and Reaction (Technical Criterion) 
The IL synthesis reaction was characterized as a Type B/C reaction (see Chapter 4.) due to  
the characteristic timescale of the reaction. Thus, the reaction progress will be dominated by the 
intrinsic reaction kinetics. Assuming sufficient initial mixing of the reactants by use of the micromixer 
connected upstream of the residence time channels (Figure 5), mixing in the reactors needs not to 
be investigated in more detail and is therefore neglected here. 
4.5. Example: Step 5, Safety and Hotspot Formation (Technical Criterion) 
Controlling the temperature profile inside the reactor is most challenging, producing 
[EMIM][EtSO4]. The reaction rate is fast enough that the dynamic heat release can accelerate the 
reaction kinetics significantly. This can lead to a distinct hotspot formation, ending up in a 
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complete runaway of the reaction, where an almost adiabatic temperature rise might occur. 
Temperatures over 100 °C lead to a degraded product quality. 
The dynamic heat release is investigated by the BR criterion (Equation (12)). The results for 
single channel setups (Figure 6) show that CT8 operates in the region of parametric sensitivity at 
ோܶ ൌ ʹͶι and has to be excluded. The operation of CT6 and SMX8 is safe according to the BR 
criterion. Parallel channel setups show a worse stability behavior, compared to the single channel 
setups, due to their lower heat transmission coefficients (Table 7). Nonetheless, all remaining setups 
of CT6 and SMX8 can be operated safely according to the BR criterion. 
Figure 6. Stability analysis of the [EMIM][EtSO4] synthesis according to the  
Barkelew–Renken (BR) approach. Unstable operation (•) and stable operation (ל) at  
ோܶ ൌ ʹͶι, for reactor setups (1,݊௦) of CT6 ( ), CT8 ( ) and SMX8 ( ) and  
BR stability (····). 
 
Finally, the reactor simulation (Equations (16) and (17)) is carried out for all remaining setups. 
The resulting yields of [EMIM][EtSO4] and the hotspot temperatures are presented in Table 8 for 
the CT6 and in Table 9 for the SMX8 reactor systems.  
Table 8. Results for CT6 after reactor simulation. 
Symbol Unit (1,2) (1,3) (1,4) (1,5) (2,1) (2,2) (3,1) (4,1) (5,1)
ுܶௌǡ஼்଺ °C 31.0 31.0 31.0 31.0 31.5 31.5 31.7 31.9 32.0
ሾܻாெூெሿሾா௧ௌைరሿǡ஼்଺ % 76.2 82.3 85.9 88.3 76.4 86.0 82.4 86.0 88.4
overall feasibility 9 9 9 9 9 9 9 9 9
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Table 9. Results for SMX8 after reactor simulation. 
Symbol Unit (1,5) (5,1)
ுܶௌǡௌெ௑଼ °C 26.1 27.1
ሾܻாெூெሿሾா௧ௌைరሿǡௌெ௑଼ % 73.9 74.5
overall feasibility 9 9
Comparing setups with equal numbers of reactor elements (equal residence time), the resulting 
yields of the single-channel setups are marginally lower than the yields of multi-channel setups. 
This is also a result of the lower heat transfer abilities of the multi-channel setups. The hotspot 
temperature is slightly higher and, therefore, the reaction kinetic is more accelerated in the hotspot 
region. For a technical realization, the single channel setups will be favored compared to 
multi-channel designs, due to their higher thermal stability and due to a generally lower tending to 
maldistribution and blocking effects in long-term operation [26]. Thus, CT6 (1,5) and SMX8 (1,5) 
appear most promising according to this first analysis utilizing the reactor selection methodology. 
Temperature and yield profiles of both setups are presented in Figure 7. The SMX8 (1,5) shows a 
significantly lower hotspot temperature (safer operation), but a limited residence time, resulting 
from the limited number of reactor elements. Therefore, CT6 (1,5) achieves a higher yield. 
Figure 7. Simulated axial yield of [EMIM]EtSO4] for ோܶ ൌ ʹͶι in reactor setups CT6 
(1,5) (ל) and SMX8 (1,5) (×) and corresponding temperature profile in reactor setups 
CT6 (1,5) (Ȉ) and SMX8 (1,5) (Ŷ). 
 
4.6. Optimization Study 
Although the most promising setups were identified by the first run of the reactor selection 
methodology, the attained results are not satisfying. Both setups reach [EMIM][EtSO4] yields of 
less than 90%. Therefore, more than 10% of the unreacted educts leave the reactors. 
Behind the hotspot, the reaction rate (slope of the yield profile) significantly decreases, due to  
the strong concentration dependence of the second order reaction, and a high additional residence  
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time is needed to further increase the conversion and yield. Three elements of the SMX8  
(߬ௌெ௑଼ሺଵǡଷሻ ൌ ͳͻ݉݅݊) are sufficient to reach a yield of 63% and to bring the temperature of  
the reacting fluid closely back to ோܶ. The outlet conditions of SMX8 (1,3) can be used now for a 
second run of the reactor selection methodology at elevated temperature ோܶ to again an increase in 
the reaction rate. A stability analysis for the changed inlet conditions (Figure 8) assists the choosing 
of the reaction temperature of ோܶ ൌ ͶͲι. 
Figure 8. Stability analysis of the [EMIM][EtSO4] synthesis according to the  
BR approach. Unstable operation (•) and stable operation (ל) at ோܶ ൌ ͶͲι and initial 
conversion of 63.4%, for reactor setups CT6 ( ), CT8 ( ) and SMX8 ( ) and  
BR stability (····). 
 
According to the second run of the reactor selection methodology, a CT8 (1,2) setup is 
sufficient to reach a conversion of about 98% when being placed downstream of the SMX8 (1,3) 
setup (Figure 9). The use of compact CT reactors might be favored over using straight tube SMX 
reactors in the MCSP environment, considering the space demand of the systems. 
4.7. Conclusion to the Example 
The presented reactor selection methodology provides a fast (short-cut) approach to quantitatively 
identify promising reactor concepts based on predefined available reactor systems in the early 
stages of process development. Remarkably, two of three reactor configurations that are most 
promising after Step 3 (low demand of data) remain favored after the whole procedure. Depending 
on the currently available data, the most promising setups after any step of the methodology can be 
preferentially used for experimental analysis, validation and/or optimization. Therefore, the reactor 
selection methodology contributes to the effective guiding and planning of the laboratory 
development and to the fastening of the whole process development of the MCSP processes. 
Furthermore, the model equations of the reactor selection methodology clearly define the demand 
of the data needed for an early start-up of the process development. Thus, missing information can 
be gained systematically. 
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Figure 9. Simulated axial yield profile of [EMIM][EtSO4] in reactor setup SMX8 (1,3) 
(×) followed by CT8 (1,2) (ל) connected in series and the corresponding temperature 
profile in the reactor setup SMX (1,3) (Ŷ) ( ோܶ ൌ ʹͶι) followed by CT8 (1,2) (Ȉ)  
( ோܶ ൌ ͶͲι). 
 
By computer-aided execution of the methodology, even a large number of different reactor 
systems/configurations can be screened in few minutes of computing. Therefore, a simple optimization 
study of the promising reactor systems can be carried out, resulting in a technically suitable setup. 
This setup will not be optimal by means of mathematical optimization, but might be technically 
sufficient, if a fast “time-to-process” and the use of predefined equipment is the key issue. 
Alternatively, the results gained by the reactor selection methodology can be used as initial 
values/benchmark for more detailed mathematical optimization considering, e.g., multi-injection 
concepts [30] or, as mentioned before, for a systematical experimental validation. 
5. Conclusions and Outlook 
The modular approach of MCSP offers an opportunity for the quick realization and flexible 
design of future production plants. One key aspect is to establish a concept for the reuse of process 
and engineering knowledge throughout the process development chain and adjacent projects. The 
definition of reusable basic modules and associated documentation packages simplifies engineering 
and saves time during the construction phase. By using already tested and validated designs for the 
peripheral devices, as well as the predefined main apparatus, quick implementation in a production 
environment can be reached. 
The scale-up of continuous processes into an MCSP requires a detailed calculation of all 
relevant physical and technical phenomena. This calculation process is significantly simplified 
using the presented computer-aided methodology for homogeneous liquid phase reactions and 
reactor systems. It allows fast and quantitative generation and rating of process alternatives based 
on predefined apparatuses. Once the needed process data are obtained, the generation of results can 
be realized within a few minutes. This is enabled by a database of quantitative calculation methods 
for each available apparatus, preserving the knowledge between different projects. Through a 
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five-step selection methodology, all infeasible apparatuses are rejected from the selection process, if 
technical process requirements cannot be fulfilled. The remaining reactor setups are characterized 
by several performance indicators to assist the further selection process. The stepwise calculation 
method can be used in the early process development phase, even if the necessary process dataset  
is incomplete. 
Furthermore, the utilization of the tool already in laboratory development phase can help to 
identify critical scale-up parameters and essential lab data. The importance of each calculation  
step strongly depends on the dominating physical phenomena within the specific process. Based on 
datasets for equipment of different production capacities (lab, pilot, production) and different 
dominating phenomena (mixing intensity, heat transfer, residence time), suitable devices for lab 
investigations can be easily identified. This can lead to an effective planning and guiding of 
scale-up experiments and closes the usual gaps between lab and process development. After the 
successful selection of a preferred main apparatus and its configuration, the modular design of the 
MCSP enables the easy integration of the predefined equipment. 
So far, the reactor selection tool only enables the selection of a reactor for one desired operation 
point. To further strengthen the methodology, an automated flexibility assessment for the equipment 
is developed to evaluate multiple possible operation points. By now, this can be archived via 
manual parameter variation (sensitivity analysis). Furthermore, detailed data (heat transfer, back 
mixing and pressure drop) are needed to quantify and reliably predict the performance, especially of 
process-intensified milli- or micro-structured equipment.  
The presented computer-aided methodology is currently utilized to optimize existing and new 
MCSP processes for continuous operation at the INVITE research center in Leverkusen, Germany. 
Operational experience and measurement data from the investigated devices will be used to validate 
the database content. Further steps are to implement multiphase systems into the methodology and to 
elaborate a similar approach for downstream unit operations. 
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Nomenclature 
ࢇ specific surface area, m2⋅mí3 
࡭ࢌ࢘ࢋࢋ free cross-sectional area, mm² 
࢈ model parameter (BR), - 
ࢉ concentration, mol⋅mí3 
ࢉത࢖ mean heat capacity of the reacting fluid, J⋅kgí1⋅Kí1 
࡯ࡾ࢚ࢎ model parameter (heat transfer), - 
ࢊࢇ outer tube diameter, mm 
ࢊࢎ hydraulic diameter, mm 
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ࢊ࢏ inner tube diameter, mm 
ࡰࢉ࢕࢏࢒ diameter of helically coiled tubing, mm 
ࢌ flexibility in the process flow rate, % 
ࢎࢉ࢕࢏࢒ pitch of helically coiled tubing, mm 
οࡴࡾ heat of reaction, J⋅molí1 
࢑ሺࢀሻ reaction rate constant, sí1⋅(m3⋅molí1)m í1 
࢑ࢎ heat transmission coefficient, W⋅mí2⋅Kí1 
ࡸ channel length, m 
࢓ reaction order, - 
࢓ሶ  mass flow rate, kg⋅sí1 
ࡺ cooling intensity, - 
࢖ pressure, barg 
ο࢖ pressure drop, bar 
ࡾ ideal gas constant, J·molí1·Kí1 
ࡾ࢚ࢎ heat transfer resistance (wall/external), m2⋅K⋅Wí1 
࢙ wall thickness, mm 
ࡿǯ heat production potential, - 
࢚ࢉ time constant of cooling, s 
࢚ࡱ time constant of micromixing by engulfment, s 
࢚ࡾ time constant of the reaction, s 
ࢀ temperature, °C 
οࢀ temperature difference, K 
࢛ഥ mean channel flow velocity, m⋅sí1 
ࢂ reactor volume, mL 
ࢂሶ  volumetric flow rate, m3⋅sí1 
ࢄ conversion, % 
ࢅ yield, % 
ࢠ axial coordinate, m 
Greek symbols 
ࢻ࢏ heat transfer coefficient (internal), W⋅mí2⋅Kí1 
ࣀ pressure drop coefficient, - 
ࣕ energy dissipation rate, W⋅kgí1 
ࢿ porosity, - 
ࣅത mean heat conductivity, W⋅mí1⋅Kí1 
ࣇത mean kinematic viscosity, m2⋅sí1 
࣋ഥ mean density of the reacting fluid, kg⋅mí3 
࣎ mean residence time, s 
Indices and abbreviations 
૙ single reactor element 
ࢇࢊ adiabatic 
࡭ limiting component 
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࡮ࡾ Barkelew–Renken criterion 
࡯ࡲࡰ computational fluid dynamic 
࡯ࢀ helically coiled tubular reactor 
ࢊࢋ࢙࢏ࢍ࢔ preset by conceptual design/process flowsheet 
ࡰࡱࡿ Diethyl sulfate 
ࡴࡿ hot spot 
ࡴࢀࡲ heat transfer fluid 
࢏ reactor ࢏ ൌ ૚ǡǥ 
࢏࢔ reactor inlet 
࢐ component ࢐ ൌ ૚ǡǥ 
࢓࢏࢔ lower allowable boundary 
࢓ࢇ࢞ upper allowable boundary 
ࡹ࡯ࡿࡼ modular and continuously operated small scale plant 
ࡹࡵࡹ 1-Methylimidazole 
P&ID Piping and instrumentation diagram 
࢘ reaction ࢘ ൌ ૚ǡǥ 
ࡾ design set point for the reaction 
ࡾࢀࡰ residence time distribution 
ࡿࡹࢄ static mixer (SMX)-type reactor 
Dimensionless numbers 
ࡺ࢛ ൌ ࢻࢊࢎࣅത  Nusselt number, - 
ࡼ࢘ ൌ ࢉത࢖ࣇത࣋ഥࣅത  Prandtl number, - 
ࡾࢋ ൌ ࢛ഥࢊࢎࣇത  Reynolds number, - 
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Microreactors for Gold Nanoparticles Synthesis:  
From Faraday to Flow 
Md. Taifur Rahman and Evgeny V. Rebrov 
Abstract: The seminal work of Michael Faraday in 1850s transmuted the “Alchemy of gold” into  
a fascinating scientific endeavor over the millennia, particularly in the past half century. Gold 
nanoparticles (GNPs) arguably hold the central position of nanosciences due to their intriguing 
size-and-shape dependent physicochemical properties, non-toxicity, and ease of functionalization 
and potential for wide range of applications. The core chemistry involved in the syntheses is essentially 
not very different from what Michael Faraday resorted to: transforming ions into metallic gold using 
mild reducing agents. However, the process of such reduction and outcome (shapes and sizes) are 
intricately dependent on basic operational parameters such as sequence of addition and efficiency of 
mixing of the reagents. Hence, irreproducibility in synthesis and maintaining batch-to-batch quality 
are major obstacles in this seemingly straightforward process, which poses challenges in scaling-up. 
Microreactors, by the virtue of excellent control over reagent mixing in space and time within narrow 
channel networks, opened a new horizon of possibilities to tackle such problems to produce GNPs in 
more reliable, reproducible and scalable ways. In this review, we will delineate the state-of-the-art of 
GNPs synthesis using microreactors and will discuss in length how such “flask-to-chip” paradigm 
shift may revolutionize the very concept of nanosyntheses.  
Reprinted from Processes. Cite as: Md. Rahman, T.; Rebrov, E.V. Microreactors for Gold 
Nanoparticles Synthesis: From Faraday to Flow. Processes 2014, 2, 466-493. 
1. Introduction: Gold Nanomaterials—Syntheses and Applications 
Gold is one of the most important elements in the human civilization. In early human societies, 
gold was a symbol of power and wealth, and was used as ornaments for both living and the dead. 
Gold has been, ever since the very dawn of commerce, a reliable and universal means of financial 
transactions and reserve. Hence, the desire and dream of “transmuting anything into gold” paved the 
way for alchemy, which is the predecessor of modern Chemistry. Rather unknowingly, non-bulk 
form of gold had also been a part of humanity from the time of antiquity. Colloidal gold dispersed  
in glass or ceramics produce hues of red or green, which were used to decorate and color Roman 
cage-cups, or diatretum. One famous example is the Lycurgus cup, dating from the 4th century A.D., 
made from nanogold-infested glass, now preserved in the British Museum in London.  
Although widely used throughout the history for decorative purposes and as medicines [1,2],  
the nature of colloidal gold was investigated only sporadically [3]: In 1676, a German chemist,  
Johann Kunckels, inferred that non-bulk gold exists in infinitesimal state that is not visible to human 
eyes. It was Michael Faraday who pioneered the first systematic synthesis of gold nanoparticles 
using phosphorous-based reducing agents. He is widely credited for insightful and for the “first” 
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scientific discussion on size dependent optical properties and their coagulation behavior of colloidal 
gold [4].  
Rapid growth in interests about colloidal gold was sparked by the availability of electron 
microscopes that enabled direct visualization of the nanoparticles [5,6]. Over the past two decades, 
tremendous effort was dedicated to synthesize and optimize a wide class of GNPs possessing a broad 
spectrum of geometry, size, chemistry and functionality. This paved the way for applications of GNPs 
in heterogeneous catalysis, bio-imaging, medicines, optics, analytical sciences, sensing, etc. [7–17]. 
Because of widespread applications of GNPs in different branches of sciences and technologies, 
need for establishing reliable supply chains for such materials is becoming ever more important, 
hence the involved chemical processes are of utmost importance. 
2. Mechanism and Challenges in Metallic Nanoparticles Synthesis 
Interestingly, typical GNPs synthesis protocols adapted by most leading research groups are as 
simple as Michael Faraday’s experiments in the 1850s: reduction of gold ions (usually Au(III) salts) 
in a solution using reducing agents. However straightforward the synthesis may appear, the underlying 
mechanisms of the elementary processes involved in the formation of metallic colloids from 
homogeneous mixture of ionic precursors (gold ions and reducing molecules/ions) are rather complex. 
Formation of such materials from homogeneous state involves several interconnected and interrelated 
steps: (1) species undergoing reduction leading to supersaturation for metallic atoms in the reaction 
volume; (2) formation of nuclei from these insoluble metal atoms either by diffusive growth or 
aggregation; and (3) growth of the nuclei into the final nanostructure by diffusion of atom/ions to the 
nuclei surface and on-surface deposition/auto-catalytic reduction via electron transfer from the 
reducing agent [18,19]. 
The intrinsic kinetics of these elementary steps rather than the thermodynamics defines the 
outcome of the reactions. Mixing of gold ions with reducing agent is of vital importance, because any 
inhomogeneity in the mixing will generate concentration gradients in the reaction volume. As such, 
inhomogeneity would cause random nucleation producing nuclei with variable sizes that would grow 
into final nanoparticles having poor size distribution. In addition, if the nucleation step is not 
complete before the growth starts, then there will be a competition for gold ions between two parallel 
processes: new nucleation and growth of the present nuclei; which is responsible for polydispersity 
in size and shape. Even if the nucleation is performed properly, homogeneous supply of gold ions to 
the surface is required for the controlled diffusive growth. Hence, nucleation and growth steps should 
be separated in time to facilitate monodisperse GNP production. Such a scenario is not often achievable 
in reproducible manner in conventional stirred reactors (typically flasks). Usually characteristic 
mixing time is relatively long as compared to nucleation time in conventional reactors. This results in 
variation of local temperature, pH or reactant concentrations that contribute to polydispersity and 
poor batch-to-batch reproducibility. All these factors underscore the necessity for an alternative 
platform for synthesis of these nanomaterials, which is not only reliable and reproducible but also 
robust enough for scalable production of various types of gold nanoparticles. 
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3. Scope of the Review 
Over the past decade microreaction technology evolved as a miniaturized version of flow  
reactors [20–22]. Unlike conventional continuous stirred tank reactors (CSTR), mixing between two 
or more reacting fluids takes place within tens of micrometers length. Hence, complete mixing 
between reactants occurs in micro-to-millisecond time scale. Due to the small dimensions of the 
mixing and reaction region, unprecedented control over mass-and-heat transport and reaction time is 
possible. Initial success of implementing microreaction technology in organic synthesis prompted 
several groups to resort to microfluidic reactors to circumvent challenges (vide infra) associated with 
nanomaterials synthesis. There are several recent reviews covering the use of microfluidic reactors 
for the synthesis of nanoparticles of different kinds [23–26]. Here an overview is provided on how 
flow synthesis methods leveraged for a wide variety of GNPs possessing superior quality compared 
to the products obtained from batch processes. Scaling up approaches will also be discussed. 
4. Synthesis of Colloidal Gold Nanoparticles in Microreactors 
Wagner et al. were the first to report synthesis of gold nanoparticles in a microreactor [27]. They 
used a microfluidic chip fabricated from Pyrex glass by wet etching method. The chip consisted of  
two micromixers and a residence time unit (Figure 1). In the first micromixer, a solution of ascorbic 
acid, acting as a reducing agent, was mixed with preformed gold seeds of 12 nm in diameter. This 
mixture was guided through a serpentine channel to complete mixing. Then, reduction of the gold 
ions onto the good seeds started in the second micromixer with a volume of 2.3 L where a solution 
of chloroauric acid was added to the flow to keep the total flow rate in the range of 5–50 L/min. The 
reaction mixture was collected from the reactor outlet via a PTFE tube and analyzed by spectroscopic 
and microscopic methods.  
The channel walls were negatively charged at the pH of 10, used in all experiments. When citrate 
ions were used as capping agent, the surface of gold nanoparticles was also negatively charged. 
Therefore electrostatic repulsion prevented seed deposition onto the inner channel walls. However, 
when the seeds were grown in the presence of ascorbic acid, significant gold deposition on the walls 
was observed. This undesirable deposition was reduced by increasing the seed to gold ion ratio in the 
solution. At the 1:1 molar ratio, gold particles with a size of 24 nm were obtained, albeit with poor 
monodispersity. The size was further controlled by varying the respective flow rates of the reactants 
and/or the reducing agents. 
Figure 1. Microfluidic device for GNP synthesis. Adapted from Ref. [27] (with 
permission from Elsevier Ltd.  
 
102 
 
 
In the absence of seeds in the synthesis with ascorbic acid, both high pH of the reaction mixture 
and highly hydrophobic surface of the inner reactor walls prevented the nanoparticle deposition onto 
the inner walls of a pyrex/silicone microreactor [28]. A principle of split-and-recombine mixing was 
utilized in this microreactor. The hydrophobic surface was created by modification with perfluorosilane 
and polyvinylpyrrolidone (PVP) was used as capping agent. As the flow rate increased, the mean 
diameter of the gold nanoparticles decreased, while the total number of nanoparticles increased. It 
has been shown that there exists a range of flow rates, where axial dispersion effects can be neglected 
leading to improved control over mixing. The obtained gold nanoparticles showed better distribution, 
which was twice as narrow in comparison to those obtained in the conventional reactor and in  
the microreactor with a substantial degree of backmixing observed at low flow rates. In a follow up 
work, controlled accumulation of the discrete nanoparticles into larger clusters of micrometer size 
was demonstrated in the channels of 180 × 200 m2 made in a glass chip [29]. In this reactor, a 
solution of reducing agents (ascorbic acid and iron(II) sulfate) was mixed with polyvinyl alcohol in 
the first mixer. Then, a sodium metasilicate solution was introduced in the second mixer and gold 
ions were injected in the third mixer. Reduction of gold ions into colloidal gold in the presence of 
polymer and electrolytes facilitated the clustering of gold nanoparticles into larger clusters. Small 
GNPs with a diameter of 3–5 nm were obtained when sodium borohydride was used as reducing 
agent [30]. The size can further be fine-tuned by controlling the concentration (via dilution by 
introducing diluents water stream) of the gold ions and borohydride. Thus, the authors were able to 
control the cluster size between 3 nm up to micrometer size by varying the respective flow rates  
and concentration. 
Ultra-small gold clusters with a diameter of 1 nm are an important class of gold nanomaterials 
with regards to their high catalytic activity in many organic reactions [31]. Synthesis of such gold 
clusters is a difficult task in conventional stirred reactors due to pure control of mixing. Deviations of the 
local concentration of reactants, particularly strong reducing agents like sodium borohydride, influence 
the kinetics of the cluster formation and are detrimental to the size distribution. Tsunoyama et al. 
presented a microfluidic method to produce ultra-small PVP-stabilized gold nanoparticles using a 
SIMM-V2 micromixer (IMM, Figure 2A) [32]. In this micromixer, the total flow of HAuCl4 gold 
precursor, PVP and an aqueous solution of sodium borohydride was split in a multitude of parallel 
substreams with a thickness below 100 m. This reduced characteristic diffusion time from several 
minutes to a few seconds. Moreover, it was speculated that microbubbles, which were formed due to 
the decomposition of borohydride, assisted in breaking the lamellar structure into smaller fragments, 
further accelerating the mass-transport. Sub 2 nm gold nanoparticles were produced with a 
monodispersity of 14% from a 10 mM Au precursor solution at a relatively low PVP:Au molar ratio 
of 40:1 Figure 2B). It should be noted that larger and polydisperse PVP-protected Au clusters were 
produced in a conventional reactor, when similar concentrations of reactants were used (Figure 2C). 
The activity of Au clusters in oxidation of 4-hydroxybenzyl alcohol was 50% greater than that with 
Au clusters produced by classical batch protocol demonstrating the advantages of monodispersed Au 
nanoparticles in structure sensitive reactions. 
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Figure 2. (A) Multilamination and mixing of gold precursors (Au ions and PVP) with 
reducing agent (sodium borohydride and PVP); (B,C) TEM photographs of produced 
GNPs with size distribution (insets) for microfluidic and batch processes, respectively. 
Adapted from Ref. [32] (with permission from American Chemical Society). 
 
The SIMM-V2 micromixer in combination with a microreactor was employed to examine the 
dependence of the particles size on the reactant flow rates [33]. The authors used HAuCl4 as gold 
source, while ascorbic acid and PVP were used as reducing agent and surfactant, respectively. They 
obtained a set of GNPs with different sizes in the range from 1.7 to 33 nm by varying the flow rate 
from 7.5 to 0.1 mL/min. The characteristic half time of ascorbic acid mediated reduction of gold ions 
was found to be 31 ms. Still, this is much shorter as compared to the characteristic diffusion time of at 
least several seconds. As the diffusion time approaches the characteristic reaction time, it enables to 
decouple the nucleation and growth steps, which in turn provides better degree of control over the 
particle size via variation of the residence time. The authors did not observe deposition of on the inner 
metal walls of the micromixer at high flow rates. 
5. Effect of pH 
Ishizaka et al. adjusted the pH of a gold precursor solution with addition of an aqueous sodium 
hydroxide solution in a Teflon mixer connected to a capillary [34]. This solution was then mixed 
with glucose acting as reducing agent. As the hydroxide flow rate decreased, the pH of the resulting 
solution decreased too yielding non-spherical GNPs as detected by a blue shift in the light absorption 
(Figure 3). At a pH of 6.9, star-like GNPs were obtained solely in the microreactor, while in their 
batch system this morphology could not be obtained at the same reaction conditions. 
104 
 
 
Figure 3. Upper panel: Microfluidic pH Control of Gold solution with NaOH and  
then online reduction with glucose. Lower panel: GNP samples of wide UV absorption 
characteristics (depending on shape); TEM photograph of star-like GNP (while line at 
the bottom left of TEM photo corresponds to scale bar, in addition to the bottom right 
side, unaltered from the original image). Adapted from Ref. [34] (with permission from  
Elsevier Ltd.). 
 
It is known that the reducing potential of ascorbic acid depends on the pH of the solution. At pH 
below 4.1, ascorbic acid exists in the protonated form, AscH2. As the pH increases, it transforms  
into ascorbate, AscHí, while at pH above 11.6 it is completely deprotonated to form, Asc2í. Such 
speciation of ascorbic acid at different pH alters its reducing power. The control of the initial pH of 
the ascorbic acid solution increased the isolation of spherical GNPs, with high monodispersity [35]. 
Au nanoparticles with average diameter of 18, 10 and 7 nm, with narrow relative polydispersity 
indices of 0.4, 0.3 and 0.2 were obtained from a HAuCl4/ascorbic acid mixture at a pH of 10.2, 10.7 
and 11.1, other parameters being the same. The initial pH was adjusted with a sodium hydroxide 
solution. A microfluidic mixer was operated at Reynolds number of 2000, enabling intense mixing 
between ascorbic acid and gold precursors.  
6. Transient Operation 
A pulsed dosage of 0.5 L of a 1 mM Au(III) solution (every 2 s) to a continuous flow of a  
1.5 mM sodium borohydride solution was proposed by Pedro et al. [36]. The two solutions were  
mixed in a flow-focusing T-junction connected to a three-dimensional serpentine channel network  
(Figure 4A,B). This enabled controlled and homogeneous formation of the gold seed/nuclei due to 
the creation of supersaturated zones in each dosed volume of gold ions. The entire microreactor was 
made by low-temperature co-fired ceramic technology (LTCC). Highly reproducible 2.7 nm GNPs 
with high monodispersity were obtained in at least 10 consecutive runs (Figure 4C,D). 
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Figure 4. (A) Microfluidic device made by low-temperature co-fired ceramic technology 
LTCC; (B) Micromixer and 3-D serpentine residence time unit enabling efficient mixing; 
(C) Reproducibility between several runs of experiment; (D) TEM photograph: 
Size-distribution of GNPs in the form of histogram is provided in the inset; mean average 
diameter is 2.7 nm for the Mercaptoundecanoic acid MUA modified gold nanoparticles. 
Adapted from Ref. [36] (with permission from IOP Publishing Ltd.). 
 
Ultra-small Au nanoparticles can also be obtained by rapid heating and quench in a microreactor 
system [37]. In this method, the Au ions are reduced with a sodium citrate solution at elevated 
temperature, just below the boiling point of the solvent, yielding a multitude of nuclei that needs to 
be immediately cooled to arrest further growth. A T-mixer was connected to a 1.5 m fused silica 
capillary with a diameter of 200 m maintained at 100 °C (Figure 5A). The outlet flow was rapidly 
cooled to quench the reaction. With a residence time of 35 s, gold nanoparticles with an average 
diameter of 2 nm were produced at a citrate: Au molar ratio of 3.5 (Au 5.4 mM), while the synthesis 
in batch gave a polydispersed mixture of gold nanoparticles under similar reaction conditions. 
Different particle sizes in the range of 1.5–3.0 nm were obtained by varying the residence time in the 
microreactor (Figure 5B). Thus, fast heating enabled to obtain ultra-small GNPs even with classical  
synthesis methods.  
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Figure 5. (A) T-mixer and Fused Silica capillary microreactor; (B) GNP Size variation 
and size distribution by tuning residence time. Adapted from Ref. [37] (with permission 
from Royal Society of Chemistry). 
 
7. Surfactant Stabilized Gold Nanoparticles 
While many reports are devoted towards preparing water-dispersible GNPs colloids in microfluidic 
reactors, less attention was given to organically-capped hydrophobic gold nanoparticles which are 
also an important class of GNPs. Sugie et al. reported reduction of HAuCl4 in tetrahydrofuran (THF) 
solvent inside a Y-mixer/PTFE microreactor assembly maintained at constant temperature (25–60 °C) 
using organosilanes (RSiH) as reducing agents and alkyl thiol (RSH) as capping agent [38]. The effect 
of the residence time and temperatures was studied. As the residence time increased from 12 to  
94 min, the size of the GNPs increased from 4.3 to 8.7 nm. The nature of the reducing agent did not 
alter the size of GNPs when the flow rate and temperature were kept constant. A benchmark 
experiment in the batch mode at 60 °C produced insoluble precipitates manifesting uncontrolled growth. 
8. Development of Time Resolved Analysis Techniques to Monitor Reaction Kinetics 
It is generally considered that the kinetics of nucleation and growth is coupled and in most cases 
extremely fast. Hence, monitoring the nucleation and growth processes in real-time is even more 
challenging than harnessing such processes to produce GNPs in size/shape-controlled manner.  
Krishna et al. presented a fluidic method to examine the real-time nucleation and growth kinetics by 
employing on-line X-ray absorption spectroscopy (XAS) [39]. This method provides kinetic profiles 
of the nucleation and growth of gold nanoparticles on the channel surface. To obtain time resolved 
information about the growth of gold nanoparticles, an X-ray beam with a size of 50 × 50 ȝm2 was 
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directed via a micromixer where a HAuCl4 solution was contacted with a meso-2,3-dimercapto 
succinic acid solution at relatively low Re numbers (Figure 6). In such conditions, a gold-thiol 
species was formed and deposited onto the inner channel surface. Then, a sodium borohydride 
solution was fed through the microchannel to reduce the Au-Thiol species o colloidal GNPs. The 
latter step was monitored with XAS at 5 ms intervals at different locations of the channel.  
Figure 6. Upper panel: Microfluidic device for in-situ monitoring of GNP growth 
kinetics with an X-Ray probe, Lower panel: time-resolved deposition of gold nanoparticles 
and aggregation along the microfluidic channel at different positions. Adapted from  
Ref. [39] (with permission from American Chemical Society). 
 
9. Synthesis of Composite GNPs 
Au-Metal Composites 
During the last fifteen years, core-shell nanoparticles have been intensively studied for their 
potential to have specific optical, electronic, magnetic and catalytic properties. Several research 
groups have employed microfluidic reactors for the synthesis of complex gold nanoparticles, such as 
Au-Ag (gold-silver) composites, core-shell (Au/Ag or Au/Silica), gold nanorods, etc. [8,40–47]. Due 
their tunable optical and chemical properties, these materials hold large promises in optics, analytical 
and biosciences as imaging and therapeutic agents. The choice of noble-metal (Au) core is motivated 
by the strong optical responses resulting from the well-known surface plasmon resonance, thus 
allowing construction of efficient probes for surface enhanced Raman scattering. However, those 
properties require suppression by use of surface encapsulation of the tendency of the nanoparticles to 
aggregate. Moreover, the use of dielectric materials such as metal oxides for the shell coating can 
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allow further tuning of those properties. As a consequence, optimization of this tailoring requires a 
precise control of the chemical composition, the structure and dimensions of the shells. Although 
such chemically and structurally delicate nano-motifs can be synthesized in flask reactors, however 
reliable and scalable means to fabricate such materials are highly challenging. Hence, microreactors 
are envisaged as a robust means to produce such materials in a reliable and scalable fashion. 
It should be noted that the rate of the gold reduction step is much higher than that of silver 
reduction, therefore it is of importance the presence of the silver ions in the vicinity of the gold seeds 
in order to make core-shell particles. The microfluidic synthesis of Au-Ag core-shell nanoparticles 
was realized in a Statmix 7 (IPHT Jena) glass/Si/glass split-and-recombine microreactor to ensure 
multilamination of fluid segments for better mixing via rapid interdiffusion between adjacent 
laminar layers (Figure 7) [48]. In the first micromixer, an Au(III) aqueous solution was mixed with 
ascorbic acid to generate gold nuclei. These nuclei act as seeds/core to catalyze the growth of the 
silver shell onto the gold core once a stream of silver nitrate solution was introduced in the second 
micrometer. At a low flow rate of 25 L/min, the rate of diffusion of ascorbic acid into silver-rich 
laminar layers was relatively slow. As a result, only gold colloids were formed. As the flow rate 
increased towards the 42–58 L/min range, proper multi-stacking of lamellas containing Au-ascorbic 
acid and the Ag salt was realized. This enhanced diffusion of the silver ions to the gold seeds yielding 
predominantly the Au-Ag nanoparticles. In the intermediate flow regime (42–50 L/min), both 
Au-Ag and Au particles were formed. This work demonstrated the importance of mixing and precise 
control of the reaction time for the synthesis of complex composite materials of desired/tunable 
chemical composition.  
Figure 7. Upper panel: Schematic of Au-Ag core-shell synthesis in microreactor and 
possible products. Lower panel: Multilamination and mixing efficiency at different flow 
rates (A: typical flow rate 42–58 L/min, while B: 25 L/min). Adapted from Ref. [48] 
(with permission from Wiley-VCH). 
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Au-Ag alloy nanocomposites were prepared in a PTFE capillary microreactor with a diameter  
of 750 m in a single step (Figure 8) [49]. A preformed solution of silver nitrate, gold chloride, 
oleylamine and octadecene (Au3+/Ag+ = 20) was fed to the microreactor maintained at 140 °C. At 
this temperature, fast nucleation of gold into the primary core materials was completed prior to 
thermally assisted diffusion-reduction of Ag inside the Au cores. As the residence time increased 
from 30 to 320 s, more silver ions diffused towards the gold seeds. As a result, the silver content in 
the Au-Ag alloy increased commensurately. Highly monodisperse and composition-defined Au-Ag 
alloy particles with an average diameter of 2.7 nm were produced at a residence time of 3 min. 
Similar reaction conditions in a batch reactor required longer reaction time and produced Au-Ag 
nanoparticles with large size distribution. 
Figure 8. Schematics of mechanism for Au-Ag alloy synthesis. Change of product 
composition (colloidal Ag or Au and Au-Ag ally) with residence time inside the 
microreactor (variation of plasmonic absorption with residence time is shown in the UV-Vis 
trace of (a)). Adapted from Ref. [49] (with permission from Elsevier Ltd.).  
 
10. Au-Metal Oxide Composites 
A uniform gold shell onto dielectric cores such as silica particles exhibits much more pronounced 
plasmonic properties, which can be utilized in a number of optical and biological applications [41,45]. 
Such materials sparked intense interests in fundamental and applied research [43]. The thickness of 
the Au shell and the extent of Au coverage on the silica core dramatically affects the resulting 
plasmonic behavior. Several groups developed chemical methods to achieve such variation through 
controlling the reactions. The basic chemistry to form SiO2@Au nanomaterials involves several 
steps (Figure 9). It starts with the formation of silica nanoparticles by the Stöber method [50], 
followed by the functionalization of silica surface with amine containing silane species. The surface 
becomes positively charged, allowing adsorption of preformed gold seeds. In the last step, the 
reduction of exogenously added gold ions onto these seeds occurs to form a complete gold shell onto 
the silica core. Recently, the SiO2@Au nanomaterials were produced in a Teflon millireactor with a 
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diameter of 1.3 mm by Gomez et al. [51]. The amino-functionalized silica particles were obtained  
by reaction between an ethanol solution of silica precursor (tetraethyl orthosilicate and 
3-aminopropyltriethoxy silane) with an ammonia solution in the flow reactor at 40 °C with a 
residence time of 30 min. After off-line separation, it was observed a rather big distribution in 
particle size due to laminar flow and large variation in residence time in the microreactor operated in 
the laminar regime. In the second step, another microreactor was employed to attach gold seeds (2–4 nm) 
onto the silica particles. The obtained Au-seeded silica colloids were further treated with a gold salt 
solution in the presence of formaldehyde as reducing agent. The authors noticed poor attachment of 
the gold seeds onto the amino-silica cores. As a result, substantial amount of free colloidal gold apart 
from gold-silica core-shell materials was also observed in the final product, which would require 
additional purification step. This observation manifests in the necessity of a cleaner process for such 
materials synthesis, which is often accompanied by undesired side-reactions (here the free colloidal 
gold formation). 
Figure 9. (a) Chemical steps for silica particles synthesis, amino functionalization, 
seeding with Au and the Au shell formation by chemical reduction of gold; (b) Microfluidic 
setup for core-shell synthesis; (c) Interdigitated micromixer for mixing of reagents  
for core-shell synthesis. Adapted from Ref. [51] (with permission from Royal Society  
of Chemistry). 
 
11. Au Nanorods 
Gold nanorods (GNRs) is another class of gold nanoparticles, which show surface plasmon  
behavior [8]. In particular, they can support a longitudinal surface plasmon, which results in suspensions 
of them having a strong extinction peak in the upper visible or near-infrared parts of the spectrum. 
The position of this peak can be readily tuned by controlling the shape of the rods. In addition, the 
surface of the nanorods can be functionalized by a very wide variety of molecules. This has led to 
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interest in their use as selective biomarkers in biodiagnostics or for selective targeting in 
photothermal therapeutics [46,47,52,53]. Typical gold nanorods are 30–50 nm long and 5–10 nm 
wide. The plasmon of nanorods splits into two modes of surface electron oscillation: (1) along the 
long axis, longitudinal (light absorption beyond 600 nm up to near infrared region) and (2) along  
the short axis which is typically in the range of spherical gold nanoparticles i.e., 520–530 nm). 
Longitudinal plasmon can be tuned by controlling the anisotropic growth of gold seeds along the 
longer axis.  
Typically, chemistry of GNRs formation involves templated growth of small gold seeds (1–3 nm) 
with a growth solution: a mixture of gold salt, ascorbic acid reductant, templating agent CTAB and a 
small amount of silver nitrate in water. Boleininger et al. reported the first GNRs synthesis in a PVC 
microreactor connected to a three-way valve and a 7-port manifold (Upchurch Scientific) [52]. The 
authors were able to produce GNRs with different aspect ratio by changing the ratio between the 
preformed gold seeds solution and the growth solution. In-situ monitoring of the GNRs formation 
was performed with an optical probe in the downstream part of the microreactor. The effect of the 
reaction temperature and reactant concentrations was systematically studied. Since preformed seeds 
for GNRs are not stable over a period of several hours, only freshly prepared seeds can serve as reliable 
core materials for their growth into monodisperse GNRs. In this way, Bullen et al. modified this 
synthesis by employing a sequentially rotating tube processor (RTP) connected to a microfluidic chip to 
perform sequential operations of seed formation and growth of seeds into GNRs (Figure 10) [53].  
A stable continuous operation for 19 days was demonstrated, which would be hampered had they 
used presynthesized seeds. Spectral data for all the samples collected over 19 days of operation 
demonstrate the robustness of the system to produce high quality of gold nanorods having reproducible 
quality and least by-products (spherical or irregular-shaped gold nanoparticles) as evident from the 
TEM picture. 
Figure 10. (A) Injection of reagents into Rotating Tube processor (RTP) and Residence 
Time Unit fitted with an on-line UV monitoring system; (B) UV-Vis Spectrum of Gold 
Nanorods produced over 19 days; (C) TEM photographs of the produced GNRs. Adapted 
from Ref. [53] (with permission from Royal society of Chemistry). 
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In the “seedless” method, a gold precursor solution (HAuCl4, CTAB, acetylacetone) and a 
reactant mixture (CTAB, pH 10 carbonate buffer and AgNO3) were fed into the RTP (30 cm × 6 cm, 
rotating at 1000 rpm). The centrifugal force of the RTP generated a dynamic thin film (300 m) on 
the inner wall of the reactor facilitating the Au-seed formation in 30 s. These seeds subsequently 
grew to nanorods of 24.2 nm × 6.6 nm in the microfluidic chip. Typically, the control of shape and 
size of anisotropic gold nanoparticles is accomplished by adjusting the concentration of shape 
modulating agents: silver and CTAB capping agents. By varying the silver concentrations in the 
second feed, the authors were able to control the aspect ratio of the produced rods. Although, such 
capping agents enable synthesis of high quality GNRs, both Ag and CTAB exhibit in vivo cytotoxicity, 
limiting their direct use in biological systems.  
In an attempt to create a CTAB and Ag-free variant of anisotropic GNRs synthesis, Sebastian et al. 
presented a Y-mixer connected to a 760 m i.d.; internal diameter PTFE microreactor for continuous 
flow synthesis of biocompatible GNRs using amino acid (Lysine) instead of CTAB [54]. The 
presence of two amino groups in Lysine molecule serves a dual purpose of capping and bridging, 
which is essential for anisotropic growth of gold particles. A premixed solution of gold salt, potassium 
carbonate and Lysine was contacted for 10 min with sodium borohydride solution in the microreactor 
placed in an ultrasonic bath (Figure 11). GNRs are obtained with high monodispersity with microreactor 
(Figure 11B,C,E) while GNPs with irregular shapes and polydispersity were obtained in benchmark 
experiments in a batch reactor (Figure 11A,D). Fast mixing between the reactants is attributed to 
such pronounced difference between conventional and flow reactors. The produced GNRs were 
biocompatible and exhibited strong absorption in the near-infrared range. These GNRs were 
successfully used in photothermal optical coherence tomography (OCT) of human breast tissue.  
So far, we considered syntheses under single-phase conditions, via controlled mixing and reactions 
between two or more miscible reagent solutions. This protocol is simple and easily adaptable to 
different microfluidic set-ups. However, there are several drawbacks associated with single-phase 
materials synthesis: (1) due to axial diffusion in laminar flow, there exists wide distribution in the 
residence time (Figure 12A,C), which contributes to polydisperse and intractable mixture of several 
products and by products [55,56]; (2) mixing occurs solely by diffusion, which requires micromachining 
of additional structural elements (e.g., pin-fin or split-and-recombine) with lithographic techniques to 
induce convective flux to assist mixing (Hydrodynamics and reaction studies in a layered herringbone 
channel [57]; (3) deposition of gold nanoparticles occurs onto the inner reactor walls. The deposit 
serves as nucleation sites hence depleting feed stock in an unproductive way. The reactor becomes 
unusable at longer reaction times, which impedes the utility of the reactor for long-term use. Passivation 
of the channel surface with hydrophobic functional groups was proposed as a possible remedy; 
however, such methods are not generic for all materials used for microfluidic device fabrication. 
Specifically, while PDMS is the most widely used materials for microfluidic reactor fabrication, 
unfortunately PDMS is unsuitable for such chemical passivation. 
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Figure 11. Upper panel: Schematic of Microfluidic setup for CATB and Ag-free Gold 
Nanorods synthesis. Lower panel: (A) Irregular-shaped Gold Nanoparticles from Batch 
experiments; (B) Gold nanorods from microfluidic experiment; (C) Absorption spectra 
of GNP produced in batch and continuous microfluidic device; (D) Size distribution of 
GNPs from batch reactor; (E) Size distribution of GNRs from microfluidic device. Adapted 
from Ref. [54] (with permission from Royal society of Chemistry).  
 
Figure 12. Cartoons for liquid flow pattern and velocity dispersion in liquid elements for 
(A) one-phase laminar flow, (B) water-in-oil droplet flow. Residence time distribution in 
(C) laminar flow and (D) droplet flow regimes. Adapted from Ref. [55] (with permission 
from Wiley-VCH). 
 
  
114 
 
 
12. Multiphase Flow Operation 
Two Phase Segmented Flow 
Multiphase flows are created when two of more partially or immiscible fluids are brought in 
contact. Multiphase flow operation provides several mechanisms for enhancing and extending the 
performance of single phase microfluidic systems [58,59]. The long diffusion times and dispersion 
limitations often associated with single-phase flow can be reduced or eliminated by adding a second, 
immiscible, fluid stream that enhances mixing via transverse convection by inducing a recirculation 
motion in the liquid. The multiphase flow prevents direct contact between a liquid containing GNPs 
and the inner microchannel walls and thereby eliminates undesired clogging of channels due to 
deposition of material on wall surfaces. 
In many multiphase operations, reagents containing aqueous streams are pumped inside the 
microfluidic mixing port/junction and are segmented into small droplets or slugs by introducing an 
immiscible, non-reacting fluid (gas or oil) [60]. Such droplets/slugs translate through the channel. 
Due to internal circulation inside these liquid segments, intense inter-phase mixing becomes possible 
in addition to molecular diffusion. Hence, excellent mixing is accomplished in the segmented  
flow, which produces a very narrow residence time distribution profile. Moreover, droplets/slugs are 
produced in high frequency and fidelity in terms of their content concentrations, volume where  
all droplets act as identical reaction flasks, which are essential to reduce polydispersity and in many 
cases require minimal/no post-purification operation. All these beneficial attributes of multi-phase 
microfluidics enabled synthesis of nanoparticles of superior quality and wide chemical-structural 
diversity [23–25,61]. In the following section, we discuss recent advances in multiphase microfluidics 
for gold nanoparticles synthesis.  
Anisotropic gold nanoparticles, namely gold nanorods, Au-silica core-shell nanomaterials and  
ultra-small gold nanoparticles were synthesized by Duraiswamy and Khan in segmented flow operation 
in PDMS-made (Polydimethyloxysiloxane) microchannels [62]. They demonstrated that precise and 
rapid micromixing within droplets furnished high quality GNRs. Three separate streams containing (1) 
preformed gold seeds denoted as S (<2 nm); (2) mixture of Au3+, Ag+ and CTAB (R1) and (3) ascorbic 
acid solution (R2) were premixed in a micromixer and then fed into the second micromixer where 
Taylor flow was created by addition of a silicone oil stream (Figure 13 panel: 1 and 2). Due to intense 
recirculation inside each droplet, the growth of seeds into rods occurred in a reproducible way, which 
in turn produced monodisperse GNRs, with insignificant amount of by-products (irregular colloidal 
gold). By manipulating silver content in the droplets, GNRs of different aspect ratios were produced 
(Figure 13; panel 3). The reactor was used for 12 h without any channel fouling. 
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Figure 13. (1) Aqueous reagents dispensing in microfluidic channel as water-in-oil 
droplets; (2) Schematic of Microfluidic set-up; (3) TEM photographs of produced GNRs 
of different aspect ratios [decreasing aspect ratios in the order from (a) to (d)]. Adapted 
from Ref. [62] (with permission from Wiley-VCH). 
 
In GNRs synthesis, reliable and continuous supply of stabilized ultra-small gold nanoparticles  
(or seeds) is of importance to realize a reliable production facility. As discussed in the first part of 
this review, several authors attempted microfluidic synthesis of ultra-small GNPs using a strong 
reducing agent, sodium borohydride. However, sodium borohydride is known to decompose in water 
and produce hydrogen gas bubbles. Generation of additional gas phase in single phase operation may 
enhance convective mixing between liquid elements, however in a rather irregular manner [32]. Such 
unpredictable and irregular mixing between liquid reactants would make the process unreliable for 
sustained and reproducible synthesis. Saif et al. suggested to use gas-liquid flow in which nitrogen 
bubbles were introduced to absorb hydrogen released from the sodium borohydride solution  
(Figure 14A,B) [63]. In this system, hydrogen gas forming in the aqueous phase rapidly diffuse into 
the intervening nitrogen bubbles due to large concentration gradient and intense vortex in the liquid 
slugs. Thereby, hydrogen concentration in the aqueous phase was kept well below the saturation 
point to suppress nucleation and micro bubbles formation inside the aqueous slugs. A diffusion 
model was developed which showed that the hydrogen concentration in liquid remained below the 
solubility threshold of 0.9 mM. In that way, the process was run for 8 h. Spherical gold nanocrystals 
of below 5 nm in size were produced (Figure 14C). These seeds were successfully used to produce 
high quality GNRs in batch synthesis. This work envisages that a full continuous process of seed 
formation and subsequent use in GNRs synthesis would be possible without any flow mal-distribution 
by NaBH4 decomposition. 
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Figure 14. (A) Schematic of gas-liquid segmented flow generation and hydrogen gas 
dissolution from aqueous slugs into gas bubbles; (B) Microscopic photograph of 
gas-liquid segmented flow; (C) Microfluidic set-up for <5 nm gold seed formation by 
gas-liquid segmentation and hydrogen-gas trapping. Adapted from Ref. [63] (with 
permission from Royal Society of Chemistry). 
 
In a similar way, Jensen et al. created slugs of aqueous phase containing gold precursor and  
sodium borohydride solution inside a silicone-pyrex chip by adding either silicone oil, toluene or air 
as immiscible fluid (Figure 15) [64]. The mixing zone was kept at room temperature while the 
reaction zone (100 ȝL volume, either hydrophilic or hydrophobic walls) was kept at 100 °C. In  
the hydrophilic channel network, continuous aqueous slugs were created inside the channel by 
introducing the immiscible fluid. In this case, all aqueous slugs were connected to each other by a 
thin film. The length of the aqueous slugs had pronounced effect on the product size and polydispersity. 
Short slugs in toluene produced smaller particles of 3.8 ± 0.3 nm at a residence time of 10 s while 
longer slugs gave larger particles of 4.9 ± 3.0 nm with significant polydispersity at a residence time 
of 40 s. The relative slip velocity between continuous phase and aqueous slugs determined the 
internal mixing within the slugs and polydispersity. They observed that higher slip velocity produced 
narrow particle size distribution, while lower slip velocity lead to poor mixing and wide particle size 
distribution. The authors derived a relationship between the slug length and the particle size (and 
polydispersity) in terms of inter-slug mass transfer, which is a function of the slug length.  
In the hydrophobic channel network, the droplets of aqueous phase were separated from  
each other by the continuous organic (or air) phase. They showed that axial dispersion was 
drastically reduced. 
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Figure 15. (a) Schematic of segmented flow generation in a hydrophilic channel;  
(b) photograph of aqueous slugs in toluene (aqueous slugs are dyed with fluorescein for 
better visualization); (c) microchip with cold (for mixing) and hot zones (for reaction). 
Adapted from Ref. [64] (with permission from American Chemical Society). 
 
13. Three Phase Segmented Flow 
Three phase segmented flow of inert gas, reactant containing aqueous droplets dispersed in  
a continuous oil phase was employed inside a microchannel by Duraiswamy et al. to produce 
SiO2@Au core-shell materials with variable plasmonic behavior (600–900 nm in absorption 
spectrum) [65] (Figure 16). In this approach, inlet clogging due to particle deposition was avoided 
and droplet coalescence was considerably reduced. The gold coverage onto the silica particles was 
controlled by the inlet flow rates. Moreover, uncontrolled formation of free gold outside the surface 
of seeded-silica particles was largely avoided, which enabled pure batches of core-shell materials of 
varying plasmonic signatures. 
In majority of work, liquid-based i.e., aqueous solutions of reducing agents such as ascorbic acid, 
trisodium citrate, sodium borohydride etc. are used in redox-based nanomaterials syntheses. Carbon 
monoxide or hydrogen are cleaner variants of the reducing agents and can be separated from the 
reaction mixture by mere exposing to ambient atmosphere. Several groups utilized gaseous reactants 
in nanomaterials synthesis [66–68], including gold nanoshell synthesis [69]. As the size of GNPs 
depends on kinetics on nucleation and growth, any inhomogeneity during gas-liquid mass-transport 
would render the synthesis unreliable and irreproducible. Multiphase microchemical systems take 
advantage of the large interfacial areas. Carbon monoxide was used as reducing agent to produce 
SiO2@Au nanomaterials in a PDMS-membrane microreactor by Rahman et al. (Figure 17A) [70].  
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In this way, CO was dissolved inside the aqueous droplets without forming any gas bubbles.  
(Figure 17B,C). Depending on the residence time of aqueous droplets (1–70 s), the flow rate of CO 
across the membrane was adjusted to control the rate of gold deposition onto the silica core. In this 
way, SiO2@Au nanomaterials with variable gold coverage and impressively high purity (free from 
colloidal gold) were produced (Figure 17D). Rapid quenching of the gold deposition was possible by 
eliminating gas/liquid contact in the downstream section.  
Figure 16. (1) Microfluidic formation of gas-aqueous foam in continuous oil; (2) Panel 
showing TEM photographs of (a) gold-seeded silica particles, (b) small gold island on 
silica, (c) dense gold islands on silica, (d) fully developed gold shell on silica spheres,  
(e) inset showing UV-Vis absorption of the particles (a)–(d). Adapted from Ref. [65] 
(with permission from American Chemical Society). 
 
14. Application of Ionic Liquids 
Recently, ionic liquids (IL) are considered as an alternative reaction medium for nanoparticles 
synthesis, given their unique molecular nature, polarity and ability to stabilize nanoparticles via 
numerous modes of interactions [71–73]. Ionic liquids may serve a dual purpose as a solvent and 
molecular/colloidal stabilizer, however GNPs synthesis in IL is challenging in terms of size 
distribution, presumably due to poor mass transport in viscous ionic liquids.  
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Figure 17. (A) Microfluidic set-up for water-oil droplet formation; Schematic (B) and 
microscopic photograph (C) of gas-liquid contacting across the membrane;  
(D) Core-shell formation with variable gold coverage (a–d). Adapted from Ref. [70] 
(with permission from Royal Society of Chemistry). 
 
Lazarus et al. leveraged the beneficial attributes of both ionic liquids and microreactors for the 
synthesis of GNPs [74]. The authors used a flow-focusing microfluidic protocol where in the mixing 
zone a stream of butyl methylimidazolium tetrafluoroborate (BMIM-BF4) was injected between the 
two reactant streams (HAuCl4/1-methylimidazole and NaBH4 in BMIM-BF4) to allow fast mixing 
(Figure 18A). As this stream arrived at a flow-focusing cross-junction, two oil streams were fed 
orthogonal to the IL streams. At oil flow rates below 3000 L hí1, the middle IL stream maintained  
co-parallel flow with the flanking oil streams (inset A in Figure 18), while above this threshold value, 
droplets of IL were formed (Inset B in Figure 18). Fast and homogeneous mixing enable rapid 
nucleation burst, and ensure monodispersity in the final fully grown GNPs. The liquid mixture was 
quenched at the outlet with ethanol to separate the produced GNPs and analyzed by spectroscopic 
and microscopic methods. The best quality GNPs in terms of polydispersity (12%), size and roundedness 
of the GNPs was achieved from the droplet protocol. The mean particle diameter was 4.38 ± 0.53 nm 
having spherical features. The roundness, defined as (4 × particle area)/(ʌ × (major axis length)2), 
below 0.85 was observed only in 15% particles. UV-vis spectra of suspensions exhibited narrow 
surface plasmon bands cantered at 518.5 nm, typical of non-agglomerated GNPs. With the parallel 
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flow protocol, the GNPs were of inferior structural features compared to droplet protocol. The mean 
diameter was 5.65 ± 1.03 nm with a polydispersity index of 18.2%. The roundness below 0.85 was 
observed in 23% particles. Intriguingly, thinning of the innermost lamella (IL liquid) by increasing 
the oil flow rate showed tendency of the GNPs to become more monodispersed compared to the  
case when the inert oil phase was completely excluded. Understandably, mixing within droplets is 
most efficient due to intense vortex generation, while interdiffusion between liquid streams become 
progressively limited as the characteristic dimension of the lamella becomes larger. In all cases,  
the synthesis was completed in 19 s. A benchmarking experiment in the batch requires at least  
1 min. The obtained nanoparticles were significantly spheroidal with 28% having a roundness less 
than 0.85. The mean diameter was larger than that in the flow synthesis (6.25 ± 1.29 nm; 
polydispersity: 20.6%). 
Figure 18. Schematic of the PDMS device (3 × 5 cm) with flow focusing geometry. 
channel widths and depths are 600 m and 95 m (flow-focusing region width: 400 m), 
respectively, with a total channel volume of 7.6 m. Inset A: parallel flow of IL and inert 
Oil at Oil flow rates below 3000 L hí1, inset B: IL droplet formation at Oil flow  
rates beyond 3000 L hí1. Adapted from Ref. [74] (with permission from Royal Society  
of Chemistry). 
 
Larazus et al. later reported the use of ionic liquid variant of sodium borohydride, namely,  
1-butyl-1-methylimidazolium borohydride (BMIM BH4), to increase the solubility of reducing agent 
in butyl methylimidazolium bis-triflamide ionic liquid (BMIM NTf2) in the synthesis of GNPs in a 
fluorinated PDMS channel [75]. The dispersed phase contained the IL reducing agent and gold ions 
while a fluorocarbon oil was continuous phase. At low ionic liquid/oil flow ratios of 0.05–0.25, 
droplets were formed immediately at the junction location. In comparison to batch conditions their 
microfluidic method produced GNPs of smaller size and higher monodispersity.  
15. Scale-Up of GNP Synthesis Using Flow-Chemistry 
Only few reports emerged that tackles the scale-up issue associated with complex gold 
nanoparticles production. Gomez et al. presented the first example of continuous synthesis of hollow 
GNPs in a flow reactor composed of T-pieces for mixing and a 1.6 mm diameter PTFE tube as 
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residence time unit at two different scales corresponding to production rates of 0.2 and 2.0 mmol 
Au/min [76]. Hollow GNPs exhibit plasmonic behavior, where the ratio of particle diameter to the 
thickness of the shell determines the surface plasmon resonance (SPR) peak position and their uniformity 
determines the SPR bandwidth. At first, a cobalt solution was mixed with sodium borohydride in the 
first T-junction which produced cobalt nanospheres within 180 s of reaction time (Figure 19). This 
step was diffusion limited, and the reaction time was set slightly higher than the diffusive mixing 
time of 160 s. In the second mixer, a gold precursor was introduced which was reduced at the surface 
of cobalt particles which in turn was dissolved out after being oxidized. In the scale-up process, a 
stream of oxygen was introduced in the 3rd mixing port to facilitate this galvanic dissolution process 
to form completely Co free hollow GNPs. In-situ functionalization of hollow GNPs with thiolated 
polyethylene glycols was demonstrated to enhance the biocompatibility. An integrated continuous 
UV sterilization step facilitated the on-site in vivo use of the as-synthesized materials. Such integration 
of continuous production and downstream processing in a millireactor holds promises for scaling up 
of “ready-to-use” nanoparticles production. 
Figure 19. Microfluidic schematic of hollow gold nanoparticles in a multi-step approach 
with average reaction time for each step. Insets are TEM photographs of the corresponding 
nanoparticles formed throughout the process at different stages. Adapted from Ref. [76] 
(with permission from Royal Society of Chemistry). 
 
Lohse et al. scaled up the microfluidic synthesis to produce 10 L of suspension of GNRs with 
aspect ratio 2 in three consecutive runs amounting to a total of 1.0 g of product [77]. The product 
yield and quality showed improvement in regards to monodispersity when compared to the synthesis 
in a batch system. This clearly shows superiority of microfluidic synthesis over conventional  
bath synthesis that typically produces 50 mg of GNPs. This was possible using 5–10 fold higher 
concentrations of reactants in the flow system. Off-the shelf materials were used to construct the 
fluidic reactor, namely from TYGON polyvinyl tubing as the reactor and polyethylene connectors as 
mixing ports. In the first step, CTAB-stabilized spherical GNPs were sued via rapid reduction of gold 
with NaBH4 was conducted in the flow reactor that produces GNPs that would be used as seed 
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elements in the GNRs synthesis. In the second stage, these seeds were mixed with a growth  
solution containing (gold salt, CTAB, silver nitrate and ascorbic acid) to generate the rods of tight 
batch-quality (in terms of desired shape-size and avoidance of undesired by-products). By changing 
concentrations GNRs with different length (and aspect ratios were obtained. They produce a wide 
range of plasmonic bands up to near infrared region (Figure 20).  
Figure 20. (A) UV-Vis spectrum of GNRs of various aspect ratios; (B) TEM 
Photographs of GNRs, inset showing the simple T-junction used as micromixer in this 
work [variable aspect ratios of the produces gold nanorods are shown in (i)-(v)]. Adapted 
from Ref. [77] (with permission from American Chemical Society).  
 
16. Concluding Remarks 
Multiphase microreactors have proven particularly promising in the synthesis of complex  
Au nanoparticles with high monodispersity within short timescales. The precise manipulation of 
bubbles, droplets or immiscible fluid streams in microfluidic chips is usually achieved by elaborate 
chip designs that address fluid-fluid hydrodynamics under laminar flow conditions and fluid-solid 
interactions in microchannels. Such conditions enable fast heating and quenching of reaction mixture 
under well-defined hydrodynamic conditions. Scale-up is a necessary step when going from mg/day 
to g/day production rate. The scale-up of multiphase flow remains a major challenge in current 
microfluidic applications. It often requires application of on-line measurement techniques to monitor 
the slug lengths, and other dynamic parameters such as flow reversals in order to provide fast feedback 
to a process control system.  
Gas-liquid-liquid three-phase flow in microfluidic systems still remains as a less explored area 
and has received growing interests in recent years due to its important implications for the synthesis 
of gold nanoparticles. The use of an inert gas to break up an otherwise liquid-liquid segmented or 
parallel flow in microchannels yields a better quality of obtained nanomaterials. Hydrodynamics of 
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three phase (gas-liquid-liquid) flow is not yet fully understood. There exist a rather limited number of 
publications dealing with the design and operation of three-phase flow in microchannels, however 
the microfluidic systems being far from fully optimized. This is largely due to the current inadequate 
understanding on the underlying hydrodynamics. The fundamental laws governing the three-phase 
generation and flow in microchannels are not yet understood due to their complex nature. The 
influence of flow rate on the size of bubbles or droplets produced under a three-phase flow has been 
revealed with some empirical correlations. However, the influence of other parameters, such as fluid 
properties and the geometry of inlet mixer, were rarely taken into account. 
The large interfacial areas associated with multiphase microflows provide efficient mass transfer 
between immiscible fluids. This opens up new perspective to replace aggressive reducing agent with 
reactive gases, which would allow making a step forward towards green process engineering. 
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Enhanced Performance of Oxidation of Rosalva (9-decen-1-ol) 
to Costenal (9-decenal) on Porous Silicon-Supported Silver 
Catalyst in a Microstructured Reactor 
Enhong Cao, Ioannis Zuburtikudis, Noor Al-Rifai, Mark Roydhouse and Asterios Gavriilidis 
Abstract: The use of metal-assisted HF chemical etching as a convenient technique to produce a few 
microns thick porous layer in silicon microchannels was demonstrated. Gas phase selective oxidation 
of rosalva to its aldehyde (costenal) was performed in glass/silicon microstructured reactors at 
temperatures of 375–475 °C on silver catalyst which was deposited on both porous and flat silicon 
surface by sputter-coating. The effects of temperature (375–475 °C), rosalva concentration 
(1.17%–3.43%), O2 to rosalva ratio (0.5–20) and residence time on the reaction were investigated. 
The reactivity of rosalva on the porous silicon supported silver was 5.7–6.4 times higher than on the 
thin film silver catalyst at 450 °C. Furthermore, activation energy for the porous silicon supported 
silver was lower. Isothermal conditions in the microreactors allowed high conversion and selectivity 
to be achieved in a wide range of temperature and oxygen concentration. At typical reaction 
conditions (1.75% rosalva, O2/rosalva = 3, residence time 18 ms and 450 °C), conversion of 97% and 
selectivity of 95% to costenal was achieved, corresponding to a turnover frequency of 268 hí1. 
Reprinted from Processes. Cite as: Cao, E.; Zuburtikudis, I.; al-Rifai, N.; Roydhouse, M.; 
Gavriilidis, A. Enhanced Performance of Oxidation of Rosalva (9-decen-1-ol) to Costenal 
(9-decenal) on Porous Silicon-Supported Silver Catalyst in a Microstructured Reactor. Processes 
2014, 2, 141-157. 
1. Introduction 
Catalytic selective oxidation of alcohols is a fundamental process in synthetic chemistry as 
carbonyl compounds have widespread applications in the flavor, pharmaceutical, agrochemical, and 
fragrance industries [1,2]. Oxidation of alcohols by using air or molecular oxygen has been proposed 
as a green methodology to replace traditional stoichiometric inorganic oxidants such as K2CrO7 and 
KMnO4, where the dispersal of unwanted by-products and the heavy metal waste represents a huge 
impact on the environment [3]. The oxidation of alcohols on metal catalyst with molecular oxygen 
can be performed in the liquid phase or in the gas phase, depending on the thermal stability and 
volatility of reagents and products. Gas phase oxidation of alcohols with air or oxygen represents an 
attractive route for the industrial production of carbonyl compounds, but successful industrial 
application rely on the catalyst to provide high reactivity and selectivity and the reactor design to 
prevent the degradation of reactants and products at high reaction temperature. Considerable 
research has been carried out on development of metals or supported metal catalysts for gas phase 
oxidation of a wide range of alcohols [4–9]. The gas phase oxidation for simple alcohols is well 
established on the industrial scale (e.g., methanol oxidation to formaldehyde on silver catalyst). In 
the BASF process for citral synthesis, isoprenol is converted to isoprenal on a supported silver 
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catalyst at 500 °C with a residence time of about 0.001 s [10]. These examples show that such reactions 
can be carried out in catalytic reactors provided that very short residence time and fast quenching 
after reaction can be achieved.  
The application of microreaction technology to catalytic oxidation reactions is proving to be 
beneficial due to the ability to circumvent problems such as high exothermicity and poor control of 
reaction conditions, commonly associated with catalytic oxidation reactions [11]. The large surface 
area to volume ratio inherent to microreactors allows even highly exothermic reactions to be 
performed isothermally, resulting in higher selectivity and minimum waste. The small inventories of 
catalyst and reactants in a microreactor result in a process requiring only a few milligrams of  
catalyst and allowing operation within the flammability limits. In our previous research, oxidative 
dehydrogenation of prenol (3-methyl-2-buten-1-ol) to the corresponding aldehyde was performed in 
a silicon-glass microreactor on silver catalyst with high selectivity [12]. The silver catalyst was 
incorporated into the reaction channel by sputtering deposition. In this way, the thin film can only 
provide limited surface area for catalytic reactions. To generate high surface area in thin films, 
various methods have been reported. These include sol-gel coating [13,14], anodic oxidation  
of silicon [15], and more recently, growing nanoparticles and nanosprings on surfaces [16]. With 
silicon-glass microstructured reactors, the formation of porous silicon in reaction channels is a 
convenient method to increase surface area. Porous silicon is an important material for the 
semiconductor industry [17]. It has various applications in chemical devices, such as a high surface 
area support for chemical and biological applications [18,19], as porous membrane for small fuel 
cells [20] and as a stationary phase in liquid chromatography chips [21,22]. Various methods have 
been developed to fabricate porous silicon structures such as reactive ion etching, electrochemical 
etching (anodic oxidation), and metal-assisted chemical etching [23]. Among these methods, 
metal-assisted chemical etching provides a low temperature, simple and cost effective method for 
fabricating various silicon nano- and micro-structures in a controllable way over large areas [17,23,24].  
Costenal (9-decenal) has an extremely powerful aldehydic olfactive note and is used in flavors 
and fine fragrances. It can be prepared from rosalva (9-decen-1-ol) via a Swern oxidation [25] or 
other liquid phase oxidation methods which involve many reaction steps and product purification  
processes [26–28]. Gas phase selective oxidation of rosalva could be a useful route for preparing the 
corresponding aldehyde but little investigative work has been done. Gallezot et al. [29] reported  
the gas phase oxidation of rosalva over Ag/SiC catalyst in a laboratory scale reactor at 450 °C.  
The highest costenal yield of 51% was obtained at conversion of 70% with a contact time of 28 ms. 
In this paper, we report the investigation of the gas phase rosalva oxidation on silver catalyst in 
microstructured reactors. Metal-assisted HF/H2O2 chemical etching was used to produce porous 
silicon in the microreactor channel where catalytic reaction takes place in order to increase the 
available surface area. Enhanced performance of the reaction on the porous silicon supported silver 
catalyst was demonstrated. 
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2. Experimental 
2.1. Preparation of Microstructured Reactors 
A silicon-glass microstructured reactor was prepared in four steps: Silicon etching, formation of 
porous silicon in the reaction channel, deposition of silver catalyst on the porous silicon and covering 
the silicon microreactor with a glass wafer through anodic bonding. A schematic illustration of the 
fabrication process is shown in Figure 1.  
Figure 1. Schematic illustration of the microreactor fabrication process:  
(a) photolithography and deep reactive ion etching, (b) porous silicon formation and  
(c) catalyst deposition and glass bonding.  
 
The microreactor, which contains a wide reaction channel (6 mm) with a channel depth of 0.12 mm, 
as shown in Figure 2a, was fabricated on a 4'' silicon wafer (n<100>, 0–10  cm, 0.525 mm thick) 
using photolithography and deep reactive ion etching (DRIE) (STS ASE; Oxford Instruments, 
Oxfordshire, UK). The procedure has been described elsewhere [30]. After DRIE, the wafer was 
diced using an automated precision dicing saw (Disco DADS 3230; Disco Corporation, Tokyo, Japan) 
and five microreactors were obtained from each 4'' silicon wafer. 
Figure 2. Microstructured reactor (a) without and (b) with silver catalyst and  
glass cover. 
 
131 
 
 
2.1.1. Porous Silicon Formation 
The porous silicon structures were formed in the reaction channel by a metal-assisted HF/H2O2 
chemical etching process [23]. The microreactors were first cleaned using piranha solution (a 
mixture of 1:1 concentrated H2SO4 to 30% H2O2) for 20 min. To define the porous silicon area in the 
reaction channel, a shadow mask with a window of 6 mm × 12 mm was aligned to the microreactor. 
A thin layer of silver (4–5 nm) was then deposited in this window using a sputter coater (K675XD; 
Emitech, Kent, UK). The silver in this step played the role of catalyst for the etching chemistry.  
HF etching was carried out in a PTFE container in an etching solution with a volume ratio of 
Ethanol:HF(49%):H2O2(30%) = 1:1:1. The silver patterned microreactors were immersed into the 
etching solution and were etched for different time periods (e.g., 30 and 45 min). Afterwards, the 
microreactors were transferred into an ethanol bath for 30 min and then washed in a 30% HNO3 
solution for 30 min to remove the silver residue in the silicon. The microreactors were then rinsed 
thoroughly with DI water and dried under nitrogen stream.  
2.1.2. Catalyst Deposition 
The next stage of the process is the deposition of the silver catalyst on the porous silicon structure. 
Prior to its deposition, the microreactors were cleaned again using piranha solution. The same 
shadow mask used to define the porous silicon structure was used to define the catalytic reaction area 
by covering the reactor side walls. A layer of silver (equivalent to a thickness of 250 nm for flat 
geometry) was deposited onto the reaction channel by the sputter coater, which was operated with 
multi-time cycles, a procedure based on a prior calibration. The amount of silver deposited on the 
defined catalyst area was checked by weighing the silicon reactors before and after the sputter 
coating and was found to be ~2 × 10í4 g. This value was very close to that calculated based on the flat 
geometric area and the thickness of the silver layer (1.9 × 10í4 g).  
2.1.3. Anodic Bonding 
The silicon microreactor with the silver catalyst was then bonded with a glass wafer (Corning 
7740; Corning, NY, USA) cleaned using piranha solution. The anodic bonding was carried out at  
450 °C and 500–1000 V. The microreactors with porous silicon were named based on the HF etching 
time: Psi-Ag-30 for etching time of 30 min and Psi-Ag-45 for etching time of 45 min. Film-Ag was 
the microreactor with the flat non-porous silicon. The bonded microreactor with silver catalyst is 
shown in Figure 2b. 
2.2. Characterization of Porous Silicon and Silver Catalyst 
To characterize the pore structure of the porous silicon formed, flat silicon wafers were etched 
separately by HF solution following the procedure described above. The surface area was determined 
using N2 adsorption-desorption isotherm (BET) measurement (Tristar 3000; Micromeritics Instrument 
Corporation, Norcross, GA, USA). In order to load the porous silicon sample into the glass measurement 
tube, the substrates were diced in pieces of 6 × 10 mm. The samples were degassed at 135 °C in 
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helium overnight before BET measurement. The surface morphology of the porous silicon was 
examined by SEM (Jeol JSM-6480LV; JEOL Ltd., Tokyo, Japan). The composition of the silver 
catalyst deposited on the porous silicon layer was also examined by SEM (Jeol JSM-6480LV; JEOL 
Ltd., Tokyo, Japan), using an Electron Backscattered Diffraction Detector (EBSD). An SEM  
(Jeol JSM-7401; JEOL Ltd., Tokyo, Japan) equipped with an upper secondary electron in-lens detector 
(SEI), a lower secondary electron detector (LEI), and a backscattered electron detector (BEI) was 
used for observation of the cross-section. For observation of the cross-section structure, the substrates 
were cleaved manually. 
2.3. Experimental Set-Up and Procedure 
The microreactor was first assembled with an inlet/outlet connector and a heating unit, as shown 
in Figure 3A. The inlet and outlet were sealed using O-rings (Perlast® G80A; O Rings Ltd., 
Chichester, UK) and a stainless steel housing/connector (Figure 3A). The microreactor was heated 
on both sides using two ceramic heaters (Ultramic™ 600; Watlow Ltd., Nottingham, UK), with a 
spacer made of 1.5 mm thick graphite sheet (Figure 3B). The assembled microreactor system, 
including a liquid evaporator, thermal insulation, a flow switching valve box and the line insulation 
is shown in Figure 3C. The schematic diagram of the setup is shown in Figure 4. A syringe pump 
(Cole Parmer 79400 series; Cole Parmer Instrument Co. Ltd., London, UK) was used to deliver  
the liquid alcohol to an evaporator where the vaporized alcohol was carried away by helium flow 
regulated by a mass flow controller. Oxygen was mixed with the alcohol-helium mixture at the  
outlet of the evaporator. At the outlet of the reactor, the reaction mixture was directed to a 
condenser/gas-liquid separator which was kept in an ice-water bath. The non-condensable gas was 
directed to a GC (Trace GC; ThermoQuest, Rodano, Italy) with Carboxen 1006 column and a thermal 
conductivity detector to determine the amount of CO2 formed. Flow rate of the non-condensable gas was 
measured after the GC using a soap bubble flow meter. The liquid sample collected was analyzed 
using another GC (Agilent 6890; Agilent technologies Ltd., Cheshire, UK) with a HP-INNOWax 
column and a flame ionization detector. The oxidation of rosalva on silver catalyst could lead to 
several other decenal isomers. Pure 9-decenal was not available but a mixture was obtained from 
Givaudan (90% decenal isomers, containing >50% of 9-decenal). Cis-4-decenal, cis-7-decenal and a 
mixture of decenal isomers all had a same GC retention time and same peak areas when their 
concentrations were the same. GC calibration for 9-decenal was carried out using cis-4-decenal as a 
standard. Identification of the aldehyde in reaction product was carried out using NMR analysis: äH 
(500 MHz, CDCl3) 1.23–1.42 (8H, m, 4× CH2), 1.58–1.67 (2H, m, C3H2), 1.95–2.08 (2H, m, C8H2), 
2.40 (2H, td, J 1.9 and 7.4, C2H2), 4.91 (1H, m, C10H2-cis), 4.94–5.02 (1H, m, C10H2-trans), 
5.73–5.85 (1 H, m, C9H), 9.74 (1 H, t, J 1.9, C1HO); (Bruker 500 MHz; Bruker, Coventry, UK). The 
flow rate of the non-condensable gas was measured using a soap bubble meter. The carbon balance 
from the analysis was within ±3%.  
The oxidation of rosalva was carried out under atmospheric pressure with oxygen as the oxidant 
and helium as the diluent gas. The residence time was calculated at reaction temperature. A blank test 
was carried out at 450 °C with a reaction mixture containing 1.75% rosalva and 17.5% oxygen with a 
residence time of 20 ms. Trace costenal was detected but was confirmed to be from the reactant 
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rosalva. The activation of silver catalyst was carried out by repeated oxidation and reaction cycles at 
450 °C. Oxygen was first passed through the microreactor for 1 h (oxidation) and then a standard 
inlet mixture (1.75% rosalva, 5.25% oxygen) for 1–2 h (reaction). The procedure was repeated until 
a stable activity (or the conversion of rosalva) was obtained. Between experiments (i.e., overnight), 
the microreactor system was kept at 250 °C under a flow of 10% oxygen. A standard run was carried 
out each day at 450 °C and residence time 18 ms with the standard inlet mixture to check the catalyst 
activity. The reactor was replaced when the decrease in conversion in the standard run was larger  
than 10%.  
Figure 3. Microreactor inserted in stainless steel housing/connector (A), ceramic heater 
system disassembled (B) and assembled microreactor-heater system (C). 
 
Figure 4. Experimental setup for the gas-phase oxidation of rosalva. 
 
3. Results and Discussion 
3.1. Characterisation of Porous Silicon and Silver Catalyst 
The BET surface area was measured to be 0.30 and 0.38 m2 gí1 for Psi-30 and Psi-45, 
respectively, and was based on the mass of the whole sample, including the porous and the solid 
layer. The actual porous areas were 0.023 and 0.029 m2 for Psi-Ag-30 and Psi-Ag-45, respectively. 
The BET surface area measured in this work is comparable to those reported by Tiggelaar et al. [31] 
for porous silicon obtained by anodic oxidation, showing that the thicker the porous layer the larger 
the surface area.  
SEM images of the top view of the porous silicon samples are shown in Figure 5. Both samples 
showed tortuous pores extending in the bulk of the Si wafer. Silver was deposited on the above 
samples with the procedure described in Section 2. The silver coated samples were treated in air at  
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450 °C. SEM images of the silver coated Psi-30 before and after heating treatment are shown in  
Figure 6. The silver coated porous surfaces look smoother, probably due to silver deposition 
covering/bridging small features of the porous silicon structure (Figure 6A). After thermal treatment, 
the silver coated porous surfaces do not show significant change (Figure 6B). Silver crystals with a 
diameter of ~1 m are observed on top of the porous layer. The silver crystals and the silver on 
porous silicon were confirmed by SEM-EBSD analysis which gave a composition of 85% of Ag on 
the silver crystal and 65% of Ag on silver-porous silicon areas. Other elements detected were oxygen 
(11% on the silver crystal and 22% on silver-porous silicon area) and Si.  
Figure 5. SEM images (top view) of porous silicon formed on n-type<100> silicon wafer 
etched in Ethanol/HF/H2O2 (volume ratio 1:1:1). (A) Psi-30 and (B) Psi-45. 
 
Figure 6. SEM images of Psi-Ag-30: (A) before and (B) after heating in an oven at 450 °C for 1 h. 
 
SEM images of the cross-section from SEM-LEI are shown in Figure 7. It can be seen from the 
top images of Figure 7A,B that the porosity of porous silicon along the depth of the layers is not 
uniform, with larger and more open pores on the upper part of the layer and smaller pores deeper in it. 
This leads to a porous silicon layer structure without a clear boundary between porous and solid 
silicon. However, the thickness of the porous silicon layer may be estimated to be 1–2 m for Psi-30 
and 2–3 m for Psi-45, judged by the density of the porous structure, as seen in the top images in 
Figure 7. From the bottom images in Figure 7, which are obtained from SEM-COMPO analysis, the 
shining parts correspond to silver conformally coating the exposed cauliflower-like porous structure  
(Figure 6B). The scattered shining spots are silver particles which penetrated through the pores 
during sputter coating and deposited into a thin section beneath the conformal silver layer with 
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particle sizes of 6–30 nm observed also by TEM (images not shown). On the contrary, flat silver 
films have been known to undergo restructuring upon heating and reaction; when a film is subjected 
to biaxial stress, local areas relax to different degrees generating a gradient between a relaxed grain 
and the surrounding film. Consequently, mass flow between the film and the substrate takes place. 
This results in the relaxed area growing out from the base as a hillock, which is more energetically 
favourable [32] and results in larger size particles. SEM images of thin Ag films on silicon before and 
after heat treatment show break-up of the granular film and agglomeration of some of the silver 
particles from a particle size of a few hundred nanometres to a few micrometers [33,34]. From our 
previous work on a thin Ag film catalyst, an average Ag particle size of ~1 m after heat treatment 
was observed [30]. Thus, the porous structure stabilised the Ag coating and prevented agglomeration 
to a certain extent.  
Figure 7. Side view SEM images of porous silicon supported silver: (A) Psi-Ag-30 and  
(B) Psi-Ag-45. Top: SEM-LEI, bottom: SEM-BEI. 
 
3.2. Rosalva Oxidation on Silver Catalyst 
3.2.1. Effect of Reaction Temperature 
The effect of reaction temperature on the oxidation of rosalva was first studied in the reactor  
Psi-Ag-30 over a temperature range of 375–475 °C with the standard inlet mixture (1.75% rosalva, 
5.25% oxygen) at a residence time of 18 ms. To examine performance enhancement by using the 
porous silicon as catalyst support, the same experiment was also carried out in a microreactor with 
thin film silver catalyst. The main product of the reaction was 9-decenal which was confirmed  
by performing NMR analysis; total alternative aldehyde content was ~1%. CO and H2 were not 
detected when the non-condensable gas was analysed using a third GC (Agilent, 7890; Agilent 
technologies Ltd., Cheshire, UK) with a molecular sieve column. Decenoic acid and CO2 were the 
only side products detected. The results are presented in Table 1 showing the effect of temperature 
on the conversion of rosalva and the selectivity to costenal, 9-decenoic acid and CO2. In the reactor 
Psi-Ag-30, the conversion of rosalva increases with temperature significantly, while the selectivity 
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to costenal is less affected by reaction temperature and slightly decreases from 98.7%–96.2% with 
temperature increases from 375–475 °C. The selectivity to CO2 and the acid together is about 2%–4% 
in the temperature range studied. The selectivity to CO2 increases slightly with temperature which is 
just detectable at 375 °C and increases to ~2.5% at 475 °C; while the selectivity to the acid is less 
affected by the reaction temperature. In the reactor Film-Ag, the dependency of conversion and 
selectivity of the reaction on temperature is the same as those in Psi-Ag-30. However, the 
performance of the film silver catalyst is poorer than that of the silver supported on porous silicon. 
Conversions of rosalva are 7.7% at 425 °C and 35% at 475 °C compared to 66% and 91% obtained 
in Psi-Ag-30 at the same reaction temperatures. 
Table 1. Conversion and selectivity at different reaction temperatures on two forms of 
silver catalyst: the porous silicon supported silver Psi-Ag-30 and the thin film silver 
catalyst Film-Ag (Inlet mixture: 1.75% rosalva, 5.25% oxygen with helium as balance; 
residence time: 18 ms). 
T, °C 
Psi-Ag-30 Film-Ag 
X, % 
Selectivity, % 
X, %
Selectivity, % 
9-decenal 9-decenoic acid CO2 9-decenal 9-decenoic acid CO2
375 23.3 98.7 1.3      
400 43.2 98.2 1.6 0.2     
425 66.3 97.6 1.7 0.7 7.7 100   
450 81.8 96.9 1.2 1.9 14.4 98.9  1.1 
475 91.4 96.2 1.2 2.5 35.1 95.3 3.0 1.7 
The enhanced performance of the oxidation of rosalva on the porous silicon supported silver 
catalyst is clearly demonstrated by the data in Table 1. Turnover frequencies (TOF) (based on 
moles of Ag) for the consumption of rosalva at 450 °C is calculated to be 225 hí1 on Psi-Ag-30 
which is about 5.6 times higher than that on Film-Ag (40 hí1). The enhancement could be attributed 
to the increase of catalyst surface area and different catalyst morphology. The rough porous structure 
(Figures 5 and 6) increased the dispersion of the silver catalyst and produced a conformal layer 
contrary to the silver deposited on flat silicon wafer surface [30]. Oxygen diffusion in silver occurs 
via both grain boundary and interstitial diffusion at temperatures below 900 K [35]. The importance 
of oxygen diffusion along grain boundaries and related structural faults for silver-catalysed oxidation 
reactions has been demonstrated by Waterhouse et al. [36]. The catalyst surface morphology can 
also influence the state of the chemisorbed oxygen, which can have an impact on the reaction 
performance [35,37]. Restructuring of the catalyst surface also takes place with heating and 
reaction, and is dependent on a variety of factors, including temperature, partial pressure of oxygen 
and the initial morphology of the silver substrate. 
The results can be compared with those reported by Gallezot et al. for the same reaction on  
4.5 wt% Ag/SiC in a 75 cm3 cylindrical Pyrex reactor [29]. The best results reported were 70% 
conversion of rosalva with selectivity to costenal of 73% at 450 °C at a contact time of 28 ms. Low 
selectivity to costenal in their work could be due to the experimental set-up, where total oxidation 
might take place in the gas phase or on the walls of vaporiser and in the reactor heated at 450 °C. 
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Inefficient heat transfer in the catalyst bed giving rise to hot spots might also be a contribution to 
the total oxidation for such highly exothermic reaction. Hence, increasing reaction temperature 
above 450 °C might have caused an adverse effect on the selectivity because total oxidation was 
favoured [29]. In our work, the inertness of the microreactor was confirmed as there was no gas 
phase oxidation reaction detected during blank experiments. The low CO2 selectivity and high 
selectivity to costenal observed here can be attributed to the highly isothermal behaviour of the 
microstructured reactor. 
Figure 8. Dependence of conversion and selectivity on oxygen concentration. Reactor,  
Psi-Ag-30. Reaction temperature, 450 °C; inlet mixture, 1.75% rosalva, varying oxygen 
with helium as balance; residence time, 18 ms.  
 
3.2.2. Effect of Inlet Oxygen Concentration 
Effect of O2 concentration on the reaction was studied at 450 °C with reactor Psi-Ag-30. The 
inlet rosalva concentration was kept at 1.75% while oxygen concentration was varied to adjust the 
ratio of O2/rosalva from 0.5–20 with helium as balance. Residence time was kept at 18 ms. Results 
are shown in Figure 8. It can be seen that conversion of rosalva increases significantly with an 
increase in the ratio of O2 to rosalva from 0.5–6. Further increasing O2 leads to limited increase in 
conversion, as the reaction is close to completion. The selectivity to costenal decreases with the 
increase of O2 concentration but not dramatically, from ~98%–~85% with the ratio of O2/rosalva 
increasing from 0.5–20. The formation of 9-decenoic acid and CO2 is favoured by increasing O2 
concentration, with selectivity to the acid and CO2 of 8.6% and 6%, respectively, at an O2/rosalva 
mole ratio of 20. The increased formation of CO2 could be due to total oxidation of the aldehyde 
with higher O2 concentration [12]. It is worth noting that the selectivity to costenal was maintained 
at a relatively high value even at the ratio of O2/rosalva of 20, while in a glass tube packed bed 
reactor an optimum ratio of 1.5 was observed [29]. 
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3.2.3. Effect of Inlet Rosalva Concentration 
Effect of rosalva concentration on the reaction was studied at 425 °C with reactor Psi-Ag-45. 
Rosalva concentration increased from 1.17%–3.43% while O2 concentration was kept constant at 
5.1%. The total inlet flow was balanced by helium and kept constant which produced a residence 
time of 18 ms. Results presented in Figure 9 show a decrease in conversion with increasing inlet 
rosalva concentration from 99.1%–79.2% in the range of concentrations studied. Selectivity to 
costenal increases slightly from 94.6%–96.8%. Selectivity to CO2 was seen decreasing with the 
inlet rosalva concentration (4.2%–1.2%); selectivity to 9-decenoic acid was at ~1.2%–3.2%. It is 
noted that the ratio of O2 to rosalva varied from 4.5–1.5 with the inlet concentration of rosalva 
changing from 1.17–3.41% due to the fixed O2 inlet concentration (5.1%). The decrease in selectivity 
to CO2 may also reflect the effect of the decreased O2/rosalva ratio; the lower the O2/rosalva ratio 
the less CO2 formed by total oxidation. The average reaction rate on the silver catalyst increased 
with the inlet rosalva concentration (Figure 9) almost linearly. This might be an indication of a 
reaction order with respect to rosalva concentration close to one. 
Figure 9. Dependence of conversion and selectivity on rosalva inlet concentration. 
Reactor, Psi-Ag-45. temperature, 425 °C; inlet mixture, 5.1% oxygen with helium as 
balance; residence time, 18 ms.  
 
3.2.4. Effect of Residence Time 
The effect of residence time was studied with the Psi-Ag-30 reactor at 450 °C by changing the 
total gas flow rate but keeping the concentration of the inlet mixture unchanged. The residence 
time varied from 0.009–0.027 s and the results are plotted in Figure 10. It can be seen that 
conversion of rosalva increases with residence time, having close to a first order dependence on 
rosalva concentration. Selectivity is practically unaffected by residence time, changing from 97.3% 
at residence time of 9 ms to 96.5% at residence time of 27 ms. Selectivity to 9-decenoic acid and 
CO2 was not significantly affected by the residence time and was at only 2.5%–3.5% in total.  
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Figure 10. Dependence of conversion and selectivity on residence time. Reactor, 
Psi-Ag-30; temperature, 450 °C; inlet mixture, 1.75% rosalva, 5.25% O2 with helium  
as balance. 
 
3.2.5. Effect of the Porous Silicon Layer Structure 
Effect of the porous layer structure on the reaction was further examined by using the reactor  
Psi-Ag-45 which was etched longer in HF/H2O2 solution and had a thicker porous silicon layer and 
higher surface area. The reaction was carried out at a temperature range of 375–450 °C with the 
standard inlet mixture at a residence time of 18 ms. Results are plotted in Figure 11 together with 
the results from Psi-Ag-30 and Film-Ag for comparison. It can be seen from Figure 11 that the 
reaction showed higher conversion in Psi-Ag-45 than in Psi-Ag-30, with a conversion of 61% at 
375 °C and close to complete (97% conversion) at 450 °C compared to 23% and 82% in Psi-Ag-30, 
respectively. Selectivity to costenal was not significantly affected by the reaction temperature in all 
three microreactors and was higher than 95% even at the highest reaction temperature (475 °C). 
The total selectivity to 9-decenoic acid and CO2 was around 1%–5% in the same range of the 
reaction temperature. TOF for rosalva on Psi-Ag-45 at 450 °C is 268 hí1 compared to 225 hí1 on 
Psi-Ag-30 and 40 hí1 on Film-Ag. 
To understand these results, a simple kinetic analysis was performed. For the standard inlet 
conditions (1.75% rosalva, 5.25% oxygen), the oxidation of rosalva on the porous silicon-supported 
silver shows approximately first order dependence on rosalva concentration (Figure 9). By 
assuming that the O2 concentration was approximately constant during the reaction, which can be 
justified by the excess O2 concentration in the inlet (ratio of O2/rosalva of 3) and very low 
selectivity to CO2, the reaction rate constants are estimated with a plug-flow reactor model from 
the data in Figure 11. An Arrhenius analysis was performed and the results are plotted in Figure 12. 
The activation energy is estimated to be 75.6, 77.3 and 130 kJ molí1 for the reactions on Psi-Ag-30, 
Psi-Ag-45 and Film-Ag, respectively. The activation energy on the film catalyst is almost double to 
these on the porous-supported silver. 
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Figure 11. Effect of porous structure on reaction performance (Inlet mixture: 1.75% 
rosalva, 5.25% oxygen with helium as balance; residence time: 18 ms).  
 
Figure 12. Arrhenius plot from data of Figure 10. 
 
The activation energy values obtained in the three microreactors are within the range of typical 
catalytic reactions. However, a reduction in apparent activation energy for the porous silicon-supported 
catalysts, as compared to the flat silicon catalyst, may suggest the existence of mass transfer 
resistance for the former. In order to check for diffusion limitations in the porous layer, the Thiele 
modulus (ĳ) was calculated based on a first order reaction assumption:  
  
where d is the thickness of porous layer, k is the reaction rate constant, Deff is the effective 
diffusivity. The diffusivity of rosalva in air was estimated using Fuller’s correlation [38]. The 
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effective diffusivity was then approximated by one 10th of the bulk diffusivity. For the reaction in 
Psi-Ag-45 at 450 °C, k and Deff were estimated to be 207 sí1 and 3 × 10í6 m2 sí1, respectively. With 
a thickness of the porous silicon layer of 3 × 10í6 m, ĳ was estimated to be 0.009, indicating 
absence of diffusion limitation.  
Particle size and shape can significantly influence catalyst performance for structure sensitive 
reactions [39]. Nanoparticles with different sizes and shapes have different surface properties that 
can affect both selectivity and reactivity for various catalytic reactions. Such size effects are often 
observed in the size range of ~1–10 nm [40,41]. This particle size effect is unlikely in our work 
since most of the silver seems to be in the form of a conformal layer, while small particles would 
sinter at the high reaction temperature used. On the other hand, the physical and chemical properties 
of the flat silicon and the porous silicon surfaces could be different. As the porous silicon is formed 
in an HF solution, the exposed surface becomes terminated with hydrogen atoms and will typically 
oxidize in air at room temperature producing different types of surface species (Si-H, Si-Ox) [42,43]. 
Furthermore, porous silicon has a significantly different morphology as compared to flat silicon. These 
characteristics may result in different morphology, surface facets, electronic properties, non-equilibrium 
surface structures and metal-support interactions of the deposited catalytic layer/particles, which 
have been shown to affect catalyst (and, in particular, Ag) reactivity [36,44–47]. 
4. Conclusions 
The application of metal-assisted HF chemical etching as a simple method of producing porous 
structures in silicon microreactor channels has been demonstrated. The oxidation of rosalva to its 
aldehyde (costenal) on silver catalyst was successfully performed in silicon/glass microstructured 
reactors at temperatures of 375–475 °C. Significant performance enhancement was achieved by the 
porous silicon in the reaction channel, which increased the catalytic surface area. TOF for the 
rosalva consumption on the porous silicon supported silver was ca. six times that of flat silicon at 
450 °C. Different activation energies were found for the porous silicon supported silver and for the 
thin film silver which could be due to different properties of the silver catalyst induced by the 
different chemical and physical properties of the support. Isothermal conditions in the microreactors 
allowed high conversions and selectivities to be achieved in a wide range of temperatures and 
oxygen concentrations. A selectivity of 95% even at 97% conversion levels was achieved in this work, 
which is higher than those reported in the literature for conventional laboratory packed bed reactors.  
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Absorption and Chemisorption of Small Levitated Single 
Bubbles in Aqueous Solutions 
Alexander Tollkötter and Norbert Kockmann 
Abstract: The absorption and chemisorption of small bubbles with N2 or CO2 were investigated 
experimentally in aqueous and alkaline solutions. Different bubble sizes were studied ranging from 
0.1 to 2.5 mm in alkaline concentrations of 0.1 mM to 1 M NaOH. The experiments were conducted 
in a device consisting of a converging microchannel with a down flowing liquid. Levitation 
positions of single bubbles were optically characterized. A correlation was developed for the drag 
force coefficient, CD, including wall effects based on the force equilibrium. A linear decrease of 
bubble diameters was identified with and without chemical reaction, which is referred to as a rigid 
bubble surface area. Measured Sherwood numbers agree well with the literature values for the 
investigated Reynolds number range. 
Reprinted from Processes. Cite as: Tollkötter, A.; Kockmann, N. Absorption and Chemisorption of 
Small Levitated Single Bubbles in Aqueous Solutions. Processes 2014, 2, 200-215. 
1. Introduction 
Multiphase reactions are of major importance in chemical engineering and in many cases limited 
by mass transfer and mixing. Chemical reactions at fluid interfaces often occur, including the first 
contact of the involved phases and the generation of lamellae, bubbles and droplets. A large specific 
interface of the phases intensifies chemical reactions between the phases. Stitt describes conventional 
technologies of multiphase equipment in a comprehensive review [1], including trickle bed reactors, 
stirred and bubble columns and jet loop reactors. The major purpose of the devices is to generate a 
large fluid interface, where the reaction can take place. 
Microchannels can handle mixing sensitive chemical reactions, due to their excellent mixing 
conditions and superior mass transfer characteristics in a homogeneous liquid [2] or gaseous  
systems [3], as well as for heterogeneous gas-liquid-solid systems [4,5]. While homogeneous 
systems are basically understood [6], multiphase transport phenomena with chemical reactions in 
microchannels are still a wide field in research and design. Microreactors offer short diffusions 
lengths and good transport characteristics, but capillary forces gain importance on the micro-scale. 
The state-of-the-art of multiphase flow, transport and transformation are reviewed by Günther and 
Jensen [7], Doku et al. [8], Hessel et al. [9], as well as Kashid and Kiwi-Minsker [10] for chemical 
reactions in microreactors. Exothermic reactions in microchannels can be treated with increased 
safety [11]. Nevertheless, the proper description and understanding of bubble flow, transport 
processes and reaction kinetics are essential for the successful application of microstructured 
devices [12]. 
An essential part is the determination of the mass transfer of a single microbubble before 
transition to the complex flow of bubble swarms in microstructured devices. An important 
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parameter here is the liquid-side mass transfer coefficient, kL, represented in dimensionless form as 
the Sherwood number, Sh. Mass transfer depends on the surface of dissolving gas bubbles [13]. 
The surface attains different shapes according to the bubble’s size and rising velocity [14]. 
Additionally, the inner motion of the bubble improves the mass transfer [15]. This motion is 
influenced by the bubble size itself and its surface contamination. Air bubbles in water with 
diameters smaller than 0.2 mm act as solid spheres without any motion, due to dominant surface 
tension, generally [14,16,17]. Contamination is affected by the liquid purity in terms of salt and  
ion concentration. High electrical conductivity or low resistance favors contamination. In water 
purified by an ion exchanger bubbles with diameters up to 1.6 mm showed a rigid behavior [18]. 
The constant decay of the bubble radius due to absorption was observed for several gases in tap 
water with a low solubility in this range of bubble sizes. A lower liquid saturation resulted in a 
higher rate [19]. In tap water, too, comparable values of diameter decay were found for air bubbles 
with diameters of 8 mm. Two different sections of decreasing radii instead were identified using 
clean water for several gases with a low solubility. This rate change was related to impurities in  
the water acting as surfactants and creating a stagnant cap at the bubble’s back, which hinders inner 
motions, due to Marangoni convection [20]. The absorption of highly soluble gas bubbles, especially 
carbon dioxide, was observed in different liquids and concentrations. For water, an initially high 
mass transfer coefficient was observed followed by a constant period of a reduced value. The 
change occurred in a bubble diameter range of 1.0 to 1.5 mm. This was also related to surface 
contamination and transition to a rigid bubble behavior [21]. Only one regime could be observed 
for diameters from 0.2 to 1.0 mm in contaminated water [22]. Bubbles with radii from 0.1 to 0.5 mm 
decrease faster in sodium hydroxide solutions with concentrations of 0.01 to 1 M by chemical 
reaction. Sherwood numbers were calculated and show 10% deviations from a non-equilibrium 
reaction model [23]. The reduction of linear radius decay with time at a larger diameter was related 
to a shrinking surface, due to contamination [24]. The relation between motion and bubble size is 
also affected by the bubble age. Hence, the exact transition point from a rigid to a mobile surface is 
not identified clearly [20]. For low soluble gases, this point appeared after minutes, which exceeds 
the residence time of most classical devices, such as stripping columns. Two approaches are 
established to capture bubbles and to increase the observation time: a rotary chamber [18] or using 
a conical tube with down flowing liquid [20]. 
In this paper, a device is presented to capture and levitate bubbles with diameters of 0.1 to  
2.5 mm by downward flow in a conical tube. A drag force model, including wall effects, is 
developed to determine the rising velocity of the bubble. Hence, levitation positions were studied 
in more detail. Further absorption and chemisorption of N2 and CO2 bubbles were analyzed in 
various liquids to investigate the mass transfer concerning the difference between a mobile and a 
rigid bubble surface. 
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2. Theory 
2.1. Bubble Rising Velocity and Drag Models 
In liquids, several forces act on bubbles determining their rising velocity and position in the 
flow field. A differentiation between vertical and horizontal forces is possible. Bubbles behave as 
solid particles when a rigid surface and, consequently, no-slip boundary condition on their surface 
exist [15]. Non-uniform shear stresses cause solid particles to move away from the middle of the 
channel, due to different velocities on each bubble side. Wall interaction induces solid particle 
movement toward the middle of the channel. The balance of both forces results in an equilibrium 
radius, req, mainly dependent on size, which lets larger solid particles stay closer to the center line. 
This radius represents the distance between the solid particle center and the central axis [25]. 
Regarding the vertical direction, the drag force consists of a pressure and a friction part. Friction 
originates from the viscous forces of the surrounding liquid and dominates for small Reynolds 
numbers. The pressure part becomes more important for flow detachment from the bubble and 
resultant eddies, due to the higher velocities. Both parts are combined using the drag force coefficient, 
CD [26]. Furthermore, buoyancy force gives a vertical force balance, written as: 
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Here, lρ and gρ  are liquid and gas densities, u the liquid velocity, Ab the bubble surface normal 
to the flow, g the gravitational acceleration, db the bubble diameter and Re the Reynolds number. 
Ellipsoids are described by their main diameters, a and b, due to the arrangement to the flow, also 
known as Feret diameters. The diameter of a volume-equivalent sphere, de, is then calculated by 
Equation (3). For low aspect ratios, the deviation from an ideal sphere is negligible [20]. 
3 ²bade =  (3) 
Many correlations describe drag coefficients for different condition in various devices. Beside 
the Stokes range for very small Re, bubbles and solid particles behave differently [15]. Most of 
these correlations are only valid for an infinite flow field. Two approaches consider wall effects 
with an additional correction factor, K. The first one was developed for particles [26]. For both, all 
constants are summed up to constants Ki. 
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Here, CD, is the drag force coefficient for an infinite flow field. Some empirical correlations 
modeling Ki are listed in [26,27]. Most of these correlations have the same form as a division of 
two polynomials, where the denominator has a higher order. Each polynomial depends on the ratio 
of bubble diameter to channel width Ȝ. 
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2.2. Mass Transfer of Single Bubbles 
When gas and liquid are in contact, mass transport occurs over the interface between the phases 
driven by concentration gradients. Transfer from the gas to the liquid is termed absorption and 
depends mainly on the liquid’s loading of the gas component. Generally, the gas-side resistance is 
several orders of magnitude lower than the one on the liquid side. Hence, the first one is neglected 
in most cases. The general equation for mass transfer from a bubble to a liquid is expressed as follows: 
)( 0 lL ccAkdt
dn
−=−  (5) 
Here, n is the amount of a substance, kL the liquid side mass transfer coefficient, A the contact 
surface and c0 and cl the mole concentrations at the gas-liquid interface and in the liquid bulk. If cl 
is negligibly small, Equation (5) can be transformed into the following using the ideal gas and  
Henry’s law. 
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H is the Henry constant, pb and Vb the pressure and volume of the gas bubble, R the universal 
gas constant and T the temperature in K. The Henry constant for electrolyte solutions is calculated 
with Equation (7) [28]. 
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Here, Hw is the Henry constant for water calculated by the method given in [29], h the 
contribution referring to positive and negative ions and to the gas and z the valence electrons. 
Differentiation of Equation (6) gives (corresponding to [30]): 
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If the bubble volume, Vb, of a sphere and the bubble surface, A, are inserted into Equation (8), it 
can be rewritten using the definition of Sh to: 
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Here, D is the diffusion coefficient calculated by the method given in [31]. Other physical 
properties were drawn from [32]. The bubble’s internal pressure consists of atmospheric pressure, 
hydrostatic pressure and surface tension pressure according to Equation (10). 
blatmb dghpp /4σρ ++=  (10) 
Here, patm is the atmospheric pressure, h the height of the water head and σ  the surface tension. 
If bubbles are levitated at the same position and the fluid properties stay constant, pressure change 
in the bubble depends only on variation of db. In the range of diameters from 2.0 to  
0.05 mm, the surface tension pressure change can be calculated to differences of 58 mbar for a 
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water/air-system and is therefore negligibly small. This result is valid for all aqueous solutions in this 
work. Hence, Equation (9) can be written as follows: 
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In a more general form, Sh is only a function of Re, in which Equation (11) can be transformed to: 
Re1CSh =  (12) 
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Sh for bubbles with mobile surfaces can be calculated according to Higbie’s theory as follows: 
2/12/1Re13.1 ScSh =  (14) 
or, for bubbles with a rigid surface, after Froessling [13] with: 
3/12/1Re6.0 ScSh =  (15) 
Here, Sc is the Schmidt number as the ratio of υ  and D. 
If a chemical reaction is superimposed, the absorption changes to chemisorption. Chemisorption 
proceeds more quickly, generally, regarding a steeper concentration gradient at the phase boundary. 
The enhancement factor, E, classifies the acceleration of the absorption and is therefore defined as 
the ratio of chemisorption to the absorption rate. 
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3. Experimental Methods 
3.1. Apparatus and Procedure 
Experiments were performed in an in-house build device consisting of a glass channel with  
an expanding quadratic cross-section, as shown in Figure 1. The channel is vertically positioned 
between two polyacrylic cubes, with the smaller cross-section facing toward the top. This cross-section 
has an inner width of 0.88 mm, while the larger cross-section at the bottom has a width of 3.0 mm. 
A correlation of channel width over height was measured and is given in Figure 1 for later 
calculation of the mean velocity. The bottom cube is connected to a three-way valve with standard 
Teflon tubing and fittings, which were used as the connection type of choice, generally. The top 
polyacrylic cube contains an inner T-junction. One side is connected to a three-way valve similar to 
the bottom valve. A stainless steel needle with an outer diameter of 0.4 mm is placed in the middle 
of the glass channel to generate bubbles with a diameter from 0.1 to 2.5 mm. The needle itself is 
connected to a micro three-way valve, which is connected to the gas bottle on one side and to a  
50 L syringe series 800 from Hamilton Messtechnik GmbH, Germany, on the other side. This 
valve has an inner volume of 16 L only to improve the bubble generation with the syringe. The 
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other three-way valves are used to control the flow direction. Syringe pumps (HLL200, Landgraf 
Laborsysteme HLL GmbH, Germany) feed the liquid flow in a range from 0.5 to 10 mL/min. 
Syringe pumps are connected to check valves for filling and delivery. Glass flasks with three 
connections are used as liquid reservoirs. Two of them are used for the liquid flow, while one is 
connected to the gas line or vacuum pump. Water and alkaline solutions of different concentrations 
and purities are used in terms of pH value (C3010 and SK20T probe, Consort bvba, Belgium) and 
electrical conductivity (741 probe with the conductivity meter SevenEasy S30, Mettler-Toledo 
GmbH, Germany). Tap water (0.0034 Mȍ⋅cm), deionized water (0.34 Mȍ⋅cm) and Merck Millipore 
(Merck KGaA, Germany) treated water (5.0 Mȍ⋅cm) are used. Sodium hydroxide is purchased 
from Merck KGaA, Germany. Nitrogen (5.0, 99.999% pure) and carbon dioxide (technical grade, 
99.5% pure; 4.5, 99.995% pure) from Messer Group GmbH, Germany, as well as pressurized air 
are investigated in the set-up. An Advance ICD (10×)–(160×) transmitted-light microscope from 
Bresser GmbH, Germany, is used for visualization with a length scale mounted next to the glass 
channel. A D7000 digital camera from Nikon GmbH, Germany, with an AF Nikkor 24–85 mm 
f/2.8-4D IF macro-objective and a MotionXtra NR4 Speed 2 high-speed camera from 
ImagingSolutions GmbH, Germany, are connected to the microscope for documentation.  
Figure 1. Drawing of the experimental device with details of one polyacrylic cube, the 
microvalve and a sketch of the inside of the glass channel with all the forces acting on  
the bubble. 
 
All glass flasks are rigorously cleaned with acetone and Millipore water several times. 
Afterwards, they are dried using nitrogen and filled with the studied liquid. Conductivity is measured 
directly in the flasks and at the end of the experimental set-up to ensure the removal of all surfactants. 
For degassing a vacuum of 80 mbar absolute pressure is applied to the flasks for thirty minutes 
while being stirred in an ultrasonic bath. Temperature is held constant at 20 °C. The liquid is 
circulated through the experimental set-up during the entire investigation. Pre-saturated solution is 
generated with an alternated operation of degassing and pressurization with the desired gas. The 
gas side of the set-up is purged for 10 min to ensure that the same gas quality in the syringe is as in 
the bottle. Then, the microliter syringe is filled with gas.  
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Deionized water and air are used to study the drag force coefficient. Bubbles are injected into 
the liquid. A bubble is generated at the needle tip, while pressing the syringe. The bubble detachment 
is controlled by the flow rate and, hence, by the momentum force of the liquid. The bubble position 
after levitation is recorded with the digital camera. Several bubble diameters and flow rates are 
studied in combination. Limitations exist, because of the channel dimensions. Too high of a flow 
rate flushes the bubbles out of the channel, while too small of a flow rate lets the bubbles rise back 
to the needle tip. Because of this, a narrow range of Re was studied for each Ȝ. For absorption 
experiments, bubble growth at the tip is shortened to rapidly ensure steady flow around the whole 
bubble surface. Therefore, higher flow rates are used, resulting in only small bubbles for these 
experiments. The absorption of larger diameters and bubble age are studied by generating bubbles 
in a saturated solution and switching afterwards to a degassed solution. 
3.2. Bubble Diameter Determination with ImageJ 
The recorded images are analyzed using the software tool, ImageJ (Wayne Rasband, National 
Institutes of Health, USA, 2012). At the beginning of each experiment, a reference value is measured 
from the analyzed image with the length scale next to the glass channel. Furthermore, bubble-wall 
and bubble-needle tip distances are determined. Afterwards, the image is transformed to binary 
data according to a set threshold, while all irrelevant details are filtered. The Feret diameters of the 
bubbles are measured and transferred into a size using the reference distance. An equivalent 
diameter is calculated with Equation (3). The transformation into a binary picture removes 5 pixel 
of the bubble diameter at the maximum and only 2 as an average. This results in a maximal total 
error of 10% for the smallest and 0.1% for the largest bubbles, with a typical pixel size of 
approximately 2 m. 
4. Results and Discussion 
4.1. Levitation Position 
Levitation was observed for air bubbles of the same diameter for different volumetric flow rates, 
due to the diverging channel width and wall interaction. The same tendency is valid vice versa.  
Figure 2a shows the horizontal levitation positions over the vertical positions of decreasing bubble 
diameters for different volumetric flow rates. The vertical position is measured in the flow direction 
and shown in the diagram, too. The displayed points represent the bubble center. Additionally, the 
inner wall of the glass channel is shown. The stabilizing position of the bubble moves downward 
for smaller bubbles, generally, as a consequence of the reduced buoyancy forces. In addition, the 
radius, req, of the equilibrium position increases, as seen in Figure 2b. Higher flow rates imply the 
same tendency regarding larger drag forces. Bubbles stay in the middle of the channel for Ȝ > 0.5. 
Differences to this central position are identified for smaller ratios in an increasing manner; thus, 
each equilibrium radius is larger for smaller bubbles. This general trend corresponds with the solid 
particles studied in [33]; even equilibrium radii are notably smaller here. 
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Figure 2. (a) The horizontal levitation position with the vertical levitation position of 
the bubbles; (b) The non-dimensional equilibrium radius with the non-dimensional 
bubble diameter for the levitated bubbles. 
 
4.2. Modeling Drag Force Coefficient CD 
If wall effects are neglected and a uniform velocity profile is assumed, Re is calculated with 
bubble rising speed or flow velocity in the stagnation point. In this work, acceleration of the liquid 
flow around a bubble is higher with increasing Ȝ, due to the growing blockage of the cross-section 
by the bubble. Here, an average difference between mean velocities of 30% occurs in the stagnation 
point and the center point of the bubble. Furthermore, the flow velocity changes in the radial 
direction, due to the small channel dimensions. The calculated drag force coefficients with simplified 
velocity integration over the bubble surface similar to [26] differ from those using the mean 
velocity in the stagnation point in the same order. Deviations for drag force coefficients are less 
than 1% by the mean velocity at the center of the bubble considering the cross-section blockage. 
For that reason, reference velocities are calculated from the known volume flow rates and the free 
cross-section at the bubble’s midpoint height as a simplified modeling approach similar to [34]. 
Figure 3d shows drag force coefficients calculated by Equation (2) as points based on experimental 
results. Different values for the same Reynolds numbers occur because of wall effects. In contrast 
to a free rising bubble, not just one curve is applicable for the drag force coefficient. Higher ratios 
of Ȝ increase the coefficient and lead the curves away from the axis, as is shown by [26], too. The 
comparison of the given correlations show the high deviations of the drag force coefficients in 
infinite flow fields. According to both approaches, including wall effects, Mei’s equation [15] is 
valid for CD and offers the best results in the investigated bubble range. Constants KI and KII are 
calculated by the least-squares method. Figure 3a,b shows the determined values and their 
correlations. An exponential and a double-linear approach are used as the best-fitting curves for 
each constant. The intersection points of the straight lines are Ȝ = 0.62 and Ȝ = 0.648. The walls 
have to be considered for req < 2db [35], which is equivalent to Ȝ larger than 0.2. No elongation of 
the bubbles was observed for these Ȝ values. Therefore, larger constants and, hence, drag force 
coefficients are shown for higher values of Ȝ, but further investigations have to clarify this 
observation. Deviations are smaller than 0.5% for all four fits, so similar results are given using 
either the exponential or linear modeling. In Figure 3c, good conformity is shown for the experimental 
results and the two modeling approaches according to Equation 4 for three Ȝ exemplarily. The 
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second approach multiplying KII with CD approximates the calculated drag force coefficients even 
better. Thus, in Figure 3d, five modeled drag force coefficient curves with this approach are shown 
additionally to the experimental results mentioned before. The maximum deviations are lower than 
8% for each Ȝ in total, which involves an accurate correlation. 
Figure 3. (a,b) Constants KI and KII with Ȝ; (c) Calculated and correlated drag 
coefficients CD with Re for three Ȝ values; (d) Calculated and correlated drag 
coefficients CD with Re for Ȝ values from 0.1 to 0.9. 
 
4.3. Absorption of N2 and CO2 
Figure 4 shows the decreasing bubble diameters, due to the absorption of single nitrogen bubbles 
in degassed water of different purities. Bubble diameters decrease linearly independent of the starting 
diameters. The lines have a constant, nearly identical negative slope of 0.003 ± 0.0002 mm/s for all 
water purities considering the measuring inaccuracy. This indicates a similar dissolving speed of all 
bubble diameters and water purities. The determined value is comparable to that given in [19] and 
the second regime in [20], which was explained by a rigid bubble surface. Two different regimes 
are not identified in this work, even for the same range of bubble diameters as was observed by  
Vasconcelos et al. [20]. The accelerated absorption in their first regime was referred to as a mobile 
bubble surface. No water specifications were given by the authors. It can be assumed that very pure 
water was used, because the mobile surfaces were only observed by Duineveld [16]. Concerning 
our own experimental results, a generally immobilized bubble surface can be extended to water 
with an electrical resistance of 5.0 Mȍ·cm and bubble diameters of 2.0 mm. 
Figure 4b shows the decreasing bubble diameters, due to the absorption of carbon dioxide of 
different gas qualities in saturated and degassed deionized water. Bubble diameters stay constant 
after a rapid decrease from the start for saturated water. The final diameter has a distinct smaller 
value for a gas quality of 4.5 (>99.995 vol%) compared to the technical grade carbon dioxide. Both 
curves have an approximately identical slope; hence, the decrease refers to the absorption of carbon 
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dioxide only. The calculated bubble diameter based on the impurities in the gas bottle and the  
start diameters corresponds to smaller values, as were observed in the experiments. In each bubble, 
the partial pressures of other gases are very low, since the purity of carbon dioxide is very high. 
The dissolved gases, mainly nitrogen, in the liquid diffuse into the gas bubble [20] and enlarge its 
volume. This desorption explains the larger diameter compared to the calculated values assuming 
only the gas feed composition. The bubble diameter still decreases, due to the higher absorption 
rate of carbon dioxide. A constant value is reached with a concentration equilibrium of saturated 
solution and identical partial pressures of the impurities in the bubble. 
Figure 4. (a) The nitrogen bubble diameter with time in water of different purities;  
(b) The carbon dioxide bubble diameter with time. Technical (techn.) grade and  
quality 4.5. 
 
In degassed deionized water, two regimes are identified. The first regime is nearly identical  
to the absorption of carbon dioxide in untreated water. The second regime is consistent with the 
absorption of nitrogen shown in Figure 4a, which confirms the explanation above. Calculation of 
the transition point of both regimes shows similar deviations concerning the gas composition in the 
gas bottle and the diffusion of dissolved gases in the liquid. During degassing, the vacuum pump 
reaches approximately 80 mbar absolute pressure, hence, the rest of the impurities stay in the 
solution and diffuse into the bubble.  
The absorption of carbon dioxide 4.5 in degassed pure water was studied according to the 
experiments with nitrogen, too. For each starting diameter, similar curves were determined. The 
absorption of carbon dioxide occurs rapidly followed by a slower absorption of nitrogen. In each 
case, the bubbles disappear completely. For small start diameters, the transition point is located at a 
diameter below 0.2 mm, which means a constant diameter decrease below the transition point from 
the rigid to the mobile surface in the purest water. Absorption in tap water shows the same 
tendency. Schulze and Schlünder [21] observed two regimes of carbon dioxide absorption in 
different pre-saturated aqueous solutions. The transition point was located at diameters between 1.0 
and 1.5 mm. They explained the two regimes by the bubble surface condition change. The measured 
diameter decreasing rate in their first regime has a value of approximately 0.3 mm/s. This is similar 
to the rate measured in this work. No gas or water qualities are given by the authors. Therefore, it 
cannot be verified if the two regimes belong to a surface condition change or to gas qualities, as 
discussed before. Takemura and Yabe [22] also observed two linear regimes, which were explained 
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by a mobile and a rigid bubble surface. The value of their first regime is slightly larger than the 
value given by [21] and from this work. The authors observed this value for the first 0.15 s. The 
bubble formation enhances the initial mass transfer [36], which might be a reason for these 
differences, due to the fact that Takemura and Yabe used a pipe with a bubble generator at the 
bottom. Their second regime deviates notably from Schulze’s and the values observed in this work. 
Finally, no consistent absorption rate exists for carbon dioxide in water. Since absorption shows a 
similar dependency as nitrogen, mentioned above, it is concluded that a rigid bubble surface occurs 
generally for water qualities lower than 5 Mȍ·cm. 
4.4. Chemisorption of CO2 
Chemisorption of carbon dioxide was studied in alkaline solutions, too. Figure 5a shows the 
bubble diameter change over time. One curve of the absorption in water is also included. All curves 
show similar trends in terms of two regimes. Higher concentrations of alkaline solutions result in 
steeper slopes of the curves. For 1 M NaOH, the second regime was reached after less than 1 s. The 
chemisorption of carbon dioxide was too quick to adequately document this behavior. High 
variations were measured between single experiments in the range of í1.0 to í1.4 mm/s. The 
absorption rate is the same for NaOH with a concentration of 0.1 mmol/L and water, due to the 
very low concentration. Both lines run parallel considering a larger starting diameter of the bubble 
in water.  
Figure 5. (a) The carbon dioxide bubble diameter with time in sodium hydroxide 
solutions of different concentrations; (b) The mass transfer coefficient depending on the 
flow rate and the bubble diameter, represented by Sh and Re. 
 
In Figure 5b, the Sherwood numbers are shown for different alkaline solutions and water 
according to Equation (12). The calculated values of C1 are presented in the figure, too. For 
comparison, Equation (14) and Equation (15) of Higbie and Froessling are also given. Sh values for 
N2 in water align to the Froessling curves with only a low deviation. Sh values of CO2 in water  
are located between Higbie and Froessling with a minor tendency to Froessling’s equation. This 
confirms the observation of a rigid surface area. Regarding Equation (11), the Sherwood numbers 
are calculated with several parameters dependent on the concentration. The diffusion coefficient, 
density and Henry constant vary only slightly up to a concentration of 1 M; hence, the Sherwood 
numbers and kL increase, due to the steeper bubble decrease. The determined values are in the same 
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order as the values from Takemura and Matsumoto [23], even for a smaller range of Re. The 
differences in the Reynolds numbers are refer to the device used in their work, since the rising 
velocities of free bubbles and, hence, the Reynolds numbers are larger due to a smaller drag force 
coefficient compared to this work. Madhavi et al. [24] determined E as a function of time in the 
range from 13 to 19 for 1 M NaOH. E can be calculated with kL assuming a negligible concentration 
in the bulk and an identical surface and concentration in the bubble. The ratio of the mass transfer 
coefficient with chemisorption to the one without depends on the bubble diameter decrease. For a 
value of í1.0 mm/s, E is determined to be 13, and for a value of í1.4 mm/s, E is 18, which 
corresponds to the data of Madhavi et al. very well. 
5. Conclusions 
Gas bubble flow without and with chemical reactions was investigated for the system of  
N2/CO2 in aqueous and alkaline solutions. Different bubble sizes ranging from 0.1 to 2.5 mm and 
concentrations from 0.1 mM to 1 M NaOH were studied. The experiments were conducted in a novel 
device consisting of a converging microchannel according to the design of Vasconcelos et al. [20] 
to increase the observation time of single bubbles. The device is more than one order of magnitude 
smaller compared to existing devices. Therefore, the inner volume of the complete set-up only has 
a few milliliters, which make this set-up favorable for very costly substances. A special feature is an 
inserted needle into the smallest cross-section of the channel to generate single, very small bubbles. 
The levitation positions of the air bubbles were optically characterized in saturated water. A 
displacement from the center axis occurred, which was larger for smaller bubbles, corresponding  
to solid particles. Drag force coefficients, including wall effects, were determined based on two 
modeling approaches by a curve fitting dependent on the ratio of the channel width to the bubble 
diameter. Model data and experimental data deviate less than 8% from each other. 
The absorption of N2 showed a linear decreasing bubble diameter with time until complete 
extinction of the bubbles. The range of an immobilized bubble surface was enlarged in terms of 
water purity and bubble diameters. Absorption and chemisorption of CO2 bubbles showed two 
linear regimes of diameter decreases independent of the gas composition. The first regime was 
related to pure CO2 and the second regime to impurities in the initial gas, mainly N2. Larger 
concentrations of NaOH result in faster bubble decreases. Mass transfer coefficients represented by the 
Sherwood numbers in correlation with Reynolds numbers and the enhancement factor were 
calculated showing comparable values from the literature. Comparison of Sh with the Froessling 
equation indicates a rigid bubble surface area for N2 and CO2. 
In summary, this study shows the successful implementation of the absorption and chemisorption 
processes of microbubbles for a new device with an internal volume smaller than 1 mL for studying 
mass transport phenomena. Furthermore, other phenomena at the interface of a two-phase system 
can be investigated with extremely short, up to very long necessary observation times. 
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Nomenclature 
a  maximum Feret diameter, mm 
A  surface area, m2 
Ar  Archimedes number, í 
b  minimum Feret diameter, mm 
c  concentration, mol⋅mí3 
1C  constant, í 
DC  drag force coefficient, í 
d  diameter, mm 
D  diffusion coefficient, m2⋅sí1 
E  enhancement factor, í 
h  Henry constant model parameter, í 
h  height, mm 
H  Henry constant, bar⋅m3⋅molí1 
k  mass transfer coefficient, m⋅sí1 
K  drag force model constant, í 
n  amount of substance, mol
p  pressure, barg (gauge) 
r  radius, mm  
R  universal gas constant, J⋅molí1⋅Kí1  
Re  Reynolds number, í 
Sc  Schmidt number, í 
Sh  Sherwood number, í 
t  time, s 
T  temperature, K 
u  channel flow velocity, m⋅sí1 
V  volume, m³ 
z  valence electrons, í 
Greek symbols 
Ȝ ratio of bubble diameter to channel width, í 
ȡ density, kg⋅mí3 
ı surface tension, N⋅mí1 
Ȟ kinematic viscosity, m2⋅sí1 
Variable index nomenclature 
atm  atmosphere 
b  bubble 
D  drag 
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e  volume equivalent 
eq  equilibrium 
g  gas 
l  liquid 
L  liquid 
w  water 
0  gas-liquid interface 
∞  infinite flow field 
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Rapid Determination of Optimal Conditions in a Continuous 
Flow Reactor Using Process Analytical Technology 
Michael F. Roberto, Thomas I. Dearing, Charles W. Branham, Olav Bleie  
and Brian J. Marquardt 
Abstract: Continuous flow reactors (CFRs) are an emerging technology that offer several 
advantages over traditional batch synthesis methods, including more efficient mixing schemes, rapid 
heat transfer, and increased user safety. Of particular interest to the specialty chemical and 
pharmaceutical manufacturing industries is the significantly improved reliability and product 
reproducibility over time. CFR reproducibility can be attributed to the reactors achieving and 
maintaining a steady state once all physical and chemical conditions have stabilized. This work 
describes the implementation of a smart CFR with univariate physical and multivariate chemical 
monitoring that allows for rapid determination of steady state, requiring less than one minute. 
Additionally, the use of process analytical technology further enabled a significant reduction in the 
time and cost associated with offline validation methods. The technology implemented for this study 
is chemistry and hardware agnostic, making this approach a viable means of optimizing the conditions 
of any CFR. 
Reprinted from Processes. Cite as: Roberto, M.F.; Dearing, T.I.; Branham, C.W.; Bleie, O.; 
Marquardt, B.J. Rapid Determination of Optimal Conditions in a Continuous Flow Reactor Using 
Process Analytical Technology. Processes 2014, 2, 24-33. 
1. Introduction 
Currently, the majority of pharmaceutical and specialty chemical manufacturing is performed  
in large volume batch reactors. These reactors are limited by a number of challenges: Poor mixing, 
large temperature gradients, potentially inaccurate serial additions, safety and pressure hazards, and 
resource-intensive validation procedures requiring man-hours, time, and manual sampling for 
quality assurance and control. Many of these challenges are mitigated using continuous flow reactors  
(CFRs). CFRs are small volume flow cells optimized for continuous, consistent production of a target 
compound. The volumes and channels of CFRs can range from milliliter to microliter scale [1]. 
Milliliter-scale CFRs typically employ reaction plates designed for turbulent mixing (Figure 1a). 
Reaction plates are typically manufactured with millimeter-wide channels and a high surface-to-volume 
interface for a multi-fold reduction in the average distance to temperature control channels  
(Figure 1b). The design results in a reduction of temperature gradients and improved homogeneity in 
CFRs [2–4]. It has also been shown that parallel addition of reagents removes variation introduced by 
operators, and a closed system is less affected by environmental variation [5]. Roberto et al. have 
previously demonstrated a 75% reduction in reaction time in continuous flow when compared to a 
batch reactor [6]. 
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Figure 1. (a) Side view of continuous flow reactor mixing chip showing heat exchange 
and mixing areas. Each area has a width of 1.5 mm, and are separated by 1 mm of glass;  
(b) Top view of continuous flow reactor mixing chip. Heart-shaped mixers are employed 
to ensure turbulent mixing throughout. 
(a) 
(b) 
All of these advantages assume that a reactor system is in steady state. A steady state continuous 
flow system is one that is physically stable with regards to the variables of pressure, flow rate, 
mixing, and temperature. This results in controlled chemical production with reproducible results. 
Such a system offers significant advantages over batch reactors that fluctuate between different 
production runs. Currently, CFRs are determined to be at steady state by either a univariate method 
detecting physical stability in the reactor or a multivariate method determining the stability of 
chemical output [1,5,7–9]. Chemical measurements frequently require aliquots for offline validation 
to determine steady state. Uncertainty in reactor steady state requires multiple measurements, further 
extending analysis time. This can be especially problematic when attempting to determine optimal 
reactor conditions that require the exploration of a large design space. Physical measurements, while 
rapid, cannot effectively detect problems associated with product quality. Reactor systems are not 
currently constructed with interfaces to accommodate process analytical technology (PAT). Instead, 
current physical stability detection methods largely rely on feedback from the temperature or flow 
controllers without dedicated analytics. 
A continuous flow system was designed that expands traditional physical monitoring while 
implementing real-time chemical monitoring to accurately and rapidly determine steady state. 
Monitoring of any process requires a reproducible sampling interface for reliable results. New 
Sampling/Sensor Initiative (NeSSI) sampling systems have previously been shown to be effective 
tools for enabling process monitoring in fluid and gas systems [6,10], and as interfaces for 
continuous flow reactor analytics [6]. NeSSI is a modular platform allowing for simple expansion  
or rearrangement of a sampling platform. This enables rapid prototyping and development of 
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continuous flow reactor systems. The coupling of NeSSI with appropriate sensors creates a 
dependable interface for the sampling of a flow channel [10,11]. 
Chromatographic methods are the most frequently used validation methods to determine chemical 
steady state and conversion in CFRs [5,7–9,12,13]. These methods yield reproducible results but can 
have analysis times in excess of fifteen minutes after sample collection. Confirmation of chemical 
steady state in a CFR over multiple aliquots requires an hour or more using chromatographic 
methods. A design of experiments (DoE) with 25 points would require more than a day to determine 
optimal conditions. Raman spectroscopy has previously been applied and proven effective for in-line 
process monitoring of flow systems [9,14–16]. Recent work by Roberto et al. has shown that Raman 
spectroscopy is a viable method for monitoring chemical yield in a CFR [6]. Deconvolution of 
Raman spectral data is challenging in complex chemical systems. Chemometric tools such as principal 
component analysis (PCA) are often used to process and analyze this spectral data quickly and 
effectively [17,18]. Used in tandem, Raman spectroscopy and PCA allow for robust process monitoring 
and effective process control [18–21]. 
Figure 2. The Swern oxidation. The center column (green background) shows the 
desired chemical path, with added reagents shown in black boxes. The outer columns (red 
background) show the potential chemical pathways for side-product formation (8 and 9).  
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The focus of this investigation was to demonstrate that the combination of NeSSI with PAT and 
multivariate chemical monitoring offers significant advantages for optimizing chemical design space 
when compared with systems that employ physical or chemical techniques alone. Additionally, methods 
developed show potential for quality control and upset detection in production-scale facilities. 
Critical to the success of this project was the construction and design of a smart reactor system for 
monitoring and control of a defined chemistry with PAT. To demonstrate the smart reactor system, 
the Moffatt-Swern oxidation of 1-phenylethanol (Figure 2) was investigated. The formation of  
the highly unstable intermediates 3 and 5 is highly exothermic, requiring accurate temperature 
control [12,13]. The overall results demonstrate that the application of PAT to accurately detect 
physical and chemical stability in CFRs improved the time required to determine steady state by more 
than an order of magnitude. This reduced the time required to process the DoE and determine optimal 
reactor conditions. The final goal of this project was to develop a procedure for optimizing CFRs 
independent of the chemistry performed. 
2. Experimental Section 
The continuous flow reactor (CFR) was comprised of 4 main components: The Intraflow NeSSI 
sampling system, the analytics and controllers, the chemical mixers, and the control software.  
The Intraflow sampling system, provided by Parker Hannifin (Cleveland, OH, USA), consisted of  
four identical reagent lines and a product line. Four reagents: 1.0 M trifluoroacetate anhydride  
(Sigma-Aldrich, St. Louis, MO, USA), 1.1 M DMSO (Sigma-Aldrich, St. Louis, MO, USA), 1.0 M  
S-1-phenylethanol (Sigma-Aldrich, St. Louis, MO, USA), and 2.4 M triethylamine (Sigma-Aldrich,  
St. Louis, MO, USA) all in dichloromethane (Sigma-Aldrich, St. Louis, MO, USA) are pumped into 
the system by HPLC Pumps (two FLOM FS10A HPLC pumps, FLOM USA, San Diego, CA, USA, 
and two SSI Series I HPLC pumps, SSI, State College, PA, USA). These pumps actively controlled 
the residence time and stoichiometry of the reactor system. Pressure relief valves were installed on 
each line to ensure that the reactor did not overpressurize. Temperature was controlled by a Huber 
Tango heat-exchanger (Huber USA, Northport, NY, USA) and was pumped across three sequential 
Corning LF Reactor plates (Corning Glass, Avon, France), each with a reactor volume of 1 mL, that 
included 38 heart-shaped mixers per plate (Figure 1b) to ensure turbulent mixing throughout. 
The analytics on each of the four reagent line were as follows: A pressure transducer (HEISE, 
Stratford, CT, USA), a flow meter (FCI Incorporated, San Marcos, CA, USA), and a 0.5” O.D. 
Raman ball-probe (Marqmetrix, Seattle, WA, USA) were interfaced to NeSSI via a fiber optic cable. 
The heat exchange lines were equipped with a thermocouple (Omega Engineering, Stamford, CT, 
USA) before and after the reactor plates to determine the temperature loss across the reactor. The 
product line NeSSI system contained a thermocouple and a 0.5” O.D. Raman ball-probe. A 
four-channel 785 nm Raman system, supplied by Kaiser Optical Systems (Ann Arbor, MI, USA) 
was used to collect Raman spectra from the four ball-probes mounted on the reactor sequentially. 
The sensors and controllers, with the exception of the Raman instrument, were all monitored and 
controlled via an in-house designed LabVIEW 7.5 (National Instruments Corporation, Austin, TX, 
USA) GUI environment. All of the analytics were interfaced to the reaction flow via NeSSI sampling 
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system. The sensors and digital controllers were queried once per second; the GUI reported 
temperature, pressure, and flow information in real-time. 
Raman investigation of the reaction chemistry was performed prior to exploring the full 
temperature and flow rate design space. Spectra were collected by performing chemistry at a 
constant flow rate of 4 mL/min from í20 °C to 20 °C at 10 °C intervals. Five Raman spectra were 
recorded; each consisting of five one-second exposures, for a total of 25 calibration spectra. All 
calibration samples were validated on an Agilent 1100 Series HPLC (Agilent Technologies, Santa 
Clara, CA, USA) using a reverse-phase column (Agilent C18 Column, Santa Clara, CA, USA). The 
liquid chromatography was performed using two mobile phases: 0.1% acetic acid in water and 
acetonitrile. A constant flow of 5% acetonitrile for 2 min, then a gradient of 5% acetonitrile to 95% 
acetonitrile over 5.5 min, followed by 2 min constant flow resulted in clearly defined peaks for 
S-1-phenylethanol (4), acetophenone (10), and side-products 8 and 9. Acetophenone peak area was 
used to determine reaction progress. 
Raman spectra were imported into MATLAB 7.5 (Mathworks, Natick, MA, USA) for analysis 
and modeling. All spectra were preprocessed using a 1st order baseline removal to remove variations 
between spectra. PCA was performed with PLS Toolbox 5.0 (Eigenvector Research, Inc., Wenatchee, 
WA, USA) using mean-centered, background corrected spectra to monitor reactor steady state via 
changes in the multivariate scores. After establishing a system for accurately detecting chemical 
steady state, the full 25 point design space of flow rate (2–10 mL/min at 2 mL/min increments) and 
temperature (í20 °C to 20 °C at 10 °C intervals) was explored via the control software. 
3. Results and Discussion 
A system was developed using a CFR, NeSSI sampling system, and PAT to monitor chemical  
and physical variation in real-time (Figure 3). The PAT served two purposes: To determine reaction 
steady state, and to detect process upsets in the reactor. The variables temperature, pressure, and  
flow were recorded at one second intervals at specific locations in the reactor (Figure 3). When the 
lowest deviation of each physical measurement had been obtained the reactor was considered 
physically stable. 
Upon reaching physical stability the reactor requires a lead time in order for the physical changes 
to be reflected in the chemical output downstream. Lead time is dependent upon the flow rate and the 
total volume of the reactor system by the equation: 
ܶ݅݉݁ હ ܴ݁ܽܿݐ݋ݎ ܸ݋݈ݑ݉݁ܨ݈݋ݓ ܴܽݐ݁  (1)
A Raman ball probe on the product line (Figure 3) performed spectral acquisitions every 15 s. 
Raman spectroscopy is particularly suitable for monitoring the Swern oxidation due to the strength of 
the C=O band at 1691 cmí1 (Figure 4). Upon exiting the final reactor plate, all chemicals rapidly 
reached room temperature in the NeSSI sampling system prior to Raman analysis. This was confirmed 
by a thermocouple upstream of the Raman ball-probe on the product line. Chemical stability was 
determined via monitoring of the first PCA score from the Raman spectra in real-time. Four 
sequential scores within an acceptable statistical confidence established chemical steady state 
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(approximately 1 min of sample time). Upon attaining chemical steady state, a single HPLC sample 
was extracted and analyzed to quantitatively determine the yield of product. 
Figure 3. Schematic of continuous flow reactor system. Each of the four reagent lines 
have the same analytics present: Flow meter, pressure sensor, Raman probe, and valves 
for operator safety. The first two reagent lines combine in the first reactor, with each 
subsequent line adding a reagent to the next reactor. The product line contains a Raman 
probe, a pressure regulator, and a pneumatic valve that is able to send the chemical output 
to either product collection or waste. 
 
An example of how physical stability and chemical steady state relate to each other is shown in 
Figure 5. The dark dotted line shows the measured pressure in one of the four reagent lines. At 3 min, 
the flow rates of the four reagents were doubled from 2 to 4 mL/min. Physical stability is established 
in less than one minute. The first change in the PCA scores is observed at 4 min, shown in the lighter 
dotted line. Chemical steady state is reached by 13 min, 10 min after the change in physical conditions. 
Determining chemical steady state using HPLC would have significantly increased the time to complete 
reactor optimization. Four consecutive HPLC measurements require an analysis cycle of one hour. 
This is 60 times longer than Raman monitoring to determine steady state. The real-time Raman 
information enabled a more effective use of HPLC for validation. Using this technique to rapidly and 
accurately determine steady state, a 25-point design space was explored in under four hours. 
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Figure 4. Wavelength subset of Raman spectra at five different temperatures. While the 
entire spectrum was used for PCA modeling, this region in particular shows the temperature 
dependence of the production of acetophenone, with peaks at 1691 cmí1 and 1602 cmí1. 
 
Figure 5. Pressure response in a reagent line (dark dotted line) and chemical yield 
information (light dotted line) that demonstrate physical and chemical steady states and 
changes in the system. At 3 min, the flow rates of the four reagent lines were doubled. 
The pressure sensor indicates physical steady state occurring in the reactor at 4 min, and  
the chemical yield response demonstrates chemical steady state occurring in the reactor at  
13 min. 
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The chemical yield results obtained by using offline HPLC are shown in Table 1. In batch, at 
temperatures above í30 °C, no significant product yield was detected (<2%) [13]. Within the CFR at 
temperatures above í30 °C the Moffat Swern oxidation had yields ranging from 81% at í20 °C to 
37% at 0 °C. As expected due to the exothermic nature of the reaction, yield decreases with increasing 
temperature. The unstable nature of intermediates 3 and 5 also resulted in lower chemical yield at 
slower flow rates (Table 1). This effect has been previously reported by Yoshida et al. [12] and 
Kemperman et al. [13]. 
Table 1. Chemical yield in % product of acetophenone, determined by off-line HPLC. 
Flow Rate (mL/min) 
Temperature 
í20 °C í10 °C 0 °C 10 °C 20 °C 
2 34 17 15 4.5 1 
4 73 58 31.5 7.5 2.28 
6 80 68.5 32.5 8.5 3 
8 81 73 37 14 5 
10 81 74 37 14.5 5 
The information from physical and chemical sensors allowed for rapid exploration of a design  
of experiments in the CFR in less than four hours. Using HPLC to validate chemical steady state 
would have required at least 30 h of experiment time. These results demonstrate that the real-time 
monitoring of physical and chemical steady state in a CFR offers significant advantages for 
optimizing a reactor system when compared with systems that employ either physical or chemical 
techniques. This was accomplished through the construction of a reactor designed for PAT 
implementation using NeSSI sampling systems and Raman spectroscopy. The fast optimization 
technique is chemistry and hardware agnostic, making this approach a viable means of optimizing 
any CFR for any suitable chemical reaction. 
4. Conclusions 
On-line analytics, providing information on physical stability combined with Raman 
spectroscopy and multivariate modeling, allowed for real-time detection of steady state in a CFR. 
The investigation of a design space to optimize reactor conditions was improved through the rapid 
detection of steady state. The design of experiments was explored in under four hours, with improved 
confidence in the reproducibility of quality product. In addition, the optimization was achieved via  
a chemistry agnostic platform that allows for determination of optimum parameters for future 
production based on quality, volume, and energy needs, regardless of chemistry. Application of 
advanced chemometrics methods coupled with HPLC information enables a quantitative real-time 
approach to chemical conversion and could have a broad impact on many process development, 
optimization, and control methodologies. 
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Stability Analysis of Reactive Multiphase Slug  
Flows in Microchannels 
Alejandro A. Munera Parra, Nicolai Antweiler, Rachit Nagpal and David W. Agar 
Abstract: Conducting multiphase reactions in micro-reactors is a promising strategy for intensifying 
chemical and biochemical processes. A major unresolved challenge is to exploit the considerable 
benefits offered by micro-scale operation for industrial scale throughputs by numbering-up whilst 
retaining the underlying advantageous flow characteristics of the single channel system in multiple 
parallel channels. Fabrication and installation tolerances in the individual micro-channels result  
in different pressure losses and, thus, a fluid maldistribution. In this work, an additional source of 
maldistribution, namely the flow multiplicities, which can arise in a multiphase reactive or extractive 
flow in otherwise identical micro-channels, was investigated. A detailed experimental and theoretical 
analysis of the flow stability with and without reaction for both gas-liquid and liquid-liquid slug flow 
has been developed. The model has been validated using the extraction of acetic acid from n-heptane 
with the ionic liquid 1-Ethyl-3-methylimidazolium ethyl sulfate. The results clearly demonstrate that 
the coupling between flow structure, the extent of reaction/extraction and pressure drop can result in 
multiple operating states, thus, necessitating an active measurement and control concept to ensure 
uniform behavior and optimal performance.  
Reprinted from Processes. Cite as: Parra, A.A.M.; Antweiler, N.; Nagpal, R.; Agar, D.W. Stability 
Analysis of Reactive Multiphase Slug Flows in Microchannels. Processes 2014, 2, 371-391. 
1. Introduction 
An effective exploitation of the advantages of microscale operation for industrial production 
processes requires a reliable and robust numbering-up procedure. For multiphase systems, one must 
not only ensure uniform flow rates of each phase but also similar flow structures [1] and residence 
time distributions [2,3] in the individual microchannels, if the optimal performance is to be achieved [4]. 
Furthermore, in reactive systems, multiplicities can arise, leading to drastic differences in the behavior 
between otherwise identical microchannels [5]. The problem is compounded by the greater significance 
of fabrication tolerances at the microscale, since even slight discrepancies can give rise to 
considerable changes in volumetric flow rates, which scale with the fourth power of the channel 
diameter [6,7]. 
Passive distribution strategies thus necessitate high-precision machining, usually entail large 
upstream pressure drops and are unable to adapt to changing operating conditions, such as fouling 
[8]. An active approach, in which the flow in each microchannel is monitored and regulated using 
simple non-invasive probes and actuators overcome these shortcomings [9].  
Even so, the multiplicities in reactive flows still represent a particularly severe challenge, since 
they can not only diminish performance but may also lead to hazardous runaway situations or reactor 
failure. In polymerizations, for instance, the reaction and hydrodynamics are strongly coupled 
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through the viscosity of the reaction medium. Should, for whatever reason, the flow in one channel 
be less than that in the others, the resulting increase in the residence time will yield higher conversion 
and thus viscosities, increasing the resistance to flow and lowering the flow rate still further. If no 
remedial action is taken, this self-reinforcing mechanism amplifies any flow divergence and can 
ultimately cause the channel concerned to plug.  
Of course, such multiplicities are by no means confined to microscale systems. In multiphase flow 
in microchannels, on the other hand, certain reactive hydrodynamic multiplicities can arise which are 
unlikely or even impossible in macroscale equipment, due to the intensified interaction in the 
biphasic flow. In an alternating gas-liquid slug flow with absorption, for example, the gas uptake 
reduces the size of the gas slugs, thus, changing the pressure drop characteristics of the flow, raising 
the channel residence time and thus enhancing the absorption still further. Conversely, reactions that 
generate gas or decrease viscosity exert a stabilizing influence on the uniformity of the flow 
distribution over parallel microchannels. 
The objective of the work presented here was to elucidate the relevance of such microscale-specific 
phenomena in the parallelization of multiphase flows in microchannels and to establish if it might be 
feasible to utilize self-regulating behavior in order to ameliorate irregularities in flow distribution. 
2. Experimental Extraction 
A liquid-liquid extraction was used to validate the results obtained after adapting the gas-liquid 
model presented in Section 3. The chemical, analytics and the experimental set up are described in 
the following sections. 
2.1. Chemicals and Analytics 
The chemicals n-heptane and acetic acid were supplied from VWR prolab with a purity of  
99.7% w/w and 99% w/w. The ionic liquid 1-ethyl-3-methylimidazolium ethylsulfate [EMIM] 
[EtSO4] was obtained from Io-Li-Tec (Ionic Liquids Technology, Tuscsaloosa, AL, USA) with a 
purity of 99% w/w. The most significant properties of the chemicals used are shown in Table 1. The 
viscosities were measured by means of a capillary viscosimeter (KPG Ubbelohde capillary 
viscosimeter, Schott AG, Mainz, Germany) and the concentration of acetic acid in n-heptane was 
analyzed by an Agilent 7890A gas chromatograph using an autosampler Agilent 7693 and  
a flame-ionization detector (FID) from Agilent Technologies (Agilent Technologies, Böblingen, 
Germany). A capillary column HP-05 (Agilent Technologies, Böblingen, Germany) with a length of 
30 m and an inner diameter of 320 m was employed and helium used as carrier gas with a flow rate 
of 1.22 mL/min at a temperature of 250 °C. 
Table 1. Physical properties of extractive system at 25 °C and 1 atm. 
Property Unit n-Heptane [10] Acetic acid [10] [EMIM][EtSO4] [11]
Molecular weight g/mol 100.21 60.05 236.29 
Surface tension N/m ---- ---- 0.004879 
Density  g/cm3 0.6787 1.043 1.2423 
Dynamic viscosity mPa.s 0.43 1.22 95 [11]/69 (measured)
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2.2. Experimental Setup 
The experimental set-up is shown in Figure 1. n-Heptane containing 10% w/w acetic acid and 
EMIM EtSO4 were introduced by two syringe pumps (LA-100 Landgraf Laborsysteme HLL GmbH, 
Langenhagen, Germany) into a “Mixer-Valve” where the slug flow of the immiscible phases was 
generated. This special valve enables the slug length to be manipulated whilst keeping all other 
parameters, for example flow rates and the physical properties of components, constant. The outlet of 
the mixer was connected to a Polytetrafluoroethylene-capillary (PTFE-capillary) with an inner 
diameter of 800 m. To achieve well-defined extraction times a union T-separator was installed 
downstream of the contacting section to implement an instantaneous liquid-liquid phase separation 
by virtue of their different wetting properties. One of the separator outlets consists of a steel capillary, 
with an inner diameter of 750 m, and the other comprises a PTFE-capillary with an inner diameter 
of 800 m. The dispersed EMIM EtSO4 phase, which does not wet the PTFE capillary wall, leaves 
via the steel outlet while the continuous n-heptane phase exits through the PTFE branch.  
Figure 1. (a) Flowsheet schematic of the experimental setup; (b) Pressure drop 
measurement technique.  
 
The pressure drop measurement technique is depicted in Figure 1b. The pressure drop of interest 
is that in the reaction capillary denoted ǻPslugflow. To avoid the pressure sensor influencing the 
multiphase flow structure, the pressure sensors are placed upstream of the mixing point. The pressure 
drop ǻP2 was measured without the separator and ǻP1 following removal of the capillary from the 
mixer. The pressure drop of the mass transfer contacting section is then calculated as:  
 (1)21 PPPslugflow Δ−Δ=Δ
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In order to describe the mass transfer for a liquid-liquid system, the extraction efficiency  
was used:  
(2)
where CEq is the equilibrium concentration at a phase ratio EMIM EtSO4:n-heptane of 0.2. This 
concentration was measured at room temperature in a 20 mL batch reactor. Cin and Cout are the inlet 
and outlet concentrations of acetic acid in the extract phase, i.e., EMIM EtSO4, respectively. 
The phase ratio (Į) was defined via a snapshot with a camera and an optical sensor. For this case, 
the volume fraction of the film was considered negligible. The phase ratio can then be defined as: 
 (3)
Observed flow structures and unit cells under different conditions are presented in Figure 2. 
Figure 2. Observed flow structure and unit cell for a superficial velocity of 0.044 m/s and 
(a) phase ratio 1; (b) phase ratio 2. 
 
3. Gas-Liquid Model Equations 
As shown in previous work, bubble length and bubble velocity play an important role for 
hydrodynamics and the mass transfer in the slug-flow regime. Even though some studies have 
focused on the possibility of the expansion of the bubble due to the inherent pressure drop [12,13], 
and in more recent studies [14,15] due to mass transfer from the liquid into the gas phase, none of 
them has considered the fact that, for very reactive systems, the effect of the consumption may well 
exceed that of the expansion of the bubble or the case where the mass transfer occurs from the gas to 
the liquid phase. The model presented in this work couples hydrodynamics with mass transfer and 
thus accounts for the change in the size of the bubble as a result of chemical absorption. 
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When the length of the bubble alters, several parameters are affected, starting with the superficial 
velocity. Since the volume of the unit cell comprising a single bubble and the associated slug is 
changing along the channel length, the two-phase superficial velocity will be a function of the 
position as given in Equation (4). This entails that all parameters that are velocity-dependent are also 
location-dependent, i.e., capillary and Reynolds numbers, film thickness and mass transfer coefficients.  
 
(4)
In slug flow, it is known that bubbles travel faster than the nominal superficial velocity  
due to the presence of a thin liquid wall film surrounding the bubble. The true velocity can be 
approximated by a simple mass balance in round capillaries, as expressed in Equation (5) (a deviation 
of no more than 5% was reported by [3]). In this equation, į represents the film thickness and can be 
obtained by the expression found by Aussillous and Quéré [16], describing the extent of significant 
films in micro-channels (Equation (6)).  
 (5)
 
(6)
As can be seen, the film thickness is a function of the capillary number, ܥܽ ൌ Ɋܷ ɐൗ  which in turn 
is a function of the velocity and therefore also of the location as stated earlier.  
To describe the hydrodynamics, the pressure drop must be defined. In this work, the pressure drop 
is taken according to the unit cell based model presented by Warnier et al. [13]. In this model the 
pressure drop across a unit cell (presented in Figure 3) is defined by the individual contributions of 
the liquid slug and the pressure drop generated by the presence of the bubble. 
(7)
Figure 3. Unit cell representation. Lb represents the length of the bubble, Ls represents 
the slug length Rb is the bubble diameter and ȗ accounts for the liquid in the cap region.  
 
The individual bubble pressure is described by the corrected Bretherton’s approximation, and the 
liquid slug pressure drop is described by the fully developed Hagen-Poiseuille with a correction for 
the amount of liquid in the domed bubble cap region (ȗ). 
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(8)
 (9)
The differential pressure drop can then be obtained as: 
 
(10)
However, the length of the bubble is not constant along the channel length. In the case of gas 
absorption into the liquid phase, for instance, it is necessary to couple the mass transfer with the 
pressure drop in order to determine how the bubble contracts along the channel length. 
The change in the number of moles for the absorbed component with respect to the residence time 
can be given by: 
 
(11)
 (12)
since the number of moles of the inert is not changing with time Equation (12) becomes: 
 (13)
yielding: 
 (14)
The residence time for the bubble is given by the bubble velocity yielding: 
 
(15)
The chemical system used for this study was the widely studied chemical absorption of CO2 in 
NaOH [17]. First a pseudo 1st order reaction was assumed, but since the reaction was found to be fast 
enough, the chemical absorption was then simply accounted for by the inclusion of the enhancement 
factor. Finally, the change in the molar flow due to chemical absorption can be given by: 
 (16)
As for determining the mass transfer coefficient, several studies conducted on mass transfer in  
gas-liquid slug flow [18–21] were considered. In this work most of the available models were 
examined, with particular emphasis on the models of Vandu et al. [18] and Yue et al. [19], as they 
allow the introduction of changes in the parameters along the length of the channel. Vandu’s model 
treats the cap and wall film contributions separately according to: 
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(17)
(18)
 
(19)
 (20)
 (21)
Yue’s model, on the other hand, considers the overall mass transfer across the entire interface: 
 
(22)
Finally, the link between the mass transfer and the pressure drop is given by the bubble length, 
since a relationship between bubble length and the total number of moles can be expressed as: 
 (23)
the total number of moles is linked to the molar fraction by the relationship: 
 
(24)
yielding the influence of all parameters on the bubble length: 
 
(25)
It is important to notice that the expansion due to the pressure drop presented in previous works is 
included in this model as well, since the volume of the bubble is calculated by using the pressure at 
each location. 
4. Results and Discussion 
4.1. Simulations 
For the simulations, as mentioned before, the absorption of carbon dioxide (CO2) into sodium 
hydroxide (NaOH) was studied. For the modeling the resistance to mass transfer in the gas phase was 
neglected. The diffusion and Henry coefficients as well as the surface tension were taken for the 
system H2O/CO2. The system was considered to be isothermal at room temperature (298 K). The 
parameter values are summarized in Table 2. 
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Table 2. Parameter values for simulations. 
Parameter Value Units 
ı 0.072 N/m 
 1 mPa.s 
ȡ 1000 kg/m3 
H 3.85 × 10í4 mol/m3/Pa
T 298 K 
P 101,325 Pa 
D 2 × 10í9 m2/s 
4.1.1. Gas-Liquid Model Validation 
In order to validate the model, the results obtained were compared with those obtained by 
previous simulation and experimental studies. First of all, the effect of the mass transfer model on the 
hydrodynamics was evaluated. The parameters used in this study are presented in Table 3 and the 
results given in Figure 4. 
Table 3. Parameters for mass transfer validation. 
Parameter Value Units 
dc 400 m 
LB,0 4·dc m 
LS,0 dc m 
kOHí 8.5 m3/mol/s
COHí 0.1 M 
yCO2 0.4 ----- 
LR 0.1 m 
Figure 4. Pressure drop for different mass transfer models. 
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The results show that the choice of mass transfer model shows little or no influence on the 
hydrodynamics, only Vandu’s Model yields slightly different behavior, due to the overestimation of 
the mass transfer coefficients and hence a faster contraction of the bubble. It can also be seen that the 
range of pressure drop per unit length is of the same order of magnitude as in previous studies. 
The model was also used to calculate the mass transfer coefficients and good agreement was 
obtained between the simulations and the experimental values presented by Yue et al. [19] and 
Sobieszuk et al. [20] (Figure 5). Since this model allows for the change in velocity, a more realistic 
residence time is calculated for the bubble and hence the expansion behavior present in the 
experiments is also captured. 
Figure 5. Mass transfer coefficients (a) Theoretical (Adapted from [20]) (b) Obtained 
from our simulations (using both Yue et al. model [19] and Sobieszuk et al. model [20]). 
 
For the final validation, the pressure drop model considered was compared to those previously 
presented in the literature (Figure 6). It can be seen that the unit cell based pressure drop model yields 
lower values for the pressure drop in comparison to Kreutzer’s model [22]. However, the results are 
in agreement with the values presented by Warnier et al. [13]. 
Figure 6. Pressure drop models comparison. The unit cell model is based in  
Warnier et al. [13] and the Kreutzer model is used as presented in [22]. 
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4.1.2. Hydrodynamic Multiplicity 
A hydrodynamic multiplicity has already been found in vertically operated monoliths by  
Kreutzer et al. [3]. However, it was due to the hydrostatic pressure in comparison to the coupling of 
parameters presented in this study. 
Once the model had been validated, the stability of the system was studied. Since the contribution 
to the pressure drop in the gas phase is small for long slugs, a short slug was taken as the basis for this 
study. The pressure drop was then calculated by varying the bubble length; the length of the reactor 
was taken as 10 cm and its diameter as 800 m. For simplicity the calculations were first performed 
neglecting the film.  
For short bubbles (Figure 7) the pressure rises as expected at a higher velocity. However, upon 
increasing the bubble length, this effect tends to become smaller indicating to the hydrodynamic 
instability sought. 
Figure 7. Pressure drop for small bubbles. 
 
When bubble size was increased further, the multiplicity effect due to the increased pressure of 
the number of interfaces generated for higher conversions was found as illustrated in Figure 8.  
Figure 8. Pressure drop for long bubbles. 
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This effect can be explained as follows: at a low velocity, the bubble will spend more time inside 
the channel therefore the conversion will be high, resulting in an increase of the number of interfaces 
and the average viscosity of the unit cells. At a higher velocity, conversion will be lower leading to a 
system with a lower average viscosity a lower number of interfaces and hence an equal pressure drop 
to the case with lower initial velocity. This effect is depicted in Figure 9.  
Figure 9. Two cases for hydrodynamic multiplicity. 
 
4.1.3. Film Effect 
Since the results were obtained for the model without film, the next step was to calculate the 
complete model to check whether the discrepancy due to this simplification was significant.  
The results are presented in Figure 10. It can be seen that the inclusion of the film has a slight 
influence on the behavior, especially in the regions of higher superficial velocity. This can be 
explained by the wall film being thicker at higher velocities film since it depends on the capillary 
number. However, this effect was considered to be not large enough to affect the results qualitatively 
and therefore the subsequent calculations were performed without considering the film, since the 
computational effort was considerably smaller (with the film an iteration is required for each single 
step in order to establish the bubble velocity). 
Figure 10. Film effect on pressure drop. 
 
4.1.4. Interfacial Geometry 
It has been found in some studies that the interfacial curvature factor used to calculate the 
interfacial pressure drop can change as a function of the velocity [23]. The value of 7.16 normally 
used (as in Equation (6) was proposed initially by Bretherton for hemispherical caps. Jovanovic et al. 
U0
U0
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found that these values can actually range between 3 and 10. Since the instabilities arise from the 
bubble pressure drop, as shown previously, this effect also had to be considered. To account for this 
phenomenon, the values from Jovanovic et al. were correlated using a simple linear regression 
(Equation (26)). The results are presented in Figure 11. 
(26)
Figure 11. Effect of the curvature. 
 
It can be seen that the effect of the curvature exerts a noticeable effect on the pressure drop 
characteristics, making the region of the multiplicity more pronounced. The higher curvature for  
lower velocities increases the influence of the remaining caps at the end of the channel where the 
lowest velocities are found, and as explained earlier, the effect of these extra interfaces is the source 
of the multiplicity. 
4.1.5. Effect of Viscosity Changes 
In the Section 4.1.2, a hydrodynamic multiplicity was identified, albeit for systems with 
unrealistic bubble lengths. A factor playing a major role in this phenomenon was the average 
viscosity in the unit cell. It is, thus, intuitively obvious to imagine that if the average viscosity 
changes along the channel length, the hydrodynamic multiplicity could be present in a wider range  
of systems in comparison with the case presented in Section 4.1.2. One possible case where  
this behavior can occur is in the case where viscosity changes with the progress of a 
reaction/extraction/absorption. For such systems, a general formula for the viscosity as a function of 
the conversion could be represented as: 
 (27)
where a would represent the net increase in viscosity, and b the mechanism.  
Using this behavior, multiplicities can be found even for systems with short bubbles. Figure 12 
depicts the results for an initial bubble five times larger than the channel diameter and a value for a of 
4 for various values of b. 
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Figure 13 presents the results for an initial bubble five times larger than the channel diameter and 
a value for b of 3 for different values of a. 
As can be seen in both figures, any change increase viscosity leads to major changes in the 
pressure drop characteristics of the system and yielding instances of hydrodynamic multiplicity. 
This leads to the question as to whether for systems with decreasing viscosity, the behavior would 
be the opposite, i.e., result in more stable systems with more uniform distribution. These results are 
presented in the same fashion as for increasing viscosity: first a fixed value of b of 3, and then for a 
fixed value of a of í0.5 in Figure 14.  
Figure 12. Pressure drop for system with viscosity changes (Lb,0 = 5dc). 
 
Figure 13. Pressure drop for systems with viscosity changes (Lb,0 = 5dc). 
 
As it can be seen, no signs of instability were detected for this system, which exhibits self-regulating 
behavior. Experiments with a liquid-liquid extraction system in which the solvent viscosity diminishes 
with solute concentration were performed in an attempt to try and validate these results.  
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Figure 14. Pressure drop for systems with decreasing viscosity (a) Fixed a value (b) 
Fixed b value. 
 
4.1.6. Model Adaptation to the Liquid-Liquid Case 
Experiments were performed with a liquid-liquid system due to its relative simplicity in 
comparison to the gas-liquid case. The gas-liquid model was therefore adapted to an extractive 
aqueous-ionic liquid system. Conceptually the modifications were: 
• The pressure drop model was changed to that of a stagnant film model as presented by 
Jovanovic et al. [23].  
 (28)
• The extraction phenomenon (extraction of acetic acid from n-heptane into an ionic liquid) 
replaces the chemical absorption (absorption of CO2 in NaOH). The equation representing 
the concentration change along the channel is the following: 
 (29)
With this adaptation, it is implied that the unit cell length will remain unchanged for both of the 
two phases and therefore no change in velocity will occur. However, the coupling of the mass 
transfer presented in the gas-liquid system is still present. Additionally, the viscosity change 
presented in Section 4.1.5 will be supplied by the change in viscosity of the ionic liquid. The 
experimental results are presented in the following section. 
The hydrodynamic parameters for this system can be found in Table 1. 
4.2. Experimental Validation: Liquid-Liquid System 
The adapted model describing the coupling between fluid dynamics and the change in viscosity 
through mass transfer or reaction via the pressure drop and the residence time was validated through 
the extraction of acetic acid from n-heptane into the ionic liquid EMIM EtSO4. In this system, the 
viscosity of the ionic liquid changes considerably as a result of mass transfer, although the underlying 
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behavior dictating the pressure drop interactions are the same whether mass transfer, reaction or  
gas slug contraction is involved. Two sets of experiments were carried out: one at a constant  
micro-channel length whilst varying the velocity and the other at constant velocity, varying the 
channel length. The pressure drop, the viscosity and the extraction efficiency were measured at each 
operating point as described in Section 2.2 and the results illustrated in Figure 15. 
Figure 15. (a) Pressure drop, extraction efficiency and dynamic viscosity for different 
superficial velocities in slug flow regime. The capillary length was 100 cm, the phase  
ratio 0.2 and the number of unit cells 80; (b) Pressure drop, extraction efficiency and 
dynamic viscosity for different capillary lengths in slug flow regime. The superficial 
velocity was 0.022 m/s, the phase ratio 0.2 and the number of unit cells 80.  
 
The viscosity of EMIM EtSO4 falls with increasing acetic acid concentration and thus causes a 
decrease in the pressure drop. In both cases, the pressure drop is mainly influenced by the change in 
viscosity due to extraction. The pressure drop increases with increasing capillary length, while the 
dynamic viscosity decreases because of the extraction. With increasing velocity, the pressure drop 
increases because of the hydrodynamic pressure loss. The extraction efficiency and the viscosity at 
the outlet of the capillary were constant but the average values along the capillary vary.  
4.2.1. Validation 
In order to validate the model for the liquid-liquid system, simulations were carried out for 
different configurations. The parameters used are listed in Table 4. 
Table 4. Parameter values for liquid-liquid simulations. 
Parameter Value Units
dc 800 m 
Lcont,0 3.75·dc m 
Ldisp,0 1.25·dc m 
Lc 0.2–1 m 
ı 0.0048 N/m 
disp,0 0.069 Pa.s 
U 0.005–0.035 m/s 
C 2.385 - 
CEMIM,0 1171 mol/m3
CEMIM,eq 521 mol/m3
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Additionally, Equation (27) was modified to replace the conversion with the extraction efficiency 
h (defined in Equation (2)). The viscosity can now be described as: 
 (30)
The model parameter a = í0.67 and b = 0.3 of the viscosity equation (Equation (30)) were taken 
from experimental results by fitting the dynamic viscosity of the ionic liquid at different levels of 
extraction efficiency (as presented in Figure 15) and performing a regression minimizing the least 
squares error (LSE), these parameter yielded a LSE of 0.001. The results from this procedure are 
presented in Figure 16. 
Figure 16. Measured values for the dynamic viscosity as a function of extraction 
efficiency and the fitting based on Equation (30). 
 
A comparison between experimental and model results shown in Figure 17 indicates the coupling 
between pressure drop, change in viscosity due to reaction or mass transfer and hydrodynamics  
is described in a correct way. It also can be seen that the pressure drop of the experiments fitted well 
with the prediction of the model.  
Figure 17. Comparison between pressure drop calculated by the model and the 
experimental values obtained for different velocities and capillary lengths. (a) Pressure 
drop as a function of velocity (fixed capillary length 1 m); (b) Pressure drop as a function 
of capillary length (fixed superficial velocity 0.022 m/s). 
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The mean relative error between model and experiment for various flow rates is about 13% and 
for changing capillary length 11% and therefore simulations results can also be taken as valid. 
5. Conclusions 
In this paper, a model has been developed to describe the behavior of a multiphase slug flow in 
circular microchannels. The model couples the hydrodynamics, reaction and mass transfer phenomena, 
and for gas-liquid systems, it accounts for both the contraction of the gas phase due to reactive 
absorption and the inherent change in volume linked to the pressure drop.  
The model was first validated by comparing the results obtained with results from other researchers 
yielding results of the same order of magnitude. For the pressure drop it gave results consistent with 
those obtained by Warnier et al. [13], and to a lesser extent, Kreutzer et al. [22]. For the mass  
transfer characteristics, the model predicted mass transfer coefficient values in close agreement with 
those from the most recent publications, like the experimental results of Sobieszuk et al. [20] and  
Yue et al. [19]. Furthermore, the model was tested to get an idea of how large the effect of the film 
surrounding the bubble is on the hydrodynamics, showing only a slight deviation from the case 
without film. Finally, the effect of the slug geometry was studied, as it was found that this could play 
an important role for instabilities, and the work of Jovanovic et al. [23] has shown that it was not 
constant but a function of the velocity. 
The model was used to analyze the stability of the flow for a gas-liquid system establishing that 
multiplicities can arise in particular cases, such as long bubbles, or for systems with changes in 
viscosity. These results led to the study of systems with decreasing viscosity, since this can enable 
one to achieve a better distribution in parallelized microchannels. Experimental results obtained for 
an aqueous-ionic liquid-system found a good agreement between the experimental and predicted 
values (11% and 13% error, depending on the parameter varied). 
The results demonstrate that the coupling between flow structure, the extent of reaction/extraction 
and pressure drop can result in multiple operating states, thus, making an active measurement and 
control strategy to ensure uniform behavior and optimal performance essential. 
Nomenclature 
Symbol Description Units 
A Area m2 
a Interfacial area m2/m3 
a,b Viscosity fitting factors 
C Concentration mol/m3 
C Curvature factor 
d Diameter m 
D Diffusion coefficient 
E Enhancement factor - 
h Extraction efficiency - 
k Mass transfer coefficient m/s 
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L Length m 
N Number of mol mol 
ሶ݊  Molar flow mol/s 
Symbol Description Units 
P Pressure Pa 
R Ideal gas constant 
T Temperature K 
U Velocity - 
V Volume 
x Conversion - 
y Molar fraction mol/mol 
z Axial coordinate m 
Greek Symbols 
Symbol Description Units 
Į Liquid phase ratio  
 Viscosity Pa.s 
ǻ Difference  
į Film Thickness m 
ȗ Correction factor for liquid volume in the bubble cap zone m 
ȡ Density kg/m3 
ı Surface tension N/m 
Ĳ Mean residence time s 
Indexes 
Symbol Description 
0 Initial 
A Related to component A 
B Bubble 
C Channel 
Cap Cap of the bubble 
Cont Continuous phase 
Disp Dispersed phase 
EMIM Related to EMIM-EtSO4
Eq Equilibrium 
Film Liquid film 
G Gas 
I Inert 
In Inlet 
L Liquid 
Out Outlet 
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S Slug 
T Total 
TP Two phase 
UC Unit cell 
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Microflow Photochemistry—Photodecarboxylations  
in Microformats 
Michael Oelgemöller, Sonia Gallagher and Kevin McCarthy 
Abstract: This article summarizes selected examples of intra- and intermolecular photodecarboxylations 
involving phthalimides in a commercially available dwell device. Compared to batch conditions  
in a larger chamber reactor, the investigated transformations in the microreactor furnished higher 
conversions and yields after significantly shorter reaction times. The product qualities were commonly 
higher under flow conditions thus avoiding the need for further purifications. 
Reprinted from Processes. Cite as: Oelgemöller, M.; Gallagher, S.; McCarthy, K. Microflow 
Photochemistry—Photodecarboxylations in Microformats. Processes 2014, 2, 158-166. 
1. Introduction 
Microflow photochemistry combines the advantageous features of microreactors, flow  
operation and organic photochemistry [1–3]. The microscopic dimensions within micro-structured 
devices allow for an efficient penetration of light and subsequently yield high energy and quantum 
efficiencies [4,5]. In addition, continuous flow operation reduces photodecompositions of light-sensitive 
products [6] and avoids the accumulation of potentially hazardous materials in larger amounts,  
the latter especially problematic for heterogeneous gas-liquid reactions [7]. Likewise, irradiation 
enables the synthesis of complex molecules with ease and numerous examples of highly effective 
photochemical transformations have been reported [8–10]. Of these, the photodecarboxylation of 
phthalimides has been developed as an efficient access to macrocycles or Grignard-type addition 
products [11,12]. As a result, the reaction has been used for the synthesis of known and potentially 
bioactive target compounds [13,14]. Examples of these reactions in meso- and micro-formats have 
also been reported [15–17]. 
2. Experimental Section 
A UV panel (Luzchem, Ottawa, Canada) was selected as light source. The panel was fitted with  
5 × 8 W UVB fluorescent tubes (Ȝ = 300 ± 25 nm). The microreactor, a dwell device manufactured 
by mikroglass chemtech (Mainz, Germany), was placed underneath the panel. Its body is fabricated 
from Foturan™ glass and possesses two separate channels; the bottom reaction channel is 500 ȝm in 
depth, 2000 ȝm in width and 1.15 m in length with a volume of 1.68 mL, while the top channel was 
used for cooling during operations. The photoreactor module was enclosed on the sides with 
reflective tinfoil sheets and at the front with a UV shield to contain the UV light during irradiation.  
A small fan was placed in the back for cooling. The reaction channel inlet was connected to a 
programmable syringe pump (Harvard apparatus 11 plus, Holliston, MA, USA) via a shut-off valve 
and the outlet to a round bottom flask outside the irradiated area. The cooling channel was attached to 
a rotary piston pump (ISMATEC REGLO-CPF Digital, Wertheim, Germany), which drew cooling 
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water in a loop from a reservoir. The complete reaction set-up incorporating the dwell device is 
shown in Figure 1. 
Figure 1. Dwell device set-up. 
 
2.1. General Procedure for Photodecarboxylative Cyclizations 
A solution of 1 or 3a,b (0.15 mmol) in an acetone/water mixture (1:1 vol%, 10 mL) was purged 
with nitrogen and loaded into a gas-tight syringe. The dwell device was prepared by pumping 
approximately 10 mL of the solvent mixture through its reaction channel. The shut-off valve was 
closed and the syringe containing the reaction mixture was loaded. The UV panel was ignited and ran 
for 2 min to achieve optimal light output. The cooling water flow and fan were subsequently started. 
After about 1 min, the shut-off valve was opened and the syringe pump started. The reaction mixture 
was pumped through a microreactor while irradiated with UVB light. Once the entire 10 mL of 
reaction mixture was pumped through the reactor system, the UV panel and syringe pump were both 
turned off simultaneously. The shut-off valve was closed and a syringe containing 10 mL of the plain 
solvent mixture was attached. The valve was once again opened and the syringe pump and the light 
source were turned on in unison to flush the residual reaction mixture out of the channel. The 
washings and product mixture were collected together and subjected to work-up. Most of the acetone 
was evaporated and the crude product mixture was extracted with CH2Cl2 (3 × 10 mL). The 
combined organic layer was washed with saturated NaHCO3 (2 × 10 mL), brine (2 × 10 mL) and 
dried over MgSO4. Filtration and evaporation gave pure 2 or 4a,b as colorless solids. 
Selected physical and spectral data for 9b-hydroxy-1, 2, 3, 
9b-tetrahydro-pyrrolo[2,1-a]isoindol-5-one (2) [18]: Melting point = 125–127 °C. Rf (SiO2, ethyl 
acetate:n-hexane = 1:1) = 0.35. 1H-NMR: (400 MHz, acetone-d6): į (ppm) = 1.54 (m; 1H; CH2), 2.30 
(m; 2H; CH2), 2.57 (m; 1H; CH2), 3.35 (m; 1H; CH2), 3.61 (m; 1H; CH2), 5.26 (br.s; 1H; OH), 7.50 
(m; 1H; CHarom), 7.60 (m; 3H; CHarom). 13C-NMR: (100 MHz, acetone-d6): į (ppm) = 28.2 (1C; CH2), 
36.0 (1C; CH2), 42.0 (1C; CH2), 96.7 (1C; C–OH), 123.5 (1C; CHarom), 123.5 (1C; CHarom), 129.9 
(1C; CHarom), 132.9 (1C; Cqarom), 133.0 (1C; CHarom), 149.3 (1C; Cqarom), 170.0 (1C; C=O). 
2.2. General Procedure for Photodecarboxylative Additions to N-methylphthalimide 
N-Methylphthalimide (5; 0.38 mmol) was dissolved in 5 mL of acetone. The addition partner 
6a–f or 8a–e (1.13 mmol) was added to K2CO3 (0.57 mmol) and dissolved in 5 mL of distilled 
water. These solutions were then added together in a conical flask and made up to 25 mL using a 
mixture of acetone/water (50:50). The solution was sonicated for 5 min and then degassed with a 
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slow stream of nitrogen. The microreactor was operated and the reaction mixture treated as 
described above in Section 2.1. Conversion rates of 5 and, for compounds 9a–e, diastereoselectivities 
were determined by comparison of baseline-separated signals in the 1H-NMR spectrum of the 
crude product. Whenever necessary, pure products were isolated by column chromatography using 
silica gel and ethyl acetate/n-hexane mixtures. 
Selected physical and spectral data for 3-benzyl-3-hydroxy-2-methylisoindolin-1-one (7a) [19]: 
Melting point = 148–152 °C. Rf (SiO2, ethyl acetate:n-hexane = 1:1) = 0.28. 1H-NMR: (400 MHz, 
CDCl3): į (ppm) = (s; 3H; NCH3), 3.09 (d; 2J = 14.0 Hz; 1H; CH2), 3.46 (d; 2J = 14.0 Hz; 1H; CH2), 
3.67 (br.s; 1H; OH), 6.86 (m; 2H; CHarom), 7.10 (br.m; 3H; CHarom), 7.25 (d; 3J = 7.6 Hz; 1H; 
CHarom), 7.32 (ddd; 3J = 7.6, 4J = 1.0 Hz; 1H; CHarom), 7.41 (d; 3J = 7.6 Hz; 1H; CHarom), 7.45 (ddd;  
3J = 7.6 Hz, 4J = 1.0 Hz; 1H; CHarom). 13C-NMR: (100 MHz, CDCl3): į (ppm) = 24.2 (s, 1C, NCH3), 
42.7 (s, 1C, CH2), 90.9 (s, 1C, COH), 123.0 (s, 1C, CHarom), 123.2 (s, 1C, CHarom), 127.3 (s, 1C, CHarom), 
128.3 (s, 2C, CHarom), 129.8 (s, 1C, CHarom), 130.3 (s, 2C, CHarom), 131.4 (s, 1C, CHarom), 132.0 (s, 
1C, Cqarom), 134.7 (s, 1C, Cqarom), 146.5 (s, 1C, Cqarom), 167.4 (s, 1C, C=O). 
3. Results and Discussion 
A set of intra- and intermolecular photodecarboxylations involving phthalimides was chosen as 
model reactions to investigate the effectiveness of the microreactor setup. For comparison, batch 
reactions were performed using a conventional Rayonet (Branford, CT, USA) chamber photoreactor 
(RPR-200) equipped with 16 × 8 W UVB fluorescent tubes (Ȝ = 300 ± 25 nm) [18,19]. A Pyrex 
Schlenk flask (inner diameter: 32 mm) with an inserted cooling-finger (outer diameter: 24 mm) and 
an approximate volume of 150 mL was used as reaction vessel. Irradiations were performed on  
100 mL scales. 
3.1. Intramolecular Photodecarboxylative Cyclization Reactions 
The photodecarboxylative cyclization of the L-glutamic acid derived compound 1 furnished  
the tricyclic product 2 (Scheme 1) via a cascade of Į- and Ȧ-decarboxylations [20,21]. Under batch 
conditions, prolonged irradiation for several hours is typically required to reach high conversion. 
Consequently, irradiation of 1 for 2 h furnished compound 2 in an isolated yield of 42%. To evaluate 
the efficiency of the microreactor platform, the irradiation time was shortened to 21 min instead. 
When using the traditional chamber reactor, the isolated yield of 2 was low with 17%. The comparison 
reaction carried out in the microreactor with a residence time of 21 min resulted in a significantly 
improved yield of 2 of 33%. 1H-NMR-analysis of the crude product obtained under flow conditions 
furthermore showed no signs of impurities, thus avoiding the need for further purification. 
Scheme 1. Photodecarboxylative cyclizations of phthaloly-L-glutamic acid 1. 
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The photocyclization of the anthranilic acid-linked dipeptide models 3a and 3b is known  
to proceed with memory of chirality and exclusively yields the trans-diastereoisomers of the 
polycyclic (1,4)-benzodiazepines 4a and 4b (Scheme 2; Table 1) [22]. Upon extended irradiation 
under conventional conditions for a period of 4 h and 2.5 h, the corresponding cyclization products 
4a and 4b were isolated in yields of 40% and 58%, respectively. When the reactions were transferred 
to the microreactor, residence times were shortened to allow for more reasonable operation times and 
to avoid clogging of the reaction channel due to product precipitation. The L-alanine-derived product 
4a was formed in a yield of 35% with a residence time of less than 3 h. The result obtained for the  
L-leucine-derived compound 3b showed a marked improvement with an enhanced yield of 4b of 
87% being achieved after an irradiation period of just under 1 h. The differences in performances  
for both compounds may be due to alterations in conformational folding, with the leucine-containing 
compound 3b preferentially populating a reactive conformation responsible for successful 
photocyclization [23,24]. Noteworthy, no further purifications were again required for the crude 
products obtained under microflow conditions. Flow operation thus increases product qualities and 
avoids time- and resource-demanding purification steps. 
Scheme 2. Photodecarboxylative cyclizations of the dipeptide models 3a and 3b. 
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Table 1. Comparison of microreactor versus batch reactor performances. 
Entry 
Batch Reactor ȝ-Reactor 
Time (h) Yield of 4 (%) Time (min) Yield of 4 (%) 
3a 4 40 168 a 35 
3b 2.5 58 56 a 87 
a Shortened residence time to avoid clogging by precipitation. 
3.2. Intermolecular Photodecarboxylative Addition Reactions 
The merits of using the microreactor were further investigated by attempting various benzylation 
reactions of N-methylphthalimide (5) with phenylacetates (6a–f) (Scheme 3; Table 2) [19]. For direct 
comparison reasons, the irradiation times were kept the same or similar in almost all cases. Simple 
decarboxylations (–CO2H/–H exchange) are commonly observed for these benzylations, resulting in 
incomplete conversions and yielding the corresponding toluene derivatives of 6a–f as by-products. 
For the parent phenylacetate 6a, irradiation under batch conditions for 1 h furnished the desired 
product 7a in a good yield of 80% after column chromatography. When conducted in the dwell 
device with a residence time of just 42 min, 1H-NMR analysis of the crude product obtained showed 
only the presence of 7a. No further purification of the product was needed, thus resulting in an 
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improved yield of 7a of 98%. The reactions involving phenylacetates 6b and 6f proceeded similarly 
but required prolonged reaction times of 4 h and 3 h, respectively. In the larger chamber reactor,  
the benzylated products 7b and 7f were both obtained after purification in yields of 53%. Under 
microflow conditions, the same transformations furnished pure products 7b and 7f directly in  
yields of 93% each. All other reactions involving the mono-halogenated phenylacetates 6c–e showed 
incomplete conversions of 5 due to competing simple decarboxylations. Differences in return 
electron transfer rates [25] or radical stabilities [26–28] of the corresponding benzyl radicals may 
have caused this drop in chemoselectivity. Purification was thus required for both, batch and 
microflow operation modes. In the conventional Rayonet reactor, isolated yields of 39% (7c), 35% 
(7d) and 51% (7e) were achieved despite prolonged irradiation periods after 4–5 h. In case of the 
para-fluoro compound 6c, the reaction in the microreactor with a residence time of 4 hours gave the 
desired product 7c in 53% yield. Due to the limitations of the syringe pump employed, the residence 
time of the transformation involving carboxylate 6d was kept below 5 h. Nevertheless, the benzylation 
product 7d was isolated in a compared to the batch reaction increased yield of 60%. The photoreaction 
employing the ortho-iodo derivative 6e was conducted with a residence time of less than 3 h due to 
precipitation of the product at lower flow rates and thus the danger of clogging. As a result, the 
corresponding addition product 7e was obtained in a somewhat lower yield of 23%. 
Scheme 3. Photodecarboxylative benzylations of N-methylphthalimide (5). 
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Table 2. Comparison of microreactor versus batch reactor performances. 
Entry R1 R2 R3 
Batch Reactor ȝ-Reactor 
Time (h) Yield of 7 (%) Time (min) Yield of 7 (%) 
6a H H H 1 80 42 98 a 
6b CH3 H H 4 53 240 93 a 
6c F H H 4 39 240 53 
6d H H Br 5 35 280 60 
6e H H I 4 51 168 b 23 
6f Cl Cl H 3 53 180 93 a 
a Pure product, no purification required. b Shortened residence time to avoid clogging by precipitation. 
  
196 
 
 
Scheme 4. Photodecarboxylative addition of N-protected amino acids (8a–e) to  
N-methylphthalimide (5). 
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Table 3. Comparison of microreactor versus batch reactor performances. 
Entry R1 R2 
Batch reactor ȝ-Reactor 
Time (h) Yield of 9 (%) Time (min) Yield of 9 (%) 
8a CH3 i-Pr 3.5 52 210 58 
8b CH3 i-Bu 3 26 42 a 18 
8c CH3 sec-Bu 3 78 21 a 27 
8d t-BuO CH3 3 65 168 a 93 
8e t-BuO Bn 3 34 168 a 53 
a Shortened residence times to avoid clogging by precipitation. 
N-Acyl protected amino acids successfully undergo photodecarboxylative additions with 5  
(Scheme 4) [29]. A selection of these reactions was thus performed with the amino acid derivatives 
8a–e in the microreactor and compared to analogue reactions conducted in the conventional chamber 
reactor (Table 3). To avoid precipitation of photoproducts within the microchannel and thus 
clogging, high flow rates had to be maintained for some of the reactions, thus causing reduced 
residence times. Even after prolonged irradiations, conversions of 5 were incomplete, suggesting 
consumption of 8a–e due to alternative photoreactions [30]. Yields and conversions varied 
depending on the amino acid utilized, thus supporting electronic [31] as well as steric effects [32]. 
The isoleucine derived product 9c was formed as a mixture of four stereoisomers. For all other amino 
acids, diastereoselectivities (d.e.) were moderate and ranged from 22% to 38% [33]. Under batch 
conditions, the corresponding addition products 9a–e were formed in acceptable to good yields of 
26%–78% after 3–3.5 h of irradiation. When conducted in the dwell device, the amounts of 9a–e 
naturally varied depending on residence times. For amino acids 8a, d and e, yields were significantly 
higher than for the batch counterparts. Despite the much shorter residence times of 42 min and  
21 min, compounds 9b and 9c were generated in reasonable amounts of 18% and 27%, respectively. 
The results demonstrate once again that photodecarboxylative additions progress more efficiently in 
the microreactor and this observation is strengthened by the fact that the product quality was 
generally improved compared to operations in the chamber reactor. 
4. Conclusions 
A range of photodecarboxylation cyclization and addition reactions has been transferred 
successfully to microflow conditions. Despite the larger light power of the Rayonet chamber reactor 
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with its sixteen UVB fluorescent tubes, the smaller dwell device utilized the light emitted from its 
five fluorescent tubes more efficiently. As a result, the chosen microreactor repeatedly enabled a 
decrease in reaction time compared to the conventional batch reactor. In addition, higher yields and 
better product qualities were typically observed, thus minimizing or completely avoiding the need of 
purification steps. These performance features make microflow photochemistry a green chemical 
synthesis tool [34]. A current drawback of microflow devices is the lengthy operation time and 
subsequently their low productivity. However, microreactors offer interesting applications in early 
research and development processes, where only small amounts of materials are needed [35].  
Small-scale manufacturing plants have also been realized using automated and parallel microflow 
photochemical reactors, for example the innovative Heraeus Noblelight process for the synthesis of 
anti-cancer precursors [36]. In conclusion, microflow photochemistry represents a sustainable 
technology with a bright future. 
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Scale-up of the Reversible Addition-Fragmentation  
Chain Transfer (RAFT) Polymerization Using Continuous  
Flow Processing 
Nenad Micic, Alan Young, Julien Rosselgong and Christian H. Hornung 
Abstract: A controlled radical polymerization process using the Reversible Addition-Fragmentation 
Chain Transfer (RAFT) approach was scaled up by a factor of 100 from a small laboratory scale  
of 5 mL to a preparative scale of 500 mL, using batch and continuous flow processing. The batch 
polymerizations were carried out in a series of different glass vessels, using either magnetic or overhead 
stirring, and different modes of heating: Microwave irradiation or conductive heating in an oil bath. 
The continuous process was conducted in a prototype tubular flow reactor, consisting of 6 mm ID 
stainless steel tubing, fitted with static mixers. Both reactor types were tested for polymerizations 
of the acid functional monomers acrylic acid and 2-acrylamido-2-methylpropane-1-sulfonic acid in 
water at 80 °C with reaction times of 30 to 40 min. By monitoring the temperature during the 
exothermic polymerization process, it was observed that the type and size of reactor had a significant 
influence on the temperature profile of the reaction. 
Reprinted from Processes. Cite as: Micic, N.; Young, A.; Rosselgong, J.; Hornung, C.H. Scale-up 
of the Reversible Addition-Fragmentation Chain Transfer (RAFT) Polymerization Using Continuous 
Flow Processing. Processes 2014, 2, 58-70. 
1. Introduction 
The Reversible Addition-Fragmentation Chain Transfer (RAFT) method is arguably the most 
convenient and versatile approach to controlled free radical polymerizations, as it is compatible 
with most monomers amenable to free radical polymerization [1–6]. With appropriate selection of 
reaction conditions the RAFT process takes on most of the characteristics of a living polymerization, 
and it allows the synthesis of polymers with narrow molecular weight distributions and well defined 
end groups, as well as complex polymer architectures, such as blocks, stars and others [2–6]. 
In recent years, microreactor technology has transformed the way chemical synthesis is conducted 
in research laboratories [7–20], replacing batch reactions classically carried out in laboratory 
glassware by continuous flow processes using tubular [21–24] or chip/plate based [25–27] reactor 
designs. A continuous flow reactor can offer a range of benefits over batch processing; as one 
example, flow reactors have better heat and mass transfer properties, leading to increased control 
over the process and often to improvements in product quality [7–9]. 
The advantageous heat transfer performance of micro-structured flow reactors for use in 
exothermic solution phase polymerization reactions was first described by Iwasaki et al. [28]. The 
authors described the free radical polymerization of five different monomers in a steel reactor 
system containing capillaries with 500 m inner diameter (ID). The results were compared to a 
macro-scale batch process resulting in an improved control over the molecular weight distribution 
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of the polymer product in the microreactor, especially for the highly exothermic reactions of 
(meth)acrylate monomers. Later work by the same group demonstrated the numbering-up of  
this continuous flow microreactor system to the pilot plant scale for the use in free radical 
polymerization of methyl methacrylate [29]. Here, a stainless steel shell and tube microreactor was 
developed consisting of 94 microtubes (500 m ID) with a total volumetric hold up 9.6 mL. The 
shell was divided into two sections accounting for the different temperatures in the two stages of 
the process. Hot oil was introduced in the first section of the shell in order to carry out the 
polymerization at 100 °C, and coolant in the second for fast termination. The authors concluded 
that precise temperature control by effective heat transfer, which is an inherent advantage of 
microreactor systems, was responsible for the effective control of the molecular weight distribution 
of the polymer. Since then, several other research groups have investigated continuous flow 
polymerizations in micro- and meso-structured flow reactors [27,30–36]. Over the past three years, 
our group has undertaken extensive research in the area of continuous flow RAFT polymerizations, 
including post-polymerization steps such as RAFT end group removal or modification [37–42]. In 
this paper, we report the scale-up of exothermic RAFT polymerizations of acid functional monomers 
in water. The reactions were performed in a prototype tubular continuous flow reactor containing 
static mixer arrays and compared to batch reactions performed at different scales and in different 
reaction vessels. 
2. Experimental Section 
2.1. Materials and Analysis 
The initiator 4,4'-azobis(4-cyanovaleric acid), supplied by Fluka (Buchs, Switzerland), was used 
without further treatment. The RAFT agent 2-(2-carboxyethylsulfanylthiocarbonylsulfanyl)propionic 
acid was synthesized in our group, using the experimental protocol described by Wang et al. [43]. 
The monomers acrylic acid (AAc) and 2-acrylamido-2-methylpropane-1-sulfonic acid (AMPS) 
were pre-treated using polymer resin (for removal of hydroquinone and monomethyl ether 
hydroquinone, Sigma Aldrich, St. Louis, MO, USA, Cat. No: 31,133-2) in order to remove the 
radical inhibitor. The solvent diethyl ether was obtained from Merck KGaA and was used without 
further purification. Reaction conversions were calculated from 1H-NMR spectra. In some cases 
the conversion was calculated using 1,3,5-trioxane as an internal standard, a method successfully 
applied and described in previous work [37–39]. Average molecular weight of the polymer, Mn and 
its dispersity, Ð, were measured using size exclusion chromatography (SEC). An aqueous SEC 
system was used, the different components were: a Waters E2695 separation module running at a 
flow rate of 1 mL/min, two PL aquagel-OH 8 ȝm mixed columns (300 × 7.5 mm) and a PL 
aquagel-OH 8 mm guard column (50 × 7.5 mm), water as the eluent (containing 0.2 M NaNO3, 
0.01 M NaH2PO4, pH adjusted to 8.2) and a differential refractive index detector calibrated with 
linear poly(ethylene oxide) standards (Mp = 6 × 102 to 435 × 103 g·molí1). 
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2.2. RAFT Polymer Synthesis in Batch Using a Microwave Reactor—Scale: Up to 20 mL 
Small, discovery scale RAFT polymerization experiments in batch were conducted on a laboratory 
microwave (MW) reactor (Biotage Initiator; Biotage AB, Uppsala, Sweden) [44]. The following 
procedure is typical. A starting material solution of 3.60 g (50 mmol) monomer (AAc), 14.0 mg 
initiator (0.05 mmol), 63.6 mg RAFT agent (0.25 mmol), in 16.6 mL of deionised water, was 
premixed and deoxygenated for 20 min using nitrogen purging. The polymerization was carried  
out at 80 °C with a reaction time of 40 min. This reactor uses magnetic stirring to agitate the solution 
during reaction. At the end of the heating cycle, the glass vial was cooled down by blowing a 
stream of cold air or nitrogen around it. The product was a yellow viscous polymer solution, from 
which conversion was determined by 1H-NMR. For a 20 mL reaction a small aliquot of the 
polymer solution was purified by precipitation, for 3 and 5 mL reactions the entire product solution 
was purified: Following solvent removal and re-dissolving in DCM, the product, polyacrylic acid 
(pAAc), was precipitated in Et2O, resulting in a yellow polymer powder, after filtration and drying. 
2.3. RAFT Polymer Synthesis in Batch Using an Oil Bath—Scale: Up to 500 mL 
Scale-up RAFT polymerization experiments of AAc in batch were performed using an oil bath. 
The following procedure is typical. Two starting material solution were prepared: the first one consisted 
of 90.1 g (1.25 mol) monomer (AAc) and 1590 mg RAFT agent (6.25 mmol) in 380 mL of 
deionised water; the second contained 350 mg initiator (1.25 mmol) in 34.3 mL of deionised water. 
Both solutions were deoxygenated separately for 40 min using nitrogen purging. The polymerization 
was conducted in a 1 L, 3-neck round bottom flask (RBF) at 80 °C with a reaction time of 40 min. 
The reaction vessel was heated by an oil bath and the reaction mixture was stirred using an 
overhead stirrer (IKA, Eurostar power control-visc; IKA-Werke GmbH & Co. KG, Staufen, Germany) 
with a PTFE blade type impeller. During the reaction, the stirrer speed was set to 200 rpm. The 
photograph in Figure 1 gives a comparison between the four different batch glass vessels used. 
Figure 1. Photo of batch glass reaction vessels for 5 mL, 20 mL, 100 mL and 500 mL 
reaction scale; the insert on the top left shows an image taken during the 500 mL reaction. 
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A yellow viscous polymer solution was obtained after reaction, from which conversion was 
determined by 1H-NMR. A small aliquot of the polymer solution was purified by precipitation; 
following solvent removal and re-dissolving in DCM, the pAAc product was precipitated in Et2O, 
resulting in a yellow polymer powder, after filtration and drying. 
2.4. RAFT Polymer Synthesis in Continuous Flow—Scale: 500 mL 
Scale-up RAFT polymerization experiments in continuous flow were performed using a 
prototype tubular flow reactor from Cambridge Reactor Design Ltd., (Cambridge Reactor Design 
Ltd., Cottenham, UK) [45], the Salamander Flow Reactor. The reactor chamber is a 4 m long 
stainless steel tube (8 mm OD, 6 mm ID), which is arranged in a serpentine fashion and housed in a 
metal heating block. The heating is provided by a series of electrical cartridge heaters which are 
controlled with custom built software coded in LabVIEW (National Instruments Co., Austin, TX, 
USA) via a graphical user interface (GUI). Temperature and pressure measurements are automatically 
recorded and plotted on the GUI. The reactor temperature can be set between room temperature 
and 150 °C on the GUI, while pressure is manually adjusted by an inline backpressure regulator, 
situated at the outlet of the reactor. The maximum operation pressure of the reactor is 20 bar. In 
order to enhance mixing of the reagent solution inside the reactor, the straight sections of the pipe 
were fitted with static mixer units, which in turn reduced the total reactor volume to 108 mL. The 
flow through the reactor was provided with a Gilson 305 dual piston pump, which can operate at 
flow rates between 0.5 mL/min and 50 mL/min. Deoxygenation of the stock solutions was provided 
by nitrogen purging and an inline degasser (Uniflows Degasys DG-1310, Uniflows Co. Ltd., Tokyo, 
Japan), situated before the pump. Figure 2 shows a flow diagram of the continuous flow 
polymerization process, with a photograph of the tubular flow reactor on the top right, highlighting 
the flow path through it in red. 
The following procedure is typical. A starting material solution of 90.1 g (1.25 mol) monomer 
(AAc), 350 mg initiator (1.25 mmol), 1590 mg RAFT agent (6.25 mmol), in 414 mL of deionised 
water, was premixed and deoxygenated for 40 min using nitrogen purging. The washing solvent 
(water) was also deoxygenated using nitrogen. After the reactor was flushed with deoxygenated 
water and brought up to the reaction temperature of 80 °C, the 3-way valve was switched and the 
monomer solution was pumped into the reactor as a continuous stream (see Figure 1). Polymerization 
was conducted at a flow rate of 2.7 mL/min resulting in a reaction time of 40 min. At the end of the 
reaction, deoxygenated water was used to flush the reactor. In order to obtain concentration and 
conversion profiles over the entire duration of the reaction, small samples of the product solution 
were collected at predetermined time intervals at the outlet of the reactor and analyzed by 1H-NMR. 
The yellow viscous solution, obtained at the outlet of the reactor was collected in several fractions. 
A small aliquot of the main fraction of the polymer solution (processed under steady state 
conditions) was purified by precipitation. Following solvent removal and re-dissolving in DCM, 
the pAAc product was precipitated in Et2O, resulting in a yellow polymer powder, after filtration 
and drying. 
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Figure 2. Flow diagram of the continuous Reversible Addition-Fragmentation Chain 
Transfer (RAFT) polymerization of water-soluble monomers; the magnified photograph 
on the top right shows the tubular flow reactor, highlighting the flow path through it  
in red. 
 
3. Results and Discussion 
The herein presented solution phase RAFT polymerizations of the acid functional monomers 
AAc and AMPS follow the general reaction pathway shown in Scheme 1. A series of different 
reactors in batch and continuous mode using different heating mechanisms were compared as well 
as different reaction scales ranging from 3 mL to 500 mL. The reaction conditions, temperature and 
time, as well as the composition of the monomer stock solution were kept constant for all experiments, 
so performance of the reactors could be compared directly. Experimental conditions and results are 
listed in Table 1. 
Scheme 1. RAFT polymerization of water-soluble monomers acrylic acid (AAc) and  
2-acrylamido-2-methylpropane-1-sulfonic acid (AMPS). 
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Table 1. Experimental conditions and results for RAFT polymerizations in batch and 
continuous flow. 
Polymer Process Scale  
(mL) 
Monomer 
wt-% c 
T  
(°C)
t  
(min) 
Conversion 
(%) 
Mn 
(g/mol) Ð 
pAAc-1 batch a 3 17.7 80 30 95.4 22,700 f 1.35 f 
pAAc-2 batch a 5 17.7 80 40 95.5 20,200 1.37 
pAAc-3 batch a 20 17.7 80 40 96.7 27,000 1.45 
pAAc-4 batch b 100 17.7 80 40 d 94.2 d 24,900 1.36 
pAAc-5 batch b 500 17.7 80 40 e 97.4 e 21,600 1.45 
pAAc-6 cont. 500 17.7 80 40 94.7 23,200 1.53 
pAMPS-1 batch a 5 30.0 80 30 96.3 32,200 f 1.44 f 
pAMPS-2 cont. 500 30.0 80 40 92.6 31,500 1.50 
a reaction performed in a batch microwave reactor (see section 2.2); b reaction performed in batch in a 
round bottom flask using an oil bath (see section 2.3); c for all reactions the ratio of monomer to RAFT 
agent to initiator was 200:1:0.2; d an 1H-NMR sample of this reaction was taken at 20 min reaction time, 
resulting in a conversion of 86.1%; e an 1H-NMR sample of this reaction was taken at 20 min reaction time, 
resulting in a conversion of 95.5%; f SEC samples of pAAc-1 and pAMPS-1 were taken from the dried 
product after precipitation, all other SEC samples were taken from the crude product solution. 
When comparing the batch polymerizations of AAc, pAAc-1 to pAAc-5, with the continuous 
flow experiment, pAAc-6, it can be observed that the polymerization in all these cases was near 
complete, with conversions varying between 94% and 97%. For the two experiments conducted in 
the round bottom flask, pAAc-4 and pAAc-5, an 1H-NMR sample was also taken at 20 min, 
revealing that the 500 mL reaction had progressed already significantly further than the 100 mL 
reaction: the conversion in the 100 mL reaction at 20 min was 86.1%, in the 500 mL reaction it was 
95.5%. The reason for faster reaction on the larger scale is due to the exothermic chain reaction of the 
radical polymerization (see for example Saldivar-Guerra and Vivaldo-Lima [46]) and the fact that 
the bigger round bottom flask was not as efficient in cooling this excess heat as the smaller system 
was. This development becomes very apparent when looking at the temperature curves, taken  
for reactions pAAc-2 to pAAc-5, which are plotted in Figure 3. Here the temperatures for the three 
different reactor types are shown: (1) batch microwave reactor (5 mL and 20 mL scale), using 
microwave irradiation to heat, and a nitrogen stream to cool down the vial after reaction; (2) batch 
round bottom flask reactor (100 mL and 500 mL scale), using an oil bath to heat up the vessel and 
regulate the temperature; the reaction was cooled by lifting the flask out of the reactor (no active 
cooling mechanism); (3) the continuous flow reactor (500 mL scale), using electrical cartridge 
heaters, embedded within a metal heating block alongside the reactor tubing. These three reactor 
types resulted in fundamentally different temperature profiles for the RAFT polymerization process. 
It also needs to be noted that the temperature measurements in these three cases were taken at 
different points in the system. While for the round bottom flask reactions, the temperature of the 
reaction solution was measured directly using a thermocouple submersed in it, the microwave reactor 
measures the temperature of the glass vial via an infrared sensor [44], and the continuous flow 
reactor measures the temperature of the metal heating mantel via a set of thermocouples [45]. 
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Therefore, the latter two temperature profiles are only an approximation of the bulk fluid temperature 
during polymerization. 
Figure 3. Temperature profiles of RAFT polymerizations of AAc in various batch 
reactors (MW = Biotage microwave reactor, RBF = round bottom flask) and in the 
continuous flow reactor; for the MW reactions t = 0 corresponds to the point where the 
temperature of the solution reaches ~80 °C; for the RBF reactions t = 0 corresponds to 
the addition of initiator to the previously heated up monomer solution; for the continuous 
flow reaction t = 0 corresponds to the change-over from pumping solvent to pumping 
monomer solution into the reactor (see also text below). 
 
As Figure 3 shows, the temperature in the microwave reactor rises rapidly in the matter of a  
few seconds at the start of the heating cycle from room temperature to the set value of 80 °C. The 
temperature stays very close to this value for the entire 40 min in the case of the 5 mL reaction  
(pAAc-2). In the case of the 20 mL reaction (pAAc-3), the microwave reactor is not capable of 
compensating for the exothermic process; hence the temperature rises to 94 °C over the first 5 min 
before stabilizing at 80 °C for the remaining reaction time. The cooling profile for both reactions is 
similarly rapid and takes less than 2 min. This shows very clearly the effect of reaction scale on the 
temperature performance of a batch reactor. A similar observation can be made when comparing the 
100 mL and 500 mL reactions in the round bottom flask (pAAc-4 and pAAc-5). Firstly, it can be 
observed that the transient regimes before the start and after the end of the reaction are many times 
longer than in the microwave reactor, taking up to 60 min and longer to heat up the reaction mixture 
or cool it down again. Other than in the microwave and continuous flow reactions, where a stock 
solution containing all components including the initiator was heated up, for the experiments in the 
round bottom flask a solution containing only the monomer and RAFT agent were heated up first to 
near reaction temperature and by adding degassed initiator solution, the reaction was started. This 
was necessary because of the long heating up time, during which initiation would otherwise already 
have occurred. Because the initiator solution was injected into the vessel at room temperature, the 
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temperature traces show a small drop at t = 0, but rise very quickly afterwards to 85 °C (100 mL 
reaction, pAAc-4) or 98 °C (500 mL reaction, pAAc-5). Similar to the microwave reactor experiments, 
the trend for these two reactions is non-ambiguous: the larger the reaction scale, the higher the 
maximum temperature, because the reactor set-up is less efficient in compensating for the exothermic 
process. For comparison, the temperature trace recorded by the thermocouples of the continuous 
flow reactor is plotted for reaction pAAc-6. As in the case of the 5 mL microwave batch reaction, the 
continuous flow reactor does not show a measurable deviation from the set temperature value of  
80 °C over the entire reaction time, despite the fact that 100 times the amount of material were 
processed. This demonstrates the efficiency of the continuous flow reactor for the scale-up of exothermic 
reactions, especially in comparison to batch reactors. 
The SEC results show similar performance between comparable batch and continuous flow 
experiments. All polyacrylic acids had an average molecular weight around 23,000 g/mol, with the 
only major deviation being pAAc-3 with 27,000 g/mol. The continuous flow experiment resulted in 
similar, but slightly higher Ð than the corresponding large scale batch experiment, which was not 
expected given the difference in temperature profile between batch and flow. One possible 
explanation could be that Ð was higher because of axial dispersion inside the tubular reactor, leading 
to a residence time distribution (RTD) profile which deviates significantly from plug flow behavior. 
Preliminary RTD experiments, currently ongoing, suggest that axial dispersion might have an impact 
on Ð. The lowest Ð in all experiments was 1.35 and was observed in the small scale microwave 
experiment, using 3 mL of reagent solution. The higher Ð values of pAAc-3 and pAAc-5 also 
confirm the results from the temperature measurements, as it was these two experiments that showed 
the highest temperature spike. It is believed that during this overheating period large amounts of 
radicals are formed by the thermal initiator, which leads to a loss of control of the polymerization 
process in comparison to a reaction that is kept at a constant temperature of 80 °C. 
In order to quantify the consistency of the product solution exiting the continuous flow reactor, a 
set of 1H-NMR samples were taken at the reactor outlet, over the entire duration of the experiment. 
Weight fractions of monomer and polymer as well as reaction conversions were calculated from 
these samples: the resulting profiles are plotted in Figure 4. Both the monomer and polymer weight 
fraction profiles rise sharply at early times and have a tail at long times, which can also be called a 
“wash out curve”. It can further be observed that the monomer profile rises faster than the polymer 
profile and has a small peak around 50 min, while at the end of the profile the opposite is the case; the 
monomer profile drops faster than the polymer profile. This suggests that the monomer flows 
through the reactor faster than the polymer. It is believed that this is due to a stronger physical 
interaction of the polymer with the tubing wall and the static mixer inserts, which could potentially 
be a result of the difference in surface charge density between polymer and monomer. This effect is 
reflected even more in the conversion profile, which is derived from the same set of 1H-NMR data as 
the monomer and polymer weight fraction values. At the beginning the conversion rises steeply 
before stabilizing around 95% at steady state conditions, and then drops off lightly after 240 min. The 
conversion past this time is still relatively high, meaning that significantly more polymer was being 
washed out of the reactor than monomer, but the total concentration of both was low. This means that 
the conversion data past 240 min cannot be regarded as such, and its relatively high values are more 
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likely to be an artifact of the polymer retention phenomena within the tubular reactor, as described 
above. In a similar way than the pAAc process the polymerization of AMPS was also successfully 
scaled up from 5 mL in the microwave to 500 mL in the continuous flow reactor, with only small 
differences in conversion, Mn and Ð (see Table 1). Here the average molecular weight was around 
32,000 g/mol and Ð was around 1.5. In general, it was feasible to produce pAAc and pAMPS 
continuously in the flow reactor, with a similarly good quality than in the batch experiments. 
Figure 4. Polymer and monomer weight fraction profiles (to be read on the left y-axis) 
and conversion profile (to be read on the right y-axis) for the 500 mL RAFT polymerization 
of AAc in the continuous flow reactor, pAAc-6. 
 
With the current reactor configuration, it was not possible to measure the temperature of the 
bulk fluid inside the flow reactor. In future work we are planning to reconfigure our equipment, so 
that the bulk fluid temperature can be measured at various points along the length of the tubular 
reactor. We are also planning further investigations looking at the residence time performance and 
fluid characteristics of the reactor, which might resolve the question why the flow reactor produced 
polymers with higher Ð than the corresponding batch experiments. 
4. Conclusions 
We have successfully demonstrated the scale-up of aqueous RAFT polymerizations in a 
continuous flow reactor, using the monomers AAc and AMPS. The reactions were carried out on a 
500 mL scale at 80 °C and concentration profiles at the outlet of the reactor were taken over time. 
The reactor produced high conversions in excess of 90% and the recorded temperature was stable 
at 80 °C throughout the entire duration of the experiments. In comparison, a series of batch reactions 
were conducted at different scales, ranging from 3 to 500 mL and in different reactor vessels; 
temperature profiles were taken during the course of the reactions. A strong dependence of temperature 
with scale was observed for these experiments, with the larger scales resulting in a higher temperature 
rise at the start of the reaction (up to 98 °C), as well as a longer overheating period. During this 
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overheating period more radicals are formed by the thermal initiator than in a system which is kept 
constant at 80 °C, resulting in a loss of control over the polymerization process. The SEC data 
confirmed these findings. The polymerization process is also simplified in the continuous flow 
reactor, where the premixed stock solution can be pumped into the reactor directly. In comparison, 
processing the same amount of material in a round bottom flask, requires a long heating up period 
first, where the monomer and solvent are brought up to temperature over one hour (which is 1.5 times 
longer than the reaction time), before the reaction is started by adding the initiator. 
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Microreactor-Assisted Solution Deposition for  
Compound Semiconductor Thin Films 
Chang-Ho Choi, Brian K. Paul and Chih-Hung Chang 
Abstract: State-of-the-art techniques for the fabrication of compound semiconductors are mostly 
vacuum-based physical vapor or chemical vapor deposition processes. These vacuum-based 
techniques typically operate at high temperatures and normally require higher capital costs. 
Solution-based techniques offer opportunities to fabricate compound semiconductors at lower 
temperatures and lower capital costs. Among many solution-based deposition processes, chemical 
bath deposition is an attractive technique for depositing semiconductor films, owing to its low 
temperature, low cost and large area deposition capability. Chemical bath deposition processes are 
mainly performed using batch reactors, where all reactants are fed into the reactor simultaneously and 
products are removed after the processing is finished. Consequently, reaction selectivity is difficult, 
which can lead to unwanted secondary reactions. Microreactor-assisted solution deposition processes 
can overcome this limitation by producing short-life molecular intermediates used for 
heterogeneous thin film synthesis and quenching the reaction prior to homogeneous reactions. In 
this paper, we present progress in the synthesis and deposition of semiconductor thin films with a 
focus on CdS using microreactor-assisted solution deposition and provide an overview of its 
prospect for scale-up. 
Reprinted from Processes. Cite as: Choi, C.-H.; Paul, B.K.; Chang, C.-H. Microreactor-Assisted 
Solution Deposition for Compound Semiconductor Thin Films. Processes 2014, 2, 441-465. 
1. Introduction 
Compound semiconductors play an important role for generating, emitting and manipulating 
energy. State-of-the-art techniques for the fabrication of compound semiconductors are mostly 
vacuum-based physical vapor or chemical vapor deposition (CVD) processes. These vacuum-based 
techniques typically operate at high temperatures and normally require higher capital costs. 
Solution-based techniques offer opportunities to fabricate compound semiconductors at lower 
temperatures and lower capital costs. Other additional advantages of the solution-phase routes are 
the availability of large resources of synthetic strategies and the compatibility with soft organic 
materials. A variety of solution-based techniques, including electrodeposition, successive ionic-layer 
adsorption and reaction, spray pyrolysis and chemical bath deposition (CBD) have been developed 
for the fabrication of compound semiconductors [1–3]. Among these, CBD is an attractive technique 
owing to its low temperature, low cost and large area deposition capability [4,5]. Many semiconductor 
thin films have been successfully deposited using this technique, and it has already been proven to 
be a very useful method for fabricating large area devices, such as high efficiency CuInSe2 and 
CdTe solar cells. CBD processes are mainly performed using batch reactors, where all reactants  
are fed into the reactor and products are removed after the processing is finished. These batch 
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processes can suffer from slow heat and mass transfer, which can result in large temperature, 
concentration and solution pH gradients. Microreactor-assisted nanomaterial deposition (MAND) 
processes can overcome some of the limitations of conventional batch processes and lead to 
large-scale manufacturing of uniform nanomaterials and nanostructured thin films [6–9]. MAND 
processes provide the solution-phase nanomaterial synthesis, purification, functionalization and 
deposition with the use of microreaction technology. The MAND process allows the control of 
reactants ranging from small molecules, macromolecules to nanoclusters, nanoparticles and assemblies 
of nanoparticles. To date, two MAND strategies have been reported: microreactor-assisted solution 
deposition (MASD) and microreactor-assisted nanoparticle deposition (MANpD). The MASD 
process is able to produce reactive fluxes of short-life, intermediate molecules for heterogeneous 
growth on a temperature-controlled substrate. Alternatively, the MANpD process utilizes nanoparticles 
or nanoparticle assemblies for the fabrication of nanostructured surfaces with various morphologies. 
2. Chemical Bath Deposition (CBD) 
Chemical bath deposition (CBD), also known as chemical solution deposition, has been known 
for more than a hundred years. This process can be easily implemented by immersing a substrate 
into a beaker, filled with an aqueous solution of chemical precursors, sitting on top of a hot plate 
(Figure 1a). Usually carried out as a batch process, CBD has received a great deal of attention, due 
to its low temperature and low cost nature. It has been used for the deposition of buffer layers in 
both CdTe and Cu(In,Ga)Se2-based photovoltaics. Historically, the first application of CBD was the 
fabrication of lead sulfide photoconductive detectors in 1884 by James Emerson-Reynolds [10]. 
CBD is an aqueous analogue of CVD. The constituent ions are dissolved in a water solution, and the 
thin films are produced through a heterogeneous surface reaction. Many compound semiconductors, 
including II-VI, IV-VI, V-VI, and I-III-VI material systems, have been successfully fabricated by 
CBD processes [4]. 
Figure 1. (a) Scheme of a typical batch chemical bath deposition (CBD) process; and  
(b) photograph of a CdS-coated beaker wall. 
 
A typical growth curve of CBD measured by using quartz crystal microbalance (QCM) is shown 
in Figure 2 [11]. Four regimes can be identified from the QCM curve. The first one is an induction 
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regime, where the reaction rate is slow and no clear deposition is observed. This regime corresponds 
to short reaction times and is marked by the beginning of nucleation. The second one is the compact  
layer growth regime through the molecular heterogeneous surface reactions. High quality and tightly 
adhering film is grown in this regime. When the growth process begins, it is characterized by a linear 
variation, and any minute deviation in this process can be attributed to a coalescence period. The 
third one is the porous layer growth regime. When the reaction time gradually increases, a clear 
increase in the growth rate can be observed, which corresponds to the growth of a porous layer. The 
appearance of this porous layer is due to the colloidal settling and sticking on the substrate created by 
homogeneous particle formation. However, this layer, unlike those compact layers, is weakly bonded 
to the substrate surface and, hence, can be removed easily, either by sonication using an ultrasonic 
bath or mechanical rubbing. After this, the growth rate will reach saturation and eventually stop due 
to the limited reagent concentration. A key issue of the batch CBD process is its difficulty in 
controlling the rate of the reaction once it starts. The compound is deposited from a super-saturated 
solution continuously everywhere in the solution, including the container wall. Figure 1b shows a 
CdS-coated beaker after performing a CBD growth experiment. The homogeneous reaction in which 
nanoparticles form in the solution result in a lower yield of reactant conversion to film, which is a 
significant problem of the batch CBD process. The depletion of reactants from the homogeneous 
particle formation would also limit the achievable terminal thickness by batch CBD processes. One 
remedy to slow down the homogeneous precipitation in the batch CBD process is to add complexing 
agents or a buffer reagent, which will also slow down the surface deposition reaction. 
Figure 2. A typical growth curve and the growth mechanism of film prepared by  
a CBD process. 
 
3. Microreactor-Assisted Solution Deposition (MASD) 
MASD processes were first developed with the intent to de-couple the homogeneous particle 
formation and deposition from the molecular level heterogeneous surface reaction [12]. The MASD 
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system has the capability to selectively produce intermediate, short-life molecules that are essential 
for the heterogeneous surface reaction on substrates, while avoiding the homogeneous particle 
formation reaction. This capability provides a better control of film growth and enhances the 
conversion of reactants into desired products (thin films). Many compound semiconductor thin 
films, including CdS, ZnS, CdTe, CuxSe, CuInS2, CuInSe2 and ZnO, have been fabricated by 
MASD [13–17]. 
The MASD process was used to fabricate the CuInS2 film on glass substrates by Park et al. [16]. 
Copper indium disulfide (CuInS2) is one of the most promising ternary chalcopyrite materials,  
as an absorber in thin film solar cells, due to its direct band gap value (1.3–1.5 eV) [18–20].  
For the deposition of the ternary CuInS2 compound, indium solution was first coated on the  
temperature-controlled substrate to form an indium precursor layer, and subsequently, a homogeneous 
mixture of copper and sulfur precursor solution from a micromixer was delivered onto the indium 
precursor-coated substrate. As-deposited CuInS2 film was annealed at 200 °C for 1h in a vacuum 
furnace to generate a dense, crystalline thin film. It was found that the control of the thiourea 
concentration is critical in obtaining a single-phase CuInS2 film. The molar concentration of 
thiourea also affects the morphology of CuInS2 film. Polycrystalline CuInSe2 film was deposited 
using the MASD process by Kim et al. [17]. It was found that the crystallinity of the film was affected 
by the composition of indium. Their work demonstrated the feasibility of fabricating smooth 
CuInSe2 films with a large grain size, which is promising in solar cell applications. 
ZnO, a transparent, wide bandgap semiconductor material, is one of the most studied materials 
among various metal oxides, because of the wide variety of nanostructure shapes, easier crystal 
growth and earth abundance [21–23]. 
McPeak et al. implemented the chemical bath deposition using a micro-flow cell to fabricate  
well-aligned ZnO nanowire arrays [24]. They employed the spatial resolution of the microreactor to 
allow direct correlation of nanowire properties to process conditions. The results reveal that the 
lengths of nanowire decreased along the length of the flow cell, due to the depletion of precursors, 
morphology change from pyramidal tops to flat tops and the transition of growth mechanism from 
two-dimensional nuclei to spiral growth, as shown in Figure 3. 
Han et al. reported the deposition of biomimetic nanostructured ZnO films using the MASD 
process, exhibiting anti-reflection on textured pyramidal silicon surfaces [25]. The pyramidal 
silicon substrate was prepared by a wet chemical etching process. Ag nanoparticles (Ag NPs) were 
separately synthesized in a solution-based process and deposited on the pyramidal silicon substrate 
as the seed layer for the uniform deposition of ZnO nanostructures. Ag NPs also provided the 
nucleation sites for the initial formation of ZnO nanostructures, leading to the well-aligned orientation 
of the nanostructures. ZnO nanorods with a length of 400 to 500 nm were densely grown onto the 
Ag NP-coated pyramidal silicon substrate. Dense and uniform nanostructures are attributed to the 
heterogeneous surface reaction that is available by controlling the residence time, reaction temperature 
and precursor concentration in the MASD process. The deposition rate of nanostructures was 
measured to be around 125 nmÂminí1, which is highly efficient in comparison to the conventional 
hydrothermal reaction. The comparison of reflectance measurement reveals that the reflectance is 
significantly reduced as ZnO nanostructures are deposited onto the pyramidal silicon surface. 
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Figure 3. Cross-sectional SEM images of ZnO nanowires prepared at flow rates of  
0.72 mL/h (top row); and 2.88 mL/h (bottom row) with an equimolar inlet concentration 
of zinc nitrate and Hexamethylenetetramine (HMT) Dimensions in each panel present 
the position where images were taken downstream from the inlet. The scale bar applies 
to all image. Reproduced from [24]. 
 
In the following section, investigations of CdS thin films prepared by the MASD system are 
discussed in detail to illustrate its underlying principles and benefits. 
Cadmium sulfide (CdS) is an important II-VI semiconductor that is finding applications in  
thin film transistor, photodetector and thin film solar cells [26–28]. CdS is being used to create the 
p/n junctions in Cu(In,Ga)Se2 and CdTe thin film solar cells. Among various synthetic approaches, 
chemical bath deposition (CBD) is a commonly used technique for the fabrication of CdS film, due 
to its simple manufacturing and large area fabrication.  
The MASD technique was first reported by Chang et al. to deposit CdS thin film for the 
fabrication of thin film transistors at low temperature [6,12]. The reported MASD process, 
illustrated in Figure 4, consisted of a micromixer, a digital pump, a heat exchanger and a hot plate. 
Solution 1 (a mixture of CdCl2, NH4Cl and NH4OH) and Solution 2 (SC(NH2)2) are introduced into 
the mixing element and countercurrently enter the interdigital channels (30 m), where they are 
spilt into many interpenetrated substreams. The substreams exit the interdigital channel perpendicular 
to the direction of the feed flows, initially with a multilayered structure. Rapid mixing through 
diffusion follows, due to the small thickness of the individual layer. The solution mixture of 1 and 
2 pass a heat exchanger that supplies the constant reaction temperature and then are delivered onto 
the preheated substrate. This reactor provides the advantage of introducing constant flux of reactant 
solutions to the system (continuous process), which allows control over the homogeneous reaction 
of the chemical bath solution before the solution is delivered onto the substrate. This reactor 
successfully generated a reactant flux that is particle free by controlling the residence time. Using 
this particle-free flux, the authors were able to promote the molecule-by-molecule heterogeneous 
growth mechanism and prevent particle-by-particle growth [6]. Enhancement-mode CdS metal 
insulator semiconductor field-effect transistors (MISFETs) (Figure 5) was fabricated using this reactor 
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at low temperature (80–90 °C) without any post-deposition annealing. An effective mobility, eff § 
1.46 cm2/V-sec, and a field-effect mobility, FE § 1.4 cm2/V-sec, were obtained from this device [12]. 
Arreola-Jardon et al. reported that the as-deposited CdS-based thin film transistors fabricated from 
batch CBD show a field effect mobility in the range of 0.12–0.16 cm2/V-sec [27]. 
Figure 4. Scheme of the microreactor-assisted solution deposition (MASD) technique 
for CdS film deposition. Reproduced from [6]. 
 
Figure 5. Structure, device performance and output characteristic curves of CdS metal 
insulator semiconductor field-effect transistors (MISFETs). Reproduced from [12]. 
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A comparison study of CdS thin film deposition by the MASD technique with the batch  
CBD was performed and reported by Mugdur et al. [29]. Having the same starting precursor 
concentration, reaction temperature and deposition time as the CBD, the CdS deposition by the 
MASD technique was carried out. AFM analysis of CdS film prepared by the MASD technique 
was compared with that prepared by the CBD (Figure 6a,b). Dense and continuous film was obtained 
by the MASD technique, whereas discontinuous film was obtained by the CBD with the same 
deposition time. The RMS value of the roughness of the film by the MASD technique is 11.75 nm 
with a mean roughness of 9.61 nm. In contrast, the RMS value of film roughness by the batch CBD 
technique is 19.592 nm with a mean roughness of 15.795 nm. Two diffractogram peaks are shown 
in the XRD spectrum, corresponding to the (111) and (222) planes, respectively, from the cubic 
(zinc blends) phase (Figure 6c). It is indicated that the film is strongly oriented along (111) with 
another small peak at (222) orientation. The presence of only (111) and (222) peaks indicates  
the highly oriented nature of CdS films deposited by MASD, which must grow as successive 
alternative planes composed of only either Cd or S atoms parallel to the substrate surface, as this 
corresponds to the (111) planes of the cubic crystalline structure. This type of growth is in good 
agreement with the molecular-level growth mechanism. In contrast, Figure 6d shows a relatively 
broad XRD peak from the as-deposited CdS thin films by a batch CBD process that indicates its 
lower crystallinity. Figure 7 shows a cross-sectional SEM image of a dense CdS thin film with a 
thickness of around 500 nm deposited by MASD. The terminal thickness of the batch CBD CdS is 
normally limited, due to the depletion of reactants. Thus, multiple depositions are required to 
deposit thicker and high quality CdS films by batch CBD. Previous results indicated that for CBD 
CdS deposition, small particles were forming and growing even at the beginning of the deposition 
process, as supported by real-time dynamic light scattering measurements and TEM characterization. 
We have observed a similar result using MASD (Figure 8) [6]. Experiments were carried out by 
pre-heating the precursor solutions (stream A and B) at 80 °C. At this temperature, thiourea releases 
more sulfide ions through hydrolysis. Free sulfide ions react with free cadmium ions to form CdS 
particles at these operation conditions. In order to obtain a solution without the homogeneous particle 
formation, the source chemicals have to be maintained at room temperature before they enter the 
micromixer. The mixed reactants are then maintained at 80 °C using heat exchanging fluid from a 
constant temperature circulator. TEM samples were obtained by collecting drops of hot solution 
from the Polyether ether ketone (PEEK) tube on the lacey carbon-coated TEM copper grid. TEM 
images (Figure 8d) indicate that at very short residence times (e.g., 1 s), there was no evidence of 
particle formation on the surface of the grid under these processing conditions. 
  
220 
 
 
Figure 6. Comparison study of CdS film grown by the MASD with CBD: AFM image 
of the film by (a) the MASD and (b) the CBD, respectively; the XRD spectrum of the 
film by (c) the MASD and (d) the CBD, respectively. Reproduced from [29]. 
 
Figure 7. Cross-sectional SEM image of the CdS film grown by the MASD. 
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Figure 8. TEM image of CdS nanoparticles generated from the continuous flow 
microreactor with a residence time of (a) 1, (b) 3.5 and (c) 70 s by preheating the 
precursor solutions and with a residence time of (d) 1 s for the precursor at room 
temperature. Reproduced from [6]. 
 
Using a particle-free flux study of the CdS deposition kinetics via the heterogeneous surface 
reaction by a molecule-by-molecule growth mechanism could be realized. A series of CdS thin film 
deposition experiments at different residence times (1, 3.5, 7, 35 and 70 s) were performed. The film 
thickness was determined by a surface profiler (Veeco, Plainview, NY, USA, 3D Dektak 8). Figure 
9a shows the deposited CdS thin film thickness versus the deposition time at different residence 
times. The fitted linear regression lines were also plotted to obtain growth rate values. These growth 
rate results in Figure 9b clearly indicate that a lower CdS thin film growth rate was obtained (~77 
ǖ/min) when a 1-s residence time was used. The growth rate increases significantly (about four times 
higher) when a 3.5-s residence time was used compared to a 1-s time. The thin film growth rate 
increases gradually from a 3.5-s to a 35-s residence time. However, when a 70-s residence time was 
used, the growth rate decreased. These results clearly demonstrate the capability of MASD to control 
the reaction kinetics of chemical solution deposition beyond the batch process. In addition, these 
results also demonstrate the utility of MASD as a valuable tool to investigate the chemical solution 
deposition processes. The pioneering studies by Ortega-Borges and Lincot and Doña and Herrero 
suggest that thiourea reacts with either cadmium hydroxide or dihydroxo-diammino-cadmium 
complex to form different adsorbed metastable complexes for CBD CdS deposition [5,30]. The 
proposed molecular-level heterogeneous reaction mechanism is given in Equations (1) to (3). 
 (1)
 (2)
 (3)
1
1
k2
3 4 2 ads 3k
Cd(NH ) 2OH site Cd(OH) 4NH
−
+ −
⎯⎯→+ + +←⎯⎯
{ }2k2 ads 2 2 2 2 2 adsCd(OH) SC(NH ) Cd[SC(NH ) ](OH)+ ⎯⎯→
{ } 3k2 2 2 2 2 2adsCd[SC(NH ) ](OH) CdS CN H 2H O site⎯⎯→ + + +
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The CdS growth rates should be proportional to the concentration of thiourea, according to  
this reaction mechanism. The initial thiourea concentrations are the same for all of the MASD 
experiments. The thiourea concentration should decrease as a function of residence time, due to the 
hydrolysis Reaction 4: 
 (4)
One would expect a slight reduction of the deposition rate at a longer residence time. The 
observed results suggest that the dominant reacting sulfur molecule that is responsible for CdS thin 
film deposition is not thiourea, but HSí. At the short residence time of 1 s, the concentration of sulfide 
ions formed through the thiourea hydrolysis reactions and is lower than the concentration of sulfide 
ions at a longer residence time, thus resulting in a lower growth rate of CdS thin film. Between  
35 and 70 s of residence time, nanoparticles start to form in the solution and to reduce the reacting 
molecular species. The proposed reaction mechanism is illustrated in Figure 10 [31]. 
Figure 9. Fabrication of CdS thin film using MASD process: (a) CdS thin film 
thickness versus deposition time and (b) growth rate as a function of different residence 
times. Reproduced from [6]. 
 
Figure 10. Growth mechanism of CdS thin film in the batch CBD process. 
 
1
2 2 2 2 2SC(NH ) OH HS CN H 2H O
− −+ ⎯⎯→ + +
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In a conventional batch CBD process, the heat needed for chemical reaction is supplied from the 
solution bath to the sample surface, resulting in both heterogeneous CdS nucleation at the surface,  
as well as homogeneous CdS formation in the bath. Hence, for baths involving a thermal jacket  
(glass beaker, etc.) or water bath, significant CdS deposition also occurs on the walls of the vessels.  
A significant amount of chemical precursors were converted into the formation of CdS particles in 
the solution. Normally, the bath was stirred continuously to ensure uniform thermal and chemical 
mixing and to minimize the sticking of CdS particles to the growing film surface. Moreover, the 
unequal volumes of the bath used to form the desired CdS film generates a lot of waste and creates 
defects in devices. Several groups of researchers have found ways to increase the precursor conversion 
yield [32]. Boyle et al. reported a modified CBD process that incorporate a filtration unit with the 
potential for continuous reaction by replenishment, treatment and purification of reagents within a 
recirculating closed-loop CBD reactor [33]. Nair et al. reported a technique to improve thin-film 
yield in the chemical bath deposition of semiconductor thin films [32]. The concept is to use a very 
small substrate separation, 0.1 mm, to eliminate the passive layer of the bath, which contributes 
solely to precipitation. In small substrate separation, a thin layer of the bath mixture is held by surface 
tension between pairs of substrates. The thin-film yield obtained in their work approaches 100% for 
CuS, Cu2íxSe, CdS and CdSe thin films. The final thickness estimated for the films is about 40–50 nm 
after a deposition time of 6 to 16 h. The combination of MASD with these innovative approaches 
should result in achieving an optimum film quality, growth rate and precursor by controlling the 
reacting chemical flux, the bath-to-surface volume and reaction temperatures. 
4. Scale-Up of MASD Processes 
To achieve reasonable volumetric flows, microchannel components are scaled-up by numbering-up 
i.e., scaling-up by repeating microchannel unit operations in parallel to increase the cross-section of 
flow [34,35]. Numbering-up may be accomplished either internally or externally [36]. Internal 
numbering-up involves arraying an original microchannel as an array of parallel microchannels 
within a single reactor component. An internal flow distribution system must be designed and 
implemented as part of the component to ensure equivalent reaction conditions in each channel. 
However, when scaling-up a process, the size of a single reactor component can be limited by either 
the size of the raw material available or the size of the work envelope for the fabrication processes 
used to produce the component [35]. Consequently, external numbering-up can be used to scale-up 
the process further by putting a number of reactor components in parallel, allowing the original flow 
to be split evenly between the components. External numbering-up has the advantage that clogged 
components can be replaced without throwing away the remaining reaction capacity. However, 
external numbering-up can suffer from poor flow distribution between components and is logistically 
more difficult and expensive to implement. 
Theoretically, the scale-up of microreactors is made easier by maintaining equivalent thermal, 
chemical and temporal reaction conditions within an array of microchannel unit operations. However, 
maintaining equivalent reaction conditions through channels of varying sizes and between components 
having different dimensions can be difficult, due to the effect on flow conditions. Saber et al. 
investigated the effects of flow maldistribution on microreactor performance and found that for mass 
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transfer-limited reactions, flow maldistribution had a more pronounced negative effect on reaction 
selectivity than for kinetic-limited reactions [37]. Further, the researchers distinguished flow 
maldistribution due to poor manifolding during external numbering-up from that due to internal 
clogging. Internal clogging was found to have little effect on flow distribution, yet a relatively larger 
effect on the sensitivity of the reaction selectivity, due to reasons other than hydrodynamic effects. 
Tonomura et al. performed numerical and experimental studies showing that pressure drop control is 
superior to total flow control for managing internal blockage between externally numbered-up 
components [38]. The team validated these findings by implementing pressure drop control across  
four parallelized microchannel heat exchangers. 
However, external numbering-up can be expensive, due to the amount of process control 
equipment required for each added device. Efforts have been made to simplify external 
numbering-up through the use of flow splitters that efficiently distribute a single flow into several 
uniform subflows, reducing the number of pumps [36,39]. Kashid et al. demonstrated the external 
numbering-up of a two-phase capillary reactor using two six-channel polytetrafluoroethylene 
(PTFE) flow distributors (one for gas and one for liquid), six Y-shaped mixing elements and six glass 
capillaries [40]. Though no reactions were conducted, the mass transfer characteristics for the six 
channel unit were found to track with those of a single capillary. 
The technical literature provides various demonstrations for scaling the production of various 
chemistries using microchannel reactor technology. Iwasaki et al. demonstrated six days of operation 
of a microchemical pilot plant consisting of a static T-micromixer followed by eight microtube 
reactors in a tube-and-shell arrangement for the numbering-up of a radical polymerization reaction [41]. 
Results showed that at eight-fold the flow rate, a similar yield, molecular weight and molecular 
weight distribution were produced in the numbered-up reactor compared to the single microtube 
reactor. Deshmukh et al. demonstrated the ability to scale-up the Fischer–Tropsch synthesis of 
synthetic fuels from a single microchannel to 276 parallel process microchannels at a production rate 
of 1.5 gallons per day [42]. The process was found to provide equivalent outcomes, including syngas 
conversion and selectivity to a byproduct, across three orders of magnitude. Mae et al. (2004) 
introduced two types of splitting and recombination micromixers that enabled the rapid aqueous 
extraction of phenol from dodecane within one second under a flow rate of 5–20 liters per hour [43]. 
Kockmann et al. demonstrated the numbering-up of a two-step organo-metallic reaction operated at 
two temperature levels [44]. The final reactor contained 1 mm in diameter mixing channels and 
supported overall production rates of 700 grams per minute, leading to the production of more than 
two tons of isolated material. Bally et al. discussed the design of a 2000 metric tons per year pilot 
plant with 28 interdigitated micromixers to mix the inlet flow of four tubular reactors to avoid 
precipitation in homogeneous polymerization reactions, which formed the basis of a patent [45,46]. 
Many additional examples of microreactor pilot plants for organic syntheses are provided by  
Wirth [47]. Fox et al. describe a numbered-up pulsed electric field reactor design for use in 
pasteurization [48]. 
CBD is relatively easy to scale-up across large surfaces. However, as a batch process, CBD can 
offer low material utilization for chemistries involving competing reactions. MASD techniques are 
capable of providing the reaction selectivity and a short-life, intermediate chemistry unattainable in 
225 
 
 
CBD. Other benefits include reduced energy requirements and processing times for long synthesis 
reactions and characteristically small reaction volumes, which can reduce human exposure to 
hazardous chemistries. The benefits of using microchannel reactors are primarily realized in  
diffusion-limited processes. An estimate for the mean time needed for molecules to diffuse in mass 
transfer is to the square of the channel radius over the diffusivity coefficient of the chemistry. 
Therefore, a tenfold reduction in tube diameter results in a one hundred-fold reduction in the 
residence time. The accelerated heat and mass transfer provides better process control, while 
reducing the size and weight of reactors. For diffusion-limited reactions, the use of microchannel 
components reduces the size and weight of the reactor apparatus, making implementation of MASD 
easier. Through the use of microchannel reactor components, temporal control of the chemistry 
enables the reactant stream to be introduced to the reaction surface at the peak of its reaction 
potential. Conceptually, a continuous flow MASD reactor for producing thin films from reactive 
chemistry will include a micromixer, a heat exchanger, a residence time unit and a flow cell for 
controlling deposition onto a substrate (see Figure 11). A scale-up study of MASD using a flow cell 
was reported by Paul et al. [9,49,50]. 
Figure 11. A typical MASD setup. Reproduced from [49]. 
 
While the numbering-up of pilot plants have been demonstrated for many chemistries, a key  
to enabling MASD is the use of small, lightweight reactors capable of providing the distributed 
production of solution chemistries. The size and weight of microchannel reactors was envisioned 
early in the development of microreactor technology for enabling the distributed production of 
chemical products [51]. A key component of MASD is a micromixer. Micromixers offer features that 
cannot be easily achieved by macroscopic devices, such as ultrafast mixing on the microscale. For 
example, Bökenkamp et al. fabricated a micromixer as a quench-flow reactor to study fast reactions 
(millisecond time resolution) [52]. A variety of micromixers have been reported in the literature, 
including static and dynamic mixers [53,54]. A simple T-mixer was used in the 6'' MASD system 
reported by Paul et al. [48]. T-mixers are relatively cheap and simple to fabricate; however, they 
might face a limitation to further scaling up. Other micromixers, such as oscillatory flow mixers and 
interdigital micromixers, could be used for the higher flow requirement. Oscillatory flow mixers fall 
into two categories. Pressure-driven oscillatory mixers have been shown to be capable of sustaining 
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the largest production rates of nanoparticle chemistries reported to date, while piezo-driven ones, 
being compact and precise, have not been shown to provide adequate production rates [55,56]. 
Interdigital micromixers seem to provide the smallest format at a reasonable production volume. In 
the case of numbering-up the synthesis of phosphine-stabilized undecagold nanoclusters, Jin et al. 
used an interdigital micromixer to demonstrate a production rate 500 times greater and a yield over 
3.5 times higher than that of a conventional batch process [57]. To demonstrate the ability to internally 
number-up the reaction, the number of plates in the mixer was doubled (double the flow 
cross-section) and the overall flow rate was quintupled, leading to a five-fold increase in the 
production rate to 7.1 kg per week, while maintaining a constant material conversion rate. The largest 
micromixer used was just under 1.7 cm3 in volume. 
Ramprasad et al. developed an adjustable residence time heat exchanger, suitable for MASD, 
comprised of two sections integrated in a single device; a rapid heating zone (HZ) and an adjustable 
residence time (RT) section, as shown in Figure 12 [9]. The heat exchanger is a composite unit 
consisting of copper plates at the top and bottom, to seal the polycarbonate channels, which are 
interposed between silicone gaskets. Copper was chosen because of its high thermal conductivity. 
An ESI (Portland, OR, USA) Laser 5330 was used for machining of the micro-channels in 
polycarbonate and silicone. This entire unit was bolted together to provide a leak-proof system. The 
HZ is the initial section of the polycarbonate channel in which the mixed reagents enter at room 
temperature and are heated to the set-point temperature in roughly one second. The hot fluid exiting 
from the heating zone enters the RT unit of the heat exchanger. The function of the RT unit is to 
maintain the fluid at the HZ exit temperature, while providing the specific additional residence time 
of the hot fluid before deposition onto the substrate (Figure 13). The residence time in the heat 
exchanger is contingent on the number of polycarbonate plates in the heat exchanger assembly. The 
heat exchanger is designed such that the first polycarbonate plate is an integrated device consisting of 
both the HZ and the RT unit. This integrated unit of the HZ and RT polycarbonate plate is sandwiched 
between two silicone gaskets. However, the option of exclusively augmenting only the polycarbonate 
RT plates may be utilized to achieve the desired higher residence time. The schematic of the residence 
time configuration is shown in Figure 11. Two silicone strip heaters are overlaid onto the RT units 
both on the top and bottom to provide sufficient heat to maintain the fluid at the desired temperature. 
A total of four ceramic heaters were used, with two heaters on each face of the HZ section. 
A key challenge for scaling up MASD is the requirement for film uniformity over large substrates, 
which requires that reaction conditions are uniform over the target substrate. Surface reaction 
kinetics are highly dependent on the reactant concentration and temperature at the reactive surface. 
In the case of reactants supplied as a continuously flowing fluid, the velocity at which the fluid 
travels determines the residence time over which the reactants have access to the deposition surface. 
For large substrates 150 mm-wide or more, it can be difficult to maintain constant fluid residence 
time across the entire surface. Further, faster flowing fluid results in a thinner boundary layer through 
which reactants diffuse. This difference in residence time and boundary layer thickness produces a 
variable film thickness, which is undesirable for the final cell functionality. 
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Figure 12. A schematic representation of residence time configurations available in the 
adjustable residence time heat exchanger (a) 1×; (b) 5×; (c) 10×. Reproduced from [9]. 
 
Figure 13. The temperature variation as a function of the residence time in a 
comparison of a micro-channel heat exchanger with conventional chemical bath 
deposition. Reproduced from [9]. 
 
In a pressure gradient-driven system, a challenge arises when transforming a virtual “point 
source” fluid supply from tubing to a uniform velocity front across a comparatively large surface 
area and then back to tubing for collection. In this chapter, the function of a flow cell is to manage 
flow distribution across the thin film substrate. Little has been published regarding flow cell designs 
used in scaling up liquid-phase continuous flow deposition. 
The basic flow cell design consists of a fluid cavity between two parallel plates with an inlet and 
an outlet. Efforts have been made in adjacent fields to manage flow distribution within various types 
of flow cell arrangements. Chung et al. presented a flow cell design for cell culture cultivation having 
over-sized inlet and outlet reservoirs designed as long plenums, as shown in Figure 14 [58]. The long 
plenums have a low pressure drop, which helps to distribute the fluid laterally prior to flowing over 
the parallel plate region, effectively managing the lateral variation of fluid velocity. 
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In a similar manner, PDMS flow cells were developed by Hung et al. to provide nutrients to a cell 
culture system in a uniform and controlled manner [59]. An outer plenum was connected to the flow 
cell using small perfusion channels, which have greatly reduced cross-sectional areas and much 
larger pressure drops than the plenum (Figure 15). The size of the perfusion channels can be used to 
effectively manage the fluid velocity across the flow cell (Figure 16). 
Figure 14. Schematic of flow chamber with inlet/outlet reservoirs. Reproduced  
from [58]. 
 
Figure 15. (a) Magnified view of the cell chamber; (b) magnified view of the perfusion 
channels. Reproduced from [59]. 
 
Figure 16. (a) Time-stepped computational fluid dynamics (CFD) simulation of fluid 
velocity; (b) time-stepped colored dye observation. Reproduced from [59]. 
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However, fluid flow analysis of these types of flow cells shows that the large plenums contain 
“dead” zones, where fluid stagnates, causing a larger residence time distribution within the flow cell. 
For systems containing reactive species, precipitates may form in dead zones, which inherently 
reduces the material utilization and can lead to clogging, which would alter the flow field across the 
flow cell. 
Jones et al. investigated the flow distribution effects of the flow geometry in the plane parallel to 
the fluid plane of a microchannel heat sink [60]. Figure 17 depicts the change in the velocity profile 
between two flow geometries; one with a constricted geometry around the inlet and outlet versus a 
design with unconstrained flow from the inlet and outlet. Experimental analysis showed a much 
better flow distribution in the case of the unconstrained flow with a 4.7% difference between the 
maximum and minimum mass flux across the channel array for the unconstrained design versus a 
33.5% difference for the constrained design. The unconstrained design also realized a significantly 
lower pressure drop. 
Figure 17. Velocity contours of circular top down inlets. (a) Constrained design around 
the inlet/outlet; (b) Unconstrained design. Reproduced from [60]. 
 
Pan et al. characterized a microscale flow chamber composed of several parallel rectangular 
channels and used an electrical network parody to describe the system (Figure 18) [61]. 
Figure 18. Microdevice design and analytical model. Reproduced from [61]. 
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Figure 18. Cont. 
 
Operating under laminar flow conditions, the pressure drop of each channel using the  
Hagen–Poiseuille equation for rectangular channels is: 
 
(5)
where A is the channel cross-sectional area, L is the channel length, U is the velocity, DH is the 
hydraulic diameter, DH = 2HW/(H + W); and ȜNC is a non-circular correction coefficient of  
(3/2)/((1 í 0.351(E/W))2(1 + H/W)2) for W > H. In the model, the “loop rule” of V = IR used for 
electrical circuits was made analogous to the Hagen–Poiseuille equation for fluidic circuits by 
replacing the voltage, current and electrical resistance with pressure drop, volumetric flow rate and 
the following term for flow resistance: 
 
(6)
The basic overall resistance model assumes each channel is associated with its own unique inlet 
(Rin) and outlet (Rout) region, resulting in a unique potential difference (ǻP) across each channel. This 
leads to a system of flow resistances in both series and in parallel, as shown in Figure 19. Varying the 
length, depth and number of channels allowed the optimization of the inlet and outlet geometries for 
uniform a flow distribution between each channel. 
Figure 19. Microdevice design and the equivalent electrical resistance model.  
Reproduced from [61]. 
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Paul et al. developed a MASD flow cell with a more uniform fluid residence time for depositing 
CdS buffer layers for thin film photovoltaics over a 150 mm-sized glass substrate coated with  
fluorine-doped tin oxide (Figure 20) [49]. The geometry of the flow cell in the flow plane reflects 
efforts to minimize drag and stagnant flow regions within the flow cell. Similar to other flow cell 
designs, the height of the flow cell was controlled between 100 and 1000 ȝm by the distance between 
two parallel plates. However, in this design, the top plate was deflected into the flow cell, as shown  
in Figure 20. The shape of the deflected channel profile was used to control the pressure drop of  
the fluid across the width of the flow channel, providing for a uniform flow front. Dye injection 
evaluations of flow fields within an 800 ȝm-high parallel plate and a deflected plate flow cell are 
shown in Figure 21. The parallel plate flow cell shows a distinctive parabolic flow profile, while the 
deflected plate profile shows a much more uniform flow front both at the inlet and middle of the flow 
cell. The flow cell was used to produce CdS films between 20 and 40 nm in thickness with variations 
down to 10% across a 150 × 150-mm glass substrate. The thickness of the film deposited was found 
to be between three and five times more uniform than films produced using the parallel-plate flow 
cell. This level of film uniformity compared favorably with prior continuous reactor flow cells for 
solution deposition, showing over fivefold more variation in chemical product (nanowire) dimensions 
over a 30-mm dimension [24]. 
Figure 20. (a) Top view of the MASD flow cell design and (b) the deflected channel 
profile from the equivalent channel heights. Reproduced from [49]. 
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Figure 21. Flow distributions at the beginning (top) and middle (bottom) of the flow cell 
for the parallel plate (left) and the deflected plate (right) flow cells. Reproduced from [49]. 
 
5. Conclusions and Future Directions 
The microreactor-assisted solution deposition (MASD) process combines the benefits of 
microreaction technology and solution-based deposition processes for the fabrication of semiconductor 
thin films. MASD is a new approach that could be adopted for many chemical solution deposition 
processes to enable the low-temperature deposition of many compound semiconductor thin films 
for the manufacturing of functional devices. In particular, it is able to produce reactive fluxes of 
short-life, intermediate molecules to promote heterogeneous growth and alleviate the drawbacks of 
the conventional batch chemical solution deposition process. MASD provides opportunities to 
fabricate high quality compound semiconductor thin films using low-cost capital equipment along 
with the scalability for numbering-up the process towards an industrial production scale. 
There are some challenges associated with MASD. One fundamental challenge is the depletion  
of reactants along with the residence time of the chemical solution. A beautiful example reported 
by McPeak et al. clearly illustrates this issue [62]. In their study, the deposition of ZnCdS thin 
films by CBD using a continuous flow microreactor was performed. As shown in Figure 22, over 
the length of a single substrate, films showed an increasing Zn:Cd ratio, a resultant monotonic 
increase in the band gap from 2.42 to 2.75 eV and significant thickness variation. 
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Figure 22. (a) Plug flow reactor model showing the Zn and Cd bath concentration  
as a function of the position (thick lines), the laminar flow profile (thin line) and the 
temperature profile (color gradation indicates a change from 70 to ~60 °C) in the 
continuous flow microreactor; (b) CdZnS deposition on a Si wafer showing the 
interference pattern arising from the spatial variation in the film thickness; (c) The 
CdZnS film thickness as a function of the distance from the inlet. Reproduced  
from [62]. 
 
The MASD process opens up several opportunities that are difficult to achieve by the conventional 
chemical bath deposition process. The temporal control offered by MASD provides the capability 
to deposit tailored thin films, such as functional gradient thin films. Some examples of thin films 
with a compositional gradient and that are layer-by-layer are illustrated in Figure 23. The possibility 
of continuously generating reactive species by MASD should also expand the material spaces that 
were previously not covered by the conventional batch chemical bath deposition processes, due to 
the tendency of many reactive species towards particle formation instead of film formation. It will 
be exciting to see some examples demonstrating some of these capabilities by MASD in the  
near future. 
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Figure 23. Tailored thin films potentially fabricated by MAND: (a) three different 
layers on a substrate; and (b) compositional gradients. 
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