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Preface
The computer-aided design (CAD) of various objects, such as industrial products, ma-
chines and details, virtual movie heroes and video game characters is a computer science
area with significant practical implications and challenging open scientific problems. One
of these open problems is the automatic generation of 3D geometric designs of existing
physical objects, a process widely known as reverse engineering. Geometric designs of
existing physical objects are often necessary for various reasons, e.g., computer simu-
lations, embedding of existing parts into a new design or modifications of an existing
object to meet new requirements and specifications. However, the manual reverse engi-
neering of a geometric design from scratch typically incurs costs which are comparable to
the costs of engineering a completely new design. Therefore, the CAD industry is very
interested in algorithmic solutions which generate such designs automatically or with a
minimal user guidance.
In this thesis we present a set of techniques which combined provide a solution for
reverse engineering objects represented by dense triangle meshes. These triangle meshes
approximate closely the surface of the processed physical object and constitute the input
data of our algorithms. They are obtained by scanning with a 3D laser or light scanner
the surface of the object and meshing the measured 3D geometry positions. The final
output of our system is a Catmull-Clark subdivision surface which is a high order,
piecewise smooth representation of the original object. The Catmull-Clark subdivision
surface is described by a quad-dominant control mesh, which provides the available
degrees of freedom to manipulate and edit the shape of the represented object. It can
be used in various mainstream computer graphics applications such as CAD systems,
computer-simulated physical processes and animations (movies and games).
In order to be usable for such applications, a model generated by our system satisfies
the following requirements: First and foremost its control mesh aligns to the structure
v
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of the original object, since the alignment of the control mesh entities defines the set and
the type of the available direct modifications which can be performed on the object’s
shape. Second, the generated control mesh is very regular, i.e., dominated by quad
faces and valence four vertices. This implies high quality of the output (limit) Catmull-
Clark surface. Finally, the model represents accurately the measurements of the original
object, i.e., the Catmull-Clark subdivision surface approximates well the vertex positions
of the input triangle mesh. To generate models conforming to these requirements, we
contribute solutions for various geometry processing problems relevant to the reverse
engineering process:
• Polygonal mesh decimation: We present a novel algorithm which iteratively
simplifies an input triangle mesh and generates low complexity, valid quad-dominant
control meshes representing the original object, which allow large scale, global de-
formations of its shape.
• Anisotropic remeshing: We present an extension of an important algorithm for
remeshing the input mesh to a quad-dominant mesh aligned to principal curvature
directions. Our extension generalizes the algorithm to surfaces with arbitrary
topology, improves its applicability by propagating curvature information from
anisotropic to isotropic surface regions and increases significantly its computational
efficiency.
• Quad-dominant remeshing: We present a robust two-step technique for con-
verting the input mesh to a quad-dominant mesh aligned to the structure of the
object. The method produces high quality results on all output resolutions and
can be easily guided by the user to deliver models conforming to specific additional
requirements and constraints.
• Scattered data approximation: We present a procedure which minimizes the
geometric deviation between the output Catmull-Clark surface and the input ge-
ometry. This allows accurate representation of the original object’s measurements.
In addition, we leverage the properties of the models generated by our techniques and
apply them in a high performance multiresolution mesh modeling framework, which
allows the deformation of the input triangle mesh by using the control mesh of the
generated model. Such frameworks are very interesting for various CAD applications,
e.g., conceptual design and rapid prototyping.
vi
Acknowledgments
At first place, I would like to acknowledge and thank for the immense support I received
from my science adviser Prof. Dr. Leif Kobbelt during the elapsed three and a half
years. His dedication, professionalism and perfectionism were and will be some of the
strongest examples influencing the development of my research career.
I would like to thank Dr. Pierre Alliez for co-reviewing this thesis, and for the many
inspiring works which improved the state of the art in the geometry processing field and
helped the development of the thesis.
My former science adviser Prof. Dr. Peter Binev first introduced me to the world of
the geometric modeling at the Sofia University and motivated me to become a computer
graphics scientist, for which I’m forever grateful to him.
Prof. Dr. Nira Dyn and Prof. Dr. David Levin from the Tel-Aviv University
supervised my first post-graduate research work and were invaluable teachers, leading
me through the basics of the essential researcher skills and knowledge. I would like to
thank them for all the lessons they taught me and for their support during and after my
stay in Israel.
I’m grateful for all the discussions which I had with my colleagues at the Com-
puter Graphics Group of RWTH Aachen. Special thanks to Dr. Mario Botsch who
programmed the bulk of the OpenMesh library, which was very important for the devel-
opment of the software demonstrating the algorithms presented in this thesis.
Finally, I would like to thank my parents Yordanka and Cvetan for bringing me to
this world and my grandmother Denka for raising me and supporting me unconditionally
during my entire life. And my most gentle thanks are to my beloved wife Desislava, which
supported me and kept me connected to the reality during the last several years.
vii
Acknowledgments
viii
1 Introduction
An immense number of applications today rely on geometric models to represent 3D
shapes and objects: Industrial products such as cars, phones and airplanes are de-
signed and tested in computer labs before being manufactured, imaginary characters are
brought to virtual life to take part in movie stories and games, organic and synthetic
structures are simulated and visualized for gaining insight into the internals of the life
and the universe. To obtain such models various generation methods are employed: The
computer simulation of complex biological and chemical processes guides the trajectory
of the particle swarm representing the structure of a deadly virus, a haptic device is used
by an artist to breathe life into a movie hero or a team of engineers drafts a supersonic
jet in a software system from the overall structure down to the tiniest detail.
Therefore, generating 3D geometric models is a fundamental component of the con-
temporary science and engineering expertise. In particular, the computer-aided design
(CAD) of real-world objects, such as machines, tools and devices, is of a special interest
for the industry, since the geometric models of these objects can be used for computer-
aided simulation, engineering (CAE) and manufacturing (CAM). While it is certainly
possible to produce from scratch all required designs for a given new industrial product,
it is often more practical to obtain and reuse the geometric model (potentially with
some modifications) of any applicable existing physical object, thus improving critical
project parameters such as time to delivery and production costs. Very often, the orig-
inal designs of existing industrial details and products are not available due to various
reasons, e.g., the detail might be produced before the introduction of the CAD software,
the original model might be incompatible with the geometric representation used by the
CAD system implemented in the company, etc. In such cases, the engineers responsible
for the project might decide to produce a design for an existing object, a process known
as reverse engineering.
1
1 Introduction
To reverse engineer the geometric design of an existing physical object, one first uses a
laser or a light scanner to sample a (dense) set of 3D geometric positions on its surface.
Thereafter, these 3D positions are embedded into a consistent triangle mesh, piecewise-
linearly approximating the object’s surface, by using registration, reconstruction and
meshing algorithms. Finally, this triangle mesh is used as a reference to build a model
of the object using the available geometric primitives of the employed CAD system,
typically high-order (smooth) boundary representations such as spline or subdivision
surfaces. This last step is a particularly complex task, typically requiring a significant
amount of manual processing by a qualified engineer and is the most time and cost con-
suming stage of the reverse engineering pipeline. Hence, the research and development
of a set of techniques for automating the process of converting triangle meshes to high-
order geometric models (represented by Catmull-Clark subdivision surfaces [CC78]) is
the main objective of this thesis. To achieve it, we present algorithmic solutions for the
following difficult problems:
• Control mesh layout: The layout of the control mesh entities (vertices, edges
and faces), which define the subdivision surface representing a given object, is the
most important property of the final geometric model. A “good” control mesh
has to fulfill the following requirements: First, it has to align to the semantic fea-
tures of the object (structure preservation). Since the control mesh determines the
placement, the alignment and the support of the available “native”geometry defor-
mation basis functions, this requirement guaranties that manipulating the control
mesh entities (by the virtue of the location and the support of the correspond-
ing basis functions) produces semantically meaningful deformations of the object’s
shape. Second, the control mesh connectivity has to be as regular as possible,
i.e, the valence of the control vertices and faces is four, since the regularity of the
control mesh directly affects the quality of the subdivision surface (Catmull-Clark
surfaces are not curvature continuous at irregular vertices) and the approximation
power of the representation — only linear polynomials can be reproduced in the
vicinity of the extraordinary control mesh vertices, as opposed to cubic in regular
areas.
Obtaining such structure-preserving regular control meshes from unstructured tri-
angle meshes is indeed an involved task: While structure preservation can be
achieved by simplification algorithms (Chapter 3), and (semi) regularity is usually
possible by employing remeshing techniques (Chapter 5), combining these two ap-
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proaches (Chapter 6) is non-trivial due to the fundamental difficulties arising when
simultaneously optimizing two independent and often contradicting quality mea-
sures. Therefore, the control mesh generation part constitutes the most significant
and practically relevant result of the thesis, with contributions in several geometry
processing areas:
– Mesh simplification (Chapter 3)
– Anisotropic remeshing (Chapter 5)
– Quad-dominant remeshing (Chapter 6)
• Geometry approximation: Once the subdivision control mesh layout is gen-
erated, it defines a limit surface which represents the shape, but not the mea-
surements of the input model, since Catmull-Clark subdivision shrinks the control
mesh geometry during refinement. Hence, although the geometry of the generated
control mesh is typically sampled from the input mesh, the limit surface does not
approximate well the scanned samples on the object’s surface. In order to re-
duce the deviation of the limit surface to the scanned geometry, an approximation
process (Chapter 7) consisting of two steps is performed: In the first step (param-
eterization), the samples are mapped to the base domain defined by the control
mesh. In the second step (fitting), the positions of the control mesh vertices are
optimized to minimize the L2 error between the samples and the subdivision limit
surface. Moreover, by computing a specific, non-linear parameterization consisting
of finding the foot-point projection on the subdivision surface for each sample, the
approximation error can be further reduced by iterating the parameterization and
fitting steps until convergence, a process known as parameter correction.
In certain other (tightly related) CAD applications, such as concept design and rapid
prototyping, there is usually no immediate need to generate a precise geometric model of
the processed object — it is simply sufficient to enable the editing of its shape using some
mesh modeling framework. The modified mesh can then be fed to various CAE/CAM
systems, e.g., FEM simulations. To apply the developed algorithms for automatic con-
trol mesh generation in such situations, we also present a multiresolution mesh editing
framework (Chapter 8) consisting of the following components:
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• Representation: The scanned samples are represented as a normal displacement
(fine scale) over the natural parameter domain of the subdivision surface (base
scale) defined by the generated control mesh (two scale decomposition). This
enables the editing of the input mesh geometry by simply modifying the control
mesh vertices of the subdivision surface. The deformed fine scale geometry is
easily computed by evaluating the normal displacement on top of the modified
base subdivision surface (reconstruction).
• Multiresolution: The input geometry can be parameterized on different levels
of detail of the base surface, thus enabling shape editing on various scales: For
instance, very coarse base surface control meshes can be used to perform nearly
global deformations of the object, while denser control meshes are generated to
modify fine geometric details.
• Deformation rendering: In order to represent faithfully the shape and the fea-
tures of the processed object using a triangle mesh, it is necessary to sample its
surface sufficiently dense. In consequence, meshes with up to a few million tri-
angles are often used for multiresolution mesh editing. To facilitate the real-time
rendering of deforming meshes of this complexity for the purpose of multiresolu-
tion mesh modeling, a specifically developed framework outsources the complete
multiresolution detail reconstruction process on the GPU.
The choice of the specific boundary representation in the thesis is intentional: Catmull-
Clark subdivision surfaces are supported by many modern CAD systems, e.g., Maya(TM),
Modo(TM), 3D Studio Max(TM), CATIA(TM) and are steadily replacing the more tradi-
tional boundary representations such as NURBS surfaces in various application domains,
e.g., rapid prototyping of industrial devices, virtual character design and animation.
They are flexible, since objects with arbitrary topology can be represented by a single
surface and their control vertices and faces can have arbitrary valence. Moreover, they
provide both suitable smoothness (C2 except at extraordinary control mesh vertices)
and sharp features representation by simply tagging specific control mesh edges. Still,
some of the results in the thesis can be applied to other explicit parametric CAD rep-
resentations, such as Loop [Loo87] subdivision surfaces, T-spline surfaces [SZBN03] and
surfaces composed of spline or Be´zier patches.
4
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1.1 Contributions
• A robust algorithm for structure-preserving simplification of polygonal meshes to
extremely coarse resolutions.
• An efficient technique for anisotropic polygonal remeshing of triangular meshes.
• A robust, high-quality algorithm for remeshing of unstructured triangle meshes to
structure-aligned quad-dominant meshes.
• A method for accurate approximation of scattered geometry data using Catmull-
Clark subdivision surfaces.
• A hybrid multiresolution representation for polygonal mesh modeling which avoids
resampling the input model.
• A very efficient GPU-accelerated algorithm for real-time rendering of multiresolu-
tion mesh deformations.
1.2 Outline
This thesis is organized in the following chapters and parts:
Chapter 2 introduces the Catmull-Clark subdivision surface representation, discusses
its theoretical properties and provides a practical guide for implementing and using
various techniques required for the application of the Catmull-Clark surfaces through
the rest of the thesis.
Part I focuses on the different techniques for generating the layout of the control mesh
elements.
Chapter 3 presents a new simplification algorithm for general polygonal meshes based
on a face merge operator with quality guaranties for the polygonal elements.
Chapter 4 presents an overview of existing remeshing techniques relevant to the algo-
rithms we describe in Chapter 5 and Chapter 6.
5
1 Introduction
Chapter 5 extends the anisotropic remeshing method [ACSD+03] to surfaces with arbi-
trary topology, improves significantly its efficiency by proposing a new proximity query
data structure, and improves the quality of the remeshing in the isotropic regions of the
surface by propagating information from the adjacent anisotropic regions.
Chapter 6 presents a robust quad-dominant remeshing algorithm which splits the
remeshing problem into two steps, optimizing separately the structure-preservation prop-
erties and the regularity of the output mesh.
Part II presents the necessary algorithms and representations required to employ the
control mesh layouts generated by the techniques in Part I for various applications such
as reverse engineering, conceptual design and rapid prototyping.
Chapter 7 presents a technique for an accurate fitting of the generated Catmull-Clark
subdivision surface to the scanned surface geometry, which includes an algorithm for
computing the exact projection the input mesh vertices on the approximating subdivision
surface.
Chapter 8 presents a two scale hybrid representation which allows to edit the shape
of the input mesh by decomposing it into a base Catmull-Clark subdivision surface and
normal displacements associated with the mesh vertices. A very efficient algorithm for
reconstructing and rendering this representation on the GPU is also included.
Chapter 9 concludes the thesis and outlines directions for future research.
1.3 Notation
Through the thesis we work with several entities which reappear consistently during
the definition of most proposed algorithms. Hence, we introduce here a notation which
covers all of them and hopefully will make the descriptions clearer and help the reader
to avoid possible ambiguities:
• Input mesh: All of the presented algorithms accept as an input a two-manifold
polygonal mesh M consisting of the triple (V, E, F ), where V = {v0 . . . v|V |−1} are
the vertices of the mesh, E = {e0 . . . e|E|−1} its edges and F = {f0 . . . f|F |−1} its
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faces. Note that we will use the symbol vi not only to describe the i − th vertex
node in the connectivity graph of M , but also the geometry position (xi, yi, zi) of
this vertex in R3. For the mesh to be two-manifold, the connectivity neighborhood
of each vi, i.e., the set of its adjacent faces, should be topologically equivalent
to a planar disk. M can have an arbitrary topology and an arbitrary number of
holes (boundary loops). Hence, every edge ei is adjacent either to two different
faces (interior edge) or just to a single face (boundary edge). Correspondingly,
faces and vertices which have at least one adjacent boundary edge are noted as
boundary faces and vertices, as opposed to interior faces and vertices, which are
adjacent only to interior adjacent edges.
– Tags: The edges of M can be tagged as crease edges in order to construct
piecewise-linear sharp feature curves on the mesh by tagging sequences of
connected edges.
• Face/Vertex valence: The number of vertices incident with a face f ∈ M (face
valence) is denoted as V(f). The number of edges incident with a vertex v ∈ M
(vertex valence) is denoted V(v).
• Subdivision surface: A Catmull-Clark subdivision surface S is completely de-
fined by its two-manifold control mesh C and a set of connectivity refinement and
geometry computation rules. Most of the time we will not explicitly refer to these
rules, but rather to their product, the successive refinement levels of the control
mesh {C = C0, C1 . . . Ck . . . C∞ = S}. To avoid ambiguity when referring in the
same context to the mesh entities of M and C, we note CVk = {ck,0 . . . ck,|CVk|−1}
the vertices of C at the refinement level k, CEk = {ak,0 . . . ak,|CEk|−1} its edges at
level k and CFk = {dk,0 . . . dk,|CFk|−1} its faces at level k. Note that in case the
level index k is omitted, we always mean k = 0.
– Tags: Similarly to an ordinary mesh,‘ the edges of the control mesh C can
be tagged as crease edges to enable the construction of sharp feature curves
on the subdivision surface. These edge tags propagate to the subsequent
refinement levels {Ck} and provide different interpretation of the vertices of
the meshes {Ck} incident with the tagged edges (see Section 2.2.1 for more
details).
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– Vertex regularity: An interior vertex ck is regular if V(ck) = 4. Otherwise
it is called extraordinary. Correspondingly if the valence of a crease/boundary
vertex is 3, it is called regular, otherwise extraordinary. Note that the valence
of a crease vertex is counted separately for each incident smooth surface sector.
– Face regularity: A quad face which is incident to exclusively regular interior
vertices, which themselves are incident solely to quad faces, is called a regular
face. When applied to a regular face, the Catmull-Clark subdivision scheme
reproduces uniform bi-cubic B-spline surfaces [CC78].
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Traditional high-order explicit parametric surface representations, e.g., Be´zier and B-
spline [Sch67] surfaces, impose a quite impractical and unnatural requirement on the
topology of the modeled object: Namely, since these surfaces are defined as the image of
a planar (triangular or quad) domain to R3, the modeled object has to be topologically
equivalent to a planar disk. To work around this limitation, objects with more complex
topology are partitioned into a set of connected patches, each one homeomorphic to
a planar disk. To ensure a certain order of continuity at the boundary between two
adjacent patches, various conditions have to be satisfied by some of the control points
of both patches [Sab77, Far86]. Furthermore, at patch corners where three or more
than four patches meet (extraordinary vertices), even more complex constraints have
to be fulfilled, affecting control points from all adjacent patches [Sab77, Far86, Rei93,
Pet96, Pra97]. This renders the process of modeling with B-spline surfaces quite complex
and inflexible, since in order to setup adjacent B-spline patches to match smoothly the
geometry of the modeled shape, one needs to constantly adjust the B-spline control point
positions according the required inter-patch continuity conditions.
Subdivision schemes deliver a more elegant approach to the problem of modeling smooth
surfaces with arbitrary topology: The subdivision control points can be arranged in an
arbitrary two-manifold control mesh C, which, in turn, allows representing arbitrary
topology surfaces without the need of an explicit encoding of the smoothness condi-
tions, i.e., in the form of constrained “smoothness-supporting” control points. Instead
the smoothness of the subdivision limit surface is determined by the set of geometry
computation rules which constitute the subdivision scheme (Section 2.2). This makes
them significantly more suitable for various mainstream application such as free-form
modeling, animation, reverse engineering, etc.
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In particular, Catmull-Clark subdivision surfaces [CC78], which generalize bi-cubic uni-
form B-spline surfaces on regular quad grids, are very popular among the commercial
CAD system users and researchers, mostly because of the following properties:
• Catmull-Clark surfaces exhibit high smoothness (C2) and surface quality when ap-
plied to quad meshes. This makes them especially suitable for CAD: Quad lattices
are usually preferred by designers and engineers, since they represent symmetries
more naturally than triangular grids [GN01].
• They can be evaluated in constant time at arbitrary parameter values [Sta98],
which allows a more accurate and efficient version of various algorithms, e.g., scat-
tered data approximation.
• Since uniform bi-cubic B-spline surfaces are a fairly popular boundary represen-
tation in the existing CAD systems, conversion of many existing B-spline CAD
models to Catmull-Clark surfaces is straightforward.
2.1 Subdivision schemes background
In this section we provide a very brief overview of the development of the subdivision
schemes for curve and surface generation together with some insight into the application
area the corresponding scheme. Since a complete survey on the topic goes well beyond
the scope of the thesis, we recommend the following survey papers [DL02, Sab05], tutorial
[ZSS+00] and book [WW01]. These works contain a much more complete overview of
the contemporary research works in the field, along with many relevant theoretical and
practical details.
2.1.1 Curve generation
Initial interest in subdivision schemes was triggered by the research of algorithms for
efficient smooth curve computation and rendering: The Chaikin algorithm [Cha74] is
the first known subdivision scheme and reproduces quadratic uniform B-spline curves.
Several years later, a more general subdivision algorithm for arbitrary degree uniform
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B-spline curve generation was proposed in [LR80]. While uniform B-spline curves can be
rendered also by using either direct (piecewise) polynomial evaluation or knot insertion
[Boe80, CLR80], the subdivision technique [LR80] is especially efficient, robust and
simple to implement.
Another particularly useful application of the curve subdivision schemes is generating
smooth curves which interpolate a set of points by using only local refinement operators:
Namely, interpolatory subdivision schemes keep the original control points intact while
refining the original control polygon by inserting additional control points computed
using a certain refinement rule. The four [DLG87] and six point [Wei90] subdivision
rules generate respectively C1 and C2 limit curves. A family of Cn interpolatory schemes
for arbitrary n with local support of 2n + 2 control points is proposed in [Kob94]. This
local approach is usually more convenient for generating smooth interpolants than using
spline curve interpolation, since solving a global linear system is not required.
More recently, another very interesting curve subdivision application emerged: Namely,
is it possible to generate smooth subdivision interpolating curves which preserve the
shape (convexity and concavity) of the initial control polygon? In the functional case
such schemes were presented in [Kui98, DKLvD99]. A more general scheme for convexity
preservation, which depends on the input control polygon geometry (not just connectiv-
ity) was proposed in [DLL92]. Most recently, full featured, co-convex shape-preserving
schemes with local support were developed in [MDL05, Yan06].
2.1.2 Surface generation
Unlike the subdivision techniques for curve generation, the research work in subdivision
schemes for surfaces generation was motivated mostly by the desire to solve in a natural
way (without the need to stitch quad patches together) the problem of modeling surfaces
with arbitrary topology. Hence, the pioneering work in the area generalized cubic [CC78]
and quadratic [DS78] B-spline surfaces for quad-dominant control meshes with irregular
connectivity. Subdivision schemes for processing of irregular triangle control meshes were
developed by generalizing the three-direction cubic Box-spline [Loo87] and the four-point
scheme [DLG90]. The Catmull-Clark [CC78] and the Loop [Loo87] schemes generate C2
surfaces almost everywhere, except at extraordinary control vertices, where the resulting
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surface is only C1. The Doo-Sabin [DS78] and the Butterfly schemes [DLG90] (with the
modified rules given in [ZSS96]) are C1 everywhere.
More recently, most surface subdivision schemes were developed to fit in various ap-
plication domains: For instance, the
√
3 scheme [Kob00b] was specifically designed for
adaptive subdivision of the control mesh, allowing efficient algorithm for view-dependent
rendering [ALSS03]. Another scheme which is very suitable for adaptive refinement is
the 4-8 scheme [VZ01], which in addition offers very high smoothness (C4) away from
extraordinary vertices.
Another interesting application is the generation of smooth surfaces interpolating vari-
ous types of geometry data: The control vertex positions of triangular and quadrilateral
meshes are interpolated respectively by the schemes [DLG90] and [Kob96]. Subdivi-
sion schemes which interpolate an arbitrary set of spatial spline curves were developed
in [Nas97, Nas03, SWZ04], while the combined subdivision technique was specifically
developed [Lev99] to allow most subdivision schemes to interpolate smoothly not just
splines, but any parametric curve for which an evaluation algorithm is provided [Lev00].
A subdivision scheme for reproducing exactly surfaces of revolution was proposed in
[MWW01].
Due to their multiresolution construction, surface subdivision schemes found numer-
ous applications for processing existing surfaces: For instance, adaptively refined sub-
division surfaces with attached displacement vectors (a.k.a. multiresolution subdivi-
sion surfaces [Zor97]) are used for multiresolution mesh modeling [ZSS97]. A special-
ized geometry dependent scheme was proposed for signal processing of irregular tri-
angle meshes [GSS99]. Subdivision schemes were also used for variational surface de-
sign [KS98b, Kob00a, FMS03], physical surface simulations [GHDS03], scattered data
approximation [HDD+94, LLS01a], single-rate [LMH00] and progressive [KSS00] mesh
compression.
2.2 Procedural definition
Given a control mesh C, the corresponding limit subdivision surface S is defined as the
limit of the sequence of subdivision meshes {C0 = C, C1.. Ck.. C∞ = S} (Fig. 2.1).
12
2.2 Procedural definition
Figure 2.1: Subdivision surface of a pipe object: From left to right: a) C0, b) C1, c)
C2, d) C3. Top row: Solid rendering (the control mesh is shown overlaid on top of the
surface). Bottom row: Wire-frame rendering.
Each mesh Ck+1 is obtained by subdividing the previous mesh Ck. Each subdivision step
consists of two different components:
• Connectivity refinement: The connectivity of the Ck is refined to add the new
vertices, edges and faces which constitute the mesh Ck+1.
• Geometry computation: The positions of the the vertices {ck+1,0 . . . ck+1,|CVk+1|−1}
of the mesh Ck+1 are computed.
Therefore, to define the Catmull-Clark subdivision scheme, we proceed by introducing
the connectivity refinement (Section 2.2.2) and the geometry computation (Section 2.2.3)
rules. The rules given in this section follow closely the original paper [CC78], while
additional results, derived in later work, are given whenever necessary. Finally, we give
a brief overview of the research which laid out the theoretical proof of the convergence
and smoothness properties of the Catmull-Clark scheme in Section 2.2.4.
2.2.1 Edge tags
To enable representation of sharp features and corners in the limit subdivision surface,
some edges of the initial control mesh C can be tagged as crease edges — a technique
13
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Figure 2.2: Piecewise smooth Catmull-Clark subdivision surface reconstruction:
Left: a) the input Fandisk mesh (13K triangles).
Middle: b) a reconstructed globally smooth Catmull-Clark surface of the input object
(50 control faces).
Right: c) the control mesh of the surface b) is augmented with edge tags and is used to
produce a piecewise smooth Catmull-Clark surface model of the input object, resulting
in a more faithful representation of the original shape.
initially proposed to construct piecewise smooth Loop subdivision surfaces [HDD+94].
During the subdivision process, a tagged edge is mapped to a crease curve on the limit
surface S, i.e., a curve at which S is continuous, but any point at it has two different
tangent planes, one on the left and one on the right side (Fig. 2.2). Each crease curve
divides the limit surface in two different smooth pieces.
To generate limit subdivision surface with crease curves corresponding to the tagged
edges, the Catmull-Clark geometry computation rules are modified in vicinity of the
tagged edges and the vertices incident with them. Depending on the number of crease
and boundary edges incident with a given vertex, it is classified in one of the following
classes:
• Smooth vertex: An interior vertex with 0 incident crease edge.
• Dart vertex: An interior vertex with 1 incident crease edge.
• Crease vertex: An interior vertex with 2 incident crease edges.
• Boundary vertex: A boundary vertex with 0 incident crease edge.
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• Corner vertex: A vertex for which the number of all incident crease plus bound-
ary edges is larger than 2.
2.2.2 Connectivity refinement
To make the presentation more clear, we split the connectivity refinement component
of the subdivision step into three operators corresponding to the three different entities
of the connectivity graph of the subdivided mesh Ck. Note that these operators are
performed in the order we give them, since the vertices in CVk+1 corresponding to the
vertices and the edges of Ck are needed to form the faces CFk+1 of the refined mesh
Ck+1:
1. Vertex refinement: The Catmull-Clark scheme belongs to the class of primal
subdivision schemes. This means that the vertices of the connectivity graph of the
subdivided mesh Ck are preserved as a subset of the vertices of the connectivity
graph of the refined mesh Ck+1. We refer to such vertices as inherited (a.k.a. even
vertices [ZSS+00]) and we index them (without loss of generality) as:
IVk+1 = {ck+1,i| ck,i ↔ ck+1,i, i ∈ [0 . . . |CVk| − 1]} . (2.1)
2. Edge refinement: Each edge ak,i ∈ Ck is split into two sub-edges ak+1,2i and
ak+1,2i+1 by inserting a new edge vertex ck+1,L+i. Without loss of generality we
index the edge vertices of Ck+1 in the following way:
EVk+1 = {ck+1,|CVk|+i| ak,i ↔ ck+1,|CVk|+i, i ∈ [0 . . . |CEk| − 1]} . (2.2)
In order to propagate the control mesh edge tags during subdivision, if the edge
ak,i is tagged, we tag its two sub-edges ak+1,2i and ak+1,2i+1 as well.
3. Face refinement: Each face dk,i of the mesh Ck is split into r = V(dk,i) sub-faces
by inserting a new central vertex ck+1,|CVk|+|CEk|+i and creating r edges connecting
ck+1,|CVk|+|CEk|+i to the edge vertices splitting the edges {ak,i0 . . . ak,ir} incident
with dk,i. We refer to the set of all vertices inserted to split a face as face vertices:
FVk+1 = {ck+1,|CVk|+|CEk|+i| dk,i ↔ ck+1,|CVk|+|CEk|+i, i ∈ [0 . . . |CFk| − 1]} . (2.3)
15
2 Catmull-Clark Subdivision Surfaces
We will note a few important observations which follow directly from the described
connectivity refinement procedure:
1. All faces in the meshes {Ck| k ≥ 1} are quads, since non-quad faces in the control
mesh C0 are split into quads.
2. The number of extraordinary vertices in the meshes {Ck| k ≥ 1} remains constant
and is equal to the number of extraordinary vertices plus the number of non-quad
faces in C0.
3. Except for the first refinement step, during every refinement all newly inserted
(edge and face) vertices are regular. Therefore every face {di,k| k ≥ 2} is incident
with at most one extraordinary vertex.
2.2.3 Geometry computation
We now give the formulas required to compute the positions of the vertices of the refined
mesh Ck+1. The computation is performed in the reverse order of the connectivity
refinement, since computing the inherited and edge vertex positions depends on the
positions of the face vertices:
1. Face vertices: The position of each face vertex ck+1,|CVk|+|CEk|+i is computed as
the average of the positions of all vertices incident with the face dk,i, i.e.,
ck+1,|CVk|+|CEk|+i =
1
r
r−1∑
j=0
ck,ij , (2.4)
where r = V(dk,i) is the valence of the face dk,i and {ck,i0 . . . ck,ir−1} ⊂ CVk are the
vertices incident with it.
2. Edge vertices: The position of an edge vertex ck+1,|CVk|+i is computed differently
depending on whether the edge ak,i is boundary/crease edge or not. In case ak,i is
boundary/crease, the position of the edge vertex is given by:
ck+1,|CVk|+i =
1
2
(ck,i0 + ck,i1) , (2.5)
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where ck,i0 and ck,i1 are two vertices incident with ak,i. In case ak,i is an interior
edge, and neither ck,i0 or ck,i1 is an extraordinary boundary/crease vertex or both
of them are boundary/crease extraordinary vertices, then the edge vertex position
is computed using the following formula:
ck+1,|CVk|+i =
1
4
(
ck,i0 + ck,i1 + ck+1,|CVk|+|CEk|+i2 + ck+1,|CVk|+|CEk|+i3
)
, (2.6)
where dk,i2 and dk,i3 are the faces incident with ak,i. Finally, in case exactly one
of the vertices ck,i0 and ck,i1 is an extraordinary boundary/crease vertex, then the
position of ck+1,|CVk|+i is given by
ck+1,|CVk|+i =
1
2
(
ck,i0 +
ck+1,|CVk|+|CEk|+i2 + ck+1,|CVk|+|CEk|+i3
2
)
, (2.7)
assuming, without loss of generality, that ck,i0 is the sole extraordinary bound-
ary/crease vertex incident with ak,i. The last formula can be found in [ZSS
+00]
and is required in order to guarantee C1 continuity along the boundary/crease
curves corresponding to the boundary/crease edges incident with ck,i0 .
3. Inherited vertices: In order to compute the position of an inherited vertex ck+1,i,
we classify its parent vertex ck,i according to the vertex classification in Section
2.2.1 and distinguish the following three cases:
• Corner vertex:
ck+1,i = ck,i . (2.8)
• Boundary/crease vertex:
ck+1,i =
3
4
ck,i +
1
8
(ck,i0 + ck,i1) , (2.9)
where ck,i0 and ck,i1 are the vertices adjacent to ck,i and incident with the two
boundary/crease edges at ck,i.
• Smooth/dart vertex:
ck+1,i =
1
r2
(
r(r − 2)ck,i +
r−1∑
j=0
ck,ij +
r−1∑
j=0
ck+1,|CVk|+|CEk|+ij
)
, (2.10)
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where r is the valence of the parent vertex ck,i, {ck,i0 . . . ck,ir−1} are the vertices
connected through the r edges incident with ck,i and {ck+1,|CVk|+|CEk|+i0 . . .
ck+1,|CVk|+|CEk|+ir−1} are the face vertices of the r faces {dk,i0 . . . dk,ir−1} adja-
cent to ck,i.
2.2.4 Convergence
A surface subdivision scheme is convergent if the sequence of refined control meshes
{C0 . . . Ck . . .} converges to a continuous limit surface S for an arbitrary input control
mesh C0, i.e., S = limk→∞Ck. To simplify the convergence analysis, the behavior of
the subdivision scheme is usually examined separately at regular and at extraordinary
control mesh vertices. This approach is feasible due to the fact that after a finite amount
of refinement steps, all extraordinary vertices of the control meshes {Ck} are separated
and surrounded only by regular vertices (for the Catmull-Clark subdivision scheme this
is true for all {Ck| k ≥ 2}, see Section 2.2.2).
Since the Catmull-Clark subdivision scheme reproduces uniform cubic B-splines for reg-
ular faces [CC78], it converges to a C2 surface away from all extraordinary vertices
presented at the refinement level C1. To analyze the smoothness of the limit surface S
at a smooth interior extraordinary vertex ck,i ∈ CVk, k ≥ 1, the geometry computation
rule (2.10) is represented using a (2r + 1)× (2r + 1) matrix Tr (r = V(ck,i)) , i.e.,
ĈV k+1,i = TrĈV k,i , (2.11)
where
ĈV k,i =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ck,i
ck,i0
...
ck,ir−1
c˜k,i0
...
c˜k,ir−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2r+1)×3
, (2.12)
is the matrix containing the positions of the following vertices: the central vertex ck,i,
the vertices {ck,i0 . . . ck,ir−1} connected through the r edges incident with ck,i and the
18
2.2 Procedural definition
vertices {c˜k,i0 . . . c˜k,ir−1} of the r quad faces {dk,i0 . . . dk,ir−1} adjacent to ck,i, which are
not directly connected to ck,i with an edge. Correspondingly, the matrix ĈV k+1,i contains
the vertices around ck+1,i in the next refinement level Ck+1. The positions of the face
vertices {ck+1,|CVk|+|CEk|+i0 . . . ck+1,|CVk|+|CEk|+ir−1}⊂ CVk+1 in (2.10) are substituted by
the corresponding linear combinations (2.4) which represent them with respect to the
vertex positions in ĈV k,i. Note that Tr is dependent only of the valence r of ck,i but is
independent of the refinement level k (for k ≥ 1), since the local connectivity structure
around c1,i and its dependents {ck,i}k>1 remains unchanged (Section 2.2.2). As shown in
[HKD93], if Tr has full rang, its largest eigenvalue λ0 is 1, λ0 has multiplicity of 1 and
its corresponding right eigenvector is (1, . . . , 1) ∈ R2r+1, then the extraordinary control
vertex ck,i (k ≥ 1) converges to the limit surface point
S(ck,i) = l0 · ĈV k,i , (2.13)
where l0 ∈ R2r+1 is the left eigenvector of Tr corresponding to λ0. If in addition to
the above conditions the next three eigenvalues {λ1, λ2, λ3} of Tr satisfy the conditions
λ0 = 1 > λ1 = λ2 > λ3, then the surface S has an unique tangent plane at S(ck,i) and
its normal vector NS(ck,i) is given by
NS(ck,i) = (l1 · ĈV k,i)× (l2 · ĈV k,i) , (2.14)
where l2 and l3 are the left eigenvectors of Tr corresponding to λ1 and λ2. The matrices
Tr given by weights of the Catmull-Clark geometry computation rule (2.10) satisfy all of
these conditions for any r ≥ 3 [HKD93], which proves that the limit surface S is at least
G1 at any point which is not incident to a crease/boundary edge. This weaker continuity
of S (a.k.a. tangent plane continuity) was first proved in [BS88]. The existence of a non-
degenerate C1 parameterization of the limit Catmull-Clark surface S at an extraordinary
vertex was later shown in [PR98].
2.2.5 Limit positions
For most practical applications, e.g., rendering, the subdivision surfaces are usually
uniformly subdivided until some predefined level k and then the mesh Ck is used. To
improve the approximation/rendering quality, the vertices CVk are usually projected
beforehand to their positions on the limit surface S. By computing the coefficients of
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the left eigenvector l0 in (2.13) [HKD93], the limit position S(ck,i) of a control vertex
ck,i ∈ CVk can be expressed using a set of rules similar to the ones we gave for the
inherited vertices in Section 2.2.3:
• Corner vertex:
S(ck,i) = ck,i . (2.15)
• Boundary/crease vertex:
S(ck,i) =
2
3
ck,i +
1
6
(ck,i0 + ck,i1) , (2.16)
where ck,i0 and ck,i1 are the vertices adjacent to ck,i and incident with the two
boundary/crease edges at ck,i.
• Smooth/dart vertex:
S(ck,i) =
1
r(r + 5)
(
r2ck,i + 4
r−1∑
j=0
ck,ij +
r−1∑
j=0
c˜k,ij
)
, (2.17)
where the notation follows (2.12). Note that (2.17) is universally applicable only
if k > 0 (or if all faces CF0 are quads), since otherwise there might be more or less
than r vertices in the computation of the term
∑r−1
j=0 c˜k,ij and the weights have to
be adjusted.
2.3 Analytical definition
As shown in [CC78], the Catmull-Clark subdivision scheme produces bi-cubic uniform B-
spline surfaces over regular quad meshes. Therefore, it is easy to realize that away from
extraordinary vertices the Catmull-Clark scheme generates a limit surface that is C2-
continuous and can reproduce cubics if the corresponding control points are arranged
appropriately. However, a much deeper result has been derived from this property:
Namely, that every point on the limit Catmull-Clark surface can be computed in constant
time, regardless of whether it is in the vicinity of an extraordinary vertex or in a regular
area. This result is due to Jos Stam [Sta98], who also derived a similar procedure
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[Sta99] for the Loop subdivision scheme [Loo87], which is based on the three-directional
box spline and produces C2 surfaces over regular triangle meshes.
The ability to evaluate efficiently the subdivision surface at arbitrary points has a signif-
icant practical implication, since it allows us to threat the limit surface as a parametric
function defined over a certain predefined refinement level Ck of the control mesh C
(Section 2.3.1). Therefore, many existing algorithms which require parametric represen-
tations can be adapted to subdivision surfaces.
2.3.1 Atlas definition
Following the edge refinement process described in Section 2.2.2, it is easy to see that
every edge ak,i, on some refinement level Ck, is mapped to a curve S(ak,i) on the limit
surface S. S(ak,i) connects the limit positions S(ck,i0) and S(ck,i1) of the vertices ck,i0
and ck,i1 incident with ak,i. Obviously all such curves S(ak,i) split the surface S into a set
of patches corresponding to the faces CFk. Analogous to the edge and vertex notation,
we will denote the patch on S corresponding to the face dk,i ∈ CFk with S(dk,i).
Taking k > 0 ensures that each face dk,i is a quad (Section 2.2.2). Therefore, the patch
S(dk,i) can be parameterized over the unit quad domain
Υ = {(u, v)| 0 ≤ u ≤ 1, 0 ≤ v ≤ 1} (2.18)
and it is an image of a local continuous map
ψk,i(u, v) : Υ→ S(di,k) . (2.19)
For a given refinement level Ck, k > 0, the set of maps
Ψk = {ψk,i| i ∈ [0 . . . |CFk| − 1]} (2.20)
is an atlas (a.k.a. global parameterization) of the limit surface S on the domain defined
by the quad mesh Ck. The local maps {ψk,i} depend on the local geometry and connec-
tivity of the control mesh Ck in vicinity of each face dk,i. If we fix Ck, each point p on
S can be evaluated as:
p = S(t) = ψk,i(u, v) , (2.21)
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where the parameter t consists of unit square coordinates (u, v) ∈ Υ and the face index
dk,i:
t = [dk,i | (u, v)] , dk,i ∈ CFk, (u, v) ∈ Υ . (2.22)
Since the maps Ψk are actually smooth almost everywhere, we can define various partial
derivatives of S at t. More precisely, the partial derivatives ∂(n)S exist at any parameter
t for which the corresponding partial derivatives ∂(n)ψk,i exist, i.e.,
∂(n)S
∂(l)u∂(m)v
∣∣∣∣
t
=
∂(n)ψk,i
∂(l)u∂(m)v
∣∣∣∣
(u,v)
, l + m = n . (2.23)
Note that although it is possible to define a global parameterization of S on the domain
imposed by C0, the fact that a face d0,i ∈ CF0 can be of arbitrary valence renders
such an approach too complicated for both theoretical discussion and efficient practical
implementation, since meaningful definitions of such coordinates usually involve either
vectors with V(d0,i) components [Flo03] or the decomposition of d0,i into simple shapes
such as quads and triangles.
2.3.2 Local parameterization
The specific procedure to evaluate the local maps {ψk,i| i ∈ [0 . . . |CFk| − 1]} away from
crease and boundary edges along with all theoretical and practical details can be found
in [Sta98]. An extension for creases and boundaries is given for Loop surfaces in [ZK02],
but can be adapted to Catmull-Clark surfaces as well. Since the construction is quite
long and complicated, we leave out its description and refer the reader to the original
work. We note only that the evaluation procedure requires that each evaluated face
dk,i is incident to at most one extraordinary vertex, which implies that the procedure
is universally applicable at the second refinement level C2 for an arbitrary control mesh
C0 (see Section 2.2.2). Therefore, whenever we use the analytical definition of the limit
surface S, we will implicitly assume that the parameterization (2.21) of S is defined over
C2.
The construction of the local parameter maps in [Sta98] has unbounded derivatives at
the extraordinary vertex incident to dk,i. Although usually not a problem, this can lead
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to numerical instabilities for some applications. In order to resolve this issue, local map
constructions which have bounded derivatives were proposed recently in [BMZ04].
2.4 Basis functions
For some applications such as scattered data approximation (Section 7.5) and multires-
olution mesh modeling (Section 8.5) it is more convenient to represent a point p = S(t)
on the limit surface S not in the form (2.21), but rather as a set of linear coefficients
{φ0(t) . . . φ|CV0|−1(t)} associated with the control vertices CV0:
S(t) =
|CV0|−1∑
j=0
φj(t)c0,j , (2.24)
where φj(·) is a subdivision basis function corresponding to the control vertex c0,j ∈ CV0.
Since all control points CVk at any refinement level Ck are linear combinations of the
initial control points CV0 (due to the linearity of the geometry computation rules in
Section 2.2.3) and S = limk→∞Ck, by transfinite induction it follows that every point
S(t) on S is a linear combination of CV0, i.e., can be written in the form (2.24).
Most classical linear representations, such as spline curves and surfaces, are typically
defined in the form (2.24) by providing a formulation of the basis functions Φ = {φj(·)}
and recurrence definitions [LR80] are usually leveraged at a later point for the purpose
of certain applications. On the other hand, the development of the subdivision repre-
sentations follows exactly the opposite route, i.e., a procedural (recurrent) formulation
is initially used to define the representation. Hence, finding an explicit formula for the
subdivision basis functions Φ is a quite non-trivial task: Unlike uniform tensor-product
B-spline surfaces, the subdivision basis functions are not mere translates of each other.
Instead, each φj depends on various factors: The valence of the corresponding control
vertex c0,j, the valences of its direct neighbors (vertices and faces) in C0 and the presence
of adjacent boundary and crease edges.
Therefore, in practice we evaluate a basis function φj(·) by constructing a special “basis
function”scalar field on the limit surface S. More precisely, we assign an additional scalar
attribute g
φj
0,i to each vertex c0,i of the control mesh C0 [BS02] and set g
φj
0,i = δi,j, where
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δi,j is the Kronecker delta. Since the subdivision rules (Section 2.2) are independent of
the dimension of the geometry data, we can easily propagate (refine) the scalar values{
g
φj
0,i
}
to the refinement levels C1 and C2 by applying the geometry computation rules
(Section 2.2.3), obtaining a scalar value g
φj
2,i for each vertex c2,i ∈ CV2.
Again, since the global map construction procedure (Section 2.3) is also independent from
the dimension of the input geometry data, we can use the values
{
g
φj
2,i
}
to construct a
set of local parameter maps ψ
φj
2,i : Υ → φj(d2,i) for each d2,i ∈ CF2, where φj(d2,i) is
the scalar field patch corresponding to the limit surface patch S(d2,i). Now, using the
local parameter maps
{
ψ
φj
2,i
}
we can evaluate the basis function φj(·) for each parameter
value t = [d2,i | (u, v)]:
φj(t) = ψ
φj
2,i(u, v) . (2.25)
Note that the functions
{
ψ
φj
2,i
}
are dependent only on the connectivity of C0 (plus any
edge tags) and the initial scalar values {gj0,i}, but not on the positions of the control
vertices CV0. Also, it is possible to evaluate any partial derivatives of ∂
(n)φ at any
parameter t = [d2,i | (u, v)] for which the corresponding partial derivatives ∂(n)ψ2,i exist,
i.e., we can write the partial derivatives of S as a linear combination of the control
vertices of CV0:
∂(n)S
∂(l)u∂(m)v
∣∣∣∣
t
=
|CV0|−1∑
j=0
∂(n)φ
∂(l)u∂(m)v
∣∣∣∣
t
c0,j , l + m = n . (2.26)
Since the rules in Section 2.2.3 depend only on a small subset of the control vertices in
vicinity of the currently computed geometry position, the basis functions Φ have compact
support, i.e., the local parameter maps
{
ψ
φj
2,i
}
do not vanish and are strictly positive
only inside a subset of faces Ξ2,j ⊂ CF2. More precisely, let Ξ0,j ⊂ CF0 is the subset
of control mesh faces which are directly adjacent either to the control vertex c0,j or to
a neighbor control vertex c0,ji of c0,j. The set Ξ1,j ⊂ CF1 includes all sub-faces of the
faces in Ξ0,j and correspondingly, Ξ2,j includes all sub-faces of the faces in Ξ1,j.
24
Part I
Control Mesh Layout
25

3 Face-Based Polygonal Mesh
Simplification
Mesh simplification (a.k.a. mesh decimation) is a mesh optimization problem which aims
at finding an optimal approximation of the input geometry within a specified budget of
elements, or vice versa, at finding the minimum number of elements approximating the
input geometry within a given error tolerance. In the quest for structure-preserving
control mesh generation, the mesh simplification approach offers an attractive route:
• A simplification algorithm can be used to drive the complexity of the scanned input
mesh M to a sufficiently coarse mesh M ′, which then can be either used directly
as or converted to a control mesh for a subdivision surface. Since the entities of
M ′ are placed (quasi-) optimally with respect to an error measure E , choosing E
so that the geometry decimation is either implicitly or explicitly penalized in the
feature regions of the surface leads usually to a structure-preserving output mesh
M ′. However, since a control mesh has to be as regular as possible (unless this
contradicts the structure-preservation goal), some evaluation of the mesh vertices
connectivity and face quality should be considered when designing the metric E as
well.
• Mesh simplification algorithms work by applying successively certain operators,
e.g., vertex collapse and face merge, on the current version of the input mesh M .
These operators are designed so that after each operation the resulting version of
M is a consistent mesh. Therefore the sequence {M = M0 . . .MN = M ′}, where
the mesh Mi+1 is obtained by using a consistent operator on Mi, can be reproduced
from M ′ by simply applying in reverse order the inverse of the applied operators.
This property allows choosing control meshes on different levels of detail, which is
very useful if the user desires to experiment with various control mesh layouts in
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Figure 3.1: Levels of detail of the fan model produced by our face-based polygonal
mesh simplification algorithm: Top left: a) full resolution (13K faces). Bottom left :
b) 200 faces. Top middle: c) 50 faces. Bottom right: d) 17 faces. Top right: e) 5
faces. Note that even on coarse resolutions (d and e), all polygonal faces are valid (no
self-intersections) and fold-over artifacts are absent.
order to perform shape editing on both coarse and fine resolutions. The simplified
mesh M ′ plus the sequence of inverse operators needed to reproduce the input
mesh M are known as progressive mesh representation [Hop96].
• Efficient “greedy” methods, e.g., [GH97], allow mesh simplification algorithms to
generate nearly optimal solutions [Gar99, HG99] while keeping the computation
complexity at reasonable level — usually O(n · log n), where n is the input mesh
complexity. Multiple choice techniques such as [WK02, WK03] are even more
efficient (O(n) complexity) which allows the processing of extremely dense input
meshes. This trade-off is especially useful when the mesh simplification technique
is applied to input meshes produced by meshing point clouds obtained by scanner
devices, since the modeled object’s surface is typically sampled very densely to
guarantee sufficient approximation quality.
28
3.1 Related work
While previously known mesh simplification techniques work exclusively on triangle
meshes and therefore produce a simplified triangle mesh M ′, for high-quality Catmull-
Clark surface generation, control meshes with predominantly quad elements are sought.
Therefore, in [MK05a], we developed an original simplification method which accepts an
arbitrary polygonal two-manifold mesh as an input and produces a simplified polygonal
mesh as well. The method combines a novel mesh element quality criterion with a com-
bined integral L2/L2,1 geometry deviation metric in order to produce extremely coarse
versions of the input mesh. At the same time the resulting meshes preserve both the
geometric structure and shape of the input surface, and their mesh elements are of high
geometrical quality (Fig. 3.1), i.e, without fold-over artifacts, which typically plague low
complexity results of existing simplification techniques.
3.1 Related work
Numerous techniques exist for simplifying the complexity of a triangle mesh. Most of
them are guided by a specific approximation metric, sometimes augmented by a quality
measure for the produced elements. In our survey we will classify these methods in
dependence of the their main algorithmic structure, since the other technical details,
e.g., the specific approximation metric, vary considerably.
3.1.1 Greedy methods
Greedy mesh simplification schemes, such as the one we present, are among the most
popular methods, since they allow a trade of the optimality of the produced solution for
a significant reduction of the computational costs. Most of these algorithms decimate the
input mesh by iteratively collapsing the mesh vertex with the smallest approximation
error (as determined by a selected approximation metric E), an approach first proposed
in [SZL92] and later adopted in many mesh simplification works: In [Hop96] a progressive
mesh representation is built by successive application of vertex collapses — by applying
in the reverse order the vertex split operator (the inverse of the vertex collapse) over a
simplified mesh M ′, successive levels of detail of the input mesh M can be constructed.
In order to control precisely the geometrical deviation between M ′ and M , in [KLS96]
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an algorithm evaluating the actual Hausdorff error H(M,M ′) during simplification was
proposed.
Striving for a more efficient, yet accurate simplification, Garland and Heckbert [GH97]
proposed one of the most popular geometry deviation metrics used in the greedy simpli-
fication algorithms today — the quadric error metric (QEM). In addition to being very
simple to implement and efficient to compute, the QEM is proved to be asymptotically
optimal with respect to the L2 approximation error [HG99], producing triangulations
aligned with the anisotropy of the surface. Recently, this metric has been extended to
handle successfully geometry data in arbitrary dimension [GZ05].
The dual operator of vertex collapse, face merge, which we employ in our technique, was
used in greedy techniques for segmenting the input mesh [KT96, GWH01, LPRM02].
However, its potential was not fully realized, since simplified mesh generation based on
it was not pursued in any of these works.
3.1.2 Global algorithms
Global mesh simplification algorithms are considerably slower than the greedy approaches
discussed in Section 3.1.1. However, they usually repay the invested computation time
with improvements of the final approximation quality. In [HDD+93] the mesh complex-
ity optimization is pursued by a two-step iterative process: In the first step the optimal
vertex positions are computed as the solution of an overdetermined global linear system
minimizing the geometrical deviation between the input and the simplified mesh. In the
second step the connectivity and the number of the vertices are improved by applying
local, non-linear operators such as edge swap, edge collapse and vertex split. Another
global approach with approximation and quality guaranties based on surface envelopes
was proposed in [CVM+96].
3.1.3 Clustering methods
Clustering methods strive to describe portions of the input mesh M with a certain
geometrical entity (proxy), which is representative for the geometry of the corresponding
mesh patch. Once the process of clustering is completed, the proxies are converted to
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a simplified mesh M ′ according to the goals of the simplification approach. Note that
while the clustering methods first produce an explicit clustering of M and then generate
M ′ based on it, the greedy methods described in Section 3.1.1 (and our technique) define
implicitly during the simplification process a clustering of M with respect to the elements
of M ′ (Fig. 3.2).
In [She01] face-based clustering was used to generate a low complexity tessellation of an
input CAD model. Later methods, based on the Lloyd quantization technique [Llo82],
were developed for polygonal mesh simplification: In [BMZ04] quad-dominant mesh gen-
eration was exclusively sought for the purpose of quad-remeshing of the input mesh. The
coarse, quad-dominant meshes generated by this algorithm can be used as Catmull-Clark
subdivision control meshes and applied in the reverse engineering pipeline. However, the
used energy functional emphasizes the regularity of the generated mesh faces, ignoring
the structure preservation and the anisotropy alignment. Therefore, the application of
the technique [BMZ04] for mechanical objects is rather limited. Following exactly the
opposite route, in [CSAD04], alignment of the mesh clusters (and hereby of the output
polygonal mesh) with the surface anisotropy was pursued by employing integral geometry
(L2) and normal (L2,1) deviation metrics. While the meshes generated by this method
exhibit excellent structure-preservation, the quality of the mesh faces is uncontrolled,
which might lead to fold-over artifacts, especially on coarse resolutions (Section 3.5).
In [WK05] the structure-preserving properties of the algorithm [CSAD04] were further
extended by employing additional high-order geometry descriptors, e.g., cylinders and
spheres.
3.2 Contributions
With the sole exception of [CSAD04, BMRJ04], all of the techniques presented in Section
3.1 target triangle mesh generation. However, quad-dominant meshes are required for
producing high-quality Catmull-Clark subdivision surfaces. Moreover, none of these
approaches is able to produce extremely coarse artifact-free meshes required for global,
structure aligned deformations.
In contrast, our simplification scheme for general polygonal meshes generates a progres-
sive sequence of coarser versions of the input mesh M adjusted and aligned to the major
31
3 Face-Based Polygonal Mesh Simplification
Figure 3.2: Simplification and clustering of the Bunny model. Left: a) our simplification
technique produces implicitly a clustering of the input mesh M . Right: b) the simplified
mesh M ′ (14 polygonal faces) corresponding to the clustering visualized on the left. Each
face fi,j ∈ M ′ contains concise descriptors of both the topological and the geometrical
information of the corresponding input mesh face cluster.
geometric features. The algorithm is specifically designed to overcome difficulties arising
when M is decimated to extremely coarse resolutions and provides valid, non-folding,
two-manifold polygonal meshes approximating the structure of the model (Fig. 3.1).
The scheme is guided by two major principles: minimizing a combined integral L2/L2,1
error measure for all faces (this provides the relation to the shape and the structure of
the input surface) and guaranteeing that each face is injectively projectable to a plane
(to control the geometric quality of the individual faces).
As already observed in [CSAD04], the integral L2 and L2,1 measures lead to a very robust
and faithful alignment of the geometric clusters to the major anisotropic features of the
surface. Even if we employ a greedy procedure for the simplification instead of a global
Lloyd-relaxation, we can still exploit the same effect and hence obtain polygonal meshes
which reliably capture the shape and structure of the input geometry very well. The
additional injectivity condition prevents the polygonal faces from degenerating while not
affecting the alignment properties.
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Figure 3.3: Simplification and clustering of the Rocker arm model. Left: a) the clus-
tering the input mesh M . Right: b) the simplified mesh M ′ (6 polygonal faces) corre-
sponding to the clustering visualized on the left. To represent the entire top/bottom
surface region of this technical object on such a coarse resolution, a complex polygonal
face with a hole is required.
3.3 Algorithm description
Given an arbitrary two-manifold mesh M ≡ M0 as input, our goal is to find coarse
polygonal approximations {Mi} in which each face fi,j ∈ Mi represents a certain geo-
metrically prominent region on the input surface (= cluster of faces Ri,j ⊂ M). Since
the shape of a given geometrically distinctive surface region might be not well approxi-
mated by a simple triangle or a quad, we allow the faces of our simplified meshes {Mi}
to be convex or non-convex polygons, with or without holes, not necessarily planar (Fig.
3.3). However, we have to guarantee at least a minimum quality of the decimated faces:
That is, we require that for each polygonal face fi,j of Mi, there has to be a plane Pi,j
such that projecting the boundary loops of fi,j into this plane is an injective mapping.
Moreover, we require that the inner loops (holes) project into the interior of the outer
boundary loop and that their projections are not nested. This ensures that the gener-
ated complex polygonal faces will have proper geometrical shape, without fold-over and
self-intersections. Furthermore, it allows a simple conversion of a simplified mesh Mi to
a proper, quad-dominant Catmull-Clark control mesh C (Section 3.4).
Instead of using the well-established edge-collapse operation [HDD+93, Hop96, GH97]
for the decimation, we use its dual, the face-merge operation. Although this operation
is more complex than the edge collapse, especially for general polygonal faces, we can
still define an inverse operation, the face-split, such that the hierarchy of coarser and
coarser meshes M0 . . .Mn provides a (generalized) progressive mesh representation. In
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this hierarchy, we can browse up- and down-stream in constant time to choose the desired
level of detail Mi used for control mesh generation.
Since the coarse meshes {Mi} serve as subdivision surface control meshes, they have to
capture the global structure of the input geometry at a certain level of detail. Hence,
we put more emphasis on the global orientation and alignment of the coarse mesh edges
and faces rather than minimizing the local geometric deviation between Mi and M0.
This is why we are using a combined integral L2/ L2,1 measure as priority for a greedy
decimation scheme: As shown in [Sim94, CSAD04], the elements of an optimal piecewise
linear approximations of M0 with respect to these two measures have to be aligned with
anisotropy of the surface (for hyperbolic surface regions this is true only for the L2,1
measure). To control the element quality, in each step we merge the two polygonal faces
that cause the least increase of the L2/ L2,1 error only if the resulting face boundaries
are still injectively projectable into a plane.
3.3.1 Polygonal face data structure
To relate each face fi,j in our simplified mesh structure to its corresponding input mesh
region Ri,j, we augment fi,j by storing an exact information of the topology and an
approximate description of the geometry of Ri,j. The geometric information is specified
by the mean (area-weighted) normal Ni,j, the centroid Bi,j and the area σi,j of Ri,j. Ni,j
and Bi,j define the plane Pi,j which approximates the surface region Ri,j.
The topological information consists of a set of polygonal loops, one outer loop and
maybe one or several inner loops (holes). Each boundary loop (or a segment of it)
connecting fi,j to another face fi,k represents an edge path separating the corresponding
input mesh regions Ri,j and Ri,k. There are two geometric embeddings for the vertices of
these loops: The first embedding is a spatial position on the input surface, the second one
is a planar position in the plane Pi,j which is obtained by orthogonal projection. We use
the planar embedding to generate a (constrained Delaunay) triangulation T ′i,j [BDP
+02]
of the corresponding planar polygon and by lifting this triangulation into the spatial
embedding, we obtain an approximate, low complexity, piecewise linear representation
Ti,j of the (non-planar) face fi,j (and the corresponding input mesh region Ri,j), which
we use to compute the priority of the face merge decimation operator in Section 3.3.3.
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To initialize the simplification procedure, we set trivially each face f0,i to correspond to
exactly one face in the input mesh M and setup the corresponding topological informa-
tion accordingly. If M0 consists solely of triangles, setting up the geometry information
is also trivial, otherwise, i.e., if there are polygonal faces, we estimate the geometrical
descriptors N0,j, B0,j, σ0,j by fitting a plane Pj to the vertices of each face.
3.3.2 Face merge operator
Since we are allowing for arbitrary polygonal faces with holes, the face merge operation
can be quite complicated. However, when using a half-edge data structure, the merge
operation is easily implemented in terms of cutting and splicing boundary polygons. If
we want to merge two faces fi,j and fi,k into a new face fi+1,l we first have to identify
their common boundary segments. After removing these segments, we are left with a
set of boundary loops again. One of these loops consists of boundary segments that
formerly belonged to the outer loops of fi,j and fi,k. This is the new outer loop. All the
other loops are inner loops of the merged face fi+1,l (Fig. 3.4).
As stated above, we are only accepting polygonal faces whose boundary loops project
injectively into a plane. Hence, the face-merge operation also computes a new plane
Pi+1,l as an area weighted average of the two planes Pi,j and Pi,k, i.e., σi+1,l = σi,j + σi,k
and
Ni+1,l =
σi,jNi,j + σi,kNi,k
‖σi,jNi,j + σi,kNi,k‖ , Bi+1,l =
σi,jBi,j + σi,kBi,k
σi,j + σi,k
. (3.1)
If the boundary loops of fi+1,l do not project injectively into this plane, we reject the
merge operation.
3.3.3 Merge priorities
Our decimation scheme is a simple greedy algorithm which in each step performs the face
merge operation with the highest priority, i.e., the lowest error, that does not violate the
injectivity criterion. Each merge operation is potentially followed by a number of valence
two vertex removals. Then the priorities are updated and the next merge operation is
selected.
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Figure 3.4: Merging the faces A and B produces a combined face with three boundary
loops: an outer contour and the two inner holes corresponding to the adjacent faces C
and D.
Inspired by [CSAD04], we base our error measure on a combined integral L2/ L2,1-
metric. In order to estimate its value for a given (merged) face fi+1,l, we integrate the
L2 deviation of the lifted CDT Ti+1,l with respect to the proxy plane Pi+1,l: Let d0, d1,
d2 be the distances from the vertices of a triangle t ∈ Ti,j ∪ Ti,k from the plane Pi+1,l.
The integral L2 error of Pi+1,l with respect to t is:
L2(t, Pi+1,l) =
1
6
(d20 + d
2
1 + d
2
2 + d0d1 + d0d2 + d1d2) |t| (3.2)
as shown in [CSAD04]. Finally we estimate the total L2 error for the face Fi,j as:
L2(fi+1,l) =
∑
t∈Ti,j
L2(t, Pi+1,l) +
∑
t∈Ti,k
L2(t, Pi+1,l) . (3.3)
The L2,1 deviation is estimated by computing an area weighted sum of the deviation
between the normals before and after the merge:
L2,1(fi+1,l) = σi,j · ‖Ni,j −Ni+1,l‖2 + σi,k · ‖Ni,k −Ni+1,l‖2 . (3.4)
Notice that both error measures are only approximations to the true errors with respect
to the original input mesh M0. However, since the integral has a low-pass filtering effect
anyway and since we never noticed a significant difference in the quality of the resulting
coarse meshes Mi when using the true measure, we decided to use the approximate
measure which can be evaluated much more efficiently, in constant time.
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Since a weighted sum of the two error measures is not scale independent, we rather
combine the two measures by multiplying them so that the L2,1 metric acts as a weighting
factor for the L2 metric and vice-versa:
E(fi+1,l) =
[
1 + L2(fi+1,l)
] · [1 + L2,1(fi+1,l)] . (3.5)
3.3.4 Contour decimation
The face-merge operation does not remove any vertices from Mi. Hence we need a
second operation to actually reduce the geometrical complexity. In our algorithm, this
operation is simply removing the valence two vertices that appear after several faces
have been merged (Fig 3.5).
For closed meshes, we decimate every valence two vertex vk as soon as it appears. For
meshes with boundary we have to take some error measure into account in order to
preserve the shape of the input surface’s boundary. As there is only one face incident to
a boundary valence two vertex, we simply compute the corresponding L2 error integral
in closed form by
L2(vk) =
1
3
‖vj − vl‖ d2 , (3.6)
where vj and vl are the two adjacent vertices to vk and d is the orthogonal distance of vk
to the edge vjvl. The L
2,1 error vanishes because the face normal does not change after
the vertex removal, hence
E(vk) = 1 + L2(vk) . (3.7)
In any case, in order to prevent fold-overs in non-convex faces or in faces with holes, we
allow removing any vk only if the injectivity criterion is true for the adjacent faces after
the removal. Moreover, in order to avoid connectivity inconsistencies in the mesh Mi+1,
the removal operator is permitted only if the edge vjvl did not already exist in the mesh
Mi.
3.3.5 Performance considerations
The most time consuming step in the decimation procedure is the construction of the
CDT Ti,j after every merge or removal operation. The Ti,j is necessary to evaluate the
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Figure 3.5: To decimate the contours of the merged regions we remove all excess valence
two vertices.
approximate L2/L2,1 error measures. The complexity of this step grows like O(m logm)
with the valence m of the polygonal face fi,j. This can lead to performance problems
in flat surface regions where the error measure (3.5) is very small and faces with very
high valence can occur. In order to avoid these pathological configurations, we add
another criterion to the decimation scheme which prefers low valence faces. However,
this criterion has to be designed in such a way that it does not influence the decimation
scheme in regions where the error measure (3.5) has non-vanishing values.
Consequently, we add two more factors
(1 + ε(m− 4)2) · (1 + ε
∑
q
(αq − π/2)2) (3.8)
with some small weight coefficient ε to the combined error measure (3.5) where m is
the face valence and {αq} are the inner angles at the vertices incident to the removed
boundary segment(s) shared by fi,j and fi,k. These two factors penalize high valences
and non-regular inner angles. However, due to the small weight coefficient ε, (3.8) can
influence a greedy decision only if the other factors are close to constant and hence they
act like a “tie-break”. Note that these penalty terms are not meant to enforce the quality
of the mesh elements in general — we need them only to prevent uncontrolled growth
of the CDTs computation time in regions where the input mesh is nearly planar.
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3.4 Quad-dominant partitioning
Once the input mesh M is simplified to the coarsest possible level MN , any level of detail
(an intermediate mesh) Mi can be used to provide a control mesh C for Catmull-Clark
subdivision. To guarantee high quality limit surfaces, we have to avoid non-convex faces,
faces with high valence and to prefer quad faces in general. Since we do not want to
increase additionally the complexity of the mesh, we proceed to find a convex partitioning
without Steiner points for each face fi,j (Fig. 3.6c). This partitioning has to be applied
to the planar embedding of fi,j and is then lifted to its spatial embedding. The convex
partitioning algorithms available in the literature [HM83, KS98a] do not provide the
required solution since they do not take the valence of the generated convex faces into
account.
Suppose Γ is some convex partitioning of a polygonal face fi,j. We define a score function
ω for every cell f ∈ Γ: ω(f) = 0 if V(f) = 4, ω(f) = 1 if V(f) = 5, ω(f) = 2 if V(f) = 3
and ω(f) = ∞ otherwise. Valence 5 cells are preferred due to the better quality of
the subdivision limit surface compared to valence 3 cells. The score of the complete
partitioning Γ is defined as ω(Γ) =
∑
f∈Γ ω(f).
We are interested in finding a partition Γ which minimizes ω(Γ). The already computed
CDT Ti,j of fi,j exhibits angle optimality with respect to the choice of available diagonals
in the planar embedding of fi,j. Hence, similarly to [HM83] we restrict our convex
partitioning to diagonals existing in Ti,j. Since the number of vertices in fi,j is usually
small, a brute force approach with branch caching rapidly finds the optimal Γ by simply
checking all possible decompositions. If fi,j happens to have higher valence than a certain
threshold (20 vertices), we fix several diagonals from Ti,j in order to split fi,j into a few
smaller polygons and run the brute-force algorithm on each of them.
3.5 Results
3.5.1 Mesh quality
We tested our algorithm on various input meshes, with emphasis on mechanical ob-
jects: Fig. 3.1, 3.6, 3.7. Recall that our simplification scheme discards the best possible
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Figure 3.6: Extraction of a coarse quad-dominant control mesh through simplification:
Top left: a) a tessellated CAD model as an input mesh (60K faces).
Top right: b) the model simplified to 24 general faces and 44 vertices.
Bottom left: c) the polygonal mesh b) is partitioned into a quad-dominant mesh used
to define a smooth Catmull-Clark surface representing the shape of the input object.
Bottom right: d) using c) as a base domain of our multiresolution mesh modeling frame-
work (Chapter 8) allows us to perform several large-scale modifications on the original
mesh (represented as a normal displacement field). Notice that moving a control point
leads to a “meaningful” deformation because the coarse control mesh captures the global
structure of the model.
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Figure 3.7: Levels of detail of the scanned Rocker arm model mesh. From left to right:
a) Full resolution (80K faces), b) 270 faces, c) 32 faces, d) 17 faces, e) 6 faces.
merge operation in terms of approximation error, if its result does not meet the min-
imum requirement of injective projection as specified in Section 3.3. Not surprisingly,
this approach leads to a slightly suboptimal approximation quality when compared to
established methods such as [GH97] and [CSAD04]. However, we trade a small increase
of the approximation error for the possibility to generate much coarser meshes which are
still consistent (Fig. 3.8). Moreover, we intentionally avoided dependence of any user-
specified parameters, hence our decimation is fully automatic and not a “trial and error”
experience. The simplification stops when there are no more possible valid simplification
steps to be performed.
3.5.2 Timings
For most models our simplification algorithm performs in-between the QEM simplifica-
tion and the VSA approach. Despite the greedy nature of the algorithm, the construction
of a CDT in every simplification step increases the computation cost considerably. The
simplification times for the Rocker Arm (80K faces), the car model (60K faces) and
the fan model (13K faces) are respectively 34sec, 26sec and 6sec. Timings are taken on
Pentium IV 2.8GHz, 2GB RAM system.
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The fan model simplified to 36 triangles
The car model simplified to 92 triangles
Figure 3.8: From left to right: a) [GH97], b) [CSAD04], c) our result. The QEM
decimation produces acceptable meshes, but important features are smoothed out. On
the other hand the VSA meshes capture precisely the geometry structure, however at
so coarse level of detail, exhibit artifacts and fold-overs. These issues can be resolved
using more proxies, but at the expense of additional triangles. Our algorithm preserves
the structure of the original models, without introducing any artifacts, even on such low
resolutions. Note that the meshes produced by our algorithm are triangulated in order
to fairly compare with the quality of the results produced by the other two techniques
for the same mesh complexity (number of triangles).
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3.6 Limitations
Since our error measure (3.5) does not take into account the regularity of the mesh ele-
ments (both vertices and faces), meshes produces by our algorithm have usually irregular
connectivity. This is especially noticeable on finer resolutions, e.g., Fig. 3.7b. Therefore,
using the output of the algorithm on finer levels of detail as a source for Catmull-Clark
control mesh generation leads to non-optimal quality Catmull-Clark limit surfaces. Note
that increasing the  value in the error measure factors (3.8) leads to only a minor im-
provement of the mesh regularity, due to the fact that the face vertex positions are
constrained to the input mesh vertices, but has a quite negative effect on the structure
alignment and the geometry approximation. Since finer control meshes are useful in
various situations, e.g., geometry detail editing or accurate surface approximation, we
present in Chapter 5 and Chapter 6 two remeshing techniques which allow the generation
of finer control meshes with more control of the element regularity.
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In contrast to the simplification algorithms discussed in Chapter 3, the remeshing tech-
niques are more concerned with the quality of the mesh elements rather than with
the approximation efficiency of the mesh. In general, remeshing is defined as a mesh
optimization problem of finding the locally most regular mesh representing the input
geometry under some predefined constraints, e.g., sharp features reproduction and ap-
proximation tolerances. Regularity is usually defined as a condition for the mesh con-
nectivity, i.e., vertex and face valence, and/or for the local element shape, e.g., isotropy
and anisotropy.
Due to the significant difference of the Catmull-Clark limit surface quality, smoothness
and approximation power in regular and irregular regions (Chapter 2), the face/vertex
regularity is the second most important priority for Catmull-Clark control mesh gener-
ation (note that the structure-preserving alignment of the elements is the most critical
factor, since it defines the form of the available native shape deformation functions on
the subdivision surface). Therefore, at this point we formulate the Catmull-Clark control
mesh generation as a remeshing problem: Given an input mesh M , compute an as regu-
lar as possible remeshing C under the constraint that the entities of C are aligned with
the geometric structure of the surface approximated by M . In the next two chapters we
will present two remeshing techniques [MK04a, MK06] which tackle this problem.
This chapter gives an overview of the related work in the field of anisotropic and quad-
dominant remeshing. For a more complete and detailed survey of the existing remeshing
techniques (including also topics such as triangle mesh generation and isotropic remesh-
ing) we recommend the following papers: [Owe98, AUGA05].
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4.1 2D quad remeshing
The pioneering techniques for quad-dominant remeshing were developed for FEM ap-
plications and work by transforming a triangle mesh to a quadrilateral one: In [BS91,
OSCS98] an advancing front approach propagates triangle-to-quad transformations from
the boundary to the interior of the mesh. Borouchaki and Frey [BF98] developed a
method which adaptively fills a 2D polygon with a triangle mesh and then merges tri-
angles to quads. Shimada et al. [SLI98] pack the contours of the input mesh with
square cells and convert them to a quad-dominant mesh. Our quad-dominant remeshing
technique (Chapter 6) also employs a 2D quad-remeshing algorithm, however, instead
of using a triangle-to-quad mesh conversion, we directly construct the elements by in-
tersecting a set of curves in the parameter domain. This constructive approach allows
us to operate more flexibly when optimizing the regularity of the output mesh.
4.2 3D quad remeshing
After simplifying an input 3D triangle mesh to a coarse resolution, Eck and Hoppe [EH96]
merge pairs of triangles by solving a graph matching problem to form a quad-dominant
B-spline patch layout and then fit it to the input geometry. In [GKSS02] a quad domain
(and a quad remeshing based on it) is defined interactively starting with the bounding
box of the input model and performing a set of irregular and regular operations, changing
not only the connectivity and the geometry, but also the topology of the domain.
Boier-Martin et al. [BMRJ04] compute a clustering of the input mesh, convert it to a
quad-dominant mesh and refine it to obtain an all quad remeshing of the input surface.
In [CSAD04] an input mesh segmentation is computed and a triangle mesh is generated
which conforms to the segmentation boundaries. In a subsequent step triangles in flat
regions are merged to form a polygonal mesh. Similarly to these methods, our quad-
dominant remeshing technique is able to provide structure-preserving output meshes at
coarse resolutions. Moreover, it is able to optimize the element regularity of the output
as well. The anisotropic remeshing technique described in Chapter 5 computes very
efficiently middle and high complexity quad-dominant output meshes. Its performance
competes even with fast greedy simplification methods such as [GH97].
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4.3 Anisotropic remeshing
In [BH96] the pioneering work on generating 2D anisotropic triangle meshes for FEM
applications is presented. Later 2D anisotropic remeshing algorithms are developed in
[GB98, SYI00]. The approximation properties of the anisotropic meshes are investigated
in [DS91, D’A00]. In [LS03, BWY05] a robust algorithm for 2D anisotropic Voronoi
diagrams and triangulations with theoretically guarantied quality is proposed.
Garland and Heckbert showed in [HG99] that the QEM simplification [GH97] asymptoti-
cally aligns triangles with the anisotropy of the simplified mesh. Alliez et al. [ACSD+03]
proposed a method which integrates lines of principal curvature in the parameter domain
of the input surface and intersects them to form an anisotropic polygonal remeshing. In
[DKG05] the line sampling of the surface is guided not by an estimated curvature tensor
filed, but by two custom-defined vector fields: The first one is computed as the gradient
of a smooth harmonic scalar field on the input mesh and the second one is constructed to
be everywhere orthogonal to the first one. This approach results in more regular output
meshes. Our anisotropic remeshing algorithm is an extension of the technique proposed
in [ACSD+03]: It supports two-manifold meshes with arbitrary topology, extends the
line sampling to the isotropic surface regions and improves significantly the performance.
4.4 Feature preservation
Alignment of the output mesh elements with sharp features was specifically pursued in
[BK01]. In [AMD02] sharp features are preserved by constraining edges to be aligned
to them during the remeshing. By placing constraints on the boundaries between the
regions, our quad-dominant remeshing algorithm preserves the important sharp features
detected during the segmentation step. The anisotropic remeshing technique integrates
the feature graph of the input mesh in the set of all lines computed on the surface and
thus preserves all edges included in it.
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4.5 Parameterization based approaches
Gu et al. [GGH02] generate a fully regular quad mesh for genus zero surfaces by unfolding
the surface to a planar rectangle and resampling it by following a regular grid in the
parameter domain. In [SWG+03] this process is extended by first segmenting the surface,
and then resampling each patch separately. Finally the output remeshes are zippered
to form a consistent mesh. In [KLS03] a globally smooth parameterization is defined
on a base domain obtained through structure-preserving simplification and then it is
used to produce a semi-regular triangular remesh. Ray et al. compute a periodic global
parameterization [RLL+06] of the input surface aligned to the principal curvature vector
fields and use it to produce a quad mesh with possible T-joints. In [TACSD06] discrete
harmonic forms are used to produce an all quad semi-regular output mesh conforming
to a set of predefined corner points. In [DBG+06] a globally smooth parameterization
of the input mesh is computed using a quad domain obtained by spectral decomposition
of the surface.
Our quad-dominant remeshing technique also employs parameterization to sample the
input mesh in the interior of each region, however, mesh faces are not aligned to the arti-
ficial boundary constraints typically used to constrain the parameter domain (rectangles
or circles). Instead, we use [LPRM02] to compute a boundary-free parameterization and
then map edges aligned to the features of the model to the parameter domain, which
allows us to avoid the well-known reconstruction artifacts which usually emerge from
mapping jagged patch boundaries in 3D to smooth boundary curves in the 2D domain.
The anisotropic remeshing algorithm avoids computing global parameterization of the
input mesh: Instead, we update dynamically a local parameterization of a small mesh
region of interest, in which resides the front of the currently integrated line of principal
curvature.
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The first remeshing approach we focus on is based on resampling the input mesh M
by following the principal curvature directions of the approximated surface [ACSD+03]
(Fig. 5.1). The merits of this idea are based on the following important observations:
• By resampling along principal curvature directions, one produces mesh elements
which are aligned with the anisotropy of the input surface. This property of the
mesh elements implicitly implies structure preservation (in anisotropic surface re-
gions) of the generated control mesh: For instance, when artists illustrate an ob-
ject, they draw line strokes in a way that describes optimally the desired shape
— in anisotropic regions this means aligning the line strokes to the minimum cur-
vature principal directions. Different rendering techniques [HZ00, RK00] simulate
human-made drawings based on this observation. Furthermore, CAD profession-
als often compose a solid model by standard shapes such as cylinders, cones and
spheres, thus again exploiting implicitly the natural anisotropy (or isotropy) of
such primitives. Therefore, we can expect that aligning the control mesh elements
with respect to the principal curvature directions of the input surface produces a
structure-preserving remeshing of the model.
• Since the minimal and the maximal principal curvature directions are orthogonal
at any point of a given surface, faces formed by placing edges along the principal
curvature directions will have angles close to π/2. This implies that at each sam-
pled surface point p where the Gaussian curvature K(p) of the surface is close to 0,
(ideally) exactly 4 faces will be formed during remeshing, since 4 right angles define
a complete tiling of 2π. From this observation it follows that an (ideally) produced
anisotropic remeshing C of a typical mechanical object will be mostly regular in
anisotropic regions, since hyperbolic and elliptic points with a large |K(p)|, i.e.,
points at which the distortion introduced due to the discretization is sufficiently
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Figure 5.1: Anisotropic remeshing of a cylindrical shape: Left: a) input mesh (5.4K
triangles). Middle left: b) sampling along the minimum principal curvature direction.
Middle right: c) sampling along the maximum principal curvature direction. Right: d)
the final quad remeshing (276 quads).
large to require less or more adjacent faces during remeshing, are usually isolated
and only appear at special locations such as natural corners and saddles. Note that
irregular vertices at such locations are not only tolerable, but are typically needed
for the purpose of structure preservation, e.g., one would like to have exactly three
edges emanating from a corner point on a box-like shape.
• As proved in [Sim94, D’A00], an optimal piecewise linear approximation of a
smooth surface is achieved if one aligns the linear elements according to the prin-
cipal curvature directions of the surface. In [BK01], normal noise due to piecewise
linear discretization is reduced by exploiting the same property. Canonical shapes
such as cylinders easily illustrate the power of the anisotropic alignment: Increas-
ing uniformly the number of elements along the circumference results in better
approximation, while splitting along the zero curvature direction does not improve
the approximation quality. Therefore, for the purpose of control mesh generation,
this purely geometrical argument implies low control mesh complexity, a property
often useful for free-form surface modeling.
In this chapter we describe an extension [MK04a] of the anisotropic remeshing algorithm
[ACSD+03] which allows us to apply the method to meshes with arbitrary topology,
extends the line sampling from the anisotropic regions the isotropic ones and improves
significantly the computational efficiency of the original technique.
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5.1 Algorithm overview
The anisotropic remeshing technique introduced in [ACSD+03] can be separated into
several distinct subsequent steps (Fig. 5.2):
1. Initially a continuous, piecewise linear curvature tensor field over the original tri-
angle mesh is computed and filtered.
2. The original mesh is then sampled by building a network of curves following the
principal curvature directions. A user-prescribed approximation tolerance in con-
junction with the estimated curvature quantities defines their local density in dif-
ferent regions of the mesh.
3. The vertices of the newly generated mesh are obtained by intersecting the inte-
grated curvature lines and the new mesh edges are defined along the curve segments
connecting these intersection points. Finally, the mesh faces are generated from
the extracted graph of vertices and edges, which results in a quad-dominated mesh
due to the natural orthogonality of the principal curvature lines.
In Section 5.3 we describe how to estimate the curvature tensor field T over the input
mesh M . Further tensor field post-processing operations are described in Section 5.4. In
Section 5.5 our local parameterization approach used for integrating the curvature lines
is presented, along with an efficient data structure for performing the proximity queries
required during the sampling phase. An algorithm for directly meshing the extracted
graph of vertices and edges in 3D is presented in Section 5.6. Finally, the results of our
technique are discussed in Section 5.7.
5.2 Contributions
The specific contributions of our work are mainly concentrated in the second and most
important stage of the algorithm, while modifications of the first and the third part are
sometimes necessary to account for the changes introduced in the second stage. We
improve the anisotropic remeshing technique in the following aspects:
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Stage I - Curvature tensor field estimation
Stage II - Curvature lines integration
Stage III - Lines intersection and meshing
Figure 5.2: A visualization of the stages of an anisotropic remeshing of the Bunny model
produced by our technique.
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• Generality: Unlike the original algorithm, our approach does not require the
construction of a global parameterization of the original mesh for the principal
curvature lines integration and therefore is inherently applicable to arbitrary genus
surfaces. This also removes a significant computational burden and implementation
complexity from the remeshing process: It is well known that even employing
sophisticated preconditioning and multi-grid techniques [RL03, AKS05], for high
complexity meshes the global parameterization problem is hard to tackle.
• Isotropic regions: The original algorithm uses a straightforward approach for
dealing with isotropic regions by uniformly sampling them and building a con-
strained Delaunay triangulation using the samples. While there are geometric
arguments in favor of this approach, it does not seem appropriate for meshing flat
areas and transition regions between anisotropic patches (Fig. 5.5). Such config-
urations are often encountered in technical models, and thus are relevant for the
Catmull-Clark subdivision surface control mesh generation. Therefore we propose
a more sophisticated solution for sampling these regions: To obtain a coherent
quad-mesh we propagate reliably estimated principal directions from the adjacent
anisotropic patches into each isotropic area. Accordingly, we invert the line seeding
strategy: Instead of placing the initial curvature line seeds at umbilic locations, we
place them in strongly anisotropic regions where the principal directions can be es-
timated reliably. Finally, we bridge the non-reliable isotropic regions by computing
geodesic curves inside them.
• Performance: By proposing a simple and efficient data structure to speed up
the proximity queries during the line integration phase, we improve significantly
the scalability of the remeshing procedure. As a consequence our algorithm is
able to process very large meshes such as the Buddha model (1M triangles) and
even the full resolution model of the head of Michelangelo’s David (4M triangles) in
acceptable time. Unlike the original work, we avoid using exact precision arithmetic
during the entire procedure. All the special cases we need to take care of are related
to distinguishing the vertices, edges and faces of the (piecewise linear) input mesh.
We give specific details when describing the according step of our algorithm.
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Figure 5.3: Computing the curvature tensor for a mesh edge e involves the dihedral
angle θe between the adjacent face normals n0 and n1, since it measures the bending of
the mesh at e.
5.3 Curvature tensor field estimation
By definition, a triangle mesh M is a piecewise linear surface, infinitely smooth in the
interior of each triangle fi and only continuous (in general) at its edges and vertices.
However, assuming that M is an approximation of a some smooth (or piecewise smooth)
surface B (as it is the case if M is a scanned mesh of the surface of a physical object), we
can associate certain smoothness properties (normals, tangent planes, curvature tensors)
to the mesh elements. In this section we will describe a technique [CSM03] how to
estimate a curvature tensor matrix for each point p on B, defining in the process a
continuous (piecewise linear) curvature tensor field on M . Note that the curvature tensor
estimation procedure is just an approximate process, i.e., the computed curvature tensors
will never (in general) coincide with the original curvature tensor values. However, by
increasing the sampling density of the surface (under some face regularity constraints),
the estimated curvature tensor values will asymptotically converge to the exact values
[CSM03].
5.3.1 Mesh edge tensors
The curvature tensor field estimation technique we use is based on the observation that
a mesh curvature tensor can be naturally defined for the points on each mesh edge ei.
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Figure 5.4: Estimating a curvature tensor for a mesh vertex v:
Left: a) the curvature tensor T (v) is estimated by averaging the curvature tensors T (e)
(weighted by their length) for all edges inside a geodesic disk Γ centered at v.
Right: b) A sharp feature curve l on M passes through the geodesic disk Γ and trims
the averaging area — only edges inside the dark region will contribute to T (v) in this
case.
Namely, along the direction of an mesh edge ei, the curvature is 0 — the mesh does not
bend in this direction. Furthermore, across ei the bending of the mesh is exactly the
signed dihedral angle θi, i.e., the angle between the normals of the faces adjacent to ei
(Fig. 5.3). Therefore, a tensor matrix for ei can be defined as
T (ei) = θieieti , (5.1)
where ei is a 3 × 1 column unit vector pointing in the direction of the edge ei. The
resulting tensor matrix T (ei) is a 3 × 3 symmetric matrix. Note that in case e is a
concave edge, the angle θi has negative sign. If ei is a boundary/crease edge, then
T (ei) = 0.
5.3.2 Mesh vertex tensors
Once all of the edge tensor matrices T (ei) are computed, we proceed to estimate the
curvature tensor field for the mesh vertices (the samples measured on the smooth surface
B). Given a vertex vi, the curvature tensor matrix T (vi) is defined as the average of
55
5 Anisotropic Remeshing
the curvature tensors of all edges inside a circular geodesic mesh region Γ with radius r
centered at vi (Fig. 5.4):
T (vi) = 1|Γ|
∑
ej∈Γ
|ej ∩ Γ|T (ej)
=
1
|Γ|
∑
ej∈Γ
|ej ∩ Γ|θjejetj , (5.2)
where |Γ| is the area of the mesh disk Γ and |ej ∩ Γ| is the length of the fraction of the
edge ej inside Γ (as there are edges which are only partially inside Γ). In case there are
sharp feature curves on the mesh M (represented as tagged edge sequences), the geodesic
disk Γ has to be trimmed with respect to all feature curves incident with it (Fig. 5.4b).
Finally, since all involved operations in (5.2) are summations and scalar multiplication
of 3×3 symmetric matrices, the resulting matrix T (vi) is also a 3×3 symmetric matrix.
5.3.3 Tensor field definition
Up to now, we have defined for each point p on the input mesh M a tensor matrix T (p).
To estimate the curvature tensor matrix on a point p on the surface B approximated
by M , we assume that each point p ∈ B is parameterized with some barycentric co-
ordinates (u, v, w) inside a mesh face fi, i.e, p = B(t), where the parameter value t is
t = [fi, (u, v, w)] (global barycentric coordinates of p). Since we know how to estimate
the tensor field for the points on B which coincide with the mesh vertices, i.e., by using
the formula (5.2), we simply perform a barycentric interpolation of the curvature tensor
matrices at the vertices of fi. More precisely, given a point p on B with parameter value
t = [fi, (u, v, w)] we compute T (p) as:
T (p) = uT (vi0) + vT (vi1) + wT (vi2) , (5.3)
where vi0 , vi1 and vi2 are the vertices incident with fi.
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Figure 5.5: Effect of the tensor field filtering and anisotropic directions propagation:
Left: a) the result of curvature line sampling in an estimated tensor field without any
applied post-processing (dark dots denote umbilic points). Note the behavior of the lines
inside the non-reliable (gray) areas on the surface. Our confidence estimation detects
such areas even when there are no umbilics in proximity to them.
Middle: b) the change caused by smoothing the tensor field is shown — the number
of umbilics is largely reduced, however, the trajectories of the integrated lines are not
improved and they still converge towards the remaining umbilics.
Right: c) the result of our trusted direction integration (Section 5.5.5) is presented — it
instantly aligns the integrated lines type to the closest principal direction field whenever
leaving non-confident areas. Note that the non-uniform sampling pattern is caused by
the nature of the lines density estimates and the greedy seed placing strategy.
5.4 Tensor field post-processing
The quality of the anisotropic remeshing algorithm output mesh is tightly related to the
smoothness and the structure of the estimated tensor field. Due to accumulated noise in
the geometry scanning process, the estimated curvature tensors are often imperfect and
require low pass filtering (smoothing). Furthermore, one has to deal with the isotropic
(spherical and flat) regions on the surface: Since the principal curvature directions in
isotropic regions can be arbitrary, sampling along curvature lines along them does not
make sense, thus rendering the anisotropic remeshing technique useless in such areas
(Fig. 5.5a). However, complex technical objects combine isotropic and anisotropic areas,
ranging from flat regions to highly bended cylindrical shapes, often connected with
hyperbolic blends.
In the original work of Alliez et al., the remeshing algorithm employs a simple strategy
for handling isotropic regions: They are uniformly sampled starting from the umbilic
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points which reside inside such regions and additional samples are added to saturate
large flat areas. The samples are then meshed by building a constrained Delaunay
triangulation which conforms to adjacent anisotropic mesh patches. Although, it would
be straightforward to adapt this approach in our setting, either by constructing the CDT
directly in 3D [CSdVY02], or mapping locally the isotropic surface areas to 2D and then
building the CDT in the parameterization domain, we opt for an alternative solution:
We propose to propagate curvature directions from anisotropic areas to isotropic regions
adjacent to them, substituting in the process the curvature tensor field in isotropic
regions with tensor values derived based on curvature information from the adjacent
anisotropic regions (Fig. 5.5b). Using the so post-processed curvature tensor field, the
curvature line sampling procedure (with some minor modifications — see Section 5.5.5)
can be applied to both anisotropic and isotropic regions on the surface (Fig. 5.5c).
5.4.1 Flattening
In Section 5.3 we derived our curvature tensor matrices directly in R3, independent of
some particular parameterization. Since local parameterization of the mesh are used
in both our confidence estimation and curvature line integration procedures, one has
to be able to evaluate and decompose the curvature tensor matrices in some provided
parameter domain Ω ⊂ R2 associated with one or more faces of the original mesh.
Given a 3× 3 curvature tensor matrix T (vi) we first compute its eigenspace decomposi-
tion, i.e.:
T (vi) = QTDQ , (5.4)
where
Q =
⎛⎜⎜⎝
...
...
...
n tmax tmin
...
...
...
⎞⎟⎟⎠ , (5.5)
is the matrix composed of the column eigenvectors n, tmax and tmin of A and
D =
⎛⎜⎝ λ 0 00 κmin 0
0 0 κmax
⎞⎟⎠ , (5.6)
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Figure 5.6: Flattening of the 3D tensor matrix T (vi) to a parameter domain Ω ⊂ R2:
Left: a) an edge ej adjacent to vi is projected to the estimated tangent plane at vi (de-
termined by the principal curvature directions tmin and tmax) and the angle ξ between
its projection and tmin is computed.
Right: b) rotating the parameterization of ej in Ω around vi by ξ gives us the parame-
terization t˜min of the minimum principal curvature direction tmin in Ω. t˜max is computed
by further rotating t˜min by π/2.
is the diagonal matrix containing the eigenvalues λ ≈ 0, κmin and κmax of A (|λ| ≤
|κmin| ≤ |κmax|). These eigenvectors and eigenvalues have the following geometrical
meaning: n is the estimated normal direction of the surface at vi, and tmax and tmin are
the principal curvature directions in the tangent plane of vi, while the κmin and κmax are
the corresponding principal curvature values. Note that the maximum principal curva-
ture direction tmax is the eigenvector corresponding the eigenvalue κmin (the minimum
curvature) and vice versa: tmin corresponds to κmax. Moreover, in case κmin ≈ 0, i.e., the
surface has locally a cylindrical shape, only the minimal principal curvature direction
tmin is reliably indicated, since then λ ≈ κmin and n and tmax can not be distinguished
by only considering the matrix T (vi).
Once T (vi) is decomposed, we project an edge ej adjacent to vi to its estimated tangent
plane in R3 and compute the angle ξ between the edge projection and the tmin at vi (from
all available edges, we pick the one that spans a smallest angle with the tangent plane).
Rotating the parameterization of ej by ξ yields the minimum curvature direction t˜min in
Ω (Fig. 5.6). Since the maximum tangent vector t˜max is orthogonal, we can compose a
2× 2 “flattened” matrix T˜ (vi) representing the curvature tensor in Ω:
T˜ (vi) = Q˜T
(
κmin 0
0 κmax
)
Q˜ , (5.7)
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where Q˜ is the 2 × 2 orthogonal matrix containing the unit column vectors t˜max and
t˜min. As in Section 5.3.3, the curvature tensor at an arbitrary parameter domain point
(u, v) ∈ Ω is calculated by barycentric interpolation of the flattened tensors at the
vertices of the corresponding triangle.
5.4.1.1 Robustness
In order to make the projection to the tangent plane more robust after the tensor field
computation and filtering, we rotate the estimated principal directions at every vertex
vi so that the normal n derived from T (vi) coincides with the normal obtained through
(weighted) averaging of the adjacent face normals. This is necessary especially after
smoothing the tensor field (Section 5.4.2), since the tensor-derived normals near strongly
bended regions can deviate significantly from the actual surface normals and therefore
the tensor flattening algorithm might yield incorrect results.
5.4.2 Confidence estimation
Since the obtained tensor field might be imperfect due to noise accumulated during the
mesh geometry scanning process, we filter it by using modified Laplacian smoothing
directly in 3D. Our smoothing operator propagates curvature tensors from anisotropic
areas into isotropic regions by applying weights which depend on the reliability of the
local curvature direction estimates.
We start by pointing out that geodesic disks around umbilic points are not sufficient to
distinguish whether the region is isotropic or not. Sometimes unreliable regions have
the shape of long snakes which separate hyperbolic from cylindrical patches, even more
complicated forms might exist (Fig. 5.5, a). Moreover, due to the smoothing operator,
the estimated principal curvature values change significantly. In [Tri02, ACSD+03],
the deviator norm quantity, based solely on the difference between the values of the
principal curvatures at a point in the tensor field, is used to rate the confidence during
the curvature line integration process. The norm of the deviator matrix shows correctly
critical points of the tensor field, however we need an answer to a more general question:
how to detect regions where the principal directions do not align to the surface shape,
but instead follow the directions leading to umbilic points? Therefore, we base our
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confidence estimation not on a quantity related to the principal curvatures values, but
on principal direction coherence.
Mapping isometrically every face fi of the original mesh individually to the parameter
plane, we flatten the minimal principal directions at its vertices (Section 5.4.1). There-
after we compute the cosines of the three angles αj=0..2 between every pair of minimum
direction lines and define the confidence Λ(fi) at this face by:
Λ(fi) = min
j=0..2
|cos(αj)| . (5.8)
We now have a piecewise constant confidence scalar field on the original surface, ranging
from 0 to 1, which we will use to guide the tensor field smoothing and the line integration
phase. We extend the confidence definition (5.8) to the vertices of the original mesh by
averaging the confidence of the faces adjacent to them. Now it is a simple matter to
propagate curvature directions from confident regions to non-confident ones by weighting
the coefficients in the discrete Laplacian operator [Tau95]:
T k+1(vi) = Λ(vi)
2
T k(vi) +
(
1− Λ(vi)
2
)∑r−1
j=0 Λ(vij)T k(vij)∑r−1
j=0 Λ(vij)
, (5.9)
where k is the the number of the current smoothing iteration, r is the valence of the
vertex vi and {vi0 . . . vir−1} are the vertices adjacent to vi. Note that due to the damping
factor of 1/2 for the confidence weight, the proposed operator not only propagates, but
also smooths curvature tensors inside anisotropic regions.
5.5 Curvature lines sampling
Curvature lines tracing is the most essential part of the anisotropic remeshing procedure.
In Section 5.5.2 we propose a robust method to integrate lines directly on the original
surface using a local parameterization approach inspired by the technique described in
[SCOGL02].
In order to ensure that the lines satisfy some prescribed sampling density, proximity
queries to the previously generated samples are performed at every integration step.
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Therefore the performance of the remeshing technique is very sensitive to the way these
queries are computed. We propose an efficient, yet simple solution for this problem in
Section 5.5.4.
Four types of lines are tracked on the input mesh: In addition to lines following minimal
and maximum principal curvature directions, we distinguish also boundary and feature
lines. The later are build by first constructing the feature graph [BK01], and then for
every feature graph edge a line consisting of the vertices incident with its tagged edges
is created. Similarly, boundary lines are defined for every boundary loop on the surface.
5.5.1 Line seeding
Since the umbilics of the filtered tensor field reside sometimes in incorrect locations,
which do not correspond to the surface’s true geometrical structure (Fig. 5.5, b), we
do not consider them as potential line seeds. Instead, we initialize the line sampling
algorithm by spreading a small number of sparse random seeds in the anisotropic regions
surface regions with highest confidence. Then while marching along a (minimum or
maximum) curvature line we place additional seeds for the opposite type (maximum
or minimum curvature respectively) along the way. Given a point p on the currently
integrated curvature line l, the relative spacing (density) D(p) between two adjacent lines
of the opposite curvature type is computed as a function of the local principal curvature
κ(p) (of the same type as the currently integrated line) and a global, user-prescribed
approximation tolerance  [ACSD+03]:
D(p) = 2
√

(
2
|κ(p)| − 
)
. (5.10)
Whenever D(p) ≥ |p− q|, where q is the last placed seed point at l (the first seed point
coincides with the initial sample on l), we mark p as a possible seed point and set q = p.
Later we re-start the curvature line integration at all collected seeds, spawning new
curvature lines in orthogonal direction. This process is repeated until no new curvature
lines can be generated without violating the estimated local line density.
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5.5.2 Line integration
The integration of a single principal curvature line l consists of iteratively computing
subsequent line samples {p0 . . . pi . . .} on the input mesh M starting with the line seed
p0. There are two important data structures we manage during this process: The first
one is the local mesh parameterization map χ : Ω → R, where Ω ⊂ R2 is a parameter
domain containing the pre-image of the set of faces R ⊂M in which the line samples are
located (Section 5.5.3). The second data structure is a line samples database which is
used to handle proximity queries regarding the distance between the currently integrated
line l and the samples of the already integrated lines on M (Section 5.5.4).
At any integration step, the parameter (ui, vi) ∈ Ω of the most recently computed sample
pi on l is updated to compute the parameter value (ui+1, vi+1) of the next sample pi+1
by applying a numerical ordinary differential equation integration method (e.g. fourth
order Runge-Kutta [PFTV88]):
(ui+1, vi+1) = (ui, vi) + hi.q(ui, vi) , (5.11)
where hi is an estimated integration step length [Tri02] and the update direction q(ui, vi)
is computed as a linear combination of the minimum t˜min (respectively maximum t˜max)
flattened principal curvature directions sampled in Ω as required by the integration
method. However, since we do not use a global parameterization of the input mesh, the
domain Ω contains only a local portion of the mesh faces around pi. Therefore, it might
be possible that an additional set of mesh faces has to be flattened to Ω in order to
cover the new sample parameter value (ui+1, vi+1) and all sample points required by the
integration procedure. Once the (ui+1, vi+1) is computed and Ω is (potentially) extended
to include it, we evaluate χ(ui+1, vi+1) to obtain pi+1.
Once the position of a line sample pi+1 is found, we query the database containing the
samples of all previously integrated lines to find if the currently integrated line is ap-
proaching too closely an already integrated line of the same type. The query distance
r = D(pi+1) is given by equation (5.10). Note that in this case κ(pi+1) is the principal
curvature value of the opposite type (it determines the spacing between the lines of the
currently integrated type). If the query result is positive, i.e., there are line samples of
the same type found within a geodesic disk centered at pi+1 with radius r, we stop the
integration of l at this point and restart it again at p0, performing a second integra-
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tion pass in the opposite direction. Once this second pass is complete, we finalize the
computation of l by registering it to the line samples database.
5.5.3 Parameterization management
Given a seed point p0 on M (with global barycentric coordinates t0 = [fj, (u, v, w)]),
we initialize the set of parameterized faces R = {fj} and the parameterization domain
Ω ⊂ R2 by unfolding isometrically the seed face fj to Ω, mapping one of its vertices to
the plane origin (0, 0) and its outgoing half-edge to the −→u axis. Using t0, we find the
initial parameter value (u0, v0) ∈ Ω. At every integration step i, the currently traced
principal curvature tangent direction (either t˜min or t˜max) has to be evaluated at several
parameter points in Ω. This is needed to compute the update direction q(ui, vi) from
equation (5.11), which is required for locating the parameterization (ui+1, vi+1) of the
next line sample point pi+1 = χ(ui+1, vi+1). However, not all necessary parameter points
might be actually located inside the currently parameterized set of faces R. In such a
case, we update dynamically the parameter domain Ω to include all the required faces
for the computation of q(ui, vi) by considering two special cases (Fig. 5.7).
Whenever we update Ω, we also flatten the tensor matrices T (vj) (Section 5.4.1) for all
newly added vj in Ω. Note that due to the locality of Ω, in general only a subset of
the edges adjacent to a vertex vj are also in Ω and can be used by the tensor matrix
flattening procedure.
5.5.4 Proximity queries
An important aspect for the efficiency of the anisotropic remeshing scheme is the ability
to quickly answer proximity queries of the following type: given a point p on the surface
(with its global barycentric coordinates), find all previously computed curvature line
segments which are inside a sphere with a given radius r centered at p. Here, the radius
r depends on the local line density, while p is either a candidate line seed or a line
sample generated during integration. A straightforward approach would be to use a
BSP-tree, an oct-tree, a Delaunay triangulation [MAD05] or another kind of a space-
partitioning structure. However, global space-partitioning structures are not well suited
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Figure 5.7: Parameterization domain (Ω) update cases (notation: P ∈ Ω — the most
recently sampled point, Q ∈ R2 — a parameter point, currently located outside Ω)
Left: a) if Q lies across an edge of the triangle fP in which P resides, we unfold the
corresponding neighbor face fQ, i.e., the face across the edge intersected by the segment
PQ. This is done isometrically by simply rotating the only one non-assigned vertex of
fQ to the parameter plane. This process is performed until the face fQ which contains
the point Q is eventually unfolded. To execute the in/out triangle check, we simply
compute the barycentric coordinates of Q with respect to the parameterization of the
most recently unfolded face fQ.
Right: b) if P coincides with a vertex v of the triangle fP , i.e., |P − χ−1(v)| ≤ , for
some small  > 0, we need to find another face adjacent to v which to unfold in order
to search for the location of Q. In general, there is no way to map isometrically all
neighboring faces of v. Therefore we use an approximate solution: First, we compute
the barycentric coordinates of Q with respect to the parameterization of fP in Ω. Then
we compute the polar map approximation ρ : Γ ⊂ R2 → Nv [WW94] (and its inverse
ρ−1 : Nv → Γ, ρ−1(v) = (0, 0) by construction) of the faces Nv adjacent to v. Using
the barycentric coordinates of Q with respect to ρ−1(fp), we reconstruct the parameter
coordinates of Q in Γ and locate the adjacent face fQ ∈ Nv in which the segment PQ
lies. We again compute the barycentric coordinates of Q, this time with respect to
parameterization of fQ (in Γ). Now we reset the domain Ω (and the corresponding
map χ) by mapping fQ isometrically at the parameter plane origin (R = {fQ}). Then
we recompute the coordinates in Ω of the parameter points P (= χ−1(v), since v is
incident with fQ) and Q (by using its barycentric coordinates computed with respect to
ρ−1(fQ)). Note that unfolding additional faces might be needed (by using the procedure
described in case a) until the face in which Q resides is eventually located. Finally, we re-
parameterize any sampled minimum/maximum principal curvature parameter directions
at this integration step from the old domain to the new one by transferring them using
barycentric coordinates with respect to fP and fQ, as we did for the points P and Q.
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for our case due to the fact that our search structure has to be updated frequently. At
every integrated line point a query is performed, then once the line advances forward,
the accepted sample is inserted into the structure, making it accessible for subsequent
queries. Therefore we propose a simple and very effective solution which fits ideally to
our needs.
During the integration of a line, we ensure that all of its segments are contained in just
one face by splitting all line segments which cross an edge of the input mesh. Every face
keeps a list of all lines which pass through it and their segments inside it. This provides
a natural, very localized decomposition of the samples in groups corresponding to the
faces of the original surface.
Later on, once a query point p is given, we simply start conquering in a depth-first
fashion all faces which have at least one vertex within r distance to p starting from
the face where it resides. The set of all such faces we call a p-cell. We can traverse
then every cached line sample inside the faces belonging to the p-cell and compute the
distance to it, thus answering exactly the distance query. A subsequent query using p
and larger r could be answered by simply extending the p-cell starting from its front
faces. To avoid conquering large portions of the mesh when queries are executed during
integration inside flat areas, we trim the query distance to some reasonable value set
by the user, e.g., 5% of the bounding box diagonal of the model. Once p moves, we
simply update the p-cell by removing all faces which are left out of the query distance
and including all faces which now fall into it (Fig. 5.8).
While it might seem that the proposed structure does more work than necessary, i.e., by
evaluating distances to vertices of the original mesh and to line samples, this pays off even
on very dense meshes, due to the fine granularity of the sample groups and the fact that a
query does not have to traverse a tree like structure, but a simple array of faces. During
the integration of the 2M line samples used for the high fidelity remeshing of the 1.09M
triangles Buddha model, the structure answered on average 42K queries/second. The
structure scales with respect to the original mesh density. This compensates the fact that
the number of the integrated line points might be by magnitudes larger, especially during
high fidelity remeshing. Additional advantages are its simplicity and especially the
constant time insertion. The structure balances very well the different sampling density
settings — during dense remeshing more samples are integrated, but the average query
distance r is smaller, therefore less distance evaluations to the original mesh vertices are
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Figure 5.8: The p-cell state after 7K (left), 9K (middle) integrated sample points and
at the collision point with another line of the same type (right). Top: A complete view
of the processed object. Bottom: A close view of the area of interest. Note how the
density field D and the corresponding collision distance (visualized by the size of the
p-cell) vary in surface regions with different curvature.
needed. Accordingly, in a sparse remeshing setting, the smaller number of integrated
samples offsets the fact that r is larger. A possible pitfall are dense meshes which include
a few very large faces — these however can be split easily in a pre-processing step.
5.5.5 Integration along trusted directions
In Section 5.4.2 we propagated trusted curvature tensors into isotropic regions, thus
extending and smoothing the regions where we can integrate principal curvature lines
reliably. However this is still not sufficient — some of these regions can never be an-
nihilated completely since they represent significant discontinuities in the tensor field.
However, the smoothing technique presented in the Section 5.4.2 easies the identification
of these regions and sharpens the differences between them and the adjacent anisotropic
surface patches. This allows us to alter the core of the anisotropic remeshing technique
by swapping between minimum and maximum lines if necessary (Fig. 5.5c).
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Recall that we initially seed lines inside the confident, anisotropic areas (Section 5.5.1).
So we have a confident direction to start with. After entering a new face fi during the
line integration procedure, we check if the curvature directions inside fi are sufficiently
reliable by comparing Λ(fi) with some user-defined confidence threshold Λmin. We found
out that the threshold value choice is not very critical, so we set it through all of our
experiments to cos(π/6). If Λ(fi) ≥ Λmin then we continue to follow the principal
directions given by the tensor field. However, if Λ(fi) < Λmin, we instead follow the
last trusted direction ttr ∈ R2, defined as the average of the last few (reliable) directions
used, thus integrating a geodesic curve crossing the non-reliable area. Once we leave
the isotropic region, i.e., again Λ(fi) ≥ Λmin, we check if ttr is closer to either the
minimum (t˜min) or the maximum (t˜max) principal curvature directions at the newly
reached confident point and potentially alter the line type from then on according to the
result of this test. More precisely, if
∣∣ttr · t˜min∣∣ ≥ ∣∣ttr · t˜max∣∣ we treat the following line
segments as minimum line segments, otherwise as maximum line segments.
Several modifications are needed throughout the remaining components of the line inte-
gration phase to accommodate for the proposed change. The line integration procedure
must be able now to change dynamically its behavior depending on the type of currently
followed principle direction. In addition, since we do not have any notion of line type
available inside isotropic regions, a modified proximity query is performed. Namely the
trusted direction of the current line is compared with the (averaged) direction of the
line segments of the already integrated lines within the current sampling density. If the
angle between ttr and the so computed approximate line directions is less than π/4, we
then stop the integration of the current line, since continuing it, we will introduce small
acute and large obtuse angles in the new mesh at the intersection point.
5.6 Meshing
Using the structure proposed in Section 5.5.4, it is extremely efficient to find the line
intersections which constitute the output mesh vertices. For every confident face we just
intersect all line segments inside it belonging to different line types. Inside non-confident
faces we have to intersect line segments of the same curvature type too. Also if two lines
intersect exactly at a vertex of the original mesh, then in general the same intersection
point can not be computed in any of the faces adjacent to that vertex. Therefore we also
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Figure 5.9: Remeshing of the Rocker Arm model (80K faces) : Left: a) medium com-
plexity (2.2K faces). Right: b) high complexity (6.5K faces).
keep for every vertex of the original mesh a list of the line segment identifiers coincident
with it. Edges are defined along every line by connecting all subsequent intersection
points on it. We merge all intersection points which are very close to each other and
then remove all dangling and isolated vertices.
5.6.1 Building the half-edge structure
Since we will perform meshing directly in 3D, we have to remain consistent with the
original surface orientation. Therefore, for every vertex in the new mesh we compute a
normal vector based on the original mesh. If the vertex is a line intersection inside a face,
we assign to it the face normal, and if the vertex coincides with an original vertex, then
we assign to it the average normal at that original vertex. In order to build a half-edge
(HE) mesh structure [BSBK02], for every vertex, we project all edges connected to it
into the tangent plane defined by its precomputed normal. We select one of these edge
projections and then compute the angle from it to all other edge projections. We sort the
edges with respect to their angles in a counter-clockwise direction. Now we can easily
define the HE structure around that vertex. The next HE for every incoming HE is the
outgoing HE of the next edge in the sorted array. Correspondingly the last incoming
HE is connected to the first outgoing HE.
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5.6.2 Creating mesh faces
We construct the set of free HEs, which initially consists of all HEs, except those that
correspond to a boundary line in the original mesh. Starting from one free HE, we
traverse all next HEs determined by the next-previous relation defined above, until we
reach the starting edge again. A new mesh face is created using the so extracted HEs,
which are then removed from the free set. This operation is executed until no more free
HEs remain.
In some cases, especially if we perform very coarse sampling, it is possible that the HE
structure we obtained is not consistent everywhere and therefore the free HEs list cannot
be emptied using the above operation. This situation is detected if the free list is no
empty, but it is not possible to find another loop. Then we remove all edges which have
two free HEs since these are exactly the inconsistently oriented edges. A final pass of
the face creation operation takes care of the remaining mesh gaps.
5.6.2.1 Convex partitioning
During the face creation procedure, some extracted faces might be concave. Concave
faces are undesired due to numerous problems when rendering and modeling them. We
propose a simple algorithm for partitioning them directly in 3D, aiming at generating
quad, anisotropic elements. It is well-known that convex partitioning in 3D is signifi-
cantly more complicated problem than its 2D counterpart. Fortunately, in our case it
is simplified by the fact that we can use the correct normals evaluated on the original
mesh. Given a polygonal face of the remeshed mesh, for every of its HEs we define the
sector normal at the vertex pointed by that HE as the cross product of its next HE
vector and its opposite HE vector. Comparing the direction of the sector normal with
the original normal at the vertex (by the sign of their dot product) reveals whether it is
convex or concave.
Given a concave vertex in a face, we find all face diagonals going out from it, and choose
one of them based on a score evaluated for each of the two faces which are produced if
we split the concave face at it. The score function favors rectangular elements by rating
highly angles which do not deviate significantly from π/2. Once a diagonal is chosen,
we split the face at it, and then recursively run the algorithm on the resulting two new
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Figure 5.10: Remeshing of the Michelangelo’s David statue head (4M triangles): Left:
a) medium complexity output mesh (25K faces). Middle: b) high complexity output
mesh (140K faces). Right: c) zoom-up views of the left eye of a) (top) and b) (bottom).
faces. Splits are performed until no more concave vertices remain. The same algorithm
is used to partition faces which exceed some used-defined maximum valence, splitting
them at the diagonal which yields the highest score.
5.7 Results
The choice of the examples in this section reflects the three main contributions of our
work. The Buddha model (Fig. 5.11) is a well known, high genus closed surface and
therefore illustrates the ability of our scheme to handle arbitrary genus meshes. We
remeshed the head of Michelangelo’s David (Fig. 5.10) in its original resolution, thus
focusing on the scalability of our technique. Finally, the Rocker Arm (Fig. 5.9) is a
technical object which exhibits many isotropic regions and demonstrates the results of
our reliable direction propagation algorithm.
For quality comparison with [ACSD+03], one could use the zoom-ups on Fig. 5.10c.
Since we are able to process the original resolution input mesh of Michelangelo’s David’s
head (in [ACSD+03] a 80K vertices decimated version is used - [All04]), the remeshing
technique is able to capture more detail, which is visible on a fine scale, e.g., around the
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Input Complexity
Model Buddha David Rocker Arm
Faces 1.09M 4M 80K
Vertices 545K 2M 40K
Output meshes: Medium complexity (Fig. 5.11a, 5.10a, 5.9a)
Faces 16K 25K 2.3K
Vertices 16K 24K 2.3K
Output meshes: High complexity (Fig. 5.11b, 5.10b, 5.9b)
Faces 41K 135K 6.2K
Vertices 43K 140K 6.5K
Timings 3-4min 8-9min 20-25sec
Memory 460MB 1.6GB 49MB
Table 5.1: Input, output complexity and timings. Note that the timings depend on the
input mesh density and only slightly vary with respect to the output complexity.
mouth, the eyes and the ears. On the other hand the increased level of detail causes
a less uniform line density in less curved regions, e.g., the cheeks. The radius of the
averaging area for computing the curvature tensors was set to 1% of the bounding box
diagonal for the Buddha and Rocker Arm models and 0.5% for the David’s head model.
The maximum valence was set to 5 for all examples because this leads to output meshes
consisting of quads, quads with a T-joint and triangles. Depending on the prescribed
approximation tolerance, it is possible that the output mesh has smaller genus than the
original since tiny handles might not be sampled during the line integration process.
This can be seen as a side effect which removes topological noise from the input mesh
[GW01].
As noted in Section 5.5.4, the performance of our algorithm scales with respect to the
complexity of the input mesh and only slightly varies depending on the output density.
In the view of the timings (Table 5.1), we consider the performance of our algorithm
to be competitive even with greedy decimation algorithms such as [GH97]. On the
same computer (Pentium IV 2.8GHz, 2GB RAM), decimating the full resolution David’s
head mesh to 140K vertices takes 7min. Note that some of the parameters of the
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Figure 5.11: Remeshing of the high genus Buddha model (1.09M triangles) shown from
different view points: Left: a) medium complexity output mesh (16K faces). Right: b)
high complexity output mesh (41K faces).
anisotropic remeshing algorithm, e.g., the tensor field averaging area, the amount of
curvature adoption, etc, affect the performance considerably.
5.8 Implementation details
We used as a base mesh library the freely available OpenMesh [BSBK02]. Information
required during the remeshing is on-demand attached and detached to the original mesh
entities, using the convenient OpenMesh property mechanism. After the tensor field
filtering, the vertices keep their normal vector, the minimal principal direction, the
principal curvature values and a list of pointers to line segments passing through them.
Temporary valid distance and parameterization properties of the vertices are frequently
reused by different functions during the integration phase. For every face a list of line
segments residing inside it is maintained. Standard double precision (64 bits) was used
for performing the calculations and storing geometry information.
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5.9 Limitations
The most important limitation of the proposed algorithm is its inability to guarantee
(unconditionally) the proper density (according to the local surface curvature) of the
integrated principal curvature lines. As a consequence, sometimes short, incomplete lines
are computed which do contribute more than a few edges to final output mesh. This
leads to a suboptimal regularity and also renders the method insufficiently robust when
used to generate coarse, low density remeshing of complex models. One route to address
this problem is to adapt to R3 some of the known 2D tensor field line tracing methods
[TB96, JL97, VKP00, MAD05] which generate more uniform and controlled samplings.
However, at this point, the efficiency of such an approach seems to be handicapped by
the inability of the contemporary mesh processing techniques to compute efficiently and
robustly exact geodesic distances on an arbitrary input mesh. Moreover, due to the local
character of the line integration procedure it is impossible to obtain completely closed
curves on cylinder-like shapes, which often leads to an output mesh with unnecessarily
many T-joints.
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Traditionally, the focus of the development of the quad remeshing algorithms was mostly
the quality of the mesh elements, i.e., shape and regularity. Indeed, various CAD and
CAE applications would perform poorly, or even crash, if a bad mesh was fed to them
as an input. Hence, improving solely the performance with respect to this local quality
criterion was the predominant goal several years ago. To satisfy these requirements,
compromises were made both with regards to the complexity of the output, i.e., dense
remeshes were needed to provide enough degrees of freedom for the optimization, as well
as with the alignment of the mesh faces to the structure of the input model, leading to
the wide use of the term “unstructured” quad/triangle mesh.
In the context of the reverse engineering of scanned 3D geometry, local regularity is
sought only in conjunction with structure preservation, i.e., global alignment of the
generated mesh elements with features of the processed object. While the anisotropic
remeshing algorithm presented in Chapter 5 fulfills to some degree both the structure-
preservation and local regularity requirements in anisotropic regions, large isotropic re-
gions, often present in mechanical parts, and various, hard to tackle, implementation
issues related to the integrated lines density, compromise its effectiveness and robust-
ness in practice. To address these problems, we present in this chapter a novel remeshing
algorithm [MK06] which separates the local regularity optimization from the global align-
ment requirements by splitting the process into two steps: In the first step we segment
the input mesh M into a set of structure-preserving regions using a slight modification
of the VSA method [CSAD04]. In the second step we generate an as regular as possible
quad-dominant mesh inside a 2D parameter domain for every region. These meshes
conform to a set of automatically defined constraints (vertices & edges) at the bound-
aries of the regions, which enables their seamless composition on the input 3D surface.
The edges of the quad-dominant mesh are placed along smooth curves connecting pairs
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of constrained vertices, while additional internal vertices are defined at the intersection
points of these smooth curves.
6.1 Contributions
The main application of our technique is the generation of meshes which are useful for
CAD systems requiring conversion of scanned geometry to regular, structure-aligned
quad-dominant representations. In particular, our algorithm has the following proper-
ties:
• It is able to generate consistent quad-dominant meshes at coarse, intermediate and
dense resolutions, which are well suited as Catmull-Clark control meshes and for
FEM computation (Fig. 6.1). The anisotropic remeshing technique presented in
Chapter 5 often fails to provide consistent low resolution quad-dominant output
meshes, which are required for subdivision surface modeling in many applications.
• The quality of the remeshing results can be controlled much more robustly: Since
our remeshes conform to the input segmentation structure, features represented by
the segmentation are naturally preserved by the final remesh as well (similar to the
triangular remeshing techniques [BK01, AMD02]). Furthermore, the local element
regularity is not affected by small-scale geometric features, which are intentionally
ignored when specifying a certain region budget for the segmentation procedure.
• It does not depend on an input (curvature) tensor field estimated on the discrete
input mesh, which is often of insufficient quality due to the noise accumulated
during the input surface sampling process. Although the estimated tensor field
can be filtered, this process often leads to considerable changes of its topology
and hence, incorrect placement of singular points on the surface. In addition,
large isotropic areas do not bear any meaningful (in the context of the anisotropic
remeshing techniques) curvature information which requires various workarounds,
e.g, Delaunay triangulations [ACSD+03] or geodesic line integration as in Section
5.5.5.
• The algorithm has a simple formulation, which makes its practical implementa-
tion relatively easy, especially when compared to the significant engineering effort
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Figure 6.1: Quad-dominant remeshing of the fan model: Top row: Segmentation of the
Fan model into 30 regions (left) and minimum bending energy cubics computed within
them (right). Middle and bottom row: Remeshing with target edge length about 10%
and 5% of the bounding box diagonal. Note the local regularity of the elements in the
complex top and bottom segments achieved at these low resolutions.
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required for implementing previous quad-dominant remeshing techniques and espe-
cially the anisotropic remeshing technique described in Section 5.5.5. In particular,
curves are no-longer integrated tangentially along a predefined vector field, but in-
stead are simply computed as the minimum bending energy cubics connecting two
points with clamped boundary conditions. This avoids a significant burden from
an implementation point of view, e.g., dynamic line collision detection.
6.2 Overview
Given an input triangle mesh M , we first compute a segmentation S = {R0 . . . Rn}
of M using a slightly modified version of the Variational Shape Approximation (VSA)
[CSAD04] method (Section 6.3, Fig. 6.2, left). For every region we compute a conformal
map using [LPRM02]. Next, we approximate the region boundaries with a network
of smooth 3D curves. On every boundary curve we pick equidistantly a set of sample
points which are then mapped to the parameter domain of the regions adjacent to it
(Section 6.4). From this point on, we treat every region Ri separately: First, for every
pair of sample points in the parameter domain Ωi of Ri, a minimum bending energy
cubic curve is computed, so that it is orthogonal to the tangent of the boundary curves
at the sample points (Section 6.5). Then, from the computed set of cubics inside Ωi, a
subset L is selected through combinatorial optimization minimizing an energy functional
E(L) (Section 6.6, Fig. 6.2, right). E(L) evaluates for each configuration of elements
(polygons) defined by the intersections of the curves in L a shape quality score which
penalizes non-regular elements, i.e., low (near-zero) values correspond to“nice”quads like
squares, rectangles and parallelograms, while triangles, pentagons and distorted quads
are penalized by higher values. The distribution of the final mesh samples is further
optimized through relaxation in the parameter domain before mapping them back to
the input mesh (Section 6.8).
6.3 Mesh segmentation
Global alignment, i.e., alignment of the elements along the structural features of the
input model, is often an underrated factor when evaluating the quality of a remeshing
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Figure 6.2: Remeshing of the Drill-hole model:
Top left: a) the input CAD mesh exhibits high irregularity and significant amount of
noise.
Top right: b) the segmentation of the mesh into 28 regions highlights the important
structural features of the model.
Bottom left: c) a set of computed minimum bending energy curves, connecting con-
strained samples at the region boundaries, is selected to form an as regular as possible
quad-dominant mesh in the parameter domain of every region.
Bottom right: d) the quad-dominant meshes are composed together to form the final
output mesh.
algorithm. However, it is an important property for many applications which employ the
remesh as a source for degrees of freedom for modeling scanned objects, e.g., conceptual
design and rapid prototyping, since the mesh structure determines the support of the
deformation basis functions. In order to ensure this property, the first step of our
algorithm is to segment the input mesh M into a set of regions S = {R0 . . . Rn} so
that every region Ri bears a semantic and geometrical meaning, e.g., Ri represents a
feature or a (part of a) structural component of the surface represented by M . Therefore,
it makes sense to generate a remesh for every Ri separately — this way we can afford to
perform global mesh optimization within the boundaries of the corresponding structural
entity.
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Moreover, by ensuring that the surface geometry represented by a given Ri is relatively
flat, we can safely map the corresponding cluster of faces to the plane and remesh it
there by computing an element structure independent from the 3D geometry. This is
motivated by the fact that controlling the shape of a set of elements is significantly more
efficient, robust and simple in the 2D domain than in 3D, e.g., testing a general 3D
polygon for convexity is not a robust process without first mapping it to a plane.
To obtain such a segmentation automatically is indeed a challenging problem, but the
recently published VSA method [CSAD04] performs quite close to our requirements: It
generates a set of regions which align to the structure of the input model and at the
same time represent relatively flat geometrical features. In addition, when using the L2,1
error metric, the region boundaries are correctly aligned locally to the sharp features of
the input model. Hence, by forcing the quad-remeshing for each region to conform to its
boundaries (Section 6.4), our algorithm preserves sharp features without any additional
effort.
Since the VSA algorithm is a global relaxation method, based on the Lloyd iterative
clustering technique [Llo82] and initialized by spreading heuristically a set of seeds on
the input surface, it can easily get stuck at a local minimum. The solution often can
be further improved by performing region teleporting, which helps the algorithm to
escape such situations. However, teleporting might lead to worse results as well, or more
generally can be made more efficient if we carefully monitor its performance. Therefore,
we modified slightly this aspect of the VSA algorithm: First, we track the behavior of
the global quality of the segmentation. Each teleporting is first performed tentatively
and accepted only if we indeed detect an improvement after a few more relaxation steps.
Otherwise the region teleporting is rejected and only relaxation steps are further iterated
until a new local minimum is found.
6.4 Remeshing constraints setup
Although we process every region Ri separately in its parameter domain Ωi, we have to
glue back in 3D the remeshes of each Ri to form a consistent polygonal mesh approxi-
mating the input geometry. To resolve this dependency we follow a classic strategy: we
setup a set of constraints on the boundaries between each two adjacent regions Ri and
80
6.4 Remeshing constraints setup
Rj, map these constraints to the corresponding parameter domains Ωi and Ωj and then
generate quad dominant remeshes Qi, Qj for Ri and Rj separately so that they conform
to the predefined boundary constraints. The boundary constraints are a sequence of
vertices (and edges connecting them), smoothly approximating the shape of the edge
paths defining the boundaries of the given region Ri.
6.4.1 Segmentation connectivity
Our first step is to identify the topology of the segmentation S. The vertices of S (a.k.a.
anchor vertices) are the subset A of vertices of M , such that for every ai ∈ A there are
at least three (two if ai is a boundary vertex of M) adjacent faces belonging to different
regions. The arcs of S separate adjacent regions and are identified as the unique path
of edges Ei,jk,l on M which divides two adjacent regions Ri and Rj and connects two
anchor points ak and al (this index notation is required since there might be more than
one edge path separating two adjacent regions). As all such paths Ei,jk,l represent the
complete topology between the regions Ri and Rj, they are the natural location to
define the consistency constraints for our quad-remeshing procedure inside Ri and Rj.
6.4.2 Constraints computation
Typically, an edge path dividing two regions on the input mesh has poor smoothness
properties — either due to noise, coarse mesh resolution or local mismatch of the seg-
mentation procedure. Therefore, if we are to pick the set of constrained vertices directly
on this jagged edge path, without considering the smoothness of the resulting sample
sequence, we might end up with a rather poor set of constraints, which in turn will
compromise the quality of the quad remeshing in the interior of the region. Among
the many possible ways to resolve this issue we choose one that fits most naturally our
framework: Given an edge path Ei,jk,l along the set of vertices {v0 . . . vm}, where v0 = vk
and vm = vl, we approximate it in least squares sense with a 3D cubic curve C ≡ Ci,jk,l
by minimizing the integral L2 metric:
m−1∑
i=0
∫ si+1
si
∥∥∥∥ si+1 − tsi+1 − sivi + t− sisi+1 − sivi+1 − C(t)
∥∥∥∥2 dt , (6.1)
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under the constraints C(s0) = v0 and C(sm) = vm. Here {s0 . . . sm} is the arc-length
parameterization of the vertices {v0 . . . vm}, i.e., si =
∑i−1
j=0 ‖vj − vj+1‖. Although C
does not lie on the input mesh M , for practical purposes it is sufficiently close to it. In
case there is a hard requirement for all samples to lie on the input mesh, a cubic curve
can be always replaced with a cubic spline curve and one can interleave the fitting step
with a projection technique like in [HP04] to get a curve lying precisely on M .
We now sample the 3D curve C by picking r equidistant points {c1 . . . cr} on it. The
r + 2 points {c0 = v0, c1 . . . cr, cr+1 = vm} constitute the set of constraints (3D vertex
positions) which will be interpolated by the quad-remeshes computed independently for
the regions Ri and Rj in order to join them seamlessly when composing the final output
mesh.
6.4.3 Constraints mapping
Evaluating element shape quality in 2D is a significantly less complicated problem than
in 3D. Since our region quad-remeshing algorithm employs a global optimization strategy
for the shape quality of all generated elements, it pays off from both the efficiency and
robustness point of view to initially map the region’s geometry to the plane. Therefore,
using LSCM [LPRM02], we compute a parameterization domain Ωi and a conformal
parameterization χi : Ωi → Ri for each region Ri. Note that the unfolding distortion is
typically low due to the properties of the segmentation algorithm (Section 6.3).
Since the 3D positions {c1 . . . cr} sampled from a 3D cubic curves Ci,jk,l approximat-
ing an edge boundary Ek,li,j of Ri do not lie in general on M (by construction only c0
and cr+1 are points on M), we need to define their parameterization in the parame-
ter domains Ωi in order to force the quad remeshing of Ri to interpolate them. To
avoid compromising the smoothness of our constrained edge sequence {c0c1 . . . crcr+1}
due to the distortion associated with the parameterization, we compute a smooth pla-
nar cubic curve C˜ approximating each incident edge path, this time in the parame-
ter domain Ωi. We use exactly the same energy functional (6.1), replacing the 3D
positions vi with their 2D parameter values v˜i. Again, we impose the same interpo-
lation constraints C˜(s0) = v˜0 and C˜(sm) = v˜m, but most importantly, we keep the
same arc-length parameterization {s0 . . . sm}, which we used when solving (6.1) for the
3D curve Ci,jk,l . Hence, the curve C˜ is a smooth pre-image of C inside the parameter
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domain Ωi. Let {t0 = 0, t1 . . . tr, tr+1 = sm} be the parameter values of the con-
strained points {c0 = v0, c1 . . . cr, cr+1 = vm}. Then, by construction, the points
{c˜0 = C˜(t0) = v˜0, c˜1 = C˜(t1) . . . c˜r = C˜(tr), c˜r+1 = C˜(tr+1) = v˜m} are their param-
eter values in Ωi. Note that although some of the points {c˜1 . . . c˜r} might lie outside the
boundaries of the Ωi, we never need to evaluate the parameterization χi at {c˜0 . . . c˜r+1}
— we already know the corresponding 3D positions {c0 . . . cr+1}.
6.5 Curve network computation
Curve-based remeshing is a powerful paradigm for generating quad-dominant meshes,
already employed in several previous methods: [ACSD+03, MK04a, DKG05]. In these
works, the curve network is computed by integration along some estimated (or prede-
fined) vector field on the surface. Especially for the anisotropic remeshing techniques,
this integration procedure is quite complicated: One needs to continuously test if the
currently computed curve is going to collide with itself (or another, already integrated
curve) or to approach a singular point on the vector field, where special treatment is
required. Moreover, due to the nature of the forward integration methods, the trajectory
of the curve cannot be constrained to more than one point on the surface. Hence, in our
algorithm, we use a much simpler and more robust approach to define the curve network:
We simply connect pairs of boundary points (with tangents prescribed at them) by a
minimum bending energy cubic curve.
More precisely, given a segmentation region R, its parameter domain Ω and the boundary
constraints (the parametric cubic curves {C˜0 . . . C˜n} and the sample points on them
{c˜0 . . . c˜m}), we compute O(m2) minimum bending energy cubic curves connecting each
pair of boundary points (c˜i, c˜j). A boundary point c˜i is considered for connection iff the
internal angle αi = (c˜i−1, c˜i, c˜i+1) is larger than some user defined threshold ψ (ψ > π/2
for all our examples). This is motivated by the simple observation that if we are to
split αi by an edge (along a curve), then at least one of the resulting angles will be
too small and this will lead to poorly shaped adjacent elements. A natural choice for
prescribing a tangent at c˜i is the normal of the corresponding boundary curve C˜ at the
same parameter value. However, if αi is too large, that is if c˜i is a concave boundary
point, then we actually allow two tangents (and two simultaneous connections) for the
same boundary point, since in this case c˜i can accommodate two adjacent (interior)
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Figure 6.3: Computed curve network for a region on the Rocker arm model:
Left: a) A complete view — note the concave constrained points on the internal (hole)
contour — since the incident angle is too large, connections interpolating two different
tangents are allowed.
Middle: b) zoom-in view of a convex constrained point located at the outer contour.
Right: c) zoom-in view of a concave constrained point located at the hole contour.
elements with sufficiently large angles. These two tangents are chosen so that they
trisect the angle αi (Fig. 6.3).
To compute the minimum bending energy cubic curve bi,j connecting the points (c˜i, c˜j)
with the corresponding tangents (qi, qj), we leverage its Be´zier form:
bi,j(t) = c˜iB
3
0(t) + (c˜i + λqi)B
3
1(t) + (c˜j + μqj)B
3
2(t) + c˜jB
3
3(t) . (6.2)
Minimizing the bi-variate non-linear functional
E(λ, μ) =
∫ 1
0
κ2i,j(t)dt , (6.3)
where κi,j(·) is the curvature of bi,j, under the constraints λ, μ ≥ 0 is a simple prob-
lem that can be solved efficiently by a standard solver, e.g., [SKW85]. Avoiding self-
intersecting curves is easily achieved by conservatively constraining the minimization
procedure to ignore a search direction whenever the segments [c˜i, c˜i+λqi] and [c˜j, c˜j+μqj]
of the control polygon of bi,j intersect. During the minimization, we do not test if bi,j
is completely in the interior of (the constrained boundary loops of) R. Instead, once
the minimization is completed, we simply discard the curve if it intersects some of the
boundary loops defined by the constrained points {c˜0 . . . c˜m}. This is usually not a prob-
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lem since due to the choice of the tangents most of the computed curves lie inside R and
hence we have sufficiently many curves to select for our final remeshing.
6.6 Curve selection algorithm
The shape of the generated elements is the criterion typically used to rate the quality of
a remeshing technique. Indeed, the mesh faces shape affects crucially the performance
of various applications such as subdivision surfaces modeling and FEM. Therefore, the
curve selection algorithm described in this section aims at finding such a subset L of all
computed candidate curves internal to the region R, so that the quad-dominated remesh
Q generated by intersecting the curves in L minimizes a shape quality functional E(L)
(Fig 6.4).
6.6.1 Meshing
The meshing procedure by itself is very simple: we first compute the intersections P of
all curves in L. Each curve bi,j ∈ L is split into the edges [c˜i, p0], [p0, p1] . . . [pn−1, pn],
[pn, c˜j] where {p0..pn} ⊂ P are the intersection points incident with bi,j sorted according
to their parameter value with respect to bi,j. Once the edges for all curves in L are
defined, we use them together with the edges along the boundary curves {C˜0 . . . C˜n}
(which do not depend on L) to create the mesh faces. After splitting all concave faces,
the curves L
⋃{C˜0 . . . C˜n} are transformed to a set of mesh elements Q, which we use to
evaluate the energy E(L) = ∑f∈Q E(f). Notice that we allow for T-joints in our quad
meshes if the incident angle is ≈ π.
6.6.2 Element shape measure
Various factors such as orthogonality, parallelism and aspect ratio can affect the objective
notion of “quality of an element”. Hence, our shape evaluation function accounts for all
of these factors. There are also various criteria which can be used to evaluate the shape
of non-quad elements, e.g., triangles and pentagons. Since we are interested in quad-
dominant remeshing, our evaluation measure is intolerant to such elements, especially if
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Figure 6.4: Top row: Segmentation and output mesh of the Car model. Bottom row:
View of the bottom part and the wheelhouse. Whenever possible, our selection algorithm
produces a very regular mesh, consisting of well shaped quad elements.
their shape deviates strongly from isotropic (i.e., nearly equal angles and sides). Higher
valence elements are accepted in our procedure if their excess vertices can be considered
as T-joints, otherwise such faces are penalized by high values. Configurations including
flipped faces are rejected immediately.
More precisely, given an element with valence n with internal angles {γ0 . . . γn−1} and
side lengths {l0 . . . ln−1}, we rate it according to the following formulas: In case n = 4
let us define the following four energy factors:
• Orthogonality:
E⊥ =
3∑
i=0
|γi − π/2| (6.4)
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• Parallelism:
E‖ =
3∑
i=0
|γi + γ(i+1)%4 − π| (6.5)
• Deviation from rhombus/square:
E =
3∏
i=0
(
2− li
maxj=0..3{lj}
)
(6.6)
• Deviation from parallelogram/rectangle:
E =
(
2− min{l0, l2}
max{l0, l2}
)(
2− min{l1, l3}
max{l1, l3}
)
(6.7)
The final shape quality measure for a quad element combines all of these factors:
Eq =
[
(1 + E⊥) · (1 + E‖) · E · E
]− 1 . (6.8)
According to (6.8), a perfect square will have a score of 0, where a highly distorted quad
with small angles and unequal sides can have a score higher than 1000. While these
values do not have any intuitive meaning, they provide a way for us to map efficiently
the shape quality of quad elements to a numerical value. Note that, due to the length
ratio measure E, squares/rhombuses are more preferred than rectangles/parallelograms.
From the standard quad shapes the trapezoid receives the lowest score.
The scoring function is quite simple in the case of triangles and pentagons. We simply
sum the angle deviation
Ea =
n−1∑
i=0
|γi − β| , (6.9)
where β = π/3 if n = 3 and β = 3π/5 if n = 5, and multiply it by some user defined
weights w and wPT . Setting these weights high will make our meshing procedure prefer
distorted quads over isometric triangles or pentagons.
Finally, for some applications, T-joints might present a useful compromise between the
element’s shape and its valence. Hence, given an element with valence n > 4 with k
T-joints (k < n − 2) we rate its shape in the same way we would rate an element with
valence n − k. However, the resulting energy is augmented by k · wT , where wT is a
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user-defined weight. Hence, setting wT to a large number will force the procedure to
avoid T-joints, while wT = 0 makes elements with T-joints indistinguishable from the
corresponding elements with valence n− k.
6.7 Selection procedure
For clarity of the presentation, we count from here on the concave boundary points with
two tangents as two different points with common position but different tangents. Our
task is to select a subset L of curves from the O(m2) candidates which leads to the best
quality score E(L). Based on the same argument by which we defined the number of
tangents per constrained vertex c˜i in Section 6.5, we conclude that in the set L there
should be at most one curve starting at each boundary vertex (which we have to select
from the m − 1 candidates for each vertex). Otherwise, the internal angle at c˜i will
be split into several small angles, leading to poorly shaped adjacent elements. This
allows us to formulate the mesh optimization as a classical (incomplete) graph matching
problem, i.e., finding a set of edges without common vertices that minimize some cost
functional.
However, our setup is particular difficult because we cannot assign constant weights
to each connecting curve separately. Instead the functional E(·) sums over all faces
∈ Q, which in turn depend on several curves each. Hence there is little hope that a
polynomial time algorithm exists for this task. Notice that the mere enumeration of all
graph matchings in a complete graph has already O(n!) complexity in the number of
vertices.
6.7.1 Overview
Since we cannot hope to find a practical algorithm converging to the global minimum
of E(·), we propose a strategy which aims at finding at least a good local minimum.
Typically, such problems are solved by first finding an initial solution (phase I of our
algorithm) and then improving it by “descending” in the direction of the largest decrease
of the target functional until a local minimum is found (phase II). In addition, we use a
third step (phase III), which attempts to escape a local minimum by evaluating a set of
88
6.7 Selection procedure
Figure 6.5: Initial heuristics for the curve selection procedure (Phase I):
Left: evaluating the angle deviation
∑3
i=0 |ξi − π/2| scores how orthogonal the line bi,j
is to the constrained edges at its end points.
Middle: Due to the absence of any other internal information, i.e, an element structure,
this simple heuristic is used to generate an initial solution for our selection algorithm.
However it can often lead to a suboptimal solution.
Right: Our “steepest descent” minimization technique easily corrects the meshing by
swapping the two wrong lines.
configurations (not necessarily better than the existing one), and choosing the one that
leads to the lowest energy.
6.7.2 Phase I
To find an initial solution, we select “greedily” a subset of all curves using a simple
heuristic dependent only on the end points of the curve (Fig. 6.5). Curves are selected
until all constrained points are saturated, i.e., every boundary point is connected, or
until all available curves are processed.
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Figure 6.6: Swapping curves operator (Phase II): The pair of curves (bk,j, bi,l) ⊂ L (left)
can be replaced by the pair (bi,j, bk,l) (middle) or the pair (bj,l, bi,k) (right).
6.7.3 Phase II
Once a solution is available, we optimize it by performing a “steepest descent”minimiza-
tion, iteratively swapping (Fig. 6.6) or reconnecting (Fig. 6.7) some of the curves in L
iff by this the energy E(L) decreases. At each iteration we evaluate all possible steps,
compute the energy change for each candidate and choose the one that yields the largest
decrease of E(L). This phase concludes when no “downhill”moves are possible anymore,
i.e., we have converged to a local minimum.
6.7.4 Phase III
The third and final phase attempts to escape from the current local minimum by first
removing all curves from L which have an intersection point incident with a small angle
(< π/4). After all such“bad”curves are removed, we iteratively saturate the unconnected
boundary vertices by adding at each iteration the curve which yields the smallest energy
value. After each addition, phase II is again executed in order to optimize the new
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Figure 6.7: Reconnecting curve operator (Phase II): The curve bi,j ∈ L (left) is replaced
by the bi,k (right), connecting c˜i to the currently unlinked vertex c˜k.
set of curves, potentially leading to a better configuration. This process is terminated
as in phase I — whenever all boundary points are saturated or all available curves are
processed. Since adding a curve can actually lead to an increment of E(L) (even after
optimization), a backup of the best configuration found up to the moment is kept at
all times and is restored at the end the procedure if needed. This might lead to several
unconnected points, which potentially generates T-joints or obtuse angles in the final
mesh.
6.8 Post-processing
Since samples in the interior of a given region R are generated only at the intersections
of the selected cubic curves bi,j, their location might be suboptimal. Therefore once the
selection process is complete, we relax the mesh structure in the parameter domain by
Laplacian smoothing. In some cases, this simple procedure improves the distribution of
the mesh samples quite significantly. Once the smoothing is complete, we evaluate the
parameterization of the intersection points and find the corresponding 3D positions.
Note that due to the method we used in Section 6.4 to map the boundary curves and
points to the parameter space, they (usually) do not lie entirely inside Ω. Hence it is
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Figure 6.8: Remeshing of the Rocker arm model: Top row : a) segmentation (|S| = 41).
Middle row: b) low complexity output mesh (δ = 6%, 431 faces). Bottom row: c)
medium complexity output mesh (δ = 3%, 1096 faces). Note the improved regularity
and feature alignment compared to the anisotropic remeshing output meshes (Fig 5.9).
Furthermore, a low complexity result, such as b), is very hard to achieve with the
technique described in Chapter 5 due to the local nature of the principal curvature line
integration.
possible (although highly unlikely) that an intersection point cannot be located in Ω,
i.e., in the parameterization of a face belonging to R. There are several possible ways to
resolve this issue. We simply represent such points using barycentric coordinates with
respect to the closest face of R in Ω and then evaluate the coordinates in 3D. This
linear extrapolation is sufficient, since in practice the boundary curves lie close to the
parameter domain of R and therefore the extrapolation error is small.
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6.9 Results
We tested our algorithm on several models, mostly mechanical objects and parts, which
are difficult to process by previous techniques. Our two-step remeshing method has two
properties which make it especially useful for such cases: Due to the L2,1 metric used
in the segmentation step, all important sharp features are identified and preserved by
the remeshing because boundary constraints are placed at the sharp features dividing
adjacent regions on the surface. Furthermore, quality quad-dominant meshes for (nearly)
flat areas are produced, since our method does not rely on anisotropic curvature tensor
information to generate the quad elements.
Statistics about output complexities, performance and input parameters are given in
Table 6.1. We set the weights affecting the penalty of non-quad elements, e.g., triangles
and pentagons, according to the following strategy: For coarse output meshes, higher
weights are used to force the algorithm to generate as regular as possible meshes. For
denser output meshes, more flexibility is provided by setting lower values, otherwise
some distorted quads might appear.
6.10 Limitations
Due to the high complexity of the combinatorial optimization, the computation of dense
quad-meshes for large regions can take up to several minutes (see Table 6.1). This
dependence on the output mesh complexity results from the fact that the number of
possible curve network configurations increases drastically with the number of candidate
curves. One way to reduce the computation time would be to start with a finer initial
segmentation, yielding more segments with smaller complexity each. This however could
lead to an inferior quality of the final output.
On the implementation level there is still some room for improvement, e.g., whenever a
change in the set of selected lines L is made, we rebuild the connectivity of the whole
processed region, i.e., edge and face creation. The remeshing energy is evaluated from
scratch as well. A more sophisticated implementation could just modify the affected
(split or merged) faces and update the energy accordingly.
93
6 Quad-Dominant Remeshing
Figure 6.9: Remeshing of the Alpha model: Top row: a) the input mesh (18K faces)
(left) and its segmentation (|S| = 51|) (right). Middle row: b) low complexity output
mesh (δ = 5%, 544 faces). Bottom row: c) medium complexity output mesh (δ = 2.5%,
1428 faces).
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Model input |S| output regu-
larity
max
val.
time δ w/wPT/wT
F/V F/V F%/V% F/V mm:ss
Fan
(Fig. 6.1)
12K
6.5K
30
185
193
94%
76%
5
6
00:18 10% 500 / 500 /
500
— — 30
484
501
92%
87%
6
6
01:30 5% 100 / 100 /
100
Drill-hole
(Fig. 6.2)
57K
28K
28
684
685
96%
95%
5
6
02:27 5% 40 / 40 / 100
Rocker arm
(Fig. 6.8)
80K
40K
41
431
416
84%
86%
6
5
01:21 6% 20 / 70 / 70
— — 41
1096
1081
90%
92%
5
6
06:31 3% 30 / 30 / 100
Car
(Fig. 6.4)
5K
2.5K
28
546
559
92%
90%
6
5
07:20 4% 40 / 40 / 40
Alpha
(Fig. 6.9)
18K
9K
51
544
537
86%
83%
6
6
05:37 5% 40 / 40 / 100
— — 51
1428
1425
92%
90%
5
6
34:49 2.5% 40 / 40 / 100
Feline
(Fig. 6.10)
100K
50K
92
571
554
64%
70%
5
7
02:04 5% 40 / 40 / 100
— — 106
1756
1749
76%
84%
6
7
13:45 2% 20 / 20 / 100
Table 6.1: Remeshing statistics for various models: The regularity numbers show the
percentage of all faces/vertices which have valence 4. Valence 6 faces are pentagons with
one T-joint, or quads with two T-joints. δ is the target edge distance between samples
along the region boundaries and is given as percentage of the bounding box diagonal of
the input mesh. All timings are taken on 2.8GHz Pentium IV PC.
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Figure 6.10: Output meshes of the Feline model at two resolutions. The results for this
organic shape do not exhibit the same regularity as the remeshes of the CAD examples,
however, they are still suitable as a starting point for a subdivision control mesh design.
Another issue is that the user can only control the output resolution along the region
boundaries and not in the interior of the segments. This could be addressed in the future
by taking additional constraints in the interior of the regions into account or by splitting
regions based on a 2D compactness criterion rather than a flatness criterion alone.
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7 Geometry Approximation
Scattered data approximation is the second key technology required for reverse engi-
neering of the geometric design represented by a mesh M obtained by scanning a given
physical object and meshing the resulting point samples. In Part I we presented vari-
ous methods for generating a structure-preserving control mesh layout C reassembling
the shape represented by the input mesh M . All of these techniques sample the posi-
tions of the control vertices CV of C on the input mesh M . However, when applying
the Catmull-Clark subdivision rules (Chapter 2) to produce the limit subdivision sur-
face S controlled by C, the measurements of S shrink due to the employed smoothing
operators. Therefore, in this chapter, we present a robust and accurate method for ap-
proximating the original geometry embedded in M by optimizing the geometry positions
{c0 . . . c|CV |−1}, so that the L2 error between the subdivision surface S and the original
surface samples V (the vertices of M) is minimized.
Most of the work in scattered data approximation field has been done based on classical
tensor-product spline surfaces but with the availability of more flexible subdivision sur-
faces many ideas have been extended to this generalized setting during the last years.
Instead of being constrained to rectangular patches, subdivision surfaces can represent
globally smooth surfaces of arbitrary (manifold) topology by allowing for arbitrary ir-
regular control meshes. The method described in this chapter is a partial adaptation
for Catmull-Clark surfaces [CC78] of an approximation technique we initially developed
[MK04b] for Loop [Loo87] surfaces and later extended in [MK05b].
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Figure 7.1: Approximation of the Rocker arm model geometry: First row: a) the orig-
inal mesh (left) and the initial control mesh C (right) generated using the remeshing
technique presented in Chapter 6. Second row: c) the initial limit surface S (left) and C
overlaid on top of it (right). Third row : d) S fitted to the original geometry — note the
optimized control vertex positions (right). Fourth row: e) refining uniformly C (right)
and fitting the resulting surface S to the original geometry (left).
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7.1.1 Spline surfaces
The amount of work that has been done in the area of surface approximation is im-
mense and a complete review is beyond the scope of this thesis. We refer to [Sap94]
as a standard reference and to [CMS03] for some more recent advances. Tradition-
ally, tensor-product spline surfaces have been used for this task, but when it comes to
the approximation of complex geometric objects, their rigid regular structure makes it
necessary to fit several patches to parts of the data and then to stitch them together
in a geometrically smooth fashion [EH96]. Moreover, the regular structure of tensor-
product patches prohibits the flexible adaption of the control mesh to the local shape
complexity or sample density. Therefore, trimming curves are usually used to cut away
the unneeded parts of the patches, adding additional complexity to the already compli-
cated representation or alternatively, penalty functionals (a.k.a. fairing functionals) are
added to the approximation problem in order to stabilize the excess degrees of freedom
[Die95, EH96]. All these difficulties compromise the flexibility and approximation power
of spline surfaces for general approximation problems.
7.1.2 Subdivision surfaces
Subdivision surfaces in general do not suffer from these limitations, since complex topol-
ogy shapes can be represented with a single control mesh per every connected object com-
ponent. Therefore many papers [HKD93, HDD+94, STKK99, TSK+00, MZ00, LLS01a,
MMTP02, CWQ+04] have addressed the scattered data fitting problem by using sub-
division surface representations. However, since the explicit global parameterization of
the subdivision surfaces is hard to construct and implement (Section 2.3), modifications
and simplifications of the general setting have been applied for the sake of efficiency.
7.1.2.1 Uniform parameterizations
Due to the canonical procedural description (Section 2.2) of the subdivision surfaces, it is
much easier to evaluate the limit surface S at dyadic parameter values than at arbitrary
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parameter values. Therefore, special uniform parameterizations of the given sample data
have been preferred by most authors [STKK99, TSK+00, LLS01a, MMTP02, CWQ+04].
Although this leads to well conditioned least squares systems and extremely simple
quasi-interpolation operators [LLS01a, LLS01b], the major drawback of using uniform
parameterizations is that the evaluated approximation errors differ significantly from the
actual geometric deviation.
7.1.2.2 Sample correction
In [LLS01a, LLS01b, CWQ+04] uniform parameterization is used in combination with
re-sampling the target surface (a.k.a. sample correction). While this leads to a geomet-
rically meaningful error metric, it may affect the local sample density potentially leading
to under-sampling in regions where the surface normals of the fitting surface and the
target surface strongly differ or where the fitting surface has high curvature (Fig. 7.2a).
In a more recent work [CWQ+04], sample correction is used in conjunction with a second
order approximant of the surface squared distance function [PL03, PH03], which results
in a faster converging approximation process, however, fairing functionals are needed to
constrain the tangential movement of the control points in order to avoid artifacts in the
resulting surfaces.
7.1.2.3 Parameter correction
Parameter correction is a technique that does exactly the opposite of the sample correc-
tion process: For each given sample point, the closest point on the approximating surface
is found which implies an obvious geometric interpretation of the approximation error
(Fig. 7.2b). However, whenever parameter correction has been used for subdivision
surfaces in the literature, the correction has been computed with respect to a piece-
wise linear approximation (some refinement level Ck) instead of the true limit surface S
[HDD+94], which results in a less accurate approximation.
7.1.3 Multiresolution subdivision surfaces
A quite different approach to subdivision surface fitting is described in [BKZ01, LLS01a,
LLS01b, JK02]. Here the so-called multiresolution subdivision surfaces [Zor97] are used
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Figure 7.2: Sample vs. parameter correction. The dots represent the approximated
samples and the position of the squares indicate the corresponding parameter values:
Left: a) sample correction — the input surface is re-sampled by finding the closest points
on M for a set of uniformly distributed dyadic points on the approximating surface S.
Right: b) parameter correction — for each original sample vi ∈ V we find the parameter
value of the closest point on the approximating surface S, which leads to a more reliable
geometric distance measure.
which assign an additional displacement vector to every control vertex of an adaptively
refined control mesh. While this representation provides a natural hierarchy that distin-
guishes different levels of detail, the mathematical representations becomes extremely
redundant as can be seen from the number of detail coefficients that are necessary to
closely approximate complicated objects [LLS01a]. In [LMH00] multiresolution subdivi-
sion surfaces are employed for compression of geometrical data by using a single level of
normal displacement on top of a base domain represented as a Loop subdivision surface.
7.1.4 T-splines and T-NURCCs
T-splines [SZBN03] are an extension of the standard NURBS (Non-Uniform Rational B-
spline) surfaces which resolve some of the structural problems when representing surfaces
with non-trivial topology. T-splines allow patches with incompatible boundary connec-
tivity, i.e., unmatched vertices (a.k.a. T-joints) to join seamlessly and smoothly (with
C1 continuity). T-NURCCs (Non-Uniform Rational Catmull-Clark surfaces with T-
junctions) [SZBN03] are a generalization of both T-splines and the non-uniform Catmull-
Clark subdivision surfaces [SZSS98] (which are a generalization of the Catmull-Clark
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surfaces) which allow certain vertices in the polygonal control mesh to be tagged as
T-joints.
Although T-NURCCs have theoretically a superior approximation behavior than existing
boundary representations such as splines (due to the much more flexibility allowed in the
control mesh structure) and subdivision surfaces (due to the rational definition, which
allows the exact representation of quadratic surfaces and the local refinement property,
which enables a better control mesh adaptivity) their applicability for scattered data
approximation is still not demonstrated. Very recently, in [LRL06], an approximation
algorithm which fits a T-spline surface (with a control mesh obtained by the parame-
terization method described in [RLL+06]) to an input triangular mesh was proposed,
but a numerical comparison of its approximation quality to the existing B-spline tech-
niques, e.g., [EH96], is absent. However, since the T-spline representation was shown in
[SCF+04] to achieve a comparable surface approximation with significantly less control
vertices than the NURBS representation, one can speculate that it will outperform the
later for the purposes of general scattered data approximation as well.
7.2 Overview
Similarly to the majority of the well-established scattered data approximation tech-
niques, we focus on the minimization of the L2 error between a set of measured samples
V = {v0 . . . vN−1} and an approximating surface S:
L2(V, S) =
(
N−1∑
i=0
‖vi − S(ti)‖22
) 1
2
, (7.1)
where Θ = {t0 . . . tN−1} are parameter values assigned to the samples V with respect
to some global parametrization of the surface S. Note that the error measure (7.1) is
computed over the whole surface, which reduces the effect of the noise in the samples V ,
an unavoidable by-product accumulated during the the scanning process used to produce
the geometry of the input mesh M .
There are two sets of degrees of freedom in the error measure (7.1): The first set consists
of the control vertices CV0 of the control mesh C of the subdivision surface S and the
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second one consists of the parameter values Θ. Therefore the optimization (a.k.a. fitting)
of S with respect to (7.1) can be separated in two distinct steps, each one optimizing
one of these two sets:
1. Parameterization: Provided that we have some guess for the approximating
surface S (defined by the control mesh C), we establish the parameterization Θ by
projecting the samples V on S. More precisely, for each vi we find the parameter
value ti of its closest point (a.k.a. foot-point, projection) on S (Section 7.4). Note
that this choice for Θ is optimal with respect to the discrete L2 functional (7.1)
and a fixed set of control vertices CV0 of S.
2. Control vertices: Given a fixed parameterization Θ, the optimal positions of the
control vertices CV0 which minimize (7.1) can be easily and efficiently found by
simply solving a sparse least squares system (Section 7.5).
Since the two steps of the fitting process optimize two separate sets of degrees of freedom,
we can iterate them to progressively improve the quality of the approximation [Die95]:
More precisely, starting with some initial guess S0 for the approximating surface S, e.g.,
obtained by subdividing a control mesh C produced by one of the methods presented in
Part I, we perform an iteration of the fitting process (consisting of both steps executed
in the same order as described above). The resulting solution S1 can be used as an input
for the parameterization step, which allows us to perform another pass of the complete
fitting process. Hence, by using the solution Si at the i-th pass as an input of the i+1-th
pass, we produce a sequence of solutions S0, S1, S2, . . ., each of which has a smaller L2
error (both steps of the fitting process minimize the L2 error functional). The resulting
iterative process is monotone and bounded (L2(V, S) ≥ 0) and thus is unconditionally
convergent (Fig. 7.3). In practice we stop it when the approximation quality cannot be
significantly improved any more, i.e.,
L2(V, Sk)− L2(V, Sk+1) < ε , (7.2)
or some other criterion is met, for example a maximum number of steps is performed.
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Figure 7.3: Approximation of the Drill-hole model:
Top row : a) the input mesh (left) and the final approximating surface S after 25 fitting
passes with the control mesh overlaid on top of it (right).
Middle row: b) color plot of the approximation error at each sample vi — error plot
after 1 fitting pass, L2 error 75.5 (left) and error plot after 25 fitting passes, L2 error
39.3 (right). Brighter colors mean larger deviation.
Bottom row : c) convergence behavior — L2 error at each iteration (left) and convergence
rate — log2 L
2 at each iteration (right).
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Since the global parameterization of the limit surface S consists of a set of disjoint maps
{ψk,i} defined with respect to a some refinement level Ck (k = 2 in our implementation),
the most complex part in the fitting process is the computation of the parameter values
Θ of the input surface samples V . Each ψk,i maps the unit quad Υ to the patch S(di,k)
corresponding to the face fi,k ∈ CFk (See Section 2.3.1). To solve this problem we
developed an accurate algorithm for computing the exact projection of an arbitrary
point p ∈ R3 on the subdivision surface S which takes into account the specifics of the
global parameterization of S. To additionally enhance the robustness of the projection
procedure (and thus of the whole fitting process), we stabilize the standard Newton-type
root finding technique by correcting the predicted step length using one-dimensional
minimization in the gradient direction (Section 7.4).
When solving for the positions of control vertices CV0 of the subdivision surface S, we
improve upon the previous work [HDD+94] by using the true subdivision basis functions
instead of some piecewise linear approximation. This is made possible by using Stam’s
exact evaluation procedure [Sta98] (Section 2.3) to set up the least squares system.
Finally, by combining all of the required ingredients for the fitting process described in
Section 7.2, we developed a complete algorithm for fitting subdivision surfaces to a set of
input geometry samples, thus generalizing one of the most successful fitting techniques
[Die95] from spline surfaces to subdivision surfaces.
7.4 Exact closest point search
The first component of our fitting procedure is the computation of the parameterization
Θ of the samples V on the approximating surface S. The parameter value ti (in the
form 2.22) for each vi is computed by finding its exact closest point S(ti) on S: Given
an arbitrary sample point p ∈ R3, we find the parameter value
t = argmin
t
‖p− S(t)‖22 (7.3)
by employing a stabilized Newton iteration tuned to the specifics of the global parame-
terization of S (Section 2.3). The starting value for the iteration can be either a value
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obtained by searching for the closest point on the discrete piecewise linear approximation
Ck (in the first pass of the fitting process) or a previously assigned parameter value t of p
(in each subsequent pass). In the former case we use a variant of the MESH-framework
for evaluating Hausdorff distances between surfaces [ASCE02], which employs a spatial
data structure in order to minimize the number of “closest point on triangle” evaluations.
We denote the initial solution as t0.
In the j-th step of the Newton iteration we linearize the surface S at the current solution
tj by computing its tangent plane π, which is given by the Jacobian
J(tj) =
⎛⎜⎜⎝
...
...
∂S
∂u
∂S
∂v
...
...
⎞⎟⎟⎠
3×2
. (7.4)
In order to find an update vector q ∈ R2 in the parameter domain of S towards an
improved estimate for the closest point S(t), we compute the orthogonal projection of p
onto π by solving the following 2× 2 linear system for q:
{
p− (S(tj) + J(tj)qT)} · ∂S
∂u
(tj) = 0 (7.5){
p− (S(tj) + J(tj)qT)} · ∂S
∂v
(tj) = 0 (7.6)
Note that the surface point S(tj) and the partial derivatives at it are evaluated accurately
using [Sta98].
Since the parameter domain of the limit surface S is split into disjoint maps {ψk,l}
corresponding to the faces dk,l of the domain Ck, special care has to be taken when
actually updating the parameter value tj = [djk,l | (uj, vj)]. There are exactly three
distinct cases which arise during the update:
1. If (uj, vj) + q still lies in the unit quad Υ then simply tj+1 :=
[
djk,l | (uj, vj) + q
]
.
2. If (uj, vj) + q lies outside Υ, i.e., the updated point lies in another patch of the
surface S, then we scale q down by a factor 0 < λ < 1 such that the parameter
value (uj, vj) + λq lies exactly on the boundary of Υ. Now the updated parameter
value tj+1 :=
[
djk,l | (uj, vj) + λq
]
corresponds to a point S(tj+1) on the boundary
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of the patch S(djk,l). This trimming of q is required in order to avoid the need to
parameterize q in a more global parameter domain which includes not only the
face djk,l, but also a set of additional control faces (⊂ CFk) in proximity to it.
3. If tj lies already on the boundary of Υ and q is pointing outside of the unit quad,
then we simply transfer our closest point search to the adjacent patch S(dj+1k,r )
adjacent to the currently processed patch S(djk,l) and incident with the current
solution point S(tj). The actual closest point update will be computed in the next
iteration, this time with respect to the local parameter map ψk,r : Υ → S(dj+1k,r ).
Hence, tj+1 :=
[
dj+1k,r | (uj+1, vj+1)
]
where (uj+1, vj+1) are the coordinates of the
same common patch boundary point S(tj) with respect to ψk,r.
Note that we do not switch immediately to the adjacent patch S(dj+1k,r ) in the second
case since it is difficult to predict if the update vector q′ in the the next Newton iteration
will point into the same direction as q or in the opposite direction.
If the starting value t0 is not sufficiently close to the exact solution, it might happen
that the Newton iteration suggests a parameter value where the L2 distance actually
increases, i.e. ‖p− S(tj+1)‖2 ≥ ‖p− S(tj)‖2. This means that the length ‖q‖2 of the
update step q is incorrect, which is a common behavior of most root-finding algorithms
for multivariate functions. To handle such situations in a robust manner, we switch to
a reliable uni-variate optimization technique like Brent minimization [Bre73] to find the
optimal update step length λ which minimizes the distance (7.3) in the direction of the
update vector q. More precisely,
λ = arg min
λ∈(0,1)
∥∥p− S ([djk,l | (uj, vj) + λq])∥∥22 . (7.7)
Finally we set tj+1 :=
[
djk,l | (uj, vj) + λq
]
.
We stop the closest point search whenever ‖q‖2 < ε or j > n for some reasonably large
n. In our test cases we always used ε = 10−6 and n = 500. Because of the robust
minimization-based backtracking, we observed even for very complicated models with
more than 200000 sample points less than 0.01% failures to converge with respect to the
tolerance ε in less than n update steps.
If such a failure occurs, we compare the distance (7.3) at the final solution at tn with
the initial solution at t0 and keep the better one. This guarantees the unconditionally
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stable and monotonic convergence of the parameter correction procedure. A case where
the initial guess t0 is actually better than tn occurs extremely rarely. In most of our
experiments the Newton iteration converges on average in less than 6 update steps.
It is important to notice the difference of our parameter correction scheme to previous
approaches [HDD+94], where a piecewise linear approximation of the limit surface was
used for the closest point search. An update step that reduces the distance between a
sample point vi and a piecewise linear approximation Ck of the limit surface S does not
necessarily reduce the distance between vi and S, which typically results in a suboptimal
approximation quality ([MK04b], Section 7.6).
7.5 Least squares fitting
Given a fixed correspondence Θ, the problem of minimizing (7.1) is solved in the least
squares sense by finding that solution CV0 (the control vertices of C) which minimizes
the L2 residuum of the over-determined linear system
ACV0 = V . (7.8)
In order to compute the matrix A = [φj(ti)]N×L for an arbitrary parameterization Θ,
we have to evaluate the basis functions {φ0 . . . φL−1}, L = |CV0| which define S at
{t0 . . . tN−1} (see Section 2.4). Solving the system (7.8) gives us the optimal position of
the control vertices CV0 of S (with respect to the parameterization Θ).
The sparsity of the matrix A depends on the support of the basis functions φj. In the
case of Catmull-Clark subdivision surfaces, each patch (corresponding to one face of the
control mesh) is affected by 16 control vertices on average. Hence the matrix A has
about 16 non-zero coefficients per row. There are many different ways to efficiently solve
(7.8). In our implementation we use an iterative method such as CGLS [Elf78].
Note that a significant improvement of the accuracy of our method is due to the fact
that the fitting procedure depends on the exact subdivision surface S since we evaluate
exactly the basis functions {φ0 . . . φL−1} (as described in Section 2.4) instead of just
interpolating piecewise linearly their dyadic values at some refinement level k, as in
[HDD+94].
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Figure 7.4: An approximation of the Bunny model: Left: a) the input mesh. Middle:
b) the final approximating surface. Right: c) the final approximating surface with its
control mesh overlaid on top of it.
7.6 Results
To measure the overall efficiency our algorithm, we compare with the B-spline approx-
imation method proposed in [EH96]. The best approximation of the bunny model pre-
sented in that paper has a relative maximum deviation (L∞ error) of 1.44%. The approx-
imating surface consists of 153 patches. Taking the inter-patch G1 smoothness conditions
into account, we count on average 4 dofs (degrees of freedom) per bi-cubic patch. Note
that the actual patches are defined by more control vertices, however most of them are
used up to satisfy the C0 continuity and the G1 smoothness constraints across the patch
boundaries. The estimated complexity corresponds to 153× 4 = 612 dofs in the approx-
imating Catmull-Clark surface, where each dof corresponds to one control vertex. Using
our procedure with an initial surface obtained by simplifying the input mesh down to
612 vertices with the technique described in Chapter 3 and performing 5 fitting steps,
gives a relative maximum deviation of 0.81% (L2 error 46.2) and takes 29 seconds to
compute on 3.2GHz Pentium IV (Fig. 7.4). Note that unlike [EH96], our algorithm does
not target explicitly the reduction of the L∞ error, but nevertheless it provides better
approximation with respect to this metric.
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Figure 7.5: A comparison of the approximation behavior (L2 error at each iteration) of
the approximation process when using the piecewise-linear (PWL) [HDD+94] and the
exact projection (Section 7.4) techniques. The final approximating surface using the
exact projection (after 30 iterations) has 9.3% smaller L2 error. Note that in both cases
the approximation process uses the exact least squares fitting as described in Section
7.5.
To determine the approximation efficiency improvement due to our exact closest point
search algorithm, we replaced it with a projection on the piecewise-linear approximation
C2 of S as in [HDD
+94]. The final solution for the Rocker Arm model after 30 iterations
(Fig. 7.5) using the exact projection technique has 9.3% smaller L2 error. Moreover, the
fitting procedure with the piecewise-linear approximation of S achieved worse precision
(L2(S, V ) = 18.15) even after 100 iterations or 5 minutes and 25 seconds running time.
In comparison, our fitting method needs only 2 minutes and 5 seconds (only 25 iterations,
but each iteration with the exact closest point search procedure is more expensive) to
achieve the same L2 error, which is a 61.5% computational time reduction.
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While most CAD systems for product design use high-order smooth representations, such
as B-spline and subdivision surfaces, various applications in the manufacturing industry
employ triangle meshes to represent geometric data. Triangle meshes are simple to
define and efficient to process, there is a wide range of hardware support for rendering
them and they are straightforward to use for FEM computations. In many of these
applications, e.g, conceptual design and rapid prototyping, the shape of the processed
geometric model evolves during its life cycle: For instance, the engineers testing the
durability of a mechanical detail often alter its form and run certain simulations over it
again in order to evaluate and verify if the applied modification improves its reliability.
Hence, if the shape of a given object would be edited based on the results in various
physical simulations, extracting a full-featured high-order CAD model from its original
input scanned mesh is not required. Instead, one would prefer to apply modifications
directly on the input mesh, test iteratively the effect of the changes and extract the
final high-order CAD representation when the produced shape passes all of the specified
requirements.
Among the variety of existing shape deformation approaches for triangle meshes, mul-
tiresolution mesh modeling appears to be one of the most powerful paradigms: The input
geometry is decomposed into a low frequency base surface S and high frequency detail
coefficients D, which allows for global deformations with natural fine-scale detail preser-
vation. In this chapter we leverage the control mesh generation algorithms presented in
Part I to define the base surface S in the form of a Catmull-Clark subdivision surface,
and represent the input geometry M as a normal displacement on top of S. This facili-
tates the editing the fully detailed mesh M by simply manipulating the control vertices
of S (Fig. 8.1).
However, especially in the context of engineering applications, meshes have to represent
sufficiently accurate approximations of the true surface. As a consequence, models often
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Figure 8.1: A multiresolution mesh editing session of the Rocker arm object:
Top row: a) the original scanned mesh M (left) and the Catmull-Clark base surface S,
generated by extracting a quad-dominant control mesh using the technique described in
Chapter 6 (right).
Middle row: b) the parameterization Θ of M over S is computed using our closest point
search algorithm (Section 7.4) (left) and the magnitude of the normal displacement field
D is illustrated using color-coding (brighter colors mean larger |D(vi)|) (right).
Bottom row: e) the shape of S is edited by dragging a few control points (left) and the
modified input mesh M is reconstructed by evaluating the normal displacement D on
top of S. Note that fine geometry detail, such as the embedded letters, is preserved,
since the deformation affects the low frequencies of the input mesh M (right).
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consisting of millions of triangles have to be processed. Rendering (static) models of this
complexity can be done very efficiently using modern graphics processors (GPUs), which
have doubled their performance several times during the last few years. In contrast,
CPUs improve their speed at much slower rate, limited not only by their general purpose
design, but also by the legacy of the numerous existing software systems, which impose
hard compatibility constraints on today’s processor development. As a consequence,
dynamic modeling of complex meshes is still a rather slow process, as the deformed
geometry is typically computed on the main processor (CPU) and uploaded thereafter
to the GPU for rendering.
To improve the performance of our multiresolution mesh modeling framework, we out-
source as much as possible of the deformation’s computation to the high-performance
GPU in order to exploit its specialized, highly parallel design. To achieve this, we propose
algorithms for computing both the deformation and the detail reconstruction operators
of the mesh editing process on the GPU. More precisely, we leverage the basis function
form (2.24) of the Catmull-Clark surface S to precompute and upload to the GPU all of
the geometry and parameterization data required to reconstruct the vertex positions of
the deformed input mesh M . To render the deforming M we need also to compute its
vertex normals: However, the lack of mesh neighborhood information in a GPU program
prevents a simple recomputation of vertex normals by local averaging. Therefore, we
solve this problem by deriving an efficient approximate normal reconstruction technique
which allows the reconstruction and the rendering of the multiresolution deformations
applied on M completely on the GPU, in a single rendering pass.
8.1 Related work
Existing multiresolution modeling approaches can be classified by the way they represent
and deform the base surface, as well as by the encoding of the high frequency details.
Modeling systems based on subdivision surfaces can naturally exploit their hierarchical
structure for the multiresolution representation and the surface deformation [ZSS97,
LLS01a]. In contrast, variational concepts are used for constructing the multiresolution
hierarchy in the general case of irregular triangulations, and smooth deformations are
derived from an energy minimization principle [KCVS98, KVS99, GSS99, BK04, BK05].
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The geometric difference between any two subsequent hierarchy levels — or between the
base surface and the input mesh if only two levels are used (Fig. 8.1) — is encoded
as displacements vectors associated with the input mesh vertices, which are stored in
local-frame coordinates. In general, these displacements have both tangential and nor-
mal components [ZSS97, GSS99, LLS01a], which, however, might lead to reconstruction
artifacts. Removing the tangential components and thus restricting to normal displace-
ments avoids these problems, but corresponds to a resampling of either the fine-scale
surface [LMH00, GVSS00] or the base surface [KCVS98, KVS99]. As the base surface
is known to be smooth, and hence a resampling will not introduce aliasing, the latter
approach is generally preferred.
Some recent approaches to multiresolution modeling of arbitrary meshes do not require
an explicit frequency decomposition, but instead represent the surface details in terms
of so-called Laplacian or differential coordinates [YZX+04, SLCO+04, LSCO+04]. The
editing operator then modifies these differential coordinates either explicitly [YZX+04] or
implicitly [SLCO+04] and reconstructs the fine-scale surface by solving a linear Laplacian
system. Recently, rotation invariant coordinates for mesh deformations were proposed
in [LSLCO05] and a volume-aware extension of the Laplacian coordinates modeling
approach was presented in [ZHS+05].
GPU processing for mesh deformations was an unexplored field until the advance of
the programmable graphics hardware in the last few years. Smooth geometry images
[LHSW03] represent regular genus zero meshes as textures, which can be fully imple-
mented on the fragment shader of the GPU, and thereby allow for very efficient and
simple rendering and animation at different levels of detail. The efficient subdivision
surface rendering technique [BS02] was implemented on the GPU [BS04] using a two
pass “render to vertex array” approach by precomputing the subdivision basis functions
(up to a predefined maximum valence) at all dyadic parameter values (up to a certain re-
finement level), which allows one to refine uniformly or adaptively the control mesh of a
Catmull-Clark surface on the GPU. More advanced methods for tessellating subdivision
surfaces on the GPU were proposed recently in [Bun05, SJP05].
116
8.2 Contributions
8.2 Contributions
Our first contribution is a two-scale multiresolution mesh representation [MK05a], which
decomposes the input mesh M into a base Catmull-Clark subdivision surface S and a
scalar normal displacement field D. However, instead of resampling the input mesh M
(as in [LMH00]), we re-sample the base surface S by defining an irregular, non-dyadic
parameterization Θ = {t0 . . . tN−1} of the vertices of M . Hence, resampling artifacts
are avoided, but the reconstruction procedure must be able to evaluate S at arbitrary
(non-dyadic) parameter values.
Furthermore, we propose specific algorithms for implementing the deformation and re-
construction operators of our framework on the GPU, which allows us to edit meshes
with up to a million of triangles in real-time. To implement efficiently the reconstruc-
tion of the vertex positions of the edited mesh M on the GPU, we need to evaluate the
subdivision surface S at the (irregular) parameter values Θ. Hence, we adapt the idea
proposed in [BS02] by precomputing the subdivision basis functions Φ = {φ0 . . . φL−1},
L = |CV0| of S at the parameterization of the modeled mesh vertices. However, since the
lack of mesh neighborhood information in a GPU program prevents a simple recompu-
tation of vertex normals by local averaging, the major challenge is to derive a technique
for computing the deformed normals using terms associated solely with the currently
processed vertex [d’E04]. The problem is additionally complicated by the fact that in a
two-scale multiresolution framework we are rendering a deforming (fine-scale) geometry
which depends in a non-linear fashion on the zero and first order terms evaluated on the
deforming base surface (Fig. 8.1).
Therefore, our main contribution is a simple and efficient new method for approximating
the normal field of the deformed input mesh M using a (relatively) small amount of
attributes attached to the currently processed vertex vi ∈ M (Section 8.5.2). This
technique allows us to completely outsource the reconstruction and rendering of M
during multiresolution deformations to the GPU and can be applied [MBK07] to other
multiresolution modeling frameworks, e.g., [BK05] or any other two-band multiresolution
editing approach which can compute the deformed base surface and its tangents on the
GPU. An additional advantage of our technique is that it is practically independent
from the CPU performance, which ensures its rapid scalability in the future, since GPU
performance improves at much higher rate. Moreover, sophisticated computer graphics
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applications can take advantage of the idle CPU to run additional calculations in parallel,
since the editing and the rendering processes are completely computed on the GPU.
8.3 Two-scale representation
In order to be able to process irregular input meshes without resampling, the input mesh
M is decomposed into a smooth base Catmull-Clark surface S (low frequencies, coarse
scale) and a scalar normal displacements D(vi) for each vertex vi ∈ V (high frequencies,
fine scale). By this the position of each input vertex vi is represented as:
vi = S(ti) +D(vi) ·NS(ti) , NS =
(
∂S
∂u
× ∂S
∂v
)∥∥∂S
∂u
× ∂S
∂v
∥∥ , (8.1)
where ti is the global parameter value of vi in the form (2.22) (k = 2, i.e., the second
refinement level C2 is used to define the atlas of S) corresponding to the foot-point S(ti)
of vi on S, and the displacement D(vi) is computed as:
D(vi) = (vi − S(ti)) ·NS(ti) . (8.2)
The control mesh C of the subdivision surface S is produced by using one of the methods
presented in Part I (Fig. 8.2), and the parameter values Θ = {t0 . . . tN−1}, N = |V | are
computed using the exact closest point search algorithm described in Section 7.4. The
parameterization Θ and the displacement field D fully define the relation between the
both (fine and coarse) scales and remain unchanged during the entire mesh editing
process.
8.4 Editing
To edit the input mesh M the user simply deforms the base surface S by manipulating
the control points CV0 of its control mesh C (Fig. 8.3). Since the positions of the control
vertices CV0 determine the shape of the base surface S, in our GPU accelerated imple-
mentation they are the only dynamic information changed by the CPU and uploaded to
the GPU at each frame — all of the other data is uploaded once to the high performance
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Figure 8.2: A car model mesh (top row) is represented as a normal displacement with
respect to a very coarse smooth Catmull-Clark base surface generated by the simplifi-
cation technique described in Chapter 3 (middle row). Manipulating the vertices of its
control mesh, a large scale deformation is performed on the input mesh (bottom row).
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Figure 8.3: Editing of the Alpha model at two resolutions:
Top row: a) the input mesh M is shown with the control mesh of a base surface S0
overlaid on top of it. This coarse control mesh was generated by the simplification
technique described in Chapter 3 (left). Since S0 represents very low frequencies of the
processed surface and is still aligned to its structure, we can edit its shape globally, i.e.,
pushing down the complete right side and extending the left side (right).
Bottom row: b) using another base surface S1, with much finer control mesh, we can edit
additionally the fine geometry features of the already heavily modified mesh M (left).
Zoom-up of one such deformation — the rounding of a sharp corner (right).
GPU memory beforehand to facilitate an efficient reconstruction and rendering of the
deformed input mesh M both fully computed on the GPU.
8.5 Reconstruction
8.5.1 Position
Given a multiresolution model where the geometry of a mesh M is represented with
respect to a subdivision surface S in the form (8.1), reconstructing the position of a
vertex vi is straightforward since we only need to evaluate S and its normal NS at
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the corresponding parameter value ti using [Sta98, Sta99] and then apply the normal
displacement D(vi).
However, the exact evaluation procedure [Sta98, Sta99] is a relatively expensive process
and it is inefficient to implement it on the GPU due to the several case distinctions
which are required (Section 2.3.2) (the GPU architecture is optimized for stream-able
data processing, while branching is very expensive). Therefore, we leverage the fact that
the parameterization Θ of the input mesh vertices V is fixed during the editing process
and propose a more efficient method for evaluation of S(ti), ti ∈ Θ: For each ti we simply
precompute a set of scalar coefficients which represent S(ti) as a linear combination of
the control vertices CV0.
More precisely, since S can be represented as a linear combination of compactly sup-
ported scalar-valued basis functions Φ = {φ0 . . . φL−1}, L = |CV0| associated with the
vertices cj of its control mesh C0 (Section 2.4), S(ti) and its derivatives can be written
as
S(ti) =
L−1∑
j=0
φj(ti)c0,j ,
∂S
∂u
(ti) =
L−1∑
j=0
∂φj
∂u
(ti)cj ,
∂S
∂v
(ti) =
L−1∑
j=0
∂φj
∂v
(ti)cj . (8.3)
Exploiting this representation and the fact that the parameter value ti is fixed during
a modeling session, we can precompute φj(ti), j = 0..N and their partial derivatives,
caching the resulting values. Moreover, since φj(·) are compactly supported, only a small
number of basis functions φj(·) does not vanish for a given ti = [d2,l | (u, v)] (Fig. 8.4)
and has to be stored. The number of non-vanishing φj for a given ti is determined by
the local connectivity structure of C0 at the control face d0,r ∈ C0 (d0,r defines the zero
level surface patch S(d0,r) which contains the second level sub-patch S(d2,l) in which
the foot-point S(ti) lies) and is 16 for a fully regular C0. Therefore to compute S(ti) in
terms of the linear combinations (8.3) we need to precompute on average 16 × 3 = 48
scalars.
Once all of these coefficients are precomputed, S(ti) and NS(ti) can be evaluated effi-
ciently by (8.3) without accessing the control mesh whenever the control vertices cj are
modified. This allows the (CPU-based) reconstruction of the deformed mesh M at in-
teractive frame-rates for most meshes with moderate complexity. Moreover, we can now
take advantage of the simplicity of the formulas (8.1) and (8.3) to implement the recon-
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Figure 8.4: Catmull-Clark surfaces basis functions support: Only the basis functions
associated with the control vertices (solid dots) incident to a face adjacent to the hatched
central face do not vanish for any parameter value ti inside it.
struction of M on the GPU (Section 8.6), allowing interactive multiresolution modeling
of high-resolution dense meshes.
8.5.2 Normal
Since our goal is to reconstruct and render the deformed input mesh M completely the
GPU in order to exploit its superior stream processing performance, we not only have to
reconstruct its vertex positions as a normal displacement from S according to (8.1), but
also to compute a normal for each input mesh vertex vi. One apparent consequence of the
GPU approach is that each vertex has to be processed individually, which complicates the
normal vector computation due to the lack of mesh neighborhood information. Hence,
when computing deformation and reconstruction on the GPU, we need to compute the
normals using solely information associated with the currently processed vertex vi.
Let us consider the normal displacements D(vi) as samples of a (piecewise) smooth
scalar-valued function D defined over the smooth base surface S. Then the input mesh
M can be seen as a piecewise linear approximation of a parametric surface G defined by
generalizing (8.1) over the parameter domain of S:
G(t) = S(t) +D(t) ·NS(t) . (8.4)
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To handle sharp features we assume that for a vertex vi lying on a sharp feature the
position and the normal are duplicated as many times as different smooth sectors are
adjacent to it. With this assumption, both the theoretical discussion and the practical
implementation of the normal reconstruction do not need a special case distinction for
sharp feature vertices. Also when discussing the behavior of G at given ti =
[
dik,l | (ui, vi)
]
it is more convenient to restrict the parameter domain to the corresponding patch dik,l
and write S, D and G simply as functions of two parameters (u, v) spanning the unit
quad Υ. The partial derivatives of G and its normal NG are then:
∂G
∂u
=
∂S
∂u
+D · ∂NS
∂u
+
∂D
∂u
·NS , (8.5)
∂G
∂v
=
∂S
∂v
+D · ∂NS
∂v
+
∂D
∂v
·NS , (8.6)
NG =
(
∂G
∂u
× ∂G
∂v
)
/
∥∥∥∥∂G∂u × ∂G∂v
∥∥∥∥ . (8.7)
Since S is (almost everywhere) a C2 surface, we can compute its normal derivatives ∂NS
∂u
and ∂NS
∂v
(involves evaluation of the second order partial derivatives of S: ∂
2S
∂u2
, ∂
2S
∂uv
, ∂
2S
∂v2
).
Hence, the only unknown terms required to reconstruct NG are the partial derivatives of
the displacement field D — ∂D
∂u
and ∂D
∂v
in equations (8.5) and (8.6). To estimate them,
we compute the normal NG at vi on the original (undeformed) mesh M by averaging
the adjacent triangles normals and exploit the fact that NG ⊥ ∂G∂u , ∂G∂v : The gradient
∇D(ti) is then easily found by multiplying (8.5) and (8.6) with NG on both sides and
taking into account that the left-hand sides vanish (NG · ∂G∂u = 0 and NG · ∂G∂v = 0). Since
the displacement filed D is constant during the editing process, so is its gradient ∇D.
Therefore, we can store for each vi the partial derivatives
∂D
∂u
and ∂D
∂v
and reconstruct
the normal of vi (in addition to its position) during an editing session without resorting
to averaging the adjacent triangles normals. However, this method for computing the
exact normal of vi is too expensive in practice, since it increases significantly the amount
of necessary precomputed terms, effectively doubling the memory requirements and the
computation time: More precisely, in order to compute ∂
2S
∂u2
, ∂
2S
∂uv
, ∂
2S
∂v2
(needed for ∂NS
∂u
and
∂NS
∂v
) we need now to store the three second order partial derivatives of all basis functions
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φ(·) which do not vanish at ti in addition to the data we already need to reconstruct the
position of vi (Section 8.5.1).
8.5.2.1 Approximate reconstruction
Ideally, for a given vi, we would like to be able to reconstruct its normal using only S,
∂S
∂u
and ∂S
∂v
since these are the terms we require anyway to compute its position using
(8.1). The terms which require second order derivatives in (8.5), (8.6) are the derivatives
of the normal NS. However, it is known that the first order derivatives of NS lie in the
tangent plane of S. As a consequence they can be represented as a linear combination
of ∂S
∂u
and ∂S
∂v
:
∂NS
∂u
= λu
∂S
∂u
+ μu
∂S
∂v
,
∂NS
∂v
= λv
∂S
∂u
+ μv
∂S
∂v
. (8.8)
Substituting these expressions in (8.5), (8.6) we get
∂G
∂u
= (1 + λuD)∂S
∂u
+ μuD · ∂S
∂v
+
∂D
∂u
·NS , (8.9)
∂G
∂v
= λvD · ∂S
∂u
+ (1 + μvD)∂S
∂v
+
∂D
∂v
·NS , (8.10)
i.e., we can naturally represent ∂G
∂u
and ∂G
∂v
in the form
∂G
∂u
= αu
∂S
∂u
+ βu
∂S
∂v
+ γuNS , (8.11)
∂G
∂v
= αv
∂S
∂u
+ βv
∂S
∂v
+ γvNS . (8.12)
Since G does not have a natural parameterization, the coefficients of the linear combina-
tion (8.11), (8.12) are determined by taking two arbitrary orthonormal tangent vectors
q0 and q1 in the tangent plane defined by the undeformed input normal NG (computed
by averaging) and solve the two resulting 3× 3 linear systems ∂G
∂u
= q0 and
∂G
∂v
= q1.
After deriving these coefficients from the original undeformed state, we can use them
during the editing in order to reconstruct the deformed normals NG from the deformed
base surface S and its partial derivatives by applying equations (8.11), (8.12). Note also
that although the partial derivatives ∂S
∂u
and ∂S
∂v
in general will be scaled anisotropically
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Figure 8.5: Multiresolution edition of the fan model mesh:
Top left: a) The input mesh M with the control mesh C of the base surface S overlaid
on top of it. The illustrated deformation is performed by simply pulling four control
points.
Top right: b) Color plot of the angle deviation between the approximate and the exact
reconstruction of the vertex normals (brighter colors mean larger deviation). Maximum
deviation is 23 degrees, mean deviation computed only for the modified input mesh ver-
tices is 1 degree.
Bottom left: c) Shading of the deformed input mesh M using exact reconstruction of
the vertex normals.
Bottom right: d) Shading of the deformed input mesh M using approximate reconstruc-
tion of the vertex normals.
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by the editing operator, the normal vector NS is computed as their normalized cross
product. However, while γu, γv encode the displacement function’s gradient
(
∂D
∂u
, ∂D
∂v
)
,
which does not change during a deformation, the coefficients αu, αv and βu, βv are
actually functions of the curvature along the tangent directions ∂S
∂u
and ∂S
∂v
. During
deformation, we do not consider the second derivatives of S in (8.11), (8.12), therefore
our approximate normal reconstruction in fact neglects the change of the curvature
of the base surface. However, our experiments show that the loss of accuracy in the
reconstructed normal field does not degrade the quality of the shading noticeably since
the deviation from the exact normals is small under reasonable deformations (Fig. 8.5).
8.6 GPU implementation
8.6.1 Rendering path
There are several ways to implement the deformation of the mesh M on the GPU. We
achieved best performance results when transferring the data required for the compu-
tations attached as vertex attributes. More precisely, we supply for every vi regardless
of the type of the actual deformation the coefficients needed to reconstruct its position
and normal vector based on (8.1), (8.11), (8.12): di, αu, αv, βu, βv, γu, γv (2 attributes/7
floats). Once the set of modified control vertices Q ⊆ CV0 is selected, we precompute
the fraction of (8.3) for S(ti),
∂S
∂u
(ti) and
∂S
∂v
(ti) which is independent of Q (and hence
stays constant) and store it in 3 additional attributes (9 floats). Now per every control
vertex cj ∈ Q we define an additional attribute which stores φj(ti), ∂φj∂u (ti) and ∂φj∂v (ti)
(3 floats). This results in a total of 16 + 3 |Q| floats attached per vertex. All of the
precomputed data can be uploaded to the video memory using vertex buffer objects
since it does not change as long as the set Q remains unchanged (not their positions).
Since
∑N
j=0 φj(ti) = 1 and 0 ≤ φj,
∣∣∣∂φj∂u ∣∣∣ , ∣∣∣∂φj∂v ∣∣∣ ≤ 1, the 3 |Q| floats representing the
basis functions terms can be safely quantized to 16 or 24 bits precision (for GPUs which
support it) to reduce the amount of necessary video memory. Finally, the only data
we need to transfer to the GPU at every frame are the current positions of the control
vertices cj ∈ Q, i.e., 3 |Q| floats per frame, which we upload using global shader variables
(uniforms) before rendering the mesh triangles.
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8.6.2 Affine transformations of control vertices
There are two issues with the (rather rigid) approach described above: First, we need
to submit for every vertex vi ∈ M the coefficient φj(ti) in the linear combination (8.3)
for every modified control vertex cj, even if vi actually does not depend on cj (since
φj(ti) = 0), i.e., there is an additional memory overhead. Second, since the number
of vertex attributes is limited (16 for our test system), it imposes a restriction for the
maximum number of simultaneously modified control vertices (11 or 15 if the fourth
component of attributes associated with cj is used to transfer an additional scalar value).
However, that restriction is not an issue if the position of the simultaneously modified
control vertices is defined by a single affine transform. Adapting the framework of
[BK04], we represent Q = {c0 . . . cr} as affine combination of four points {q0 . . . q3}
forming an affine frame in R3, i.e., cj = Σ
3
l=0ξlql. This implies
S(ti) =
L−1∑
j=0
φj(ti)cj =
L−1∑
j=0
φj(ti)
(
3∑
j=0
ξj,lql
)
=
3∑
l=0
(
L−1∑
j=0
ξj,lφj(ti)
)
ql , (8.13)
i.e., we can represent all foot-points S(ti) (and the corresponding derivatives
∂S
∂u
(ti)
and ∂S
∂v
(ti)) as a linear combination of {q0 . . . q3}. Hence, it is sufficient to provide
per vertex only the precomputed (fixed) fraction of S(ti),
∂S
∂u
(ti) and
∂S
∂v
(ti) and the
3 × 4 coefficients required for computing the dynamic fraction as linear combination
of {q0 . . . q3}. Therefore for such a deformation we need only 8 attributes (28 floats):
2 attributes (7 floats) for di, αu, αv, βu, βv, γu, γv; 3 attributes (9 floats) for the fixed
fraction of S(ti),
∂S
∂u
(ti) and
∂S
∂v
(ti); 3 attributes (12 floats) for the dynamic fraction.
Notice that the precomputed basis functions with respect to an affine frame {q0 . . . q3}
do not cause overhead in the surface evaluation.
8.6.3 GPU program
All of the code for reconstructing the positions and the normals of the vertices of M on
the GPU is contained in a single vertex shader program. The program is generated on
the fly once the set Q is defined in order to avoid costly case distinctions in the vertex
shader. We implemented the computation in both GLSLang (OpenGL 2.0) and in
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Figure 8.6: Editing of the head of the Male model: Left: a) the input mesh M . Middle:
b) the base surface S with the control mesh C overlaid on top of it. Right: c) M is
modified using the control vertices of C.
assembler (ARB vertex program). The GLSLang implementation performed constantly
slower than our assembler program in all tests by a strongly varying factor reaching at
times 90%, which can be explained with the lack of mature support for GLSLang in the
current GPU driver generation.
8.6.4 Mesh optimization
Since we render the mesh in a single pass, every vi is reconstructed l times where l = V(vi)
is the number of triangles adjacent to it. For most high-resolution meshes the average
is l  6. However, in practice the vertex geometry is never computed so many times,
since modern GPUs store the results of the most recent computations in a FIFO cache.
Hence it is of crucial importance to reorder the indices of the mesh triangles in order to
minimize the amount of cache misses [Hop99]. Since the computation requires a large
number of video memory accesses, using an interleaved attribute layout and a sequential
reordering of the vertex data in order to minimize the memory access latency turned out
to be quite important as well. These optimizations accounted for more than 50% of the
performance gain for some models.
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Table 8.1: Subdivision surface based multiresolution mesh modeling benchmark — CPU
vs. GPU performance chart: The number of simultaneously edited control vertices
affects the computational complexity of the deformation since the amount of required
data (attributes) per input mesh vertex depends linearly on it. The performance during
an affine transformation of a larger number of control vertices (Section 8.6.2) corresponds
to the case of four simultaneously modified control vertices. Model complexity (number
of triangles): Car — 62K; Fan — 137K; Male — 667K.
8.7 Results
We tested our subdivision surface based multiresolution modeling algorithm on a Pen-
tium IV 3GHz, 2GB RAM system with AGP 8x GeForce 6800 Ultra graphics card. The
GPU implementation of the deformation and the reconstruction results in significant
performance gains compared to an implementation of the computation of (8.1) on the
CPU, using exactly the same algorithmic components, i.e., precomputed basis functions
(8.3) and approximate normal computation (8.11), (8.12) (Table 8.1). For example,
our demo implementation simultaneously deforms 10 control points on the Male model
(667K triangles) at 55.6 fps using GPU reconstruction as compared to 9.7 fps on the
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CPU. The source code of the program used to benchmark the performance and test
models is available at our web site [MB05].
8.8 Limitations
Under very extreme deformations the approximate normal reconstruction (Section 8.5.2.1)
might fail to give results sufficiently close to the true normals if the base surface S is
too far away from the input mesh M . The reason for this is that if the displacements
D(vi) are very large, the error emerging from ignoring the second order terms of S is
amplified considerably. One way to resolve this issue is to fit the base surface S to M
using the approximation technique presented in Chapter 7, which minimizes the lengths
of the displacements D(vi).
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In this thesis we presented various algorithms for automatic conversion of triangle meshes
to high-order smooth Catmull-Clark subdivision surfaces which not only approximate
accurately the geometry of the input surface, but also align to its structure. The benefit
of this property was illustrated in the last chapter of the thesis by employing the gen-
erated models to edit the scanned mesh on various scales — since the generated control
meshes preserve the structure of the processed surface, the deformations performed by
simply moving a few control points modify the shape of the processed object in a natural
way.
The simplification algorithm we presented in Chapter 3 is the only existing greedy type
(efficient) technique which operates on and produces general polygonal meshes (not
just triangles). The combined L2/L2,1 error metric controls the deviation from the input
surface, thus preserving the high fidelity of the simplified meshes to the processed object’s
structure and geometry. Moreover, the integrated quality criterion guaranties that the
produced mesh at each simplification step will be unconditionally valid, without fold-
overs and with proper polygonal elements (no self-intersections). The synergy of these
two components allows us to generate extremely coarse, but still valid structure aligned
meshes which allow for large scale, global editing of the input shape. Additionally, our
algorithm does not depend on any user provided parameters or thresholds, and thus
operates fully automatically even for the most complex (valid) input data.
In Chapter 5 we extended the original anisotropic remeshing algorithm [ACSD+03] to
handle arbitrary topology surfaces, and improved significantly its execution speed by
employing a more efficient line sample database. Furthermore, we proposed a method
which extends the line sampling of the input mesh to the isotropic regions of the surface
by propagating curvature tensor information from the adjacent anisotropic regions. By
this we can generate fairly regular, structure-preserving control meshes at fine resolu-
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tions, which allow representing the input shape with sufficient fidelity to capture fine
geometric details.
Our most successful method for automatic control mesh layout generation is described
in Chapter 6. By splitting the difficult problem of generating structure aligned, regu-
lar meshes into two steps, our technique offers several benefits: In the first step, the
resolution and the sensitivity of the segmentation to the surface features scale can be
controlled by the user by various means, providing a very natural way to highlight the
important geometrical structural components. In the second step, our algorithm com-
putes a fully automatic, as regular as possible, quad-dominant remeshing of the surface
aligned to the segmentation boundaries, thus producing an output quad-dominant mesh
which is mostly regular and at the same time conforms to the structure of the input
surface. This algorithm is very robust and offers various directions for future work and
extensions: To improve the results for non-technical models, the current segmentation
component, which is geared towards optimizing the geometry approximation, can be
replaced by a technique which segments the mesh into a set of semantic components,
e.g., [KT03, KLT05]. Another interesting route for further research is the improvement
of our curves selection strategy. For instance, genetic algorithms often prove their effec-
tiveness when employed to find a nearly global minimum in a large discrete space such
as the one described in Section 6.7. Another possible option are the“Branch and Bound”
methods which could use some geometrical heuristic to partition the problem and then
find optimal solutions for the resulting, lower complexity sub-problems.
The scattered data approximation technique we proposed in Section 7 optimizes signifi-
cantly the approximation quality of the subdivision surfaces generated by the simplifica-
tion and remeshing methods described in Part I. Beside the natural application of this
algorithm for reverse engineering, other application fields such mesh geometry compres-
sion and transmission are natural places to employ our technique. The approximation
error can be further minimized by adapting the second order surface-to-surface distance
approximant to the subdivision surface setting [PL03, CWQ+04, MK05b], while the
quality of the approximating subdivision surface can be controlled by employing fairing
techniques [FMS03].
In Chapter 8 we presented a two-scale representation, an editing algorithm and a high-
performance GPU implementation for computing and rendering multiresolution deforma-
tions of complex meshes in real-time. Employing our approach, multiresolution editing
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and animation of dense meshes, with a complexity of up to a few million triangles, is
possible using commodity graphics hardware available on the mainstream market. The
demonstrated results seem quite useful for dynamic, high-demanding CAD applications
for conceptual design. Beside mesh editing, subdivision based key-frame animation is
one of the most promising applications of this algorithm. Unfortunately, the high per-
formance “vertex attributes” rendering path on the GPU does not allow more complex
deformations, since we are not able to access the full range of precomputed basis func-
tions information for every vi on the GPU. Hence, we also implemented the algorithm
using the brand new“vertex textures”GPU feature, which allows uploading our (rather)
sparse precomputed coefficients structure without restrictions (and memory overhead)
on the GPU. However, this hardware feature has not fully matured yet, therefore this
rendering path actually turns out to be much slower than the CPU reconstruction. If
the next generation of mainstream GPU hardware provides either much faster vertex
textures access or more (about 32 instead of just 16) vertex attributes, we will be able
to perform full featured key-frame animation of multiresolution models on the GPU
without any (significant) CPU intervention.
Finally, while manual interaction by the user is still required to fill in the “missing
link” between triangle meshes and high-order surface models in the reverse engineering
pipeline implemented in many modern CAD systems, the results of the work conducted
in our research suggest that automatic model generation algorithms are a viable route
to replace or at least reduce significantly the required user intervention. Hence, integrat-
ing the presented algorithms in an industrial CAD application is the next step of the
development of our reverse engineering solution. This will allow us to cut significantly
both the time and the production costs necessary for reproducing the geometric design
of existing physical prototypes and products.
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