Three methods of sire evaluation were compared empirically--herdmate comparison, least squares, and maximum likelihood. Michigan Dairy Herd Improvement Association Holstein data representing 10,620 first lactation records and 1,003 herd-year groups were analyzed. Forty individual bulls representing three artificial insemination units were evaluated. The rank correlations among herdmate comparison and ]east squares estinlates ranged from 0.94 to 0.97. The rank correlations between the maximum likelihood evaluations and those computed by least squares and herdmate comparisons were .99 and .97, respectively. The sampling errors of the maximum likelihood sire constants were about 1.5% smaller than those for least squares estimates.
Most of the recent research in sire evaluation methodology has eentered on the herdmate comparison procedure. The evidence indicates that the herdmate comparison procedure gives a reasonably accurate assessment of bulls used in artificial insemination [Heidhues et al., (6) , McDaniel et al. (13) ]. However, little attention has been given to the development of possible alternative procedures which possess nmre desirable properties.
One probable reason is that of computational limitations. The herdmate comparison is relatively easy to program and does not have elaborate computational requirelnents. The herdmate comparison can be computed on a sequential basis, thus reducing computer storage requirements in contrast to procedures which require a matrix inversion process.
There are several classes of nongenetie effects which must be considered in sire evaluation. The number of sets of factors illv¢~lved causes a geometric increase in computer storage requirements for nonsequential processes, such as matrix inversion.
Henderson and Carter (10) apportioned the total variation in age-adjusted dairy records as follows:
Received for publication 5uly 3, 1967 Obviously, any model for sire evaluation must contain herd and year-season effects. Given this model, one nmy proceed in one of two ways: a) Adjust the data for herd and year-season effects and then analyze the data ignoring herds and year-seasons, or b) obtain a sinmltaueous solution for the effects of sires, herds, and year-seasons. Procedure a) might be one as elaborate as Henderson's Method Two (8) or as Sinlple as the herdmate comparison. Procedure b) would involve the application of a linear model requiring matrix inversion for a solution (since the data are highly nonorthogonal).
Cunningham (1) pointed out that the herdmate comparison procedure amounts to a twostage process in which herd and year-season effects are removed (by expressing the records as deviations from herd-year-season means) and sires are evaluated by analyzing these deviations, ignoring herds and year-seasons. This means that sires are compared on a withinherd-year-season basis. Possible interactions of sires with herds and year-seasons are ignored. Also, sire comparisons contained in differences among herd-year-season means are not used. Due to nonorthogonality, the herd-year-season means contain some information on sire effects. A variation on the herdmate comparison procedure [Henderson, (9) ] does utilize a portion of the inter-herd-year-season variance, but for a different purpose. This adjustment (the adjusted daughter average) takes into account that a portion of this variation represents genetic differences among the cow groups in these herds.
As an alternative to the herdmate comparison, Cunningham (1) suggested the sinmttaneous consideration of the sire, herd, and year-season effects by linear estimation. The model he suggested is 782 were t, represents sire effects and bj represents herd-year-season effects. The sire-by-herd-yearseason interaction is ignored.
With the preceding linear model, there are four alternative sets of assumptions from an estimation standpoint : A--tterd-year-season effects fixed and sires fixed. B--I-Ierd-yearseasons random and sires fixed. C--~Ierd-yearseason effects fixed and sires random. Or D--Both sires and herd-year-seasons random. The assumptions in A lead to a least squares analysis, while those in B require a maximum likelihood analysis of the nature described by Cunningham (1) . Model B also corresponds to the recovery of interbloek information in incomplete blocks. Both methods involve matrix inversion.
The purpose of this study was to evaluate the relative merits of sire evaluation using Models A and B, as compared to the standard herdmate comparison procedure.
Since Models A and B have not been widely used in the context of sire evaluation, we shall attempt to summarize briefly criteria which should be considered in choosing an optinmm method of analysis. For further infornmtion, References (1), (2) , and (14) may be consuited.
Nature of effects. The choice between Models
A and B depends in part on whether it is appropriate to regard herd-year-season effects as a randonl sample from some much larger population. One problem in dealing with this ~ssue is that several distinct factors are conihined into one category. Season effects are fixed. Years are probably appropriately regarded as fixed effects. There seems to be somewhat more basis for assuming that herds are sampled at random. Sire effects also should be considered random. However, as pointed out by Harvey (3), sire constants may subsequently be regressed on the basis of a function of the appropriate variance components.
Sampling variance of estimates. As discussed in References (1), (2) , and (14) , the sampling variance of the estimates of fixed effects is a minimmn when maximum likelihood (ML) estimation is employed appropriately. This comes about because the block (random effect) totals contain information on the fixed effects which can be combined with the intrablock estimates. There is little information available to predict how nmch can be gained by maxinmm likelihood estimation in nonorthogonal data situations. Certainly, the gain in precision is a function of the degree and pattern of confounding. Without confounding, the block comparisons would be free of fixed effects. A second factor influencing the gain in precision through maximum likelihood estimation is (r,~/o-b~ the ratio of the error vaxiance to the block variance. Cunningham (1) Bias. The preceding comments have centered on the question of sampling error. Henderson (7) pointed out that certain kinds of selection introduce a bias into least squares estimates. The example he used was one in which a bias due to selection among cows (blocks) was introduced into estimates of yearly environmental and genetic trend.
Randomizatio~b. In the context of an incomplete block experiment, one makes up a set of treatment combinations (sires) and allocates these to the blocks (herd-year-seasons) by a suitable randomization process. In sire evaluation ~his infers that a given combination of sires would be equally as likely to occur in the herd with the poorest environment as in the herd with the best enviromnental conditions. Harvey (5) has stressed the importance of" this assumption. This nlatter may be more critical for maximum likelihood analysis than for the customary least squares procedure.
Data
This study involved an empirical comparison of three methods of sire evaluation: herdmate comparison, least squares, and maximum likelihood. The prima~w practical problem in using linear estimation is to keep the number of equations to be solved directly within manageable limits. The difficulty, therefore, largely lies in restricting the nmnber of' bulls to be compared. Two principal avenues of reducing the number of sire constants were used: 1) The data were restricted to an area serviced by only one artificial breeding cooperative; in this case the data were restricted to Holstein herds in Michigan; 2) the bulls used in these herds were categorized into three groups--a) natural-service sires, b) contemporary artificial insemination (AI) sires and c) other AI sires. The bulls in Group c) included older AI bulls as well as those which had fewer than 25 daughters. Only the bulls in Group b) were fitted individually.
The scope of the problem was also reduced by use of first records exclusively (the first available record at less than 36 months of age). Thus, it was not necessary to include a separate term for cow differences in the model. The magnitude of the computational effort was also reduced by restricting the data to calving dates within a three-year period, 1961-1963. Finally, certain requirements were made for the initial inclusion of a particular herd in the study.
Since the primary objective of the study was to evaluate methods of comparing AI sires, herds using natural service would make no contribution to this goal. Therefore, no herdyears were selected initially which had less than three first-calf heifers produced by artificial service. In addition, each herd-year group was required to have at least six heifers calving. Animals whose sires were not identified were excluded, as were the progeny of grade sires. All lactations were at least 75 days. The records of cows culled before completing a lactation were extended to a 305-day basis. A total of 2,844 herd-year groups was examined in the initial selection of the data. Of these groups, 1,504 were omitted because less than six first-lactation records remained when the above restrictions were imposed. An additional 337 herd-years were excluded because there were less than three first lactations of cows produced by AI service. Thus, the data consisted of 10,986 lactations rel)resenting 1,003 herd-year groups and 1,095 sires.
The data were then surveved % detail to determine a final classifies*io~l oe the sires represented. All non-AI siro~ were pooled together into one group. Art, ific~] in~eminatlon sires were separated into two grouos, one in which an estimate for each individual bull was to be obtained, and a residual category for which all remaining bulls were to be estimated as a group. The following criteria were employed in assigning AI sires to the two categories: 1) Artificial insemination bulls with less than 25 daughters were assigned to the residual AI group, 2) all bulls belonging to other than the three primary studs were assigned to the residual group, 3) all bulls entering service prior to 1956 were placed in the residual group, 4) all bulls assigned to the individual grouping were required to have daughters calving in 1963.
These restrictions resulted in the selection of 40 bulls to be evaluated individually. These bulls were distributed among the three studs as follows: Stud A, 23 sires; Stud B, 8 sires; and Stud C, 9 sires.
As the data were coded to sire groups, cer-tain additional types of records were discarded: 1) non-AI progeny of AI sires, 2) 318 progeny of 12 sires whose date of entry into service was uncertain, and 3) 31 records with birth dates subsequent to 1961. A total of 10,620 records was actually used for analyses to be described.
As shown in Table 1 , the number of daughters per sire ranged from 26 to 724. There were 5,470 daughters of these 40 sires. There were 2,554 and 2,585 records in the non-AI and residual AI sire categories, respectively, excluding single-record herd years. Milk and fat were adjusted to a mature-equivalent basis using the standard Dairy Iterd Improvement Association age factors.
Methods and Results
The 40 bulls described in Table I were evaluated using three different criteria: a) hcrdmate comparison, b) least squares, and c) maximum likelihood.
Herdmate comparison. Herdmate comparisons were computed in the customary manner: The record of each daughter was expressed as a deviation from the average of all daughters of other sires calving in the same herd, year, and season. Two seasons were defined on the basis of previous data on trends in lactation averages by month of calving: November to April and May to October. There were 3,720 lactations in Season 1 (November to April) and 6,889 lactations in Season 2 (May to October). In contrast to usual sire evaluation procedures, this procedure is a true contemporary comparison, since only animals of approximately the same age are compared.
Least squares. The application of least squares estimation to unbalanced nmltipleclassification data has been described in detail by Harvey (3) . However, the procedure does not appear to have been used previously for large scale dairy, sire evaluation. The model fitted was :
h~ is an effect common to observations in the i ~ herd year, aj is an effect present for all observations in the j,h season of calving, b~ is an element peculiar to the k *~ year of birth, (ab)~ is an effect possessed by all observations in the j~ season and k ~ year of birth, gt is the effect of the 1 t~ sire group (g~ refers to the group of all the non-AI sires and the residual AI sires, g, pertains to the group of 40 individual sires), and s~ refers to the ,mt" sire or sire class in the l " sire group, and e,;~ is a random error peculiar to the ~ daughter in the lm t~ sire class.
In the application of least squares to obtain estimates of the group comparisons, all effects except error are assumed fixed in repeated sampling. As pointed out by Harvey (3), least squares estimates of random effects should be regressed to the over all mean using a function of the appropriate variance components. Sires are usually eonsidered to be random effeets. Although the group of sires studied may not be a random selection, individual sires contribute only a random complement of genetic material to each offspring. This is in contrast to evaluating' fertilizer applications, for example, where each emnpound compared can be applied in exactly the same form and quantity to all experimental units allocated to it.
Four birth-year groups were employed : 1958-1961. Although birth year and year of record are correlated, the equations for birth years were included because the correlation is not perfect and a reasonable solution should be obtainable. A model omitting birth years can be fitted from stuns of squares obtained for the above model by simply deleting the birthyear equations. Birth-year comparisons are 1  128  21  88  2  29  22  41  3  176  23  38  4  53  24  69  5  86  25  485  6  61  26  28  7  395  27  28  8  147  28  28  9  62  29  44  10  549  30  58  11  101  31  478  12  374  32  75  13  40  33  220  14  67  34  35  15  90  35  724  16  53  36  35  17  169  37  26  18  29  38  42  19  151  39  36  20  87  40  45 " Totals do not include records of daughters in herd years where there were no other animals present presumed to reflect changes in mean genetic merit in the population. The difficulty in interpretation of the birth-year comparison is increased by the presence of the sire effects in the model. A large portion of the variation due to sires is accounted for by including the s~ effect in the model. Therefore, the birth-year comparisons largely involve changes in genetic merit arising from the dam's contribution, since they are partially adjusted for sire effects.
The effects (ab)j~ are assmned to reflect differences in the influence of seasons on yield among the various birth-year groups. Such fluctuations presumably constitute a form of genetic-environmental interaction. The numbers of observations in the various birth yearseason groups are presented in Table 2 .
As the model indicates, sires were split into two groups: Group 1 consists of all non-AI sires and all residual AI sires; Group 2 consists of the 40 individual bulls listed in Table  1 . The purpose of this division was to 1) restrict the number of degrees of freedom for sires and 2) to compare the 40 individual sires only among themselves, rather than against all sires. The latter mode of comparison roughly corresponds to exclusion of the progeny of all bulls except those to be comoared from the herdmate averages of the bulls evaluated.
Maximum likelihood. The method of maximum likelihood was first proposed for a.pp]ications in dairy cattle data by Henderson (7). In actuality, maximmn likelihood covers all types of models, including the least squares situation, since the estimators obtained depend upon the distribution assmnptions made regarding the elements of the model. The least squares category applies to those, models where error is the only randomly distributed variable. As pointed out by Cunningham and Henderson (2) , maximmn likelihood estimation results in the familiar procedure for the recovery of interblock information on treatments in the analysis of incomplete block designs. " Records from single-observation herd-year groups are not included.
In our study, the model assumed is the same as previously presented for least squares. The only difference in that the herd-year effect, h,, is presumed to be a random variable with variance c~ 2. This model is the same as that used by Cunningham (1), except for the aj and b~ effects.
As pointed out by Miller et al. (14) , the equations obtained using this model differ from the least squares equations in that the constant c~j°/o-h ~ is added to the diagonal coefficients of the submatrix for herd-years. The repeatability value was assumed to be 0.35 on the basis of a survey of estimates from the literature.
In contrast to the model used in Reference (14) , in the present study only a single absorption is required, since the random effect (herd years) is not nested within a fixed classification. In this situation it is necessary to include an equation for /x to obtain unbiased estimates of the fixed effects. The introduction of the ratio c%-~/¢h " increases the total degrees of freedom by one. The absorption of the h~ does not remove the tL effect, and this must be taken into account in the estinmtion procedure. An equation, adjusted for absorption of the h~, must be set up to estimate t*; otherwise, the estimates of the a~, bk, (ab)j~, and sz~ will be seriously biased due to the confounding with tL. When this procedure is applied to balanced incomplete block problems, unbiased maximum likelihood estimates of the treatment differences can be obtained without accounting for /~. If the usual least squares restrictions are applied to treatments after absorbing blocks, the maximum likelihood constants (~) are obtained unbiasedly, since t* is not confounded. If no restriction is applied to treatments, the solutions yield estinmtes of ~ + t,, as shown by Cunningham and Henderson (2) .
The least squares analyses of variance were carried out using the preceding model. The effects of birth years and seasons X birth years were nonsignificant for both milk and fat yield. Season effects were highly significant for both milk and fat production. Differences among the individual AI bulls were highly significant. The F ratios for the one degree of freedom comparison of non-AI versus other AI sires were significant only at the 5% level. These snmller F ratios, in contrast to those for individual sires, are due to the decreased variance brought about by grouping.
The model was subsequently reduced by deleting the interaction equations. The results were similar to those for the original model, except that the F ratios for season and birth ~1. DAIt~Y SCIENCE VO~. 51, NO.. 5 year were slightly increased. Birth-year differences remained nonsignificant.
The least squares constants from the original model are presented in Tables 3 and 4 . The season constants in Table 3 show that cows calving November to April produce about 180 kg of milk and 5 kg of fat more than those freshening May to October.
The comparison of the constants for the non-AI sire group to those for the other AI sire group shows that the residual AI bulls were on the average superior by 78 kg of milk and 3 kg of fat. These constants are adjusted for the effects of herds, years, herds × years, seasons, birth years, and seasons × birth years. Wadell and McGilliard (15) found that artificially sired cows in Michigan exceeded their naturally sired herdmates by 56 kg of milk and 1 kg of fat in the first lactation. The present data cover a later period of time than Wadell's study. Also, only about one-third of the total AI progeny in these herds was included in the AI grouping. The present analysis also provided a comparison between the mean of the 40 individual AI bulls and the mean of the non-AI and remaining AI bulls; this difference was 72 kg milk and 2.4 kg fat in favor of the individual AI sires.
The individual sire constants are presented in Table 4 . The range in standard errors for milk yield was from a high of 243 kg (Sire 37) to a low of 46 kg (Sire 35). The sire constants for milk yield ranged from 996 kg (Sire 28) to --523 kg (Sire 37).
Analyses of variance of milk and fat based on the maxinmm likelihood model were carried out. The appropriate measure of error for testing the magnitude of tim maximum likelihood estimates of the season, birth year, season X birth year, and sire effects is the least squares The F values for seasons, seasons × birth years, and sires were similar to the corresponding values for the least squares analysis. However, the F ratios for the maximum likelihood estimates of birth year effects were highly significant, whereas the least squares values were of negligible magnitude. Also, the F ratio for the group comparison of AI sires versus non-AI sires was nonsignificant for milk yield and significant at only the 5% level for fat production. In the least squares analysis both mean squares were significant at the 5% level.
The maxinmm-likelihood constants for seasons, birth years, and grouped sire effects are presented in Table 5 . The seasonal differences estimated by this method were quite comparable to those obtained by least squares. In both cases production in the winter season was higher than that in the summer season. The maximum likelihood birth year constants indicate a gain of about 300 kg of nfilk over four years. These results apparently reflect factors other than changes in genetic merit, especially since the birth-year constants are partially adjusted for sire effects. Residual age effects may have been involved. The maximum likelihood comparison of non-AI bulls to other AI sires indicates a superiority of about 50 kg of milk and 2.5 kg fat for the AI bulls. These differences are smaller than the ]east squares values; the maximum likelihood estimate for milk yield was not significantly different from zero at the 5% level. The maximum likelihood analysis also provided an estimate of the over-all mean, being 6,351 kg of milk and 231 kg of fat.
The maxinmm likelihood constants for individual sires are listed in Table 6 . Comparison of these results to those for ]east squares indicates a rather close agreement on the whole. Sire 15 shows the greatest disparity in relation to the least squares estimates in Table  4 , being about 115 kg. These constants appear to be somewhat more variable than the least squares estimates.
The third method of sire evaluation considered was the standard herdmate comparison technique. Herdmates were defined as paternal- Table 7 . Comparison of these results with those in Tables 4 and 6 discloses a fairly close agreement between the three different estimates of sire effects. While a visual appraisal of the estimates provided by the least squares, maximum likelihood, and herdmate comparison procedures gives a rough idea of their agreement, a more precise measure is needed. For this reason, the rank correlations among the various estimates were computed by the Spearnmn procedure and are presented in Table 8 .
The rank correlations between the herdnlate comparison evaluations and the least squares constants were .94 and .q7 for milk and fat, respectively. The corresponding correlations between herdmate comparisons and maximum likelihood evaluations were .96 and .98. Maximum likelihood and least squares resulted in almost identical ranking of sires, as indicated by the rank correlation values of .99 in Table  10 (r~ and r~). The slight tendency for a closer correspondence between the maximum likelihood and least squares results may be due to their computational similarities, in contrast to the herdmate comparison method.
Discussion
The objective of the present study was to ~l~--Herdmate milk; 2=herdmate fat; 3= least squares milk; 4----least squares fat; 5 = maximum likelihood milk; 6 = maximum likelihood fat.
empirically evaluate the three alternative procedures for analyzing progeny test results. In the context of parameter estimation (sire breeding value), two factors must be considered: Bias and sampling error.
Henderson (7) pointed out that certain kinds of selection may lead to a bias in least squares estimates which can be circmnvented by computing the maximum likelihood values. The illustration used was a model fitting birth-year groups and year of record on a within-cow basis. In this case the usual situation is characterized by a correlation between the block (cow) means and the number of observations per block (cow). In the problem of estimating sire breeding values, any relationship between the herd-year average production and the size of herd is likely to be small and negative.
Harvey (5) pointed out that application of the maximum likelihood requires that the treatments (sires) be allocated randomly to the blocks (herd years). To investigate this question, the product-lnoment correlation between the least squares sire constants and the herd mate averages for the corresponding bulls was computed.
This correlation was only 0.12. Therefore, any relationship that may have existed between herd effects and the use of bulls was not a simple situation of the best bulls being used in the best herds.
In the present study, the existence of interactions of herd years and sires with seasons has been ignored in the least squares and maximum likelihood analyses. The herdmate comparison procedure makes allowance for possible herd-year-season interactions, but does not account for interaction of sires and seasons. All three evaluation procedures are subject to errors caused by interactions of sires with herd years. Henderson and Carter (10) estimated that 2% of the variation in ageadjusted records was due to sire X herd interactions.
All three procedures, as applied in the present study, are subject to errors resulting from inaccurate age-adjustment factors. The herdmate comparison requires the use of adjustment factors computed from the data at hand or, more likely, from a previous larger body of data. However, there is no practical reason why age variation cannot be accounted for simultaneously by regression techniques in the least squares and maximum likelihood methods. This would be especially desirable if age × year interactions exist, as indicated by the work of Koh and Henderson (12) .
In the present study, effects for birth-year groups and the interaction of birth-year groups with seasons were included in the maximum likelihood and least squares models. Season × birth-year effects were negligible in both analyses, but the results for birth-year groups were equivocal. Small and inconsistent estimates were obtained by least squares, but a large and positive trend was indicated by the maximum likelihood results. Residual age variation may be involved. However, a subsequent analysis of actual production indicated a negative trend over years. In general, it appears to be a desirable goal to adjust estimates of sire breeding value for changes in genetic merit in the population. This is much more feasible with the maxinmm likelihood and least squares procedures than with herdmate comparisons.
On the whole, with respect to bias, there appear to be valid theoretical reasons for preferring the maxinmm likelihood and least squares procedures to the herdmate comparison. However, as indicated in Table 8 , all three procedures ranked bulls in essentially the same order. There was a slight tendency for closer agreement between ]east squares and maximum likelihood, as compared to the correlations between these measures and herdmate comparisons. On the strength of these data, however, there appears to be little basis for preferring one method to another, so far as bias is concerned.
The second criterion useful in judging the merits of the alternative procedures is sampling error. The principal theoretical advantage of maximum likelihood estimation is that the estimates of fixed effects possess smaller standard errors than those provided by any other procedure. It is intuitively evident that this is true, since the diagonals of the randomeffects portion of the least squares matrix are increased by the fraction o-~/o-~ ~, thus introducing additional information. This results in reduced diagonal coefficients for the fixed effects portion of the inverse matrix. Using a small numerical example, Cunningham (1) demonstrated that the standard errors of the maximum likelihood constants are slightly smaller.
The standard errors of the sire constants were computed for both the maximum likelihood and least squares sire constants; these are presented in Table 9 for milk yield. The standard errors for the maximum likelihood estimates were computed by using the diagonal coeffÉcients from these estimates and the error mean square from least squares. The use of the residual mean square from the maximum likelihood solution is not correct (14) .
The results in Table 9 show that the standard errors for the maximum likelihood constants range from the same size to about 5% smaller than the corresponding values for least squares. The average decrease was 1.6%. Thus, in the present application, the advantage of nmximum likelihood estinmtiou was small, as compared to least squares.
The present results are incomplete, in the respect that standard errors were not obtained for herdmate comparisons, and thus the relative advantages of the methods cannot be fully assessed. However, it can be stated that the standard errors of the maximum likelihood estimates are smallest, provided that the ratio o-2/(o-o ~ + o-~ ~) assumed is accurate.
The value of repeatability used, 0.35, was based on estimates from the reseaxeh literature. To examine the adequacy o£ the approxi- where the subscript i refers to herd years, j to the sire classification, and k to individuals within herd-year-sire groups. The symbol R() indicates a least squares reduction sum of squares. The model assumed in this analysis included herd years and sires, but no interaction between herd years and sires. As in the incomplete blocks case, these interactions are assumed to be absent. The ratios in Table 10 are expressed in terms of &~'-f-3-~-', since the initial maximum likelihood model infers that sires are fixed effects. The results in Table 10 indicate that the repeatability assumed (0.35) was a reasonably accurate measure of the importance of herdyear effects in the sample of data employed. The assumed value was slightly larger than the estimate obtained from the data.
Summary and Conclusions
Three methods of sire evaluation were compared empirically: Herdmate comparison, least squares, and maximum likelihood. The results for all three methods were in close agreement, as measured by the rank correlations of sire effects. These correlations ranged from .94 to .99, based on breeding values for the same trait (milk or fat). Maximum likelihood theoretically circumvents certain biases which may affect herdmate and least squares results, but such situations were apparently of little iul m portance in the data studied.
Maximum likelihood estimates in theory have the smallest possible sampling errors. In the present data the average decrease in sampling error of sire effects was 1.6%, as compared to least squares. The maximum reduction was about 5%.
The model employed also contained effects for birth years, seasons, birth years × seasons, and non-AI sires versus other AI sires. The maximum likelihood and least squares results were reasonably consistent for seasons, birth years × seasons, and non-AI versus AI. However, the two methods gave widely different estimates for birth-year effects. The least squares analysis indicated that birth-year changes were negligible, while the maximum likelihood estimates showed a large positive trend.
It is concluded that the three methods rank bulls essentially the same and with similar precision in situations comparable to those in the data studied. The data were chosen to sinmlate the objective of discriminating among bulls becoming available for the first time to dairymen in a single state. Differences among the methods may be larger when data covering greater ranges of time and geographical areas are studied.
