Rotating machinery has been developed with high complexity and precision, and bearings and gears are crucial components in the machinery system. Deep learning has attracted considerable attention from researchers in this area. The convolutional neural network (CNN) is a typical deep learning model that has a strong capability for automatically extracting features from raw data. This capability minimizes dependence on expert knowledge during feature extraction and selection. In CNN, hyperparameters, such as activation functions, can directly influence the performance of the model. In this study, the improved rectified linear units (ReLU)-CNNs are proposed for machinery fault diagnosis. The model's input are raw vibration signals without feature extraction and selection. It is experimentally validated for fault diagnosis using bearing and gearbox datasets. Results show that the proposed method can obtain satisfactory accuracy with enhanced convergence speed. For both datasets, the proposed method gives better diagnosis accrues than the other compared models. The proposed model can take advantages of standard ReLU-CNN, and these advantages can overcome traditional activation functions' vanishing gradient problems. Meanwhile, the improved ReLU-CNN has a new property that makes it perform better than the standard ReLU-CNN.
I. INTRODUCTION
Over the past few years, the great progress which machine learning especially deep learning achieved make these techniques gain increasingly widely applications in many different areas, such as the rotating machinery industry area [1] . At same time, modern machines are developing with enhanced complexity, their health conditions become increasingly crucial to ensure the industry system's safety and operation performance. In rotating machinery, bearings and gears are critical components and their fault diagnosis and detection have practical significant influences in industry [2] . Therefore, fault diagnosis based intelligent method has attracted increasing attention in recent years [3] , [4] .
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Traditional fault diagnosis techniques are mostly vibration signal analysis methods, which are generally based on signal processing knowledge with manual feature extraction [5] . The feature extraction step is the key process of these types of methods because only adequate feature extraction can achieve the goal of fault detection and thus improve recognition precision [6] . In past decades, manually extracted features from time domain [7] , frequency domain [8] and time-frequency domain [9] have been used in traditional fault diagnosis methods [10] . Wang et al. [11] used shorttime Fourier transform (STFT) to process raw signals and obtain time-frequency features for furtherly used in motor fault diagnosis. Liu and Xiang [12] proposed one-level kernel regression residual decomposition to decompose raw vibration signals of bearings and gears into a low-frequency term and a high-frequency term for fault detection. Tarak et al. [13] used mel-frequency cepstral coefficients (MFCC) to extract VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ gearbox features and proposed a combination method named MFCCs-SVM for gearbox fault classification. Zhen et al. proposed a method based on the weighted average ensemble empirical mode decomposition (WAEEMD) and the modulation signal bispectrum (MSB) for rolling element bearing fault diagnosis. This method first decomposed the non-stationary signals into stationary intrinsic mode functions (IMFs) and then used a weighted average method to reconstructed the signal [14] . However, most of these techniques need expert knowledge [15] and consume expensive human labor [16] , [17] . Moreover, the quality of results heavily relies on feature extraction and selection. These stages usually consume considerable manual work and time. Thus, ideal results may not be guaranteed due to differences in people's professional knowledge.
Converting traditional methods to artificial intelligence techniques has become an irreversible trend. Intelligent diagnosis techniques are a hot research topic in the machine fault detection area [18] . Different intelligent diagnosis methods, such as artificial neural network (ANN) [19] and support vector machine (SVM) [20] , have been widely applied in the past decades. Nevertheless, these traditional machine learning methods have limitations in sensitive feature extraction from raw signals.
Deep learning is a relatively new machine learning technique [21] and has made considerable progress in various fields, such as image recognition, speech translation, and activity recognition. Typical model structures of deep learning include the autoencoder (AE) and its variants [22] , deep belief network (DBN) [23] , convolutional neural network (CNN) [24] , and recurrent neural network (RNN) [25] . Deep learning aims to learn the general underlying representation of input data [26] , thereby automatically learning essential features from raw data [27] . This capability promotes the application of deep learning in the field of mechanical fault diagnosis [28] .
The development of CNN can be traced back to the work of Krizhevsky and Hinton [29] , whose study demonstrated how deep CNN could substantially outperform other image classification methods. CNN can remarkably extract features directly from raw data [30] , thus reducing the dependence on expert knowledge during feature extraction and selection. In summary, CNN can eliminate the dependence on various advanced signal processing techniques and manual feature extraction [31] .
Parameters and hyperparameters must be determined in CNN. Hyperparameters, such as activation functions and structure parameters, may strongly influence CNN's performance. The activation function introduces linear or nonlinear transformation to the neural network. This function is crucial for obtaining successful results for CNN. Although the choice of activation function has an important effect on the neural network, fewer studies are available on activation functions compared with neural network structures. Usually, the activation functions in CNN are set as the traditional activation functions, such as the sigmoid function and tanh function.
Both functions are saturated nonlinear functions and face the local optimization problem. Rectified linear units (ReLU) have been developed to replace these functions. Although the ReLU function is easier to optimize than traditional activation functions, its definition makes it contain limited information which contained in negative value inputs. Thus, in this research, the improved ReLU-CNNs are proposed for intelligent fault diagnosis of rotating machineries. The proposed method implements the improved ReLU, which adopts the advantages of the ReLU function and overcomes its shortcomings, as activation function. Bearing and gearbox datasets are analyzed to validate the proposed method. The results prove that the proposed method demonstrates high recognition accuracy with satisfactory convergence speed. The main contributions are listed as follows: (1) an improved rectified linear units function based on a CNN model for machine fault diagnosis is proposed; (2) model's hyperparameters' selection, especially for an activation function, is fully investigated; (3) the proposed model with satisfactory accuracies with an enhanced convergence speed is experimentally validated using two different machinery datasets.
The remainder of this paper is organized as follows. Section II illustrates the fundamental of CNN, including basic CNN and activation functions. Section III introduces the improved ReLU-CNNs. Sections IV and V present the experimental validations and discussions of bearing and gearbox fault diagnosis, respectively. Finally, Section VI elaborates on the conclusions of the study.
II. CNN AND ITS ACTIVATION FUNCTIONS A. BASIC INTRODUCTION OF CNN
CNN is a supervised neural network, and its basic structure comprises an input layer, convolutional layers, pooling layers (subsampling layers), fully connected layers, and an output layer. A single CNN typically has several convolutional layers. Meanwhile, the pooling layer is dispensable because its use is determined by a specific model. When a pooling layer is used in a CNN architecture, this layer is commonly connected after a convolutional layer. The basic CNN structure is illustrated in Figure 1 [32] . The basic functionality of each part of CNN can be summarized as follows.
The convolutional layer is composed of multiple feature surfaces (feature maps), each of which comprises multiple neurons. Each neuron connects a local region of the former feature surface through the convolutional kernel.
These feature surfaces enable the convolutional layer to determine the output of the neural network's neurons. The neural network extracts different features of the input by convolutional operations. This special structure leads to a characteristic called weight sharing. In the same convolutional layer, the convolutional kernel with the same weight is applied to all data positions. The neurons within a convolutional layer will connect only to a small region of the layer preceding it. Therefore, the convolutional layer needs to learn only one feature set and can then promote the reuse of the features to obtain additional abstract features in a high-level expression. This process helps reduce the network's parameters without affecting the runtime of feedforward propagation.
The former and latter convolutional layers extract low-and advanced-level features, respectively. Assume that the input of the convolutional layer is a. In the convolutional layer, the activated output of the l th layer can be expressed as
where C l is the output of the l th layer; a l is the input of this l th convolutional layer, which is also the output of the previous (l − 1) th layer; W l represents the weight vector from the (l − 1) th convolutional layer to the l th layer; b l denotes the bias vector of the (l − 1) th layer; * is the convolutional operation; f () is the activation function, which is discussed in Section II Part B. The pooling layer, which is also composed of multiple features, typically follows a convolutional layer and further modifies the output of the layer. Each characteristic surface of the pool uniquely corresponds to a feature surface of the former connected convolutional layer. The pooling layer then simply performs down-sampling along the spatial dimension of the given input, thereby further decreasing the number of parameters. The pooling layer generally uses the maxpooling operation, which reports the maximum output within a rectangular neighborhood. The pooling layer serves as the second stage in feature extraction; it reduces the dimension of the feature map and ensures that the scale of the feature remains unchanged.
After the pooling layer, CNN can obtain high-level features. Assume that P l is the output of the l th layer, which is a pooling layer. Then,
Convolutional and pooling layers can be alternately connected to one another multiple times. Then, one or two shallow fully connected layers are applied on top of them. Each neuron in the fully connected layer is fully connected to all the neurons in the previous layer. These neural layers comprise the basic CNN architecture. The convolutional and pooling layers jointly perform implicit feature extraction, and the fully connected layer flattens the feature from the matrix form into a one-dimensional sequence. The output value of the last fully connected layer is forwarded to an output layer, which further classifies the extracted features. In this study, softmax regression is utilized as the output layer for multiclass classification.
B. ACTIVATION FUNCTION
Activation functions are crucial elements in deep learning neural networks. These functions perform transformations on the input to maintain their values in a manageable range. In a neural network, feedforward propagation is the process of multiplying various input values of a particular neuron by their associated weights, summing the results, and then scaling the values between a given range before forwarding this information to the succeeding layer. Activation functions perform scaling operations.
Only hidden and output layer neurons possess activation functions. In general, values in the input layers are appropriately scaled. Hence, input layers do not require any activation function. However, once these values are multiplied by weights and summed in the first hidden layer, they rapidly become larger than the range of their original scale, where activation functions become necessary. Activation functions can force these large values back within the acceptance range and make them useful. Consequently, this process affects the succeeding layer's input and thus the computation of new weights. Lastly, activation functions affect the distribution of weights, which is back-warded through the entire network. Therefore, the final output values of the CNN are influenced. Accordingly, activation functions determine the output of the neural network from the given input dataset.
To guarantee the usefulness of the processing values, activation functions must be 1) nonlinear and 2) continuously differentiable or at least nearly completely differentiable. Most neural networks are optimized with some form of gradient descent. Therefore, a continuously differentiable function is necessary for gradient-based optimization methods and allows efficient backpropagation of errors throughout the network. Theoretically, any function can be used as an activation function as long as it meets the above requirements. However, only a few such functions are used in practice. In a traditional CNN, activation functions generally use saturated nonlinear functions (saturating nonlinearity), such as sigmoid and tanh functions. Unlike saturated nonlinear functions, unsaturated nonlinear functions (non-saturating nonlinearity) can solve the gradient explosion and disappearance problems of saturated functions. In addition, unsaturated nonlinear functions can enhance the convergence rate and are theoretically suitable for neural networks.
C. INVESTIGATIONS ON ACTIVATION FUNCTIONS
The sigmoid function (S-type function) was traditionally adopted as the activation function for CNNs. This function is commonly used in logistic regression [33] . Assume that σ (x) represents the sigmoid function (x is the input), and the sigmoid function (σ (x) = 1/ (1 + exp (−x)) )) can make the obtained data as far as possible between 0 and 1. However, application of the sigmoid function is limited because this function is affected by the vanishing gradient VOLUME 8, 2020 problem. When the input is excessively large or small (saturation state), the gradient of the neuron becomes close to 0. The error can shrink exponentially to 0 during backward propagation between layers. Accordingly, the gradient descent method is no longer applicable. The desired activation range of [0, 1] makes it suitable for the two classification cases.
The hyperbolic tangent function (''tanh'') is a zero-mean function that is the deformation of the sigmoid function (Equation (3)), and its desired activation range is [−1, +1]. In some practical applications, the tanh function gradually replaces the sigmoid function. That ''tanh(x)'' is presented as
However, the sigmoid and tanh functions are saturated nonlinear functions, which may have the disadvantage of encountering problems with local optimization. When input x is excessively large or small, the derivatives are nearly 0 ( Figure 3 ). Consequently, nearly no parameter will be updated in the gradient descent optimization process.
Equations (4) and (5) show that when the input is greater than 0, the output is equal to the input, and the derivative is 1 (The derivative of x = 0 is not defined, which is set to 1.) When the input is smaller than 0, both output and derivative are 0. When the input is positive, the gradient-based learning process can be guaranteed because the derivative is not 0. Moreover, the ReLU function and its derivatives do not contain complex mathematical operations, thereby potentially increasing the computation speed. Unlike sigmoid and tanh functions, ReLU does not cause the error to vanish. Furthermore, computation in propagation becomes theoretically easy because ReLU's gradient value is either 1 or 0.
In summary, sigmoid, tanh, and ReLU functions are the most widely used activation functions in neural networks. Their shapes and those of their derivatives are shown in Figure 2 and Figure 3 , respectively.
III. IMPROVED RELU-CNNS AND ITS LEARNING PROCESS
In this section, the improved ReLU-CNNs are proposed. Improved ReLU-CNNs are CNNs utilized with improved ReLU activation functions, which contain leaky ReLU (LReLU) and parametric ReLU (PReLU). The details are as follows. 
A. ACTIVATION FUNCTIONS IN IMPROVED RELU-CNNS
From the discussion in Section II Part C, although ReLU can eliminate negative input values, it may discard some important information contained in these values, which then may furtherly generate some problems. When the input is negative, the gradient will be 0. Then, the weights of the neural network cannot be updated and remain silent during the rest of the training process. The learning speed of the CNN becomes slow, and some neurons may become ineffective.
Therefore, improved ReLU functions, namely, LReLU and PReLU, have been introduced to avoid this disadvantage. LReLU has a leakage correction and is an extended version of the ReLU function. The coefficient of the leakage correction is 0.01. This small value guarantees a small straight line in the activation function. PReLU is a generalization of LReLU, and its leakage correction is parameterized as α. PReLU can be learned along with other neural network parameters during the iteration process. The formulas of the improved functions are listed in Table 1 . Their shapes and derivative shapes are also shown in Figures 2 and 3 , respectively. The LReLU with leakage correction is an extended version of the standard ReLU activation function, whereas PReLU is a generalization of LReLU. Both activation functions can be considered to be generalized versions of the standard ReLU function. LReLU-CNN and PReLU-CNN are used separately to explore the effects of the improved ReLU-CNNs. Moreover, LReLU-CNN is a specialist of PReLU when α is equal to 0.01.
B. MODEL BUILDING PROCESS
A flowchart of the proposed method is shown in Figure 4 . The whole process comprises five stages, including preparing the data, building the model, training the model, and applying the model. The details of the five stages are given as follows:
• Stage 1. Experimental Setup and Data Acquisition The vibration signal data are collected from the test rig. Then, the data are converted from continuous sequence form into matrix form without any further signal preprocessing. 
where y is the true class label, and p is the predicted probability. For all training samples, calculate the mean value, which acts as the cost function.
where θ denotes all the parameters of the model (In this study, the parameters were weight W and bias b.). y (i) ∈ 1, 2, . . . , k is k-classes labels, and 1{·} is the indicator function, wherein 1{a true satement} = 1 and 1{a false satement} = 0. The second term of the equation is the weight decay, which makes the cost function become convex, and the gradient descent algorithm can then guarantee convergence to the global minimum. λ is the weight decay parameter, λ > 0. In the softmax layer, each neuron exists for one class. Suppose that the input set of the softmax layer is
x (1) , y (1) , x (2) , y (2) , . . . , x (M ) , y (M ) under Mlabeled examples. The hypothesis for each label of the softmax layer is
The multi-class classification task aims to estimate the probability p y = j (i) | x (i) of each class label j = 1, 2, . . . ,k, and i = 1, 2, . . . ,M . The label hypothesis is then transformed in the following form
Given that the term 1/ k j=1 e −θ j x (i) normalizes the distribution, the term is summed to 1. Then, the form of the cost function becomes
In the backward process, the stochastic gradient descent (SGD) is used to optimize the model. The SGD algorithm is used to adjust the parameters of the improved ReLU-CNNs. Specifically, it calculates the error between the output vector and the actual target vector and obtains the loss function and its gradients. The algorithm then updates the parameters, including the weights and biases in each layer.
The goal is to minimize the cost function with respect to θ . The gradient or the derivative of the cost function is
Minimizing the cost function is the most important part of the optimization algorithm. When the gradient or the derivative is known, the parameters of the CNN can be updated through iteration. The parameter update equation is
where η is the learning rate. During the training iteration process, the learning rate decays by itself. A learning rate decay strategy is initially settled as η = η min + (η max + η min ) · exp −iter/η decay , (13) where η is the learning rate; η min and η max are the minimum and maximum learning rates, respectively; η decay is the decay speed; iter is the interaction epoch number. This learning rate decay strategy would adaptively arrange the learning rate during the training process and thus would reduce calculation time.
After the parameters of the neural network are computed, the CNN training process is completed, and the trained model is obtained.
IV. EXPERIMENTAL VALIDATION BY BEARING FAULT DIAGNOSIS A. EXPERIMENT AND DATA DESCRIPTION
Bearing fault signals from a test rig were used to verify the effectiveness of the proposed method. The accelerometer (PCB 352C33) was installed near the testing bearing. The bearing test platform was composed of a drive motor, a healthy bearing, accelerometers, a loading system, and testing bearings. The experimental setup is shown in Figure 5 . The test bearings were SKF bearings (6205-2RS SKF). A simple device based on the thread-and-nut system was assembled in the radial direction to add an adjustable mechanical load. Four types of rolling bearing vibration acceleration signal conditions were adopted, namely, normal (Norm), inner-race fault (IF), rolling ball fault (BF), and outer-race fault (OF) conditions, which were collected from the drive end of the test motor. For IF, BF, and OF conditions, vibration signals of five severity levels (0.2, 0.3, 0.4, 0.5, and 0.6 mm) were collected separately. Defects of the bearings were artificially set by a wire-electrode cutting machine. Each condition contained 100 samples. A total of 1600 samples were collected, wherein 80% were used for training and 20% for testing.
Test condition and sampling frequency were 896 r/min (loaded 1 kN) and 10 kHz, respectively. The sample set is shown in Table 2 , and the vibration signals under the different health conditions are shown in Figure 6 . 
B. CNN STRUCTURE HYPERPARAMETERS
The rules for determining structural hyperparameters (e.g., CNN depth, layer number, or the node number of a fully connected layer) remain uncertain. During the design of a CNN, the most common approach is to set a specific depth and other parameters according to the researcher's experience or according to the recommendation of other studies. Several hyperparameters that are important to the CNN model are discussed in this study.
First, convolutional kernel size, kernel number, and convolution stride were determined. A simple structure with two convolutional layers and two pooling layers was used in this study. Regarding the testing experience, the stride was set to 1, and the convolutional kernel size was set to 5 × 5. K and L were assumed to be the kernel numbers for the first and second convolutional layers, respectively. According to the results shown in Figure 7 , the proper number was 2 for both convolutional layers.
Second, the CNN's depth and number of fully connected layer nodes were explored. The results are shown in Figure 8 . CNN models of different layers perform differently. 6-layers CNN and 7-layers CNN both perform well, but 6-layers CNN demonstrates more stability than 7-layers CNN. Meanwhile, the performance of 5-layers CNN and 8-layers CNN exhibits some random changes. Because a CNN structure that is extremely shallow or deep may not correctly represent the underlying relationship between the input and its corresponding output. For the fully connected layer, choosing 160 nodes is the best selection whether for 6-layers CNN or 7-layers CNN.
C. IMPLEMENTATION OF THE PROPOSED CNN
Different CNNs were designed for comparison to validate the performance of the improved ReLU-CNNs, Except the setting of the activation function, the network structure and experimental set remained the same. All these networks used a similar 6-layers model structure with two convolutional layers, two max-pooling layers (which followed two convolutional layers separately), one fully connected layer, and one output layer.
Specifically, each convolutional layer had two convolutional kernels with the kernel sized of 5×5. The stride step in each convolutional layer was 1. The node number of the fully connected layer was 160. The output layer had four points, which was equal to the number of fault diagnosis classes. Different activation functions were studied as a single argument. Thus, each type was simultaneously applied to the convolutional and fully connected layers. The output layers of each model used the same softmax classifier. The list of networks is shown in Table 3 . The maximum iterative step was set to 2000, which was sufficient for this dataset size. The learning rate was not fixed. A learning decay was used to arrange the learning rate automatically during the training process, as described in Section III. The minimum and maximum learning rates were 0.0001 and 0.003, respectively. The learning rate decay speed was 2000.
D. RESULTS AND DISCUSSION
The performance of the five CNN models in fault diagnosis is analyzed in this section. The average training and testing accuracies of the five models are shown in Figure 9 . The training accuracies of all five CNN models are 100%. In the aspect of testing accuracy, the improved ReLU-CNNs achieve the best results with values above 90%, which is the standard ReLU-based CNN's score. It obtains evidently higher testing accuracies than S-CNN, T-CNN, and the standard ReLU-CNN. For analyzing the specific effects of the activation function, loss change curves during 2000 iterations and test accuracy change curves during first 800 iterations of the learning process are drawn in Figures 10 and 11 , respectively. The overall trends of all five models' loss curves ( Figure 10 ) are decreasing, reflecting the optimization of the models.
The improved ReLU-CNNs and ReLU-CNN have smaller losses compared with S-CNN and T-CNN. The initial loss value of S-CNN is 1.95. At the beginning of the iteration process, the values decrease sharply same with those of the other models but remain a steady period around the value of 1.25. Then, the loss decreases until after 500 iterations, when the loss of S-CNN increases slightly instead. For T-CNN, after 250 iterations, its loss does not further decrease after reaching approximately 0.75, and its loss value becomes considerably higher than those of the four other models. The average loss of T-CNN is nearly twice times higher than that of ReLU-CNN. In short, the loss values of S-CNN and T-CNN are considerably higher than that of the improved ReLU-CNNs and the ReLU-CNN. This phenomenon hinders the generation of a superior model mainly because of the gradient vanishing problem and the local minimum. According to the definition analysis in Section II Part C, S-CNN has this loss changing trend that may be due to the vanishing gradient problem. Once the gradient vanishes, the parameters will not be updated. Thus, the remaining learning process has no meaning. Additionally, global optimization is difficult to accomplish after S-CNN or T-CNN acquires their local optimization parameters. Consequently, the current local optimization value remains the same.
The improved ReLU-CNNs perform better than the ReLU-CNN, although their losses have similar changing trends. Among all models, PReLU-CNN maintains the lowest value of 0.225 on average. According to the definition of activation functions (Section II Part C), ReLU, LReLU and PReLU are all non-saturating rectified linear functions. Therefore, to some extent, these functions take advantage of linear functions, and the improved ReLU-CNNs and ReLU-CNN can calculate the activated values in a straightforward manner instead of performing many complex operations. The learning processes are faster than those in S-CNN and T-CNN while obtaining higher accuracies. However, ReLU-CNN's accuracy is not as good as that of the improved ReLU-CNNs. Given that ReLU may not fully use neurons during the learning process, ReLU-CNN cannot exploit all the neurons in one layer. By introducing negative axis values, the improved ReLU-CNNs solve this problem.
The improved ReLU-CNNs and ReLU-CNN exceed the best performances of S-CNN and T-CNN ( Figure 11 ), and the improved ReLU-CNNs yield higher accuracies at a faster speed than ReLU-CNN. In the beginning, the testing accuracies of these three models simultaneously increase exponentially and obtain the highest value at approximately 300 iterations. After 300 iterations, the accuracies of the improved ReLU-CNNs remain stable with a slightly increasing trend. Meanwhile, the accuracy curve of ReLU-CNN has noticeable oscillations, which may be due to that ReLU's tendency to easily oscillate or die during iteration. The improved ReLU-CNNs overcome this problem by correcting the data distribution and retaining some information contained in negative axis values.
V. SOME COMMON MISTAKES EXPERIMENTAL VALIDATION BY GEARBOX FAULT DIAGNOSIS A. EXPERIMENT EQUIPMENT AND DATA DESCRIPTION
Another experiment validation was conducted on a dataset obtained from an automobile transmission gearbox, as shown in Figure 12 . The gearbox consisted of one backward speed and five forward speeds. Vibration signals were collected by an accelerometer. The third speed gear was used as testing gear for the wearing process. The tooth numbers of the driving and driven gears were 25 and 27, respectively. Their corresponding meshing frequency was 500 Hz. The loding was around 200 N·m. The rotation speed and the sampling frequency were 1600 r/min and 3000 Hz, respectively. The running periods of the gearbox are listed in Table 4 . Four kinds of health conditions were used, namely, normal signal, slight wear, medium wear, and broken tooth, which were labeled as 1, 2, 3, and 4, respectively. Each condition had 100 samples, as shown in Table 5 . The waveforms of each condition are presented in Figure 13 . 
B. RESULTS AND DISCUSSION
The overall results are shown in Figure 14 . All the models obtain 100% training accuracies. The improved ReLU-CNNs FIGURE 14. Accuracy results of different CNN models (gear). VOLUME 8, 2020 obtain the highest testing accuracy of approximately 95%. The testing accuracy of T-CNN is the lowest. The tanh function is a deformation version of the sigmoid function and is supposed to perform better than sigmoid. However, the results fail to support this when the dataset is not large enough.
As shown in Figure 15 (a) and (b), the accuracies and losses of the five models are quite different. During the beginning iterations, T-CNN rapidly obtains high accuracy and performs much better than S-CNN. However, T-CNN has the biggest loss through the iteration process; its loss curve fluctuates and is always higher than those of the four other models. This loss change indicates that the learning process of T-CNN is not good enough to obtain satisfactory model parameters. The S-CNN's performance increases slowly, and its accuracies nearly do not improve during the first 200 iterations. S-CNN finally obtains an accuracy of approximately 85%, which is 10% higher than that of T-CNN, but it cannot increase further. This finding confirms the previous analysis that once the saturated function meets the local optimization, it tends to stop optimizing. The improved ReLU-CNNs and the standard ReLU-CNN have similar changing trends for both accuracy and loss. They both obtain higher accuracies and lower losses than S-CNN and T-CNN. Compared with the standard ReLU-CNN, the improved ReLU-CNNs have an overall better performance, as indicated by the faster accuracy increase ratio and the smaller oscillation during learning process. These results are possibly due to the characteristic of the improve ReLU activation functions. Although their activation functions have similar properties, the improved ReLU-CNNs can use additional information contained in the negative input. Therefore, the improved ReLU-CNNs demonstrate strong robustness, which is consistent with the analysis in the previous section.
VI. CONCLUSION
In this work, the improved ReLU-CNNs was proposed for machinery fault diagnosis. Raw vibration signal was directly utilized as input data, and the proposed method can eliminate dependence on manual feature extraction and selection. The improved ReLU-CNNs use LReLU and PReLU, which have the advantages of the standard ReLU activation function and overcome its shortcomings, as activation functions. Then, experimental validations on bearing and gearbox datasets were performed to verify the performance of the proposed method. The results showed that the improved ReLU-CNNs has the best performance compared with other established models. The improve ReLU-CNNs can obtain higher diagnosis accuracies on both datasets and outperform the standard ReLU-CNN in terms of convergence. Thus, the proposed method can obtain satisfactory performance in the intelligent fault diagnosis of machinery. 
