Abstract. We compute the isomorphism class in KK alg of all noncommutative generalized Weyl algebras A = C[h](σ, P ), where σ(h) = qh + h 0 is an automorphism of C[h], except when q = 1 is a root of unity. In particular, we compute the isomorphism class in KK alg of the quantum Weyl algebra, the primitive factors B λ of U (sl 2 ) and the quantum weighted projective lines O (WP q (k, l) ).
Introduction
In [7] , Cuntz defined a bivariant K-theory kk alg in the category lca of locally convex algebras. These are algebras A that are complete locally convex vector spaces over C with a jointly continuous multiplication. To a pair of locally convex algebras A and B, there correspond abelian groups kk alg n (A, B), n ∈ Z and there are bilinear maps kk alg n (A, B) × kk alg m (B, C) → kk alg n+m (A, C) for every A, B and C locally convex algebras and m, n ∈ Z. Using this product, we can define a category KK alg whose objects are locally convex algebras and whose morphisms are given by the graded groups kk alg * (A, B). Then the bivariant K-theory kk alg can be seen as a functor kk alg : lca → KK alg . This functor is universal among split exact, diffotopy invariant and stable functors (see Theorem 7.26 in [8] ). In particular, an isomorphism in KK alg induces an isomorphism in KK Lp (see Definition 2.7) and in HP . Joachim Cuntz initiated the construction of different bivariant K-theories in several categories (see [6] , [7] and [9] ), and in [7] he proved that the Weyl algebra W = C x, y|xy−yx = 1 is isomorphic to C in KK alg . By the universal property of KK alg this implies KK Lp 0 (C, W ) = Z and KK Lp 1 (C, W ) = 0. On the other hand, in [10] , exact sequences analog to the Pimsner-Voiculescu exact sequence were constructed for smooth generalized crossed products that satisfy the condition of being tame smooth. We shall consider generalized Weyl algebras over C[h] which are smooth generalized crossed products (but are not tame smooth in general). In this article, we compute the isomorphism class in KK alg of all non commutative generalized Weyl algebras A = C[h](σ, P ), where σ(h) = qh + h 0 is an automorphism of C[h] and P ∈ C[h], except when q = 1 is a root of unity. In the table below we list all posible cases for A and our results.
Conditions
Results Observation . Hence, if P is a non constant polynomial, A is a generalized crossed product that is not tame smooth, and so we cannot use the results of [10] . However, in most cases we can construct an explicit faithful representation of A, which allows us to follow the general strategy of [7] and [10] , in order to determine the KK alg class of A.
Our main result is Theorem 4.18, which computes the isomorphism class of A in KK alg in the following two cases:
• q = 1 and h 0 = 0.
• q is not a root of unity and P has a root different from
In each of these cases we construct an exact triangle
in the triangulated category (KK alg , S), where A n is the subspace of degree n of the Z-graded algebra A (see Lemma 3.2) . In order to construct the exact triangle in (0.1) we follow the methods of [ alg of the quantum Weyl algebra, the primitive factors B λ of U(sl 2 ) and the quantum weighted projective lines O(WP q (k, l)) (see [4] ).
For the sake of completeness we also discuss the case of N-graded and the case of tame smooth generalized Weyl algebras.
In the case where A = n∈N A n is an N-graded locally convex algebra it can be shown that A ∼ = KK alg A 0 . This is the case when • P is nonconstant, q is not a root of unity and P has only h 0 1−q as a root or • P = 0.
In these cases we obtain A ∼ = KK alg C. In the case where P is a nonzero constant polynomial, A is a tame smooth generalized crossed product and the results from [10] apply. In this case there is an exact triangle 2) in the triangulated category (KK alg , S) and we obtain A ∼ = KK alg SC ⊕ C. In the case where q = 1 and h 0 = 0, we have σ = id and so A ∼ = C[h, x, y]/(xy − P ) is a commutative algebra. This case and the case where q = 1 is a root of unity remain open.
The article is organized as follows. In section 1, we recall basic results on locally convex algebras. Lemma 1.18 is a technical result which asserts that the projective tensor product of the Toeplitz algebra T with an algebra with a countable basis is the algebraic tensor product. In section 2 we recall the definition and properties of kk alg following [7] and [9] . In section 3, we define generalized Weyl algebras and construct explicit faithful representations when q = 1 and h 0 = 0, and when q is not a root of unity and P has a root different from
In section 4, we compute the isomorphism class in KK alg of all noncommutative generalized Weyl algebras A = C[h](σ, P ) where σ(h) = qh + h 0 except when q = 1 is a root of unity.
Basic results on locally convex algebras
In this section we recall some constructions in the category of locally convex algebras that are needed for the definition of the bivariant K-theory kk alg . We follow the discussions in [10] and [7] . In Lemma 1.18 we prove that the projective tensor product of the Toeplitz algebra T with an algebra with a countable basis is the algebraic tensor product.
1.1. Locally convex algebras. Definition 1.1. A locally convex algebra A is a complete locally convex vector space over C which is an algebra such that for any continuous seminorm p in A there is a continuous seminorm q in A such that p(ab) ≤ q(a)q(b) for all a, b ∈ A. This is equivalent to requiring the multiplication to be jointly continuous.
A seminorm p of A is called submultiplicative if p(ab) ≤ p(a)p(b), for all a, b ∈ A. If the topology of A can be defined by a family of submultiplicative seminorms we say that A is an m-algebra.
Morphisms in the category of locally convex algebras are continuous homomorphisms. We denote by ⊗ π the projective tensor product of locally convex vector spaces (see chapter 43 in [15] ). This is a completion of the algebraic tensor product. The projective tensor product of two locally convex algebras is again a locally convex algebra. The following are examples of locally convex algebras.
(1) All algebras with a countable basis over C. These are locally convex algebras with the topology generated by all seminorms (Proposition 2.1 in [7] ). Examples include the Weyl algebra and generalized Weyl algebras over
, which is a locally convex algebra with the family of seminorms
of functions with all derivatives vanishing at 0 and 1. This is a nuclear topological vector space (see Definition 50.1 and Theorem 50.1 in [15] ) and therefore, for any locally convex algebra A we have Note that S(·) is a functor. Given a morphism of locally convex algebras φ : A → B, there is a morphism S(φ) : SA → SB defined by f → φ • f . We can iterate this functor n times to obtain S n A and S n (f ).
1.2.
Diffotopies. An important feature of the bivariant K-theory kk alg is the invariance with respect to differentiable homotopies. For more details on diffotopies consult Section 6.1 in [8] . Definition 1.3. Let φ 0 , φ 1 : A → B be homomorphisms of locally convex algebras. A diffotopy between φ 0 and φ 1 is a homomorphism Φ :
If there is a diffotopy between φ 0 and φ 1 we call them diffotopic and write φ 0 ≃ φ 1 .
Using a reparameterization of the interval we can assume that all derivatives of Φ at 0 and 1 vanish and therefore we can assume that a diffotopy is given by a map Φ :
With this characterization we can show that diffotopy is an equivalence relation. Definition 1.4. Given two locally convex algebras A and B, we denote by A, B the set of diffotopy classes of continuous homomorphisms from A to B. Given φ : A → B a continuous homomorphism, we denote by φ its diffotopy class. Lemma 1.5. There is a group structure in A, SB given by concatenation. The group structures in A, S n B that we get from concatenation in different variables all agree and are abelian for n ≥ 2.
Proof. See Lemma 6.4 in [8] . We conclude this section with a note on N-graded algebras. Lemma 1.7. Let A = n∈N A n be an N-graded locally convex algebra, then A is diffotopy equivalent to A 0 . In particular C[h] is diffotopy equivalent to C.
Proof. The diffotopy is given by the family of morphisms φ t : A → A, t ∈ [0, 1], sending an element a n ∈ A n to t n a n . When t = 1 we recover the identity and when t = 0 the morphism is a retraction of A onto A 0 .
Extensions of locally convex algebras.
In this section we define extensions of locally convex algebras and their classifying maps. Extensions play a key role in the definition of kk alg . Now, we define the tensor algebra which has a universal property in the category of locally convex algebras. It is a completion of the usual algebraic tensor algebra. Let V be a complete locally convex vector space. The algebraic tensor algebra is defined as
Notice that we are considering a non-unital algebraic tensor algebra. There is a linear map σ : V → T alg V mapping V into the first summand. We topologize T alg V with all seminorms of the form α • φ, where φ is any homomorphism from T alg V into a locally convex algebra B such that φ • σ is continuous on V and α is a continuous seminorm on B.
Definition 1.9. The tensor algebra T V is the completion of T alg V with respect to the family of seminorms {α • φ} defined above.
The tensor algebra T V is a locally convex algebra that satisfies the following universal property. Proposition 1.10. Given a continuous linear map s : V → B from a complete locally convex vector space V to a locally convex algebra B there is a unique morphism of locally convex algebras τ :
Proof. See Lemma 6.9 in [8] .
In particular, if A is a locally convex algebra, the identity map id : A → A induces a morphism π : T A → A.
We use the universal property of T A to construct a universal extension. There is an extension 0 → JA → T A π → A → 0 where JA is defined as the kernel of π : T A → A, which has a canonical continuous linear section given by σ : A → T A. This extension is universal in the sense that given any extension of locally convex algebras 0 → I → E → B → 0 with continuous linear section s and a morphism α : A → B, there is a morphism of extensions
/ / 0 where τ : T A → E is the morphism induced by the continuous linear map s • α : A → E and γ : JA → I is the restriction of τ .
Notice that J(·) is a functor. Given a morphism α : A → B, consider the extension 0 → JB → T B → B → 0 with its canonical continuous linear section. Then we define J(α) : JA → JB in the natural way. We can iterate this construction n times to obtain J n A and J n (α). We observe that the map γ : JA → I is unique up to diffotopy. Given two continuous linear sections s 1 and s 2 , the smooth family of continuous linear sections s t = ts 1 + (1 − t)s 2 induces a diffotopy γ t which connects s 1 and s 2 . Hence the corresponding γ's are diffotopic. Similarly, we can define the classifying map of an extension
and a morphism α : A → B to be the map γ :
which is also unique up to diffotopy.
1.4.
The algebra of smooth compact operators and the smooth Toeplitz algebra. We define the algebra K of smooth compact operators which play the role of the C * -algebra of compact operators used in Kasparov's KK-theory. Then we define the smooth Toeplitz algebra T and prove that the projective tensor product of T with an algebra with a countable basis is the algebraic tensor product. Definition 1.12. The algebra of smooth compact operators K is defined as the algebra of N × N matrices a = (a ij ) such that p n (a) = i,j∈N (1 + i + j) n |a i,j | is finite for n ∈ N. The topology is defined by the seminorms p n .
The algebra K with the seminorms p n is a locally convex algebra, which is isomorphic to the space s of rapidly decreasing sequences as a locally convex vector space. Lemma 1.13. The locally convex spaces K, s ⊗ π s and s ⊕ s are isomorphic to s.
Proof. The proofs of these facts can be found in [16] Chapter 3 Section 1.1.
We also define the smooth Toeplitz algebra which plays the role of the Toeplitz C * -algebra. The Fourier series gives an isomorphism of locally convex spaces between C ∞ (S 1 ) and the space of rapidly decreasing Laurent series (see Theorem 51.3 in [15] )
where z corresponds to the function z :
This space is isomorphic to the space s of rapidly decreasing sequences. Definition 1.14. The smooth Toeplitz algebra T is defined by the direct sum of locally convex vector spaces T = K ⊕ C ∞ (S 1 ). In order to define the multiplication, we define v k = (0, z k ) and write x for an element (x, 0) with x ∈ K. We denote the elementary matrices in K by e ij and set e ij = 0 for all i, j < 0. The multiplication is defined by the following relations e ij e kl = δ jk e il , v k e ij = e (i+k),j , e ij v k = e i,(j−k) , for all i, j, k, l ∈ Z and
Denote v 1 and v −1 by S and S * respectively.
There is a linearly split extension
where the continuous linear section C ∞ (S 1 ) → T is defined by z → S. The smooth Toeplitz algebra is generated, as a locally convex algebra, by S and S * . In fact, it satisfies a universal property in the category of m-algebras. Lemma 1.15 (Satz 6.1 in [6] ). T is the universal unital m-algebra generated by two elements S and S * satisfying the relation S * S = 1 whose topology is defined by a family of submultiplicative seminorms {p n } n∈N with the condition that there are positive constants C n such that
The following diffotopy is due to [6] . In the context of C * -algebras a homotopy like this one is used to prove Bott periodicity and the Pimsner-Voiculescu sequence. Lemma 1.16 (Lemma 6.2 in [6] ). There is a unital diffotopy φ t : T → T ⊗ π T such that
where f, g ∈ C[0, 1] are such that f (0) = 0, f (1) = 1, g(0) = 1 and g(1) = 0.
Note that φ 0 (S) = S ⊗ 1 and φ 1 (S) = S 2 S * ⊗ 1 + e ⊗ S. Lemma 1.15 implies that, in order to define a morphism from T to T ⊗ π T , we only need to check the relations on S and S * and the bounds of (1.1).
We finish this section with a result for tensoring algebras with a countable basis over C equipped with the fine topology and the Toeplitz algebra. Although the result is known to experts, we give all the details since it allows us to prove Lemma 1.18, which is a key ingredient in Proposition 4.5, one of our main technical results. Lemma 1.17. The locally convex space A ⊗ π s is isomorphic to the space F of sequences {x n } n∈N ⊆ A such that
is finite for all k ∈ N and any continuous seminorm ρ on A, where the topology on F is defined by the seminorms || · || ρ,k .
Proof. There is an inclusion φ :
n ⊗e n and therefore
Since F is a complete space, we conclude A ⊗ π s = F . Lemma 1.18. Let s be the locally convex space of rapidly decreasing sequences and A an algebra with a countable basis over C equipped with the fine topology. Then we have
as locally convex spaces. This implies that
as locally convex algebras.
Proof. We prove that the space F from Lemma 1.17 is equal to the algebraic tensor product A ⊗ s. Let {v n } n∈N be a countable basis of A. Given {x n } n∈N a sequence of elements in A with ρ k (x) finite for all k ∈ N we have, for n fixed
where λ (i) n = 0 for finitely many i ∈ N. First, we prove that span{x n } n∈N is finite dimensional. Suppose this is not the case. We construct subsequences {x n i } and {v m i } such that λ
Thus we have ρ(x n k ) ≥ 1 and
That is
Thus, for a fixed i, the sequences {λ
n } are rapidly decreasing on n. Therefore
follow because, by Lemma 1.13, we have T ∼ = s and T ⊗ π T ∼ = s as locally convex vector spaces.
2. Bivariant K-theory of locally convex algebras 2.1. Definition and properties of kk alg . The bivariant K-theory kk alg is constructed by Cuntz in [7] . In this section we give the definition of kk alg and state its main properties. A complete treatise of these constructions in the context of bornological algebras can be found in [8] . The proofs translate to the context of locally convex algebras in a straightforward manner.
There is a canonical map
that assigns to each morphism α the classifying map associated with the extension
Definition 2.1. Let A and B be locally convex algebras. We define
The group structure of kk alg n (A, B) is defined using Lemma 1.5. Lemma 2.2. There is an associative product
Proof. Follows from Lemma 6.32 in [8] .
In view of this associative product we can regard locally convex algebras as objects of a category KK alg with morphisms between A and B given by elements of kk alg * (A, B). Any morphism φ : A → B of locally convex algebras induces an element kk(φ) ∈ kk alg (A, B) which is associated with the diffotopy class of i • φ : A → B → K ⊗ π B, where i is the inclusion of B into the first corner, i.e. i(b) = e 00 ⊗ b. We have kk(φ)kk(ψ) = kk(ψ • φ) (see Theorem 2.3.1 in [9] ) and therefore we have a functor kk alg * : lca → KK alg .
In particular the identity of A induces an element kk(id A ) in kk alg (A, A) which is denoted by 1 A . Definition 2.3. A functor F from the category of locally convex algebras to an abelian category C is called (1) diffotopy invariant if F (f ) = F (g) whenever f and g are diffotopic, (2) half exact for linearly split extensions if
is a linearly split extension, (3) K-stable if the natural inclusion i : A → K ⊗ π A, sending a to e 00 ⊗ a induces an isomorphism
The functor kk alg * : lca → KK alg is diffotopy invariant, half exact for linearly split extensions and is K-stable.
Bott Periodicity and Triangulated structure of KK
alg . The suspension of locally convex algebras determines a functor S : KK alg → KK alg with S(A) = SA. Proof. See Corollary 7.25 in [8] and the discussion that follows.
By Theorem 2.4, S is an automorphism and S −1 ∼ = S. We recall the triangulated structure of (KK, S).
Let f : A → B be a morphism in lca. The mapping cone of f is defined as the locally convex algebra
The triangle
, where π : C(f ) → A is the projection into the first component and ι : SB → C(f ) is the inclusion into the first component, is called a mapping cone triangle.
→ C → 0 be a linearly split extension in lca. This induces an element kk(E) ∈ kk alg 1 (C, A) that corresponds to the classifying map JC → A of the extension and hence an element kk(E) ∈ kk alg (SC, A). The triangle 
Equivalently, L p consists of the space of bounded operators such that the sequence of its singular values {µ n } is in l p (N).
Definition 2.7. Let A and B be locally convex algebras and p ≥ 1. We define
The groups kk Lp (A, B), for all p ≥ 1, are isomorphic (Corollary 2.3.5 of [9] ). Moreover, when p > 1, this bivariant K-theory is related to algebraic K-theory in the following manner:
Theorem 2.8 (Theorem 6.2.1 in [9] ). For every locally convex algebra A and p > 1 we have
Corollary 2.9 (Corollary 6.2.3 in [9] ). The coefficient ring kk
This implies that kk 
Weak Morita equivalence.
In the context of separable C * -algebras, two algebras A and B are strong Morita equivalent if and only if K ⊗ A ∼ = K ⊗ B (they are stably isomorphic). Therefore a strong Morita equivalence of separable C * -algebras induces an equivalence in KK. In the case of locally convex algebras we recall the definition of weak Morita equivalence from [7] , which still give us an isomorphism between two objects in KK alg . A Morita context yields the data required in order to define maps A → K ⊗ π B.
Definition 2.10. Let A and B be locally convex algebras. A Morita context from A to B consists of a locally convex algebra E that contains A and B as subalgebras and two sequences (ξ i ) i∈N and (η j ) j∈N of elements of E that satisfy (1) η j Aξ i ⊂ B for all i, j.
(2) The sequence (η j aξ i ) is rapidly decreasing for each a ∈ A. That is, for each continuous seminorm α in B, α(η j aξ i ) is rapidly decreasing in i, j.
A Morita context ((ξ i ), (η j )) from A to B determines a homomorphism A → K⊗ π B defined by a → i,j∈N e ij ⊗ η j aξ i . Thus it determines an element kk((ξ i ), (η j )) of kk alg 0 (A, B) . In the next proposition, we give conditions for a Morita context to determine an equivalence in KK alg .
) is a Morita context from B to A in the same locally convex algebra and if
Proof. See Lemma 7.2 in [7] .
Quasihomomorphisms.
The definition of a quasihomomorphism goes back to [5] . We give the definition of a quasihomomorphisms in the context of locally convex algebras from [9] . A quasihomomorphism from A to B determines an element in kk alg (A,
The original definition of quasihomomorphisms required B to be an ideal in D (Definition 2.1 in [5] ). Note that if B is an ideal then the conditions α(x)B ⊂ B and Bα(x) ⊂ B are satisfied automatically. On the other hand we only need to check these conditions in a set of algebraic generators of A.
Remark 2.13. Let G ⊂ A be a subset that generates A as a locally convex algebra. If α(x) −ᾱ(x) ∈ B, α(x)B ⊂ B and Bα(x) ⊂ B for all x ∈ G, then the conditions are also satisfied for all x ∈ A.
Next we see how a quasihomomorphism (α, α ′ ) : A ⇒ D ⊲ B determines an element kk(α,ᾱ) ∈ kk alg (A, B). As a matter of fact, we work with split exact functors from lca to an additive category C. An extension 0 → A → B π → C → 0 in lca is split if there is a morphism of locally convex algebras s : C → B such that πs = id C . Definition 2.14. Let C be an additive category. A sequence A → B → C in C is split exact if it is isomorphic to the sequence A → A ⊕ C → C with the natural inclusion and projection. A functor E : lca → C is called split exact if it sends split extensions in lca to split exact sequences in C.
Lemma 2.15. [Section 3.2 in [9] ] Let E be a split exact functor from lca to an additive category C. Then a quasihomomorphism (α, α 
The following proposition summarizes some properties of quasihomomorphisms. Proposition 2.16. Let E be a split exact functor from lca to an additive category C and
Proof. For We can now apply (3) and we obtain E(ev t • α, ev t •ᾱ) = E(ev t ) • E(α,ᾱ). Since E is diffotopy invariant, we have E(ev 0 ) = E(ev 1 ), which concludes the result.
Generalized Weyl algebras
Generalized Weyl algebras were introduced by Bavula (see [2] ) and have been amply studied. Examples of generalized Weyl algebras include the Weyl algebra, the quantum Weyl algebra, the quantum plane, the enveloping algebra of sl 2 U(sl 2 ), its primitive factors B λ = U(sl 2 )/ C − λ where C is the Casimir element (see Example 4.7 in [12] ) and the quantum weighted projective lines O(WP q (k, l)) (see [4] ).
In our context, generalized Weyl algebras provide a family of examples of Z-graded algebras that are smooth generalized crossed products and do not satisfy the condition of being tame smooth (and therefore they are outside the framework of [10] ). is isomorphic to C[h](σ, P ) with [4] and Example 3.8 in [3] ). Proof. Consider the grading in A = D(σ, a) defined by setting the degree of y equal to 1, the degree of x equal to −1, and the degree of all elements of D equal to 0. That is, the degree of the monomial
Since the relations defining A are compatible with the grading, the algebra A is Z-graded. Now consider the following relations in A. We have
Using induction on the length of the monomial
In the case of generalized Weyl algebras over C[h], we have the following result.
Corollary 3.3. The generalized Weyl algebra
, has a countable basis over C.
Proof. A basis is given by the elements h n , h n y m and h n x m for n ∈ N, m ≥ 1.
There are several ways of writing the same generalized Weyl algebra. The conjugation of σ by an automorphism τ of D gives rise to an isomorphism of generalized Weyl algebras. Proof. Let x ′ and y ′ be the generators of D(τ στ
We need to check that φ is compatible with the relations (3.1). Using the relations defining D(τ στ −1 , τ (a)) we have
In the case D = C[h], we use Lemma 3.4 to write a given generalized Weyl algebra in a canonical form. Any automorphism of C[h], is of the form σ(h) = qh + h 0 with q, h 0 ∈ C and q = 0. We have three cases
(1) σ is conjugate to id if and only if σ = id, (2) if q = 1 and h 0 = 0, then σ is conjugate to h → h − 1, (3) if q = 1, then σ is conjugate to h → qh.
Combining this with Lemma 3.4, we obtain the following result. (1) If σ(h) = h − 1 and P is a non constant polynomial, then A ∼ = C[h](σ, P 1 ) with P 1 (0) = 0. (2) If σ(h) = qh and P has a nonzero root, then A ∼ = C[h](σ, P 1 ) with P 1 (1) = 0.
Proof. Follows from Lemma 3.4. In (1) we set τ (h) = h − λ for any root λ of P , and in (2) we set τ (h) = λh, where λ is a non zero root of P .
Note that P 1 in Proposition 3.5 has a non zero root if and only if P has a root different from
It is worth mentioning that generalized Weyl algebras over C[h] have been classified up to isomorphism (see [2] and [14] ).
To finish this section, we construct faithful representations for the generalized Weyl algebras covered in cases (1) and (2) of Proposition 3.6. We define V N as the vector space of sequences of complex numbers indexed by N. Let U 1 , U −1 ∈ End(V N ) be the shift to the right and the shift to the left respectively. Note that U −1 U 1 = 1, U 1 U −1 = 1 − e 00 .
Additionally, we use the following elements N = i∈N (−i)e i,i and G = i∈N q i e i,i for q = 0 not a root of unity.
The following relations are satisfied in End(V N ).
As a consequence of Lemma 3.7, we obtain that the subalgebras E 1 and E 2 of End(V N ) generated by {U 1 , U −1 , N} and {U 1 , U −1 , G}, respectively, have countable basis over C and therefore they are locally convex algebras with the fine topology. (1) If σ(h) = h − 1 and P is a nonzero polynomial with P (0) = 0, then there is a faithful representation ρ : A → E 1 such that
(2) If σ(h) = qh with q = 0 not a root of unity and P (1) = 0, then there is a faithful representation ρ : A → E 2 such that
Proof. For (1), first we notice that we have an injective homomorphism
This homomorphism is injective because all the entries in the diagonal of matrix N are different. With P (0) = 0 we will see that the relations of C[h](σ, P (h)) hold. To prove this, we use the relations of Lemma 3.7. For a polynomial α(h) ∈ C[h] we have
We use that P (0) = 0 in the third row to guarantee (1 − e 00 )P (N) = P (N). Now we prove that ρ is injective. Let
be an element of A. Then we have
Note that (P (N)U 1 ) n = Q n (N)U n 1 where Q n (N) = P (N)P (N + 1) . . . P (N + (n − 1)). Therefore if ρ(α) = 0 then q m = 0 and because Q n = 0, we have p n = 0. Therefore α = 0 and so ρ is injective.
(2) is proved in a similar way: we have an injective homomorphism C[h] ֒→ End(V N ) defined by h → G. This homomorphism is injective because q = 0 not a root of unity imply that all the entries in the diagonal of matrix G are different. Using P (1) = 0, it is easy to see that the relations of D(σ, a) hold. We also need to use the relations of Lemma 3.7. We prove that ρ is injective in a similar way. In this case we note that (P (G)
where
kk alg invariants of generalized Weyl algebras
In this section, we compute the isomorphism class in KK alg of generalized Weyl algebras A = C[h](σ, P ) where σ(h) = qh + h 0 is an automorphism of C[h] and P ∈ C[h]. We summarize our results in the table below.
Conditions
Results Observation In Section 4.1, we recall the definition of T B from [10] . Generalized Weyl algebras A = C[h](σ, P ) are smooth generalized crossed products and in Proposition 4.5 we construct a linearly split extension 0 → Λ A → T A → A → 0. In the case where P is a non constant polynomial, A is a generalized crossed product that is not tame smooth so we cannot apply the results of [10] directly. In this case we follow the methods of [7] and [10] to obtain
and T A ∼ = KK alg A 0 (Theorem 4.14 ) in the cases where P is non constant and
• q = 1 and h 0 = 0 or • q is not a root of unity and P has a root different from
With these isomorphisms we construct in Theorem 4.15 an exact triangle
S) (see Proposition 2.5). This implies
In Proposition 4.17, we prove that A 1 A −1 ∼ = KK alg SC r−1 , and since by Lemma 1.7 we know that A 0 ∼ = KK alg C, we obtain our main result Theorem 4.18: in these cases A ∼ = KK alg C r . We also determine the KK alg -class of A when A is N-graded. In this case Lemma 1.7 gives us A ∼ = KK alg A 0 . This is the case when • P is nonconstant, q is not a root of unity and P has only h 0 1−q as a root or • P = 0. In both cases we obtain A ∼ = KK alg C in Propositions 4.22 and 4.20. If P is a nonzero constant polynomial, A is a tame smooth generalized crossed product and the results from [10] apply. In this case we obtain A ∼ = KK alg SC ⊕ C in Proposition 4.21.
4.1.
The Toeplitz algebra of a smooth generalized crossed product.
In [10] , Gabriel and Grensing define smooth generalized crossed products. These are involutive locally convex algebras analog to C * -algebra generalized crossed products in [1] . In the same article [10] , sequences analog to the Pimsner-Voiculescu exact sequence are constructed for smooth generalized crossed products that are tame smooth (see definition 18 in [10] ). If we have a gauge action on B, then B n = {b ∈ B|γ t (b) = t n b, ∀t ∈ S 1 } defines a natural Z-grading of B. Generalized Weyl algebras A = C[h](σ, P ) are locally convex algebras when given the fine topology. They have an involution defined by y * = x, x * = y and d
There is an action of S 1 defined by γ t (ω n ) = t n ω n for ω n ∈ A n . With this action, generalized Weyl algebras over C[h] are smooth generalized crossed products.
Remark 4.3. Generalized Weyl algebras A = C[h](σ, P ) are only tame smooth when P is constant (see definition 18 in [10] ). If P is non constant, we have
This implies that A is not tame smooth because tame smooth generalized crossed products B have a frame in degree 1 which implies that B 1 B −1 = B 0 .
Definition 4.4. Let B be a smooth generalized crossed product. We define T B to be the closed subalgebra of T ⊗ π B generated by 1 ⊗ B 0 , S ⊗ B 1 and S * ⊗ B −1 .
We tensor the linearly split extension 0
which is still a linearly split extension.
Proof. By Corollary 3.3, A has a countable basis over C. Using Lemma 1.18, we conclude that the projective tensor products of (4.1) are all algebraic. The image of T A is generated by 1 ⊗ A 0 , z ⊗ A 1 and z −1 ⊗ A −1 and it is isomorphic to A via z n ⊗ a n → a n . The kernel of π is the intersection of K ⊗ A and T A . The elements of T A are of the form 1 ⊗ a 0 + k,l≥0 S k+1 S * l+1 ⊗ a k+1 a −(l+1) . Now we note that
Using the vector space decomposition T ⊗ A = K ⊗ A ⊕ C ∞ (S 1 ) ⊗ A we note that an element of the kernel is of the form
which is in i,j≥0 e i,j ⊗ A i+1 A −(j+1) .
4.2.
The case where P is a non constant polynomial. We consider the short exact sequence
where T A is the Toeplitz algebra of A. This sequence yields an exact triangle
in the triangulated category (KK alg , S). In order to apply Lemma 3.8, we consider generalized Weyl algebras A = C[h](σ, P ) where P is non constant and
. By Propositions 3.5 and 3.6, in order to cover these cases, it suffices to consider the following two cases:
• σ(h) = h − 1 and P is a non constant polynomial with P (0) = 0.
• σ(h) = qh where q is not a root of unity and P is a non constant polynomial with P (1) = 0. In both cases, we construct an exact triangle
Remark 4.6. We treat the case where q is not a root of unity and P has only
as a root separately in Proposition 4.20.
We start by characterizing the elements of A 1 A −1 .
Lemma 4.7. The elements of Λ A can be written uniquely as sums
Proof. Follows from Lemma 3.2.
Define j 1 : A 1 A −1 → Λ A by j 1 (a) = e 00 ⊗ a. We embed Λ A in a suitable algebra so that we can construct a Morita equivalence to its subalgebra j 1 (A 1 A −1 ) = e 00 ⊗ A 1 A −1 . Consider the faithful representation ρ : A → E from Lemma 3.8 (where E = E 1 if q = 1 and E = E 2 if q = 1). Tensoring with 1 T we obtain an injective morphism 1 T ⊗ ρ : T ⊗ A → T ⊗ E which restricts to an injective morphismρ :
Theorem 4.8. There is a Morita equivalence between Λ A and j 1 (A 1 A −1 ), therefore there is an invertible element θ ∈ kk alg (Λ A , A 1 A −1 ) which is an inverse of kk(j 1 ).
Proof. We write the proof in the case σ(h) = h − 1 and P (0) = 0. The case σ(h) = qh and P (1) = 0 can be proven in a similar way since the matrices involved in the representation satisfy corresponding algebraic relations (Lemma 3.7). Using the representation from Lemma 3.8, we obtain a faithful representation
The Morita equivalence is given by
We check that these sequences satisfy the conditions in Definition 2.10 and Proposition 2.11.
First, we establish that ξ i , η j defines a Morita context between Λ A and e 00 ⊗ A 1 A −1 according with Definition 2.10. Let w = e i,j ⊗ y i+1 P i,j (h)x j+1 be an element of Λ A .
(1) η jρ (w)ξ i ∈ e 00 ⊗ A 1 A −1 . We have
(N) and therefore we have
The terms η jρ (w)ξ i are rapidly decreasing. This is because the elements of Λ A are finite sums. (3) ( ξ i η i )ρ(w) =ρ(w). We have
Now we check the conditions of Proposition 2.11. We show thatρ(w)ξ k ξ
which is 0 unless l = 0 and in that case we obtain
and similarly we compute
which is 0 unless k = 0 and in that case we obtain
The Morita context from e 00 ⊗ A 1 A −1 to Λ A is defined by (ξ
We show that this inclusion induces an invertible element kk(j 0 ) ∈ kk alg 0 (T A , A 0 ). Lemma 4.9. There is a quasihomomorphism (id, Ad(S ⊗ 1)) : T A ⇒ T ⊗ A ⊲ C, where
Here Ad(S⊗1) is the restriction of Ad(S⊗1) : T ⊗A → T ⊗A defined by x → (S⊗1)x(S * ⊗1).
Proof. We have
To prove that the pair (id, Ad(S ⊗ 1)) defines a quasihomomorphism we check the conditions on the generators. It is clear that (1 ⊗ A 0 )C, (S ⊗ A 1 )C and (S * ⊗ A −1 )C are subsets of C. Now we let a i ∈ A i and we check
Define i 0 : A 0 → C by i 0 (a) = e 00 ⊗ a. This implies that kk(j 0 ) has a right inverse and that kk(id, Ad(S ⊗ 1)) has a left inverse.
Proof. We have (id − Ad(S ⊗ 1))(j 0 (a 0 )) = e 00 ⊗ a 0 , thus kk(j 0 )kk(id, Ad(S ⊗ 1)) = kk(i 0 ). By Proposition 4.10, kk(i 0 )κ = 1 A 0 .
To show that kk(j 0 ) is invertible, we construct a right inverse for kk(id, Ad(S ⊗ 1)). In order to do this, we construct a diffotopic family of quasihomomorphism between T A and a subalgebraC of (T ⊗ π T ) ⊗ A and prove thatC is Morita equivalent to T A . To construct this diffotopic family we use the diffotopy φ t : T → T ⊗ π T of Lemma 1.16.
Consider the map
Lemma 4.12. There is a diffotopic family of quasihomomorphisms
WhereC is the subalgebra i,j,p,q∈N
Proof. We check that (Φ t , Φ 0 • Ad(S ⊗ 1)) define quasihomomorphisms using the generators of T A . First we note that Φ t (1 ⊗ A 0 )C, Φ t (S ⊗ A 1 )C and Φ t (S * ⊗ A −1 )C are subsets ofC. Finally, we compute
Define η : T A →C as the restriction of the injective morphism Proof. By 4.11, we know that kk(j 0 ) has a right inverse and kk(id, Ad(S ⊗ 1)) has a left inverse. Now, we prove that k(id, Ad(S ⊗ 1)) has a right inverse which completes the proof. Since φ 0 (S) = S ⊗ 1, then if a i ∈ A i and a −j ∈ A −j , we have
and therefore Φ 0 (C) ⊆C, thus by item (4) of Proposition 2.16 we have
By item (5) of Proposition 2.16, we obtain
We have φ 1 (S) = S 2 S * ⊗ 1 + e ⊗ S and therefore Φ 1 − Φ 0 • Ad(S ⊗ 1) = η. By item (2) of Proposition 2.16, kk(Φ 1 , Φ 0 •Ad(S ⊗1)) = kk(η) and by Lemma 4.13, kk(η) is invertible.
With the isomorphisms in KK alg fromTheorems 4.8 and 4.14, we construct the desired exact triangle.
Theorem 4.15. For a generalized Weyl algebra A = C[h](σ, P (h)) with P a non constant polynomial and
there is an exact triangle
Proof. The linearly split extension
yields an exact triangle
→ A, where kk(E) ∈ kk alg 1 (A, Λ A ) = kk alg 0 (SA, Λ A ) is the element defined by the extension (4.2). By Theorem 4.8, the inclusion j 1 : A 1 A −1 → Λ A defined by j 1 (x) = e 00 ⊗ x induces an invertible element kk(j 1 ) ∈ kk alg 0 (A 1 A −1 , Λ A ). By Theorem 4.14, the inclusion j 0 :
3) For this we use Proposition 4.11 to obtain kk(j 0 ) −1 = kk(id, Ad(S ⊗ 1))κ and therefore
The product kk(j 1 )kk(ι)kk(id, Ad(S ⊗ 1)) corresponds to the quasihomomorphism (φ, ψ) : A 1 A −1 ⇒ T ⊗A⊲C, where φ(x) = e 00 ⊗x and ψ(x) = e 11 ⊗x. Since φ and ψ are orthogonal, we obtain kk(φ, ψ) = kk(φ) − kk(ψ). Now we multiply this difference by κ which is given by the Morita equivalence of Proposition 4.10. Thus we have that kk(φ)κ and kk(ψ)κ are determined by maps A 1 A −1 → C → K⊗A 0 that send x → e 00 ⊗x and x → e 00 ⊗ ρ −1 (U −1 R(G)U 1 ) = e 00 ⊗ R(σ(h)) (here we use the representation ρ of Lemma 3.8). Thus we conclude φ = kk(i) − kk(σ), proving (4.3). Now we prove that φ = 0. Both i 1 and σ factor through a contractible subalgebra of C[h]. This is because we have i 1 
Proof. See Corollary 1.2.7 in [13] .
Now we compute the isomorphism class of
where P is a nonconstant polynomial with r different roots, then
Without loss of generality we can assume c = 1. Since A 1 A −1 = (P (h)) we have a linearly split extension
By the Chinese Reminder Theorem, there is an isomorphism
We have the following commutative diagram
By the additivity of KK alg , the homomorphism µ : 
r . This is compatible with Theorem 4.5 of [12] , which computes K 0 (A) = Z r for A = C[h](σ, P ) when σ(h) = h − 1 and P has r simple roots.
Examples. We apply Theorem 4.18 in the following cases.
(1) The quantum Weyl algebra A q with q = 1 not a root of unity, is isomorphic to C in KK alg . (1 − q −2i h).
In the case q = 1 is not a root of unity, we have O(WP q (k, l)) ∼ = C l+1 in KK alg . This In the case where q is not a root of unity and P has only h 0 1−q as a root we have the following result.
Proposition 4.20. The generalized Weyl algebra A = C[h](σ, P (h)), with σ(h) = qh + h 0 such that q = 1 and P has only h 0 1−q as a root, is isomorphic to C in KK alg .
Proof. By Proposition 3.5, A is isomorphic to C[h](σ 1 , P 1 ) with σ 1 (h) = qh and P 1 (h) = ch n with c ∈ C * and n ≥ 1. The algebra C[h](σ 1 , P 1 ) is N graded with deg h = 2, deg x = n and deg y = n. To prove this we check that the defining relations xh = qhx, yh = q −1 hy, yx = ch n and xy = cq n h n are compatible with the grading. The result follows from Lemma 1.7, since the degree 0 subalgebra of A is equal to C.
Example. The quantum plane C[h](σ, h) with σ(h) = qh is isomorphic to C in KK alg .
4.3.
The case where P is a constant polynomial. If P is a nonzero constant polynomial, then A = C[h](σ, P ) is a tame smooth generalized crossed product and we can apply the results from [10] . where φ(Q) = e 00 ⊗ Q and ψ(Q) = e 11 ⊗ Q for all Q ∈ C[h]. Since φ and ψ are orthogonal kk(φ, ψ) = kk(φ) − kk(ψ). We now compose kk(φ) and kk(ψ) with kk(j 1 ) −1 . Theorem 27 of [10] Using Lemma 4.16, we obtain A ∼ = SC ⊕ C in KK alg .
In the case where P = 0 we have the following result. 
