Highlights d A coin-flip model describes the probability of courtship after contact with a female d A dopaminergic signal sets courtship probability by desensitizing P1 to inhibition 
In Brief Zhang et al. show that a dopaminergic signal motivates Drosophila courtship by adjusting circuit parameters to 1) increase the probability that a sensory stimulus will initiate behavior and 2) sustain behavior by decreasing the probability of termination.
INTRODUCTION
Motivational states and external conditions strongly influence behavior (Halliday, 1983; Toates, 1986) . But would the same animal, in the same state, presented with the same circumstance always make the same decision? If not, this variability presumably emerges from noise and hidden network variables as information propagates through the nervous system (Faisal et al., 2008; Renart and Machens, 2014) . Though often considered a flaw, noise-or network variability-has been shown to be useful for improving signal detection and implementing ideal strategies in adversarial situations and has also been proposed to promote exploration (Faisal et al., 2008; Ö lveczky et al., 2005; Tervo et al., 2014) . Here, we show how noise is used by motivational circuitry to effect probabilistic changes in behavior.
In a growing number of systems, neurons that alter behavioral probabilities have been localized to small, spatially restricted, and genetically targetable populations. In the best-studied example, stimulating the $800 AgRP neurons of the arcuate nucleus in the mouse hypothalamus induces seemingly all aspects of hunger: eating available food, foraging, and performing arbitrary tasks previously associated with food rewards (Aponte et al., 2011; Betley et al., 2015; Chen et al., 2016; Krashes et al., 2011; Livneh et al., 2017) . Subpopulations of AgRP neurons that target single brain regions coordinately regulate the latency to eat and the quantity of food consumed (Betley et al., 2013) . A similar connection between the probabilities of initiation and maintenance of behavior is seen during stimulation of the galanin neurons of the medial preoptic area of the hypothalamus, which induce the initiation of parental behavior and also extend the duration of parenting bouts (Wu et al., 2014) . In these examples, the sensory inputs (food, offspring) and motor outputs (feeding, parenting) are the same across behavioral selection and duration, suggesting shared circuitry-but control over the binary decision to initiate the behavior and the scalar determination of its duration likely require different regulatory mechanisms.
We examined the links between behavioral selection, persistence, and chance using Drosophila courtship, which we recently found to be under motivational control (Zhang et al., 2016) . Upon encountering a potential mate, a male must first choose whether or not to initiate courtship. Then, at every subsequent moment until the initiation of copulation, he must decide whether or not to persist in the courtship that has so far been unsuccessful. Males with high mating drive sustain courtship for minutes, whereas courtship by satiated males, when it occurs, is frequently abandoned. The male's motivation to court hinges on the dopaminergic activity of a few neurons that project to a brain region called the anterior of superior medial protocerebrum (SMPa) (Zhang et al., 2016) . In naive males, dopaminergic activity is high, and the presentation of a virgin female almost always leads to courtship. After a few matings, dopaminergic activity decreases and these satiated males mostly abstain from courtship. The dopaminergic mating drive signal is received by a group of $20 command neurons, called P1, which are stimulated by sensory information from the female and orchestrate the many behavioral programs that constitute courtship (Clowney et al., 2015; Kallman et al., 2015; Kohatsu and Yamamoto, 2015; Kohatsu et al., 2011; Pan et al., 2012; von Philipsborn et al., 2011; Zhang et al., 2016) . We find that the propensity for initiation and termination are both instructed by the same dopaminergic signal to P1 but result from separate cellular mechanisms. In analogy to combustion: dopamine is the fuel that increases the odds that a spark will kindle a fire, and that determines how long it burns.
RESULTS

A Coin-Flip Model of Courtship Initiation
For the first several minutes after being placed in a 1-cm courtship chamber, naive male flies tapped virgin females with their pheromone-receptor-bearing forelegs once every 30 s (Figures 1A and S1A and Videos S1 and S2) (Thistle et al., 2012) . Each tap led to courtship $44% of the time, almost always within 500 ms of the tap ( Figure 1B ), and regardless of whether it was the 1 st , 2 nd , 3 rd , or 4 th tap ( Figure 1C ), or of the interval between taps ( Figure 1D ). While certain mutations (Billeter et al., 2009; Manoli and Baker, 2004) and conditions (Agrawal et al., 2014; Fan et al., 2013) may obviate the requirement for a tap, in our experimental setup (see STAR Methods) we have yet to observe courtship from a wild-type or control male (2,147 in this paper) that was not preceded by a tap (see also Kohatsu et al., 2011; Rendel, 1945; Spieth, 1952 Spieth, , 1974 . We present courtship probabilities as linear natural log plots of (1 -[cumulative probability]) against tap number (e.g., Figure 1E ), where the fitted slope indicates courtship probability and the R 2 value reflects the consistency of tap-to-tap probabilities (see Table S1 for all courtship probabilities with 95% confidence intervals; see Figures S1B-S1D for p value distributions of R 2 values compared to a coinflip model and a permutation test). We typically find R 2 values greater than nearly all permutated possibilities, indicative of the remarkable consistency in the probability of each tap to trigger courtship (see Figure S1B for an example; see Figure S1D for all comparisons). These results show that the probability of courtship initiation can be well described by a simple coin-flip model with two variables: the bias of the coin (probability of courtship initiation after a tap) and how often it is flipped (tapping frequency).
To assess the effect of sensory input on courtship probability, we presented the male with a mated female, who is unlikely to allow copulation and is therefore a lower-quality stimulus (Tompkins and Hall, 1981) . While the frequency of tapping did not change ( Figure S1E ), the tap-induced courtship probability dropped to $7%, again consistent from tap to tap ( Figure S1F ). The male therefore decreases courtship toward a less appropriate target by scaling down the tap-driven initiation probability.
To assess the effect of motivational state on the courtship decision, we tested males that had spent various amounts of time in the satiety assay: a single male paired with $20 virgin females and allowed to mate ad libitum (Zhang et al., 2016) . After several matings, satiated males exhibited a tapping frequency that was identical to that of naive males ( Figure 1A ), but the probability that a tap led to courtship gradually declined as satiety increased, sinking to 6.5% after 4.5 hr in the satiety assay (A) The tapping frequency over the first several minutes in a courtship assay is consistent from tap to tap and does not change with satiety state (see STAR Methods) (one-way ANOVAy, n = 47-57 males). (B) Courtship is always preceded by a tap (n = 112 initiations). See Videos S1, S2, and S3. (C and D) The per-tap probability to initiate courtship scales with satiety state but is consistent from tap to tap (C) and is independent of the inter-tap interval (D) (mean ± 95% CI, n = 47-57 males). (E) For each satiety state, the cumulative courtship initiation probability curve linearizes on a modified log-scaled y axis suitable for coin-flip models (see STAR Methods). The courtship probabilities are calculated from the slopes of the linear fits (95% CI are in parentheses; bootstrap, n = 47-57 males; see details for bootstrapping in STAR Methods). (F) Motivation sets the probability that a tap will trigger courtship. yIn all figures, *p < 0.05, **p < 0.01, ***p < 0.001; n.s., not significant for all statistical tests. See Table S1 for all estimated courtship probabilities and Table S2 for genotypes and the numbers of animals for each experiment.
( Figures 1C, 1D , and S1A and Video S3). Though courtship initiation probability was profoundly influenced by satiety state, it was again remarkably consistent from tap to tap within a given treatment ( Figures 1C and 1D ). These results align well with traditionally used courtship metrics such as courtship latency and courtship index (Figures S1G and S1H) . Together, they demonstrate that stimulus quality and motivational state combine to produce a fixed probability of courtship elicited by each tap ( Figure 1F ). Dopamine-to-P1 Signaling Determines Tap-Induced Courtship Probability Dopaminergic activity in the SMPa is a functional neuronal correlate of mating drive (Zhang et al., 2016) . This dopamine signal is received by P1 courtship command neurons that also integrate sensory cues from tapping ( Figure 2A ) (Clowney et al., 2015; Kallman et al., 2015; Kohatsu and Yamamoto, 2015; Kohatsu et al., 2011; Zhang et al., 2016) . To examine the effect of dopamine tone on the probability that a tap will induce courtship, we thermogenetically stimulated either all dopaminergic neurons or just the subsets that have been shown to promote mating drive (Zhang et al., 2016) . Dopaminergic stimulation dramatically increased per-tap probability (Figures  2B, 2C, S2A, S3A-S3D, S4B, and S4C; see Figures S3E-S3H for silencing experiments) but did not affect tapping frequency ( Figure S4A ), and initiation probabilities were again well described by the coin-flip model. Note that dopaminergic stimulation increased courtship probability not only in satiated males, but also in naive males. We see this effect in all of our manipulations that elevate mating drive and believe it reflects a general property of motivation: the range under normal conditions is only a fraction of that which the circuitry is capable of producing, as seen following narcotic use or under pathological conditions (Wise and Rompre, 1989) . (E and F) Stimulating P1-B neurons (E) or conditionally silencing mAL neurons (F) increases courtship probability (bootstrap, E: n = 27-35 males, F: n = 28-35). Conditional silencing was achieved by raising flies at 23 C until eclosion and then shifting half of them to 30 C for 3 days before testing. See Figures S2B and S2C for no-Gal4 controls.
P1 command neurons drive entry into the courtship state when activated (Anderson, 2016; Kohatsu and Yamamoto, 2015; Pan et al., 2012; von Philipsborn et al., 2011; Yamamoto and Koganezawa, 2013; Zhang et al., 2016) . The motivating dopamine signal is received at P1 by the DopR2 receptor, and a satiety-like state is induced by knocking down the receptor from P1 (Zhang et al., 2016) . Accordingly, we find a decreased per-tap courtship probability when DopR2 is knocked down in P1 neurons ( Figure 2D ), and that thermogenetic stimulation of P1 dramatically increases tap-induced initiation probability (Figures 2E and S2B) . Note that more intense or prolonged P1 stimulation can lead to courtship that does not require a tap, but under our conditions a tap always preceded courtship. These results are consistent with the idea that dopamine sets courtship probabilities by scaling the likelihood that a tap will drive super-threshold P1 activation.
Dopamine Tone Adjusts the Sensitivity of P1 Neurons to Inhibition
In addition to the motivating dopamine signal, P1 neurons also integrate sensory inputs: each tap evokes parallel excitation (via vAB3 and PPN1 neurons) and inhibition (via mAL neurons) onto P1 (Figure 2A ) (Clowney et al., 2015; Kallman et al., 2015; Kohatsu and Yamamoto, 2015; Kohatsu et al., 2011) . While past studies focused on shifting excitation/inhibition in response to courtship targets of varying quality, we asked whether dopamine might tune these competing inputs to scale tap-induced P1 activation to motivational state, thereby adjusting the threshold for courtship initiation. Thermogenetic stimulation of excitatory inputs to P1 (vAB3 or PPN1) did not increase courtship behavior from satiated males ( Figures S5A and S5B ), but silencing the inhibitory mAL neurons, which have been shown to prevent male-male courtship (Kallman et al., 2015) , strongly promoted courtship toward females ( Figures 2F and S2C ). While the impact of silencing mAL was robust after 1 hr in the satiety assay, it was weaker following a standard 4.5-hr satiety assay (data not shown). Data we present below argue that the incompleteness of this effect is due to the existence of other inhibitory neurons not labeled by the mAL-S Gal4 line (R43D01, named after the Scott lab where it was first characterized; Kallman et al., 2015) . These other inhibitory inputs likely include neurons that mediate the courtship-suppressing effects of volatile pheromones (Billeter et al., 2009) . For consistency throughout the manuscript, we examine behavior after 1-hr satiety assays except when attempting to acutely revert satiety post hoc with thermogenetic stimulation, which we test following completion of 4.5-hr assays. Note that silencing mAL neurons also increases courtship probability in naive males ( Figures 2F and S2C ), indicating that mAL neurons moderate courtship behavior, even when highly motivated males contact virgin females.
One possible mechanism for decreasing courtship probability in satiated males would be to increase the inhibitory output of mAL neurons in response to a tap. However, we considered this mechanism unlikely due to the position of mAL in courtship circuitry (Figure 2A ): the dopamine mating drive signal is received, apparently exclusively, through the DopR2 receptors of P1 courtship command neurons (Zhang et al., 2016) , which lie downstream of mAL (Clowney et al., 2015; Kallman et al., 2015) . Consistent with this supposition, vAB3-to-mAL transmission did not change with satiety state (Figures 3A and S5C ). We therefore considered the possibility that dopamine modulates the sensitivity of P1 neurons to GABAergic input from mAL.
We found that the net excitation of P1 by vAB3 seen in naive males was absent from the brains of satiated males ( Figures  3B and S5D ), in accordance with the inability of vAB3 stimulation to revert satiety ( Figure S5A ; see Figure S5B for similar results with PPN1). Excitation of P1 by vAB3 is restored in satiated males by the GABA A blocker picrotoxin (PTX; Figure 3B ), suggesting that an increase in the sensitivity of P1 to GABA may underlie the inability of a tap to drive courtship in satiated males. Consistent with this idea, the voltage sensor ASAP1 (St-Pierre et al., 2014) revealed an increased hyperpolarization of P1 neurons in response to mAL stimulation in satiated males ( Figure 3C ). This increased sensitivity to inhibitory input is not associated with any obvious change in mAL-P1 connectivity ( Figure S5E ) and is reverted by application of dopamine ( Figure 3C ), providing evidence that dopamine desensitizes P1 neurons to GABAergic inhibition from mAL. Desensitization to inhibition evoked by a sensory stimulus may be a widespread mechanism for motivational control, as it allows drive signals to promote behavior while retaining the requirement for strong excitatory input (Halliday, 1983; Zhang et al., 2016) .
Together, these results suggest that the local dopamine tone sets a threshold that the sensory stimulus and chance events must cross to drive courtship ( Figure 3D ). This is accomplished by modulating the responsiveness of P1 neurons to inhibition triggered by a tap of even a high-quality stimulus. In a satiated male, the full force of inhibition is perceived by P1, so only the small fraction of taps that, by chance, generate an unusually strong excitation-to-inhibition ratio will be sufficient to drive courtship. As dopamine tone increases with time away from females, P1 becomes less and less sensitive to inhibitory input, allowing an increasing fraction of upstream circuit outcomes to produce super-threshold P1 activation.
A Specialized GABA A Subunit Mediates Satiety in P1 Neurons If dopamine desensitizes P1 neurons to inhibition, how is the selection against low-quality targets maintained under high drive conditions? It has been shown (Kallman et al., 2015) , and we confirm ( Figures 4A and S5F) , that the GABA A receptor Rdl is required in P1 neurons to prevent males from courting other males. This appears to be a sensory (i.e., not motivational) phenotype because we found no impact of Rdl knockdown on female-directed courtship (Figures 4B and S5G) . To identify the GABA receptor that receives the satiety-related inhibitory input from mAL, we screened RNAi lines targeting other predicted GABA receptors. We identified pHCl, a chloride channel that has homology with GABA A and GlyR receptors but does not itself bind GABA and therefore likely constitutes part of a heteromeric GABA A receptor (Schnizler et al., 2005) . Knocking down pHCl in P1 neurons reduced mAL-induced inhibition at P1 ( Figure 4C ) and dramatically increased courtship probability toward virgin females ( Figure 4D ), without causing male-directed courtship ( Figure 4E ). Normal courtship probabilities are restored to DopR2 mutants by knocking down pHCl in P1 neurons (Figure 4F ), supporting the idea that dopamine promotes mating drive by selectively desensitizing P1 neurons to GABA that is received by pHCl complexes. The sensory discrimination and motivational impacts of mAL activity therefore act through distinct GABA receptors in P1 neurons. This splitting of the GABAergic mAL signal into drive-specific (via pHCl) and target-specific (via Rdl) inhibitory channels prevents courtship of inappropriate targets, even when mating drive is high ( Figure 4G ).
A Memoryless Coin-Flip Mechanism Improves Target Selection
At the core of the coin-flip model is the idea that male flies make independent decisions from tap to tap. Alternatively, the male could accumulate evidence for or against courtship after each tap, until the compiled evidence (both sensory-and driverelated) reaches the threshold for courtship. Arguing against an evidence-accumulation model is the fact that the per-tap courtship probability does not depend on inter-tap interval ( Figure 1D ), meaning that if evidence is retained after a tap, it does not substantially decay over 60 s. Nevertheless, our tapping data could also be well described by a computational algorithm designed for evidence accumulation ( Figure S6 ; see STAR Methods) (Drugowitsch et al., 2012) . We therefore designed a more stringent test of the coin-flip model for target selection.
Evidence accumulation is beneficial under many circumstances but could lead to errors if the world imperceptibly changes-in our case, if the female changes. For example, evidence collected from a tap of a mated female might reduce the courtship probability generated by a subsequent tap of a virgin female. Intuitively then, the coin-flip model does outperform our evidence-accumulation model for selection of the virgin when a mated female is also present ( Figure 5 ). To see which model best fits the male's behavior, we placed a naive male together with one mated and one virgin female and found that the fraction of times the male courted the virgin was consistent with the coin-flip model ( Figure 5 ). These results support our conclusion that the male fly makes independent decisions from tap to tap. Independent sampling can be a beneficial strategy when the sensory source is ambiguous; these results show that this strategy is used by the male's courtship circuitry to ensure that both the female and his own drive state are appropriate before initiating courtship.
A Shared Mechanism for Permitting Initiation and Preventing Termination of Courtship
Not all courtship will lead to copulation, so, after initiation, a courting male must constantly judge whether heretofore unfruitful courtship is worth sustaining. For naive, highly motivated males, unsuccessful courtship is usually maintained for several minutes. With increasing satiety, however, the average courtship bout length progressively decreases ( Figure 6A ). We noticed that roughly half of all courtship terminations were immediately (Lima and Miesenbö ck, 2005) of vAB3 axons evokes the same calcium response in mAL neurons from naive and 4.5-hr-satiated males (t test of max DF/F 0 , mean ± SEM, n = 12-13 brains). See Figure S5C for subsequent KCl stimulation, which shows these neurons to be healthy. (B) P2X 2 stimulation of vAB3 axons evokes a strong calcium response in P1-B neurons only in brains dissected from naive (gray) but not 4.5-hr satiated males (red). A strong calcium response is recovered in satiated brains by pre-applying 100 mM GABA A blocker picrotoxin for 10 min before ATP stimulation (purple) (one-way ANOVA of max DF/F 0 , mean ± SEM, n = 14-15 brains). See Figure S5D for subsequent KCl stimulation. (C) P2X 2 stimulation of mAL neurons hyperpolarizes P1 neurons, as indicated by an increase in the fluorescence (decrease in -DF/F 0 ) of the ASAP1 voltage sensor. This hyperpolarization is more pronounced in brains dissected from 4.5-hr satiated males (red) than from naive males (gray). The increased sensitivity to mAL stimulation in satiated brains is reverted by pre-applying 100 mM dopamine for 10 min before ATP stimulation (orange) (one-way ANOVA of min -DF/F 0 , mean ± SEM, n = 8-9 brains). In this and subsequent voltage- preceded by contact with the female ( Figures 6B-6D , S1A, S7A, and S7B and Video S4), much more often than would be expected by chance ( Figure 6D ). When we stimulated dopaminergic or P1 neurons in satiated males, we saw strong reductions in both contact-related (tap-induced) and spontaneous terminations ( Figures  6E, S2D , S2E, S3I-S3L, and S4D-S4G). When the connection between dopamine and P1 was severed by knocking down the DopR2 receptor in P1 neurons, naive males showed levels of tap-induced and spontaneous terminations that were similar to those seen in satiated males ( Figure 6F ). None of these manipulations changed the tapping frequency during courtship ( Figures  S7C-S7K ). The same dopamine-to-P1 signal that instructs the probability of initiating courtship therefore also dictates the moment-to-moment probability of termination, coordinating two central facets of motivation: behavioral selection and persistence.
Given its role in suppressing courtship initiation, we considered mAL a likely candidate for carrying a tap-induced termination signal. Consistent with this prediction, silencing mAL neurons resulted in a near complete loss of tap-induced terminations (Figures 6G and S2F) , and brief optogenetic stimulation of mAL during courtship induced termination ( Figure 6H ). Brief pulses of optogenetic inhibition delivered to P1 via the green-light gated chloride channel GtACR1 (Mohammad et al., 2017) were also sufficient to disrupt ongoing courtship ( Figures 6I and S5H ). P1 activity is therefore required to maintain the courtship state and can be inhibited by mAL during ongoing courtship. The mechanism through which the GABAergic termination signal is transduced at P1 appears to be the same as is used for suppression of courtship initiation, requiring the pHCl receptor, but not the Rdl receptor ( Figures 6J, S5I , and S5J). These results show that dopamine prevents tap-induced termination in the same way it promotes courtship initiation: by decreasing the sensitivity of P1 neurons to GABAergic inhibition from mAL ( Figure 6K ). While a tap from a highly motivated male delivers strong courtship-inducing excitation to P1 (Clowney et al., 2015) , in satiated males increased sensitivity of P1 to GABA causes the same sensory stimulus to trigger essentially the opposite result: abandonment of courtship. (C) pHCl knockdown in P1 neurons decreases the inhibitory effect of mAL in 1-hr satiated males, as indicated by a smaller deflection from baseline reported by the ASAP2s voltage sensor (t test of min -DF/F 0 , n = 8 males each) (Chamberland et al., 2017) . (D and E) Knocking down pHCl in P1 neurons increases courtship of female (D) but not male (E) targets (D: bootstrap, left: n = 26-29 males, right: n = 24-30; E: mean ± SEM, one-way ANOVA, n = 11-30). (F) pHCl knockdown in P1 neurons rescues the low courtship probability phenotype in naive males lacking the DopR2 receptor (bootstrap, n = 30-42 males). (G) pHCl and Rdl convey motivation-dependent and sensory-dependent inhibition to P1 neurons, respectively. Different Cholinergic Receptors Promote the Initiation and Maintenance of Courtship mAL-induced inhibition of P1 cannot explain the $50% of terminations that do not occur within 1 s after a tap ( Figure S1A and Video S5): neither mAL silencing nor pHCl or Rdl knockdown in P1 neurons decreased the frequency of these spontaneous terminations ( Figures 6G, 6J , S5I, and S5J). While acute optogenetic stimulation of dopamine neurons immediately restores a high courtship initiation probability to satiated males, maintenance of courtship requires a longer stimulation period ( Figures  7A-7C ). To search for the mechanisms that determine the rates of spontaneous termination downstream of prolonged dopamine signaling, we performed a screen targeting G proteins that might transduce the DopR2 signal. We found that knocking down Ga s in P1 neurons using two independent RNAi lines caused frequent spontaneous terminations without affecting courtship initiation or tap-induced termination ( Figures 7D, 7E , S8A, and S8B). These results suggest that dopaminergic control of courtship drive bifurcates downstream of DopR2: a Ga s -insensitive pathway desensitizes P1 to tap-related suppression, while a Ga s -sensitive pathway sustains courtship in the inter-tap interval.
To begin to understand how the DopR2-to-Ga s signal in P1 neurons maintains courtship between taps, we screened through all known and predicted receptors for acetylcholine, the primary excitatory neurotransmitter in Drosophila. Knockdown of the nicotinic acetylcholine receptor nAChRa3 (nAChRa3 in mammals) in the P1 neurons of naive males resulted in decreased courtship initiation probability ( Figures 7F and S8C ) and frequent tap-induced termination ( Figures 7G and S8D ), but the spontaneous termination rate remained unaffected ( Figures 7G and S8D ). In contrast, knockdown of nAChRa6 (nAChRa7 in mammals) in P1 neurons did not alter tap-induced initiation or termination probabilities but caused a substantial increase in spontaneous termination rate ( Figures 7H, 7I , S8E, and S8F). Here again, neurotransmitter receptor diversity allows dopamine to tune specific properties of command neurons. In this instance, the two receptors control behavioral dynamics on vastly different timescales ($500 ms versus min), reflecting the rapid decision to initiate behavior in response to excitation Figure S5H for the no-Gal4 control). (J) Knocking down pHCl in P1-B neurons prevents tap-induced, but not spontaneous, terminations in 1-hr-satiated males (mean ± 95% CI, Fisher's exact test, n = 24-33 males). (K) Motivation sets the probability of tap-induced termination by altering P1's sensitivity to mAL-derived inhibition. zIn all figures, Fisher's exact tests are used with Bonferroni correction to adjust for multiple comparisons. via nAChRa3, and the long-term maintenance of P1 activity, presumably a consequence of recurrent stimulation of P1 that is received through nAChRa6 ( Figure 7J ).
Dopamine Promotes Sustained P1 Calcium Activity
The above results strongly predict a dopamine-promoted, Ga sand acetylcholine-dependent, long-term activation of P1 neurons following tap-induced stimulation. Previous studies have also predicted persistent P1 activation but have failed to observe it following a 30-s stimulation protocol (Hoopfer et al., 2015; Inagaki et al., 2014) . We delivered 800-ms light pulses to P1 neurons expressing both CsChrimson (Klapoetke et al., 2014) and GCaMP6s in naive males that had been isolated from females for 10 days. A single pulse led to a calcium transient that decayed to near baseline over 10-20 s ( Figure 8A ). When a second light pulse was delivered 1 min later, the calcium signal remained higher above the original baseline and lasted longer (Figure 8A and Video S6). The increase from baseline grew with each additional pulse, while the peak amplitude steadily decreased. Neither the sustained calcium activity, nor the decreasing amplitude was seen in P1 neurons of satiated males ( Figure 8B ), but both were recovered by bath application of dopamine ( Figure 8C ), though not if the inter-stimulus interval was expanded to 4 min ( Figure 8D ). The persistent P1 calcium activity was not rescued in satiated animals by blocking GABA transmission with picrotoxin ( Figure 8E ), suggesting that dopamine-gated excitatory inputs sustain P1 activity. The nAChR blocker MECA, in contrast, did prevent sustained P1 calcium levels, though not the decrease in peak amplitude ( Figure 8F ). Though we cannot formally connect these ex vivo effects to the persistent P1 activity required to maintain courtship, the dependence on internal state and specific signaling pathways argue for a shared underlying mechanism: once P1 has been activated, dopamine permits cholinergic excitation onto P1, probably via nAChRa6, to sustain P1 activity. Since dopamine alone does not excite P1 ( Figures S4H and S4I ), this cholinergic input requires an initial P1 activation, and is therefore recurrent. The level of sustained P1 activity seems to be the product of pre-existing activity and the strength of stimulatory input, which accords well with the more sustained courtship seen from highly motivated males presented with high-quality targets. Through this scalable recurrent excitation, we suggest that dopamine sustains P1 excitation, and the courtship state, for the length of time warranted by the male's reproductive status ( Figure 8G ).
DISCUSSION
Four hundred years ago, Francis Bacon (d. 1626) wrote: ''What chance is in the universe, so will is in man'' (Bacon, 1653; quoted (B and C) The persistent P1 calcium transients are not seen in brains dissected from satiated 10-day-old males (B) but can be rescued by pre-applying 100 mM dopamine (C) (mean ± SEM, B: n = 4 brains, C: n = 5). (D) Pre-applying 100 mM dopamine does not induce persistent P1 calcium transients if the inter-pulse interval is increased to 4 min (mean ± SEM, n = 6 brains). (E) The persistent calcium transients cannot be restored in satiated brains by blocking GABA A transmission with 100 mM picrotoxin (mean ± SEM, n = 5 brains). (F) The persistent calcium signal is blocked by pre-applying 1 mM nAChR antagonist MECA (mean ± SEM, n = 6 brains). (G) Schematic representation of the adjustments dopamine makes to P1 neurons to regulate courtship initiation and termination.
in Durant, 1926) . From an outside perspective, motivation can be described as the propensity to engage in a goal-directed behavior under a given set of circumstances. The courtship satiety paradigm allows for repeated trials with a high degree of control over the main variables in decision making: target quality and motivational state. Stabilizing these inputs does not lead to invariant yes-or-no outcomes but instead reveals a fixed probability (Figure 1) , likely reflecting the summation of chance neuronal events that initiate with a tap, accrue with signal splitting and propagation, and resolve at P1 excitation. Though sensory input relevant to other behaviors may be more continuous than the brief pulse evoked by a tap, it is often when our attention transiently fixates on an object-perceived or imagined-that we decide to act on it.
What exactly do we mean by chance neuronal events or chance circuit outcomes? John Arbuthnot, in the preface to his translation of Huygens' Of the Laws of Chance in 1692, wrote: ''It is impossible for a Die, with such determin'd force and direction, not to fall on such determin'd side, only I don't know the force and direction which makes it fall on such determin'd side, and therefore I call it Chance, which is nothing but the want of art'' (quoted in Diaconis and Skyrms, 2017) . Like the tumbling of a die, there are countless factors that influence the propagation of activity through neural circuits. While these noisy and hidden network variables present problems for sensory and motor systems, we suggest that decision-making circuits may function in a range where chance neuronal events can influence outcomes. By desensitizing a key decision center to inhibition (Figures 2 and 3) , motivation essentially weights the die, promoting entry into the behavioral state on a higher fraction of trials. Reliance on chance prevents behavioral inflexibility, allowing a wider range of experiences and the potential for adaptation to new circumstances. The influence of chance on decisions that also integrate perception and motivation makes behavior logical but unpredictable-and therefore interesting.
Once behavior has begun, dopamine-gated recurrent activity reduces (but does not eliminate) the influence of chance, protecting against capricious shifts in behavior before the goal is achieved (Figures 6, 7 , and 8). These findings may apply quite broadly, as mammalian feeding, parental, and sleep behaviors are both initiated and sustained by the activity of small subsets of neurons (Betley et al., 2013; Hoopfer et al., 2015; Inagaki et al., 2014; Weber et al., 2015; Wu et al., 2014) , and because persistent activity is seen in the mammalian brain (Egorov et al., 2002; Plotkin et al., 2011; Stagkourakis et al., 2018) . Dopamine is obligatory in motivating most mammalian behaviors (Palmiter, 2011; Zhou and Palmiter, 1995) , so it will be interesting to see whether the mechanisms of desensitization to sensoryevoked inhibition and potentiation of recurrent activity function widely in behavior-specific command neurons to tune the propensities for behavioral selection and persistence. The applicability of these results to mammalian systems may even extend beyond motivation, as dopamine has recently been shown to precede and permit the flow of activity through striatal action-selection circuits (Howe and Dombeck, 2016; da Silva et al., 2018) .
Many features of this circuitry remain to be explored in detail. How, for example, does P1 use different GABA receptor complexes to prevent courtship for different reasons (Figure 4 )? It may be that different sensory experiences lead to the stimulation of different subsets of mAL neurons. This inhibitory input would then merge with inhibition from volatile pheromones at P1 (Clowney et al., 2015). These categorized inputs might then synapse on separate populations or regions of P1 neurons that express either pHCl or Rdl, which respectively receive motivationdependent and -independent inhibition. This circuit logic would explain why achieving the necessary threshold of activity is rare if either sensory or drive conditions are violated. But what exactly is this threshold? Since courtship is most often initiated within 500 ms of a tap (Figure 1) , the immediate amplitude of activity at P1 likely drives initiation. But how is this amplitude read out? Is there a specific population of neurons that must be sufficiently activated for the system to ''catch'' and become selfsustaining? While thermogenetic stimulation of P1 neurons dramatically increases courtship probability, it is not immediately sufficient for courtship without a tap (Figure 2 ). Does that mean that some, or even all, of the thresholding neurons are located outside of P1, or at least are not captured by the P1-B Gal4 line? We know that P1 activity is constantly required during courtship and our data suggest that recurrent excitation sustains the courtship state (Figures 6, 7, and 8) . This persistent activity requires a different cholinergic receptor than does initial activation, as well as a specific G protein and prolonged dopaminergic signaling (Figures 7 and S8 ). Does this again imply neuronal diversity within P1, or are the initiating and sustaining properties shared by all P1 neurons? Also unclear is whether the recurrent loop that sustains P1 activity is confined to P1, or involves other, yet-to-be-discovered neurons. Important mysteries remain downstream of P1 as well, most conspicuously: how does the activity of these $20 neurons per hemisphere orchestrate the many complex and flexible motor actions that constitute the courtship ritual? In the 10 years since the discovery of P1 (Kimura et al., 2008) , a handful of labs have made this circuitry among the best understood in behavioral neuroscience. Given its simplicity, tractability, and the extensive knowledge available in this system, we predict continued and accelerated insights into how behavior is motivated, selected, organized, sustained, and abandoned.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Fly Stocks
Fly husbandry was performed as previously described (Zhang et al., 2016) . Flies were maintained on conventional cornmeal-agar medium under a 12-hour light/12-hour dark cycle at 25 C and ambient humidity. Due to the focus of this study, all tested flies were adult males. Unless otherwise stated, males were collected on the day of eclosion and group-housed away from females for 3-4 days before testing. Virgin females were generated by heat-shocking a w 1118 stock with a hs-hid transgene integrated on the Y chromosome (Bloomington stock #24638) in a 37 C water bath for 60 minutes. All behavioral experiments were carried out between ZT 1 and ZT 10 (lights are turned ON at ZT 0 and turned OFF at ZT 12). Detailed genotypes of all strains used in the paper are listed in Table S2 available online.
METHOD DETAILS
Courtship assays
Courtship assays were carried out in the same setting as previously described (Boutros et al., 2017; Zhang et al., 2016) . A male fly (3-4 days old) and a w 1118 virgin female fly were videotaped in cylindrical courtship chambers (10 mm diameter and 3 mm height) at 23 C and ambient humidity. We noticed that taps occur more frequently in smaller chambers, so it is possible that these chambers might lead to an increased reliance on tapping (and under-reliance on other sensory modalities) than would be seen in more naturalistic circumstances. For male-male courtship assays, w 1118 males were used as courtship targets instead.
Courtship assays with neuronal activation or silencing Assays were generally performed as described above. For thermogenetic experiments using TrpA1, half of the males were assayed at 23 C, while the other half were pre-incubated at a higher temperature (28.5 C or 30 C) for 5 minutes before being introduced to females and assayed at the same temperature (28.5 C or 30 C). For conditional silencing experiments involving TubGal80 ts , male flies were moved to 30 C after eclosion and kept there (isolated from females) until just before the assay, which took place at 23 C. For optogenetic experiments using CsChrimson, Chrimson-M19, and GtACR1, newly eclosed male flies were transferred to aluminum-foil-wrapped vials containing rehydrated potato flakes and 100 mL of all-trans-retinal stock solution (50 mM in ethanol) for 3 days. In the case of GtACR1 experiments, which also use TubGal80 ts , male flies were kept at 30 C for 3 days before experiments.
In CsChrimson experiments ( Figure 6H ), males were assayed under ambient light conditions until a brief 1 s pulse of 655-nm red light ($100 mW/mm 2 ) was delivered during courtship. In GtACR experiments ( Figure 6I ), males were assayed under ambient light conditions until a brief 1 s or 5 s pulse of 530-nm green light ($5 mW/mm 2 ) was delivered during courtship. In Chrimson-M19 experiments ( Figure 7A ), pre-satiated males were assayed under ambient light ( Figure 7A, left) , under 655-nm red light ($100 mW/mm 2 ) ( Figure 7A , middle), or pre-stimulated under the same light for 5 minutes before paired with females (light is still on) ( Figure 7A , right).
Satiating male flies for behavioral and calcium-imaging experiments
To satiate them before a courtship assay, males were individually paired with 15-20 virgin w 1118 females in food vials at 23 C for 1 hour (in experiments using Kir2.1 or RNAi) or, by default, for 4.5 hours (in experiments using TrpA1) before aspirating the male into a standard courtship assay. The same procedure was used for calcium imaging experiments. For CsChrimson-expressing males, the satiety assays were carried out in vials floored with retinal-containing food. These vials were mostly wrapped with aluminum foil except for a $2 mm gap on the top to provide some light to assist courtship. Male flies in this condition were able to be satiated (our observations).
Two-female choice assays
In Figure 5 , the courtship assays involved a male fly with two females, one virgin and the other mated. To differentiate between the two females when scoring the assays, we used females of different eye colors, but the correspondence between eye colors and mating states were randomized for each trial and blinded to the experimenter. In each trial, the male fly was allowed to tap the females up to 10 times, and the courtship choice was scored when the male displays any courtship step (see below) toward either female.
Wide-field calcium and voltage imaging with P2X 2 stimulation An upright Leica DM5500 B scope was used for calcium imaging experiments involving P2X 2 stimulation. Brains of 3-day old male flies expressing GCaMP6s and P2X 2 were dissected out and mounted, posterior side down, onto the center of a coated Petri dish containing 3 mL of HL3.1 saline solution (Feng et al., 2004) . This preparation preserves P1 and mAL neurons, but severs the afferent projections of vAB3 neurons. GCaMP6s fluorescence of the lateral-protocerebrum projection of P1 or mAL neurons were identified with baseline GCAMP6s fluorescence and imaged for 150 frames at a rate of 1 frame/second. At Frame #40, 20 mL 150 mM ATP solution (pH pre-adjusted) was carefully pipetted along the inside edge of the Petri dish to reach a final concentration of 1 mM. For 4-5 experiments of each condition, the imaging sessions were extended to 250 frames, and 20 mL 3M KCl solution (pH preadjusted) was added at Frame #140 to test if the neurons were alive. These data are shown in Figures S5C and S5D .
ASAP experiments follow the same protocol. Since mAL-S-LexA (R43D01) was not available when we performed the experiments, we used mAL-R-LexA (R25E04, named after the Ruta lab where it was first characterized), to drive P2X 2 .
Two-photon calcium imaging with CsChrimson stimulation Two-photon laser-scanning microscopy was performed using a custom microscope as previously described (Carter and Sabatini, 2004) . Most of the procedures are the same as in (Zhang et al., 2016) . Newly eclosed flies were transferred to coated vials containing rehydrated potato flakes and 100 mL of 50 mM all-trans-retinal. Brains of 10-day old male flies expressing CsChrimson and GCaMP6s in P1-B neurons were dissected under low-light conditions and mounted, posterior side down, onto a coated Petri dish as in the P2X 2 stimulation experiments. The lateral protocerebrum projection of P1 neurons was identified with baseline GCaMP6s fluorescence excited at 820 nm (the isosbestic point of GCaMP). Note that this region likely contains projections from multiple P1 neurons. GCaMP6s was excited at 910 nm and 11.8 mW at the sample, and light was collected in 128x128 frames at 256 ms per frame.
The laser power was kept consistent and minimal to avoid any 2-photon activation of CsChrimson. At Frame #24, an 800-ms long pulse of red light (655 nm) was delivered using an LED (see Zhang et al., 2016 for descriptions) , during which no fluorescence data were collected to protect the photomultiplier tube.
Assaying neuronal connectivity with GRASP GRASP experiments labeling connections between mAL and P1-B neurons were performed as described before (Zhang et al., 2016) . Briefly, fly brains were dissected in Schneider's medium and immediately fixed in 4% paraformaldehyde dissolved in PBS with 0.3% Triton X-100 (PBST) for 20 minutes. After 3x 20-minute washes with PBST, the brains were incubated with the primary antibody against GFP (1:2000 diluted in PBST) at 4 C for 48 hours. After another round of 3x 20-minute washes with PBST, the brains were incubated with the secondary antibody (1:400 diluted in PBST) at 4 C for 48 hours. Then, after a final round of 3x 20-minute washes, the brains were mounted on a glass slide using standard procedures. Confocal sections were acquired using an Olympus Fluoview 1000 microscope at 3-mm intervals.
Pharmacology Dopamine was prepared in a 100 mM stock solution in ddH 2 O. Picrotoxin (PTX) was prepared as a 5 mM stock solution in 150 mM NaCl. Mecamylamine (MECA) was prepared in a 1 mM stock solution in ddH 2 O. For all experiments, dopamine (100 mM), picrotoxin (100 mM), or MECA (1 mM) were applied 10 minutes before ATP or optogenetic stimulation.
QUANTIFICATION AND STATISTICAL ANALYSIS
Analysis of courtship and tapping behaviors After one of us (L.E.M. or C.L.B.) took the videos, a different experimenter (S.X.Z.) scored courtship initiations and terminations, blind to genotypes and experimental conditions. The courtship index was manually scored as the fraction of time during which the male fly is engaged in mating behaviors (courtship and copulation) within 5 minutes after courtship initiation. For analysis of courtship initiation, we scored tapping as a male foreleg touching any part of the female body. A bout of courtship was scored as initiated when the male oriented toward the female, began tracking her, and unilaterally extended his wing to sing to her. In Figure 6A , the average bout lengths were calculated using only bouts that did not lead to copulation. A bout was scored as terminated if the male stopped tracking or turned away from the female. Once courtship is terminated, it is almost never reinitiated within 10 s. Whenever possible, terminations were also verified by the male not resuming courtship without tapping when the female passed in front of him again. A termination is classified as tap-induced if it occurred within 1 s following the male foreleg contacting the female body (also referred to as a tap). Otherwise, it is classified as spontaneous. If the male fly did not court within the first 15 minutes of each assay, the courtship index was scored as 0. Courtship latency was scored as the delay preceding the first courtship initiation after the male fly was paired with the female.
Linearizing cumulative courtship initiation curve
Cumulative courtship initiation percentages were linearized according to a coin-flip model in which the odds of courtship initiation do not change from tap to tap. Therefore, if each tap has a p probability of initiating courtship, the cumulative probability of courtship initiation y after x taps is expressed as [1 -probability of not initiating courtship], which is [1 -(1 -p) , and fitted the graph with a line that is forced through the point of origin [0, 0] . Since the slope of the line equates -Ln(1 -p), we can obtain the courtship probability p from the slope. If all flies initiate courtship after a certain number (X all ) of taps (e.g., Figure 2B ), data points before X all were used instead. Finally, for the figures, we used a 0-to-98% scale (0-to-3.912 after linearization) for the y-axes, marked with 30%, 60%, and 90% ticks (0.357, 0.916, and 2.303 respectively after linearization). See the section below for generating 95% confidence intervals of courtship probabilities. The MATLAB programs to perform these calculations are available online.
Generating R 2 distributions
To generate R 2 distributions, we used either permutation (Figures S1B and S1C) or simulated coin flips ( Figure S1D ) to generate courtship initiation data of n flies. As an example of permutation, we used n = 55 flies in Figure S1B to match the naive-fly experiment in Figure 1C [0, 0, 0, 3] . [55, 55, 55, 55] . To simulate coin flips for an experiment (e.g., WT naive males in Figure 1E ), we used the matching coin number (number of flies, e.g., n = 55) and coin odds (courtship probability, e.g., 44%) in each iteration to generate 100,000 combinations of data: [21, 37, 46, 49] , [26, 36, 45, 53] , etc. We then performed the linearization and linear regression (described above) on all the possibilities, generating an R 2 value for each possibility. In the example shown in Figure S1B , the R 2 values range from À345 to $1 (only the values between 0 and 1 are shown for clarity) with 365 R 2 values equal or above our experimental result of 0.995, giving a p value < 0.001.
In Figures S1C and S1D , we generated a p value for each R 2 value in all 109 linear regressions of courtship initiations (see Table S1 ) in this paper, using R 2 distributions from either permutations ( Figure S1C ) or simulated coin flips ( Figure S1D ). We then plotted the cumulative distribution function of the p values. A diagonal line is used to show the theoretical p value distribution if our empirical data were generated purely from permutations ( Figure S1C ) or coin flips ( Figure S1D ).
Generating 95% confidence intervals in estimating courtship probabilities For each linear regression (see Table S1 for a list), 100,000 iterations of bootstrapping were used to generate the 95% confidence intervals of courtship probabilities. In each iteration, we constructed a bootstrapped dataset of the same size by randomly resampling, with replacement, from the experimental data. Then we performed the same linearization and linear regression as described above to obtain a bootstrapped courtship probability. All bootstrapped courtship probabilities were ranked, and then the cutoff points for the highest/lowest 2.5% were marked as the 95% confidence interval (Table S1 ). The MATLAB program to perform these calculations is available online.
Hypothesis testing for courtship probabilities
Bootstrapping was used to calculate the p values between pairs of courtship probabilities (e.g., Dataset X and Dataset Y), with the underlying null hypothesis that these two datasets were generated with the same unknown courtship probability. Before bootstrapping, we pooled the datasets X and Y together to generate a new dataset P, whose size is the sum of that of X (N X ) and Y (N Y ). In each iteration, we first randomly resampled, with replacement, two bootstrapped datasets B X and B Y from the pooled dataset. Then, using the same linearization and linear regression procedures above, we calculated the bootstrapped courtship probabilities from these two new datasets (CP BX and CP BY ). Last, we calculated the absolute difference between these two courtship probabilities (jCP BX -CP BY j) and repeated this process for 100,000 iterations. The p value was calculated as the fraction of all iterations in which the differences in bootstrapped courtship probabilities (jCP BX -CP BY j) were at least as large as the difference in experimentally determined courtship probabilities (jCP X -CP Y j). In cases of multiple comparisons (e.g., Figure 1E ), we used Bonferroni corrections to adjust the p values accordingly. The MATLAB program to perform these calculations is available online.
Evidence-accumulation simulation for courtship initiation
We used an evidence accumulation model that samples from Gaussian-distributed evidence pools. This distribution is set to have a standard deviation of 1 as well as a mean value that depends on male's satiety state and target quality (e.g., mean = 0.8 for courtship by naive males toward virgin females). Then, for each simulated male, each tap randomly samples an evidence value from the distribution, and the evidence value is accumulated without loss between taps. Once evidence is accumulated past a threshold value (set to 1) after X taps, the male is marked as starting courtship after X taps. In Figure S6 , we performed 100,000 iterations of simulations for each mean evidence value ranging from À0.5 to 1.5 and analyzed the courtship initiation percentages the same way as we did with experimental data (e.g., Figure 1E ). The MATLAB program to perform these calculations is available online.
Simulation and analysis of a two-female choice assay In Figure 5 , we performed 103 trials of choice assays, in which a male chooses from a virgin female and a mated female. For comparison, we also performed simulations of the same experiment (100,000 iterations of 103 males each), assuming the male exclusively uses the coin-flip model (Coin-flipper) or the evidence accumulation model (Accumulator). In both the experiment and the simulation, the male fly is allowed to freely tap both females for up to a total of 10 taps. Since we could not pre-determine the fractions of taps on the virgin and the mated females, we performed the simulations for a range of tapping fractions. To simulate Coin-flippers, we use 45% and 7% per-tap probability for initiating courtship toward virgin and mated females respectively (based on data in Figure S1F) . To simulate Accumulators, we use 0.8 and À0.4 mean evidence for initiating courtship toward virgin and mated females respectively (based on results in Figure S6M ). From both experimental data and simulation results, we calculated the percentages of courtship initiations toward the virgin females ( Figure 5B ), courtship initiations toward mated females ( Figure 5C ), and courtship initiations toward all females ( Figure 5D ). We use F 1 score to quantify the preference of virgin females over mated ones, using the formula F 1 = 2 x Precision x Recall / (Precision + Recall). Precision is defined as [Courtship initiations toward virgin females] / [Total courtship initiations], and Recall is defined as [Courtship initiations toward virgin females] / [Total taps on virgin females]. F 1 scores range from 1 (perfectly selective to virgin females) to 0 (perfectly selective to mated females). In Figure 5E , we also estimate the Mean ± 95% C.I. F 1 score of a male that cannot tell the difference between virgin and mated females (by shuffling experimental data). The MATLAB programs to perform these calculations are available online.
Generating chance levels of tap-induced termination In Figure 6D , chance levels of tap-induced termination were calculated using the equation ( Quantifying imaging data For wide-field imaging, fluorescence data were analyzed by selecting a region of interest from a pre-stimulation frame of the lateral protocerebrum. The regions of interest were kept roughly the same size between experiments. GCamp6s data are presented as DF/F 0 . ASAP1 or ASAP2s data are presented as -DF/F 0 to correct the inverse relation between sensor fluorescence and membrane voltage. Hypothesis testing was done with either a t test or a one-way ANOVA of max DF/F 0 (min -DF/F 0 in the case of voltage imaging).
For 2-photon imaging experiments, fluorescence data were analyzed in MATLAB using a semi-automated program modified from a published independent component analysis algorithm (Mukamel et al., 2009 ). The program is available online. Data are presented as DF/F 0 .
For GRASP experiments, after one person (S.X.Z.) took the images, another person (L.E.M.-blind to satiety states) selected regions of interest (ROIs) and background. ROI sizes were kept roughly the same between samples. Average pixel fluorescence in each ROI was calculated with a custom-written program in MATLAB (Mathworks). The program is available online.
Additional statistical tests
One-way ANOVA (with Tukey post hoc correction) and Fisher's exact test were performed using Prism 7. The 95% confidence intervals (C.I.) of termination frequencies were calculated using Jeffrey's prior (Brown et al., 2001) in MATLAB. The 95% C.I. of courtship probabilities and the statistical significance of the differences between courtship probabilities were calculated with bootstrapping (see above). Kolmogorov-Smirnov test (Figures S1C and S1D) was calculated in MATLAB. The programs are available online.
DATA AND SOFTWARE AVAILABILITY
All MATLAB programs used in this study are available online.
1) The MATLAB package to quantify 2-photon calcium imaging data is available at https://github.com/CrickmoreRoguljaLabs/ Ca2plus. 2) The MATLAB package to quantify GRASP signals is available at https://github.com/CrickmoreRoguljaLabs/Blind-imageanalysis.
3) The MATLAB package to linearize courtship initiations (CPline), simulate coin flips (coinsim_batch), permutate courtship initiations (TapPermute), calculate the 95% confidence intervals of courtship probabilities (TapCI), and perform hypothesis testing on pairs of courtship probabilities (TapHyp) is available at https://github.com/CrickmoreRoguljaLabs/tapping-codes. 4) The MATLAB package to simulate evidence accumulation between taps and simulate the performance of males in two-female choice assays is available at https://github.com/CrickmoreRoguljaLabs/Tap_EvidenceAccumulation. 5) The MATLAB function to calculate Jeffrey's 95% confidence interval is available at https://github.com/CrickmoreRoguljaLabs/ Jeffi. 6) The MATLAB function to perform two-sample Kolmogorov-Smirnov tests is available at https://github.com/ CrickmoreRoguljaLabs/KSstat.
