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Abstract
A central paradigm for classifying the phases of correlated electron systems is their
symmetry. Having the ability to controllably tune symmetry-related properties of
the system is therefore a powerful probe.
In this thesis experiments on quasi-two-dimensional metals Sr3Ru2O7 and Sr2RuO4
are reported, where uni-axial strain was used as a means of lifting the native tetrag-
onal symmetry. Uni-axial strain was applied to the samples using a piezo-electric
based device which can apply both positive and negative strains to the sample, to
study the symmetry of the response about zero strain.
Sr3Ru2O7 exhibits a magnetic-field-tuned quantum critical point, in the vicinity
of which a novel phase is stabilized. The transport properties of the phase were
previously shown to be highly susceptible to in-plane magnetic fields. We show
that resistivity inside the phase responds strongly to strain applied along one of the
in-plane crystal axes, with the responses parallel and perpendicular to that of the
applied strain mirroring each other about zero strain. Our results suggest that the
underlying symmetry of the phase is C4 rather than C2 symmetric.
Sr2RuO4 is an unconventional superconductor which was predicted to have an
order parameter of the form px± ipy. This should result in a splitting of the transi-
tions of the two components as a function of strain, with a cusp in Tc versus strain
at zero strain, where Tc is the upper of the two transitions. We find that the re-
sponse of Tc to strain along [100] is large and symmetric about zero strain, whilst
the response to [110] strain is weak and mostly anti-symmetric. No cusp is observed
for either strain direction. We argue that although our results are in contradiction
with the simplest px± ipy models, they may still be consistent with certain scenarios
where the cusp would have been too small to be observed.
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Chapter 1
Introduction
The rapid development of quantum theories of electrons in solids over the past
century, in conjunction with advances in material growth, has radically changed the
world in which we live. Indeed, these are at the heart of all silicon-based technologies
in use today. In condensed matter physics one is able to write down the Schro¨dinger
equation which governs the motion of the electrons and nuclei in a solid, containing
only a small number of constants, all of which can be experimentally determined to
high accuracy [1]. These are Planck’s constant, the charge and mass of the electron,
and the charges and masses of the atomic nuclei. The equation itself contains several
terms, describing the kinetic energy of the electrons and nuclei, and their Coulomb
interactions with each other.
This has been described as the “theory of everything” for solids [1], and from
the reductionist point of view, one should in principle be able to calculate all of a
system’s properties from it. In practice however, this is far from being the case. The
difficulty stems from the interaction terms, which correlate the motions of each single
electron with all of the others, making Schro¨dinger’s equation accurately solvable
only for small numbers of particles. The success of quantum theories of electrons in
silicon and other so-called weakly correlated materials is due to the weakness of the
interaction energy compared to the kinetic energy in these materials. In this limit,
interactions can be treated by a mean-field approximation, thus removing the issue
of electron correlation.
There is however a large class of materials in which the electrons are strongly
interacting and where this approximation breaks down. Many exotic behaviours are
found in these materials, such as unconventional superconductivity, magnetism, or
quantum criticality. These materials hold considerable scientific and technological
potential, and understanding the physics behind them represents one of the great
challenges of the twenty-first century. Applications of strongly correlated materials
are varied, ranging from quantum computation to energy storage and transmission,
explaining the large effort devoted to the field worldwide.
The many-body interacting problem, as noted previously, cannot be solved di-
rectly by “brute force” for realistic numbers of particles. This failure of the reduc-
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tionist approach means that progress in the field relies instead on the development
of theories which describe the collective behaviours of electrons in solids. The most
notable examples of this are the Fermi liquid theory, which describes elementary ex-
citations in a correlated system in terms of quasiparticles, and the Bardeen, Cooper
and Schrieffer (BCS) theory of superconductivity which describes the superconduct-
ing state using a single wavefunction.
The complexity and variety of correlated electron systems means that they must
often be studied on a case-by-case basis, there being no unified theory for these
systems to date. Theoretical and experimental research are for this reason intimately
linked, with theoretical advances prompting new experiments and vice-versa. The
focus of this thesis is the ruthenates Sr3Ru2O7 and Sr2RuO4, which have been
the subject of a broad body of research. Both are quasi-two-dimensional metals
which exhibit Fermi liquid behaviour, and develop a highly unusual phase at low
temperature.
In the case of Sr3Ru2O7, the system can be tuned by magnetic field through a
quantum critical point, in the vicinity of which a novel phase forms [2]. The study
of quantum criticality is one of the central themes of correlated electron research,
as Fermi liquid theory breaks down near a quantum critical point and new phases
are often found to form there [3]. Sr3Ru2O7 is an ideal system in which to study
quantum criticality and phase formation as magnetic field-tuning, in contrast to
chemical doping, introduces no defects into the crystal, thus enabling one to ob-
serve the underlying physics in the clean limit. The novel phase in Sr3Ru2O7 itself
presents many interesting and unexplained properties, such as a large anisotropy in
the resistivity in the presence of a small in-plane field, leading to the suggestion that
the electronic state breaks the symmetry of the lattice [4].
Sr2RuO4 on the other hand is a superconductor below 1.5 K. Its superconduct-
ing state is unconventional [5], i.e. its symmetry is different from the simple s-wave
described by the original BCS theory, with suggestions that it is chiral p-wave, anal-
ogous to the 3He A-phase [6]. Evidence for time-reversal symmetry breaking [7] and
spin-triplet pairing [8] support this proposal, however there are many discrepancies
between theory and experiment, casting much controversy over the nature of the
superconductivity in Sr2RuO4. Should a chiral p-wave state be realized in Sr2RuO4,
it would be host to properties such as topologically protected edge states and half-
quantum vortices, which may be applicable for example in quantum computing [9].
Sr3Ru2O7 and Sr2RuO4 are excellent candidates in which to study the physics
of correlated systems. From a materials point of view, large single crystals of both
compounds are available, with ultra-pure samples having mean-free paths of the
order of 3000 A˚. The normal state from which the new phase condenses is well char-
acterized for each compound, with their electronic structures known in detail thanks
to extensive angle-resolved photo-emission and quantum oscillation measurements.
This has facilitated the development of theoretical models describing the physics of
Sr3Ru2O7 and Sr2RuO4, a more tractable task than in other strongly correlated sys-
tems such as the cuprate family of high-temperature superconductors whose normal
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state is still not well understood.
States of correlated matter are generally classified in terms of their symmetries,
and controllably altering the symmetry properties of the system can be a powerful
probe. This can be achieved for instance by distorting the lattice by applying pres-
sure, or applying a magnetic field along a chosen direction, to break translational or
rotational symmetries which may have existed in the crystal lattice. In this thesis
I describe experiments performed on Sr3Ru2O7 and Sr2RuO4 using uni-axial strain
as a means of lifting their tetragonal crystal symmetry. A specially designed probe
incorporating piezo-electric stacks was used, which allows tensile and compressive
strains to be applied to the sample, so that the symmetry of the system’s response
about zero strain can be studied.
The novel phase of Sr3Ru2O7 has already been shown to be sensitive to symmetry-
breaking magnetic fields [4], so we expect symmetry-breaking strain to yield similarly
large effects. For this experiment we applied strain along one of the in-plane axes,
and measured the in-plane transport both parallel and perpendicular to the strain
direction. In the case of Sr2RuO4, uni-axial strain provides a means for testing its
superconducting order parameter, as symmetry-based predictions have been made
for how a chiral p-wave state should be affected by strain [10]. We observed the evo-
lution of the sample’s superconducting transition temperature as a function of strain,
by measuring its AC magnetic susceptibility. Through both of these experiments
we show that the new strain technique used enables fine-tuning, with directional
resolution, of the electronic properties of correlated electron materials.
This thesis is organized into seven chapters. Chapters 2 and 3 introduce the
background physics relating to Sr3Ru2O7 and Sr2RuO4 respectively. These chapters
are structured such that they begin with a discussion of relatively general concepts,
before gradually leading the reader towards more specialized topics relating to the
compound studied, and finishing with a literature review of said compound. Next is
Chapter 4, which describes the experimental techniques used for all of the measure-
ments. This chapter begins with an introduction to the framework for describing
deformations in a solid, namely the stress and strain tensors, followed by a descrip-
tion of the uni-axial strain probe which was designed and built for our experiments.
Details of sample preparation and measurement methods, as well as the cryogenic
platform used are also given. Chapters 5 and 6 present the results of our measure-
ments on Sr3Ru2O7 and Sr2RuO4 respectively, followed by a discussion of the data.
Whereas the background chapter of Sr3Ru2O7 is before that of Sr2RuO4 because it
contains material which is relevant to the latter, the results chapter for Sr2RuO4
is placed before that of Sr3Ru2O7 as this is the chronological order in which the
experiments were carried out. The thesis ends with a chapter which summarizes
the work carried out and results obtained, followed by an outlook towards possible
future research directions.
3
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Chapter 2
Quantum Criticality in
Sr3Ru2O7
The field of condensed matter physics is continuously evolving as a result of the
discovery and prediction of new phenomena in solid state systems. This may seem
surprising, as the basic ingredients which constitute the materials in question have
been known for a long time: atomic nuclei, electrons, and the interactions between
them. The existence of behaviours as exotic as heavy fermions or high-temperature
superconductivity in the cuprates, suggests however that one cannot apply the re-
ductionist approach and simply break such a system down into its constituent parts
to understand it as a whole. Ever since Drude’s model of electrical conduction in
1900, more and more sophisticated theories have had to be put forward to account
for the collective phenomena of electrons in solids. Nevertheless despite this appar-
ent complexity, a single-electron picture gives surprisingly good predictions for the
properties of a wide range of metals. The reason for this was explained by Lan-
dau’s Fermi liquid theory in a series of papers from 1956 to 1958 ([11–13]), where
he showed that the elementary excitations of a system of interacting electrons are
electron-like quasiparticles which obey Fermi statistics. The electron-electron inter-
actions thus do not affect the functional form of most of the predictions from the
single-electron model, and instead take the form of a renormalization factor. In fact,
the results of Fermi liquid theory apply to such a variety of systems, that cases where
it appears to break down are of particular interest. Systems where the predictions
from Fermi liquid theory no longer hold include for example the normal state of the
high-temperature cuprate superconductors and materials close to a quantum critical
point [3].
I will begin this chapter by briefly reviewing the physics of non-interacting elec-
tron systems, before moving on to an overview of Fermi liquid theory and some of its
main predictions. I will then discuss a selection of magnetic phenomena which can
occur in a Fermi liquid, which are believed to be relevant for the material Sr3Ru2O7.
After introducing the concept of quantum criticality I will give a review of Sr3Ru2O7,
which is the subject of much of the experimental work described in Chapter 6. This
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compound appears to host a magnetic-field-tuned quantum critical point, in the
vicinity of which a phase with anomalous electronic properties forms. In the final
part of this chapter, I will argue why uni-axial strain could yield important new
insight on Sr3Ru2O7’s novel phase.
2.1 Non-interacting electrons
Drude’s model, published in 1900 [14], was one of the first to describe electron
conduction in metals. It is a classical theory which considers a gas of electrons
scattering elastically off of immobile ion cores. The velocity distribution of the
electrons is assumed to be given by the Maxwell-Boltzmann distribution for an ideal
gas. This however leads to a prediction of a contribution of 32kB per electron to
the specific heat, which is not observed in experiment. This apparent paradox was
resolved by the Sommerfeld model, which essentially replaced Maxwell-Boltzmann
statistics by the Fermi-Dirac statistics required by quantum mechanics.
As a part of the development of quantum theory, it was realized that the energy
states of electrons are quantized, and that electrons must obey the Pauli exclusion
principle, meaning that two electrons cannot simultaneously occupy the same state.
This causes them to “stack up” in energy, so that we can define a Fermi energy
εF which marks the boundary between the occupied and unoccupied states at zero
temperature. This stacking of the electrons is described by the Fermi distribution
function:
f(εk) =
1
e(εk−µ(T ))/kBT + 1
. (2.1.1)
µ(T ) is the temperature-dependent chemical potential, which is equal to εF at T = 0
K. The Fermi function is broadened for T > 0 by a width ∼ kBT , which is small
for most metals even at room temperature. The energy εk of a free electron with
wave-vector k is given by the quadratic dispersion:
εk =
~2k2
2m
, (2.1.2)
where m is the mass of the electron [15]. By solving the simple problem of a particle
in a box of volume L3, we find that the allowed k-states are quantized in units of(
2pi
L
)
. Each k-state can be doubly occupied, accounting for the two possible spin
states of the electron. From the dispersion relation (2.1.2), several properties can
be defined, such as an effective mass of the electron:
mband =
(
1
~2k
dεk
dk
∣∣∣∣
kF
)−1
(2.1.3)
and the so-called Fermi velocity :
vF =
1
~
dεk
dk
∣∣∣∣
kF
. (2.1.4)
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kF is the Fermi wave-vector. For a gas of free non-interacting electrons, the effective
mass mband is simply the bare electron mass, and the momentum is given by p =
mbandv = ~k. Using this simple model of a gas of electrons confined to a box and
interacting only via the exclusion principle already allows one to resolve the specific
heat paradox mentioned above, and calculate other properties such as the thermal
conductivity which are in good agreement with experiment for many of the elements
[15]. However such a simple model fails to describe several important phenomena
observed in nature, such as why some materials are insulators. For this, one must
introduce a crystal lattice and consider its effects on the electronic dispersion (2.1.2).
The presence of a lattice destroys the translational invariance of the system,
meaning that the electron momentum p is no longer a good quantum number. In-
stead, p = ~k is referred to as the crystal momentum, to reflect the fact that this
quantity does not in general represent the electron’s momentum. The Fourier trans-
form of the real-space lattice unit cell is the k-space1 unit cell known as the Brillouin
zone. In one limit, the crystal lattice is modelled by a periodic potential which is
added as a weak perturbation to the single-electron Schro¨dinger equation. Calcu-
lating the electron energies perturbatively, one finds that gaps in the spectrum open
up at the Brillouin zone boundaries. Hence the electronic dispersion is split up into
a series of energy bands, and the behaviour of the system strongly depends on the
filling of the bands and where the Fermi level lies in relation to the gaps. According
to Bloch’s theorem, the eigenstates of the single-electron Hamiltonian with a peri-
odic potential have the form of a plane wave multiplied by a function with the same
periodicity as the potential. A consequence of this is that all k-states can be mapped
to the first Brillouin zone by reciprocal lattice vectors, meaning that a complete set
of the system’s electronic states is contained within it.
Alternatively, one could analyse the effect of the lattice by considering electrons
which are tightly bound to an atomic nucleus, and calculating the shift in the atomic
orbitals due to the presence of neighbouring atoms. This approach is, rather unsur-
prisingly, called the tight-binding method, and is, for example, useful for describing
transition metals with partially filled d-orbitals. Whereas before we were treating
the lattice as a small perturbation on the electron gas, here we are treating the over-
lap of the single atomic orbitals with neighbouring orbitals as a small perturbation.
In both cases the system is excited by promoting an electron from just below the
Fermi level to just above it. The excited electron leaves an empty state behind (a
hole), so we call this a particle-hole excitation.
It turns out that, using both the free electron model and the tight-binding model,
we are able to describe quite a wide range of materials. This is a striking result, as
throughout this section we have completely neglected electron-electron interactions,
which one would naively assume should play an important role. To understand why
the results derived from these non-interacting theories hold even in the presence of
non-negligible interactions, we must turn to Landau’s Fermi liquid theory.
1k-space is also sometimes known as reciprocal space.
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2.2 Fermi liquid theory
A central concept to Landau’s Fermi liquid theory is that of adiabatic continu-
ity. The basic assumption is that there is a one-to-one correspondence between
the eigenstates in the non-interacting system and those in the interacting system.
To picture this, one can imagine starting with a non-interacting gas of electrons,
and slowly turning on an interaction potential. This will change the shape of the
eigenstates by mixing of the original eigenstates, however the new eigenstates can
still be mapped back to the original ones. This is important because it allows us to
retain the framework developed in the single-particle picture where there is a Fermi
surface and particle-hole excitations. In the interacting picture, the eigenstates do
not correspond to single electrons, but rather to quasiparticles which are a collective
excitation of the whole Fermi sea. Even though in the presence of interactions the
electron distribution changes from that shown in Figure 2.1a to that in Figure 2.1b,
the quasiparticle distribution function resembles that of Figure 2.1a, as the quasi-
particles are labelled in terms of the non-interacting eigenstates. The fact that a
discontinuity at εF in the electron distribution remains after interactions have been
turned on is a direct consequence of adiabatic continuity.
(a) (b)
Figure 2.1: (a) The electron distribution as a function of energy in the case of a
Fermi gas at T = 0 K, described by equation (2.1.1). (b) The electron distribution
changes when electron-electron interactions are slowly turned on. A discontinuity
at εF remains, the height of which is called the quasiparticle weight Z. The smaller
Z the stronger the electron-electron interactions. Taken from [3].
Quasiparticle excitations are not independent of one another, as when a quasi-
particle is excited above the Fermi level, the rest of the Fermi liquid is displaced as
a result of quasiparticle-quasiparticle interactions. The strength of the interaction
is related to the quasiparticle’s effective mass m∗, which can be many times larger
than mband calculated from the non-interacting electron dispersion (2.1.3):
m∗ =
(
1 +
F s1
3
)
mband. (2.2.1)
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Thus the stronger the interactions, the greater m∗, and the more slowly a quasi-
particle moves through the Fermi liquid. The so-called Landau parameters F
s/a
l
characterize the quasiparticle interactions, and are related to thermodynamic quan-
tities, meaning that they can be deduced from experiment. The presence of these
interactions means that quasiparticles are not infinitely long-lived and that they
must decay. Therefore to show that Fermi liquid theory provides a useful particle-
like description of the system, we must consider the decay rate of the quasiparticles.
Given a quasiparticle with energy ε above the Fermi surface, it can be shown via
consideration of the Pauli principle and conservation of energy, that the number of
final states which it can scatter into is proportional to ε2. According to Fermi’s
golden rule, the scattering rate Γ is proportional to the number of final states, so
we have the result:
Γ ∼ ε2. (2.2.2)
Therefore quasiparticles are increasingly long-lived the closer they are to the Fermi
level, meaning that Fermi liquid theory is an asymptotically correct approximation.
In other words, because the quasiparticle energy goes as ∼ ε and the scattering rate
as ∼ ε2, we will always be able to find a temperature below which quasiparticles
will be sufficiently long-lived to accurately describe the excitations of the interact-
ing electron fluid. This is why Fermi liquid theory is particularly effective at low
temperatures. A consequence of the ε2 scattering rate is a term of the form AT 2,
where A is a constant, in the Fermi liquid’s low-temperature resistivity [64].
Using the quasiparticle picture, one can derive various thermodynamic quanti-
ties, for example the specific heat Cv or the spin susceptibility χ of an isotropic
Fermi liquid [65]:
Cv =
m∗kF
3~2
k2BT, (2.2.3)
χ =
m∗
mband(1 + F
a
0 )
χband. (2.2.4)
The result for Cv is modified from that for non-interacting electrons by a renormal-
ization factor of m∗/mband, however the functional form is identical in both cases
[15]. The spin susceptibility of a Fermi liquid is further enhanced by the Wilson
ratio 1/(1 + F a0 ). More generally, Fermi liquid theory shows that a consequence of
interactions is to renormalize most of the properties calculated in the non-interacting
picture. This explains why the single-particle approximation works for such a vari-
ety of systems. Equation (2.2.3) shows that a Fermi liquid has a specific heat which
is linear in temperature, allowing one to define the Sommerfeld coefficient γ = Cv/T
which is proportional to the effective mass. In the case of a real material where
more than one band crosses the Fermi surface, each band may be renormalized in
a different way via its own set of Landau parameters. This however only leads to a
quantitative change in the predictions, rather than a change in the functional form.
The power of Fermi liquid theory resides in its ability to describe the behaviour
of a broad range of systems, using only a small number of parameters which char-
acterize the quasiparticle interactions. The robustness of Fermi liquid theory can
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be illustrated for example by heavy fermion compounds, which exhibit very strong
correlations. In these materials the effective mass can be more than one hundred
times the bare electron mass, such as in UPt3 [16]. Even in this extreme case, pre-
dictions from Fermi liquid theory hold and quasiparticles are an accurate description
of the system’s eigenstates. Systems in which Fermi liquid theory breaks down are
therefore particularly interesting, as a new framework for describing excitations is
required.
2.3 Magnetism in an itinerant electron system
In this section, we will give a brief overview of a selection of magnetic phenomena
which can occur in a system of itinerant electrons. We will begin by a study of the
paramagnetic state, before moving on to describe metamagnetism and finally the
spin-density wave state, each of which is believed to be relevant for the compound
Sr3Ru2O7.
2.3.1 Pauli paramagnetism
Let us consider the magnetic moments of the delocalized conduction electrons in
a metal in an applied field. In the paramagnetic state we can calculate the con-
tribution of the conduction electrons to the sample’s magnetization using a simple
non-interacting model, the results of which can later be extended to the interacting
case using Fermi liquid theory. For simplicity let us neglect the coupling between
the electron’s orbital motion and the magnetic field. The total magnetization M of
the sample is proportional to the difference between the number of electrons with
spin aligned with the applied field (↑) and those anti-aligned with it (↓):
M = µB(n↑ − n↓), (2.3.1)
where µB is the Bohr magneton. The energy of spin-up electrons is shifted by −µBH
and that of the spin-down electrons by +µBH for an applied field H. However, in
thermal equilibrium the chemical potential must remain constant, meaning that
the spin-down electrons with energy between εF and (εF − 2µBH) are spin-flipped.
This leads to a net magnetization of the sample. In the limit where the shift in
energy µBH is small compared to εF , we can approximate the number of spin-
flipped electrons as ∆n = µBg(εF )H, where g(εF ) is the density of states at the
Fermi level (see for example [15]). Hence from (2.3.1) we obtain M = µ2Bg(εF )H
which allows us to define the Pauli susceptibility:
χs = µ
2
Bg(εF ). (2.3.2)
Even in the absence of an external magnetic field, the paramagnetic state can
be unstable to the formation of a state with non-zero magnetization. If we imagine
exciting electrons within δε of εF by spin-flipping them, the Fermi level of the spin-
up electrons will increase due to the exclusion principle. The number of excited
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electrons is 12g(εF )δε, meaning that the increase in kinetic energy of the system is
[17]:
∆Fkin =
1
2
g(εF )(δε)
2. (2.3.3)
However the increase in kinetic energy is offset by a gain in potential energy. Indeed,
due to the net magnetization M of the system, the electron spins experience a
molecular field λM which reduces the total energy by an amount 12µ0λM
2. Using
equation (2.3.1), we can rewrite the gain in potential energy as:
∆Fexc = −1
2
I(g(εF )δε)
2, (2.3.4)
where I = µ0µ
2
Bλ is a constant describing the strength of the interaction, corre-
sponding to the potential energy in the Hubbard Hamiltonian. The condition for
ferromagnetic ordering to be stable is therefore that the total change in the magnetic
part of the free energy be negative:
∆FM = ∆Fkin + ∆Fexc =
1
2
g(εF )δε
2(1− Ig(εF )) ≤ 0. (2.3.5)
This condition leads to what is known as the Stoner criterion for ferromagnetism
[17]:
Ig(εF ) ≥ 1. (2.3.6)
In other words, an itinerant paramagnet will be unstable towards a state with net
magnetization if it has a high density of states at the Fermi level, and/or a strong
interaction term I.
2.3.2 Itinerant metamagnetism
A metamagnetic transition is an abrupt first order transition in magnetic field to
a state of higher magnetization. Let us consider a simple model which illustrates
how such a phenomenon can occur, in analogy to the discussion in Section 2.3.1. If
an itinerant electron system has a peak in its density of states just below the Fermi
energy, this peak can be made to move through the Fermi level by the application
of a magnetic field H. Indeed, a magnetic field will split the Fermi surface into
two spin-polarized Fermi surfaces, with an energy splitting 2µBH. The energy of
the spin-up Fermi surface is lowered, whilst that of the spin-down Fermi surface is
increased. Therefore by increasing the field, the peak in the spin-down density of
states will cross the Fermi energy, causing an increase in g(εF ) and satisfying the
Stoner criterion (2.3.6) within a narrow field range. As we will see in Section 2.5,
this kind of scenario may turn out to be particularly relevant for the compound
Sr3Ru2O7, as it is believed to have a peak in the density of states just below the
Fermi level.
A more general approach for describing metamagnetism is to consider the free
energy expansion of an itinerant system in powers of its magnetization M [18]:
F (M) =
α(T )
2
M2 +
β(T )
4
M4 +
γ(T )
6
M6 −HM. (2.3.7)
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Figure 2.2: Plot of magnetization isotherms for different values of β(T ) and γ(T )
from equation (2.3.8). Curve 1 shows M(H) for β(T ) > 0 and γ(T ) > 0, cor-
responding to the normal paramagnetic state. Curve 2 is for β(T ) = γ(T ) = 0.
Curves 3-5 are for different values of β(T ) and γ(T ) with β(T ) < 0 and γ(T ) > 0.
Metamagnetism is illustrated by curve 5, where there is a first order jump in the
magnetization with field, the arrows illustrating how the magnetization depends on
the direction of the field sweep. Taken from ref. [18].
The coefficients α(T ), β(T ) and γ(T ) are related to the density of states g(ε) near
the Fermi level. If α(T ) < 0, there is a minimum in the free energy for a non-
zero M and the system is ferromagnetic. The Stoner criterion can therefore be
rewritten as α(T ) ≤ 0. The sign of β(T ) determines whether the transition is first
or second order. If it is negative, the transition is first order, and we require the
sixth order term to ensure that the free energy does not diverge. Let us consider the
paramagnetic state, i.e. α(T ) > 0. Minimizing the free energy in (2.3.7) gives us:
H = α(T )M + β(T )M3 + γ(T )M5. (2.3.8)
From this result we can see that, depending on the values of coefficients β(T ) and
γ(T ), M(H) may not always be single valued, which is un-physical. This is illus-
trated in Figure 2.2 where magnetization isotherms for different values of β(T ) and
γ(T ) are shown. Curve number 5 shows M(H) for β(T ) < 0 and γ(T ) > 0, where
between the fields H ′c and H ′′c M(H) has three possible values. In this situation, the
system’s magnetization depends on the direction in which the field is being swept,
as illustrated by the arrows. As the field is swept up, the magnetization increases
smoothly before making a first order jump at H ′′c to a state of enhanced magnetiza-
tion. When sweeping down in field, the system drops sharply at H ′c < H ′′c back into
the paramagnetic state. The dependence of the transition field on the direction of
the field sweep results in a measurable hysteresis of width H ′′c −H ′c.
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2.3.3 Spin-density wave
We saw in Section 2.3.1 how a system of itinerant electrons can be tipped into the
ferromagnetic state when the Stoner criterion (2.3.6) is satisfied. In the ferromag-
netic state, the electron spin density is constant in space, so the spin modulation
wave-vector is q = 0. The Stoner criterion can be generalized to the q 6= 0 case, so
that it also describes antiferromagnetic instabilities [17]:
χ(q)I ≥ 1, (2.3.9)
where χ(q) is the wave-vector-dependent susceptibility. The Stoner criterion for
ferromagnetism is given by setting q = 0, in which case conditions (2.3.6) and
(2.3.9) become equivalent. Therefore according to the generalized Stoner criterion
(2.3.9), antiferromagnetism can occur even with a small I, if the susceptibility is
large enough for a particular wave-vector.
The susceptibility χ(q) depends on the geometry of the Fermi surface. In partic-
ular χ(q) diverges at a particular wave-vector Q if two or more sections of the Fermi
surface are connected by Q, in other words if εk+Q = εk. This is known as nesting
of the Fermi surface. The new periodicity of wave-vector Q enables the system to
lower its energy by opening up an energy gap on the nested portions of the Fermi
surface. The nested portions of the Fermi surface are therefore “removed” from the
Fermi sea, causing a reduction in the conduction due to the loss of charge carriers.
The magnetization of the system oscillates in space, as described by the following:
M(r) = M0e
iQ.r. (2.3.10)
r is the position of the spin, and M0 a constant giving the magnitude of the ordered
moment. Such a state is known as a spin-density wave (SDW) state.
Spin-density waves were first predicted by Overhauser in 1962 [19], who showed
that the paramagnetic state of a system of interacting electrons is unstable to the
formation of a spin-density wave at Q = 2kF . A famous example of an experimen-
tally observed SDW state is in chromium [20], where the SDW appears below a Ne´el
temperature of 311 K. The SDW state can be studied using a variety of different
experimental probes, such as resistivity, specific heat or neutron diffraction. The
last is particularly useful in determining the spatial structure of the density wave,
as neutrons are sensitive to the magnetic moments of the electrons.
2.4 Quantum criticality
In section 2.2 we described how Fermi liquid theory could be used to describe a
wide range of interacting electron systems. Even in extreme cases such the heavy
fermion compounds where the effective quasiparticle mass can be more than 100
times greater than that of the bare electron, Fermi liquid theory holds. Understand-
ing cases in which Fermi liquid theory breaks down has therefore become a central
problem in condensed matter research. In particular, quantum critical systems are
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a strong focus of experimental and theoretical investigation, as exotic phases such
as unconventional superconductivity are often stabilized in the vicinity of a quan-
tum critical point (QCP). An understanding of the physics of quantum criticality
could therefore provide a unified framework for describing a diverse range of strongly
correlated electron phenomena.
The usual way of reaching a QCP is by suppressing a second order phase tran-
sition down to zero temperature, using some external tuning parameter. A second
order phase transition will occur at a critical temperature Tc, generally between a
high-temperature disordered state and a low-temperature ordered state. The or-
dered state is defined by some order parameter which grows continuously from zero
at Tc up to its low temperature value, such as magnetization in the case of a ferro-
magnetic transition. A second order phase transition corresponds to the breaking
of some symmetry between the high- and low-temperature phases. As Tc is ap-
proached from either above or below, spatial fluctuations of the order parameter
slow down, as their correlation length ξ and time τ diverge. By considering the
uncertainty principle ∆E∆t ≥ ~, we can show that quantum fluctuations will oc-
cur on a time-scale τquant ≈ ~/kBT at temperature T ; for the spatial fluctuations
τ ∝ ξz = (|T − Tc|/Tc)−zν , where ν and z are critical exponents. As the frequency
of spatial fluctuations ω = 1/τ goes to zero as T → Tc, we will always be able to
satisfy kBT  ~ω for T close enough to Tc; in other words the system appears to be
static and the phase transition can be treated classically using Landau theory. In
fact, as long as Tc > 0 the second order phase transition can be treated classically
sufficiently close to Tc.
Figure 2.3: Sketch of the phase diagram around a generic quantum critical point
(QCP). A second order phase transition, shown by the thick black line, is suppressed
via some tuning parameter p. The region in which the classical theory of second
order phase transitions is valid is shown in red. At a critical value pc, Tc is driven
to zero giving rise to a QCP. Taken from ref. [21].
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From the simple arguments given above, we can see that if Tc is suppressed to
zero, τquant diverges meaning that the region in which the classical treatment is valid
shrinks to zero. In this case the fluctuations associated with the phase transition
are purely quantum mechanical, hence the name quantum critical point. A phase
diagram is shown in Figure 2.3, where a second order phase transition is suppressed
to zero temperature using the tuning parameter p. In practice, p is often pressure
or chemical doping. In the region above the QCP, shown in yellow in Figure 2.3,
fluctuations which are governed by the QCP are thermally activated, explaining
why the region broadens with temperature. It is in this part of the phase diagram
where Fermi liquid theory is observed to break down and quasiparticles are no longer
thought to be an accurate description of the system’s excitations.
General predictions can be made for the properties of systems in the vicinity
of a QCP [3]. For instance the specific heat is expected to diverge as Cv/T ∼
− lnT at the critical tuning pc, corresponding to a diverging effective mass. The
scattering rate is modified from the ε2 dependence of Fermi liquid theory, resulting
in a resistivity that no longer has a T 2 dependence. These signatures are observed
in many different quantum critical systems, such as YbRh2Si2 [22] or CePd2Si2 [23],
both of which display a temperature exponent in the resistivity close to unity at
critical tuning. In both cases an antiferromagnetic phase transition is tuned to zero,
the tuning parameter being magnetic field and pressure for YbRh2Si2 and CePd2Si2
respectively. At low temperatures, a superconducting phase appears around where
CePd2Si2’s QCP is believed to exist, thus “masking” the QCP.
2.4.1 Quantum critical end-point
In the previous discussion of quantum criticality, a key ingredient for producing a
QCP was a second order phase transition which gives rise to a diverging susceptibility
of the order parameter as Tc is approached. First order phase transitions on the other
hand, which correspond to a discontinuous jump in the order parameter but do not
break any symmetry, are not a source of order parameter fluctuations and diverging
susceptibilities. Hence one would expect that first order phase transitions cannot
lead to quantum criticality.
However, because a first order transition does not have to break any symme-
try, the low-temperature discontinuous jump in the order parameter can become
a continuous crossover at higher temperatures. This allows us to define a critical
end-point at the end of the line of first order phase transitions. A well known ex-
ample of this is the liquid-gas transition in water, where density plays the role of
the order parameter. At low pressures and temperatures there is a first order phase
transition as the density abruptly changes between the liquid and gas phases, up
until a critical point beyond which there is no longer a phase transition between the
two. At the critical point the transition becomes second order, meaning that the
susceptibility diverges, and the system is governed by fluctuations. Hence a critical
point possesses the key ingredient for leading to quantum criticality, the difference
being that it is not associated with a broken symmetry.
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Figure 2.4: Phase diagram of an itinerant ferromagnet near a tricritical point (TCP).
The second order paramagnetic (PM) to ferromagnetic (FM) phase transition is
suppressed with pressure P and becomes first order beyond the TCP. The application
of a magnetic field H causes “wings” of first order metamagnetic transitions to
extend outwards from the TCP, bounded by lines of critical points. The lines of
critical points intersect with the T = 0 K plane to form quantum critical end-points
(QCEP). Adapted from ref. [24].
One can therefore imagine a scenario where a critical point is suppressed to zero
temperature via some tuning parameter, leading to a quantum critical end-point
(QCEP). Such a phenomenon is believed occur in itinerant ferromagnets such as
UGe2 or MnSi [24]. At zero applied field H, a second order phase transition is
observed between the paramagnetic and ferromagnetic states at the Curie tempera-
ture Tc. This second order transition is suppressed by the application of pressure P ,
until a tricritical point is reached beyond which the transition becomes first order.
The application of a magnetic field induces a net magnetization in the system, thus
breaking the symmetry associated with the second order transition so that it can
no longer take place. However, as there is no symmetry related to the first order
transition, lines of critical points extend outwards in field from the tricritical point,
bounding surfaces of first order transitions. These surfaces correspond to jumps in
the magnetization, i.e. metamagnetic transitions (as described in Section 2.3.2). At
particular (P,H) points, the lines of critical points cross the T = 0 K surface, giving
rise to a QCEP. The generic phase diagram of these itinerant ferromagnets is illus-
trated in Figure 2.4. As we shall see in section 2.5, there is significant experimental
evidence that quantum criticality in the compound Sr3Ru2O7 is associated with the
suppression of the critical end-point of a metamagnetic transition, however in its
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case the tuning parameter is the magnetic field angle.
2.5 The physics of Sr3Ru2O7
Now that we have covered some of the general concepts relating to interacting elec-
tron systems, let us turn our attention to Sr3Ru2O7. Sr3Ru2O7 is the n = 2 member
of the Ruddlesden-Popper series Srn+1RunO3n+1, of which Sr2RuO4 (described in
Section 3.5) is the n = 1 member. Whereas Sr2RuO4 undergoes a superconducting
transition at 1.5 K, Sr3Ru2O7 remains an enhanced paramagnet down to low tem-
peratures, with a large Wilson ratio of ∼ 10 [25]. Below 10 K, Sr3Ru2O7 exhibits
conventional Fermi liquid behaviour, with a T 2 dependent resistivity. It also appears
to be close to a ferromagnetic instability, as evidenced by a transition to ferromag-
netism with an applied pressure of around 1 GPa [25]. Sr3Ru2O7 has attracted
much attention since its discovery, as it provides an example of a magnetic field-
tuned QCP, in the vicinity of which a phase with anomalous electronic properties is
found.
(a) (b)
Figure 2.5: (a) Crystal structure of Sr3Ru2O7, showing the bi-layers of RuO6 octa-
hedra spaced by Sr atoms. Adapted from ref. [27]. (b) Sketch of a plane formed by a
single layer of RuO6 octahedra. The counter-rotation of adjacent octahedra leading
to the doubling of the unit cell is illustrated. ao and bo denote the orthorhombic lat-
tice constants. a and b represent the Ru-Ru nearest-neighbour distances, in analogy
to Sr2RuO4’s lattice vectors. Adapted from ref. [28].
Like Sr2RuO4, Sr3Ru2O7 is a highly two dimensional material. It is formed of
bi-layers of corner-sharing RuO6 octahedra, which are spaced by Sr atoms, as shown
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in Figure 2.5a. The anisotropy of the crystal structure is reflected by the resistive
anisotropy, which is ρc/ρab ≈ 300 at 0.3 K [25]. However, unlike Sr2RuO4, Sr3Ru2O7
is orthorhombic with Bbcb symmetry, rather than tetragonal. This is caused by a
counter-rotation of adjacent RuO6 octahedra about the c-axis by an angle of 7.85°
[26], which results in a
√
2 × √2 reconstruction of the unit-cell in the ab-plane, as
illustrated by Figure 2.5b. The direction of the rotation alternates between the two
planes within a single bi-layer. The lattice parameters, as measured by neutron
scattering, are ao = 5.4979 A˚, bo = 5.5008 A˚ and c = 20.7327 A˚ [26]. Even though
the rotation of the octahedra, which gives rise to the difference between the in-plane
lattice parameters of 5 parts in 104, cannot be detected by X-ray diffraction, it has a
significant effect on the material’s electronic structure as discussed in Section 2.5.1.
For simplicity, for the remainder of this thesis we will use the same convention for
the in-plane crystal axes as with Sr2RuO4: the direction of the nearest-neighbour
Ru-Ru bonds shown by a and b in Figure 2.5b. Hence the [100] and [010] labels each
refer to one of the two orthogonal in-plane nearest-neighbour Ru-Ru directions, for
both Sr2RuO4 and Sr3Ru2O7. For the experimental work described in Section 6, we
will treat the [100] and [010] directions as equivalent. Indeed, the small difference in
lattice constant between the two directions cannot be detected by X-ray diffraction or
resistivity, which are the two probes which we use to study the Sr3Ru2O7 crystals.
Moreover, the physics studied is not believed to be a consequence of Sr3Ru2O7’s
slight orthorhombicity, as will be discussed further on.
2.5.1 Electronic structure
The Fermi surface of Sr3Ru2O7 can be derived using that of Sr2RuO4, which is
described in detail in Section 3.5.1, as a starting point [29]. As for Sr2RuO4, we
assume that the Fermi surface arises predominantly from the Ru 4d bands crossing
the Fermi level. Following the arguments given in Section 3.5.1, this gives rise to
pairs of nearly flat sheets with dxz and dyz character and a circular sheet with dxy
character, as shown in Figure 2.6a. These sheets hybridize to give the α, β and γ
bands which make up Sr2RuO4’s Fermi surface, as shown in Figure 2.6b. Our next
assumption is that the bi-layer in Sr3Ru2O7 causes a splitting of the bands, in other
words the number of bands doubles without affecting the two-dimensional coupling
between the bi-layers (Figure 2.6c). At the points where the sheets originating
from the dxz and dyz orbitals cross, hybridization gaps open up causing the sheets
to reconnect. The resulting Fermi surface, shown in Figure 2.6d, is what that of
Sr3Ru2O7 would look like without the unit-cell reconstruction. However, due to the√
2×√2 reconstruction, the area of the Brillouin zone is halved and rotated by 45°,
as indicated by the dashed line in Figure 2.6e. The portions of the Fermi surface
lying outside of the reconstructed Brillouin zone must therefore be “backfolded” into
the zone, leading to the complex Fermi surface depicted in Figure 2.6e. This Fermi
surface contains many band crossings, therefore in order to predict the manner in
which the bands will reconnect it is necessary to turn to experiment or calculations.
Both ARPES [28] and quantum oscillation [30] measurements find six closed
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Figure 2.6: (a)(b) Sketch of how Sr2RuO4’s Fermi surface is derived from the dxy,dxz
and dyz orbitals, as discussed in Section 3.5.1. (c) The bi-layer splitting of the bands,
(d) and how they reconnect. (e)
√
2×√2 reconstruction of the Brillouin zone causes
a backfolding of the Fermi surface. (f) The Fermi surface of Sr3Ru2O7, as measured
by ARPES and dHvA. The red dots indicate the presence of van Hove singularities.
For each figure the full size of the panel corresponds to the size of Sr2RuO4’s Brillouin
zone. Figures taken from ref. [29].
orbits, which are shown in Figure 2.6f. Each of the Fermi surface sheets is labelled
to indicate which of the Sr2RuO4 sheets it derives from. In the centre of the Brillouin
zone are square- and cross-shaped hole pockets, α1 and α2 respectively, each with dxz
and dyz character. At the M-point, two elongated electron pockets γ1 and β result
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from hybridization between the dxy and dxz, dyz orbitals. A fifth pocket, δ, which
is centred at the Γ point, has no analogue in Sr2RuO4, as it derives from the dx2−y2
orbital (as indicated by LDA calculations [28]) which is unoccupied in Sr2RuO4.
The sixth pocket is a small hole-type pocket labelled γ2 with predominantly dxy
character, and located near the X-point. The resolution of the ARPES measurement
is not high enough to distinguish unambiguously whether the γ2 pocket crosses the
Fermi level or lies just below it. The measurement is made difficult because of the
small area of the pocket (which also makes it hard to detect using dHvA), and the
very weak band dispersion in that part of the Brillouin zone. From the experimental
data, the γ2 pocket is expected to lie within 1 meV of the Fermi level.
Despite their small size, the γ2 pockets appear to play an important role in the
physics of Sr3Ru2O7. Indeed, ARPES measurements have shown that there are a
pair of peaks (referred to as van Hove singularities) in γ2’s density of states, which
are believed to lie 1 meV and 4 meV respectively below the Fermi level [28]. As
we will see in Section 2.5.2, Sr3Ru2O7 undergoes a metamagnetic transition in an
applied magnetic field corresponding to an energy scale of ∼ 1 meV, which has led
to the speculation that the metamagnetism is driven by the γ2 pockets. Moreover,
the γ2 pocket appears essential in explaining the compound’s thermodynamic prop-
erties. Indeed, according to estimates of the band masses from quantum oscillation
measurements, γ2 would account for ∼ 45% of the total low temperature specific
heat [29].
2.5.2 Metamagnetism & quantum criticality
As mentioned previously, Sr3Ru2O7 is a strongly enhanced paramagnet close to a
ferromagnetic instability, so it is no large surprise that the application of a magnetic
field induces a metamagnetic transition. It was shown experimentally that a meta-
magnetic transition occurs at a field of approximately 5 T when the field lies in the
ab-plane [31]. The magnetization of Sr3Ru2O7 is plotted against field for a series of
different temperatures in Figure 2.7a. The jump in the magnetization is well defined
at low temperatures, and becomes broadened at higher temperatures. It was later
found that sample purity plays a large role in the observed physics, as illustrated in
Figure 2.7b, where two separate metamagnetic jumps can be resolved at 5 T and
5.8 T for a high-purity sample with a residual resistivity ρres = 0.5 µΩcm [32].
Interestingly, it was demonstrated that the field at which the metamagnetic
transition takes place depends on the orientation of the applied field. This was shown
by Grigera et al. who performed a systematic study of the angular dependence of the
AC magnetic susceptibility in Sr3Ru2O7 [33]. The AC magnetic susceptibility, which
is defined as χac = dM/dHac in a small oscillating excitation field Hac, exhibits a
peak in its real part when there is a sudden increase of the magnetization. In the
case of a first order transition, such as a metamagnetism, there is also a peak in
the imaginary part of χac which is related to dissipation due to the transition’s
hysteresis. In this way, by measuring the temperature T ∗ at which the imaginary
component of χac vanishes, Grigera et al. were able to determine the critical end-
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(a) (b)
Figure 2.7: (a) Plot of the sample magnetization against magnetic field for temper-
atures ranging between 2.8 K and 20 K. From ref. [31]. (b) When the sample purity
is increased so that ρres = 0.5 µΩcm, two metamagnetic transitions are resolved:
one at 5 T and one at 5.8 T. The inset shows the hysteresis of the lower transition,
confirming the first order nature of the transition. Taken from ref. [32].
point of the metamagnetic transition as a function of applied field and field angle.
Rotating the field from the ab-plane towards the c-axis, T ∗ is suppressed from 1.2 K
to below the lowest measured temperature (50 mK in this experiment). Moreover,
the critical field increases smoothly from ∼ 5 T to ∼ 8 T during this rotation. This
tuning of the critical end-point is illustrated in Figure 2.8a, where the thick black
line represents the locii of the end-points, and the green suface the metamagnetic
transitions. As argued in Section 2.4.1, one expects the suppression of a critical
end-point to zero temperature to lead to a QCEP, and indeed many signatures
of quantum criticality have been observed in Sr3Ru2O7. In the present case, the
tuning parameter would be the field angle, with critical tuning being when the field
is aligned along the c-axis.
One of the earliest signatures of quantum criticality observed in Sr3Ru2O7 was
seen in the magneto-resistivity [34]. Sample resistivity was measured as a function
of temperature at a series of different fields (applied along the c-axis), and analyzed
using the following formula:
ρ(T,H) = ρres(H) +A(H)T
α. (2.5.1)
The assumption is that the sample resistivity is a combination of a temperature-
independent term ρres due to impurity scattering, and a term with a power law
dependence on temperature. As mentioned in Section 2.2, a Fermi liquid typically
has α = 2, whilst in the proximity of a quantum critical point this is no longer
expected to be the case. The data are shown in Figure 2.8b, where the temperature
exponent α is plotted in the (field, temperature) plane. The temperature below
which Fermi liquid-like behaviour is observed (shown in blue) decreases with field
and shrinks below the lowest measured temperature in the vicinity of the putative
quantum critical end-point at Hc ≈ 8 T. Extending to high temperature above the
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(a) (b)
Figure 2.8: (a) Phase diagram deduced from measurements of the angular depen-
dence of the magnetic susceptibility. The green surface depicts the location of the
metamagnetic transitions, separating a low-field paramagnetic state from a high-field
state with enhanced magnetization. The surface of first order transitions is bounded
by a line of critical end-points, drawn in black. When the applied field is parallel
to the c-axis, the critical end-point is suppressed to zero or near-zero temperature
at a field Hc ≈ 8 T. Taken from [33]. (b) Plot of the temperature exponent in the
resistivity α from equation (2.5.1), as a function of field applied along the c-axis
and temperature. Non-Fermi liquid behaviour extends out from the point (Hc, 0),
suggestive of an underlying QCEP. Taken from [34].
QCEP is a large region with non-Fermi liquid transport properties, which suggests
that quantum critical fluctuations are responsible for this anomalous behaviour.
Low-temperature measurements show that α = 2 is recovered again at high fields
[34]. Another result of this experiment is the divergence of the A coefficient of equa-
tion (2.5.1) on approaching Hc. The A coefficient can be shown to be proportional to
the square of the quasiparticle effective mass for a single band metal [15], so such a
divergence can be indicative of a diverging effective mass. The relationship between
A and m∗ however does not hold in general for a multi-band material in a magnetic
field such as Sr3Ru2O7, so further thermodynamic evidence is needed.
Measurements of the specific heat against temperature [31, 35] show that as Hc
is approached, the Sommerfeld coefficient γ = Cv/T exhibits a divergence of the
form − lnT , consistent with predictions of quantum critical behaviour [3]. This
logarithmic divergence is shown in Figure 2.9a. One notices that the divergence is
cut off at some temperature marked by the gray dashed line. This is believed to be
caused by the appearance of a new phase surrounding the QCEP, the properties of
which are described in Section 2.5.3. The low-temperature evolution of the specific
heat with field also provides evidence for quantum criticality, as a divergence on
approach of Hc is seen (Figure 2.9b). Again, the divergence appears to be cut off,
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(a) (b)
Figure 2.9: (a) Electronic part of the specific heat (black dots) and resistivity (blue
line) against temperature in an applied field of 7.95 T parallel to c. The red line
shows a fit to the data of the form −a lnT , and the dashed gray line signals the
temperature at which a novel low-temperature phase appears. The resistivity’s
linear temperature dependence is a typical signature of quantum criticality. Taken
from [35]. (b) Evolution of the change in specific heat ∆C/T and the entropy ∆S/T
in a magnetic field at T = 250 mK. The red line corresponds to a fit of the form
A[(H −Hc)/Hc]−1 +B. The value of B is different on the low- and high-field sides,
whereas A is the same on both. Taken from [36].
which could be a consequence of the intervening phase. The entropy S/T , obtained
by integration of the magnetocaloric data, is also plotted on the same graph.
To summarize, we have seen that Sr3Ru2O7 exhibits a metamagnetic transition,
the critical end-point of which can be tuned to near-zero temperature by aligning the
magnetic field along the c-axis. This leads to a novel kind of quantum critical point,
namely the quantum critical end-point, as evidenced by the observation of quantum
critical behaviour in resistivity and thermodynamic measurements. We mentioned
that there is evidence of a new phase which exists around the QCEP, which cuts
off the divergence of the specific heat and the entropy. In the next section we will
discuss in some detail the exotic phenomena exhibited by this phase.
2.5.3 Properties of the novel phase
Following the discussion in the previous section, there appears to be a good body of
evidence showing that Sr3Ru2O7 is host to a magnetic-field-tuned quantum critical
point. This has generated much interest, especially since Sr3Ru2O7 was one of the
first examples of a new class of quantum criticality: unlike in the case of a conven-
tional QCP which is reached by suppressing a second order phase transition to zero
temperature, that in Sr3Ru2O7 is reached by suppressing a critical end-point. From
an experimental point of view, magnetic-field-tuning presents significant advantages
compared to tuning via pressure or chemical doping, as it does not introduce defects
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into the crystal and the sample size is not limited by that of a pressure cell. It
also allows one to explore the phase diagram with a single sample during a single
cool-down, making it a very convenient tuning-parameter. Sr3Ru2O7 is therefore an
ideal candidate for studying the physics of quantum criticality in a clean system.
This prompted a large effort to increase sample purity by systematically optimizing
the growth conditions, leading to single crystals with mean-free paths of the order
of 3000 A˚ [37]. A consequence of the production of higher purity samples was the
discovery of a novel phase in the vicinity of the QCEP, which had hitherto only been
hinted at in the experimental data. The electronic properties of this phase appear to
be highly unusual, and have been the subject of much experimental and theoretical
work.
In high-purity samples with ρres < 1 µΩcm, instead of the metamagnetic transi-
tion being suppressed to zero when the field is along c, it bifurcates into two meta-
magnetic transitions when the field is ∼ 30° from c [38]. These two metamagnetic
transitions were found to bound a novel phase, which is highly sensitive to disorder
[39]. The resulting phase diagram is shown in Figure 2.10a, in contrast to that for
less pure samples shown in Figure 2.8a. With the field along c, the metamagnetic
transitions occur at ∼7.85 T and ∼8.1 T, and above the critical points of these tran-
sitions the phase is bounded by a second order “roof” (Figure 2.10b). One of the
most striking signatures of the phase is seen in the in-plane transport (Figure 2.10c).
In between the two metamagnetic transitions, the resistivity is strongly enhanced,
with the jumps in resistivity coinciding with those in magnetization. Additionally,
the resistivity inside the phase appears to have little or no temperature dependence.
The small dip in resistivity before the phase at ∼7.5 T is associated with an increase
in the magnetization, however this not a first order transition as the imaginary part
of the AC susceptibility is zero at that field (Figure 2.10d). The boundaries of the
phase were mapped out using a variety of different probes, including AC magnetic
susceptibility, magnetization, resistivity and magnetostriction, all of which are in
good agreement with each other. It is interesting to note in Figure 2.10a that there
is a second region of enhanced resistivity, where the field is applied close to the ab-
plane [32]. In contrast to the region of high resistivity described above, this second
region does not appear to mask a QCEP. The work described in this thesis pertains
to the novel phase appearing for H parallel to c, so we will focus on this region of
the phase diagram for the rest of the discussion.
Specific heat and entropy measurements shown in Figures 2.9a and 2.9b also
provide evidence for phase formation for H parallel to c, as mentioned in the pre-
vious section. The divergence of the entropy as the critical field Hc is approached
is cut off at the crossover at ∼ 7.5 T, before jumping up as the novel phase is en-
tered. The entropy then drops back down where the phase is exited at ∼ 8.1 T.
The observation that the entropy inside the phase is higher than outside may seem
surprising, as at the first metamagnetic transition sample magnetization increases
with magnetic field, so one would intuitively expect a decrease in entropy associated
with the increased magnetic ordering. This observation is however consistent with
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(a) (b)
(c) (d)
Figure 2.10: (a) Phase diagram for high-purity Sr3Ru2O7 samples, deduced from
transport measurements. As in Figure 2.8a, the green sheets represent metamag-
netic transitions, and the black lines the critical end-points. The blue sheets define
regions where the in-plane resistivity is anomalously large. Taken from ref. [40]. (b)
Boundaries of the novel phase for field aligned along the c-axis. The phase bound-
aries shown were constructed with data from AC magnetic susceptibility, magneti-
zation, resistivity and magnetostriction. The red arrows indicate the critical points,
above which the phase is entered via a second order phase transition. (c) In-plane
resistivity against magnetic field applied parallel to c, for a series of temperatures
between 0.1 K and 1.3 K in 100 mK steps. The onset of a high-resistivity state
inside the phase coincides with the metamagnetic transitions. (d) The real and
imaginary parts of the AC magnetic susceptibility χ′ and χ′′ at 100 mK, showing
that the transitions bounding the phase are first order. The red curve represents the
linear magnetostriction λ = d(∆c/c)/dH. The strong correlation between χ′ and λ
indicate a strong magnetostructural coupling. (b), (c) and (d) taken from [39].
25
the Clausius-Clapeyron relation µ0dHc/dTc = −∆S/∆M , due to the inward-sloping
transition lines below the red arrows in Figure 2.10b2. One interpretation that has
been put forward for the entropy data is that phase formation occurs to prevent a
divergence of the entropy at low temperature, which would otherwise occur at the
QCEP [36]. This suggests that phase formation in Sr3Ru2O7 is strongly linked with
quantum criticality.
Having shown that there is a well-defined phase which emerges in the vicinity of
Sr3Ru2O7’s QCEP, the next question is that of the phase’s order parameter. This
is still an unresolved question, although several clues are given by transport and
neutron scattering measurements, the main results of which are described here.
In-plane transport in the novel phase is found to be highly sensitive to an in-
plane component of the magnetic field. This was shown by measuring resistivity
along different in-plane directions for a series of tilt angles θ between the ab-plane
and magnetic field [4] (Figure 2.11b). The magnetic field in this case is the sum of
an in-plane component Hab, made to lie parallel to a or b (equivalently), and an out-
of-plane component Hc. The case for θ = 77° is illustrated in Figure 2.11a, where a
large resistive anisotropy between the two in-plane axes is observed. If the current is
run parallel to Hab, a strongly enhanced resistivity is measured, whilst for a current
perpendicular to Hab a lower resistivity is measured. One can thus define “easy”
and “hard” directions, the hard direction being that parallel to Hab. In contrast, if
there is no in-plane component (left panel of Figure 2.11a), no resistive anisotropy is
measured. This experiment was accompanied by a neutron scattering measurement
to see if a lattice distortion could be the cause of the observed anisotropy, however
no difference between the a and b lattice parameters could be detected within experi-
mental resolution [4]. A subsequent measurement of the in-plane thermal expansion
found a relative change in lattice parameters upon entering the phase of 10−7 at
small tilt angles, increasing to 10−6 for θ > 80° [41]. This difference in the lattice
parameters, which is only seen in the presence of an in-plane field, is on its own
not large enough to account for the factor of ∼ 1.5 between the resistivity along the
easy and hard directions. Moreover, even though an in-plane component is applied
over the whole field range, resistive anisotropy is only observed within a narrow field
range.
Subsequent resistivity measurements performed by Bruin et al. using a vector
magnet revealed that the anisotropy is not confined to the region between the meta-
magnetic transitions, but extends up to ∼ 8.5 T [42]. This prompted the suggestion
that a second phase may exist between 8.1 T and 8.5 T, which is distinct from
the main phase but which also has a strongly field-dependent resistive anisotropy.
Another interesting feature of their data is that a small anisotropy also extends in
temperature outside the phase, with the field range over which it is observed de-
creasing at low temperatures. This behaviour is reminiscent of quantum critical
2The Clausius-Clapeyron relation is valid for first order transitions between two thermal equi-
librium phases, suggesting that the phases on either side of the metamagnetic transitions are in
thermodynamic equilibrium.
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fluctuations which are thermally activated, and which extend over a wider range at
higher temperatures as they become increasingly populated.
(a)
(b)
Figure 2.11: (a) Left panel : Resistivity along a and b against magnetic field, with
the field applied parallel to c. No resistive anisotropy is seen. Right panel : Same
measurement, but with the field tilted so that it has a component parallel to a.
Resistivities along a and b display the “hard” and “easy” responses respectively.
The measurement configurations are illustrated in the insets. (b) Sample resistivity
for the easy and hard directions as a function of field and field angle. In-plane field
suppresses high resistivity inside the phase more rapidly along the easy axis than
the hard axis, giving rise to a large resistive anisotropy. The field scale is normalized
by Hc(θ), the field at which the metamagnetic transition on the low-field side of the
phase occurs. The white arrow marks where the metamagnetic transitions bounding
the anomalous phase join into a single transition. Figures from [4].
The experiments described above led to the suggestion that the anisotropy is an
intrinsic property of Sr3Ru2O7’s novel phase. An interpretation of the data is that
the phase is host to an electron nematic state, in other words that the symmetry of
the system is lowered from four-fold symmetric to two-fold symmetric. An in-plane
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field would then be necessary to align domains of the symmetry broken phase, which
would otherwise average out when the field is along c to give the same response along
a and b (as is the case in the left panel of Figure 2.11a). A discussion of nematic
electron fluids and Sr3Ru2O7 is given for example in a 2010 review article [43].
(a)
(b) (c)
Figure 2.12: (a) Proposed structure of a single SDW in the A-phase, with its prop-
agation vector running along a. (b) Sr3Ru2O7’s phase diagram based on neutron
scattering data (open squares and circles) and the data from Figure 2.10b (black
diamonds and squares). The dotted line represents the crossover between a low-
magnetization (LM) and a high-magnetization (HM) state. (c) Measured intensities
of the Bragg peaks at qAa = (0.233, 0, 0) (black circles), and at q
B
a = (0.218, 0, 0)
(white open circles) as a function of magnetic field (left panel) and temperature
(right panel). The inset of the left panel shows the in-plane resistivity versus field,
revealing the similarity between the profiles of the peak intensities and the resistiv-
ity against field. The phase boundaries extracted from field sweeps are shown as
open squares in (b), whilst those from temperature sweeps are shown as open circles.
Figures from [44].
Recent data from neutron scattering experiments show however that Sr3Ru2O7’s
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novel phase is not truly nematic, as evidence of translational symmetry breaking in
the form of a spin-density wave is seen3 [44]. C. Lester et al. performed a series
of magnetic neutron scattering measurements at different fields and temperatures,
to study the magnetic structure of the phase. They found that they could tune
the system through two distinct SDW states with a magnetic field applied along c.
They named the first SDW state the A-phase, and this corresponds to the novel
phase described above, bounded on either side by metamagnetic transitions. The
B-phase lies on the high-field side of the A-phase, and matches the region seen in
resistivity by Bruin et al. [42] between 8.1 T and 8.5 T. The B-phase corresponds
to the “shoulder” in the in-plane resistivity, which can be seen in the left panel of
Figure 2.11a. The phase diagram from Figure 2.10b can be modified to include the
B-phase, as shown in Figure 2.12b. In the A-phase, two pairs of Bragg peaks were
found with qAa = (±0.233, 0, 0) and qAb = (0,±0.233, 0), corresponding to SDWs
with propagation vectors running along a and b respectively. The proposed form of
a single SDW is illustrated in Figure 2.12a. By tilting the magnetic field along one
of the in-plane axes, they showed that one pair of Bragg peaks could be “selected”,
so that the SDW running along the easy direction disappears. This effect mirrors
that seen in resistivity (Figure 2.11a), where in-plane field suppresses the resistivity
inside the phase along the easy direction. In the B-phase an SDW with a slightly
different wavevector of qBa = (±0.218, 0, 0) was observed. The SDWs in both the
A- and B-phases are incommensurate with the lattice. The intensity of the Bragg
peaks, which is directly related to the magnitude squared of the SDW’s ordered
moment, is shown as a function of magnetic field and temperature in Figure 2.12c,
illustrating how the phase boundaries can be defined using the neutron data. A
striking feature of the peak intensities against field is how closely the profile of the
in-plane resistivity tracks the sum of the two intensities. This, in combination with
the effect of in-plane field on the SDWs, suggests that the anomalous resistivity
inside the phase is closely linked to SDW formation.
2.5.4 Theoretical work on the phase
Prior to the discovery of the SDW, the order parameter of the novel phase was
believed to be nematic, in other words the electron fluid breaks the four-fold sym-
metry of the underlying lattice. This motivated a large body of theoretical work
which attempts to explain the phase’s exotic properties, as well as the overall phase
diagram. Theories relating to Sr3Ru2O7’s novel phase can be roughly divided into
two categories.
In the first, purely microscopic models are considered, with the metamagnetic
transitions and nematicity being explained by the band structure and effect of mag-
netic field, without making any reference to fluctuations associated with quantum
criticality. Several of these models consider the presence of van Hove singularities
in the density of states located near the γ2 pockets, which can be made to cross the
3A nematic state has an orientational order, but no translational order.
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Fermi level by Zeeman splitting the Fermi surface in a ∼ 10 T field [45,46]. A high
density of states at the Fermi level can lead to metamagnetism and the stabilization
of ordered states, as illustrated by the Stoner criterion. In these models, the van
Hove singularities cause a nematic distortion of the Fermi surface which gives rise to
anisotropic transport. The distortions of the Fermi surface are however expected to
be small, and cannot on their own explain the large resistivity inside the phase or the
anisotropy which is observed in an in-plane field. Scattering from domain walls was
proposed as a mechanism to explain these effects [4,47], with the domains containing
a locally nematic order. In zero in-plane field, domains of different nematicity would
coexist in the sample, the populations of which could be controlled by an in-plane
field thus giving rise to the observed anisotropy. With the recent discovery of the
SDW, the question becomes whether the resulting gapping of sections of the Fermi
surface is sufficient to explain the magnitude of the anomalous transport properties,
and whether there are domains containing a- or b-oriented SDWs as opposed to
coexistence of the two SDWs in a single domain.
Another family of microscopic models considers a van Hove singularity in the
density of states of the quasi-one-dimensional dxz and dyz bands [48, 49]. It is sug-
gested that these bands may be of particular relevance to the physics of Sr3Ru2O7,
as they are the most strongly affected by the bi-layer splitting. Indeed, Sr2RuO4,
whose band structure is derived from the same orbitals as Sr3Ru2O7 but does not
have any bi-layer splitting, does not exhibit metamagnetism or in-plane transport
anisotropy.
The second category into which models of Sr3Ru2O7’s novel phase fall is that
where it is postulated that phase formation is closely linked to quantum criticality.
Phase formation was shown to cause the bifurcation of the metamagnetic transi-
tion as the field is tilted towards c, by studying a Landau free energy expansion
around a metamagnetic critical point and highlighting the importance of the van
Hove singularities [38, 40]. The so-called order-by-disorder theory provides a sce-
nario explaining how new phases can be stabilized in the vicinity of ferromagnetic
quantum critical points [50], the idea being that Fermi surface distortions associated
with the new phase can enhance the phase space available for quantum fluctuations,
and thus lower the free energy. Ferromagnetic quantum critical fluctuations, which
could lead to a divergence of the residual resistivity, have also been put forward as
an explanation for the enhanced resistivity in the phase [51, 52]. Perhaps the most
compelling evidence that there is a link between phase formation and quantum criti-
cality comes from the thermodynamic data illustrated in Figures 2.9a and 2.9b. The
appearance of the phase in the vicinity of the QCEP appears to cut off a divergence
in the specific heat, suggesting that phase formation is driven by criticality [36].
However, all of the theories mentioned fail to account for the [(H −Hc)/Hc]−1 form
of the divergence as well as the behaviour of the entropy within the phase.
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2.6 Summary and motivation
Starting from the non-interacting electron problem, we argued how electronic cor-
relations can be taken into account to describe a wide range of electronic behaviour
using Landau’s Fermi liquid theory. In the vicinity of a QCP however, the quasipar-
ticle description from Fermi liquid theory of the system’s excitations breaks down
and a wealth of new physics emerges. We showed that Sr3Ru2O7 is an ideal material
in which to study quantum criticality, as large crystals with extremely long mean-
free paths are available, and its electronic states are well characterised by ARPES
and dHvA. In addition, the tuning parameter is magnetic field, meaning that one
can tune continuously through the critical region to acquire a high density of data
points without introducing any defects into the sample. The novel phase which
appears in the vicinity of Sr3Ru2O7’s QCEP has highly unusual in-plane transport
properties, which are very susceptible to a symmetry breaking in-plane magnetic
field. Neither the link between phase formation and criticality or a microscopic
model for the phase itself have yet been firmly established from a theoretical point
of view, and many experimental questions remain to be answered. The sensitivity of
the phase’s properties to a symmetry breaking field suggests that it is very likely to
be sensitive to in-plane uni-axial strain. Studying Sr3Ru2O7 under uni-axial strain
would provide information about how the SDWs are affected by anisotropic lattice
distortions, and will yield an interesting comparison with in-plane magnetic field. As
will be described in Section 4.1.4, a uni-axial strain probe enabling the fine-tuning of
the strain applied to the sample was developed, allowing us to map out in great de-
tail the behaviour of Sr3Ru2O7 in (field, strain) space. The results and a discussion
of the data obtained on Sr3Ru2O7 under uni-axial strain are presented in Chapter
6.
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Chapter 3
Spin-triplet Superconductivity
in Sr2RuO4
Since its discovery over a century ago, superconductivity has been one of the most
active fields of research in condensed matter physics. The most successful micro-
scopic theory of superconductivity to date, which completely revolutionized our way
of thinking about the phenomenon, was published by Bardeen, Cooper and Schrieffer
(BCS) in 1957 [53]. In this theory, a mechanism for superconductivity is proposed
whereby electrons at the Fermi surface pair up below the transition temperature Tc
through a virtual exchange of phonons to lower their energy, thus opening up a gap.
The theory was extremely successful in describing the superconducting properties
of many materials, and the observation of the isotope effect was seen as proof for
electron pairing via the electron-phonon interaction in these materials [54]. How-
ever, with the discovery of new types of superconductors such as the heavy fermion
superconductors [55] and high-T c cuprates [56], it became clear that more exotic
superconducting states were possible, with different symmetries and pairing mecha-
nisms to those described in BCS theory. Additionally, with spin-triplet pairing being
explored in the context of 3He, similar pairing states were searched for in solid state
systems.
In this chapter we will begin by summarizing some of the main concepts behind
BCS theory, before moving on to the notion of unconventional superconductivity
and a framework for describing such a state. In the final part of this section we
focus on the material Sr2RuO4, which is the subject of the research described in
Chapter 5. A review of some of the main experimental results from the literature is
presented, many of which indicate that it may have a chiral p-wave superconducting
state analogous to the 3He A-phase. It is then argued how uni-axial strain can be
used as a probe of the superconducting order parameter, to provide a motivation
for the experimental work undertaken.
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3.1 Conventional superconductivity and BCS theory
Superconductivity is a striking illustration of the principle of emergence [1]: from
the extremely complex many-body system made up of correlated electrons and an
ionic lattice emerges a coherent superconducting state which can be described by
a single simple wavefunction. This wavefunction was first proposed by Bardeen,
Cooper and Schrieffer, and forms a central part of their theory of superconductivity
[53].
The first building block of BCS theory is Cooper pairing. The idea is that the
filled Fermi sea is unstable to the formation of bound pairs of electrons (so-called
“Cooper pairs”), should there exist an attractive interaction, no matter how small,
between electrons at the Fermi surface. To prove this, Cooper considered a model
of two electrons added to a Fermi sea at T = 0 [57]. Assuming the two electrons
only interact with those in the Fermi sea via the exclusion principle, the system can
be described by the two-particle wavefunction:
ψ(r1, r2) =
∑
k
g(k)eik.r1e−ik.r2 (3.1.1)
where r1 and r2 are the coordinates of the two electrons. Electrons with opposite
momenta are chosen, as a state with a total momentum of zero is expected to
have the lowest energy. The next step is to plug this wavefunction into the two-
particle Schro¨dinger equation to compute the overall energy of the system. For his
calculation, Cooper chose an interaction potential Vkk′ between the electrons which
was attractive within a narrow energy band of width ~ωc around the Fermi surface.
He found that the energy of the system was lowered below that of the bare Fermi
sea by an amount ∆ proportional to ~ωc, corresponding to the binding energy of
the Cooper pair.
The mechanism put forward by BCS to explain the attractive interaction is
electron-phonon coupling. As an electron travels through a lattice of ionic cores it
polarizes the lattice due to the Coulomb attraction, creating a region with excess
positive charge. This positive charge in turn attracts a second electron. If the at-
tractive force is large enough to overcome the repulsive Coulomb interaction between
the electrons, then there is an effective attraction between them. This interaction is
said to be retarded, as the lattice deformation caused by the passing electron exists
on a much longer time-scale than that on which the Coulomb force is felt by the
electron. In this picture, the cut-off energy ~ωc mentioned earlier can be equated
to the Debye energy ~ωD, which represents the cut-off of the phonon spectrum. It
turns out that the simple form of the interaction potential Vkk′ used in BCS theory is
a good approximation, as only electrons very close to the Fermi surface, i.e. with an
energy E  ~ωc, participate in the formation of Cooper pairs. Hence the behaviour
of Vkk′ out towards ~ωc has little effect on the calculated results.
Experimentally, the electron-phonon interaction was shown to be the origin of
the pairing attraction in several materials by the isotope effect. A material’s Tc is
proportional to ∆, which in the case of electron-phonon interaction is proportional
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to ~ωD. The Debye energy has a 1/
√
M dependence, where M is the atomic mass.
Therefore Tc should be proportional to 1/
√
M and different isotopes of the same
element should have different Tc’s.
Calculation of the weighting coefficient g(k) in (3.1.1) shows that it does not
depend on the direction of k, so the Cooper pair has s-wave symmetry. Moreover the
Cooper pair must be spin-singlet due to the overall requirement that its wavefunction
be anti-symmetric under particle exchange.
To describe a superconducting state in a real material with many Cooper pairs,
one can no longer simply consider the two-particle wavefunction of equation (3.1.1).
Instead we use the following pairing Hamiltonian written in second quantized nota-
tion:
H =
∑
k,σ
(k − EF )cˆ†k,σ cˆk,σ +
∑
k,k′
Vk,k′ cˆ
†
k,↑cˆ
†
−k,↓cˆk′,↑cˆ−k′,↓ (3.1.2)
where cˆ† and cˆ are electron creation and annihilation operators respectively, with
the momentum and spin of the electron given by the operator’s subscript. The first
term corresponds to the electrons’ kinetic energy measured relative to the Fermi
energy EF , and the second to the pairing of electrons via the potential Vkk′ . Terms
where electrons are not paired in a singlet state with a total momentum of zero are
omitted, as they do not contribute to superconductivity in BCS theory. The ground
state wavefunction chosen by BCS is a product of pair states:
|ψ0〉 =
∏
k
(uk + vk cˆ
†
k,↑cˆ
†
−k,↓)|0〉. (3.1.3)
|uk|2 + |vk|2 = 1 to preserve commutation relations. The probability of the Cooper
pair (k ↑,−k ↓) being occupied is given by |vk|2, and that of it being unoccupied by
|uk|2 = 1− |vk|2.
The superconducting transition in zero field is of second order, and so as Tc is
crossed one or more symmetries are broken. For instance the superconducting state
locally breaks gauge symmetry, corresponding to the fact that below Tc the Cooper
pairs form a phase coherent condensate. The “choice” of one of the degenerate states
with phase φ as the superconducting state is entered is analogous to the choice of
direction for the magnetic moment in an isotropic ferromagnet.
Starting from the model Hamiltonian (3.1.2), many properties of the BCS su-
perconducting state can be calculated. For example, by performing a mean-field
analysis one can diagonalise the Hamiltonian and obtain the energy spectrum for
excitations in the system [54]. The excitations have the form:
Ek =
√
∆2 + (k − EF )2. (3.1.4)
The minimum excitation energy is therefore equal to the energy gap ∆, and the
density of states for excitations smaller than ∆ is zero. Importantly, the magnitude
and phase of the gap around the Fermi surface are constant, which is not the case for
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unconventional superconductors, as we will see further on. Using the Fermi function,
the temperature dependence of the gap ∆(T ) can be calculated, and the well-known
relation ∆(0) ≈ 1.764.kBTc derived. One finds that the gap grows continuously
from zero at Tc to its zero temperature value ∆(0), the number of Cooper pairs
increasing as temperature is lowered. In this picture, an excitation corresponds to
the destruction of a Cooper pair.
Knowing the temperature dependence of the fermionic excitations, a whole range
of quantities can be calculated, such as the entropy, specific heat, critical field,
ultrasound attenuation and nuclear relaxation rate. A famous result from BCS
theory, for example, is that there is a jump in the specific heat at Tc proportional
to the density of states and the transition temperature. At low temperatures the
specific heat decreases exponentially, as opposed to linearly like in the normal state,
meaning that superconductors become very good thermal insulators.
The BCS theory of superconductivity is a mean-field theory which is valid for
interactions within a small energy band around the Fermi surface. One can justify
the mean-field approach by considering the number of electrons contained within a
single coherence volume1. In a conventional superconductor the coherence length
is of the order of 1000 A˚, so a large number of electrons will be contained within
a coherence volume, meaning that fluctuations in the superconducting state will be
small. However in the case of the high-T c cuprates where the coherence volume is
several orders of magnitude smaller, fluctuations can have a significant effect and
the mean-field approach breaks down [58]. The results derived from BCS theory are
valid within the weak-coupling limit, i.e. for λ = N(0)V  1 where λ is the coupling
constant, N(0) the density of states at the Fermi level and V the interaction potential
which depends on the separation of the electrons2. For example, in most classical
superconductors λ < 0.3. Because the derivation of BCS theory does not depend
on the details of the attractive interaction, its main results are applicable to all
superconductors within the weak-coupling limit.
3.2 Introduction to unconventional superconductivity
We have seen that a spin-singlet superconducting state with s-wave symmetry arises
naturally when we consider phonon-mediated pairing. This kind of superconduc-
tivity typically occurs in simple metals, where the conduction electrons can move
nearly freely through the lattice. In the case of strongly correlated electron systems
however, where the electrons may be more strongly localized, or have a largely en-
hanced effective mass, the retardation of the electron-phonon interaction is no longer
sufficient to overcome the Coulomb repulsion between the electrons. Nevertheless
1The superconducting coherence volume is defined as ξaξbξc where ξa, ξb and ξc are the coherence
lengths along the crystallographic axes. These correspond to the spatial extent of the Cooper pair
along the respective axis.
2The interaction potential is of the form Vkk′ = Ω
−1 ∫ V (r)ei(k’−k).rdr, where Ω is the normal-
ization volume [54].
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superconductivity does occur in some strongly correlated materials, for example in
the case of the heavy fermion superconductors or high-T c cuprates. In these cases
the superconductivity still results from the pairing up of electrons, as the flux quan-
tisation is shown to correspond to charge carriers of charge 2e [59], however the
pairing mechanism is different.
Before moving on to discuss alternative possible pairing mechanisms, let us first
consider the form of the Cooper pair wavefuction:
Ψ(r1, s1; r2, s2) = f(r1 − r2)χ(s1, s2) (3.2.1)
which we have here written as a product of the pair’s orbital and spin wavefunctions,
f and χ respectively [60]. As a Cooper pair is made up of two indistinguishable spin-
half particles, its wavefunction must be antisymmetric under particle exchange, i.e.
Ψ(r1, s1; r2, s2) = −Ψ(r2, s2; r1, s1). The spin part can either have total spin S = 0
(singlet) or S = 1 (triplet). The orbital part can be written in terms of spherical
harmonics Y ml , where its parity is given by (−1)l. The names s-, p-, d -, f -wave are
given to the states with angular momentum l = 0, 1, 2, 3, as per convention3.
The requirement that the overall Cooper pair wavefunction pick up a minus sign
under particle exchange therefore leads to the following possible combinations of
spin and spatial parts:
S = 0 =⇒ χ(s1, s2) = 1√
2
(| ↑↓〉 − | ↓↑〉), l = 0, 2, 4, ...
S = 1 =⇒ χ(s1, s2) =

| ↑↑〉
1√
2
(| ↑↓〉+ | ↓↑〉), l = 1, 3, 5, ...
| ↓↓〉}
We call all pairing states with l > 0 unconventional. In general, angular momen-
tum states with l > 0 are favored when the pairing mechanism is other than the
electron-phonon interaction, as for such states there is a vanishing probability of the
electrons encountering each other at the origin (as f(r) α rl, r → 0), which reduces
the Coulomb repulsion felt by the electrons. The spatial overlap of the electrons in
the s-wave state is only possible because of the retarded nature of phonon-mediated
pairing. A key difference between conventional and unconventional superconductiv-
ity is that whereas the phase of the gap remains constant around the Fermi surface
3In the presence of a crystal lattice, S and l are no longer good quantum numbers. Therefore
technically the “lattice-free” s-, p-, d-, f -wave nomenclature is no longer accurate. However in the
case of the materials studied in this thesis, spin-orbit coupling and lattice effects are weak enough
that this treatment should provide a good approximation.
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in the conventional case, it depends on k in the unconventional case such that:∑
k
∆(k) = 0, (3.2.2)
where the sum is around the Fermi surface.
∆(k), which is directly related to the Cooper pair wavefunction, is often referred
to as the superconducting order parameter, in reference to Ginzburg Landau theory
(which is discussed further in section 3.5.4). Indeed, it is a quantity which grows
continuously from zero at a second order phase transition, in which all of the in-
formation relating to the symmetries and spin configuration of the superconducting
state are encoded.
Pairing in unconventional superconductors does not generally arise from inter-
actions with the crystal lattice, but instead from electron-electron interactions. In
their 1965 paper, Kohn and Luttinger showed that Cooper pairing could occur based
solely on the repulsive Coulomb interaction [61], and that no weakly interacting elec-
tronic system would remain normal down to absolute zero temperature. However
this model leads to extremely low transition temperatures. Other types of pair-
ing interactions, mainly based on spin-fluctuation exchanges, were later predicted.
In these models the spins, which can either be localized or those of itinerant elec-
trons, form a polarizable medium that can provide an attractive interaction between
electrons, in a manner analogous to the polarizable crystal lattice for the electron-
phonon interaction. These types of interactions are expected to occur in materials
close to a magnetic instability. For example, in a 1986 paper which looks at the
three-dimensional Hubbard model, it is shown that spin-fluctuation exchange occur-
ring near a spin-density wave instability leads to d-wave pairing of electrons [62]. In
general however there is no over-arching model which describes pairing in uncon-
ventional superconductors. Instead these are often studied on a case by case basis,
and proving what the pairing mechanism is in each material is a very active field of
research.
3.3 d-vector notation
In the case of an unconventional superconductor, the superconducting order param-
eter is no longer isotropic (i.e. it depends on the momentum k), and must be written
as a matrix in order to take into account the different possible spin configurations
of the Cooper pairs:
∆(k) =
(
∆k,↑↑ ∆k,↑↓
∆k,↓↑ ∆k,↓↓
)
(3.3.1)
Using this 2 × 2 matrix notation, we can represent a spin-singlet state by set-
ting ∆k,↑↑ = ∆k,↓↓ = 0 and ∆k,↑↓ = −∆k,↓↑ = ∆s, and a spin-triplet state with
∆k,↑↓ = ∆k,↓↑ = ∆0 and arbitrary values for ∆k,↑↑ and ∆k,↓↓. To represent a spin-
triplet state, we therefore need a three-component vector. A convenient notation
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was introduced by Balian and Werthamer in 1963 [63], with the so called d-vector.
We define the three components of the vector d(k) such that:
∆(k) =
(−dx(k) + idy(k) dz(k)
dz(k) dx(k) + idy(k)
)
= i(d(k).σ)σy, (3.3.2)
where σ = (σx, σy, σz) is the Pauli matrix vector. The spin and orbital states of
the Cooper pairs, as well as the structure of the energy gap are all described by the
d -vector, which is the order parameter of the triplet state. To see how this is the
case, let us first consider how to write the wavefunction of a spin-triplet state. As
the order parameter matrix (3.3.1) has the same symmetry properties as the pair
wavefunction, we can write the triplet state down as a linear combination:
Ψ(k) = ∆k,↑↑| ↑↑〉+ ∆k,↓↓| ↓↓〉+ ∆0(| ↑↓〉+ | ↓↑〉) (3.3.3)
where the spin quantization axis is taken along the z -direction. The three basis
states | ↑↑〉, | ↓↓〉 and 1/√2(| ↑↓〉+ | ↓↑〉) then represent pairs with spin projections
Sz = 1, −1 and 0 respectively. By plugging the definition of the d -vector (3.3.2)
into (3.3.3), we can move to a new set of basis vectors [5]:
|x〉 = 1√
2
(| ↓↓〉 − | ↑↑〉),
|y〉 = i√
2
(| ↑↑〉+ | ↓↓〉),
|z〉 = 1√
2
(| ↑↓〉+ | ↓↑〉).
The basis vectors |x〉, |y〉 and |z〉 each have Sx = 0, Sy = 0, Sz = 0 respectively.
The triplet wavefunction (3.3.3) can now be re-written in terms of the d -vector:
Ψ(k) =
√
2(dx(k)|x〉+ dy(k)|y〉+ dz(k)|z〉). (3.3.4)
The direction of the d -vector is orthogonal to that of the total spin vector S of the
Cooper pair. For example if we consider the simple case of d(k) = (0, 0, dz), we see
immediately that ∆k,↑↑ = ∆k,↓↓ = 0, so Sz = 0 and therefore d(k) is perpendicular
to S, which lies in the xy-plane. The excitation spectrum, given by (3.1.4) in the case
of an s-wave singlet superconductor, is modified to take into account the multiple
gap components of the triplet state and is expressed in terms of the d -vector:
Ek =
√
(k − EF )2 + d.d∗ ± |d× d∗|. (3.3.5)
Here we can make the distinction between unitary and non-unitary states. A unitary
state has |d × d∗| = 0, meaning that its gap is given simply by the modulus of d.
In the case of a non-unitary state |d× d∗| 6= 0, meaning that there are two distinct
energy gaps, leading to a double transition. It can happen that one of the gaps is
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equal to zero, so that at T = 0 not all of the electrons are in the condensate, thus
reducing the condensation energy and making such a state harder to stabilise.
A common use of the d -vector is for the description of the different superfluid
phases of 3He [65]. That of the A-phase, which is realised under pressure, is d(k) =
∆0zˆ(kx±iky), whilst that of the B-phase is d(k) = ∆0(xˆkx+yˆky+zˆkz). Both of these
are unitary states, whereas the A1-phase, which arises only with the application of
a magnetic field, is a non-unitary state with d(k) = ∆0(xˆ + iyˆ)(kx + iky). In the
notation used here, xˆ, yˆ and zˆ are unit vectors denoting a direction in spin-space,
and kx and ky are the x - and y-components of the momentum at a point on the
Fermi surface. To see how details of the pairing state can be extracted from the d -
vector, let us look in more detail at the A-phase, an analogue of which is predicted
to occur in Sr2RuO4.
3.4 Chiral p-wave pairing
The pairing state described by d(k) = ∆0zˆ(kx ± iky) is a state where the electron
spins are confined to the xy-plane, as d is parallel to zˆ. Additionally, both spins
within a Cooper pair are aligned, in what is known as an equal-spin pairing state4.
The orbital part has angular momentum l = 1, with m = ±1, as can be seen by
looking at the corresponding spherical harmonic Y ml :
Y ±11 =
(
3
8
pi
)1/2
sin θ exp(±iφ) ∝
(
3
8
pi
)1/2
(kx ± iky) (3.4.1)
This state is therefore a p-wave state, with the Cooper pairs’ angular momentum
pointing along zˆ, i.e. Lz = ±~. Both possible orientations of Lz are degenerate, so as
Tc is crossed domains with different orientations can form within the sample. How-
ever, within a single domain all Cooper pairs possess the same angular momentum,
leading to a macroscopic angular momentum of the condensate, and hence why the
state is termed chiral. An illustration of a chiral p-wave Cooper pair is shown in
Figure 3.1a.
As this state is unitary, its gap is given by |∆(k)|2 = d.d∗ = k2x + k2y. In the
case of 3He where there is no crystal lattice, the Fermi surface is a sphere, and the
gap has point nodes for k along (0, 0,±1). For a two-dimensional electron gas with
a cylindrical Fermi surface, the gap is completely isotropic in the plane and has no
nodes, as shown in Figure 3.1b. The key difference to a state with an isotropic s-
wave gap is that here the order parameter’s phase changes continuously around the
Fermi surface, reflecting the odd parity of the p-wave state. In the case of Sr2RuO4,
which is a highly two-dimensional material, weak spin-orbit coupling is postulated
4To show that this is the case, one must rotate the coordinate system, for example, so that
the basis vectors xˆ, yˆ and zˆ become zˆ, xˆ and yˆ. The spin quantization axis is then along the
y-direction, and the paired spins are in an equal superposition of | ↑↑〉y and | ↓↓〉y. More generally,
if a coordinate system can be chosen where dz(k) = 0 for all k, then the spins are in an equal-spin
pairing state [65].
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(a) (b)
Figure 3.1: (a) A sketch of a Cooper pair with d(k) = ∆0zˆ(kx ± iky). The spins
of both electrons are parallel, and confined to the plane perpendicular to the pair’s
angular momentum L, illustrated by the blue arrow. The direction of the d -vector
is shown by the yellow arrows. Image taken from ref. [69]. (b) The superconducting
gap of the pairing state shown in Fig. 3.1a on a two-dimensional cylindrical Fermi
surface, from ref. [5].
Figure 3.2: At a domain edge, the chiral p-wave state has mid-gap states which
disperse linearly across the gap. The direction in which this occurs depends on the
chirality of the order parameter. Here p‖ is the momentum component parallel to
the edge. In the case illustrated only states with positive p‖ are occupied, resulting
in a net flow of charge. From ref. [67].
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to pin zˆ along the crystal c-axis, meaning that the electron spins are confined to the
ab-plane and d is along c [5].
An important feature of the chiral p-wave state is that it breaks time-reversal
symmetry (TRS). Indeed, aside from gauge symmetry which has already been men-
tioned, others can in principle also be broken upon entering the superconducting
state. For example in the case of the chiral p-wave state illustrated in Figure 3.1a,
the rotational symmetry in spin-space is also broken [65]. The time-reversal opera-
tor is defined as Kˆ = −iσˆyCˆ where σˆy is the y Pauli matrix and Cˆ is the complex
conjugation operator. Physically the time-reversal operation corresponds to revers-
ing the momentum and flipping the spin of the electron. Applying this operator to
the chiral p-wave state, we find that it is not invariant upon time-reversal and so
breaks TRS. This broken TRS is associated with the spontaneous appearance of the
macroscopic angular momentum of the condensate below Tc mentioned earlier.
It was predicted by Stone and Roy [66], and later by Sauls [67], that this broken
TRS should result in the appearance of edge currents at domain walls and along
the sample edge. In both papers, the total angular momentum of the condensate
is shown to be L = N~/2, where N is the number of paired electrons. This can
intuitively be thought of as an angular momentum ~ per Cooper pair. Other authors
have however suggested that the condensate’s angular momentum should be reduced
by a factor of (∆/εF )
α, where α = 1 or 2 [68], resulting in predictions for the
angular momentum which range over several orders of magnitude. Although the
energy spectrum is fully gapped in the bulk of the sample, at domain or sample
edges a branch of chiral edge states appears. These states disperse linearly across
the gap, as shown in Figure 3.2. The direction in which the branch crosses the
gap (from negative to positive momentum or vice-versa) depends on the chirality of
the condensate, and there is no branch crossing the gap in the other direction. In
the case of Figure 3.2, mid-gap states with a positive momentum which lie below
the Fermi level are occupied, whilst those with negative momentum are unoccupied.
This results in a net charge current along the edge of the domain. The presence of
these edge currents is a direct consequence of the topology of the order parameter,
and so their existence is said to be topologically protected, although their magnitude
is not.
3.5 The physics of Sr2RuO4
Having introduced some of the main concepts behind BCS theory and expanded
those to unconventional superconductivity, let us now turn our attention towards
Sr2RuO4.
After the discovery of the first high-T c cuprates in 1986 [56], superconductivity
was searched for in many other compounds with similar crystal structures. This led
to the discovery in 1994 of superconductivity in Sr2RuO4, the first known layered
perovskite superconductor without copper [70]. Depsite the similarity of its crystal
structure to that of the high-T c cuprates, Sr2RuO4 has a low transition temperature
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of 1.5 K. Sr2RuO4 is the n = 1 member of the so-called Ruddlesden-Popper series
Srn+1RunO3n+1, which also includes the paramagnetic metal Sr3Ru2O7 (discussed
in detail in Section 2.5) and ferromagnets Sr4Ru3O10 and SrRuO3 as its n = 2, 3
and ∞ members respectively.
(a) (b)
Figure 3.3: (a) Highly two-dimensional crystal structure of Sr2RuO4, which is iden-
tical to that of the parent cuprate compound La2CuO4. Illustration taken from [5].
(b) The temperature dependence of the resistivity within the ab-plane and along the
c-axis shows that conduction in Sr2RuO4 is very anisotropic [71].
Sr2RuO4 shares the same crystal structure as the parent compound La2CuO4
of the La-Ba-Cu-O cuprate family, as shown in Figure 3.3a. Corner-sharing RuO6
octahedra with a Ru atom in their centres are arranged in a square lattice, form-
ing two-dimensional planes. The spaces between the octahedra are occupied by Sr
atoms, which act as spacers between the planes. Sr2RuO4’s space group symmetry
is I 4/mmm body-centred tetragonal, and its lattice parameters are a = 3.86 A˚ and
c = 12.72 A˚, as measured by neutron powder diffraction [72]. Therefore like the
cuprates, Sr2RuO4 is a highly two-dimensional material, with a large anisotropy
between in-plane and out-of-plane conduction (Figure 3.3b). The anisotropy is tem-
perature dependent, and its low temperature value is ρc/ρab ≈ 1000. However, unlike
in the case of the cuprates where superconductivity emerges from a doped Mott in-
sulator, the normal state of Sr2RuO4 is metallic without the need for any chemical
doping. Moreover, Sr2RuO4 exhibits a well characterized Fermi liquid state below
20 K, displaying a T 2 resistivity dependence and significant quasiparticle mass en-
hancement on each of its Fermi surface sheets, indicating strong electron correlations
[5]. Its relatively low Tc in comparison to the onset of its Fermi liquid state indicates
that superconductivity is taking place in the weak-coupling re´gime, and so the main
BCS results discussed in Section 3.1 are applicable to it. This is in contrast with
the cuprates which have complicated doping phase diagrams, where many regions
display non-Fermi liquid behaviour, in particular directly above the peak of the su-
perconducting dome [73]. Indeed, understanding the normal state of the cuprates
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from which superconductivity condenses is a huge challenge, with all of the compet-
ing phases to take into account. The apparent simplicity of Sr2RuO4’s normal state
makes it an ideal candidate for the study of unconventional superconductivity.
3.5.1 Electronic structure
The Fermi surface of Sr2RuO4 consists of three sheets: β and γ which are electron-
like, and α which is hole-like. The shape of these sheets can be calculated from
a simple two-dimensional tight-binding model, as described by Oguchi [75] and by
Bergemann et al. [74], and of which we give an overview here.
Conduction in the ab-plane results from the Ru4+ electrons which are in a 4d4
configuration, oxygen and strontium having the valencies O2− and Sr2+. The Ru
4d energy levels are split in the octahedral crystal field into the low-lying t2g states
(dxy, dxz, dyz) and the excited eg states (dx2−y2 , dr2−3z2). The t2g states, which
can accommodate up to six electrons, are therefore partially filled by the Ru 4d4
electrons. Hence, from a tight-binding picture, the Fermi surface sheets are formed
by the dxy, dxz and dyz orbitals of the ruthenium atoms.
As the dxz orbital extends mostly in the xz -plane, we expect nearest-neighbour
electron hopping to occur primarily along the x -direction, with hopping along the z -
direction being negligible due to the quasi-two-dimensional nature of Sr2RuO4. This
gives a band energy which depends only on kx, leading to an open Fermi surface sheet
which runs perpendicular to the x -direction. Similarly, the dyz orbital produces an
open sheet perpendicular to the y-direction. The dxy orbitals allow hopping along
both in-plane directions, as well as next-nearest-neighbour hopping diagonally along
the orbital lobes. This enables electrons to perform closed orbits in the xy-plane
giving rise to the closed cylindrical sheet γ running along the z -direction. The dxz
and dyz sheets hybridize, thus forming the α pocket at the zone corners, and the β
pocket at the zone centre, as illustrated in the sketch of the Fermi surface in Figure
3.4a.
The general shape of the Fermi surface thus obtained was confirmed by high
resolution angle-resolved photo-emission (ARPES) measurements [76]. A further
study of the Fermi surface was performed by analysing the angular dependence of de
Haas-van Alphen (dHvA) oscillations. This resulted in a detailed map of Sr2RuO4’s
Fermi surface, including the warping of the Fermi sheets which is responsible for
conduction along the c-axis [77].
Also important to note about Sr2RuO4’s band structure is the proximity of the
γ-sheet to a van Hove singularity at the M-point of the Brillouin zone. A van Hove
singularity corresponds to a peak in the density of states, which results from a local
minimum, maximum or saddle point in the electronic dispersion. The existence of
the van Hove point can be shown by performing a tight-binding fit to dHvA data
[74], and was directly observed to lie 14 meV above the Fermi level by ARPES [78].
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(a) (b)
Figure 3.4: (a) Sketch of the Fermi surface of Sr2RuO4 as calculated from a two-
dimensional tight-binding model. The formation of the α and β sheets from the
hybridization of the dxz and dyz orbitals is shown in the smaller sketches. (b)
Visualization of Sr2RuO4’s Fermi surface, with the c-axis warping exaggerated by a
factor of 15. Both images are taken from [74].
3.5.2 Evidence for spin-triplet superconductivity in Sr2RuO4
The unconventional nature of Sr2RuO4’s superconductivity was demonstrated by the
sensitivity of its T c to the presence of non-magnetic impurities. As we have seen,
s-wave superconductors have a gap whose phase is k-independent, whereas for an
unconventional superconductor the gap sums to zero over the whole Fermi surface
(equation (3.2.2)). Impurities in the crystal lattice cause elastic scattering which
mixes all of the k-states, effectively averaging the gap over the Fermi surface. This
does not affect isotropic s-wave superconductors, however it can completely destroy
the superconductivity in an unconventional superconductor, as its order parameter
is averaged to zero by strong scattering. It was found that superconductivity in
Sr2RuO4 is strongly suppressed with increasing presence of non-magnetic impurities,
and that it is completely destroyed in samples with a residual resistivity above 1
µΩcm [79], clearly showing it to be unconventional.
Further interest in Sr2RuO4 was sparked when it was found that its Landau
parameters were very similar to those of 3He, leading to the first proposals of spin-
triplet superconductivity in this material [6]. In addition, Sr2RuO4 is believed to
be close to a ferromagnetic state, which also suggests that Cooper pairing should
occur in the triplet channel. This is evidenced both by the γ-sheet’s proximity to a
van Hove point and the presence of ferromagnetism in Sr2RuO4’s three-dimensional
analogue SrRuO3.
Strong experimental evidence for spin-triplet superconductivity in Sr2RuO4 is
provided by studies of its spin-susceptibility χs via measurements of the Knight
shift. The spin susceptibility of a metal results from the Zeeman splitting of its
Fermi surface in a magnetic field into two spin-polarized Fermi surfaces. In the case
of a spin-singlet superconductor, where the Cooper pairs are formed by electrons
whose spins are anti-aligned (total spin S = 0), the splitting of the Fermi surface
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in a magnetic field competes with the formation of Cooper pairs. Indeed, to form a
Cooper pair, electrons with states (k,↑) and (-k,↓) must exist at the Fermi surface.
At low magnetic fields, the superconducting condensation energy is greater than the
lowering of the free energy 12χsH
2 due to Zeeman splitting, and so χs is suppressed
below Tc. However, in the case of a spin-triplet superconductor in which the Cooper
pairs are equal-spin paired (S = 1), there is no such competition between electron
pairing and Zeeman effect, so there is no change in χs across the superconducting
transition.
(a) (b)
Figure 3.5: (a) Plot of the Knight shift against spin susceptibility χs for the two
oxygen sites shown in the inset, temperature being an implicit parameter. The
values of Korb are found to be 0.18% and 0% for O(1)x and O(1)y respectively. (b)
Evolution of the Knight shift measured at the two oxygen sites across Sr2RuO4’s
transition temperature, with the field applied in-plane. The dashed lines show a
calculation of the evolution of K for a spin-singlet dx2−y2 state, such as that which
occurs in the high-Tc cuprates.
In a superconductor one cannot probe the spin susceptibility directly, due to the
Meissner effect. However, by measuring the Knight shift in the nuclear magnetic res-
onance (NMR) frequency, one can probe χs indirectly. The Knight shift corresponds
to the shift in NMR frequency of the nucleus due to the presence of conduction elec-
trons, as compared to when it is in an insulator. The NMR frequency ω can be
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written ω = γgyrBint(1 +Korb +Kspin), with γgyr the gyromagnetic ratio, Bint the
magnetic field in the sample, and Korb and Kspin the orbital and spin parts of the
Knight shift respectively [5].
Ishida et al. measured the Knight shift in Sr2RuO4 with the magnetic field
applied perpendicular to the c-axis [8], and found that it remained constant across
Tc (Figure 3.5b). In a narrow band system such as Sr2RuO4, Kspin is directly
related to χs by the hyperfine coupling constant A so that the total Knight shift
is K = Aχs + Korb. The measurements were performed on the two inequivalent
oxygen sites labelled O(1)x and O(1)y, and the contribution of Korb to the total
Knight shift was found by measuring K(χs) (Figure 3.5a). The constant nature
of the Knight shift observed strongly contrasts with the behaviour expected for a
spin-singlet superconductor, where K is strongly suppressed below Tc as shown by
the dashed lines in Figure 3.5b. This result is therefore consistent with Cooper pairs
in equal-spin pairing states | ↑↑〉 and | ↓↓〉 where the spins are lying in the ab-plane.
Such a state therefore has a d -vector which points along the c-axis. Since Ishida’s
initial experiment, this measurement has been repeated several times at different
fields as well as on the Ru sites [69], giving multiple confirmations of the constant
Knight shift across Tc.
Nevertheless there are still some unresolved questions surrounding the spin con-
figuration of the Cooper pairs. If the spins lie in the plane in an equal-spin pairing
state, then one would expect to see a decrease in the Knight shift below Tc for mea-
surements with the magnetic field applied along the c-axis. This experiment was
successfully carried out by Murakawa et al. in a testing field of 0.02 T, who ob-
served no change of the Knight shift across Tc within experimental error [80]. This
result suggests a state where the d -vector lies within the ab-plane, in conflict with
the initial NMR result. A possible scenario put forward by the authors to resolve
this issue is that the d -vector is extremely weakly pinned to the c-axis by spin-orbit
interaction in zero applied field, but with fields as low as 0.02 T can be made to
re-orient itself along the ab-plane. There is however some controversy surrounding
this interpretation of the data, as Zutic and Mazin [81] point out that for the above
scenario to be true, the spin-orbit interaction which keeps the paired spins in the
ab-plane must be weaker than the applied 0.02 T. This field corresponds to an energy
scale of 1.1 µeV, which is much smaller than that of spin-orbit coupling in Sr2RuO4.
3.5.3 Evidence for chiral p-wave superconductivity
Having established that Sr2RuO4 is most likely a spin-triplet superconductor, the
orbital part of its order parameter must be odd to preserve the overall anti-symmetry
of the pair wavefunction. The most likely state is therefore p-wave, as higher angular
momentum states such as f -wave generally have higher energy (although this can
depend on the details of the interaction). A list of the p-wave states allowed for
a tetragonal crystal with a cylindrical Fermi surface is given in [5]. Among these
are both unitary and non-unitary states. As we discussed in Section 3.3, non-
unitary states lead to a double superconducting transition and in general have a lower
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condensation energy than their unitary counterparts. Because there is no evidence
for a double transition or a residual electronic specific heat in clean Sr2RuO4, the
search for its order parameter is focused on unitary states.
As we will see below, there is experimental evidence that Sr2RuO4’s order pa-
rameter breaks time-reversal symmetry (TRS). The only allowed unitary p-wave
order parameter which breaks TRS is d(k) = ∆0zˆ(kx ± iky), which we described in
Section 3.4. One of the key features of this state is that it results in topologically
protected edge currents. The edge current flows within a width of approximately
the coherence length from the edge, which is ξ = 66 nm in Sr2RuO4. The screening
current which flows to cancel out the field in the bulk of the sample will itself be
distributed within the penetration depth λ = 152 nm of the edge. Hence, due to the
difference between ξ and λ, there should be a non-zero magnetic field which arises
at domain edges and impurities, which has been estimated to be of the order of 10
G [82].
The first experiment which indicated the appearance of spontaneous magnetic
fields in Sr2RuO4 below Tc was muon spin-relaxation (µSR) performed by Luke et
al. in 1998 [83]. In a µSR measurement, spin-polarized muons are injected into the
sample where they come to rest at a typical depth of 0.1 nm. The muon then inter-
acts with the local magnetic environment before decaying and emitting a positron
preferentially in the direction of its spin at the time of decay. By measuring many
such decays (of the order of 107), the decay rate can be determined and a histogram
of the muon polarization after implantation deduced. In a sample with zero magne-
tization, the muon spin relaxes via interactions with the randomly orientated nuclear
dipole moments. In the presence of magnetic order or a distribution of local fields,
the relaxation rate is expected to increase. As can be seen from Luke et al.’s data
in Figure 3.6, an increase of the muon spin-relaxation rate is observed at the onset
of superconductivity. They checked that the increased relaxation rate was a conse-
quence of the superconductivity and not a magnetic state which happened to appear
near Tc by measuring samples with different Tc’s. They found that the increased
relaxation always occurred at the Tc of the sample, and concluded that the onset
of superconductivity in Sr2RuO4 is accompanied by the spontaneous appearance of
magnetic fields within the sample. Further, they argued that the exponential nature
of the increase in the relaxation rate reveals a broad distribution of fields within
the sample. This is consistent with the model described above where local magnetic
fields are expected to occur at impurities or domain edges.
Another experiment which shows strong evidence of broken TRS is the measure-
ment of the magneto-optic Kerr effect. In this technique, linearly polarized light is
shone on the sample surface, and the angle of polarization θk (known as the Kerr
angle) of the reflected light is measured. The rotation of the direction of polarization
is a consequence of broken TRS at the sample surface, and θk is directly related to
the Hall conductivity σxy. For example Kerr rotation occurs in the case where the
sample is magnetic, and the direction and magnitude of the rotation depend on the
magnetization perpendicular to the surface. A common application of this technique
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Figure 3.6: The muon spin-relaxation
rate is shown as a function of tempera-
ture for Sr2RuO4. The relaxation rate
is seen to increase at the onset of su-
perconductivity, for measurements with
the muon spin polarization Pµ parallel
and perpendicular to the c-axis. This
is believed to be a signature of bro-
ken TRS in the superconducting state.
From ref. [83].
is therefore the imaging of domains in a ferromagnet.
To measure the Kerr effect in Sr2RuO4, J. Xia et al. used a high-precision Sagnac
interferometer [7]. They found a non-zero Kerr angle appearing below Tc with a
maximum magnitude of approximately 65 nrad (Figure 3.7a). They performed a
series of measurements where the sample was cooled in zero field, and found that
the magnitude and sign of θk were not always the same. They assigned the sign
change of θk to the incident beam falling on domains of different chirality over the
many runs, as the chirality should determine the direction of the Kerr rotation. The
reduction of θk’s magnitude could therefore result from the beam falling on a domain
wall, which would give a reduced average signal. The beam size used was 25 µm,
which led J. Xia et al. to hypothesize that the domains should be of the order of
50-100 µm, as they measured an unreduced θk roughly half of the time.
A TRS breaking field such as a magnetic field couples to the order parameter
d(k) = ∆0zˆ(kx±iky), and lifts the degeneracy between the two chiralities by favoring
one over the other. Hence by cooling the sample in a magnetic field, one should
obtain a single large superconducting domain with a specific chirality. J. Xia et al.
tested this effect in Sr2RuO4, and found that they could “select” the sign of θk with
the direction in which the magnetic field was applied during cooling (Figure 3.7b).
Moreover the magnitude of the signal matched the maximum value obtained in the
zero field cooling measurements, which is consistent with the presence of a large
single domain in the sample.
Taken together the results from the µSR [83] and Kerr effect measurements [7]
strongly indicate that Sr2RuO4’s superconducting state breaks time-reversal sym-
metry. The corresponding order is therefore proposed to be d(k) = ∆0zˆ(kx ± iky),
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(a) (b)
Figure 3.7: (a) Kerr rotation angle measured against temperature for a sample
cooled in zero field. The resistance of the sample is plotted on the same graph,
showing that the non-zero Kerr rotation occurs at the superconducting transition.
Each Kerr angle data point was taken on warming up the sample, and corresponds
to an averaging time of 1600 s. (b) Kerr rotation angle for a sample cooled in a
magnetic field of +93 Oe (upper panel) and -47 Oe (lower panel). Graphs from ref.
[7].
as this is the only one which has odd parity, is unitary, satisfies the tetragonal lattice
symmetry and breaks TRS. Evidence of domains with different chirality within the
sample further supports this order parameter. It should be pointed out however
that spin-orbit coupling, which is often overlooked despite being neither weak nor
constant across the Brillouin zone, could have a significant effect on the supercon-
ductivity. For example Scaffidi et al. [84] found that, by including spin-orbit coupling
and multiband effects in their calculations, they obtained pseudospin-triplet5 order
parameters, the details of which strongly depend on the relative magnitudes of the
gaps on the different Fermi sheets.
One of the more striking features of the chiral p-wave state is the presence of edge
currents, which we discussed in Section 3.4. The µSR data are believed to provide
indirect evidence of the edge currents, as the increased relaxation rate is assigned to
5In the presence of spin-orbit coupling spin is no longer a good quantum number, and pseudospin
is used as a quantum degree of freedom which is analogous to spin.
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a distribution of local magnetic fields associated with the presence of edge currents.
The direct measurement of these edge currents would therefore provide conclusive
evidence of the superconducting state’s broken TRS and confirm it as an analogue
to the 3He A-phase.
However to date no search for these edge currents has been successful. One such
search was carried out by Hicks et al. using a SQUID magnetometer which could be
scanned along the sample edge [85]. In this experiment no magnetic signal of the
expected magnitude was detected, meaning that an upper limit on the existing edge
currents could be estimated. Hicks et al. determined that for their measurement
to be consistent with the presence of edge currents, these would have to be less
than ∼ 0.2% of the magnitude of those predicted, or alternatively that the domains
are of the order of 30 nm in size assuming they were randomly distributed. Such
a small domain size would however be incompatible with the interpretation of the
Kerr effect measurement. Additionally the formation of such small domains appears
energetically unfavourable due to the loss of condensation energy which occurs at
domain walls.
The apparent lack of edge currents remains an unsolved puzzle, and casts doubt
on the nature of Sr2RuO4’s order parameter. Several explanations have been put for-
ward to account for the lack of edge currents, many relating to the superconducting
gap structure. As we saw in Section 3.4, the gap of the state d(k) = ∆0zˆ(kx ± iky)
on a cylindrical Fermi surface is isotropic with no nodes. Nevertheless compelling
evidence for line nodes or near-nodes has been found in experiment, indicating that
Sr2RuO4’s superconducting state is not isotropic. A typical method of looking for
nodes is by measuring the specific heat. In a nodeless weak-coupling superconduc-
tor, the specific heat decreases exponentially at low temperatures according to BCS
theory [54]. However in the presence of nodes, quasiparticle excitations are still
possible down to low temperatures, which leads to a power-law dependence of the
specific heat. Although Sr2RuO4’s specific heat displays a power-law temperature
dependence below Tc, indicating the presence of nodes, there is some controversy
about their location and orientation. Indeed there are claims that they are either
horizontal [86], or run vertically along the γ sheet in the (100) directions [87, 88].
Regardless of the location of the nodes, it has been argued that the presence of line
nodes could significantly alter the predictions for edge currents, by mixing the chiral
edge states with low-lying modes in the presence of defects [89].
Models where the superconductivity occurs mainly on the quasi-one-dimensional
α and β bands have also been used to explain the absence of edge currents. For
example in a renormalization group calculation, S. Raghu and collaborators found
that superconducting gaps with a chiral p-wave nature open up on the α and β bands
[90]. The so-called Chern number, which describes the topological properties of the
chiral p-wave state, depends on the chirality of the condensate and the sign of the
charge carriers. As the α and β bands are hole- and electron-like respectively, their
respective Chern numbers are of opposite sign, so that the total Chern number of the
system is zero. This results in the overall superconducting state being topologically
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trivial, meaning that even though edge states may exist, they are not topologically
protected. This calculation was further extended to include spin-orbit coupling and
multi-band effects, which lead to gaps of similar magnitude opening up on all three
bands. The superconducting state which is predicted in this case is chiral and
breaks time-reversal symmetry, however has a large Chern number resulting in a
strong reduction of the edge currents [91].
3.5.4 Uni-axial strain as a probe of the superconducting order pa-
rameter
We have seen in the previous section that even though there is significant experi-
mental evidence in favor of chiral p-wave, the order parameter for Sr2RuO4’s super-
conducting state has not yet been unambiguously established. Many open questions
remain regarding superconductivity in Sr2RuO4, such as why no edge currents have
been detected or what the gap structure is and whether there are nodes. To shed
more light on this issue, we propose here to use uni-axial strain as a new means of
probing the order parameter.
Figure 3.8: Sketch of the phase dia-
gram expected for a px± ipy supercon-
ductor. In-plane anisotropic strain lifts
the degeneracy between px and py and
splits their transition temperatures. If
Tc is measured with a probe which is
mainly sensitive to the upper transi-
tion, the observed Tc versus strain will
be the thick black line. From [92].
By straining a tetragonal lattice along one of its in-plane crystal axes, the tetrag-
onal symmetry will be broken. If the superconducting order parameter is of the form
px± ipy, the components px and py are degenerate at zero strain and have the same
Tc. However when the tetragonal symmetry is lifted by anisotropic in-plane strain,
the degeneracy between both components is also lifted and their transition temper-
atures split. Based solely on arguments of symmetry, this leads to a phase diagram
as shown in Figure 3.8. If one were to measure Tc with probes such as resistiv-
ity or AC magnetic susceptibility, which are only sensitive to the upper transition
where the sample first goes superconducting, the Tc versus strain curve which would
be obtained is expected to follow the thick black line in Figure 3.8. The sharp
change in the slope of Tc versus strain at zero strain would be a clear signature of a
two-component order parameter.
The phase diagram from Figure 3.8 can be derived by considering the Landau
free energy for a two-component order parameter. Let us first recall the case of a
single component order parameter, where, in the absence of fields and gradients the
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Landau free energy can be written:
F = a(T − Tc)|∆|2 + β|∆|4. (3.5.1)
This expansion of the free energy in powers of the order parameter ∆ is valid when
∆ is small, in other words close to the transition temperature. If α ≡ a(T − Tc)
is positive, the minimum of the free energy is at ∆ = 0 and the system is in the
normal state. If α is negative, F has a minimum for |∆|2 = −α/2β, corresponding to
the superconducting state. Tc is thus given by the temperature at which α changes
sign. Extending (3.5.1) to a system with two degenerate order parameters on an
unstrained lattice, we can write the free energy as [10]:
F = a(T − Tc,0)(|∆x|2 + |∆y|2) + β1(|∆x|4 + |∆y|4)
+
β2
2
(∆∗2x ∆
2
y + ∆
2
x∆
∗2
y ) + β3|∆x|2|∆y|2 (3.5.2)
where Tc,0 is the transition temperature at zero strain. By inspection we see that
parameter β2 determines the relative phase of ∆x and ∆y, depending on its sign. If
β2 > 0, the free energy is lowest for a state with broken time-reversal symmetry such
as (∆x,∆y) = (1,±i). On the other hand if β2 < 0, a state with no phase difference
between the two components is favored, such as px± py. As we wish to consider the
state where TRS is broken, let us set β2 > 0. We then have (∆
∗2
x ∆
2
y + ∆
2
x∆
∗2
y ) =
−2|∆x|2|∆y|2, so that we can simplify the fourth order terms in equation (3.5.2) to:
β1(|∆x|4 + |∆y|4) + βI |∆x|2|∆y|2 (3.5.3)
with βI = β3 − |β2|. βI then describes the interaction between the two order pa-
rameters. If βI < 0, there is a cooperative interaction between the two. In other
words the free energy is minimized by both ∆x and ∆y being large, so there is no
competition between them. However if βI > 0, the two order parameters compete
meaning that, for example, a large ∆x results in a small ∆y. If we now wish to
include the effects of strain along [100] in the free energy, (3.5.2) must be modified
in the following manner [10]:
F → F + αxε100|∆x|2 + αyε100|∆y|2 (3.5.4)
The constants αx and αy couple the strain ε100 along [100] with the x and y or-
der parameters. The strain along the x -direction is given by εxx = ε100, along the
transverse direction by εyy = −0.4ε100 and along the z -direction by εzz = −0.2ε100,
as the in-plane and out-of-plane Poisson’s ratios for Sr2RuO4 are ∼ 0.4 and ∼ 0.2
respectively [93]. We assume that there is no shear within the sample: εxy = 0.
A more detailed discussion of the strain tensor is given in Section 4.1.2. Using the
strain dependent Landau free energy from (3.5.4), we can now calculate the transi-
tion temperature for each order parameter by finding where the coefficients of the
quadratic terms |∆x|2 and |∆y|2 each change sign. Let us start with the case where
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βI = 0 so that there are no interactions between the order parameters. This yields
Tc,x = Tc,0−αxε100/a and Tc,y = Tc,0−αyε100/a for the two transition temperatures.
Hence Tc,x and Tc,y will be different when ε100 6= 0, and if in experiment only the
higher transition is observed, Tc(ε100) will vary linearly, with a sharp discontinuity
in its slope at zero strain when the system switches between Tc,x and Tc,y.
The upper transition is not affected by the value of βI , as when the system
first goes superconducting only one of the order parameters in non-zero, and so
βI |∆x|2|∆y|2 = 0 (except at ε100 = 0). If βI = 0, there is no interaction between
the order parameters and the slopes of Tc,x and Tc,y do not change below the upper
transition. On the other hand if βI 6= 0, the lower transition is affected by the
presence of the other order. For example, if we consider the case where Tc,x is the
highest transition, we can write |∆x|2 = −a(T − Tc,x)/2β1 for Tc,y < T < Tc,x.
Substituting this into the Landau free energy (3.5.4) and setting the coefficient of
|∆y|2 to zero, we find:
Tc,y =
Tc,y0 − bTc,x
1− b (3.5.5)
where b = βI/2β1 and Tc,y0 is the Tc,y found above for βI = 0. Equivalently we can
calculate the modified Tc,x by reversing x and y in the derivation and considering
the other half of the phase diagram. From (3.5.5) we can see that if b ≥ 1 (i.e.
competition between the two orders is strong), Tc,y is never positive and py super-
conductivity is completely suppressed by the presence of px. The phase diagram
from Figure 3.8 is illustrated in Figure 3.9 for different values of βI .
Figure 3.9: Phase diagram from Fig-
ure 3.8 showing how the lower tran-
sition is modified depending on the
strength of the interaction βI between
the two order parameters. A slight
asymmetry between positive and neg-
ative strain ε100 results from the in-
plane Poisson’s ratio of ∼ 0.4 for
Sr2RuO4. Taken from [92].
One might wonder whether a cusp at zero strain would also occur in the case
of two nearly degenerate order parameters, or whether this feature is specific to
the degenerate case. As an example, one could consider two non-degenerate order
parameters ∆s and ∆d corresponding to s- and d -wave states. The Landau free en-
ergy is then the sum of the free energies for each order parameter plus an interaction
term:
F = as(T − Tc,s0)|∆s|2 + βs|∆s|4
+ ad(T − Tc,d0)|∆d|2 + βd|∆d|4 + βI |∆s|2|∆d|2. (3.5.6)
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By performing an analysis similar to that described above, it can be shown that
whilst the terms containing a single order parameter give a linear dependence of Tc,s
and Tc,d on strain, the interaction term leads to a quadratic dependence [92]:
Tc,s = Tc,s0 +
2α2ε2100
asad(Tc,s0 − Tc,d0) . (3.5.7)
Therefore although there is a change of slope in Tc(ε100) at zero strain due to the
switching of the linear term between Tc,s0 and Tc,d0, it varies quadratically for small
strains on either side of zero strain. This is in contrast with the case with degenerate
order parameters, where Tc(ε100) varies linearly and has a sharp cusp at zero strain.
To summarize, we have shown that in-plane anisotropic strain can be an effective
way of probing the superconducting order parameter. In the case of a px ± ipy
superconductor, we can tune continuously between states where TRS is not broken
(px or py) and one where it is (px±ipy). A clear signature of a px±ipy superconductor
should then be a linear variation of Tc with strain for small strains, and a cusp at
zero strain. A superconducting state which is a mixture of two non-degenerate
order parameters would on the other hand give a quadratic dependence on strain.
We therefore propose to test the prediction shown in Figure 3.8 for Sr2RuO4, by
measuring its Tc as a function of applied strain. The details of the experimental set-
up used are described in Chapter 4, and the results of the measurement are shown
in Chapter 5.
3.6 Summary
In this chapter we have described the building blocks of BCS theory and some of its
main predictions, such as the quasiparticle excitation spectrum (3.1.4). As the de-
tails of the pairing interaction do not enter the derivation of BCS theory, its main re-
sults can also be applied to unconventional (i.e. non-s-wave) superconductors within
the weak-coupling re´gime. We showed how different spin and orbital wavefunctions
can be combined to form the Cooper pair wavefunction, as long as the condition for
overall antisymmetry of the wavefunction is satisfied. In particular we focused on
the possibility of spin-triplet pairing, and how such a state could be described in
terms of the d -vector, which is a useful order parameter of the state. It turns out
that the perovskite Sr2RuO4, which is isostructural to the parent compound of the
La-Ba-Cu-O family of high-Tc cuprates, is a leading candidate for spin-triplet super-
conductivity. Convincing evidence of this comes from measurements of the Knight
shift by NMR. Additionally, µSR and Kerr effect measurements indicate that its
superconducting state breaks TRS. Spin-triplet pairing has led to suggestions that
the orbital state is p-wave. The only unitary p-wave order parameter which breaks
TRS and which is allowed for a tetragonal lattice with a cylindrical Fermi surface is
of the form d(k) = ∆0zˆ(kx ± iky), a so-called chiral state. We described this state
in some detail, and showed that one of its most striking features is that it hosts
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topologically protected edge currents. Despite these edge currents having been ex-
tensively searched for in Sr2RuO4, they have not been directly measured to date.
This null result casts a doubt on the identification of Sr2RuO4’s order parameter
as chiral p-wave. In the last section of this chapter, we proposed an experiment
to further probe Sr2RuO4’s order parameter, using in-plane uni-axial strain. The
prediction is that strain applied along [100] will lift the degeneracy between the x
and y components of the order parameter, leading to a linear dependence of Tc on
strain for small strains, with a sharp discontinuity in the slope at zero strain.
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Chapter 4
Experimental Techniques
In Chapters 2 and 3 we argued that Sr3Ru2O7 and Sr2RuO4 were strong candi-
dates for investigations using uni-axial strain, as their properties are expected to
be sensitive to anisotropic distortions of the crystal lattice. Such a study of the
properties of Sr2RuO4’s superconducting state or Sr3Ru2O7’s novel phase presents
many experimental challenges, as one must perform high precision AC susceptibility
or resistivity measurements, whilst applying strain and magnetic field to the sample
and maintaining it at cryogenic temperatures. In this chapter we will give details of
the experimental set-up used, starting with an introduction to the uni-axial strain
technique, followed by a description of how the samples were prepared and the meth-
ods used for resistivity and AC magnetic susceptibility measurements. To conclude
the chapter, we will discuss the main cryogenic system used for experiments, namely
our adiabatic demagnetization refrigerator.
4.1 Uni-axial strain
4.1.1 Introduction
Many experiments on strongly correlated systems are performed under high ap-
plied pressures, as a means of studying how the electronic states are affected by
deformations of the crystal lattice. For example in the case of CePd2Si2, hydro-
static pressure causes the suppression of its antiferromagnetic transition, and the
emergence of an unconventional superconducting state at ∼ 20 kbar, leading to the
suggestion of magnetically mediated Cooper pairing [23,94]. In the case of the iron
pnictide superconductor BaFe2As2, it was shown that pressure and chemical doping
have similar effects on the electronic structure, indicating that structural distortions
rather than charge doping of the layers affect superconductivity in this material
[95]. The high-Tc cuprates have also been extensively studied under pressure. For
example in the case of La1.48Nd0.4Sr0.12CuO4, it was found that for a hydrostatic
pressure of ∼ 0.1 GPa, there is an abrupt increase of Tc accompanied by a sudden
change in the Hall coefficient [96]. This was interpreted as a transition between one-
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and two-dimensional transport, and a sign of competition between static stripes and
superconductivity.
Uni-axial pressure is also a widely employed technique, the difference to hydro-
static pressure being that it is directional and allows the effect of different lattice
distortions to be probed. In the case of YBa2Cu3O7, it was shown that Tc decreases
with pressure applied along b, increases with pressure along a and only weakly
decreases with pressure along c [97]. When hydrostatic pressure is applied, the in-
plane effects cancel each other out, so that Tc only has a very weak dependence on
pressure. The Tc of La1.64Eu0.2Sr0.16CuO4 can be almost doubled for 3 kbar along
[110], whilst it has a much weaker dependence on pressures along [100] and [001]
[98]. Static stripe order is believed to compete with superconductivity in this com-
pound, and it is argued that because the principal axes of the strain induced by the
[110] pressure are different from those of the stripes, the stripes are suppressed and
superconductivity enhanced.
Uni-axial pressure can therefore be an excellent tool for studying the sensitiv-
ity of a system’s electronic properties to the symmetries of the lattice and different
anisotropic distortions. For our measurements of Sr2RuO4 and Sr3Ru2O7, we devel-
oped a piezoelectric-based apparatus where the control parameter is uni-axial strain
rather than pressure, a difference which we will emphasize in Section 4.1.4. With
it we are able to apply both tensile and compressive strain, which can be tuned
continuously whilst the sample is at cryogenic temperatures. Before describing the
apparatus itself however, let us first introduce a framework for describing the stress
and strain of a sample.
4.1.2 Strain and stress tensors
Strain is a measure of the deformation of an object, defined as ∆L/L for an object
of length L. Let us start by considering the simple one-dimensional case of a long
thin rod, illustrated by the sketch in Figure 4.1.
A B
u u +      dx ∂u
∂x
dx +      dx ∂u
∂x
dx
A’ B’
1:
2:
x
Figure 4.1: A long thin rod is unstrained at time 1. At time 2 a force is acting on
one of its ends, causing it to stretch. The length AB changes to A’B’, resulting in
the sample being strained.
At time 1 there are no forces acting on the rod and it is in a state of equilibrium.
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Two points marked A and B are separated by a distance dx, which can be made
infinitesimally small. At time 2 a force is being applied at one end of the rod, whilst
the other is held fixed, causing it to be stretched. We do not concern ourselves with
what happens between times 1 and 2, or how fast the change occurs, and assume that
the system is in equilibrium. We define the displacement of point A as u = A′ −A.
Using the various distances shown in Figure 4.1, we can write the resulting strain
on element dx as:
ε =
∆L
L
=
A′B′ −AB
AB
=
dx+
∂u
∂x
dx− dx
dx
=
∂u
∂x
. (4.1.1)
If we wish to generalize this result to three dimensions, we consider a point (x, y, z)
in an unstrained object, whose coordinates become (x + u, y + v, z + w) when the
object is strained. Then, following the derivation shown for example in ref. [99], the
full strain tensor is given by:
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
+
∂uk
∂xi
∂uk
∂xj
)
, (4.1.2)
where i, j and k can be any of x, y and z, and (ux, uy, uz) = (u, v, w). The dis-
placement vector is given by (ui, uj , uk). If a body’s strain tensor is known, the
deformation of the body is completely determined. As can be seen from the struc-
ture of the strain tensor it is symmetrical: εij = εji. Assuming that we are working
in the limit of small strains, the last term of equation (4.1.2), being of second order,
can be neglected. This enables us to write the more commonly used strain tensor:
εij =
εxx εxy εxzεyx εyy εyz
εzx εzy εzz
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(4.1.3)
The diagonal terms correspond to tensile strains if they are positive, and compressive
if they are negative. The off-diagonal terms give a measure of the shear strains.
When a body is strained, internal forces arise which tend to restore it to its original
state. This results in a stress σ of the sample, defined as σ = F/A0 where F is the
restoring force, and A0 the area on which it is acting. Stress is generally described
by considering a volume element within the body. If the volume element is a cube
with its principal axes along x, y and z, σxx, σyy and σzz are the normal components,
and σxy, σxz, σyz, etc. are the shear components of the stress, in analogy to the strain
tensor. σijdsj corresponds to the force along the i-th direction acting on the face
normal to the j-th direction, where dsj is the area of one of the volume element’s
faces.
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Figure 4.2: The deformation of a bar under tension can be resolved into two types
of distortion: one which is anisotropic (top sketch), and one which is an isotropic
dilatation (bottom sketch). If strain along z is neglected, the anisotropic distortion
is volume preserving. The dashed box illustrates the original sample shape, and the
full line the distorted sample.
Experimentally, we will be working with bar-shaped samples which we tension
or compress along their length, so let us focus on this case for now. Consider a
simple bar which we tension along x by applying forces which act uniformly on each
of its ends, so that the deformation of the bar is homogeneous, in other words the
strain tensor is constant throughout the sample’s volume. The deformation of the
sample can be resolved into two types of distortions, as illustrated in Figure 4.2: an
anisotropic distortion of the form εxx = −εyy = −εzz, and isotropic dilatation of the
form εxx = εyy = εzz. Note if we neglect strain along z, the anisotropic distortion
is volume preserving. The relative strength of these different distortions is strongly
material dependent, and is given by the material’s Poisson’s ratio ν = −εyy/εxx =
−εzz/εxx for an isotropic material. At low strains, stress and strain are related by
a proportionality constant E, which is the material’s Young’s modulus: σ = Eε.
Using Poisson’s ratio, we can write out all of the strain tensor components in terms
of the stress for an isotropic material:
εxx =
1
E
[σxx − ν(σyy + σzz)]
εyy =
1
E
[σyy − ν(σxx + σzz)]
εzz =
1
E
[σzz − ν(σxx + σyy)]
εxy =
1 + ν
E
σxy, εxz =
1 + ν
E
σxz, εyz =
1 + ν
E
σyz

(4.1.4)
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It is interesting to note that it is possible to have non-zero strain along a direction
that has no stress.
If we now move to the case of an anisotropic material, ν and E have different
values along different directions. To relate stress along direction ij and strain along
direction kl to each other1, one must then use the stiffness tensor cijkl (also known
as the elastic tensor) or the compliance tensor sijkl:
σij = cijklεkl, (4.1.5)
εij = sijklσkl. (4.1.6)
cijkl and sijkl are fourth-rank tensors, and sijkl = (cijkl)
−1. Because of the symmetry
of the stress and strain tensors, we can use the more convenient matrix notation
σm = cmnεn and εm = smnσn, where m and n number the pairs of suffixes ij from
1 to 6:
Tensor notation (ij) 11 22 33 23, 32 31, 13 12, 21
Matrix notation (m or n) 1 2 3 4 5 6
The stiffness and compliance matrices are therefore both 6×6 matrices. For a full re-
view of the tensor properties of crystals the reader is pointed to the treatments given
in references [100] and [101]. Here we will content ourselves with quoting the main
results for a tetragonal crystal with the I4/mmm space group symmetry of Sr2RuO4.
In such a crystal there are six independent elastic constants: c11, c33, c23, c12, c44 and
c66, so the full stiffness matrix is:
cmn =

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66
 . (4.1.7)
The elastic constants of Sr2RuO4 were measured experimentally by resonant ultra-
sound spectroscopy [93]. For our experiments, we will be applying in-plane strain
along a particular crystal direction, and are interested in knowing what transverse
strain will result from the applied longitudinal strain. This is given by the Pois-
son’s ratio mentioned above, which is defined as the ratio of the transverse to the
longitudinal strain.
For the Sr2RuO4 measurement, we applied strain along the [100] and [110] di-
rections. When we apply a strain along [100], there is a net stress σxx which tends
1Here i, j, k, l are numbers from 1 to 3 referring to the principle axes x, y, z. We use the convention
that ij refers to the direction of the specified principle axis when i = j. When i 6= j, the direction
is given by the sum of the unit vectors along i and j; for example 12 ≡ xy refers to direction [110]
in crystallographic notation.
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to restore the crystal to its unstrained state, but all other stress components σij are
zero. Therefore the in-plane Poisson’s ratio is given by νin = −ε2/ε1 = −s12/s11 and
the out-of plane one by νout = −ε3/ε1 = −s13/s11, from εm = smnσn. To obtain the
compliance tensor, we invert the stiffness tensor measured by Paglione et al. [93],
and obtain s11 = 0.570, s12 = −0.224, s13 = −0.118, s33 = 0.561, s44 = 1.522 and
s66 = 1.634, each in units of 10
−2 GPa−1, giving νin = 0.394 and νout = 0.207.
For strain applied along [110], σxx = σyy = σxy and σzz = 0. Additionally,
because the strain is applied at 45° to the in-plane axes, εxx = εyy by symmetry. It
can be shown that the in-plane Poisson’s ratio in this case is given by νin = (εxy −
εxx)/(εxy + εxx) = −(4s12− s1)/(4s11 + s1) = 0.405, where s1 = (s66 + 2s12− 2s11),
by considering the transformation of the axes of the compliance tensor when the
longitudinal strain is specified to lie along the [110] direction (see ref. [102]). The out-
of-plane Poisson’s ratio for [110] strain is νout = εzz/(εxy+εxx) = −4s13/(4s11+s1) =
0.203. The full stiffness tensor has not been measured for Sr3Ru2O7, so we are unable
to calculate its relevant Poisson’s ratios. It is likely that they will be similar to those
of Sr2RuO4, as the crystal structures of both compounds are similar, although the
rotation of the octahedra in Sr3Ru2O7 could modify their value.
4.1.3 Uni-axial techniques
Before describing the uni-axial strain probe which we developed, let us give a brief
review of other uni-axial techniques, to motivate why a new technique was necessary
for our experiments. A common method involves compressing the sample along a
particular direction by exerting a force normal to one of its faces, resulting in a
uni-axial stress. In this case the controlled quantity is stress rather than strain,
as the force is the parameter which is tuned. Pressure is often applied by com-
pressing a spring which pushes on an anvil which in turn compresses the sample.
In such a pressure cell, the pressure is often set at room temperature by adjusting
a bolt, meaning that the sample must be repeatedly thermally cycled to perform
measurements at different pressures. Examples of pressure cell designs are given in
references [103] and [104]. In [104], a set-up which enables the continuous tuning of
uniaxial pressure whilst maintaining the sample at low temperatures is described,
where control is achieved using bellows filled with high pressure helium.
Uni-axial pressure cells present several experimental challenges, the foremost
being that of strain homogeneity within the sample. In a typical uni-axial pressure
experiment, the sample strain achieved is of the order of ∼ 0.1%, corresponding
to a compression of ∼ 1 µm for a 1 mm long sample. If the anvils are directly
in contact with the sample, both the anvil and sample faces must be flat on a
scale smaller than ∼ 1 µm in order to obtain high strain homogeneity within the
sample. If this is not the case, the force will not be transmitted to the sample
evenly across its face, with high strains becoming concentrated around any sharp
features. To reduce strain inhomogeneity it is therefore important to polish the
sample and anvil faces to a high level of smoothness, which is often challenging
due to the mechanical properties and small sizes of the samples. A further source
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of inhomogeneity is the frictional locking of the sample faces to the anvils. As the
sample is compressed, its faces become locked to the anvils and cannot expand, whilst
its centre will expand according to its Poisson’s ratio, causing strain gradients within
the sample [105]. Strain inhomogeneity within the sample makes determining to high
accuracy sample properties as a function of applied pressure difficult. For example,
if one wishes to measure the pressure dependence of a superconducting transition,
strain inhomogeneities will lead to different parts of the sample having different
Tc’s. Then when the Tc of the whole sample is measured, the superconducting
transition will broaden at high pressures due to the distribution of Tc’s within the
sample. This effect is illustrated in Figure 4.3, where the superconducting transition
of La1.64Eu0.2Sr0.16CuO4 goes from a sharp one at zero pressure, to one which is
spread over ∼ 5 K at 3.0 kbar [98]. Strain homogeneity can be improved in pressure
cell experiments by increasing the sample’s aspect ratio (length/width), thus relaxing
the constraint on face smoothness, as well as placing foils between the sample and
anvils to reduce frictional locking [106].
Figure 4.3: Magnetization divided by
field of La1.64Eu0.2Sr0.16CuO4 as a func-
tion of temperature showing its super-
conducting transition for a series of
different pressures applied along [110].
Two effects are observed: the supercon-
ducting transition moves up in temper-
ature with pressure, and broadens with
pressure. The second is due to strain
inhomogeneity within the sample, and
introduces uncertainty in the determi-
nation of Tc against pressure. Taken
from [98].
A method for applying uni-axial strain which offers higher strain homogeneity
and in situ strain tunability is glueing the sample directly to a piezoelectric stack, as
described in ref. [107]. Applying a voltage to the piezoelectric stack causes its length
to change and results in a strain being transmitted to the sample through the glue.
The faces of the sample and the piezoelectric stack do not need to be perfectly smooth
for high strain homogeneity, as imperfections will be taken up by the glue. However,
this method also presents some drawbacks. Piezoelectric stacks lengthen by ∼ 0.1%
along their poling direction as they are cooled down from room temperature to 4 K
(see for example [108]), whilst most materials contract by 0.2% − 0.3%. Therefore
when the sample-on-stack system is cooled down, there will be a large differential
thermal contraction resulting in the sample being highly strained. The range of
motion of the stacks decreases as temperature is lowered. For the stacks used in our
experiments, we found that the range of motion at 4 K is ∼ 0.06% (discussed in
Section 4.1.4), meaning that the sample strain at low temperature is much greater
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than the range of motion of the stacks, and it is impossible to tune back to isotropic
strain.
Our experimental requirements were the following: (1) high strain homogeneity
as, in the case of Sr2RuO4 for example, we need to be able to resolve Tc to a
high accuracy; (2) the ability to apply both positive and negative strains, as was
motivated in Section 3.5.4; (3) the ability to tune the strain continuously in situ. In
an effort to fulfil these, Clifford Hicks designed a new uni-axial strain probe based on
the use of piezoelectric stacks, which we will now describe. The parts for the probes
were made by the in-house mechanical workshops in St Andrews and Dresden, and
the probes themselves assembled and wired by Clifford and myself.
4.1.4 Uni-axial strain probe
A schematic of the uni-axial strain probe used for our experiments is shown in Figure
4.4a, and described in detail in ref. [109]. A bar-shaped sample is secured across the
gap between the two sample plates, using epoxy to fix it at either end. One of the
sample plates is held fixed relative to the probe’s body, whilst the other can be moved
using the three piezoelectric stacks to change the length of the gap and thus apply
a strain to the sample. The three stacks are arranged in parallel, and are joined
by a bridge at one end, so that to zeroth order their thermal contraction does not
cause the sample to be strained. The piezoelectric stacks lengthen along their polling
direction when a positive voltage is applied to them (a negative voltage causes them
to contract), so in this configuration a positive voltage to the central stack causes the
sample to become compressed, whereas a positive voltage to the outer stacks causes
it to become tensioned. As the stacks are longer than the sample, higher strains
are achievable than if the sample were simply glued to a stack. Approximating the
strain to be homogeneous within the sample (we will discuss strain homogeneity
further on), the sample strain is given by:
∆Ls
Ls
=
(∆Louter −∆Linner)
Ls
=
Lp
Ls
(εouter − εinner), (4.1.8)
where Ls is the strained length of the sample, Lp the length of the stacks, and
εinner = ∆Linner/Lp and εouter = ∆Louter/Lp the strains on the inner and outer
stacks respectively. Hence, even with a strain range of ∼ 0.06% on the stacks at low
temperature, with Lp = 4 mm and Ls = 1 mm we are able to achieve a strain range
of ∼ 0.5% on the sample, centred on zero strain. A picture of the first generation
strain probe used for the experiments on Sr2RuO4 is shown in Figure 4.4b, where
two 2 mm stacks were glued together to give Lp = 4 mm. The inner and outer
stacks can be used in conjunction to ramp the strain smoothly across zero strain.
For example, if we wish to go from high compression to high tension we can ramp
the voltages on the (inner, outer) stacks from (300 V, 0 V) to (0 V, 300 V), which
avoids any discontinuity across zero strain.
It is worth noting that the probe described here is best approximated as an
applied strain rather than an applied stress apparatus. The elastic constant of the
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apparatus being high compared to that of the sample, the sample must deform in
response to any displacement applied by the stacks, if it does not break2. Due to
the sample’s Poisson’s ratios, an applied longitudinal strain will result in induced
transverse strains, so the total strain is not strictly speaking uni-axial. The fact
however that we are directly controlling strain along a single axis, and that the
stress within the sample is uni-axial, justifies the description of the present device
as a uni-axial strain probe.
(a) (b)
Figure 4.4: (a) Schematic of the uni-axial strain probe. The inner and outer piezo-
electric stacks can be actuated independently to either compress or tension the
sample. Taken from [109]. (b) Picture of the first generation strain probe used for
the measurements on Sr2RuO4. The stacks are 4 mm long, and the sample gap ∼ 1
mm, giving a strain range of ∼ 0.5%. The probe is mounted in a brass frame, which
can itself be mounted in a cryogenic system.
Let us now turn to the details of the construction of the strain probe. We used
lead zirconium titanate (PZT) stacks from Piezomechanik GmbH3 which, according
to the catalog, can be operated between -30 and +150 V at room temperature. We
found in practice that the stacks could be safely operated between at least -280 and
+420 V at ∼ 1 K, giving a ∼ 0.06% movement range. The device is made out of
titanium, whose thermal contraction is similar to that of the piezoelectric stacks
along their transverse direction4. As titanium’s thermal contraction is relatively
small, the differential thermal contraction between the sample and the probe can
cause the sample to become significantly strained at low temperatures. Several
approaches can be taken to avoid this problem. In the first generation strain probe,
this was solved by including copper “thermal contraction foils”, which are shown in
Figure 4.5a. The idea here is that copper has a much higher thermal contraction
than titanium, so by making the foils of the right thickness, one can cancel out the
2In the case of an applied stress device, the apparatus has a lower elastic constant than the
sample, for example when a spring is used to apply the force; the applied force is then constant and
the sample allowed to deform.
3The model of stacks used is Pch 150/5×5/2.
4Between room temperature and 4 K, titanium contracts by 0.151% [110], whilst the stacks
contract by ∼ 0.12% perpendicular to their poling direction [108].
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differential thermal contraction between the sample and the body. In the case of
Sr2RuO4, which has an in-plane thermal contraction of 0.23% [72], we estimated
that 200 µm thick copper foil would keep the sample at approximately zero strain,
for a distance of ∼ 800 µm between the sample plates.
(a) (b)
Figure 4.5: (a) Diagram showing the components of the first generation strain probe.
From [109]. (b) Photograph of the second generation strain probe with 6 mm long
stacks, indicating the positions of the bonding pads.
The different elements of the first generation strain probe are illustrated in Figure
4.5a. The copper foils go in between the two titanium blocks which make up the
main part of the probe’s body. The blocks are secured together with brass screws,
which have a larger thermal expansion than the titanium, so they are held together
more tightly as the apparatus is cooled down. The sample plates are also made out
of titanium, and are fixed in place with brass screws on top of a silver foil, which
serves to increase the thermal link between the sample and the temperature sensor.
The temperature sensor is a ruthenium oxide chip, and is epoxied to one of the
silver foil’s free tabs, as shown in Figure 4.4b. A thick silver wire is attached to
another of the silver foil’s tabs, linking it to the fridge’s cooling stage (the details
of which are give in Section 4.5). The sample plates can be electrically isolated
from the body, which may be necessary for transport measurements for example, by
wrapping them in cigarette paper. Flexures were included in the design to protect
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the stacks and sample from any unwanted transverse forces, which may occur during
sample mounting or when the probe is mounted on a fridge. The flexures being much
thinner along the direction of applied strain than perpendicular to it, they have a
much higher spring constant for transverse or twisting motions than for longitudinal
motion.
The stacks were found to be hysteretic, especially at higher voltages, so it was
necessary to include an independent means of determining the sample strain. In
the first generation probe, this took the form of a strain gauge which was mounted
across the gap directly under the sample. The gauge factor GF is the proportionality
constant between the strain gauge’s resistance and the strain it is under: GF =
(∆R/R).1/ε. For the strain gauge we used, GF = 2 and we approximate it to
be temperature independent5. To accurately measure the strain gauge’s change in
resistance, it is placed in a bridge circuit. The current required to measure changes
in resistance in a bridge circuit is small (we used 10 µA), which ensures that very
little heat is generated.
The second generation strain probe, which was used to measure two Sr3Ru2O7
samples, is pictured in Figure 4.5b. It is similar to the first generation strain probe
except for three main features. The first is that it has 6 mm long stacks, resulting
in higher achievable strains. The second is that it contains no thermal contraction
foils. Instead, the body is made from a single piece of titanium, so as to reduce the
possibility of strains across the sample due to differences in thermal contraction of
the different parts. We found that this yielded a significant improvement in strain
homogeneity within the sample, as will be discussed in Section 6.2.5. To prevent the
sample breaking due to differential thermal contractions, it is necessary to bias it
towards compression. Indeed, if the sample is already under sufficient compression
when it is cooled down it will not be pulled apart due to the differential thermal
contractions. The biasing is achieved by applying a positive voltage to the outer
stacks when the epoxy in the sample mounts is curing, resulting in the sample being
compressed when the epoxy is hard and the voltage released. The third difference
is that, instead of a strain gauge, a parallel plate capacitor was used to measure the
displacement of the sample plates. The reason for this was to avoid the temperature
and magnetic field dependence exhibited by the strain gauge, to enable accurate
control of the strain at different fields and temperatures as well as simplify data
analysis. The capacitor is made of two rectangular titanium plates of area A which
are spaced by approximately 35 µm. The displacement which is applied by the
stacks is directly transmitted to one of the plates, changing their separation. We
use the parallel plate approximation C = ε0A/d to estimate the plate separation d
from the measured capacitance C, and estimate the applied strain.
To perform measurements on the sample, bonding pads are installed on the
5The strain gauge used is a Vishay Micro-Measurements EK-06-250PD-10C/DP. In Tech Note
TN-504-1 by Vishay Micro-Measurements, it is stated that the gauge factor changes linearly by
1.0% between 24° C and -73° C, which would give by extrapolation a ∼ 3% larger GF at 0 K than
at room temperature.
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probe on either side of the sample, as shown in Figure 4.5b. Insulated copper wires,
which are twisted in pairs to reduce pick-up noise [110], are soldered to the ends
of the bonding pads and join up at a 24-pin connector which serves as an interface
between the probe and whichever cryogenic platform it is mounted on. Wiring from
the sample, or whichever probe is used to measure it, can then be attached to the
bonding pads, providing a direct connection between the sample at low temperature
and room-temperature electronics. As the probe is often used for experiments in
magnetic fields, we ensure that wherever possible the wiring is tightly secured to the
frame, to prevent vibrations of the wires, which can give rise to induced voltages
and become a large source of noise.
4.1.5 Sample mounting
The way in which the sample is mounted in the probe has a large influence on how
homogeneous the strain within the sample is. To secure the sample onto the sample
plates, we used Stycast 2850FT epoxy which we cured at 60°C for 4-5 hours. The
advantage of using an epoxy rather than mechanically clamping the sample is that
the sample’s faces and sample plates do not need to be polished to a high level of
smoothness, and it avoids the concentration of high strain gradients in the sample
at the edges of the sample plates. For early samples, we simply placed a droplet of
epoxy at the ends of the sample, as illustrated in Figures 4.6a and c. Although this
provides an easy way to apply strain to the sample, the asymmetry in the mounting
conditions can lead to large strain inhomogeneities in the middle of the sample.
The reason for this is that the sample is held more firmly on its lower face than its
upper face, so that when the sample is strained it is made to bend (upwards when
compressed and downwards when tensioned), as shown in Figure 4.6e.
To prevent this issue, we mounted later samples such that they were also held
on their top face by a rigid titanium cap foil, to try and achieve symmetrical mount-
ing conditions (Figures 4.6b and d). In the case of Sr2RuO4 where we performed
measurements using both mounting techniques, we found that the superconduct-
ing transitions broadened less with strain when a cap foil was used, indicating a
higher strain homogeneity within the sample. According to finite element analy-
sis calculations carried out by Mark Barber and described in [109], if the sample
is mounted perfectly symmetrically, strain inhomogeneity decays exponentially to-
wards the sample centre. Therefore any measurement on the strained sample should
preferably take place towards its centre, to ensure that a region with homogeneous
strain is being probed. In the calculations it was shown, for example, that for a
sample mounted as shown in Figure 4.6d, the strain is homogeneous within 1% as
soon as one moves 0.4 times the sample width away from the sample plate edge.
4.1.6 Strain calculation
To calculate the strain on the sample, we need to know its strained length (Ls in
equation (4.1.8)) to high accuracy. In general however, the strained length is not
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Figure 4.6: Different sample mounting techniques. (a) A picture of a sample secured
with drops of epoxy at either end, the sketch of which is shown in (c). The asymmet-
rical mounting conditions lead to a bending of the sample when strain is applied, as
illustrated in (e). The regions in red represent where the force is predominantly be-
ing transmitted to the sample. (b) and (d): picture and sketch of a sample mounted
with a cap foil, to try and achieve symmetrical mounting conditions. Taken from
[109].
the same as the gap between the sample plates, as the epoxy in the sample mount
deforms and takes up some of the applied displacement. A force applied to one of
the sample plates is transmitted to the sample via the epoxy over a length λ, so
the total displacement applied by the stacks and measured by the strain gauge is
distributed over a length Ls = L + 2λ in the sample (L is the separation of the
plates).
Figure 4.7: Illustration of the model
used to calculate λ in equation
(4.1.10). When n = 2 the sample
is held by epoxy on its top and bot-
tom faces. A force F on the sample
is transmitted to the sample plate
and cap foil via the epoxy over a
length-scale λ, causing the sample
displacement D(x) to decay expo-
nentially within the mount. From
[109].
λ can be estimated using a simple model with some basic assumptions: the
sample’s width w is much larger than its thickness t, so we only consider bonding of
the epoxy on its upper and lower faces; the sample plates and cap foils are perfectly
rigid; we neglect any shears within the sample, and assume that the strain is constant
across the sample’s width and thickness. This model is illustrated in Figure 4.7. If
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the displacement is applied along the x-direction, the sample experiences a force at
position x given by F (x) = Ewtεxx (E is the sample’s Young’s modulus). Then, if
S is the shear stress at the interface between the sample and the epoxy, we have:
dF
dx
= nwS(x) ≈ nwC66,eD(x)
d
, (4.1.9)
where C66,e is the epoxy’s shear elastic constant, D(x) the displacement at position
x, n = 1 if the sample is secured only through its bottom face and n = 2 if it is
secured through its top and bottom faces, and d is the epoxy thickness [109]. As
εxx = dD(x)/dx, we obtain a second order differential equation for D. We find that
the displacement decays exponentially within the sample mount over the length-
scale:
λ =
√
Etd
nC66,e
. (4.1.10)
Taking C66,e = 15 GPa for Stycast 2850FT, a Young’s modulus E = 1/s11 =
176 GPa for longitudinal deformations in Sr2RuO4 [93], typical sample dimensions
(t = 50 µm, d = 30 µm) and n = 2, we obtain λ ≈ 100 µm. Equation (4.1.10)
is particularly useful for estimating what length of the sample to embed in epoxy
when mounting it. However, due to the many assumptions which went into its
derivation, to obtain a more accurate estimate of the strain at the middle of the
sample, it is necessary to perform a full finite element analysis calculation modelling
the deformations of the sample and epoxy. These calculations were carried out for
both the Sr2RuO4 and Sr3Ru2O7 experiments by Mark Barber, and his results are
used in Chapters 5 and 6 to estimate the sample strain during our measurements.
4.2 Sample preparation
All of the samples used were cut from single crystals grown by the floating-zone
method. The Sr3Ru2O7 crystals were all grown by Robin Perry, whilst two batches
of Sr2RuO4 crystals were used: one grown by Alex S. Gibbs and the other by Keigo
Nishimura in Prof. Y. Maeno’s group. Crystals are produced by mixing powders of
SrCO3 and RuO2 and pressing them into a rod which is sintered and then placed in
an image furnace. The section of the rod which sits at the focal point of the furnace’s
two infra-red lamps becomes molten. As the rod is moved vertically through the
focal point, impurities gather in the melt leaving a high purity single crystal at
one end. The optimization of the growth process for Sr3Ru2O7 is presented in
detail in ref. [37]. Sample quality can vary significantly from growth to growth,
and so to select the best Sr3Ru2O7 crystals we referred to the extensive sample
characterisation work carried out by J.-F. Mercure and Robin Perry [111]. All of
the Sr3Ru2O7 experiments described in Chapter 6 were performed on samples cut
from crystal C697B, as labelled in [111], which has a residual resistivity of ρ0 ≈ 0.25
µΩcm. For Sr2RuO4, the first batch of crystals has a Tc of 1.35 K, whilst for the
second Tc = 1.45 K.
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Before mounting samples in the strain probe, they must be cut into bars with
accurately known dimensions and aligned along a specific direction with respect to
the crystal axes. Both Sr2RuO4 and Sr3Ru2O7 cleave easily along the ab-plane,
resulting in a highly reflective surface and thus making it straightforward to identify
the the direction of the c-axis. Smooth cleaves were achieved by gently pressing on
the sample with a sharp scalpel blade. To determine the alignment of the in-plane
axes, we performed X-ray Laue diffraction measurements using the Laue set-up at
the Centre for Science at Extreme Conditions at the University of Edinburgh. The
X-ray beam was incident on the crystal normal to the ab-plane, this alignment
being achieved using a laser which was reflected off of the sample’s cleaved surface.
The reflected X-ray beam was recorded on an image plate, resulting in an observed
diffraction pattern, an example of which is shown in Figure 4.8a. The spots of
high intensity correspond to where the Bragg condition for constructive interference
of the reflected beam is fulfilled, thus enabling one to deduce the orientation of
the crystal axes, as the diffraction pattern has the same symmetry as the crystal
structure. Figure 4.8a shows the diffraction pattern of a Sr2RuO4 crystal, and Figure
4.8b the corresponding simulated diffraction pattern. The axes of four-fold in-plane
symmetry are easily identifiable in the diffraction pattern, allowing us to determine
the directions of the in-plane axes with respect to the sample to high accuracy6.
The diffraction patterns of the Sr3Ru2O7 crystals were also measured. These are
not affected in a measurable way by the crystal structure’s slight orthorhombicity,
and look qualitatively the same as those of Sr2RuO4.
After aligning the sample, it was mounted on a goniometer and cut with a
wire saw7 along the desired direction. To obtain the necessary fine cuts we used
a 30 µm diameter wire and a cutting slurry made from a mixture of glycerine and
silicon carbide powder. With this set-up we were able to reliably produce bar-
shaped samples with lengths ranging between 0.5 − 2.5 mm and widths between
100 − 300 µm. The cuts were made along the [100] direction, with the upper face
of the bar being the ab-plane. In the case of Sr2RuO4 we also cut samples along
[110]. Accurately controlling the thickness of the bars is difficult, as they tended to
cleave during the cutting process resulting in a distribution of thicknesses between
30−100 µm. Cleaves could also be performed manually with a scalpel blade, however
this is not a precise enough technique to accurately set the thickness of the bar. In
practice we would identify the sample with the highest quality cleave and the desired
dimensions among a large selection by studying them under a microscope. Typical
sample dimensions used were ∼ 1.5 × 0.2 × 0.04 mm, so that if a gap of ∼ 1 mm
between the sample plates was used, there would be a sufficient length of the sample
embedded in epoxy at either end to ensure that the strain was properly transmitted.
6We estimate that the alignment of the a- and b-axes with respect to the sample is known within
an accuracy of ∼ 2°, the error arising from uncertainty in the precise alignment between the sample
and the image plate.
7The wire saw used was a KD Unipress WS22.
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(a) (b)
Figure 4.8: (a) Laue diffraction pattern of a Sr2RuO4 crystal, measured with an
incident beam normal to its ab-plane. (b) Simulated diffraction pattern of a Sr2RuO4
crystal for an incident beam normal to its ab-plane, produced with Orient Express.
In both cases the a- and b-axes run respectively vertically and horizontally.
4.3 Resistivity measurements
For the Sr3Ru2O7 experiment, we measured resistivity as a function of strain and
magnetic field. To do this, we ran a known current through the bar-shaped sample
and measured the voltage drop along its middle section. A picture of a sample
with electrical contacts mounted on a quartz plate is shown in Figure 4.9a. The
current contacts are attached to the ends of the bar, such that the current flows
predominantly along the ab-plane, and two pairs of voltage contacts are on opposite
sides of the bar. All of the contacts are made using gold wires (50 µm for the current
contacts, 25 µm for the voltage ones), which are attached to the sample using DuPont
6838 silver epoxy. To achieve sub-1 Ω contact resistances, it is necessary to anneal
the contacts at 450°C for five minutes. Once the contacts have been prepared, the
wires are cut to remove the sample from the quartz plate and it is mounted in the
strain probe, as illustrated in Figure 4.9b. As can be seen, it is necessary to make
a hole in the cap foil to be able to access the current wires. As long as the hole is
placed far enough back from the edge of the sample plate, this will not affect how
strain is transmitted to the sample, as this occurs within the leading ∼ 100 µm
from the edge. Connections from the floating gold wires on the sample are made
to bonding pads on the strain probe using 50 µm gold wires and room-temperature
curing DuPont 4929 silver epoxy.
In the set-up shown in Figure 4.9b, the resistivity of the sample is determined
by sourcing a current through wires 1 and 2, and then measuring the voltage drop
between 3 and 4 and between 5 and 6; the two pairs are measured simultaneously
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Figure 4.9: (a) Photograph of a Sr3Ru2O7 sample. The sample is held above a
quartz plate by gold wires, which are attached to it with silver epoxy. (b) Sketch
of how a sample is mounted in the strain probe for transport measurements. The
directions of the crystal axes are indicated.
as a consistency check. For a perfectly shaped bar, the longitudinal resistivity ρxx
is related to the measured voltage by V = Iρxxl/A, for a separation l between
the voltage contacts, and a cross-section A of the bar. If we run a current I = 1
mA through the sample, and take a typical value l/A = 20000 m−1, the resulting
voltage drop will be V ≈ 40 nV for a sample with a residual resistivity of 0.2 µΩcm
at temperatures close to 0 K. Therefore to accurately measure the resistance of
Sr3Ru2O7 at low temperature, it is necessary to employ noise-reduction and signal
amplification techniques.
We used lock-in amplifiers (LIA) to perform phase sensitive measurements of
AC voltages8. To generate an AC current, we connect the LIA’s voltage output
to a battery powered voltage source9; this voltage is placed across a resistance in
series with the sample. The resistance is chosen to set the desired current running
through the sample. The LIA consists of an amplifier followed by a phase sensitive
detector, enabling the detection of a signal at a given frequency within a very narrow
bandwidth, resulting in a high signal-to-noise ratio. The LIAs used have a low input
noise of 6 nV/
√
Hz at 1 kHz, however we found further amplification was necessary
to reduce the noise levels further. To achieve optimum noise levels, we used a
transformer10, whose output was fed into a preamplifier11, giving us noise levels of
∼ 0.1 nV/√Hz at 100 Hz. Measurements were performed at frequencies between 80
and 200 Hz, which corresponds to the DC limit for a typical metal, where relaxation
times are of the order of ∼ 10−14 s [15].
8The model used is SR830 from Stanford Research Intruments.
9This serves to avoid ground loops in the circuit.
10SR554 transformer/preamplifier from Stanford Research Instruments.
11SR550 preamplifier from Stanford Research Instruments.
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4.4 AC magnetic susceptibility measurements
For the Sr2RuO4 experiment, we wished to track the superconducting Tc as a func-
tion of strain. A convenient way of determining Tc is to measure the sample’s AC
magnetic susceptibility, as this changes abruptly at Tc. This technique probes a
finite volume of the sample, providing the average over that volume of the sample’s
magnetic response; this is in contrast to resistivity, where a single least-resistance
percolative path is measured, making it much more sensitive to strain inhomogene-
ity. The AC magnetic susceptibility is defined as χ = dM/dHac, where M is the
magnetization and Hac an applied oscillating field. The real part of the AC suscep-
tibility χ′ drops from its normal state value to -1 in the Meissner state, whilst the
imaginary part χ′′ has a peak in the mixed superconducting state, corresponding to
AC losses, and is zero in the Meissner state [112]. A photograph and sketch of the
experimental set-up are shown in Figures 4.10a and 4.10b, where there is a large
excitation coil mounted above the sample, and a smaller pick-up coil on the surface
of the sample. The superconducting transition is found by running an AC current
through the excitation coil, and measuring the change in induced voltage in the
pick-up coil which occurs when the sample goes superconducting, due to the change
in magnetic flux through the pick-up coil.
Approximating the excitation coil as a series of N1 current loops of radius a, the
field produced at the centre of the coil is:
Hexc =
µ0Iexc
2a
N1, (4.4.1)
when a current Iexc is run through it. If the pick-up coil is sitting in the centre of
the excitation coil, has N2 turns, and a radius b, the induced voltage in the pick-up
coil due to an AC current Iexc = I0 cos(ωt) in the absence of a sample is:
Vemf = −dΦ
dt
= −pib2N2dHexc
dt
= −µ0pib
2
2a
N1N2
dIexc
dt
= −LmdIexc
dt
, (4.4.2)
where Φ is the magnetic flux threading the pick-up coil, and Lm = µpib
2N1N2/2a is
the mutual inductance between the coils. Now considering the sample, the measured
voltage across the pick-up coil will be shifted due to the sample’s magnetization M
which contributes to the flux through the pick-up coil:
∆Vemf ∝ −dM
dt
pib2N2. (4.4.3)
In the case of an excitation field of the form Hexc = H0 cos(ωt), the sample’s mag-
netization is given by the real and imaginary parts of its susceptibility [112]12:
M(t) = H0(χ
′ cos(ωt) + χ′′ sin(ωt)), (4.4.4)
12H0 =
µ0N1
2a
I0, for an applied oscillating current Iexc = I0 cos(ωt), from equation (4.4.1).
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if we are in the linear re´gime13. Plugging the expression for M(t) into (4.4.3), we
obtain:
∆Vemf = LmωI0(χ
′ sin(ωt)− χ′′ cos(ωt)). (4.4.5)
Hence the real part of ∆Vemf is proportional to the imaginary part of the suscepti-
bility, and vice-versa, enabling the detection of the onset of superconductivity.
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Figure 4.10: (a) Photograph of the susceptibility coils mounted above a Sr2RuO4
sample in the strain probe. The sample is mounted across a gap of 0.65 mm, and
the pick-up coil placed directly on top of it, in its middle section. (b) Sketch of the
susceptibility set-up, illustrating how the coils are placed in relation to the sample.
A current I is run through the excitation coil, giving rise to an induced voltage V
which is measured.
However it is important to note that ∆Vemf , the shift in inductance between
the excitation and pick-up coils due to the sample, takes place on top of a large
background Vemf arising from the excitation field. With our simple two coil set-up,
it is not possible to distinguish the sample’s contribution from the background, and
so no absolute value of χ can be given. This is because the geometry of the coils
and their relative positions are not known to high enough precision to calculate
the background. Equation (4.4.4) is technically only accurate if the sample is in
the centre of the coil; experimentally this is not the situation as the sample is just
below the coil, meaning that the field felt by the sample will be somewhat reduced
compared to H0. We should also note that demagnetization is likely to be important
for a sample of this shape, and will affect the magnitude of the measured signal. None
of the above are an issue for our experiment however, as we only require a qualitative
measure of χ to determine the temperature where it changes, so as to find Tc.
Experimentally we measure the AC voltage V across the pick-up coil, which is
the sum of Vemf and ∆Vemf . The background Vemf is approximately constant in the
13In the mixed superconducting state for example, non-linear effects can take place such that M
cannot be expressed as a sinusoidal function of a single frequency, and a full Fourier expansion is
necessary. However, for all of our measurements we are using lock-in amplifiers, and so are only
measuring at the fundamental frequency.
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small temperature range studied around Sr2RuO4’s Tc (changes in Vemf can arise
because of the temperature dependence of the coils’ resistance). The susceptibility
of Sr2RuO4 in the normal state close to Tc is also constant; therefore any observed
change in V is assigned to the change in the sample’s susceptibility as it goes su-
perconducting. We can define the quantity m, the mutual inductance between the
coils in the presence of the sample, where m′ = V ′′/(2piI0) is related to χ′ and
m′′ = V ′/(2piI0) is related to χ′′.
We now turn to the details of our experimental set-up. The excitation and pick-
up coils were each wound by hand: ∼ 100 turns with a ∼ 1 mm radius out of 50 µm
diameter copper wire for the excitation coil; ∼ 30 turns with a ∼ 0.15 mm radius out
of 14 µm diameter copper wire for the pick-up coil. This gives a mutual inductance
Lm ≈ 13 × 10−8 H. The excitation coil was coated with Stycast 2850FT to fix the
loops of wire rigidly together and facilitate its manipulation. The wire used for the
pick-up coil has a self-bonding coating, which when immersed in ethanol causes the
windings to adhere to one another and form a rigid coil14. Both coils were placed
above the sample, with the pick-up coil directly in contact with the sample, and
stuck in place using GE varnish. The pick-up coil was positioned in the middle
of the sample, so as to probe the region with the highest strain homogeneity. An
AC current was run through the excitation coil by putting the output voltage of
a LIA across the excitation coil which was in series with a variable resistor, the
latter enabling tuning of the current. The induced voltage in the pick-up coil was
passed through a transformer and preamplifier to improve the signal to noise ratio,
as described in Section 4.3, and then measured by the LIA. In this case however
the transformer used was a low-temperature, lead-shielded transformer15 fixed to
the 1 K-plate on the fridge (see Section 4.5), the advantage being that noise on the
wires between the 1 K-plate and room temperature does not get amplified. The LIA
records both the in-phase and out-of-phase parts of the induced voltage, giving us
a qualitative measure of the sample’s susceptibility. A discussion of the excitation
currents and frequencies used is given in Chapter 5.
4.5 Adiabatic demagnetization refrigerator
The low-temperature environment for our experiments was produced using an adia-
batic demagnetization refrigerator (ADR). Cooling by adiabatic demagnetization is
achieved by putting the experimental probe in thermal contact with a pill of some
paramagnetic salt, the entropy of which strongly depends on the applied magnetic
field [113]. By magnetizing the salt pill isothermally, its entropy decreases as its
electron spins order. If the pill is then adiabatically demagnetized, the sample tem-
perature is lowered as entropy is transferred from the sample to the pill. This cycle
is illustrated in Figure 4.11, where the temperature dependence of the entropy of
a paramagnetic salt is plotted for different fields. The structure made up of the
14The wire used is AB15 Butybond from Elektrisola.
15Model LTT/m from CMR-Direct.
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salt pill, sample probe and metallic structure connecting them is called the low-
temperature stage (LTS), and is shown in the right-hand diagram of Figure 4.12.
During the adiabatic demagnetization process (from B to C in Figure 4.11), the LTS
is thermally isolated from the environment, and conservation of energy dictates that
its total change in internal energy should remain zero, so:
−TdS = CLTSB (T )dT, (4.5.1)
where CLTSB (T ) is the heat capacity of the LTS in constant field, and dS the change
in entropy. The change in entropy will be dominated by the salt pill, as the other
components of the LTS are non-magnetic materials. From equation (4.5.1) we can see
that cooling by adiabatic demagnetization is most effective when the heat capacity
of the LTS is small, in other words when the system is already at a low temperature.
The system is therefore initially cooled to ∼ 1.5 K using the 1 K stage, which is
shown in the left-hand diagram of Figure 4.12.
Figure 4.11: Entropy of the paramagnetic salt CMN as a function of temperature and
magnetic field. Starting at point A on the zero-field curve, the system is magnetized
by turning on the magnetic field, causing a decrease in the entropy. The system
is maintained in thermal contact with a heat bath so that the process from A to
B is isothermal. The link to the thermal bath is then severed and the system is
adiabatically demagnetized (B to C), causing a reduction of the temperature. The
system is then allowed to warm up, and follows the zero-field line. This cycle can
be repeated indefinitely to repeatedly cool and warm the system. Taken from [113].
The 1 K stage is made of a copper plate to which a 1 K pot is fixed. The pot is
filled with liquid 4He from the main bath via a fill line, and pumped on to reduce
the vapour pressure of the 4He and lower its temperature. By reducing the pressure
above the liquid to 0.1 mbar, the boiling point of 4He is reduced to ∼ 1 K [113]. With
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the pump used in our set-up, we are able to achieve a 1 K pot temperature of ∼ 1.5
K. The low-temperature transformers are fixed on top of the 1 K stage, to maintain
their temperature constant and ensure that they provide a constant gain. The 1
K stage is connected to the LTS via a heat-switch, which can be opened or closed
by turning a knob at room temperature. The heat switch is closed to initially cool
the whole system to ∼ 1.5 K, and subsequently while the pill is being magnetized
(A to B in Figure 4.11) to evacuate the heat generated by the pill and maintain its
temperature constant. When the heat switch is opened, the LTS hangs off of the
1 K stage by thin Kevlar wires, which have an extremely low thermal conductivity.
To prevent the LTS from swinging on the wires, a centring mechanism is installed
below the probe. Both the 1 K stage and LTS are enclosed in a vacuum chamber
which is evacuated, such that when the heat switch is open the LTS is essentially
thermally isolated from the environment. The isolation is not perfect however, as
heat-leaks take place through the measurement wires which must run between the
1 K stage and the LTS. Therefore to maintain the sample at low temperature, it
is necessary to constantly demagnetize the pill at a low rate, to cancel out the
heat-leaks. This limits the hold-time at low temperature, as once the pill has been
completely demagnetized there is no longer any cooling power available, which is
why adiabatic demagnetization is called a “one-shot” technique.
The pill is magnetized using a superconducting magnet with a maximum field
of 6 T. A second superconducting magnet centred on the sample space is used to
apply fields to the sample. On the LTS below the pill there is a small platform in
a field-compensated region where the thermometers and heaters are located. Two
thermometers are installed: a Cernox sensor which is used to monitor the tempera-
ture between 300 K and 1.5 K, and a Ge sensor which is calibrated between 100 mK
and 40 K. The heater provides access to temperatures higher than that of the 1 K
pot, and enables continuous operation between base temperature and ∼ 25 K. The
measurement probe is attached to a platform below the thermometry, such that the
sample lies in the field centre. A thick silver wire runs between the thermometry
platform and the probe, to reduce the thermal time-constant between the two.
For the Sr2RuO4 experiment, we performed temperature ramps between 1− 2.5
K at different applied strains. To do this, we would fully magnetize the pill and,
with the heat switch closed, wait for the sample to cool to the desired upper limit of
the temperature ramp. The heat switch would then be opened, and the current in
the demagnetization magnet ramped down to cool the LTS. Once the lower limit of
the ramp was reached, the magnet would be ramped back up, so that data from both
ramp directions could be compared to take into account temperature lag between
the temperature sensor and the sample when performing data analysis. To obtain
the desired temperature ramp-rate (typically 20 − 40 mK/min), software with a
feedback loop using the Ge sensor as the input was used to set the correct ramp-rate
of the current through the pill magnet. We found that as many as twenty runs at
different strains could be performed before a full re-magnetization of the pill magnet
was necessary.
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Figure 4.12: Diagram of the ADR’s 1 K stage (left) and LTS (right). The thermal
link between the two stages is controlled by a heat switch, which can be opened
or closed. Both stages are enclosed in a vacuum chamber, which along with the
demagnetization and sample magnets is immersed in a bath of liquid 4He. Taken
from [111].
79
In the case of the Sr3Ru2O7 experiment, we wished to maintain the sample at
a low temperature, and perform field ramps at different strains. This was achieved
by opening the heat switch and demagnetizing the pill magnet after the system had
cooled to ∼ 1.7 K. Once the desired temperature was reached (typically 300 mK),
we used the software with a feedback loop to stabilize the temperature by slowly
demagnetizing the salt pill. At a hold temperature of 300 mK, the hold time was
typically around 7 hours before the pill became completely demagnetized. The hold
time decreases rapidly at lower temperatures, with the hold time at 100 mK being
between 1− 2 hours.
4.5.1 Stray field cancellation (for Sr2RuO4 experiment)
We found that there were stray fields of the order of ∼ 5 G at the sample, arising
from the demagnetization magnet. This is a very small field, and does not affect the
Sr3Ru2O7 measurement where we are applying high fields up to 10 T to the sample
with the sample magnet. For the Sr2RuO4 experiment however we wanted to obtain
an accurate estimate of Tc, which can be affected by such small fields. We therefore
cancelled out the stray field from the pill magnet by applying a small field in the
opposite direction with the sample magnet. The correct cancellation field was found
by keeping the current through the demagnetization magnet constant, and setting
the current through the main magnet such that the sample’s Tc was maximized. In
this way we obtained the ratio Isample/Ipill = 4.7× 10−4 of the current through the
sample magnet to the current through the pill magnet to cancel out the stray field at
the sample. While performing temperature ramps during the Sr2RuO4 experiment,
Ipill was used as an input to calculate the correct Isample and minimize the stray
field.
4.5.2 Sample temperature (for Sr2RuO4 experiment)
Although temperature control was performed using the Ge sensor on the ADR, the
sample temperature itself was monitored with the RuOx chip mounted directly on
the probe, and thermally linked to the sample via a piece of silver foil. The proxim-
ity of the RuOx chip enabled us to accurately determine the sample’s temperature,
which is crucial for measuring its Tc to high accuracy. The RuOx sensor was cal-
ibrated against the Ge sensor by performing a 40 mK/min temperature ramp. To
measure the chip’s resistance, we ran a 10 µA current through it and measured the
voltage drop across it with a lock-in amplifier. To increase the sensitivity of our
measurement, a current at the same frequency was run through a high-precision
variable resistor at room temperature, and the voltage across it was subtracted from
that across the RuOx chip; the variable resistor was set such that at ∼ 1.5 K the
reading at the lock-in would be 0 V. The subtracted voltage corresponds to a resis-
tance of ∼ 1520 Ω. The raw data from a calibration run, along with the resulting
calibration curve, are shown in Figure 4.13. The calibration of the RuOx chip was
checked after each cool-down to ensure that there was no drift in our temperature
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measurement over time.
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Figure 4.13: Raw data used to calibrate the RuOx sensor, and the resulting calibra-
tion curve. A set-point was chosen such that the measured resistance would be zero
for T ≈ 1.5 K, as described in the text. The black arrows indicate the direction of
the temperature ramp.
4.5.3 Note on temperature for the Sr3Ru2O7 experiment
For the Sr3Ru2O7 experiment, we were performing field- rather than temperature-
ramps, and so it was not crucial to have the temperature sensor right next to the
sample. We therefore used the Ge sensor on the ADR to estimate the sample’s
temperature. The ADR, which was manufactured by Cambridge Magnetic Refrig-
eration, was used with a 15 T sample magnet manufactured by Oxford Instruments
to give access to a larger field range for the Sr3Ru2O7 experiment. At the time of
the experiment, it was believed that the Ge and Cernox temperature sensors were
situated in the field-compensated region of the Oxford magnet, and so temperature
control was performed using the Ge sensor. However it was later realized that due to
an error in the position of the Oxford magnet relative to the ADR, the temperature
sensors lie outside of the field-compensated region, giving rise to an error in our
temperature estimate due to the Ge sensor’s magnetoresistance. As the magnetic
field is ramped, the temperature is therefore not held constant at 300 mK (the tem-
perature at which we wished to stabilize), as the reading of the temperature sensor
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changes with field. We estimate that there was a systematic increase of ∼ 80 mK
between 0 and 12 T, the total field range studied. In the region of particular interest
between 7 and 10 T, we estimate an increase of ∼ 20 mK. As we note in Chapter
6, our conclusions from the data are not affected by this effect, as the temperature
dependence of the resistivity in the phase is very small at ∼ 300 mK [39]. The
Sr2RuO4 measurements are not affected by this, as they were performed in the 8
T magnet from Cambridge Magnetic Refrigeration, for which the temperature sen-
sors were measured to be in the middle of the field-compensated region so that the
temperature was accurately known.
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Chapter 5
Effect of Uni-axial Strain on T c
of Sr2RuO4: Results and
Discussion
The key question which we wished to address by straining Sr2RuO4 is whether the
strain dependence of Tc is consistent with a two-component order parameter of the
form px ± ipy. As argued in Section 3.5.4, a signature of such a state would be a
cusp at zero strain, where there is an abrupt change in the slope dTc/dε. To test
this hypothesis, we measured Tc(ε) using AC magnetic susceptibility for a total of
six samples: three aligned along [100] and three along [110]. The dimensions of the
samples are given in the following table, where L is the length of the gap between the
sample plates, w and t the sample width and thickness, and dl and du the thickness
of the epoxy layer below and above the sample:
sample L (µm) w (µm) t (µm) dl, du (µm) εL/∆L (%)
[100] #1 750 110 30 20, 20 80
[100] #2 660 170 60 10 63
[100] #3 700 160 50 10 −
[110] #1 680 150 45 10, 40 74
[110] #2 840 250 60 15, 15 78
[110] #3 660 190 60 10, 30 71
Table 5.1: Sr2RuO4 sample dimensions.
All of the dimensions given were measured using a microscope. The final column
gives an estimate of the actual sample strain ε as a percentage of ∆L/L, where ∆L
is the change in gap length caused by the motion of the piezoelectric stacks. These
numbers were obtained by Mark Barber who performed finite element calculations
for each sample, using the dimensions from the above table and modelling the de-
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formation of the epoxy in the sample mounts. To calculate the sample strain, we
applied this factor to the displacement of the sample plates measured by the strain
gauge. All of the Sr2RuO4 samples were measured with the first generation strain
probe, pictured in Figure 4.4b. Samples [100] #1 and [110] #1 were cut from the
crystal batch WD03 which has Tc = 1.35 K, while samples [100] #2, [100] #3, [110]
#2 and [110] #3 came from crystal batch c362c2b which has Tc = 1.45 K. All of
the samples were cut and mounted using the protocols described in Sections 4.1.5,
4.2 and 4.4. To improve strain homogeneity in the centre of the samples, we used
cap foils so that the samples were fixed on their top and bottom faces, with the
exception of samples [100] #2 and #3 which were only secured on their lower faces.
5.1 Strong dependence of T c of Sr2RuO4 on uni-axial
strain
We will now present our main experimental results, which consist of a series of tem-
perature ramps performed at different applied strains, and which we first published
in ref. [92]. Figure 5.1 shows the superconducting transition of sample [100] #2 for
several compressive and tensile strains. The measurement was performed with a 1
mA AC current with a frequency of f = 63.13 Hz running through the excitation
coil, corresponding to a field of ∼ 0.25 G at the sample1. This is much smaller than
the sample’s upper critical field, which is 750 G at T = 0 K [5]. We have plotted
the in-phase and out-of-phase parts of the mutual inductance m between the coils,
which were defined in Section 4.4, and which are directly related to the in-phase and
out-of-phase parts of the sample’s susceptibility respectively.
The onset of superconductivity is clearly seen in each case where a drop in m′
is accompanied by a peak in m′′ as the sample becomes diamagnetic. A clear trend
is observed: the superconducting transition is pushed upwards in temperature for
both compression and tension along [100]. We also note that the transitions broaden
as strain is increased, signalling the presence of strain inhomogeneity. As noted for
this sample, the mounting conditions are not symmetric as no cap foil was used, and
it is possible that the sample becomes bent at high strains. A consequence of the
pick-up coil diameter being roughly the same size as the sample width is that local
variations in Tc across the sample will cause a broadening of the observed transition.
The data were obtained by ramping the temperature at 40 mK/min, and averag-
ing the up- and down-ramps to cancel out any hysteresis. The sample temperature
was measured using the RuOx sensor on the strain probe, as detailed in Section
4.5.2. A new strain was set at the beginning of each ramp by changing the voltages
applied to the piezoelectric stacks, and then holding the voltages constant during the
ramp. To go from compression to tension, we incrementally changed the voltages
on the inner and outer stacks from (Vinner, Vouter) = (400 V, 0 V) to (0 V, 400 V)
in 20 V steps, giving strain steps of ∼ 0.01%. To further extend the range on the
1The excitation coil has 100 turns, a ∼ 2 mm diameter and is ∼ 1 mm above the sample.
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Figure 5.1: Superconducting transitions of Sr2RuO4 sample [100] #2 under com-
pression and tension. The onset of superconductivity is signalled by a drop in m′
and a peak in m′′. The estimated strains for each curve are labelled. Reproduced
from [92].
compression side, we applied negative bias voltages to the outer stacks, going up to
(137.5 V, -412.5 V). This gave a total strain range on the sample from ∼ −0.12% to
∼ +0.16%.
To test the reproducibility of these results, we repeated the above experiment
on sample [100] #1 which comes from a different batch of crystals. The transitions
of this sample were measured at 369 Hz and are shown in Figure 5.2, along with
a picture of the sample and pick-up coil. The same ramp-rate and voltage steps
as before were used, however this time the strain range was extended on both the
tension and compression sides. To achieve higher tension the inner stacks were
reverse biased up to (-342 V, 138 V), and for higher compression we went up to (169
V, -421 V); this gave a strain range on the sample from ∼ −0.23% to ∼ +0.22%.
We observe again the strong increase of Tc when the sample is either compressed
or tensioned, with broadening and extra structure in the transition likely due to
strain inhomogeneity. This time we have labelled the y-axis as the susceptibility in
arbitrary units (as we do not extract an absolute value from our data), normalized
to the height of the drop in χ′ at Tc. We define the Tc of the sample as the 50% level
of the drop in χ′, as illustrated by the dashed line. Extracting Tc in this way for
both [100] samples, we plot Tc versus strain (Figure 5.3A). The two sets of points
correspond to the Tc’s of each sample, and the black lines to the 20% and 80% levels
of the drop in χ′. These are there to illustrate how much the transition broadens at
high strains. We note that the transitions of sample [100] #1 remain narrower than
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those of [100] #2, reflecting the fact that the former was mounted with a cap foil
and the latter without.
Figure 5.2: Superconducting transitions of sample [100] #1 under compression and
tension. The 50% level of the drop in χ′ is used to define Tc(ε100), which is plotted
in Figure 5.3. A photograph of the sample and the pick-up coil is shown in the lower
right panel. Reproduced from [92].
The results shown in Figure 5.3A are striking: superconductivity in Sr2RuO4
is highly sensitive to strain ε100 applied along [100], with the Tc of sample [100]
#1 being enhanced from 1.35 K at zero strain to ∼ 1.9 K at ∼ 0.2% compression.
We are able to increase Tc by more than 40% for a ∼ 0.2% strain. Moreover we
note that there is a large component of the response which is symmetric about
zero strain, and that the increase in strain is not linear. Figure 5.3C shows the
derivative dTc/dε100 for both samples: for |ε100| < 0.03%, Tc(ε100) and dTc/dε100 are
essentially flat, whilst beyond ∼ 0.03% strain dTc/dε100 increases linearly meaning
that Tc(ε100) behaves quadratically. The flat region around zero strain may be
affected by strain inhomogeneity, however the large increase of Tc is unambiguous
in both samples, and was reproduced using several different excitation currents and
frequencies (see Section 5.2). Another striking observation is that there appears to
be no discontinuity in the slope at zero strain, contrary to what was predicted for
the px ± ipy order parameter.
To further investigate the effect of strain on superconductivity in Sr2RuO4, we
mounted samples which were cut along [110] to apply ε110. The raw data for sample
[110] #2, measured with an excitation current of 2 mA at 68.38 Hz, are shown in
Figure 5.4; Tc(ε110) of samples [110] #1 and #2 is plotted in Figure 5.3B. The tem-
perature scales in Figures 5.3A and B are the same to highlight the large difference
in magnitude between the responses to both types of strain. Tc(ε110) appears quan-
titatively and qualitatively very different to Tc(ε100): its strain dependence is far
weaker, and appears to be roughly linear. The width of the transitions remains ap-
86
sample [100] #1
sample [100] #2
[110] #1
[110] #2
A
B
C [100] #1
[100] #2
Figure 5.3: A: Tc ver-
sus strain for both samples
aligned along [100]. The
points represent the 50%
level of the drop in χ′ at the
transition, extracted from
the raw data. The width
of the transitions is illus-
trated by the solid lines,
which mark the 20% and
80% levels of χ′. Negative
strain corresponds to com-
pression. B: Strain depen-
dence of Tc for the samples
aligned along [110]. Sam-
ples [110] #1 and [110] #2
were cut from the same
crystals as [100] #1 and
[100] #2 respectively. C:
Derivative dTc/dε100 of the
data shown in A. The error
bars on the strain axis show
the estimated error in lo-
cating zero strain. Repro-
duced from [92].
proximately constant for all strains, indicating that there is not a broad distribution
of Tc’s throughout the sample. This is a consequence of Tc not being very sensitive
to [110] strain: one only expects the transitions to broaden with strain if Tc depends
strongly on the local strain. Again, the discontinuity in slope at zero strain which
is predicted for a chiral superconductor is not observed. One fact which is empha-
sized by Figure 5.3 is the strong dependence of Tc on the direction of applied strain.
Whereas px± ipy superconductivity is often modelled for an isotropic Fermi surface,
our data highlight that the tetragonal crystal symmetry is greatly influential.
5.1.1 Effect of cut-angle on T c(ε)
Although Tc(ε) of both [110] samples plotted in Figure 5.3B appears to be roughly
linear, the data possess a slight curvature. One hypothesis is that a slight misalign-
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Figure 5.4: Superconducting transitions of sample [110] #2 at different applied
strains.
ment of the sample with respect to [110] could lead to the response developing a
symmetric component due to a small ε100 component being mixed into the strain.
To test this hypothesis, we cut sample [110] #3 from the same crystal as [110] #2,
with the cut rotated by 2.5° in-plane relative to the original [110] cut. A picture
and sketch illustrating how the samples were cut relative to each other are shown in
Figures 5.5a and 5.5b. The alignment of the cuts for sample [110] #2 was performed
using X-Ray Laue diffraction as described in Section 4.2. The cuts for sample [110]
#3 were aligned by setting the angle between the cutting wire and the original [110]
cut under a microscope.
(a)
2.5±0.1o
[110] #3
wedge
[110] #2
cut 2
cut 1
(b)
Figure 5.5: (a) Photograph of the wedge of Sr2RuO4 which was cut between samples
[110] #2 and [110] #3, sketched in (b). (b) Diagram showing how the two samples
were cut relative to each other. Cut 1 was aligned by X-ray Laue diffraction, and
cut 2 was aligned under a microscope relative to cut 1.
The results of the measurements on sample [110] #3 are compared to those of
the previous two samples in Figure 5.6A. A larger symmetric response is clearly seen
for [110] #3 compared to the other two. The magnitude of the additional symmetric
response seems consistent with the additional ε100 that would result from an extra
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2.5° misalignment with [110]. For a sample perfectly aligned along [110], the applied
strain ε can be written as ε = εxy, with εxx = εyy. For a 2.5° misalignment ε 6= εxy
and |εxx − εyy| = (cos(42.5◦) − sin(42.5◦))ε ≈ 0.06ε. So for a strain ε = 0.013%
applied along the sample’s length, there will be a component of anisotropic strain
|εxx− εyy| ≈ 0.08%, which causes a small additional increase in Tc, as this is beyond
the flat region in Tc(ε100).
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Figure 5.6: A: Tc versus strain for the three [110] samples. Sample [110] #3 is cut
at an angle of 2.5° relative to sample [110] #2. B: Derivatives of the data shown in
A. Reproduced from [92].
Figure 5.6B shows the derivatives of the data in panel A. All three data-sets
indicate that the slope of Tc against ε110 is approximately +0.1 K/% at zero strain.
The above results show that the response of Tc to in-plane strain is extremely sensi-
tive to the precise direction along which strain is applied. It appears very likely that
the response for a sample perfectly aligned along [110] would be completely linear in
strain. Any curvature we observe would then be due to a slight misalignment which
mixes in a symmetric component from [100] strain.
Two important questions are raised by our data: (1) why does the response
depend so strongly on the direction of applied strain, and (2), why is no cusp at
zero strain observed? These questions are discussed in detail in Section 5.3, where
various models are explored to try and account for our experimental observations.
5.2 Experimental details
We now give an in-depth account of several experimental details which are crucial
in demonstrating the reproducibility and reliability of our data.
2The flat region in Tc(ε100) extends up to ε100 ∼ 0.03%, which corresponds to an anisotropic
strain of |εxx − εyy| ≈ 0.02%, assuming a Poisson’s ratio of 0.4 and that ε100 = εxx.
89
5.2.1 Strain measurement and determination of zero strain
To accurately determine Tc(ε) it is necessary to know both the sample temperature
and strain to high accuracy. The sample temperature is known to high accuracy
thanks to its proximity to the RuOx sensor, as discussed in Section 4.5.2. In this
section we will focus on how the strain was determined, beginning with a description
of how the displacement of the plates was measured with the strain gauge before
showing how zero strain was estimated.
As described in Section 4.1.4, a strain gauge is mounted on the strain probe
under the sample, such that the displacement which is applied by the stacks causes
the strain gauge to become strained. We assume that the change in length of the
strain gauge is the same as the change in length of the gap between the sample
plates ∆L. Using the gauge factor of 2 for our strain gauge we calculate ∆L from
its change in resistance, and estimate the strain on the sample by multiplying ∆L/L
by the correction factor εL/∆L of Table 5.1.
The active strain gauge is measured in a bridge circuit with three other strain
gauges, as sketched in Figure 5.7a. The three unstrained gauges are mounted on
copper plates which are thermalized to the probe. For all of our measurements, a 10
µA AC current was run between terminal 1 and ground, and the voltage between
terminals 2 and 3 measured with a lock-in amplifier. A strain applied to the active
strain gauge will cause its resistance to change and the bridge circuit to become
unbalanced, giving rise to a voltage V23 = V2 − V3. An example of the measured
voltage V23 is shown in Figure 5.7b for a series of voltages applied to the piezoelectric
stacks. Both the up- and down-ramps are shown. As can be seen, the strain gauge
resistance has a small temperature dependence, which is the same at all strains.
We also note that the voltages measured at the beginning and end of each ramp
are not exactly the same. This is caused by a drift in the length of the stacks over
time, as they relax after a new voltage has been applied to them. To prevent large
changes in sample strain at the beginning of the ramp, we would typically wait 1
minute after setting the voltages on the stacks to allow them to relax, before starting
the temperature ramp. The drift in strain gauge voltage between the beginning and
end of a ramp corresponds to a strain variation of ∼ 0.001% throughout the ramp,
or roughly 10% of the step in strain between ramps.
To estimate the sample plate displacement from V23, we first subtracted the
temperature dependence, which was obtained by measuring V23 with no voltage
applied to the stacks. We then took the average value of V23 over a given strain run
V 23, and plugged it in to the strain gauge equation:
∆L
Lg
=
∆R
2R
≈ 2(V 23 − V23(0))
IR
, (5.2.1)
which is valid for ∆R R.3 Lg is the length of the strain gauge, V23(0) the voltage
at zero strain, R the resistance of the strain gauge and I the current through the
3This is indeed the re´gime we are working in, as R = 1000 Ω and ∆R < 1 Ω.
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Figure 5.7: (a) Diagram of the bridge circuit in which the strain gauge on the probe
is measured. The four resistances shown correspond to strain gauges (all of the
same model), with R = 1000 Ω. RA denotes the active strain gauge, whose change
in resistance due to an applied strain from the piezoelectric stacks causes a change
in V23. (b) Plot of V23 as a function of temperature for a series of voltages applied to
the stacks. The direction of the temperature ramp is indicated by the black arrows.
A lower value of V23 corresponds to greater tension. The voltages on the stacks go
from (Vinner, Vouter) = (400 V, 0V) for the uppermost curve to (76 V, 324 V) for the
lowest curve, in 18 V steps.
bridge circuit. The calculated displacement ∆L is the average displacement over
the entire temperature run. We found that within each cool-down the strain gauge
produced a reliable and reproducible measure of the displacement. However, we
observed that there were ∼ 0.1 Ω shifts in the bridge circuit balance each time the
system was thermal-cycled between room and low temperature.
It is important to note that the strain gauge measurement only gives us an esti-
mate of the displacement relative to a chosen origin at which V 23 = V23(0), and not
the absolute displacement. It is therefore essential to have an accurate estimate for
where zero strain is located, so as to scale all of the measured displacements relative
to it. However, as noted in Section 4.1.4, differential thermal contractions between
the strain probe and the sample can lead to the sample becoming highly strained
at low temperatures. To minimize this effect, we used copper thermal contraction
foils, whose thickness was calculated to try and match the thermal expansion of the
probe to Sr2RuO4. However we did not have accurate enough control over the foil
thickness to perfectly cancel out differential thermal contractions. A consequence
of this is that the sample is most likely in a strained state at low temperature even
with no voltage applied to the stacks, and so the exact location of zero strain is
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Figure 5.8: A: Tc of broken samples versus strain gauge response. A more negative
response corresponds to stronger tension, the x-axis being flipped so that tension
is on the right side of the plot. Sample [100] #2 was thermal-cycled between the
pre- and post-break measurements, so that a shift of 0.036 Ω to the strain gauge
reading is needed to align the data on the compression side. B: Derivatives of the
data shown in A. Reproduced from [92].
unknown.
The first method used for estimating the location of zero strain was directly
calculating the differential thermal contraction using the sample and foil dimensions.
In this way we found that zero strain always lay within 0.04% of the centre of the
flat section of Tc(ε100), there being no clear bias towards one side or the other. The
second method was to measure broken samples.
We found that sample [100] #3 was broken when we cooled it down, meaning
that it could only be compressed. Additionally, after finishing the main measurement
on sample [100] #2, we snapped it intentionally by applying a high tensile strain.
To snap the sample we brought the probe back up to room temperature where
the stacks have a larger range of motion. In both cases, observation under the
microscope revealed that the breaks had occurred in the centre of the sample. The
results from the measurements of the broken samples are shown in Figure 5.8A.
Starting on the tension side and gradually compressing the sample, Tc does not
change with strain until a given separation of the plates is reached and Tc increases
92
quadratically. By comparing the data from the broken and unbroken samples, we
can estimate at which strain both ends of the broken sample first touch to determine
the location of zero strain. Due to the mentioned shift in the strain gauge resistance
with thermal-cycling, it was necessary to shift the post-break data by 0.036 Ω to line
up the curves on the compression side. Having done this, the pre- and post-break
data from sample [100] #2 match extremely well. We note that Tc on the tension
side of the post-break sample (where no force is being applied to it) almost exactly
matches that of the flat region of Tc(ε100) of the unbroken sample, indicating the
zero strain lies within this region. Additionally, the behaviour of dTc/dε of both
broken samples (Figure 5.8B) also indicates that zero strain is located somewhere
in the flat region: dTc/dε rises smoothly from zero as the sample is compressed. If
instead zero strain were at a point with a large slope, we would expect a jump in
dTc/dε as the sample initially becomes compressed.
For the samples cut along [100], we estimate that zero strain is located within
0.02% of the centre of the flat region, which we have illustrated with the error
bars in Figures 5.3A and C. In the case of the [110]-oriented samples, there is no
clear feature near zero strain, so we rely solely on our calculation of the differential
thermal contraction, and assign a ±0.04% error on zero strain. We also assign a
10% error to the stated strains, arising from the slow drift of the stack length over
the temperature runs.
As a final note, we should mention that these strain calculations do not take
into account any possible bending of the strain gauge due to motions of the stacks
and differential thermal contractions which may affect our strain calculation. At the
time of measurement we did not have the capability of performing an independent
check of the strain measurement, however for future experiments it would be useful
to carry out a low-temperature calibration of the mounted strain gauge. This could
be done using an interferometer for example.
5.2.2 Excitation current and frequency
As noted in Section 5.1, one of our main observations is the lack of a cusp in Tc(ε) at
zero strain, and the large increase of Tc at higher strains. It is therefore important
to establish that these observations are intrinsic behaviours of the sample, rather
than an artefact of the measurement itself. In particular, the cusp at zero strain
may be small, so it should be checked whether the excitation field used to measure
the AC susceptibility could affect the shape of Tc(ε) at low strains.
For samples [100] #1 and #2 we measured Tc(ε100) by running a series of currents
between 0.05 mA and 2 mA through the excitation coil, corresponding to fields at
the sample between ∼ 0.01 G and ∼ 0.5 G. Measurements were also performed with
0.02 mA and 0.01 mA, however in these cases the data were too noisy to reliably
extract Tc. Raw data from sample [100] #2 taken at different excitation currents are
shown in Figure 5.9, and the transition temperatures of both samples are plotted
in Figure 5.10A. The shapes of the transitions do not change much with current,
and we are able to reliably define a Tc for excitation currents as low 0.05 mA, by
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taking the 50% level of the drop in χ′. The shape of Tc(ε100) appears identical at
all the currents used, and its low-strain behaviour does not seem to be affected by
the magnitude of Iexc. As Iexc is increased from 0.05 mA to 2 mA, the measured Tc
falls by ∼ 20 mK.
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Figure 5.9: Real and imaginary parts of Sr2RuO4’s AC susceptibility measured with
the excitation current Iexc ranging from 0.01 mA to 2.0 mA, corresponding to fields
from ∼ 2.5 mG to ∼ 0.5 G. All measurements are at the same strain. A well
defined transition is observed for currents between 2.0 mA and 0.05 mA, whilst for
lower currents the noise levels are too high. No peak in the imaginary part can be
distinguished below 0.1 mA.
We performed the same test on sample [110] #2 to see if the magnitude of Iexc
has any effect on the shape of Tc(ε110). The results, shown in Figure 5.10B, indicate
that as in the case of the [100] samples, the observed behaviour does not depend
on Iexc; indeed the curves at higher current appear simply to be rigidly shifted
downwards in temperature, with no significant effect on the shape of the curve.
Through this study of the effect of Iexc on Tc of both [100] and [110] samples, we
have shown that our results are reproducible over a wide range of magnitudes for
94
Iexc, and conclude that the shape of Tc(ε) measured does not have a large dependence
on Iexc. We should note that the flattening of Tc(ε100) around zero strain occurs
within ∼ 20 mK, similar to the shift in Tc caused by the probing field. It is therefore
possible that the observed behaviour close to zero strain is affected to some extent
by the probing field.
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Figure 5.10: A: Tc(ε100) of two
[100] samples, plotted for differ-
ent excitation currents. There
is a shift of 20 mK between
the curves taken at 0.05 mA
and 2 mA. Reproduced from
[92]. B: Tc of sample [110] #2
against the strain gauge read-
ing at three different excitation
currents. In both A and B,
the curves appear to be rigidly
shifted in temperature with re-
spect to one another, and no
significant effect of Iexc on the
shapes of the curves is seen.
Samples [100] #1 and [110] #2
were measured at 68.38 Hz,
whilst sample [100] #2 was mea-
sured at 63.13 Hz.
Let us now turn to the frequency of the probing current used. All of the mea-
surements were performed with excitation currents between 60 Hz and 370 Hz. Over
this range, we observed no qualitative change in the shapes of the transitions, and
only a very slight shift in the measured Tc. Plotted in Figure 5.11 is Tc(ε100) of
sample [100] #1 measured at 68.38 Hz and 368.7 Hz. The Tc of the 68.38 Hz curve
is lower by ∼ 7 mK, with the shape of both curves being almost identical. It seems
likely that the frequency range in which we are operating is much too low to have
any significant effect on the outcome of the measurement.
To summarize, in this section we have shown that the phenomena we report
are not dependent on the magnitude or frequency of the excitation current, and
appear intrinsic to the sample. This brings us to the discussion section, where we
will explore how our results can be accounted for, and what their implications are.
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Figure 5.11: Tc of sample [100] #1 measured at two different frequencies. The curve
at 68.38 Hz is shifted down by ∼ 7 mK with respect to the one at 368.7 Hz.
5.3 Discussion
We have seen that superconductivity in Sr2RuO4 is strongly affected by uni-axial
strain, and that Tc(ε) is highly dependent on the direction of applied strain. Our
results look qualitatively very different from those predicted for a px ± ipy order
parameter, where a cusp in Tc(ε) at zero strain accompanied by a linear strain-
dependence at low strains is expected (see Figure 3.8).
Uni-axial pressure measurements are often analyzed in the context of the Ehren-
fest relation
dTc
dPi
= V Tc
∆αi
∆C
, (5.3.1)
which is valid in the elastic limit. It relates the change in Tc with pressure Pi
along direction i to the changes in thermal expansion αi and heat capacity ∆C at
a second order phase transition. V is the sample volume. This was done for exam-
ple in YBa2Cu3O7 [97], where Tc was measured as a function of stress along a, b
and c. The measured values of dTc/dPi were found to be in good agreement with
those calculated using the Ehrenfest relation (5.3.1) with previous thermal expan-
sion measurements. In fact, the Ehrenfest relation (5.3.1) agrees with experiment
for a number of other cuprate superconductors, including YBa2Cu4O8 [114] and
HgBa2CuO4+δ [115], leading to the suggestion of a “universal trend” in the cuprates
[115].
The case appears to be very different for Sr2RuO4 however, where this equation
does not capture our experimental observations. Using ultrasound measurements,
N. Okuda et al. calculated dTc/dPi from (5.3.1) for the different crystal directions
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and found (1/Tc)dTc/dP‖a = −0.85 GPa−1, and (1/Tc)dTc/dP‖c = 0.7 GPa−1 [116].
In contrast, in our measurements we found that dTc/dP‖a (ie. for strain applied
along [100]) is large in magnitude and changes sign across zero strain. Addition-
ally, a uni-axial pressure measurement along the c-axis, previously carried out by
S. Kittaka et al., was found to disagree with the Ehrenfest relation, the enhance-
ment of Tc being much larger than that calculated from the ultrasound data: they
found (1/Tc)dTc/dP‖c ≈ 5 [117]. A different approach must therefore be taken to
understand the changes of Tc with strain in Sr2RuO4.
In this section we will investigate the differences between prediction and exper-
iment, and assess to what extent our data are compatible with different px ± ipy
scenarios. We will conclude the section with a brief discussion of future work which
could be undertaken to explore superconductivity in Sr2RuO4 further.
5.3.1 Strain inhomogeneity
Let us first focus on the low-strain region, to see if the absence of a cusp in our
data can be explained by inhomogeneity effects. We have noted that the transitions
become broader with strain, with the narrowest transitions being observed for sam-
ple [100] #2 near zero strain. This indicates that the broadening is due to strain
inhomogeneity and is not intrinsic. Strain inhomogeneity in the sample could arise
for a variety of reasons, for example the presence of defects in the lattice such as
dislocations or inclusions. As described in Section 4.2, the samples were cut with
a wire saw, so it is likely that there will be a high density of dislocations along the
sample edges. Additionally, if the sample is bent this will give rise to strain gradi-
ents across it. This could occur if there were some asymmetry in how the sample
is mounted, such as a difference in the epoxy thickness above and below it. The
broadening of the transition will increase at higher strains, even if the level of strain
inhomogeneity remains constant, as dTc/dε increases with ε.
If there is a broad distribution of Tc’s across the sample due to strain inhomogene-
ity, the observed transition can become strongly dependent on the excitation field
used. This is caused by isolated islands of superconductivity forming in the sample
which interact via the proximity effect and form a Josephson network, the shielding
fraction of which falls off rapidly at high excitation fields. This phenomenon was ob-
served for example in Sr2RuO4 samples with high densities of Ru inclusions, where
higher-Tc superconductivity occurs at the interface between the Ru inclusions and
the bulk crystal [117]. As we showed in Section 5.2.2 however, the shapes of the
transitions are not affected by the magnitude of the excitation current. It therefore
seems unlikely that this effect alone is obscuring a feature near zero strain. Never-
theless the transitions are suppressed by ∼ 20 mK as the excitation field is increased
from ∼ 0.01 G to ∼ 0.5 G, giving dTc/dHexc ≈ −40 mK/G. This is quite large: by
applying DC fields up to 180 G along the c-axis with the main sample magnet, we
measured dTc/dH = −2.7 mK/G. The observed ∼ 20 mK shift may therefore be a
consequence of inhomogeneity.
Additionally, strain inhomogeneity will round out features at low strain as the
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measured transition consists of a distribution of local Tc’s. Broadening of the tran-
sitions would however not cause the quadratic increase in Tc(ε) observed at higher
strains, as the transitions at all strains are far narrower than the amount by which
Tc increases. In Figure 5.12 we illustrate the effect of strain inhomogeneity on two
scenarios: one where Tc(ε) is V-shaped, and the other where it is a parabola. The
solid curves represent the intrinsic forms of Tc(ε), and the dashed lines show how
inhomogeneity affects the measured curve. Strain inhomogeneity within the sample
is modelled by a Gaussian distribution with a full width at half-maximum of 0.04%,
and the applied strain is added homogeneously to the distribution. When Tc varies
non-monotonically within the distribution of local Tc’s, the median Tc is affected
causing the rounding out of the curve around zero strain.
Figure 5.12: Simulation of the effect of strain inhomogeneity for two different sce-
narios. The solid lines represent the intrinsic forms of Tc(ε) and dTc/dε: Tc(ε) is
V-shaped in the left panel, and ∝ ε2 in the right one. The dashed lines are given by
the medians of the distribution of local Tc’s, illustrating the effect of strain inhomo-
geneity on the measurement. Reproduced from [92].
In the case of the V-shaped curve, instead of a sharp discontinuity in dTc/dε
at zero strain, Tc(ε) behaves approximately quadratically near zero strain. This
scenario appears incompatible with our data, as the response away from zero strain
is far from quadratic, and there is no flat region around zero strain. For the quadratic
curve, there is a noticeable flattening of the parabola around zero strain. The flatter
section is compensated for by adjacent sections with higher dTc/dε, so that the
dashed line joins up the solid line at higher strains. Although a flat region is seen
in our data, we do not observe the sections with higher dTc/dε.
From this brief analysis it seems likely that the measured shape of Tc(ε) is affected
by strain inhomogeneity, and it is plausible that a sharp feature at zero strain was
rounded out. The flat section around zero strain may be an effect of inhomogeneity,
but the difference between our data and the right panel of Figure 5.12 suggests
that this is in fact an intrinsic effect. The large quadratic increase of Tc at higher
strains is however unambiguous and can not be explained by inhomogeneity effects.
98
A possible future experiment would be to explore the low strain section of Tc(ε100)
using a susceptibility probe with a much higher spatial resolution. This would allow
one to overcome the problem of strain inhomogeneity by probing smaller regions of
the sample.
5.3.2 T c(ε) and chiral p-wave superconductivity in Sr2RuO4
For strain applied along [100], the response is large and mainly symmetric about
zero strain, whilst for [110] strain the response is weak and predominantly linear. As
discussed in Section 4.1.2, the sample distortion under applied strain can be resolved
into two components: one which corresponds to an anisotropic distortion (εxx =
−εyy) and the other to dilatation (εxx = εyy). Under the tetragonal symmetry of
Sr2RuO4, the anisotropic distortion must give a symmetric response, as the in-plane
axes are equivalent; dilatation on the other hand is expected to give a linear response.
The response along [100] is therefore dominated by the anisotropic distortion, and
that along [110] by dilatation. The results from a sample cut 2.5° from [110] (Section
5.1.1) suggest that by rotating the direction of applied strain, one can tune the effect
of the two kinds of distortion on Tc. This strong directional dependence indicates
that the superconductivity in Sr2RuO4 is highly anisotropic, and that the tetragonal
crystal symmetry and details of its Fermi surface play an important role. In this
section we will consider several scenarios to see if they could explain the observed
strain dependence of Tc, and assess whether our data can be compatible with some
form of px ± ipy superconductivity.
As previously noted, the most striking and unambiguous aspect of our data is
the quadratic form of Tc(ε100) beyond ∼ 0.03% strain. A quadratic dependence
can generally be explained by a strain-induced mixture of nearly degenerate order
parameters, as discussed in Section 3.5.4. This is caused by the interaction term
between the two order parameters in the Ginzburg-Landau free energy expansion
which results in Tc ∝ ε2 for small strains. Given the tetragonal crystal symmetry
and strong response to strain along [100], obvious candidates would be d(x2−y2)-
and s-wave order parameters, as these will give a symmetric response to anisotropic
distortions of the lattice. These order parameters are however in conflict with both
the proposed spin-triplet pairing and broken time-reversal symmetry in Sr2RuO4.
A second possibility is that there are in fact two degenerate order parameters
at zero strain, which couple to the lattice in a way such that the cusp at zero
strain occurs on top of a strong underlying strain response. Figure 5.13 shows an
illustration of such a scenario. It would therefore be useful to estimate the size of
the change in slope at zero strain for such a model, to determine whether we should
have been able to detect it experimentally.
5.3.2.1 Electronic structure calculations
Electronic structure calculations were carried out by E. A. Yelland and C. W. Hicks
using the Wien2k package [118] to gain insight into the effect of strain on Sr2RuO4’s
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Figure 5.13: Possible phase diagram
for two degenerate order parameters
px and py, where the cusp at zero
strain is obscured by a strong underly-
ing strain response. Reproduced from
[92].
Fermi surface [92]. The calculations were converged on a mesh of 20×20×20 points
in k-space in the full Brillouin zone, and spin-orbit coupling was included. Strain was
modelled by setting the lattice parameters to obtain the desired longitudinal strain,
with the transverse strains being given by the in-plane and out-of-plane Poisson’s
ratios. The calculated Fermi surfaces for ε100 and ε110 = ±0.5% are shown in Figure
5.14.
Figure 5.14: Calculated Fermi surfaces of Sr2RuO4 under applied strain. The left
panel corresponds to strain applied along [100], and the right panel along [110]. The
blue sheets correspond to 0.5% compression, and the black ones to 0.5% tension.
The dashed lines represent the two-dimensional Brillouin zone boundaries of the
RuO2 planes. In the shaded portion of the right-hand panel, the differences between
the Fermi surfaces for compression and tension were exaggerated by a factor of five
to make them visible. The Fermi surfaces in this portion were slightly distorted to
make the zone boundaries match. Reproduced from [92].
Sr2RuO4’s Fermi surface changes more dramatically when it is strained along
[100] than along [110]. In particular, the {100} sections of the γ sheet are the most
strongly affected, with the response along [100] and [010] being large and opposite:
as the system is compressed along [100], the γ sheet extends towards the van Hove
point at (pi, 0) and shrinks away from that at (0, pi); tension along [100] has the exact
opposite effect. The α and β sheets are not noticeably altered by [100] strain. In
contrast, strain along [110] is seen to have almost no effect on any of the sheets,
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the changes only being distinguishable when they are exaggerated, as shown in the
shaded section of the right panel in Figure 5.14.
The very different response of the various parts of the Fermi surface to strain
suggests that the magnitude of the cusp in Tc(ε) that one would expect will depend
strongly on which sections of the Fermi surface are gapped out by superconductiv-
ity. We have already argued that our data are consistent with a highly anisotropic
superconducting state in Sr2RuO4, and by combining our data with the electronic
structure calculations, we can make some predictions regarding the structure of the
gap. In Section 3.5 we discussed the controversy surrounding the structure of the
superconducting gap. Angular dependent specific heat measurements indicate that
the superconducting gap may be largest on the {110} sections of the γ sheet [87,88],
whereas other authors have suggested that superconductivity lives predominantly
on the α and β sheets [90].
By changing the shape of the Fermi surface with strain, we are also modifying N0,
the density of states at the Fermi surface. For [100] strain in particular we can expect
a strong increase of N0 as the γ sheet approaches the van Hove point. This will in
turn affect Tc, which we can estimate using the BCS expression Tc ∝ exp(−1/λN0),
where λ is the strength of the pairing interaction. Assuming that λ remains constant
with strain, the derivative is given by:
dTc
dε
=
Tc
λN0
(
1
N0
dN0
dε
)
. (5.3.2)
The magnitude of the cusp for a px ± ipy state corresponds to the change in
dTc/dε across zero strain, where the order parameter switches from longitudinally-
to transversely-oriented order (px to py in the case of [100] strain). The cusp is
expected to be strongest when the longitudinal and transverse responses to strain
are very different. As illustrated in Figure 5.14, this is most clearly the case on the
{100} sections of the Fermi surface, where the density of states along [100] and [010]
change rapidly and oppositely.
The magnitude of the cusp was calculated for three different models: where the
superconducting gap is largest (1) on the {100} sections of the γ sheet, (2) on the
{100} sections of the β sheet, and (3) on the {110} sections of the γ sheet. λN0 was
set to a typical weak-coupling value of 0.3, and N0 was taken to be proportional to
the inverse Fermi velocity v−1F . The inverse Fermi velocity was determined at two
points for each model, shown in Figure 5.15, to compare the response along the x-
and y-directions. For model (3), a point just outside the region with the avoided
band crossings was chosen for simplicity. The band structure was calculated for
a series of small strains, to obtain an estimate of dv−1F /dε at zero strain and thus
obtain an estimate of dTc/dε from equation (5.3.2). The results of the calculation
are displayed in Table 5.2, where v−1F (0) is the inverse Fermi velocity at zero strain
in 10−6 s/m. As dTc,x/dε is greater than dTc,y/dε in all cases, dTc,x/dε is expected
to be the slope for tension and dTc,y/dε that for compression, by comparison with
our data.
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Figure 5.15: Fermi surfaces of
Sr2RuO4 at the same strains as those
in Figure 5.14. The labelled points
are those at which the values of v−1F
were calculated at different strains,
to obtain the results displayed in
Table 5.2. The dashed lines show
the 2D zone boundaries of the RuO2
planes, and the full zone shown cor-
responds to the kz = 0 cut of the
Brillouin zone of the tetragonal lat-
tice. From [92].
Model Gap Strain dir. v−1F (0) dTc,x/dε (K/%) dTc,y/dε (K/%)
1 {100} γ [100] 6.2 +4.0 -3.1
2 β [100] 2.6 +0.6 -0.3
3 {110} γ [110] 2.6 +0.115 +0.104
Table 5.2: Results from electronic structure calculations for models with the super-
conducting gap on different sections of the Fermi surface.
The magnitude of the cusp for a given model corresponds to dTc,x/dε− dTc,y/dε
evaluated at zero strain. As expected, the cusp for the model with the gap on the
{100} sections of the γ sheet is the largest, with the jump in dTc/dε being ∼ 7
K/%. This is a large jump which should have been easily observable within our
experimental resolution, however no trace of it is seen in Tc(ε). Perhaps this is not
surprising, as by symmetry one would not expect a large gap on the {100} sections
of the Fermi surface for a p-wave order parameter. Indeed, the gap must vanish at
the van Hove points themselves, due to the opposite phase of the gaps in adjacent
Brillouin zones.
For model 2 with the gap on the β sheet the cusp is much smaller, with the jump
being ∼ 0.9 K/%. Such a jump may have been observable with our experimental
set-up. The calculation described is however approximate, so it is possible that
the actual jump is slightly smaller than the one calculated, such that it would be
obscured by the strong underlying response to [100] strain.
If, as in model 3, superconductivity lives on the {110} sections of the Fermi
surface, a larger cusp for [110] rather than [100] strains is expected. But as we have
observed, [110] strain barely affects the shape of the Fermi surface, with the response
of the {110} and {110} sections being nearly identical. The predicted cusp for this
model is therefore very weak, of the order of ∼ 0.01 K/%. This jump is well below
the resolution of our measurement, and we would have not detected such a small
change in slope at zero strain.
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Our data, combined with the estimates given in Table 5.2, still permit certain
models of px ± ipy superconductivity, placing however a number of constraints on
them. The case of an isotropic gap is clearly ruled out by the dependence on direction
of applied strain of our data. We also rule out the case described by model 1, where
the superconducting gap is dominant on the {100} sections of the γ sheet, as no
large jump in dTc/dε is observed at zero strain, and it is disfavoured for symmetry
reasons. However, both models 2 and 3 could be consistent with the lack of observed
cusp, as the jump in dTc/dε may have been too small compared to our resolution.
That said, models 2 and 3 do not give a natural explanation for the strong
increase of Tc with [100] strain. This increase is most naturally explained by the
changes in the density of states of the γ sheet, which evolves oppositely along the
{100} and {010} sections of the Fermi surface with [100] strain. A natural hypothesis
then, would be that even though the gap may be largest elsewhere on the Fermi
surface, superconductivity is strongly linked to the {100} and {010} sections of
the γ sheet and its proximity to the van Hove point; a possibility being that the
pairing interaction is related to ferromagnetic fluctuations about the van Hove point.
Exploring such models further would be of great interest, as they could yield great
insight into the structure of Sr2RuO4’s superconducting state, as well as its pairing
mechanism.
5.4 Summary and outlook
In this chapter we described the experimental results obtained on Sr2RuO4 under
uni-axial strain. We found that Tc(ε) depends very strongly on the direction in
which strain is applied. For strain applied along the [100] direction, there is a large
symmetric response about zero strain, with Tc being increased by more than 40% for
∼ 0.2% applied strain. The region within ∼ 0.03% of zero strain is approximately
flat, whilst beyond that Tc(ε100) behaves roughly quadratically. The response to
[110] strain is on the other hand very weak and linear. In neither case was a dis-
continuity in dTc/dε observed at zero strain, contrary to the predictions made for
a simple px ± ipy model. We discussed effects of strain inhomogeneity, and argued
that although the shape of the low-strain data may be affected by inhomogeneity,
the quadratic increase of Tc(ε100) could not be explained by such effects and must
be intrinsic.
Electronic structure calculations indicate that the strong increase of Tc(ε100) is
linked to the density of states of the γ sheet and its proximity to the van Hove points.
Estimates from the electronic structure calculations show that certain models of
px± ipy superconductivity could still be consistent with our data, as the cusp would
have been too small to detect within our experimental resolution. Nevertheless
any model for chiral p-wave superconductivity must be able to account for both the
directional dependence of the strain response and the apparent weakness of the cusp.
Interestingly, several aspects of our data-set can be explained by considering a
strain-induced mixture of d(x2−y2)- and s-wave order parameters, as this would pro-
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duce the quadratic form of Tc(ε100). As already mentioned however, such a state
is not compatible with the observation of spin-triplet superconductivity or broken
time-reversal symmetry. That said, there have been suggestions that experiments
which are believed to show spin-triplet superconductivity in Sr2RuO4 may be in-
terpreted in alternative ways. Zutic and Mazin [81] argue that the phase-sensitive
measurement performed by K. D. Nelson et al. using a Josephson junction between
Sr2RuO4 and a conventional superconductor [119] is also in fact compatible with a
d-wave state. As previously mentioned in Section 3.5.2, they also note the there is
some ambiguity regarding the NMR result, as the Knight shift is found to remain
constant across Tc when the magnetic field is in the plane as well as when it is along
c.
Many open questions remain concerning the superconducting state of Sr2RuO4,
several of which can be addressed using the uni-axial strain probe. Perhaps the
key question is whether the superconducting state at zero strain is comprised of two
degenerate order parameters and breaks time-reversal symmetry. For the experiment
described in this chapter, we measured Tc using AC magnetic susceptibility and so
were only sensitive to the upper transition. If a splitting of the transitions is actually
occurring, one could prove this by measuring both transitions, and thus track the
transition between the one-component and two-component order parameter states
to map out the full phase diagram. To do this one would need to use a probe
which is sensitive to the lower transition, such as specific heat. Measuring specific
heat under strain is however highly challenging, as the sample is firmly anchored at
both ends to titanium plates, and so cannot be thermally isolated from the probe.
Thermal expansion under strain could also yield information about the splitting of
the transitions, as it is related to the change in heat capacity at the transitions, as
shown by (5.3.1).
An advantage of the uni-axial strain probe compared to other pressure mea-
surements is that the upper face of the sample is exposed, making spectroscopic
measurements possible. Another experiment which one could envisage is studying
the Kerr effect under strain. In this way, one could determine the strain dependence
of the Kerr effect, which is a signature of broken time-reversal symmetry. If the
chiral p-wave scenario is correct, one should then be able to tune as a function of
strain between states where time-reversal symmetry is preserved and broken. This
would provide an independent measure of Sr2RuO4’s phase diagram.
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Chapter 6
Sr3Ru2O7 Under Uni-axial
Strain: Results and Discussion
Sr3Ru2O7 offers the rare opportunity of exploring a phase diagram in the vicinity
of quantum criticality in the clean limit and without introduction of point defects.
While the recent discovery that Sr3Ru2O7’s novel phase is linked to SDW formation
provided vital new insight, many questions about the phase’s properties were left
unanswered, with several new ones being raised. For instance, what is the link
between quantum criticality and phase formation? As discussed in Section 2.5.4,
several models which only consider Sr3Ru2O7’s band structure can account for many
of the experimental observations, suggesting that phase formation could be taking
place on a background of quantum criticality, rather than being driven by it. Another
question relates to the resistivity inside the phase, and how SDW formation could
lead to such a drastic increase in the resistivity. In their neutron experiment, Lester
et al. [44] find elastic scattering peaks corresponding to SDWs running along a and
b, however are not able to resolve whether these arise from domains of [100]- and
[010]-oriented order, or from microscopically coexisting density waves. Domains
would provide a natural explanation for the enhanced resistivity, however to date
no evidence of domains has been found.
Given the sensitivity of Sr3Ru2O7’s phase to in-plane symmetry-breaking mag-
netic fields, we decided to investigate it with another-symmetry breaking field: in-
plane strain. We measured the resistivity of three samples under strain, all of which
were cut along [100]. The samples were all cut from the same crystal1 with a residual
resistivity of ρ0 ≈ 0.25 µΩcm. The dimensions of the samples are given in Table
6.1. As before, L is the length of the gap between the sample plates, w and t the
sample width and thickness, and dl and du the epoxy thickness below and above the
sample. The last column gives an estimate of the strain at the middle of the sample
as a percentage of the strain applied by the piezoelectric stacks, as calculated by
finite element analysis by Mark Barber.
1Crystal C697B, grown by Robin Perry and characterised by J.-F. Mercure and Robin Perry
[111].
105
sample L (µm) w (µm) t (µm) dl, du (µm) εL/∆L (%)
#1 670 170 45 80, 80 52
#2 1050 212 45 50, 100 69
#3 820 820 43 20, 20 78
Table 6.1: Sr3Ru2O7 sample dimensions.
6.1 Effect of uni-axial strain on novel phase of Sr3Ru2O7
In this section we will present the main experimental results obtained on Sr3Ru2O7
under uni-axial strain. The resistivity of the three samples was measured for a series
of magnetic field sweeps, each performed at a different sample strain. The sample
temperature was held at approximately 300 mK for the whole measurement2. Sam-
ple #1 was measured with the first generation strain probe, whilst samples #2 and
#3 were measured with the second generation probe. The magnetic field was always
applied parallel to the c-axis, with an estimated ±2° error in the alignment of the
sample’s c-axis with the field direction. The samples were mounted for measurement
as described in Section 4.3, with the contact configuration shown again for reference
in Figure 6.1b.
Figure 6.1a shows ρaa, the resistivity parallel to the direction of applied strain, of
sample #1 as a function of field between 6 T and 12 T at different applied strains.
The measurement was performed by running an AC current I = 1 mA at 76 Hz
between contacts 1 and 2, and measuring the voltage drops V34 and V56 across
the voltage pairs with a lock-in amplifier. The resistivity was calculated using the
formula ρaa = (V/I)(A/l), where V is one of the measured voltages, A = wt, and l
is the separation between the voltage contacts. The data displayed in Figures 6.1a
and 6.1c correspond to the measurement across contacts 3 and 4; the measurement
across 5 and 6 yields very similar results, and we compare the measurements from
both sides of the sample in Section 6.2.5. The sample dimensions and contact
separation were measured under a microscope, meaning that there is some error in
our calculation of the resistivity due to uncertainty in the measured lengths. We
estimate that the error linked to this geometrical uncertainty is ∼ 8%. We should
also note that we are not taking into account the change in sample size due to the
applied strain in our calculation, as the change in length of the sample (of the order
of 1 µm) is much smaller than the uncertainty previously mentioned. Moreover, the
in-plane Poisson’s ratio of Sr3Ru2O7 is not known, so that the change in the sample
cross-section cannot be accurately calculated.
The magnetic field was ramped at 0.2 T/min, and the data from the up- and
2As discussed in Section 4.5.3, due to the magnetoresistance of the temperature sensor, there is a
systematic increase of the sample temperature of ∼ 80 mK between 0 and 12 T. This however does
not affect our main results, as the resistivity of Sr3Ru2O7 has a very small temperature dependence
at ∼300 mK.
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Figure 6.1: (a) Resistivity of sample #1 as a function of magnetic field at different
applied strains, shown by the colour bar. The black curve is that where the sample
is nearest to zero strain. The error on the colour bar indicates the error in locating
zero strain. The temperature is T ≈ 300 mK. (b) Sample configuration in the strain
probe for measuring resistivity, as described in Section 4.3. (c) Surface plot of the
data shown in (a).
down-ramps were averaged to cancel out effects from any magnet hysteresis. As
for the Sr2RuO4 experiment, the strain was set at the beginning of each ramp by
107
applying a voltage to the stacks and waiting until the length of the stacks had
stabilized. Starting with voltages on the inner and outer stacks of (Vinner, Vouter) =
(0 V, 400 V), we went up to (400 V, 0 V) in 10 V steps, corresponding to strain
steps of ∼ 0.005%. The black curve in Figure 6.1a corresponds to the run which is
closest to zero strain, the location of which was estimated by comparing the data
with a reference sample cut from the same crystal, as discussed in Section 6.2.3.
The sample mounted in the strain probe nicely reproduces the main features of
the zero-strain resistivity reported in the literature, namely the fields at which the
transitions into and out of the phase occur, as well as the magnitude of the increase
in resistivity inside the phase (compare with, for example, Figure 2.11a). We can
also clearly distinguish the B-phase, or “shoulder” region.
The data displayed in Figure 6.1a show that ρaa changes dramatically with sam-
ple strain within the phase. As the sample is compressed along [100], ρaa increases
sharply until roughly 0.05% strain where it appears to start saturating. Conversely,
if the sample is tensioned, ρaa decreases until the resistive signature of the phase has
all but disappeared. Whereas at zero strain the resistivity jumps by a factor of ∼ 1.6
upon entering the phase, under 0.12% compression the jump is of a factor of ∼ 2.6.
Another striking aspect of this data-set is the extent to which the B-phase is affected
by strain. At zero strain the B-phase is a narrow region between approximately 8.1
T and 8.5 T, with a smaller enhanced resistivity than the A-phase. Under strong
compression however, the B-phase develops a resistivity nearly as high as that of the
A-phase, and spills out up to ∼ 9.4 T. This “spilling out” of the B-phase is in con-
trast to the metamagnetic transitions themselves, which appear to only be weakly
strain dependent. If under strain the metamagnetic transitions remain associated
with the same signatures in resistivity as at zero strain, then the lower transition,
which is at ∼ 7.8 T at zero strain, shifts to ∼ 7.6 T at 0.12% compression; the upper
transition, associated with the kink in resistivity near 8.1 T, appears more or less
constant in strain. A surface plot of the resistivity against magnetic field and strain
is shown in Figure 6.1c, illustrating the rapid increase of ρaa with compression inside
the phase, followed by its saturation.
Another unusual aspect of the data in Figure 6.1a is that the vertical ordering
of the curves inside the phase is opposite to that outside: whereas the curves under
compression have the lowest resistivity outside the phase, they have by far the high-
est resistivity inside the phase. For a weakly correlated metal, where the dominant
effect is the change in size of the unit cell, one would typically expect the measured
resistance to decrease under compression and increase under tension. In general one
can write the change in measured resistance as [120]:
∆R
R
=
∆ρ
ρ
+
∆L
L
− ∆A
A
. (6.1.1)
The last two terms correspond to the geometric changes associated with the applied
strain, and give the linear change in resistance expected for a typical metal. For
our measurement however, the change in measured resistance is dominated by the
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resistivity term, both inside and outside the phase. Indeed, the geometric term is
of the order of ε ∼ 0.1%, whilst |∆R|/R is ∼ 1% outside the phase and goes up
to nearly 60% inside the phase. This justifies the approximation of neglecting the
geometric effect which we made in calculating ρaa.
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These numbers in themselves indicate that electron correlations must play an
important role in Sr3Ru2O7, in particular inside the phase where the electronic
behaviour is very strongly affected by small distortions of the lattice. To compare
the effect of strain on Sr3Ru2O7 inside and outside of the phase, we measured ρaa
between 0 T and 14 T (Figure 6.2A). From this data-set we can calculate the elasto-
resistive coupling m ≡ (1/R)(dR/dε), which gives a measure of how strongly the
measured resistance is affected by the applied strain ε (Figure 6.2B). In the region
near zero strain ρaa(ε) of Sr3Ru2O7 is approximately linear, so we can calculate m
using:
m ≈ ρaa(ε1)− ρaa(ε2)|ε1 − ε2|ρaa(0) , (6.1.2)
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where ε1 and ε2 are the strains on either side of zero strain labelled in Figure 6.2A.
ρaa(0) is the value of ρaa interpolated at zero strain.
As can be seen in Figure 6.2A, outside of the phase strain causes the value of
the resistivity to shift, but does not significantly change the overall shape of ρaa(B).
The inversion of the ordering of the curves inside the phase mentioned above means
that all of the curves must cross each other. Interestingly all of the curves cross at
relatively well defined points near 7.6 T and 9.2 T. We will return to the question
of how sharp these crossing points really are at the end of the section. Despite
strain not altering the shape of ρaa(B) outside of the phase, the elasto-resistive
coupling is very high: m ≈ 30 for low values of magnetic field, compared to weakly
correlated metals where the geometric contribution is (1 + 2ν) ≈ 2 for typical values
of the Poisson’s ratio ν. This again emphasizes that electron correlations are strong
well outside the phase, where we find the system to be highly sensitive to lattice
distortions. As the phase is approached from both the high- and low-field sides, m
increases to above 50, perhaps signalling an increase in the strength of interactions
in the vicinity of the phase, before rapidly becoming very large and negative. The
magnitude of the elasto-resistive coupling inside the phase is impressive, with the
largest value of ∼ −1180 being reached near 8 T. The change of sign of m inside the
phase implies that there are two points where m = 0, and where, for small strains,
ρaa is strain independent. These points correspond to the observed crossing points
mentioned previously.
6.1.1 Longitudinal and transverse measurements
The data from sample #1 are reminiscent of the tuning between the easy and hard
responses with in-plane magnetic field. Borzi et al. showed that increasing the com-
ponent of in-plane field along a caused the resistivity inside the phase to decrease
along b whilst remaining more or less constant along a [4] (see Figure 2.11a). There-
fore to check whether strain acts on the phase in a similar way to in-plane field, we
must also measure the response in the direction perpendicular to that of the applied
strain. To obtain a qualitative measure of the transverse resistivity ρbb, samples #2
and #3 were wired as shown in Figure 6.3.
The numbered points in the diagram correspond to the bonding pads on the
strain probe. The longitudinal resistivity ρaa is measured as before: by running
a current between contacts 1 and 2, and measuring V34 or V56. To measure the
transverse response, we ran a current between contacts 7 and 8, and measured the
voltage drop between contacts 9 and 10. The wires to the bonding pads were twisted
in pairs to reduce pick-up noise: 3 and 4, 5 and 6, 9 and 10 for the voltage pairs; 1 and
2, 7 and 8 for the current pairs. The requirement of using twisted pairs meant that
it was necessary to use pairs of adjacent bonding pads on the probe, so that wires
had to be run across the sample to be able to perform the transverse measurement.
These wires, which join pads 7 to 3 and 6 to 10 as illustrated in Figure 6.3, were
made from 50 µm diameter copper wire which was soldered to the bonding pads.
The high aspect-ratio (length/width) of the sample is ideal for obtaining an ac-
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Figure 6.3: Wiring configuration for samples #2 and #3, enabling measurement
of the response in the directions parallel and perpendicular to the applied strain.
The green and red arrows show the current paths for the longitudinal and transverse
measurements respectively. The directions of the in-plane crystal axes are indicated.
curate measurement of ρaa, as the current flow through the sample will be highly
homogeneous across its width in the middle section where the voltage drop is mea-
sured. On the other hand, the high aspect-ratio, which is also necessary for obtaining
high strain homogeneity at the centre of the sample, is far from ideal for measuring
ρbb. Indeed, the current flow between contacts 7 and 8 is not homogeneous across
the sample, as the current will spread out in the a direction. This means that the
voltage measured between 9 and 10, although dominated by ρbb, will be affected by
the magnitude of ρaa. Therefore V9−10 gives a qualitative rather than a quantitative
measure of ρbb. We return to the question of the extent to which V9−10 is affected
by ρaa in Section 6.2.6.
The data from the longitudinal and transverse measurements on sample #3 are
shown one above the other in Figure 6.4. As for sample #1, the data were collected
at T ≈ 300 mK, with the field being swept at 0.2 T/min. All of the longitudinal runs
were carried out, followed by the transverse ones, applying the same sets of voltages
to the piezoelectric stacks in each case: 20 V steps from (Vinner, Vouter) = (220 V, 0 V)
to (0 V, 0 V) for the compression runs, and (0 V, 0 V) to (0 V, 260 V) for the tension
runs. This gave strain steps of ∼ 0.012% and a total strain range of roughly −0.19%
to +0.12%. The measurements were performed with a 1 mA excitation current at
119.3 Hz for both the longitudinal and transverse runs. We found that the signal
from the transverse measurement occurred on top of a strong field-dependent but
strain-independent background, VBG, which is subtracted from the data in Figure
6.4B. The origin of this background and its subtraction are discussed in detail in
Section 6.2.1, however it does not affect the qualitative observations which we make
about the transvere response here.
The longitudinal data from sample #3 (Figure 6.4A) are qualitatively very sim-
ilar to those of sample #1 (Figure 6.1a), with compression along [100] strongly
enhancing ρaa inside the phase, and tension suppressing the enhancement. The
transverse response shown in Figure 6.4B exhibits the opposite behaviour: tension
along [100] causes a strong increase of the measured signal, whilst compression sup-
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Figure 6.4: Lon-
gitudinal (A) and
transverse (B) data
from sample #3.
The transverse data
are shown after
subtraction of the
background VBG.
The measurement
configurations are
sketched in the top
right corner of each
panel, showing the
current path and
voltage pair used.
The black curve is
that where the sam-
ple is nearest to zero
strain. The strains
of the dashed curves,
which are marked
on the colour bar,
are approximately
±0.048%. The error
in locating zero strain
is also shown on the
colour bar.
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presses it. Under high tension ρaa is nearly constant within the phase, so the large
transverse signal must be the result of a strong increase in ρbb. Conversely, the large
value of ρaa under compression causes the dip in the transverse signal upon enter-
ing the phase, as the current flow for the transverse measurement becomes more
restricted along a thus reducing the voltage measured between 9 and 10. Therefore
although we are unable to extract an absolute value of ρbb from the raw data due
to VBG, this data-set reveals the basic phenomenology within the phase: compres-
sion along [100] enhances ρaa and suppresses ρbb, whilst tension along [100] has the
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opposite effect.
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sponse. C: Contours en-
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and high ρbb. The lev-
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raw data. The vertical line
in the three panels is to
emphasize the mirroring of
the longitudinal and trans-
verse data about zero strain,
with the error in zero strain
shown by the error bar in
panel C.
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The dashed curves in Figures 6.4A and B were taken at strains of approximately
±0.048%. We observe that within this strain range, both the longitudinal and
transverse signals appear to be enhanced within the phase. In other words, there is
a region with a finite width in strain over which both ρaa and ρbb display signatures of
the phase. To better illustrate this overlap region, contour plots of the longitudinal
and transverse signals are shown in Figures 6.5A and B. The two responses appear
to mirror each other: the region of enhanced ρaa extends out on the compression side,
whilst that of enhanced ρbb extends out on the tension side. In panel C, contours
which denote the approximate boundaries of these regions are shown, with the level
at which the contours are taken shown by the thick black line in the colour bar. The
overlap region, shown by the cross-hatched section in panel C, has a field dependent
width, with a maximum width of ∼ 0.08% near 8 T.
We note that the borders of two regions of enhanced resistivity do not cross at
exactly zero strain, whereas by symmetry one would expect them to cross at zero
strain. Indeed, at zero strain and in the absence of an in-plane field ρaa and ρbb
are identical [4]. There are several sources of error which could contribute to the
boundaries not crossing at zero strain. First, as discussed previously, the transverse
measurement itself does not give a proper measure of ρbb, which could be a significant
contribution. Another source is the determination of zero strain, which is described
in Section 6.2.3. An error in the alignment between the sample’s c-axis and the
magnetic field would also cause a shift in the crossing points, due to the effect of the
in-plane field component. Finally, we should emphasize that the boundaries shown
in Figure 6.5C correspond to contours which were chosen to illustrate the extent of
the phase, and are not strictly speaking phase boundaries.
The approximate location of the second metamagnetic transition, marked by
the dashed line in Figure 6.5C, was determined from the resistive anomaly associ-
ated with the transition. As noted for sample #1, this transition has a very weak
dependence on strain. The fact that the dashed line has a small slope at zero
strain suggests that the transition may be more sensitive to the dilatation rather
than anisotropic distortion of the sample under strain. The large and symmetric
response of the longitudinal and transverse responses displayed in Figures 6.5A and
B indicates on the other hand that the anisotropic distortion is the dominant effect
on the resistivity enhancement.
In Figures 6.6a and 6.6b the longitudinal and transverse strain responses are
shown at a series of different fields, the curves being interpolated from the data
shown in Figure 6.4. These illustrate the strong contrast between the behaviour of
ρaa(ε) and ρbb(ε) inside and outside the phase
3. On the low- and high-field sides
(curves at 7.1 T and 9.8 T) the response is roughly linear, whilst inside the phase
(curves at 8.0 T, 8.5 T and 9.0 T) there is a rapid increase of the signal which onsets
at a particular strain. This occurs most dramatically for the 8 T curve of ρaa, which
is weakly strain dependent above ∼ 0.04% strain, and below which there is a rapid
3As noted previously, the transverse data only serve to make qualitative observations about ρbb,
and the magnitudes of the two signals cannot be compared directly.
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onset of the high ρaa state, with ρaa saturating at high compression. The slopes of
the curves above and below the phase are nearly identical, with the ones from the
transverse data-set lying on top of each other due to the subtracted background.
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Figure 6.6: (a) and (b) Longitudinal and transverse response against strain at dif-
ferent applied fields.
We conclude this section by returning to the question of the crossing points
mentioned earlier. As seen in Figures 6.1a and 6.4, there appear to be relatively
well defined points where the curves at different strains cross each other at 7.6 T
and 9.2 T. To determine the sharpness of these crossing points, we have plotted
the strain dependence of the longitudinal and transverse signals at these fields in
Figures 6.7a and 6.7b. For comparison, the longitudinal data from samples #1
and #3 are shown, the difference in magnitude between the two most likely due
to geometric errors in the resistivity calculation. We observe that ρaa is almost
completely strain independent around zero strain for both samples, indicating sharp
crossing points. At around -0.08% for sample #1 and -0.10% for sample #3, ρaa
begins to rise with compression. On the tension side it looks like the signal may take
a down-turn around 0.10% strain, however we do not have enough data to confirm
this. The transverse data, although noisier, appear approximately flat around zero
strain, with sharp up- and down-turns at ±0.10% strain. We do not expect the
transverse signal to be strongly affected by ρaa, as we have shown that ρaa does not
have much of a strain dependence at low strains at 7.6 T and 9.2 T. This suggests
that ρbb also possesses these sharp crossing points.
The up- and down-turns at ±0.10% correspond to the region of enhanced resis-
tivity spreading outwards in field, in other words the high-strain curves cross the
low-strain curves at a lower field on the low-field side and at a higher field on the
high-field side. The difference in the strains at which the up-turn occurs for samples
#1 and #3 could be a result of the higher strain inhomogeneity observed in sample
#1, which is discussed further on in Section 6.2.5. The data in Figures 6.7a and
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6.7b indicate that there are crossing points in ρaa and ρbb which remain sharp over
a wide range of strain, between approximately -0.10% and +0.10%.
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Figure 6.7: (a) Strain dependence of ρaa of samples #1 and #3 at 7.6 T and 9.2 T,
corresponding to the crossing points. (b) Transverse response of sample #3 at the
crossing points.
6.2 Experimental details
Having presented the main results from the strain measurements on Sr3Ru2O7 in
the previous section, we now explore in greater depth several of the experimental
details before moving on to a discussion of the data.
6.2.1 Frequency dependence and subtraction of background for sam-
ples #2 and #3
As shown in Figure 6.3, to be able to measure both the longitudinal and transverse
response on the same sample during the same cool-down, it is necessary to run two
wires across the sample. We found that for samples #2 and #3 which were wired up
in this configuration, the transverse signal occurred on top of a large field-dependent,
but strain-independent, background. We also found that this background depended
on the frequency of the current used for the measurement. Raw data from sample
#3 are plotted in Figure 6.8, showing the unusual background of the transverse
signal. These data were measured at T ≈ 300 mK with the usual ramp rate of
0.2 T/min and a current of 1 mA. No voltages were applied to the stacks for these
measurements, so that the sample was under a slight compression of ∼ 0.07%. We
can clearly see the signatures of the phase, with the onset of both the A- and B-
phases being easily distinguishable above the noise. These are superimposed onto
a background which we found is well-fitted by a third order polynomial. As the
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background is negative of sign and increases in magnitude with field, the measured
voltage V9−10 in the vicinity of the phase is negative.
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Figure 6.8: Raw data from the transverse measurement on sample #3, measured at
three different frequencies.
To further investigate the nature of this background, we performed frequency
sweeps whilst holding the temperature at T ≈ 0.6 K and the field at B = 8 T, and
measured the longitudinal and transverse signals with a 1 mA current (Figures 6.9a
and 6.9b). The frequency was ramped from 60 to 2000 Hz in 1 Hz steps, with the
signal being averaged over 5 s at each step.
The longitudinal signal appears to be roughly frequency independent between
80 Hz and 140 Hz and between 400 Hz and 690 Hz. The peaks at multiples of 50
Hz correspond to oscillations in the measurement circuitry induced by the mains
power supply. We observe broad peaks in the in-phase component of the signal
centred at 280 Hz and 812 Hz, with the out-of-phase signal resembling the deriva-
tive of these peaks. The transverse signal exhibits a large out-of-phase component
which grows with frequency. For frequencies greater than 300 Hz, the magnitude of
both the in- and out-of-phase components of the transverse signal increased beyond
the measurement range to which the lock-in amplifier was set. Despite the signal
being overloaded at high frequencies, we note that both components change sign
several times, consistent with the presence of broad peaks like in the longitudinal
measurement. This behaviour of the longitudinal and transverse signals is sugges-
tive of a mechanical oscillation in the measurement wires, which is driven by the
application of an AC current in a high magnetic field. As the transverse measure-
ment is affected to a much greater extent than the longitudinal one, it is likely that
the oscillation is taking place in the wires which run across the sample, mentioned
previously. These are relatively long (4-5 mm) and flexible, and are not fixed to
the probe except at their ends. The current leads for the longitudinal measurement
are on the other hand much stiffer, being directly fixed to the ends of the sample
where they are embedded in epoxy, and their length to the bonding pads is shorter
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(1-2 mm). Hence the elastic constant of the transverse measurement wires will be
smaller than that of the longitudinal ones, making the transverse measurement more
sensitive to oscillations.
102 103
−1.5
−1
−0.5
0
0.5
1
1.5
2
f (Hz)
V 3
4 (
μ
V
) 
 
 
In−phase
Out−of−phase
T ≈ 0.6 K
B = 8 T
Longitudinal measurement
(a)
102 103
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
f (Hz)
V 9
-1
0 (
μ
V)
 
 
 Transverse measurement
In−phase
Out−of−phase
(b)
Figure 6.9: (a) and (b): longitudinal and transverse response of sample #3 measured
against frequency at fixed field and temperature.
We attempted to eliminate the oscillations in the measurement wires by fixing
them to the probe where possible, however were unable to completely suppress the
frequency dependence of the signal. For sample #3, we therefore chose to operate
at 119.3 Hz where the longitudinal signal did not display any significant frequency
dependence, and no unusual background in ρaa was observed. This is illustrated
by Figure 6.10, where ρaa is plotted over a wide field range. All of the data from
sample #3 shown in Section 6.1 were taken at 119.3 Hz. For the transverse data
we subtracted the background by fitting a third order polynomial to the 119.3 Hz
curve shown in Figure 6.8. The same background was subtracted from each of the
transverse measurements, to produce Figure 6.4B. In this way the relative change
in magnitude of the signal across the data-set is not affected. Therefore although
we cannot make quantitative arguments about the transverse data, qualitative ar-
guments are not affected by the background as the signal shown in Figure 6.4B is
dominated by the response of Sr3Ru2O7.
Sample #2 (the data from which are shown in Section 6.2.4), showed a very
similar behaviour to that of sample #3. We found that the optimal frequency
at which to measure sample #2 was around 317 Hz. In the case of sample #1,
which was not wired up for the transverse measurement, no unusual field-dependent
background was observed, as illustrated by the full-range field ramps of Figure 6.2A,
and all measurements were performed at 76 Hz.
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Figure 6.10: ρaa of sample #3 measured over a wide field range, showing the absence
of any unusual background to the data, which are similar to those from a large body
of previous work on samples mounted for conventional transport studies at zero
strain. The measurement was performed with a 1 mA current, and no voltage
applied to the stacks, so that the sample was under a slight compression of ∼ 0.07%.
6.2.2 Measurement current
Aside from the frequency of the measurement current, its amplitude could also have
an effect on the observed signal. Indeed, at low temperatures the contact resistances
are typically much larger than that of the sample, and can be a source of heating
when a current is run through the sample. This could cause the temperature of the
sample to be higher than that of the temperature sensor. We therefore check that the
current we run through the sample is not affecting the shapes the measured curves,
which would be a sign that the sample temperature is changing. One of these tests for
sample #1 is displayed in Figure 6.11a, where the longitudinal signal was measured
with no voltage applied to the piezoelectric stacks for three different measurement
currents: 100 µA, 0.5 mA and 1.0 mA. The measured voltage divided by the current
is plotted, so that the three curves can be shown on the same scale, with the curves
at 0.5 mA and 1.0 mA being offset by 50 µΩ and 100 µΩ respectively for ease of
comparison. The three curves appear to be identical, aside from the signal-to-noise
ratio which is highest for the 1 mA data: the height of the jump of the signal is the
same for all three curves, as are fields at which the different transitions are observed.
Given the similarity in the response for the three measurement currents used, we
decided to use a current of 1 mA for all three samples to obtain a high signal-to-noise
ratio. We found no evidence that the temperature of the sample was being affected
at this current level. To further illustrate this point, we plot a series of curves at
different strains measured with a 100 µA current on sample #1. Despite the higher
noise levels, the results are qualitatively and quantitatively very similar to those
shown in Figure 6.1a, which were measured with a 1 mA current.
119
0 2 4 6 8 10 12
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
B (T)
V 3
4/
I 12
 (1
0-
4 
Ω
)
 
 
0.1 mA 
0.5 mA 
1.0 mA
I12:
(a)
6 7 8 9 10 11 12
-0.1%
0.06%
ρ a
a (
μ
Ω
cm
)
B (T)
I12 = 100 μA
1.0
1.4
1.8
2.2
2.6
 
(b)
Figure 6.11: (a) Longitudinal signal of sample #1 measured with three different
currents. The curves at 0.5 mA and 1.0 mA are offset by 50 µΩ and 100 µΩ
respectively. No voltages were applied to the stacks during these runs, with the
sample being at approximately 0.04% strain. (b) Series of field ramps at different
strains measured with a current of 100 µA on sample #1. The approximate strains
of the highest compression and highest tension curves are labelled.
6.2.3 Strain measurement and determination of zero strain
Sample #1 was measured in the first generation strain probe, so the strain was
monitored using the strain gauge, as described in Section 5.2.1 for the Sr2RuO4
experiment. Samples #2 and #3 were measured in the second generation strain
probe, where the strain is measured using a parallel plate capacitor. The capacitance
was recorded continuously during the field sweeps using a capacitance bridge4. As
the length of the piezoelectric stacks drifts slightly over time, we use the average
capacitance over an entire run to estimate the strain. The strain is calculated using
the parallel plate approximation C = ε0A/d, where A is the area of the plates, and
d their separation. In this way, we can calculate the change in plate separation and,
using the correction factor εL/∆L in Table 6.1, estimate the sample strain. Here
∆L, the change in sample plate separation, is equivalent to ∆d as the motion of the
stacks is rigidly transmitted to the movable capacitor plate.
Both the strain gauge and capacitor measurements only give the relative dis-
placement of the sample plates, and as was the case for the Sr2RuO4 experiment,
we therefore need a separate method for determining the location of zero strain. As
the height of the jump in resistivity in the phase is strongly dependent on strain near
zero strain, we use it to determine zero strain. This is done by matching the height
of the jump of the sample mounted in the strain probe to that of an unstrained
reference sample. We cut our reference sample from the same crystal as the other
4Andeen Hagerling 2500 A.
120
7.0 7.5 8.0 8.5 9.0
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
B (T)
ρ a
a 
(μ
Ω
cm
)
 
 
ref. sample
sample #3
-0.011%
0.011%
Figure 6.12: Comparison between sample #3 mounted on the strain probe and an
unstrained reference sample. The red curve, which was measured at (Vinner, Vouter) =
(0 V, 60 V), matches the reference sample most closely. All of the strains for sample
#3 were calculated relative to the red curve. The dashed curves, the approximate
strains of which are labelled, show the data from the strain steps directly above and
below the red curve.
three samples, and mounted it such that it was suspended from its measurement
wires (like the sample shown in Figure 4.9a). The wires being made out of gold
and highly flexible, the sample remains unstrained as it is cooled down from room
temperature, with any thermal contraction being taken up by the wires.
The comparison between the reference sample and the curve from sample #3
which most closely matches it is shown in Figure 6.12. For reference, we also show
the curves which were taken one step higher and one step lower in strain. The height
of the jump in resistivity of sample #3 is very close to that of the reference sample,
although not exactly the same. Zero strain of sample #3 clearly lies somewhere
between the two dashed curves, and we choose the red curve as the zero strain
reference. Taking the capacitance reading from this run, we calculate all of the
other strains relative to it. We assign an error of ∼ 0.012% to our estimate of the
location of zero strain, which corresponds to a 20 V step on the piezoelectric stacks
(the step between the red and dashed curves in Figure 6.12). As for the Sr2RuO4
experiment, we additionally assign an error of ∼ 10% to the stated strains, to take
into account the drift of the stacks over a given run. A similar comparison to the
reference sample was also carried for samples #1 and #2 to locate zero strain.
6.2.4 Sample comparison
Transport in three samples of Sr3Ru2O7 was measured under strain, with sample
#1 being measured only in the longitudinal direction, and samples #2 and #3 wired
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so that both the longitudinal and transverse responses could be measured. In this
section we compare the data from all three samples to show that the data reported
Section 6.1 was reproducible and consistent across the our sample set.
We have already discussed the similarity of ρaa measured on samples #1 and #3,
with all of the main features reported being reproduced across both data-sets. The
longitudinal and transverse data of sample #2 are plotted in Figure 6.13, which were
measured under the same conditions as sample #3. Although we did not measure a
large field-dependent background on the transverse signal of sample #2, it displays
a strong frequency dependence as discussed in Section 6.2.1 and the data are overall
much noisier than for sample #3. Nevertheless, the main qualitative features from
sample #3 are reproduced, as can be seen by comparing Figures 6.5 and 6.13:
compression and tension along [100] enhance the longitudinal and transverse signals
respectively. There is also a clear area of overlap around zero strain between the
region of enhanced ρaa and enhanced ρbb.
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Figure 6.13: Longitudinal and transverse data of sample #2.
The strain response of the three samples is directly compared in Figure 6.14,
where the longitudinal resistivity is plotted against strain for a field of 8 T (where
the resistivity enhancement is at its highest). The resistivities are each normalized to
their value at zero strain, to cancel out any geometric uncertainty in the resistivity
calculation and facilitate comparison between the samples. We observe that the
enhancement of ρaa for each sample onsets between ∼ 0.03% and 0.05% strain, with
the response at higher tension being approximately flat. The height of the increase
in resistivity, although not identical across all three samples, is very similar. We note
that there is a difference in slope at zero strain between the three curves. This is
likely due to slight differences in the mounting conditions of the three samples, such
as the thickness of the epoxy above and below the sample and the length of sample
embedded in epoxy. These variations will affect the efficiency with which the strain
is transmitted from the sample plates to the sample. These effects are taken into
account by the finite element calculations performed to estimate the strain, however
the models used are only an approximation of the actual experimental set-up.
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Figure 6.14: Comparison of the strain dependence of the longitudinal resistivity of
the three samples at 8 T. The signal of each sample is normalized to its value at
zero strain.
We conclude that although there are some quantitative differences between the
data-sets from the three samples, the main qualitative behaviours reported were
observed for each sample. The differences most likely stem from slight variations in
the experimental set-up, such as the sample mounting conditions or quality of the
electrical contacts.
6.2.5 Strain inhomogeneity
Achieving high strain homogeneity within the sample is one of the major challenges
of performing uni-axial strain experiments. One advantage of the uni-axial strain
probes used here is the high-aspect ratio of the sample, which allows strain inho-
mogeneity to decay away from the sample mounts, as discussed in Section 4.1.5.
However, if the sample is not mounted perfectly symmetrically, for instance if there
is more epoxy above than below it or if it is not exactly aligned with the direction of
motion of the stacks, the sample can become bent as strain is applied which results
in strain gradients across it. Strain inhomogeneity, which tends to be highest at the
edges of sample, will affect our resistivity data as the voltage drop is measured along
the sides of the sample. To determine whether the sample is being bent and the
strain gradients across its width, we compare the signals measured with the voltage
contacts on either side of the sample.
The longitudinal resistance measurements from both sides of samples #1 and
#3 are shown in Figures 6.15A and B respectively. The strain scale for both panels
was calculated using the height of the resistive jump measured with the voltage pair
3-4. The curves measured with both voltage pairs appear qualitatively very similar
for both samples. Differences in the magnitude of the resistance measured on either
side of the sample are most likely due to differences in contact separation.
One immediately noticeable difference between the two samples is that the two
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Figure 6.15: A and B: Comparison between the two voltage pairs of samples #1
and #3. The strain dependence of the measured resistance is plotted for a field of
8 T. The measurements from the pairs of sample #1 appear shifted by ∆ε ∼ 0.02%
strain. The dashed line in B indicates the onset of the high resistivity state for both
pairs of sample #3. The data from pair 3-4 of sample #1 were offset by 0.5× 10−4
Ω for ease of comparison.
curves from sample #1 are shifted in strain relative to each other, by an amount
∆ε ∼ 0.02% labelled in Figure 6.15A. For sample #3, the strain below which Raa
is enhanced is the same within less than 0.01% with both voltage pairs. A similarly
good agreement in strain was also found between both sides of sample #2. The shift
in strain between the two sides of sample #1 indicates that it is bent in the ab-plane.
The difference in bending between the samples is most likely due to the strain probe
which was used: sample #1 was measured on the first generation probe, whilst
samples #2 and #3 were measured on the second generation probe. As detailed in
Section 4.1.3 the first generation strain probe is constructed out of several blocks
of titanium and incorporates thermal contraction foils, whilst the second generation
probe is made out of a single piece of titanium. This was done in a effort to reduce
strain inhomogeneity in the sample, by making the body of the probe more rigid
and avoiding differential thermal contraction between different parts. It seems likely
that such differential thermal contractions imposed a slight bending to the sample as
the probe was cooled down. Given these results, it appears that a good strategy for
reducing bending in the sample is to minimize the number of parts used to construct
the strain probe.
For sample #1 we therefore estimate that there is ∼ 0.02% strain inhomogeneity
across the sample, with side 3-4 being under higher tension than 5-6. The strain
variation across the width of samples #2 and #3 is less than 0.01%. Sample bending
causes the data-sets collected on either side of a given sample to be shifted relative
to each other in strain, and so zero should be determined separately for each side of
the sample. This inhomogeneity places a limit on the accuracy with which we can
state the sample strain, however is small enough that it does not affect any of the
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qualitative observations made so far.
6.2.6 Transverse signal and ρbb
In Section 6.1 we argued that the transverse response (V9−10 − VBG)/I78 gives a
qualitative measure of the behaviour of ρbb. The measure is only qualitative for two
reasons: (i) the field-dependent background described in Section 6.2.1 prevents us
from obtaining an absolute value of the transverse voltage and (ii), the current flow
is not homogeneous across the sample in the transverse configuration, so the signal
has some dependence on ρaa. The background VBG being strain-independent, as it
is a result of an oscillation in the measurement wires, does not affect the evolution of
the transverse signal with strain. The question is then to what extent the transverse
signal is affected by ρaa, and how well it represents the behaviour of ρbb.
We previously discussed how the strong increase in the transverse signal at high
tension must be a consequence of a large change in ρbb, as ρaa is low and roughly
constant in this region. Conversely, at high compression where ρaa is large and
changes rapidly with strain, a dip in the transverse signal is observed upon entering
the phase due to the restriction of the current paths in the a direction. Although
these arguments are sufficient to interpret the transverse data qualitatively, using a
simple model we estimate here the extent to which the transverse signal is affected
by the resistive anisotropy.
The sample is modelled by a 100 × 15 grid to mimic the aspect ratio of the
measured samples. Current flow is modelled by holding one point at a voltage
V and another at ground, and then solving Kirchoff’s law at each point of the grid
iteratively until a solution is converged upon. The voltage can be set at collections of
points instead of at a single point to better model the geometry of an actual contact.
We performed the calculation using a contact configuration which mimicked that of
the transverse measurement, for a series of resistive anisotropies from r = ρaa/ρyy =
0.1 to 3. A colour plot of the potential within the sample calculated for r = 3
is shown in Figure 6.16a, where the locations of the contacts are indicated. The
calculation of the transverse voltage V9−10 as a function of resistive anisotropy is
plotted in Figure 6.16b.
This calculation clearly shows that the transverse signal is affected by the mag-
nitude of ρaa. Assuming that the magnitudes of ρaa and ρbb are similar and that
they change by similar amounts with strain, we can estimate the range of r from the
longitudinal measurement. For sample #3 ρaa goes from ∼ 2.4 µΩcm under com-
pression to ∼ 1.0 µΩcm under tension, so r should go from ∼ 2.4 to ∼ 1/2.4 = 0.4.
At zero strain, r = 1 and the measured signal is ∼ 8% that of the voltage applied
across the current contacts. When r ≈ 2.5 (corresponding to strong compression),
V9−10/V78 ≈ 2%, whilst when r ≈ 0.4 (high tension) we find V9−10/V78 ≈ 17%. Rel-
ative to zero strain, the magnitude of the signal therefore varies by less than ±10%
due to the resistive anisotropy over the strain range studied. This indicates that the
qualitative statements which we have made in relation to ρbb are not affected by the
changes in ρaa.
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Figure 6.16: (a) Colour plot of the potential for a resistive anisotropy of r = 3. A
voltage is held at contact 7, with contact 8 being held at ground. The voltage is
then measured between 9 and 10. (b) Transverse voltage V9−10 normalized by the
applied voltage V78 as a function of r.
6.3 Discussion
Let us briefly summarize our main experimental findings on Sr3Ru2O7 under uni-
axial strain. We have shown that resistivity inside the phase is strongly affected by
strain, with compression along [100] enhancing ρaa and tension along [100] enhancing
ρbb. Whereas for an unstrained sample the resistivity jumps by a factor of ∼ 1.6
upon entering the phase, under compression the jump can be increased to a factor
of ∼ 2.5. The responses of ρaa and ρbb appear to approximately mirror each other
about zero strain, with an overlap at zero strain of the regions of enhanced ρaa and
ρbb. The width in strain of this region is field-dependent, reaching a maximum of
∼ 0.08% near 8 T. Another noteworthy observation is the high value of the elasto-
resistive coupling m outside the phase, indicating the presence of strong correlations
and a high susceptibility to lattice distortions. We also found that at low strains
there are two points where both the longitudinal and transverse responses appear
to be strain independent, near 7.6 T and 9.2 T.
Despite the imperfection of the transverse measurement, our data show that ρaa
and ρbb evolve oppositely with strain along [100], indicating that the anisotropic
distortion of the sample is the dominant effect. The responses of ρaa and ρbb are
however not expected to be symmetric about zero strain, as the unit cell volume
is not the same between tension and compression due to sample dilatation. Not
knowing Sr3Ru2O7’s in plane Poisson’s ratios, we are unable to separate the effects
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from both kinds of distortion.
6.3.1 Symmetry of the phase
One question which previous experiments have been unable to answer is whether
Sr3Ru2O7’s phase, in the absence of any symmetry-breaking fields, breaks the four-
fold rotational symmetry of the crystal lattice or not. Indeed, the state with reduced
symmetry, seen for instance by a large in-plane resistive anisotropy [4], has only
been observed with an applied in-plane magnetic field. With our experiment we
have shown that in-plane strain can also induce a strong in-plane anisotropy. It is
therefore possible that the underlying state is C4 symmetric with a strong suscep-
tibility to symmetry-breaking fields, rather than C2 symmetric. Understanding the
symmetry of the phase is vital in terms of determining its order parameter. Let us
briefly explore the expected behaviour for a C2 and C4 symmetric phase respectively.
If we associate an enhanced resistivity in the phase along a and b with an or-
der parameter ∆a and ∆b respectively, two scenarios can be put forward. In the
first, the phase is locally C2 symmetric. The degeneracy of ∆a and ∆b implies the
formation of domains in the absence of any symmetry-breaking fields, where the
order parameter is rotated by 90° between domains. Under zero strain and with
no in-plane field the measured response would be isotropic, as the signal would be
averaged over a large number of domains. The effect of a symmetry-breaking field
would be lift the degeneracy between the two order parameters. In the second sce-
nario, the phase is locally C4 symmetric, meaning that the components along a and
b do not compete strongly and can coexist locally. In this case a symmetry-breaking
field would continuously suppress one order parameter whilst enhancing the other,
with the two orders coexisting over a finite range. Both of these scenarios corre-
spond to particular limits of the Ginzburg Landau model for a two component order
parameter discussed in relation to Sr2RuO4 in Section 3.5.4. For the first scenario,
the interaction term βI between the order parameters is very large and prevents
coexistence of the two orders, whilst for the second, βI is much smaller. The phase
diagrams for the two scenarios are sketched in Figure 6.17.
In these phase diagrams we have neglected the first order metamagnetic tran-
sitions and drawn the phase boundaries as second order transitions. Evidence of
symmetry-breaking inside the phase was found by Lester et al. [44], who showed
that it was host to a SDW. Only the transition at f = 0 in the left-hand panel is first
order, as it takes place when the C4 symmetry is already broken. In Sr3Ru2O7 some
coupling must occur between the second order transitions and the metamagnetism
to make some of the observed transitions first order: those bounding the A-phase
for instance are distinctly first order [33].
Our data appear qualitatively much closer to the second scenario, where both
types of order coexist microscopically in the region around zero strain. This can be
seen by comparing the right-hand panel of Figure 6.17 with Figure 6.5C, where the
outlines of the regions of enhanced ρaa and ρbb are plotted. As noted previously,
the region of overlap which we measured is approximately centred on zero strain
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Figure 6.17: Phase diagrams for two different scenarios in Sr3Ru2O7. f is a
symmetry-breaking field, either magnetic field or strain. Left : Strong competi-
tion between the order parameters causes domain formation at f = 0 where they
are degenerate, with the degeneracy being lifted by non-zero f . The thick black
line denotes a first order transition, whilst all of the other boundaries denote second
order transitions. Right : Order along a and b do not compete strongly and coexist
over a range of f .
and has a field dependent width in strain. These observations are consistent with
the qualitative predictions made for the second scenario. Is it possible however that
domains of locally C2 symmetric order could be stabilized over a finite region in
strain, giving the appearance of coexistence and C4 symmetry?
It is plausible for instance that domains could be stable over a finite strain range
if there is an inhomogeneous strain field within the sample. Strain inhomogeneity
could be due to a random distribution of defects within the sample, or dislocations
along the edge caused by the wire saw. The main source of inhomogeneity in our
experiment is most likely due to bending of the sample, which as discussed in Section
6.2.5 gave rise to ∼ 0.02% inhomogeneity for sample #1 and less than 0.01% for
samples #2 and #3. The width of the coexistence region is however ∼ 0.08%, larger
than the inhomogeneity in any of the samples. Moreover, if this region were being
broadened by strain inhomogeneity, one would not expect its width in strain to be
field-dependent, as was observed. We therefore argue that the coexistence region
measured in our samples is not a consequence of strain inhomogeneity. Additionally,
we should emphasize that the data were collected by repeatedly ramping B ‖ c
through the phase at a series of steps in strain. Hence the overlap region is not a
result of latency across the first order line shown in the left-hand panel of Figure
6.17.
Long-range elastic or ferromagnetic interactions between domains could in theory
cause them to become stabilized over a finite strain range. A lattice deformation
of the order of 10−6 was measured upon entering the phase under an applied in-
plane field [41]. This is much smaller than the 0.08% strain width of the coexistence
region, so it does not seem plausible that long-range elastic interactions are causing
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a domain structure to stabilize. Domain stabilization via ferromagnetic interactions
also appears unlikely, as the coexistence region extends over a field range of ∼ 1 T.
The metamagnetic jump at 7.85 T, which is the larger of the two, is by comparison
only µ0∆M = 0.008 T [36], indicating that internal fields in the sample are likely
much smaller than the width of the coexistence region.
A signature of domains in the sample would be the observation of hysteresis.
Indeed, domains tend to become pinned around local defects in the lattice, so that
a finite amount of energy is required to change their size and alignment. In the case
of a ferromagnet, hysteresis is observed by measuring magnetization as a function
of field which produces a hysteresis loop as the field is ramped up and then back
down again. A similar effect was previously searched for in Sr3Ru2O7 during a series
of experiments performed with a vector-magnetic field [121]. In these the magnetic
field parallel to a was slowly swept up and then back down, whilst controlling the
field along c to always remain within the phase. No sign of hysteresis was observed
between the up- and down-ramps, indicating that if domains do exist they must be
extremely weekly pinned.
Our data, combined with the lack of evidence for domains, strongly suggest
that the phase is C4 symmetric with a high susceptibility to in-plane fields. The
question of how to explain the magnitude of the enhancement in resistivity in the
phase however remains. Indeed, one of the primary explanations for the increase
in resistivity has been domain wall scattering. Locally C2 symmetric order aligned
along a or b would tend to favour domain formation along the 〈110〉 directions,
similar to twin boundaries [47]. The resistive anisotropy is however aligned along the
in-plane axes, which also indicates that domains do not play a role in the resistivity
enhancement.
6.3.2 Resistivity enhancement and the SDW
The discovery of an SDW in the phase could provide an explanation for an increase
in resistivity, namely through the gapping-out of charge carriers. Sr3Ru2O7’s Fermi
surface, which was described in Section 2.5.1 and shown again for reference in Fig-
ure 6.18, is complex with many different pockets. The measured wavevectors at
(±0.233, 0, 0) and (0,±0.233, 0) approximately match the distance between the flat
faces of the α1 pocket and the distance between γ2 pockets in adjacent zones. A
halving of the conductivity in the phase would result from losing approximately half
of the charge carriers. By inspection however it appears unlikely that a full gapping
of the α1 and/or γ2 pockets would cause a large enough loss of carriers, as these
contribute much less than half of the total number of charge carriers in the Brillouin
zone [29]. For comparison in chromium, which is also host to an incommensurate
SDW, the resistivity ρ‖ parallel to the direction of the SDW grows to be ∼ 8%
greater than ρ⊥, that perpendicular to it. This is much smaller than the resistive
anisotropy measured in Sr3Ru2O7, where ρ‖/ρ⊥ ≈ 1.6 in a small in-plane field [4].
Nevertheless, as pointed out in Section 2.5.3, the striking similarity between
the profiles of the Bragg peak intensity and the resistivity against magnetic field
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Figure 6.18: Fermi sufrace of
Sr3Ru2O7, as measured by
ARPES. Taken from [28].
indicates that there must be an intimate connection between the SDW and the
anomalous behaviour of the resistivity. A hint may be provided by the large value
of the elasto-resistive coupling, which indicates that due to correlation effects small
changes to the electronic structure could have an unusually large effect on the con-
ductivity. The enhancement of the resistivity in the phase is a problem which merits
further investigation, as any SDW model for the phase must be able to account for
the unusually large magnitude of this effect.
If we extend the analogy between the strength of the SDW and the resistivity
to our strain data, we can identify the regions of enhanced ρaa and ρbb with a SDW
oriented along [100] and [010] respectively. In-plane strain would then act to tune
the relative intensities of the two SDWs, perhaps by affecting the quality of the
nesting between different sections of the Fermi surface. This would be one of the
first examples of tuning through the phase diagram of a SDW with uni-axial strain,
with the ability to tune between single- and double-q states.
6.3.3 Resistivity enhancement and metamagnetism
We remarked during our presentation of the data in Section 6.1 that while the mag-
nitude of the resistivity enhancement varies greatly with strain, the metamagnetic
transitions themselves do not seem to move significantly. The resistive signature of
the upper metamagnetic transition at ∼ 8.1 T does not appear to change much with
strain, and can be easily followed by eye across most of the strain range in Figures
6.1a and 6.4A. We therefore identify the kink in the resistivity near 8.1 T with this
metamagnetic transition at all strains, and its location is plotted as the dashed line
in Figure 6.5C.
The situation is slightly more ambiguous for the lower metamagnetic transition.
Here the sharp vertical jump in resistivity which is associated with the metamag-
netism at zero strain becomes broader and moves to slightly lower fields at high
compression. The broadening in ρaa seems to appear beyond roughly -0.05% strain
(see for example Figure 6.4A), suggesting that the primary source of broadening
may not be strain inhomogeneity. A possibility is that at low strains the jump in
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resistivity tracks the metamagnetic transition, and at some threshold strain becomes
“unstuck” from it and begins moving to lower fields. Overall, the phase becomes sta-
bilized over a much wider field range at high strains, with the phase on the high-field
side extending far beyond the second metamagnetic jump.
In previous studies, the phase was found to be mostly contained within the
two metamagnetic transitions, suggesting that phase formation occurs as a result
of fluctuations about the QCEP [38]. In a previous vector magnet experiment it
was however shown that the resistive anisotropy spills out beyond the second meta-
magnetic transition [42], whilst we have shown that strain can cause the phase to
extend far beyond it. These observations seem to suggest that phase formation in
Sr3Ru2O7 is not driven by the metamagnetic quantum criticality, but rather occurs
on a background of metamagnetic quantum criticality. Coupling between the lower
metamagnetic transition and the phase could cause the two to onset at the same
field at low strains, whilst at higher strains the phase is stable at lower fields and
the transitions split. It would be useful to measure the magnetization of the sample
under strain, to check if such a splitting between the onset of high resistivity and
the metamagnetic jump occurs. The lack of evidence for a metamagnetic transition
bounding the high-field side of the phase equally supports this scenario.
This is all speculation however, and further experimental and theoretical in-
vestigations are necessary to determine the nature of the relationship between the
quantum criticality and phase formation.
6.4 Summary and outlook
Through a series of measurements on Sr3Ru2O7, we have shown that the transport
properties of the novel phase are sensitive to in-plane strain. The behaviour of ρaa
and ρbb approximately mirror each other about zero strain, with compression along
a increasing the enhancement of ρaa and suppressing that of ρbb in the phase, and
tension having the opposite effect5. There is a small but definite overlap between
the regions of enhanced ρaa and ρbb centred on zero strain, which suggests that
the phase is C4 rather than C2 symmetric at zero strain. The magnitude of the
resistivity enhancement within the phase remains an unresolved question. A hint
could come from the very large value of the elasto-resistive coupling both inside
and outside of the phase, which indicates that strong electronic correlations may
enhance the effect of lattice distortions on the transport. Another open question
is the link between quantum criticality and phase formation. Our data led us to
the speculation that although there is some coupling between the two phenomena,
they may not be as intimately connected as previously thought. This issue however
requires further experimental and theoretical investigation.
This initial experiment on Sr3Ru2O7 under uni-axial strain shows that strain
is an effective probe for the study of its novel phase, and opens up many possibil-
5Note that given the near-tetragonal symmetry of the lattice, we treat the a and b directions as
equivalent.
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ities for future experiments. In particular, strain can be combined with different
measurement techniques to gain new insight into the properties of the phase. One
particularly interesting experiment would be to measure sample magnetization and
susceptibility under strain. This would allow one to track the metamagnetic transi-
tions as a function of strain, to see if the metamagnetism and resistivity enhancement
always occur at the same field, or if there is a splitting of the transitions. Such a
measurement would be important in determining the link between phase forma-
tion on the one hand and quantum criticality and metamagnetism on the other.
Tracking the height of the jumps in magnetization as a function of strain could also
reveal a connection between the two: do the jumps change with the resistivity, or
remain constant with strain? Combining strain with neutron scattering measure-
ments would be a powerful but challenging experiment. One could explicitly trace
out the phase boundaries of the [100]- and [010]-oriented SDWs, and combine these
with the resistivity data to make a strong argument about the nature of the phase’s
order parameter. The drawback of neutron scattering measurements is that they
typically require much larger samples than can be mounted in our strain probe, so
a different probe would need to be used
Exploring the phase diagram at higher temperatures would allow one to study
how the signatures of quantum criticality, such as linear resistivity, evolve with
strain, and could reveal further information about the character of the quantum
critical fluctuations. Higher temperature measurements would also yield more clues
about the phase’s order parameter: if the phase has a two component order parame-
ter, one would expect to observe a splitting of the transitions of the two components
at non-zero strain, in analogy to the scenario presented in Section 3.5.4 for Sr2RuO4.
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Chapter 7
Conclusions and Outlook
In this thesis I have presented results from experiments on Sr3Ru2O7 and Sr2RuO4
under uni-axial strain. The measurements were performed using a novel uni-axial
strain probe, which was designed and built specifically for these experiments. The
uni-axial strain probe, which is based on the use of piezo-electric stacks, enables
continuous control of the sample strain whilst maintaining the sample at cryogenic
temperatures. An important feature of the probe is that it can apply both positive
and negative strains, thus allowing one to study the symmetry of the response about
zero strain. Due to the arrangement of the stacks, their thermal contraction does
not cause the sample to become strained, meaning that a wide strain range on the
sample is achievable even at low temperatures. In our experiments the maximum
strain range achieved was -0.23% to +0.22% on a sample of Sr2RuO4.
The main aim of the experiment on Sr2RuO4 was to test the predictions which
were made for the chiral p-wave order parameter px ± ipy. A signature of such
a superconducting state would be a sharp discontinuity in the slope of Tc(ε) at
zero strain, where ε is an in-plane anisotropic strain, caused by the splitting of
the transition temperatures of the order parameter’s two components with strain.
The response to strain along the [100] direction is highly symmetric about zero
strain, with Tc(ε100) evolving quadratically at strains beyond roughly ±0.03%. The
magnitude of the response is very large: Tc is enhanced by ∼ 40% for ±0.2% strain.
We observed a small flat region at zero strain in Tc(ε100), which extends out to
approximately ±0.03%, with no distinguishable cusp at zero strain. The response
to strain along [110] is on the other hand much weaker and mostly anti-symmetric
about zero strain. No cusp was observed at zero strain along this direction either.
The strong directional dependence of Tc’s response to strain indicates that super-
conductivity in Sr2RuO4 is highly anisotropic in the plane, and that the tetragonal
symmetry is hugely influential. At first glance the lack of cusp appears to be in-
consistent with a px ± ipy order parameter. Using results from electronic structure
calculations performed by E. A. Yelland and C. W. Hicks, we argued that certain
scenarios of chiral p-wave superconductivity could be consistent with our data, as
the resulting cusp would be below our experimental resolution. In particular, these
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calculations suggest that the strong response to ε100 is closely linked to the density
of states of the γ sheet and its proximity to the van Hove points. Overall our exper-
iment places new constraints on models for superconductivity in Sr2RuO4, as they
must be able to account for the strong directional dependence of the response as
well as the apparent weakness of the cusp.
In the case of Sr3Ru2O7, its novel phase had already been found to be sensitive to
symmetry-breaking magnetic fields [4], and strain offers another means for studying
the effects of symmetry breaking. Strain was applied along the [100] direction, and
in-plane transport measured both parallel and perpendicular to the direction of
applied strain to observe the behaviours of ρ‖ and ρ⊥ respectively. We found that
the behaviour of ρ‖ and ρ⊥ approximately mirror each other about zero strain, with
compression increasing the enhancement of ρ‖ and suppressing that of ρ⊥ inside the
phase, and tension having the opposite effect. The increase of the enhancement is
large, with ρ‖ jumping by a factor of ∼ 2.5 under 0.12% compression, compared to
a factor of ∼ 1.6 at zero strain. In addition to the changes in resistivity, the phase is
made to extend out far beyond its zero strain boundaries: from approximately 7.6
T to 9.4 T for 0.12% strain, compared to 7.85 T to 8.5 T at zero strain. In contrast,
the metamagnetic transitions move around very little with strain.
This last observation led to the speculation that metamagnetic quantum crit-
icality may in fact not be driving the phase formation, as the phase appears to
be much more strongly affected by strain than the metamagnetism. Another key
observation which we made was the overlap at zero strain between the regions of
enhanced ρ‖ and ρ⊥. The width in strain of the overlap region is field-dependent,
with a maximum width of ∼ 0.08% at 8 T. We argued that our data were most
easily explained by associating the regions of enhanced ρ‖ and ρ⊥ with an order pa-
rameter ∆‖ and ∆⊥ respectively, the order parameters not competing strongly such
that they can microscopically coexist at zero strain. This implies that within the
finite region about zero strain the phase would be C4 symmetric, with strain acting
to enhance the order along one direction and suppress it along the other. An open
question is that of the magnitude of the resistivity enhancement within the phase.
A previously suggested explanation for this is domain wall scattering [4], however
our data appear inconsistent with the formation of locally C2 symmetric domains.
At the end of Chapters 5 and 6, we proposed several ways in which the work
presented here on Sr2RuO4 and Sr3Ru2O7 could be expanded upon. Both com-
pounds show a strong response to strain, and there remain many open questions
which can be addressed by going to higher strains or coupling the strain probe with
a different measurement, such as magnetization of specific heat. The uni-axial strain
technique discussed in this thesis is also relevant to a wide range of materials beyond
the ruthenates, and opens up the way to many new experiments. Indeed, through
this work we have demonstrated that the uni-axial strain probe can be used to sen-
sitively tune the electronic properties of a material with good directional resolution.
Moreover this is done without introduction of defects into the sample allowing us
to study systems in the clean limit. High strain homogeneity within the sample
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is achievable through careful mounting, enabling the accurate measurement of the
strain dependence of various physical properties.
Materials with a Fermi surface close to a van Hove point are likely to display
a large response to strain, as indicated by the case of Sr2RuO4. If strain acts to
move the Fermi surface closer to or further away from the van Hove point, the
density of states will change rapidly with strain, which would cause dramatic ef-
fects on the transport and magnetization of the system. A large family of systems
possessing a Fermi surface near a van Hove point is that of the overdoped high-
Tc cuprates [122], which are likely to be good candidates for strain experiments.
Uni-axial strain is a powerful probe for studying the effect of lattice symmetry on
the electronic states, and can be used to study competition between degenerate or
nearly-degenerate states. A good example of this is the competition between stripe
order and superconductivity in the cuprates [98]. Finally, we should emphasize that
as the sample’s surface is left exposed when it is mounted in the strain probe, the
uni-axial strain technique can in principle be combined with spectroscopic probes
such as angle-resolved photo-emission or scanning probe microscopy. This would en-
able a host of exciting new experiments where the electronic structure of a material
can be directly observed under different lattice distortions.
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