Abstract-A simple on-line procedure is considered for the prediction of a binary-valued sequence in the setup introduced and studied by Weissman and Merhav [13] , [14] , where only side information is available for the algorithm. The (non-randomized) algorithm is based on a convex combination of several simple predictors. If the side information is also binary-valued (i.e. original sequence is corrupted by a binary sequence) and both processes are realizations of stationary and ergodic random processes then the average of the loss converges, almost surely, to that of the optimum, given by the Bayes predictor. An analog result is offered for the classification of binary processes.
I. INTRODUCTION
We study the problem of sequential prediction of a binaryvalued sequence, when only side information is available for the algorithm. At each time instant t = 1, 2,. . ., the predictor is asked to guess the value of the next outcome yt of which is convex in its first argument. This model was introduced and studied in Weissman and Merhav [13] , [14] .
The case when also the past of the sequence jt-1 is available for the predictor is well-studied. The fundamental limit for the predictability of the prediction strategy g (X, yLt-1) was determined by Algoet [2] who showed that for any prediction strategy g' and stationary ergodic process { (Xn , Yn) }I°o, Universally consistent strategies asymptotically achieve the best possible loss for all ergodic processes in the class. Algoet [1] and Morvai, Yakowitz and Gyorfi [10] proved that there exists a prediction strategy universal with respect to the class of all bounded ergodic processes. Gy6rfi, Lugosi and Morvai [8] gave a simple universal algorithm for 0 -1 loss and Gyorfi and Lugosi [7] introduced several simple prediction strategies, which are universally consistent for squared loss with respect to the class of bounded, stationary and ergodic processes.
However, the prediction with side information only is a delicate problem, because Yt neither in the learning, nor in the prediction is available. In that case the fundamental limit for the predictability of the sequence can be determined as follows. Let g*(Xt-1) = E(YtLXt-') be the Bayes-optimal predictor and its normalized cumulative loss is n nt=l Now define (2) and 0 < p, q < 2 are the crossover probabilities of the channel. 
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Weissman and Merhav [14] introduced a universally consistent predictor for the above described setup. They used an algorithm based on Vovk [12] to combine the simple predictors and used doubling trick to fit the algorithm to infinite time horizon. In this paper we give a simple universally consistent predictor which does not use the doubling trick and the only assumption on the loss function that it is convex in its first argument. The algorithm builds on a methodology worked out in recent years for prediction of individual sequences (see e.g. Cesa-Bianchi and Lugosi [4] for a survey). We also managed to extend the result for the seemingly more difficult classification problem (0 -1 loss).
In Section II we introduce a universally consistent strategy based on a combination of simple predictors for bounded loss function which is convex in its first argument in case of ergodic process. In Section III we consider the 0 -1 loss, i.e., construct a recursive pattern recognition scheme for stationary and ergodic process. 
II. UNIVERSAL PREDICTION FOR
The next lemma is due to Breiman [3] , and its proof may also be found in Gyorfi et al. [6] . Lemma (7) n---o)
k noo (6) and (8) where Pn -> p and qn -> q. Now using these estimates in £(., ) and r(., ) we obtain a universal prediction scheme.
The above described situation appears when the algorithm is supported by a human expert or we have a second no noisychannel. For example, in case of natural language processing (e.g. 8 bits represent a character), the human observer select the best possible reconstruction, which e.g, can be found in the "dictionary" and fits in with the context. 
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lim -E (E{Yt 1 Xt 1 } gt(Xt-)) = 0 a.s. (11) where gt is the predictor for squared loss £(x, y) = (X _ y)2. 
