We consider the problem of optimizing the execution of dataintensive scientific workflows in the Cloud. We address the problem under the following scenario. The tasks of the workflows communicate through files; the output of a task is used by another task as an input file and if these tasks are assigned on different execution sites, a file transfer is necessary. The output files are to be stored at a site. Each execution site is to be assigned a certain percentage of the files and tasks. These percentages, called target weights, are pre-determined and reflect either user preferences or the storage capacity and computing power of the sites. The aim is to place the data files into and assign the tasks to the execution sites so as to reduce the cost associated with the file transfers, while complying with the target weights. To do this, we model the workflow as a hypergraph and with a hypergraph-partitioning-based formulation, we propose a heuristic which generates data placement and task assignment schemes simultaneously. We report simulation results on a number of real-life and synthetically generated scientific workflows. Our results show that the proposed heuristic is fast, and can find mappings and assignments which reduce file transfers, while respecting the target weights.
INTRODUCTION
As a result of the increase in the complexity of problems encountered by scientific researchers, the need for computational power required by scientific applications is increasing exponentially. Although grids are widely being used for scientific applications [11, 12, 21] , the emerging computational cloud [29] is a promising tool for executing applications that require immense amounts of storage and processing power. Recently, researchers are studying using cloud computing for scientific workflows and developing practical solutions [15, 17, 18, 27, 30] .
A scientific application is usually modeled as a scientific workflow which shows the execution of an application step by step with a directed network. The direction of links shows the flow of the information, i.e., dependence of these steps. These steps are responsible for various tasks such as data mining and analyzing [21] . In this work, we will call a workflow compute-intensive when the amount of data used by the tasks is small and the time spent executing tasks dominates the computation, and data-intensive otherwise. Here, we are interested non-trivial, data-intensive workflows where computation and data transfer times are comparable on the available computational sites.
To execute a scientific workflow, its tasks and files need to be assigned and distributed to the execution sites. These files need to be placed carefully, since when a task is assigned to an execution site, some of its required files may not be available on the site. Hence, to start the execution of the task, some file transfers are required. Considering total file access in scientific workflows increased from the megabyteto the petabyte-level [23] , such file transfers may increase the makespan of the workflow and the cost of the execution drastically, especially for the data-intensive workflows. To avoid this, it is better to store a set of files in the same execution site if they are accessed by the same tasks. Then, after the data placement, if the tasks are assigned to this site, they can access the files locally without requiring a file transfer. One cannot map all of the files and tasks to a single execution site since the storage capacity of this site is limited. Besides, although no file transfer is required in this case, this will limit the task parallelism, thereby increasing the makespan.
The execution sites in the cloud usually have different characteristics such as the storage capacity/cost, computational power/cost and current load. In addition to these, the cloud user may have some preferences which give precedence to some execution sites. Hence, each execution site has a desirability for the files and tasks of the workflow. The data placement and task assignment problems can be described as mapping the files and tasks to the execution sites such that the total data transfer is minimized and the storage and computational loads of the workflow are distributed, by taking the above-mentioned desirability criteria into account. Similar variants of this problem for scientific workflows have been investigated by other researchers [1, 30] .
The data access patterns and characteristics of scientific workflows were investigated carefully by Shibata et al. [25, 26] . It is stated that there exist data-intensive workflows in practice such as Montage, an astronomical image mosaic engine (http://montage.ipac.caltech.edu/) for which the data operations take 99% of the whole execution time. They also state that after a data placement scheme, locality aware scheduling techniques which assigns a task to the execution site storing most of its required input files can increase the locality of the accessed files to 96%. However, for other scientific applications, in practice the efficiency of localityaware scheduling reduces to 0.2%, and is largely dependent on the structure of workflow [25] . Hence, the data placement and task assignment problems are not independent from each other. If one needs to reduce the amount of file transfers by increasing the locality of the input data, it is advisable to consider the structure of the workflow in the task assignment phase.
There are several studies addressing the data placement and task assignment problems in cloud computing environments. Agarwal et al. [1] considered the problem of data placement in geographically distributed execution sites and proposed an automated scheme which takes several factors into account such as the data interdependencies and storage limits. Cope et al. [10] proposed various heuristics to obtain robust schedules for workflows which can tolerate excessive usage of storage resources. Pandey and Buyya [22] and Ramakrishnan et al. [24] considered the problem of scheduling data-intensive workflows in clouds. In both of these works, the files are assumed to be replicated in multiple execution sites. The former work proposed a Steiner tree based approach to minimize the makespan of the workflow, whereas the latter work considered the case with storage-constrained resources and tried to optimize the maximum disc usage. The closest study to this paper is by Yuan et al. [30] , in which the authors tried to solve the data placement problem in collaborative cloud environments. We will describe their approach in Section 4.
Our contribution is two-fold. First, we combine data placement and task assignment problems and model the workflow as a hypergraph. With a hypergraph partitioning based formulation, we simultaneously find the data placement and task assignment schemes which distributes the storage and computational loads among the execution sites with respect to some pre-determined ratios. The schemes conform with each other and reduce the amount of file transfers. Second, we implement the hypergraph partitioner for our model by modifying PaToH [8] , an existing hypergraph partitioning tool. This can be of a wider interest, because none of the existing hypergraph partitioning tools and models can encapsulate the requirements of the problem at hand.
The paper is organized as follows. In the next section, we formally describe the target framework by specifying the models for the workflow, the execution sites, and the objective function. In this section, we also give the notation and definitions for the hypergraph partitioning problem. The extended hypergraph partitioning problem and its use for the data placement and task assignment problem is described in Section 3. In Section 4, we summarize an existing method from the literature and its use in our problem, as it is close to the proposed method. Section 5 gives the experimental results, in which we report the performance of the modified existing method and ours on real-life workflows from Pegasus [5] and on synthetically generated workflows. Experimental results show that the proposed approach works well for real-life and synthetically generated workflows. Section 6 concludes the paper with some comments on possible future work.
FRAMEWORK AND BACKGROUND
Here, we briefly summarize the target data placement and task assignment framework that consists of a workflow model, a cloud model, and a cost model. We also give necessary background material on hypergraphs and hypergraph partitioning.
Workf ow model
The target workflow is represented as a two tuple W = (T , F). Here, T = {t 1, t2, . . . , tN } denotes the set of N dependent tasks, and F = {f 1, f2, . . . , fM } denotes the set of M files. The computational load of a task t i is given as exec(t i). Each task generates and requires subsets of F as inputs and outputs. The sets of files generated and required by a task t i are denoted as gen(ti) ⊆ F and req(ti) ⊆ F, respectively. Note that these two sets are disjoint for each task, and a task t i depends on another task tj if gen(tj) ∩ req(t i) = ∅. The set of files accessed by ti is denoted by files(t i) = gen(ti) ∪ req(ti), and the tasks that access to a file f k is denoted by tasks(f k ). Files can have different sizes; the size of a file f k is denoted by size(f k ). The total size of the files used by a task t i is denoted by
Finally, |W| denotes the total number of file access in the workflow W, i.e., |W| = t i ∈T |files(ti)|. A simple workflow W with N = 5, M = 4 and |W| = 6 is given in Figure 1 . In the figure, files(t 2) = {f1, f3} and since f 1 ∈ req(t2) is generated by t1, i.e., f1 ∈ gen(t2), we say that t 2 depends on t1.
Such workflow models arise in real-life applications. These include astronomical applications, seismic studies, epigenomics, and bioinformatics [5] ; filtering streaming applications (see [2, 4] and the references therein). They are also identified as building blocks of complex workflows, see patterns 12 and 13 in [28] .
Cloud model
The target computing platform is a cloud containing K execution sites {s 1, s2, . . . , sK }. While executing a workflow W = (T , F ), each execution site is responsible for storing and managing of data and execution of the tasks assigned to it. We assume that replications may occur within execution sites but there is no file replication among the sites, and only a single site is used to store each file f k . Communicating a file to another one may be seen as a replication (a temporary one), but we do not take advantage of this replication-a site receiving an input file will not forward that file to another one. We note that each generated file f k is also stored only at a single site s i, and this site can be different than the one to which the generator task of f i is assigned. In that case, after the generation of f k , it is transferred to si and this is counted as a file transfer. We use files(s i) ⊆ F to denote the set of files that will be stored in s i during the execution of W. Similarly tasks(s i) ⊆ T denotes the set of tasks that will be executed in s i. Note that each pair of si and sj are connected via Internet and if necessary, a file stored in s i is transferred to s j during the execution. We assume that the transferred file is erased from s j after the execution of all tasks assigned to s j and requiring that file finish.
The execution sites are heterogeneous in the sense that they have different characteristics such as storage capacity, computational power, cost, energy efficiency and availability. In addition to these, the user, who submits the workflow to the cloud, may have some preferences which give precedence to some execution sites. Hence, the scheduler needs to take these criterion into account before data placement and task assignment. Such information can be gathered by using the resource monitoring tools and techniques such as [6, 16] . We assume that for a given workflow, the storage and computational desirabilities of each execution site s i are known; that is a user can specify these. Let des f (si) and dest(si) be these values, respectively. In our model, these parameters are referred to as target values and given as
size(files(s i))
size(F ) and
for each site si. Note that since there is no file replication and each task will be assigned to a single execution site,
That is, the target values in the model specify how much percent of the total file size and how much percent of the total computational load should be assigned to each execution site. Figure 2 shows the topology of a simple cloud with three execution sites and a sample mapping of files and tasks of the workflow in Figure 1 to the sites. Note that each file is stored only at one site and each task is assigned to only one site. With this distribution, during the execution of the workflow, file transfers are be required. For example, the file f 3 needs to be transferred from the site s1 to the sites s 2 and s3. This is because, f3 will be generated by t2 in s1 and will be used by t4 and t5 assigned to sites s3 and s2, respectively. Also, t 5 requires f4 which will be generated at s 3. The file f4 will therefore be transferred from s3 to s2.
Cost model and objective
The main objective of this paper is to reduce the total amount of file transfers between sites during the execution of a workflow. Hence, the objective of the target scheduling problem is to find a data placement and task assignment scheme in such a way that the total size of the transferred files is minimized and the target values des f (si) and dest(si) are respected for each execution site s i. This formulation can be used to solve multiple problems. First, by minimizing the total amount of file transfers between sites, one reduces total costs of data transfers. Second, by selecting appropriate values for des f (si) and dest(si), one can also target computational load balance, hence minimizes the total execution time since the end-to-end execution time will be determined by the computation time of maximum loaded site plus the data transfer time.
Note that if a file f k which is placed at a site si is required by some tasks assigned to another site s j , f k will be transferred from s i to sj only once. Hence, the total effect of this file transfer in the cost function will be size(f k ). The problem is NP-complete as it includes the NP-complete graph partitioning problem [14, problem ND14] as a special case.
As an example, the total cost of the data placement and task assignment schemes in Fig. 2 for the workflow in Fig. 1 is
This is because f2 will be transferred between (s1, s3); f3 will be transferred between (s1, s2) where it is going to be stored in s2, and between (s2, s3); and f4 will be transferred between (s 3, s2). Note that f1 will not be transferred since it is generated by t 1 and used by {t2, t3} which all are assigned to s 1.
Hypergraph partitioning
A hypergraph H = (V, E) is defined as a set of vertices V and a set of nets (hyperedges) E. Every net n j ∈ E is a subset of vertices, i.e., n j ⊆ V. Weights can be associated with the vertices and costs can be associated with the nets. We use w(v i) to denote the weight of the vertex vi and c(nj) to denote the cost of a net.
Given a hypergraph H = (V, E), Π = {V 1, . . . , VK } is called a K-way partition of the vertex set V if each part is nonempty, parts are pairwise disjoint, and the union of parts gives V. That is, a K-way partition satisfies the following:
A K-way vertex partition of H is said to be balanced if
In (3), the weight W (V k ) of a part V k is defined as the sum of the weights of the vertices in that part, i.e.,
, Wavg is the average part weight, i.e., Wavg = v i ∈V w(vi)/K, and ε represents the allowed imbalance ratio.
In a partition Π of H, a net that has at least one vertex in a part is said to connect that part. Connectivity set Λ j of a net n j is defined as the set of parts connected by nj. Connectivity λ j = |Λj| of a net nj denotes the number of parts connected by n j . A net nj is said to be cut if it connects more than one part (i.e., λ j > 1), and uncut otherwise (i.e., λ j = 1). The set of cut nets of a partition Π is denoted as E C . The partitioning objective is to minimize the cutsize defined over the cut nets. There are various cutsize definitions. For our purposes in this paper we use the connectivity -1 metric with the net costs:
The hypergraph partitioning problem can be defined as the task of dividing the vertices of a hypergraph into K parts such that the cutsize is minimized, while a given balance criterion (3) is met. The hypergraph partitioning problem is known to be NP-hard [20] . A recent variant of the above problem is the multi-constraint hypergraph partitioning [3, 9] . In this variant, multiple weights w (v, 1), w(v, 2) , . . . , w(v, T ) are associated with each vertex v, where T is the number of constraints. Let
denote the weight of part V k for constraint t. Then a partition Π is said to be balanced if
, and ε(t) is a predetermined imbalance ratio for constraint t. We note that the current distribution of PaToH [8] , a commonly used hypergraph partitioning tool, uses the same load imbalance parameter for all constraints.
THE PROPOSED APPROACH
We propose using a hypergraph H = (V, E) to represent the interaction among the tasks in a scientific workflow W = (T , F). In this model, we have two types of vertices in V: the task vertices, which represent the tasks in T , and the file vertices which represent the files in F. Hence, |V| = |T | + |F |. For each vertex v i ∈ V, we have two weights w(v i, 1) and w(vi, 2) . For a task vertex vi ∈ V corresponding to t j ∈ T , w(vi, 1) = exec(tj) and w(vi, 2) = 0.
Similarly, for a file vertex vi ∈ V corresponding to f k ∈ F, w(vi, 1) = 0 and w(vi, 2) = size(f k ).
The nets in E, which are subsets of V, represent the files. If n k represent the file f k , it contains the file vertex corresponding to f k and the task vertices corresponding to the set of tasks in tasks(f k ). Finally, we set the cost of n k to the size of the file, i.e., c(n k ) = size(f k ).
Given a workflow and K execution sites, assume that we construct the hypergraph as described above and obtain a K-way partition Π. Since vertices represents tasks and files, we will decode partition Π as their assignments to the execution sites. Consider a cut net n k , corresponding to f k , with connectivity λ k in Π. It is clear that λ k denotes the number of sites that require the file f k under the partition Π. Hence,
represents the total transfer cost for f k , as one of the sites in Λ k holds f k . That is the total cutsize of Π according to the (weighted) connectivity -1 metric in (4) is equal to the total amount of file transfers during the execution of the workflow if the tasks and the files are distributed with respect to Π. Figure 3 shows the hypergraph corresponding to the sample workflow of Fig. 1 and a 3 -way partition. The partitioning corresponds to the distribution of the tasks and the files in Fig. 2 . In Figure 3 , there are four nets and nine vertices where the white vertices represent the tasks and the gray vertices represent the files in the workflow. As described above, if the tasks and files are mapped according to the partitioning in the figure, the total amount of file transfers will be
which is equal to the one given before (2) . Notice that the cutsize is a function of the file sizes and the number of times they are communicated.
While minimizing cutsize, we have two constraints: we need to partition the task and file vertices in a way that the target values des f (si) and dest(si) are not exceeded for each execution site s i. Hence, our model requires multi-constraint hypergraph partitioning with target part weights.
Multi-constraint hypergraph partitioning with target part weights
To the best of our knowledge the only publicly available tool that provides multi-constraint hypergraph partitioning is PaToH [8] . However, our model in this paper also needed partitioning with non-unit net costs as well as the target part weights which was not available PaToH v3.1. In this, work we improved PaToH by implementing these features and also made them publicly available in v3.2.
Incorporating the net costs to PaToH's multi-constraint setting necessitated revising the codes in the three phases of the multilevel framework. In the coarsening phase, net costs are used to account for internal nets. In the initial partitioning phase, the algorithm GHGP [8] is modified to work with the net costs (and also the target weights). In the refinement phase, FM [13] heuristic is modified to ensure correct calculation of the cutsize and the vertex move gains.
Adding the target part weights feature necessitated adjusting the recursive bisection algorithm for appropriate propagation of target weights during the recursion. At each bisection, the total vertex weight is split among the first and second half of the parts according to the cumulative sum of the target weights within each half.
Adding the target weight feature also necessitated revisiting the vertex selection mechanisms during refinement with the FM heuristic [13] . The original FM heuristic is a multipass, local search algorithm. Starting from an initial solution, in each pass, the algorithm "searches" neighbor solutions by moving a vertex with the highest gain (reduction in the cut cost) to the "other" part, as long as this move does not violate the balance constraint given in (5) . A moved vertex is locked for the rest of the pass to avoid revisiting the same solution. FM allows non-improving moves in order to overcome the local optima.
In our improved multi-constraint bisection code, we create multiple priority queues, as many as the number of constraints in the problem, and each vertex is inserted into only one of the queues. To make the weights of a vertex for each constraint comparable, we normalize them so that the total weight for each constraint is 1. That is, we set
, so that v∈V w(v, t) = 1 for each constraint t. Hence, the individual constraint weights of a vertex become comparable. A vertex whose t-th constraint is heaviest is inserted to t-th priority queue with its move gain. When selecting a vertex to move, first, current imbalance ratios for each constraint are computed by using the target part weights (W tar (k, t) ) and the user requested imbalance ratios, ε(t) where t ∈ {1, 2, . . . , T }. In order to make the imbalance ratios for all constraints comparable, we normalize the imbalance ratios with respected to the tightest imbalance (ε * ). That is, we first compute ε * = mint ε(t). Then, for each constraint, we compute the current (comparable) imbalance ratios (ε cur (t)) as
Before each move, we sort the constraints in non-decreasing order of these imbalance values. Then visiting each constraint in this order, we check if the respected priority queue has a vertex that can be moved from the heavily loaded part to the least loaded part. We select the first vertex found in this search. Note that this heuristic move approach does not guarantee that each move leads to a partition that respects the user requested imbalance ratios (given in (5)), but it is a best effort algorithm to improve the balance. Therefore, feasibility of the move is checked after the vertex is selected. If the current partition satisfies the balance constraint in (5), but the move leads to a partitioning which does not satisfy the constraint, that move is not allowed in that pass. However, there might be cases where the current partition does not satisfy the balance constraint. For such cases, a move is allowed if it is improving the balance. Since our modified FM does multiple passes, all the vertices will be reconsidered for move in the next passes.
Integrated data placement and task assignment
By using the enhanced PaToH, we can integrate the data placement and task assignment problems and solve them as a multi-constraint hypergraph partitioning problem with target part weights. To do this, we first construct the hypergraph as described above and partition it by setting the target weight of each part to the corresponding execution site's desirability value. That is, we set
for each part V k and the corresponding site s k . Since PaToH partitions the vertices while respecting W tar (k, 1) and W tar (k, 2) for each part V k , the partition Π can be used to obtain the integrated data placement and task assignment scheme as follows. For each file vertex in part V k , the corresponding file is placed into the execution site s k . Similarly, for each task vertex in part V k , the corresponding task is assigned to s k . With this integrated scheme, the total file transfer is expected to be reduced since it is equal to the cutsize and minimizing this cutsize is the objective of the hypergraph partitioning problem.
A RELATED METHOD
Yuan et al. [30] present a data placement method for scientific workflows. To the best of our knowledge, this is the closest work to ours. Here we summarize their algorithm with some simplifications. We assume there is no fixed location data set.
Yuan et al. propose a strategy which includes heuristics for initial data placement, the assignment of generated data and tasks during workflow execution, and, if need be, adjusting the data placement during the execution.
In the initial placement phase, the authors cluster the files in such a way that highly related files are placed in the same site. For this purpose, a similarity matrix D is defined and built for the files. The entry d ij shows the number of tasks that require both of the files f i and fj. This matrix is then symmetrically permuted and a diagonal entry p is found so that the bisection {f 1, . . . , fp} and {fp+1, . . . , fM } optimizes a certain function (deemed to measure the quality of the clusters found). Then each subset of files is recursively partitioned into two until each subset can be fitted into an execution site's storage space.
When a task arrives during workflow execution, Yuan et al.'s algorithm greedily assigns it to the execution site which stores most of its required files. When a data file is generated, it is placed to the site which contains files having large cumulative similarity score with the subject file. If the placement becomes infeasible, then a new partition is computed by following the procedures of the initial data placement stage.
In our use case, the algorithm described above reads as follows. First it finds a placement of the data files such that highly related files are placed at a common site while respecting the target weight values. Then, each task t i is assigned greedily to the site which contains the highest amount of files needed by the task t i, of course, while respecting the target weight values of the sites for the task assignment.
Consider the standard undirected graph G(D) = (V, E) of the matrix D where each vertex in V corresponds to a file in F and each edge in E corresponds to the similarity of the respective files. The weight of each vertex v i ∈ V which corresponds to the file f i is set to size(fi). Consider a K-way partition of the vertices in V which reduces the total weight of the cut edges and respects the target part weights. Clearly, this is an effective heuristic for placing the files, as it uses the well-known edge cut metric and benefits from the state of the art graph partitioning tools such as MeTiS [19] (MeTiS has a subroutine for partitioning graphs with target part weights). The tasks can then be assigned to execution sites following an approach similar to the first-fit decreasing algorithm for the bin packing problem. The tasks are visited in decreasing order of their execution times, and a task t i is assigned to a site si that can accommodate ti and size(files(si) ∩ files(ti)) is the largest. This algorithm is referred as DP from now on. The method DP should be an improvement over the original algorithm of Yuan et al. as MeTiS is quite a successful tool.
EXPERIMENTAL RESULTS
The proposed data placement and task assignment tool is referred to as DPTA. The method was implemented in C programming language and it is available from the authors upon request. We tested the performance of DPTA and DP by running them on a set of benchmark workflows and on some other synthetically generated ones.
Data set
We have used six workflows from Pegasus [5] . The name and the characteristics of those workflows are given in Table 1 (the first six rows). These were the instances in each class of workflow with the highest number of tasks. These workflows from Pegasus web page https://confluence.pegasus. isi.edu/display/pegasus/WorkflowGenerator have the names
• CYBERSHAKE.n.1000.0, referred to as C-shake in table;
• GENOME.d.11232795712.12, referred to as Gen-d,
• GENOME.n.6000.0, referred to as Gen-n,
• LIGO.n.1000.0, referred to as Ligo;
• MONTAGE.n.1000.0, referred to as Montage;
• SIPHT.n.6000.0, referred to as Sipht.
For a little larger scale experiments, we have generated three synthetic workflows, each having equal number of tasks and files. The characteristics of these workflows are given in Table 1 after the Pegasus data set. We assume that 20% of the files are the input files already exist before the start of the execution. The rest of the files are generated by a task in the workflow. Each file is requested by a random number of tasks selected from the set {0, 1, . . . , 16}. This number is obtained by first selecting a number from a normal distribution with μ = 9 and then rounding it using the ceil() function. If the random integer is smaller than 0 or larger than 16, we repeat the selection. The file sizes and the execution times are randomly selected from a normal distribution with μ = 20 and σ = 6 in a similar fashion, and if the selected integer is smaller than 1 or larger than 40, we repeat the selection. After selecting the random values, to fix the computation-to-communication ratio of the workflow to one, we first compute the current ratio as r = total execution time total file access = t i ∈T exec(ti)
and then multiply the execution times with 1/r and use the ceil() function to round them up. Note that we are rounding the parameters since PaToH accepts integer weights by design. The same normal distribution parameters, μ = 20 and σ = 6, are also used to select the target values for execution sites. To compute des f (si) and dest(si), for each target value, we choose a random positive real value from the above distribution. Let
be the sums of the randomly selected target values. To satisfy (1), i.e., to make the sums equal to one, for each execution site s i, we normalize its target values as
# files per task # tasks per file 
Evaluation
To compare the performance of scheduling heuristics, the traditional way is simulating the schedules and find the makespan of the workflow. Instead, to compare DP and DPTA, we use the total amount of file transfers and the maximum deviation from the target values. Note that to obtain the makespan, we need the processor speeds, bandwidth, data management and scheduling strategies as well as other parameters. Since the main objective of the data placement algorithms is reducing the total amount of file transfers [30] , we directly compare this value. Such a comparison is logical since, in a cloud computing environment, more reduction in the total amount of required file transfer usually leads to a shorter makespan and less cost for the execution.
We report the comparison of the two algorithms in Table 2. In this table, DP refer to the improved existing heuristic discussed in Section 4 and DPTA refers to the proposed simultaneous data placement and task assignment heuristic. For a given K-way task assignment, we compute
and report that number in the column Tasks. This number gives the maximum ratio of an execution site's computational load to its target computational load. Similarly, we compute
and report that number in the column Files. Again, this number gives the maximum ratio of an execution site's storage load to the target storage load. We also compute the total size of the communication and divide that to the total size of the files to measure the communication requirements of a given data placement and task assignment. The columns Comm contain those numbers. Therefore, the minimum number in the columns Tasks and Data can be 1.00, where smaller the better. The maximum number in the column Comm can be as high as (K − 1) × f i ∈F size(fi) which happens when all files are needed in all execution sites. Clearly, one prefers small numbers in this column. Since partitioning tools we used for DP and DPTA (MeTiS and PaToH) contain randomized algorithms, therefore, for a given data set and a number of execution sites, DP and DPTA were run ten times and the average of those ten runs were listed in the table. The averages for the real world data set and the synthetic data set are reported by normalizing each entry to the corresponding entry in DP.
The load balance achieved by DP is remarkable, mainly thanks to tackling the two balance issues separately. On the other hand, DPTA optimizes the total file transfer amount much better than DP, resulting in about 38% improvement in the real world data set and about 50% improvement in the synthetic data set. The proposed algorithm DPTA also achieves significant balance in terms of tasks and files assigned to each execution site, where, to our surprise, its balance results for the synthetic data set are slightly better than those of DP.
We run the two heuristics on an Intel based MacBook Pro doted with a 2.53 GHz dual core processor, with 6 MByte of L2 cache to measure their execution times. The proposed DPTA method runs quite fast. In all workflows of the data set, with K = 64, the integrated approach finds a data placement and task assignment scheme in less than 3 seconds. The DP heuristic is quite fast too; excluding the construction of data similarity score, it run in less than 7 seconds for the largest workflow (wf10k). Hence, one can safely ignore the placement overhead since the execution times of these heuristics are negligibly small compared to the actual execution time of the real workflows in cloud.
CONCLUSION
We have proposed a heuristic called DPTA for optimizing the execution of scientific workflows in the Cloud. The proposed heuristics reduce the communication cost while distributing the input and output data and the tasks to execution sites according to a set of user-specified ratios. The heuristic was based on a hypergraph model and its partitioning for which there were no publicly available tool support. We have enhanced PaToH [8] to encapsulate the arising partitioning problem. We have also implemented an existing method, with ameliorations, and compared the performance of DPTA with respect to that method on some benchmark workflows from Pegasus [5] workflow gallery and on some synthetic workflows. We have seen around 38% improvement in the communication cost with DPTA for the Pegasus workflows and close to 50% on the synthetic ones. Both heuristics are quite fast in practice.
In some cases, some input files and the final destination of generated files (output) of a workflow may be specified, due to users' preferences or system requirements. A common technique in addressing such requirements is to include fixed vertices into the hypergraph model. We have not yet added this feature to PaToH, but we think that this could be a useful feature for data placement problems in the Cloud.
Some other work remains to be done in order to adapt the proposed heuristic to dynamic workflows whose execution pattern changes in time. If the changes are gradual, then the proposed heuristic can be run at certain time intervals to reassign the tasks and files for the upcoming computations. More adequately, the heuristic can be used within the repartitioning methods (see for example [7] ) to reassign the tasks and files while reducing the associated migration costs.
Our current approach yields a two-phase scheduling of the workflows, where in the first phase data placement and task assignment are solved in an integrated manner, and in the second phase tasks are executed obeying the dependencies among them. We hypothesize that such a scheduling framework is extremely effective for data-intensive workflows, both in terms of computational complexity and performance. However, naturally, another future work direction is to develop a single-phase scheduling approach that would take all of the constraints of the problem and directly minimizes the makespan of the workflow.
