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Abstract
In the era of Noisy Intermediate-Scale Quantum (NISQ)
computers it is crucial to design quantum algorithms
which do not require many qubits or deep circuits. Un-
fortunately, the most well-known quantum algorithms are
too demanding to be run on currently available quantum
devices. Moreover, even the state-of-the-art algorithms
developed for the NISQ era often suffer from high space
complexity requirements for particular problem classes.
In this paper, we show that it is possible to greatly re-
duce the number of qubits needed for the Travelling Sales-
man Problem (TSP), a paradigmatic optimization task, at
the cost of having deeper variational circuits. While the
focus is on this particular problem, we claim that the ap-
proach can be generalized for other problems where the
standard bit-encoding is highly inefficient. Finally, we
also propose encoding schemes which smoothly interpolate
between the qubit-efficient and the circuit depth-efficient
models. All the proposed encodings remain efficient to im-
plement within the Quantum Approximate Optimization
Algorithm framework.
1 Introduction
During the past few decades, a wealth of quantum algo-
rithms have been designed for various problems, many
of which offered a speedup over their classical equiva-
lents [1, 2, 3, 4]. The theoretical developments have
also been complemented by progress on the experimental
side. Indeed, the demonstration of quantum supremacy by
Google [5] indicates that in the near future useful quan-
tum technology may be available. However, current Noisy
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Intermediate-Scale Quantum (NISQ) devices are too small
and too noisy to implement complicated algorithms like
Shor’s factorization algorithm [2] or Grover-search based
optimizers [6, 7]. This resulted in a new field of quantum
computation which focuses on designing new algorithms
requiring significantly less noisy qubits.
Optimization is a problem which seems to be particu-
larly suitable for current NISQ devices. In particular, the
Variational Quantum Eigensolver (VQE) [8, 9, 10] seems
to be the state-of-the-art algorithm for solving molecule
Hamiltonians. Although it can solve optimization prob-
lems defined over discrete spaces, so-called combinatorial
optimization problems, quantum annealing and Quantum
Approximate Optimization Algorithm (QAOA) [11] are
considered to be more suitable.
For all of these algorithms, the original combinatorial
optimization problem has to be transformed into the Ising
model. Typically, one starts with a high-level descrip-
tion, like the Max-Cut problem, where nodes in the graph
G = (V,E) have to be colored either red or black, so that
certain function is minimized. Then, one has to transform
it to a pseudo-Boolean polynomial
∑
{u,v}∈E(bu − bv)2.
Each binary variable (bit) bv denotes the color of the node
v in the graph. For example we can choose bv = 1 for red
color, and bi = 0 for black color. For quantum algorithms
it is convenient to change the representation into Ising
model via transformation bv ← (1 − Zv)/2. Here Zv is
a Pauli operator acting on a qubit corresponding to the
node v. By transforming the original objective function
into Hamiltonian, we also change the domain of the prob-
lem into the space of quantum states.
Quantum optimization algorithms differ in the way how
they solve the problem. Variational Quantum Eigensolver
(VQE) is a heuristic algorithm in which the quantum cir-
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cuit is optimized using classical procedure. More precisely,
we are given an ansatz U(θ) which, after fixing the param-
eter θ, produces a state |θ〉 = ∏ki=1 Ui(θi) |0〉. The vector
θ is optimized using classical optimization procedure like
gradient descent or simultaneous perturbation stochastic
approximation (SPSA), so that |θ〉 will be localized at high
quality answer. Due to its generality, VQE is commonly
used for molecule Hamiltonians, however its usability to
the classical optimization problems may be limited.
Quantum annealing theoretically can also be applied
for chemistry Hamiltonians, however current machines re-
strict their usability to combinatorial optimization prob-
lems. The algorithm turns the ground state of ini-
tial Hamiltonian Hmix =
∑
iXi into a ground state
of objective Hamiltonian H through adiabatic evolution
g(t)Hmix+(1−g(t))H. Adiabatic theorem provides a good
premise for high-quality solutions of the problem. Fur-
thermore, while available D-Wave’s annealers have thou-
sands of qubits, the topology restrictions may limit the
size of tractable problems to cases solvable by classical
procedures [12, 13].
Quantum Approximate Optimization Algorithm
(QAOA) is a mixture of the methods described above
[11]. While quantum annealing is a continuous process,
QAOA interchangeably applies both Hmix and H for some
time. The evolution time is a parameter of the evolution,
and as it was in the case of VQE, they are adjusted by
external classical procedure. Here the resulting state
takes the form
|θ〉 =
r∏
i=1
exp(−iθmix,iHmix) exp(−iθobj,iH) |+〉 , (1)
where r is the number of levels. The algorithm can be
implemented as long as both mixing and objective Hamil-
tonians can be implemented, which in particular allows for
applying it to combinatorial problems. Many studies have
been performed to characterize properties of QAOA algo-
rithms, including, both rigorous proofs of computational
power and reachability properties [14, 15, 16, 17] as well
as characterization through heuristics and numerical ex-
periments and extensions of the algorithm [18, 19, 20, 21].
While the proposed quantum algorithms can theoreti-
cally solve arbitrary combinatorial optimization problems,
not all pseudo-Boolean polynomials can be natively con-
sidered for current quantum devices. A general pseudo-
Boolean polynomial takes the form
H(b) =
∑
I⊆{1,...,n}
αI
∏
i∈I
bi,
where αI ∈ R defines the optimization problem. An or-
der of such Hamiltonian is a maximum size of S for which
αS is nonzero. Current D-Wave machines are restricted
to polynomials of order 2, hence if one would like to solve
Hamiltonians of higher order, first a quadratization pro-
cedure has to be applied, in general at cost of extra qubits
[22]. Note that optimization of quadratic polynomials,
Quadratic Unconstrained Binary Optimization (QUBO)
is NP-complete, hence it encapsulates most of the rele-
vant problems.
The objective Hamiltonian for Max-Cut requires n
qubits for graph of order n. Hence it can encode 2n solu-
tions, which is equal to the number of all possible color-
ings. However, this is not the case in general. For example
for Traveling Salesman Problem (TSP) over N cities, the
QUBO requires N2 bits [23]. However, N ! permutations
requires only dlog2(N !)e ≈ N logN bits. We consider this
as a waste of computational resources. Unfortunately, in
general polynomials with optimal number of qubits have
order larger than two, thus we are actually dealing with
higher-order binary optimization, which is currently not
possible using D-Wave machines.
The idea of using higher-order terms is not new. In
fact, in the original work of Farhi et al [11], the authors
have not restricted the model to two-local model. Fur-
thermore, Hamiltonian of order 4 was used for variational
quantum factoring [24], while Hamiltonian of order l was
constructed for Max-l-SAT problem [18]. Since the terms
of arbitrary order can be implemented efficiently, QAOA
for the problem can reduce the number of required logical
qubits. In general, if objective polynomial is of constant
order α, then the circuit of order O((nα) logα) implements
the objective Hamiltonian exactly. While the number may
be large, it is still polynomial, which makes the implemen-
tation tractable. However, even for slowly growing α (say
O(log n)), in general the number of terms grows exponen-
tially, which could be the case for l → ∞ in Max-l-SAT.
Note that even an encoding that requires only logarithmic
number of qubits has been introduced [25], however, the
minimizer of this encoding does not necessarily map to the
minimizer of the original problem.
Furthermore, when dealing with unbounded order, one
has to be careful when transforming QUBO into the Ising
model. Let us consider a polynomial 2n
∏n
i=1 bi. Us-
ing default transformation bi ← (1 − Zi)/2 will produce
Hamiltonian
∑
I⊆{1,...,n}(−1)|I|
∏
i∈I Zi, which consists of
2n terms [26]. For this example, one can easily find a bet-
ter Hamiltonian −∑Ni=1 Zi, that shares the same global
minimizer, however, in general finding such a transforma-
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tion requires a higher-level understanding of the problem.
Note that this is not an issue for constant-order polynomi-
als, as the number of terms is guaranteed to be polynomial
even in the worst case scenario.
Despite the potential issues coming from utilizing
unbounded-order polynomials, we present a polynomial
(encoding) for TSP problem with unbounded order, which
can be efficiently implemented using approximately opti-
mal number of qubits. Furthermore, our model requires
fewer measurements for estimating energy. We also de-
veloped a transition encoding, where one can adjust the
improvement in the required number of qubits and cir-
cuit’s depth. Finally, QAOA optimizes our encoding with
similar or better efficiency compared to the state-of-the-
art QUBO encoding of TSP.
State-of-the-art TSP encoding Current state-of-
the-art encoding of TSP problem can be found in the pa-
per by Lucas [23]. Let us consider the Traveling Salesman
Problem (TSP) over N cities. Let W be a cost matrix,
and bti be a binary variable such that bti = 1 iff the i-th
city is visited at time t. The QUBO encoding takes the
form [23]
HQUBO(b) = A1
N∑
t=1
(
1−
N∑
i=1
bti
)2
+A2
N∑
i=1
(
1−
N∑
t=1
bti
)2
+B
N∑
i,j=1
i 6=j
Wij
N∑
t=1
btibt+1,j .
Here A1, A2 > Bmaxi 6=jWij are parameters that have
to be adjusted during the optimization. We also assume
N + 1 → 1 simplification for the indices. Note that any
route can be represented in N different ways, depending
on which city is visited at time t = 1. Such redundancy
can be solved by fixing that the first city should be visited
at time t = 1. Thanks to that, n = (N − 1)2 (qu)bits in
total are required.
In the scope of this paper we will take advantage of vari-
ous quality measures of encodings. First, since the Hamil-
tonian has to be implemented directly, we prefer encodings
with possibly small depth. In this manner, QUBO can be
simulated with a circuit of depth O(n) using round-robin
scheduling, see Fig. 2.
However, QUBO encoding for TSP is inefficient in the
number of qubits. Using Stirling formula one can show
that dlog(N !)e = N log(N)−N log(e) + Θ(log(N)) qubits
are sufficient to encode all possible routes, which is signif-
icantly smaller than N2. Note that the number of qubits
also has an impact on the volume of the circuit, tradition-
ally defined as a product of the number of qubits and the
circuit’s depth. In case of this encoding the volume is of
order O(N3).
Finally, in the paper we also consider the required num-
ber of measurements to estimate the energy within con-
stant additive error. Instead of estimating each term of
the Hamiltonian independently, which has to be done for
VQE, we consider the measurement’s output as a single
sample. This way, using Hoeffding’s theorem, QUBO en-
coding requires O(N3) measurements.
Results
Preliminaries Traveling Salesman Problem is natively
defined over the permutations of {1, . . . , N}. A simple
encoding can be defined as follows. We make a partition of
all bits into N collections bt, where each collection encodes
a city visited in a particular time. Then, for each collection
we choose a number encoding which represents the city.
QUBO is an example of such an encoding, where each
city is represented by an one-hot vector, see Fig. 1. In-
stead, each city can be encoded as a number using binary
numbering system. Using numbering system is a state-of-
the-art way to encode inequalities [23], however it is new
in the context of encoding elements of a feasible space.
The Hamiltonian takes the form
H(b) = A1
N∑
t=1
Hvalid(bt) +A2
N∑
t=1
N∑
t′=t+1
H 6=(bt, bt′)
+B
N∑
i,j=1
i 6=j
Wij
N∑
t=1
Hδ(bt, i)Hδ(bt+1, j).
(2)
Hamiltonian Hvalid checks whether a vector of bits bt
encodes a valid city. For example for QUBO it checks
whether at most one bit is equal to 1.
Hamiltonian H6= verifies whether two collections encode
the same city. Note that QUBO encoding falls into this
representation by choosing
HQUBO6= (bt, bt′) =
∑
i 6=j
(
2btibt′j +
1(
N
2
) (1− bti − bt′j)) .
Hamiltonian Hδ plays a similar role as H6=. If the inputs
are different, then both Hδ and H6= give zeros. If the
inputs are the same, then the outputs are nonzero and
moreover we expect that the Hamiltonian H6= outputs 1.
3
C1
C2
C3C4
C5
C6
b1
b2
b3
b4
b5
b6
T
im
e
b1
b2
b3
b4
b5
b6
T
im
e
b1
b2
b3
b4
b5
b6
T
im
e
b1
b2
b3
b4
b5
b6
T
im
e
a)
b) c)
d) e)
Figure 1: Visualization of QUBO encoding and encodings introduced in the paper for TSP problem. a) exemplary
solution for TSP problem. On the right there are assignments of the exemplary solution using respectively b) QUBO,
c) HOBO d), na¨ıve mixed, and e) mixed encodings.
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Figure 2: Round-robin schedule [27] for binary vectors b1, . . . , b5. We assumed that each bi is defined over 3 qubits.
Each gate defined over a pair bi, bj is an implementation of the Hamiltonian defined over these variables. Such
Hamiltonian can be implemented using the technique visualized in Fig. 3.
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This is in order to preserve the costs of routes. In case
of QUBO we took Hδ(bt, i) = bti. Note that in particular
Hδ = H 6= may be a good choice, however later we will
show that choosing different H6= may be beneficial.
Simple HOBO encoding The simplest encoding is the
one in which each collection bt encodes a city in a binary
system, see Fig. 1. In this case, for each time we need
K := dlogNe qubits. In total we need ∼ N log(N) qubits,
which match the lower bound. Moreover, we have to de-
sign Hvalid in such a way that bt represents the number at
most N − 1.
Following Eq. (2), it is easy to note that HOBO defined
in a way described above, is of polynomial size. Note that
the sum of Hamiltonians H 6= produces at most
(
N
2
)
22K
elements. Furthermore, the terms introduced by HHOBOvalid
and HHOBOδ are already present in H
HOBO
6= . Hence in total
we have O(N4) terms, which implies the polynomial size
and depth, and thus volume.
Let us now present an exemplary encoding. Suppose
b˜K−1 . . . b˜0 is a binary representation of N − 1. Suppose
k0 ∈ K0 are such indices that b˜k0 = 0. Then one can show
that
HHOBOvalid (bt) :=
∑
k0∈K0
bt,k0
K−1∏
k=k0+1
(1− (bt,k − b˜k)2)
validates whether the encoding number is at most N − 1.
A detailed proof can be found in Supplementary materials,
here let us consider an example. Suppose N−1 = 1001012.
All the numbers larger than N−1 are of the form 11????2,
101???2 or 10011?2, where ‘?’ denotes as arbitrary bit
value. The polynomial
bt5bt4 + bt5(1− bt4)bt3 + bt5(1− bt4)(1− bt3)bt2bt1. (3)
punishes all these forms. At the same time, one can verify
that numbers smaller than N − 1 are not punished by the
Hamiltonian.
Here, we will consider HHOBO6= ≡ HHOBOδ , hence it is
enough to define the latter only. Hamiltonian HHOBOδ can
be defined as
HHOBOδ (b, b
′) :=
K∏
k=1
(1− (bk − b′k)2).
Note that if b′ is a fixed number like it is in the case
of objective function implementation in Eq. (2), then we
simply take consecutive bits from binary representation.
Let us estimate the cost of this encoding. As it was
previously stated, the number of factors is of orderO(N4).
Using round-robin techniques and Gray code, see Fig. 2
and 3 one can show that the depth of the circuit is O(N3),
which gives us the volume O(N4 log(N)). Note that the
Gray code requires additional bNK/2c qubits, which does
not change the final result. Finally, in order to achieve a
similar quality of energy measurements, we need O(N2)
measurements.
One can expect that higher-order binary optimization
may lead to difficult landscapes, harder to investigate for
optimization algorithm. We have investigated TSP encod-
ings with W ≡ 0 and random W matrices. The results are
presented in Fig. 4. One can see that with the same num-
ber of Hamiltonians applied, the results are either similar
or in favor for higher-order encodings.
Mixed QUBO-HOBO approach While QUBO en-
coding requires significantly more qubits compared to
HOBO, the latter produces much deeper circuits. It is not
clear whether the number of qubits or the depth of the
circuit will be more challenging, and in fact we claim that
both may produce significant difficulties when designing
quantum computers.
One can consider a simple mixing of the proposed
QUBO and HOBO approaches in the following way: let
R ∈ {1, . . . , N} be a free parameter of our model. Exactly
R of collections bt will be encoded as one-hot vectors (in
QUBO’s fashion), while the remaining N − R collections
will be encoded using the binary representation, see Fig.
1 d).
Unfortunately, this approach combines flaws of both
models introduced before. For R = Ω(N), the mixed ap-
proach requires Θ(N2) qubits. On the other hand, for
R = O(N) the depth of the circuit is the same as in the
HOBO approach due to numerous HOBO-encoded bt.
Instead, we propose another encoding. Suppose N =
(2K − 1)L for suitable integers K and L. Each bt consists
of KL qubits of the form btlk. The cities are encoded
as follows. First K qubits (first bunch) decodes numbers
1, . . . , 2K − 1. The second bunch decodes 2K , . . . , 2K −
2, and so on. Note that QUBO and HOBO encodings
introduced before are special instances with L = N and
L = 1 respectively.
We add the following assumptions, which also define
Hvalid. All bits being zero is an invalid assignment, which
is equivalent to
∑
k,l btlk ≥ 1. This can be forced by us-
ing standard techniques for transforming inequalities to
QUBO [23]. Secondly, if in some bunch there are nonzero
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Figure 3: On the left, two decompositions of exp(itZ1Z2Z3), a) without auxiliary qubit [28] (p.30), and b) with
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k-local Z operations.
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Figure 4: The dependence between the probability of measuring the state in feasible space for a) 3 cities, b) 4 cities,
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present similar quality, while for e) HOBO clearly outperforms QUBO approach. Vertical line denotes the change of
optimization method. For f) we were only capable of estimating up to 10 oracles applied due to convergence issues
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bits, then in all other bunches bits have to be zeros. Note
that this assumption is equivalent to the fact that for
all l0 = 1, . . . , L we have that either
∑
k btl0k is zero or∑
l 6=l0
∑
k btlk is zero. The Hamiltonian H
MIX
valid takes the
form
HMIXvalid(bt) :=
− L∑
l=1
K−1∑
k=0
btlk + 1 +
dlog(KL)e∑
i=0
2iξt,i
2
+
L∑
l=1
(
K−1∑
k=0
btlk
) L∑
l′=1
l′ 6=l
K−1∑
k=0
btl′k
 .
Here ξi are additional bits for encoding the first assump-
tion. In total, there will be additional N log(KL) ≤
N log(N) qubits.
Now let us define HMIX6= Hamiltonian. Since due to
HMIXvalid there exist two indices l0, l
′
0 such that btl0 and bt′l′0
are nonzero, we only have to check for consecutive bunches
l = 1, . . . , L if there exists l such that bt,l are nonzero and
identical. The Hamiltonian HMIX6= takes the form
HMIX6= (bt, bt′) :=
L∑
l=1
(
K−1∑
k=0
(btlk + bt′,l,k)
)
×
×
K∏
k=1
(1− (bt′,l,k − b′t,l,k)2).
Note that the first factor checks whether the bunches are
nonzero, while the latter is the Kronecker delta implemen-
tation as before.
Finally, let us define HMIXδ . Let l¯ : {1, . . . , N} 7→
{1, . . . , L} be a function which outputs a bunch index de-
noting the i-th city. Then it is enough to apply the Kro-
necker delta on l¯(i)-th bunch. Hence HMIXδ will take the
form
HMIXδ (bt, i) :=
K∏
k=1
(1− (bt′,l¯(i),k − bik)2),
where bik is k-th bit of binary representation of i.
Let us now calculate the efficiency of the encoding. We
will consider only the scenario k = α log(N) for α ∈ (0, 1).
First we note that L = N
2K−1 = Θ(N
1−α). For the pro-
posed mixed encoding, we need NKL + N log(KL) =
Θ(N2−α log(N)) qubits. Hamiltonian can be encoded in
a circuits of depth O(N1+2α). This finally gives us the
volume O(N3−α log(N)). All this parameters show a per-
fect, up to poly-log factors, transition between HOBO and
QUBO approaches. Finally, to achieve constant error of
energy estimation, we require O(N3−α logN)maxi 6=jWij
runs of the circuit.
Optimal encoding So far we assumed that all binary
variables are split into collections of binary variables, such
that each collection defines a particular time point. We
heavily used this assumption, so that the encoding was
particularly simple. Theretofore it was implementable on
a quantum computer, which is necessary for QAOA. Nev-
ertheless, dropping this assumption can save us from even
more qubits.
Let H be a diagonal Hamiltonian. Then 〈ψ|H |ψ〉 =∑
b∈{0,1}n Eb| 〈b|ψ〉 |2, where Ei is the energy value corre-
sponding to the bit string i. Hence, the statistics from the
measurements are sufficient to estimate the energy.
Suppose we are given a general combinatorial optimiza-
tion problem of function f : A → R, where A is a natural
feasible space for the problem. In the case of TSP, A
would be a collection of all permutations of some fixed or-
der. Let g : A → B ⊆ {0, 1}n be a bijection function where
n = dlog(|A|)e. Let g˜inv(b) be an extension of g−1 such
that it maps some penalty energy Epen > mina∈A f(a), i.e.
ginv(b) = g−1(b)δb∈B+Epenδb6∈B. Then provided that ginv
can be efficiently computed, we can use it to estimate the
expected energy directly from the measurement’s statis-
tics. Since converting binary representation into numbers
takes negligible time, it is enough to provide a procedure
for numbering elements of A
We can incorporate this technique to TSP problem as
well. In this case the simplest way is to use a factorial
numbering system in which i-th digit starting from least
significant can be any number between 0 and i−1. In gen-
eral (dk . . . d0)! ≡
∑k
i=0 d0 · i!. The opposite transforma-
tion can be done by computing the modulo by consecutive
natural numbers. Then such representation can be trans-
formed to permutation via Lehmer codes, which starting
with the most significant factoradic digit, take (k + 1)-
th digit of the sequence (0, 1, . . . , k). The used digit is
removed and the procedure repeats for next digits. The
taken digits in given order directly encodes a permutation.
Since the procedure described above maps consecutive
natural numbers to routes, we require only dlog(N !)e
qubits, which is optimal for each N . Since arbitrary
pseudo-Boolean function can be transformed to pseudo-
Boolean polynomial, it is as well the case for f◦ginv. Hence
there exists a diagonal Hamiltonian representing the same
optimization problem. However, in general such encoding
may require exponential number of terms, which makes it
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intractable for QAOA. Hence for such an approach VQE
is at the moment the preferable quantum algorithm. The
numbers of required measurements will in general depend
on the choice of Epen, however they can be equal to the
length of any route, or N maxi 6=jWij . By this we can
show that the number of measurements is approximately
O(N) range(W ), which is significantly smaller than for any
encoding described before.
Discussion
The presented results show that it is possible to signifi-
cantly reduce the number of required qubits at the cost
of having deeper circuits. Since both the depth and the
number of qubits are challenging tasks, we claim that it
is necessary to provide alternative representation allowing
trade-offs between the different measures. Our numerical
results hint that the increase of the depth might not be
that significant for larger system sizes, as one needs fewer
levels in the space-efficient embedded version. Thus, it
would be interesting to investigate how many fewer levels
one needs in the space-efficient encoding scheme
Note that the approach cannot be applied for general
problems. For example, the state-of-the-art representation
of the Max-Cut problem over a graph of order N requires
exactly N qubits. Since the natural space in general is of
order 2N , it seems unlikely to further reduce the number
of qubits. However, one can expect similar improvements
for other permutation-based problems like max-k-coloring
problem.
On top of that, while arbitrary HOBO can be turned
into QUBO by automatic quadratization techniques, it
remains an open question whether there are simple tech-
niques which reduce the number of qubits at the cost of
additional Pauli terms. This is due to the fact that quadra-
tization is well defined: if H : BX → R is a general pseudo-
Boolean function, then quadratic pseudo-Boolean function
H ′ : BX × BY → R is its quadratization iff for all x ∈ BX
H(x) = min
y∈BY
H ′(x, y). (4)
Note that y does not have any meaning in the context
of original problem H. However, when removing qubits
from binary function, we may not be able to reproduce
the original solution. Thus, such (automatic) procedure
requires context of the problem being solved.
Methods
The analysis of circuits’ depths Let us begin with
HOBO and mixed approaches. According to Eq. (2) we
can split all the terms into those defined over pairs (bt, bt′)
for t 6= t′. For pairwise different t0, t1, t2, t3, if we have
polynomials defined over bt0 , bt1 , and bt2 , bt3 , then we can
implement them independently. Using round-robin sched-
ule, we can implement those
(
N
2
)
polynomials in N − 1
(N) steps for even (odd) N , as it is described in Fig. 2.
Let H be a general Hamiltonian defined over K bits. If
we implemented each term independently, then it would
require
∑K
k=1 2i
(
K
i
)
Θ(2KK) = 2KK − 1 controlled NOTs
according to the decomposition presented in Fig. 3a).
Adding single auxiliary qubit and using the decomposi-
tion from Fig. 3b), and ordering terms according to Gray
code, we can do it using 2K qubits. Following the rea-
soning from previous paragraph we can apply only dN2 e
Hamiltonians at once. We have an additional cost of dN2 e
qubits, however reducing the depth cost by K = Θ(log n)
for both mixed and simple HOBO approaches
As far as QUBO is concerned, we have to make sepa-
rate analysis, since only 2-local terms are present. Note
that 1-local terms Zti can be implemented with circuit
of depth 1. Moreover, for each 1 ≤ t ≤ N , terms
{ZtiZtj : 1 ≤ i < j ≤ N} can be implemented with a
circuit of depth ≈ N using round-robin schedule. We can
similarly implement {ZtiZt′i : 1 ≤ t < t′ ≤ N}, which
implement first two addends of HQUBO. For the last ad-
dend we have to implement for each 1 ≤ t ≤ N terms
Z = {ZtiZt+1,j : i 6= j}. First note that we can first im-
plement them for even t, then for odd t, which doubles
the depth of the circuit for single t. Finally, note that
Z =
⋃n−1
k=0 Zk, where each Zk = {ZtiZt+1,i+k|1 ≤ i ≤ N}
can be implemented with circuit of depth 1. Eventually,
the depth of Hamiltonian HQUBO is of order Θ(N).
The detailed analysis for each encoding can be found in
Supplementary materials.
Numerical analysis In order enable the simple repro-
duction of our results, we publish our code on GitHub [30].
Below we present a detailed explanation of the optimiza-
tion procedure.
Let us describe the optimization algorithm we used to
generate the result presented in Fig. 4. We have emulated
the quantum evolution and take an exact expectation en-
ergy of the state during the optimization. As a classi-
cal subroutine we used a L-BFGS algorithm implemented
in Julia’s Optim package [31]. Independently of the in-
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QUBO HQUBO HOBO HHOBO mixed HMIX enumerating HVQE
No. of qubits N2 N log(N) α
C
N2−α logN Ndlog(N !)e
No. of terms 2N3 1
2
N4 C
2
N3+α exponential
circuit depth 12N 2N3 2CN1+2α exponential
circuit volume 12N3 2N4 logN 2αN3+α logN exponential
No. of measurements O(N3)maxi 6=jWij O(N2)maxi6=jWij O(N3−α logN)maxi6=jWij O(N) range(W )
Table 1: Resources required for various Hamiltonian encodings. Only leading terms are written, for more exact
bounds see Supplementary materials. The O(·) does not depend on the choice of W . We assumed B = 1 and
A1, A2 ≤= O(maxi6=jWij). Note that HMIX scales up to logarithmic factor between HQUBO and HHOBO. For mixed
Hamiltonian the constant C satisfies C ∈ ( 12 , 1), and in general depends on α and N .
stance of algorithm, we assume that the parameters θmix
for mixing Hamiltonian could be from the interval [0, pi].
For objective Hamiltonian we assumed the parameter θobj
will be from [0, R]. For both we assume periodic domain,
mainly if pi + ε (R + ε) was encountered, the parameter
was changed to ε, which changed the hypercube domain
to hypertorus.
Let r be the level numbers of the circuit. For r < 5,
each run was started from randomly chosen vector within
range of the parameters. For r ≥ 5, we used a trajectories
method similar to the one proposed in [32]. First we op-
timized the algorithm for r = 5, as described in previous
paragraph. Then, for each r ≥ 5 we took the optimized
parameter vectors ~θ
(r)
mix,
~θ
(r)
obj of length r, and constructed
new vectors ~θ
(r+1)
mix ,
~θ
(r+1)
obj of length r + 1 by copying the
last element at the end. We took these vectors as initial
points for r + 1. Therefore we obtained a trajectory of
length 11 (6 for figure 4f)) of locally optimal parameter
vectors, one for each r ≥ 5.
Sometimes the algorithm has not converged to the local
optimum in reasonable time. We claim that the reason
came from periodicity of the domain, which for general
TSP breaks the smoothness of the Hamiltonian landscape.
We only accepted runs for which: for r < 5 the gradient
was below 10−5; for r ≥ 5, for each parameters vector
from the trajectory, the gradient was supposed to be below
10−5.
Since the energy values for both QUBO and HOBO
are incomparable, we decided to present the probability
of measuring the feasible solution, i.e. the solution de-
scribing a valid route.
Figures a,b,c from Figure 4 were generated as follows.
We took QUBO and HOBO encodings of TSP with W ≡ 0
for QAOA algorithm. One can consider it as a Hamilto-
nian problem on a complete graph. We took A1 = A2 = 1
for both encodings, and R = pi (R = 2pi) for QUBO
(HOBO). For each r = 1, . . . , 15 we generated 100 locally
optimal parameter vectors, and for each r we chose the
maximum probability.
Figures d,e,f from Figure 4 were generated as follows.
We generated 100 matrices W to be W = (X + X>),
where X is a random matrix with i.i.d. elements from the
uniform distribution over [0, 1]. For each TSP instance
we repeated the procedure as in W ≡ 0 case, however
generating 40 samples for each r. For each TSP instance
we chose the maximal probability of measuring the state in
the feasible space. The line describes the mean of the best
probabilities over all TSP instances. The area describes
the range between the worst and the best cases of the best
probabilities over all TSP instances.
The number of measurements For estimating the
number of measurements we applied the Hoeffiding’s in-
equality. Let X¯ = 1M
∑M
i=1Xi be the mean of i.i.d. ran-
dom variables such that Xi ∈ [a, b]. Then
P(|X¯ − EX¯| ≥ t) ≤ 2 exp
(
−2Mt
2
b− a
)
. (5)
In our case X¯ is the energy estimation of the energy
samples Xi. Provided that we expect both probabil-
ity error and estimation error to be constant, we require
M = Ω(b− a).
The values of a, b depend not only on the cost matrix
W , but also on the form of the encoding and the values
of constants A1, A2, B in Eq. (2). For simplicity, we take
the following assumptions when estimating the samples
number. First, w.l.o.g. we assume B = 1. Furthermore,
we assumed C maxi6=jWij ≤ Ai ≤ C ′maxi6=jWij where
C,C ′ do not depend on N and W . This matches the mini-
mal requirement for QUBO. While various measures on W
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could be considered, we presented the results in the form
f(N) maxWij (W ), where f does not depend on W . Fur-
thermore, our analysis for each model is tight in N assum-
ing that maxi 6=jWij ,mini 6=jWij = Θ(1) independently on
N . Note that using this assumption a ≥ N mini 6=jWij is
valid for any correctly chosen A1, A2.
Furthermore, Hamiltonians H 6= and Hvalid are integer-
valued, and the spectral gap is of constant order. For
QUBO, the spectral gap is at most two, which can be
generated by adding superfluous one-bit to any valid en-
coding. For HOBO, it can be generated by choosing the
same number for different bt, bt′ . Finally, for the mixed
approach we can generate incorrect assignments to slack
ξt,i variables. Theoretically, there is no upper-bound for
A1, A2. However, in general it is not encouraged to make
them too large, as classical optimization algorithm may
focus too much on pushing the quantum state to feasible
state instead of optimizing over feasible space. For this
reason and to make the presentation of our results sim-
pler, we assumed that Ai are of order maxi 6=jWi,j .
During the optimization, one could expect that the
quantum states will finally have large, expectedly 1− o(1)
overlap with the feasible space. Thus one could expect
that the estimated energy will be of typical, and later
close to minimal route. Thus, for these points one could
expect that O(N) range(W ) samples would be enough to
estimate the energy accurately. We agree that it is a valid
approach, especially when the gradient is calculated using
(f(θ0 + ε) − f(θ0 − ε))/(2ε) formula. However, recently
a huge and justified effort has been made on analytical
gradient estimation, which is calculated based on θ pa-
rameters that are far from the current θ0 point [33, 34].
In this scenario, we can no longer assume that the energy
will be of the order of the typical route. Thus we believe
that our approach for number of measurements estimation
is justified.
The detailed analysis for each encoding can be found in
the Supplementary Materials.
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A Supplementary analysis
A.1 Model resources analysis
In this subsection we will provide a detailed analysis of resources required for each model.
A.1.1 QUBO
Let us recall that the QUBO model takes the form
HQUBO(b) = A1
N∑
t=1
(
1−
N∑
i=1
bti
)2
+A2
N∑
i=1
(
1−
N∑
t=1
bti
)2
+B
N∑
i,j=1
i 6=j
Wij
N∑
t=1
btibt+1,j (6)
Number of qubits The model requires N2 qubits.
Number of terms The number of terms can be determined as follows. First we note that we have N2 1-local terms.
Secondly, from the first addend for each t we have
(
N
2
)
2-local terms, similarly for the second. Finally, for the last
part for each i 6= j we have additional N 2-local terms. Note that each 2-local term is present only in one part, which
makes our calculation tight. Finally we have
#terms = N2 + 1 + 2N
(
N
2
)
+NN(N − 1) = 2N3 −N2 + 1. (7)
Depth of the circuit Following the reasoning presented in the Method section, we can conclude that the 1-local
terms can be implemented with the circuit of depth 1. The first addend from Eq. (6) can be implemented with
the circuit of depth N for even N , and N − 1 for odd N , counting ZiZj gates. The second addend can be studied
analogously.
For last addend we can independently consider parts
∑
i6=jWijbtibt+1,j for even t, and then for odd t, which will
double the circuit depth comparing to fixed t. Let us fix t. We can implement terms Zk = {Zt,iZt+1,i+k|1 ≤ i ≤ N}
with circuit of depth 1. Since 1 ≤ k ≤ N , we can simulate the last addend with the circuit of depth 2N . Thus in total
our circuit has depth 4N + 1
Since we have N2 qubits, we can simulate at most N2/2 2-local terms independently. We have ∼ 2N3 terms and
N2 qubits. The circuit depth for simulating 2-local terms is ∼ 2N3/(N2/2) = 4N , which shows that our analysis is
tight.
The calculations were done in terms of gates exp(−itZ) and exp(−itZiZj). Since the latter requires 2 CNOTs and
a single rotation gate, we have to triple the circuit depth implementing 2-local gates, which finally gives us 12N + 1.
Number of measurements For the sake of simplicity we assume that A1, A2 ≤ C maxi 6=jWij and B = 1. Note
that for each t, the expression
(
1−∑Ni=1 bti)2 can be bounded from above by (N −1)2. We can similarly upperbound
the next addend. For the last part we have
N∑
i,j=1
i6=j
Wij
N∑
t=1
btibt+1,j ≤ N
N∑
i,j=1
i 6=j
Wij ≤ N
(
N
2
)
max
i6=j
Wij (8)
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Finally we have
HQUBO(b) ≤ A1N(N − 1)2 +A2N(N − 1)2 +BN
(
N
2
)
max
i6=j
Wij
≤ CN3 max
i 6=j
Wij + CN
3 max
i 6=j
Wij +N
3 max
i 6=j
Wij
= C ′N3 max
i 6=j
Wij
(9)
Note that the results is tight in order of N , which can be shown using bti ≡ 1 assignment.
A.1.2 HOBO
Let us recall that the model takes the form
HHOBO(b) = A1
N∑
t=1
HHOBOvalid (bt) +A2
N∑
t=1
N∑
t′=t+1
HHOBO6= (bt, bt′)
+B
N∑
i,j=1
i 6=j
Wij
N∑
t=1
HHOBOδ (bt, i)H
HOBO
δ (bt+1, j).
(10)
Provided that b˜K−1 . . . b˜0 is a binary representation of N − 1, we define
HHOBOvalid (bt) :=
∑
k0∈K0
bt,k0
K−1∏
k=k0+1
(1− (bt,k − b˜k)2) (11)
HHOBO6= (b, b
′) := HHOBOδ (b, b
′) :=
K∏
k=1
(1− (bk − b′k)2) (12)
where k0 ∈ K0 are such indices that b˜k0 = 0.
The proof that HHOBOvalid is a valid Hamiltonian for this encoding is presented in Sec. A.2. For the sake of convenience,
we will assume K = dlog(N)e, which is at the same time the number of bits in bt for any t.
Number of qubits The required number of qubits is NK+ N2 ∼ N log(N). The N2 part comes from the Gray code
technique presented in the main text.
Number of terms We will assume that HHOBO6= (bt, bt′) is a Hamiltonian consisting of all terms, meaning that for
any factor of this Hamiltonian, the corresponding αS is non-zero. While theoretically some terms may vanish, our
investigations showed that at least for N = 3, 4, 5 it is not the case. Furthermore, this guarantees that the bound will
be valid for the number of terms in corresponding Ising model.
Due to this assumption, we do not need to consider HHOBOvalid anymore, since terms in H
HOBO
valid (bt) are present in
HHOBO6= (bt, bt+1) as well. For the same reason we do not have to consider elements from H
HOBO
δ (bt, i)H
HOBO
δ (bt+1, j).
Note that considering for example HHOBO6= (bt, bt+1) and H
HOBO
6= (bt+1, bt+2) we doubly count the terms defined over
bt only. In general, each term will be counted N − 1-times. Taking all of this into account we obtain
#terms =
(
N
2
)
22K − (N − 2)N2K ≤ 1
2
N222 logN −N(N − 2)2logN−1 = 1
2
N4 − 1
2
N2(N − 2) = 1
2
N4 − 1
2
N3 +N2.
(13)
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Depth of the circuit Similarly as it was done while counting terms, we will only consider implementing HHOBO6= ,
as by commutativity αZ + βZ = (α+ β)Z.
Following the round-robin schedule we can implement HHOBO6= in pairs in at most N steps. Following the Gray code
decomposition presented in the main text, we can implement each HHOBO6= using a circuit of depth 2 · 22K − 1. This
gives us a final depth
depth ≤ N2 · 22K − 1 ≤ 2N · 22 logN − 1 = 2N3 − 1. (14)
Note that factors defined over single bt will be implemented several times. This conflict can be solved by applying
the corresponding angle only once, and for the rest of occurrences applying 0-angle rotation. Since we are not applying
rotation in that case, we can reduce the circuit by up to (N − 1)2K ≈ N2, which does not have significant impact on
the formula derived above.
It is complicate to reasonable lower bound the circuit’s depth. Since most of the factors are of order logN , one could
consider that applying each term requires the depth of the same order as well. However using Gray code ordering it is
clear that only two quits may be needed for applying higher-local terms. For this reason we will assume that at each step
only two qubits are required to implement each term. This gives us the lower bound ≈ 12N4/(N log(N)) = 12N3/ logN
which shows that our approach is tight up to log(N) factor.
Number of measurements For simplicity, we will assume that A1, A2 ≤ C maxi 6=jWij and B = 1. Note that
HHOBOvalid is a sum of at most K−1 elements, each giving the value either 0 or 1. Hence, for each t we have HHOBOvalid (bt) ≤
K − 1.
Note that HHOBO6= ≡ HHOBOδ and HHOBOδ (·, ·) ∈ {0, 1}. Furthermore, since bt can decode a single number only,
Hδ(bt, i) = 1 only for a single i. Thus
N∑
i,j=1
i 6=j
Wij
N∑
t=1
HHOBOδ (bt, i)H
HOBO
δ (bt+1, j) =
N∑
t=1
N∑
i,j=1
i 6=j
WijH
HOBO
δ (bt, i)H
HOBO
δ (bt+1, j)
=
N∑
t=1
Wbt,bt+1 ≤ N max
i 6=j
Wij .
(15)
and we can upper bound the energy by
HHOBO(b) ≤ A1N(K − 1) +A2
(
N
2
)
+BN max
i6=j
Wij
≤ CN logN max
i 6=j
Wij + C
N2
2
max
i 6=j
Wij +N max
i6=j
Wij
≤ C ′N2 max
i 6=j
Wij .
(16)
One can again shown the tightness of the bound by using bti ≡ 1.
A.1.3 Mixed approach
The Hamiltonian takes the form
HMIX(b) = A1
N∑
t=1
HMIXvalid(bt; ξt) +A2
N∑
t=1
N∑
t′=t+1
HMIX6= (bt, bt′)
+B
N∑
i,j=1
i6=j
Wij
N∑
t=1
HMIXδ (bt, i)H
MIX
δ (bt+1, j),
(17)
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where ξt are slack variables required to implement H
MIX
valid and
HMIXvalid(bt) :=
− L∑
l=1
K−1∑
k=0
btlk + 1 +
dlog(KL)e∑
i=0
2iξt,i
2 + L∑
l=1
(
K−1∑
k=0
btlk
) L∑
l′=1
l′ 6=l
K−1∑
k=0
btlk
 (18)
HMIX6= (bt, bt′) :=
L∑
l=1
(
K−1∑
k=0
(btlk + bt′,l,k)
)
K∏
k=1
(1− (bt′,l,k − b′t,l,k)2) (19)
Hδ(bt, i)
MIX :=
K∏
k=1
(1− (bt′,l¯(i),k − bik)2). (20)
For a general choice of α ∈ (0, 1) it is hardly possible that α logN will be an integer number. Hence for fixed α let
K := bα logNc. Note that K ∼ α logN . On the other hand, we will encounter elements of the form 2K and 22K , for
which such an equivalence is not always valid, as
2K = 2bα logNc = 2α logN−εα(N) = Cα(N)Nα, (21)
where Cα(N) := 2
−εα(N) depends on the choice of α and N , but always 12 ≤ Cα(N) ≤ 1. Similarly
22K = 22bα logNc = 22α logN−2εα(N) = C2α(N)N
2α. (22)
Furthermore
L :=
⌈
N
2K − 1
⌉
∼
⌈
N
Cα(N)Nα
⌉
∼ 1
Cα(N)
N1−α (23)
Note that if N 6= (2K − 1)L, then we have to add a separate Hamiltonian of the form similar to HHOBOvalid , as this
encoding will not a encode valid city. This does not change the estimations derived in next paragraphs, as
• it does not require additional qubits,
• it does not produce new terms (they are already included in HHOBO6= ), and by this it does not change the depth
of the circuit,
• it has negligible impact on the energy upperbound, since for each t the mentioned Hamiltonian will increase
energy by at most K.
Number of qubits The Hamiltonian requires
NKL+
⌊
N
2
⌋
L+Ndlog(KL)e ∼ α
Cα(N)
NN1−α logN +
1
2Cα(N)
NN1−α +N
(
1 + log
(
α
Cα(N)
N1−α logN
))
=
α
Cα(N)
N2−α logN +
1
2Cα(N)
N2−α +N poly(log(N))
(24)
qubits. The
⌊
N
2
⌋
L is required for implementing the scheduling, while Ndlog(KL)e qubits are needed for ξ variables.
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Number of terms Let us start by calculating the terms generated from HMIX6= . Let us fix a pair of different time
points t, t′. The Hamiltonian consists of L independent Hamiltonians defined over bt,l, bt,l′ , which consist of 22K
elements. As it was in the case of HMIX6= , we were over-counting terms defined over bt,l only. Taking this into account
we have (
N
2
)
L22K −NL(N − 2)2K ∼ Cα(N)
2
N2N1−αN2α −N2N1−αNα = Cα(N)
2
N3+α −N3 (25)
terms.
Note that in the case of HMIXδ new factors appear for some i, j with l¯(i) 6= l¯(j). They still are Hamiltonians defined
over two binary vectors bt,l(i), bt+1,l(j), each generating 2
2K terms. Note that if for some i′, i we have l¯(i) = l¯(i′), then
Hamiltonians
K∏
k=1
(1− (bt′,l¯(i),k − bik)2)
K∏
k=1
(1− (bt′,l¯(j),k − bjk)2) (26)
and
K∏
k=1
(1− (bt′,l¯(i′),k − bi
′
k )
2)
K∏
k=1
(1− (bt′,l¯(j),k − bjk)2) (27)
are defined over the same variables, thus we only have to consider terms over different l instead of different i. Taking
all of this plus over-counted terms into account, we obtain
NL(L− 1)22K −NL(2L− 2)2K = NL2(22K − 2 · 2K) ∼ N3 − 2
Cα(N)
N3−α. (28)
Finally, let us consider HMIXvalid. Note that the terms produced by the latter addend were already considered. Hence
we need to consider the only terms from the first addend. Let t be fixed. The terms defined over b only were already
considered. We have dlog(KL)e 1-local terms ξt,i. We have KLdlog(KL)e 2-local terms of the form btlkξt,i. Finally,
we have
(dlog(KL)e
2
)
terms of the form ξt,iξt,j . Taking all of this into account, for each t we have
dlog(KL)e+KLdlog(KL)e+
(dlog(KL)e
2
)
∼ (1− α) logN + α(1− α)
Cα(N)
N1−α log2N +
(1− α)2
2
log2(N). (29)
Taking all numbers above we see that
#terms ∼ Cα(N)
2
N3+α. (30)
Depth of the circuit Let us begin with the terms introduced by HMIX6= . The Hamiltonian can be splitted into
Hamiltonians defined over bt,l, bt′,l. Note that l are always shared, thus for different l, the circuits can be implemented
independently. For fixed l we can use the same techniques as for HHOBO6= , which gives us the depth
N(2 · 22K − 1) = 2C2α(N)N1+2α −N. (31)
Similarly, the terms introduced by HMIXδ and not considered before are Hamiltonians defined over bt,l, bt+1,l′ with
l 6= l′. In this case we can independently implement Hamiltonians first for even t, then for odd t, which will double the
circuit’s depth. For fixed t we can use similar technique of arranging the Hamiltonians as it was for the last addend
of HQUBO. This gives us the depth
2(L− 1)(2 · 22K − 1) ∼ 4Cα(N)N1+α. (32)
In the case of HHOBOδ and H
HOBO
6= we have not taken into account the overcounted elements defined over bt,l only.
However, at it was in the case of HHOBO6= , they do not change the leading factor.
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Elements from HMIXvalid can be implemented using a circuit of depth 3(N+log(KL))+1, since for each t, Hamiltonians
can be applied independently, and each ξt,i has to be applied with all bti and bt,j . Part +1 comes from applying 1-local
terms ξt,i.
Taking all of the numbers derived above we finally have obtain ∼ 2C2α(N)N1+2α.
Similarly as it was in the case of HHOBO, the minimum depth in case of mixed approach is
Cα(N)
2 N
3+α/( αCα(N)N
2−α logN) = C
2
α(N)
2α N
1+2α/ logN .
Number of measurements For the sake simplicity, we will assume that A1, A2 ≤ C maxi 6=jWij and B = 1. For
general b we have
H(b) ≤ A1N(LK − 1)2 +A1N · L ·K · LK +A2
(
N
2
)
L · 2K +BN max
i6=j
Wij
≤ (2CNL2K2 + CN2LK +N)max
i6=j
Wij
∼
(
2Cα2
C2α(N)
N3−2α log2N + CN3−α logN +N
)
max
i 6=j
Wij .
(33)
By this we conclude that H(b) = O(N3−α logN)maxi6=jWij . Note that the bound is achievable when taking btlk ≡ 1.
A.2 Proof for HHOBOvalid
Theorem 1. Let N > 0 and K satisfies 2K−1 ≤ N < 2K . Let b˜ = b˜K−1 . . . b˜0 is a binary representation of N − 1.
Let K0 ⊆ {0, . . . ,K − 1} be indices such that k0 ∈ K0 iff b˜k0 = 0 Let
H(b) :=
∑
k0∈K0
bk0
K−1∏
k=k0+1
(1− (bk − b˜k)2) (34)
and b = bK−1 . . . b0 be a vector of bits encoding some number n ∈ {0, . . . , 2K − 1}. Then H(b) ≥ 0, with equality iff
n < N .
Proof. Note that (1 − (bk − b˜k)2) is nonnegative, hence H(b) ≥ 0 independently on b. Let n = N − 1, which means
b = b˜. Then
H(b˜) =
∑
k0∈K0
b˜k0
K−1∏
k=k0+1
(1− (b˜k − b˜k)2) =
∑
k0∈K0
0 ·
K−1∏
k=k0+1
(1− (b˜k − b˜k)2) = 0. (35)
Let n < N − 1. Then there exists a unique k′ ∈ {0, . . . ,K − 1} \ K0 such that for all k > k′ we have bk = b˜k,
bk′ = 0. In other words, there exists a bit, which for N − 1 is one, and for n is 0. It is the first one starting from most
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significant one. Then we have
H(b) =
∑
k0∈K0
bk0
K−1∏
k=k0+1
(1− (bk − b˜k)2)
=
∑
k0∈K0
k0>k
′
bk0
K−1∏
k=k0+1
(1− (bk − b˜k)2) +
∑
k0∈K0
k0<k
′
bk0
K−1∏
k=k0+1
(1− (bk − b˜k)2)
=
∑
k0∈K0
k0>k
′
b˜k0
K−1∏
k=k0+1
(1− (b˜k − b˜k)2) +
∑
k0∈K0
k0<k
′
bk0
K−1∏
k=k0+1
(1− (bk − b˜k)2)
=
∑
k0∈K0
k0>k
′
0 ·
K−1∏
k=k0+1
(1− (b˜k − b˜k)2) +
∑
k0∈K0
k0<k
′
bk0(1− (bk′ − b˜k′)2)
K−1∏
k=k0+1
k 6=k′
(1− (bk − b˜k)2)
= 0 +
∑
k0∈K0
k0<k
′
bk0(1− (0− 1)2)
K−1∏
k=k0+1
k 6=k′
(1− (bk − b˜k)2) = 0.
(36)
Let n > N . Then there exists a unique k′ ∈ K0 such that for all k > k′ we have bk = b˜k and bk′ = 1. In other
words, there exists a bit, which for bit from N − 1 is zero, and for bit from n is one It is the first one starting from
most significant one. Then, taking the addend to k0 = k
′ we have
bk′
K−1∏
k=k′+1
(1− (bk − b˜k)2) = 1
K−1∏
k=k′+1
(1− (b˜k − b˜k)2) = 1, (37)
which is enough to prove that H(b) > 0 as each addend is nonnegative.
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