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Cost reduction has been and will continue to be a primary driving force in the 
evolution of hardware design and associated technologies. The objective of this research 
is to design low-cost signal acquisition systems for characterizing wideband and high-
speed signals. As the bandwidth and the speed of such signals increase, the cost of testing 
also increases significantly; therefore, innovative hardware and algorithm co-design are 
needed to relieve this problem. 
 In Chapter 2, a low-cost multi-rate system is proposed for characterizing the 
spectra of wideband signals. The design is low-cost in the sense of the actual component 
cost, the system complexity, and the effort required for calibration. The associated 
algorithms are designed such that the hardware can be implemented with low-complexity 
yet be robust enough to deal with various hardware variations. A hardware prototype is 
built not only to verify the proposed hardware scheme and algorithms but to serve as a 
concrete example that shows that characterizing signals with sub-Nyquist sampling rate is 
feasible. 
 Chapter 3 introduces a low-cost time-domain waveform reconstruction technique, 
which requires no mutual synchronization mechanisms. This brings down cost 
significantly and enables the implementation of systems capable of capturing tens of 
Gigahertz (GHz) signals for significantly lower cost than high-end oscilloscopes found in 
the market today.  For the first time, band-interleaving and incoherent undersampling 
techniques are combined to form a low-cost solution for waveform reconstruction. This is 
enabled by co-designing the hardware and the back-end signal processing algorithms to 
 xviii 
compensate for the lack of coherent Nyquist rate sampling hardware. A hardware 
prototype was built to support this work. 
 Chapter 4 describes a novel test methodology that significantly reduces the 
required time for crosstalk jitter characterization in parallel channels. This is done by 
using bit patterns with coprime periods as channel stimuli and using signal processing 
algorithms to separate multiple crosstalk coupling effects. This proposed test 
methodology can be applied seamlessly in conjunction with the current test methodology 
without re-designing the test setup. More importantly, the conclusion derived from the 
mathematical analysis shows that only such test stimuli give unbiased characterization 
results, which are critical in all high-precision test setups. Hardware measurement results 
and analysis are provided to support this methodology. 
 This thesis starts with an overview of the background and a literature review. 
Three major previously mentioned works are addressed in three separate chapters.  Each 
chapter documents the hardware designs, signal processing algorithms, and associated 
mathematical analyses. For the purpose of verification, the hardware measurement setups 
and results are discussed at the end of these three chapters.  The last chapter presents 












 Integrated circuits are the enabling technology behind virtually every electronics 
device people use on a daily basis. The technology revolution has been driven by 
reducing the cost of these circuits, which are constantly being pushed by the 
semiconductor industry to become smaller and faster. Transferring data at higher data 
rates has required the communication systems to be pushed to operate at wider 
bandwidths. Many standards have risen to extend the limit of data transmission. USB 3.0 
supports a data rate of up to 5 Gbps [1], and finalized USB 3.1 spec doubles the speed to 
10 Gbps. HDMI uses a transmission rate of up to 10.2 Gbps [2], DisplayPort has a 
throughput of up to 21.6 Gbps [3], and Thunderbolt provides a transmission speed of up 
to 20 Gbps [4]. These standards push not only the data rate of wireline transmission but 
also the development of RF components to be compatible with these existing wireline 
interfaces. 4G LTE is capable of data transmission in the gigabit range. Wireless Local 
Area Network (WLAN) features a mid-range high-speed protocol with IEEE 802.11ad as 
a new generation standard, which combines the Wireless Personal Area Network 
(WPAN) mmW multi-gigabit capability with WLAN [5-8]. As a result of this increasing 
bandwidth, the cost of test equipment for characterizing such wideband and high-speed 
signals has increased significantly.  
 The analog-to-digital conversion process is one of the bottlenecks in the design of 




clock frequency has to be twice the input signal bandwidth. Acquiring wideband and 
high-speed signals increases the expense of Nyquist rate sampling. Therefore, sub-
Nyquist sampling has been studied intensively. This form of sampling can be dated back 
as early as the eighteenth century, when Prony proposed an algorithm to estimate the 
parameters of a sum of complex exponentials from only a few samples. Since then, much 
progress has been made. Sub-Nyquist sampling has received even more attention in 
recent years, which has led people to start developing different sub-Nyquist signal 
acquisition systems. The realization of high-performance, low-cost, and robust systems 
requires co-designing both the hardware and the algorithms. However, few of these new 
systems can resolve the issues of both algorithms and hardware and put the innovations 
into practice. Some of the existing sub-Nyquist sampling systems with hardware 
implementations will be reviewed in the later sections. Further research into the design of 
low-cost sub-Nyquist sampling system is performed and detailed in Chapter 2. 
 Another way to extend system bandwidth is to use a band-interleaved scheme. 
This signal acquisition scheme can reduce the required sampling rate as well as the 
analog input bandwidth for the track-and-hold circuitry, which is placed in front of the 
ADC to increase the analog input bandwidth. One drawback of the band-interleaved 
scheme is that it requires mutual synchronization between the mixing signal and the 
sampling clock. In addition, performing signal time-domain waveform reconstruction 
requires synchronizing both the input signal and the system clock, which is used as the 
reference clock for the mixing signals and the sampling clocks. These required 
synchronization mechanisms significantly drive up the cost of such systems. Innovation 




waveform reconstruction system that combines sub-Nyquist sampling and the band-
interleaved scheme without any of the synchronization mechanisms mentioned above.  
 If reliable products are to be built, all the manufactured components should be 
properly tested and characterized. In recent years, the development of system-on-chip 
(SoC) technology has put more components in ever-closer proximity. One result of this is 
that noise from high-speed and wideband signals easily couples to different parts of the 
circuitry and can cause signal integrity issues. The noise, such as jitter in digital systems, 
needs to be characterized properly to ensure reliability, but the time required for such 
characterization is the source of increased costs. The research in Chapter 4 studies 
methodologies of and applications for characterizing jitter, the timing noise of high-speed 
signals. More importantly, this thesis proposes a novel crosstalk separation technique, 
which dramatically reduces the required time of crosstalk jitter characterization, and thus, 
reduces the cost of testing. Jitter analysis techniques will be reviewed in this chapter. 
Further research on jitter separation is discussed in Chapter 4.  
 
1.2 Organization 
 The content of this thesis is organized as follows: Section 1.3 reviews the 
developments of sub-Nyquist signal acquisition systems for sparse spectrum recovery. 
The focus of this section is the systems that have the potential to be implemented in 
hardware. These include multi-coset sampling, Random Sampling, Random 
Demodulation, Modulated Wideband Converter, and multi-rate sampling. Hardware 
prototypes of some of these systems have been implemented and verified. Some 




Section 1.4 reviews multiple architectures of time-domain signal measurement systems. 
The end applications of these measurement systems are oscilloscopes. The focus here 
will be on those that extend the input bandwidth with mixers, which is used in the band-
interleaved scheme. Section 1.5 reviews various high-speed signal jitter analysis 
techniques and highlights the importance of jitter separation and characterization.  
 A sub-Nyquist multi-rate system is proposed as a low-cost solution for sensing 
signals with a sparse spectrum in Chapter 2. This work combines signal processing 
algorithms and low-cost hardware designs. Section 2.1 starts with the multi-rate 
algorithm, which is designed for low-cost implementation. The algorithm is a two-step 
approach, with each step illustrated in Sections 2.1.1 and 2.1.2.  Section 2.2 introduces 
the associated multi-rate hardware design. The proposed hardware sub-Nyquist sampling 
scheme is compared with some schemes reviewed in Section 1.3. A hardware prototype 
is built and tested along with the proposed algorithms in Section 2.3. A brief summary is 
made in Section 2.4.  
 Chapter 3 develops a band-interleaved incoherent undersampling scheme, which 
is a combination of two techniques, as a low-cost solution for waveform reconstruction. 
Section 3.1 first introduces incoherent undersampling and related advancements. Section 
3.2 applies the band-interleaved scheme to incoherent undersampling. However, the 
underlying hardware still suffers from the complications involved in synchronization. In 
Section 3.3, with associated back-end signal processing, all the mutual synchronization 
requirements are removed, and the major work of this chapter is addressed. This section 
details the algorithms and the hardware designs. A prototype is built, and the hardware 




  The main contribution in Chapter 4 is crosstalk jitter separation. Section 4.1 starts 
this chapter by discussing characterizing periodic jitter with incoherent undersampling 
and its associated applications, including system characterization, diagnosis, and tuning. 
Section 4.2 introduces the crosstalk jitter separation technique and describes how this 
method can save time for characterization. In addition, the method can be directly applied 
to a traditional jitter characterization setup. Section 4.2 also presents a mathematical 
analysis, explains the limitation of this technique, and provides the hardware verifications 
using the incoherent undersampling or an oscilloscope from the market. Section 4.3 
summarizes the chapter. 
 Chapter 5 is the conclusion of this work. Section 5.1 highlights the technical 
contributions presents the conclusions of this thesis. Potential future work is discussed in 
Section 5.2. 
 
1.3 Spectrum Characterization of Sparse Multi-Band Signals with Sub-Nyquist 
Sampling 
 For signals having sparse representations in frequency domain, it is possible to 
recover the signals with a sub-Nyquist sampling rate. Numerous sub-Nyquist sampling 
schemes have been studied. These schemes can actually be traced back as early as the 
eighteenth century. In 1795, Gaspard de Prony proposed to estimate parameters of 
complex exponentials with a small number of complex samples in the presence of noise 
[12]. In the early 1900s, Carathéodory showed that a positive linear combination of any   
sinusoids is uniquely determined by its value at t=0 and any other    points [13, 14]. If   




samples than the number of Nyquist-rate samples are  needed to recover the   sinusoids 
[15]. Progress in the research of sub-sampling was also done in other fields. George, 
Gorodnitsky, and Rao studied sparsity in biomagnetic imaging and other contexts and 
generalized Carathéodory’s work [16-19]. Bresley, Feng, and Venkataramani proposed a 
sampling scheme to recover   components with non-zero bandwidths [20-23]. Compared 
to the previous methods, the   components to be recovered can have certain bandwidth, 
instead of sinusoidal tones, but exact recovery was not guaranteed. In the early 2000s, 
Blu, Marziliano, and Vetterli developed sampling methods for signals that can be 
represented using   parameters and the associated functions [24]. They showed that these 
signals can be recovered with only    samples. More recently, Candes, Romberg, and 
Tao [25-29] and Donoho [30] showed that a signal having a sparse representation can be 
recovered accurately from a small set of linear non-adaptive measurements [15]. The 
result shows that the sparse signal can be recovered with high probability by using a few 
incoherent measurements. 
 The concept of recovering original signals with a small number of measurements 
has also been studied in many other fields. In this research, the particular focus is on the 
applications of signals having sparse representation in the frequency domain. Among a 
wide spectrum of sub-Nyquist sampling techniques and algorithms, some have the 
potential to be implemented in hardware as signal acquisition systems. These techniques 
are selected for further review in the following sub chapters. 
1.3.1 Multi-coset Sampling 
 Multi-coset sampling, also known as Periodic Non-Uniform sampling, is one of 






Figure 1.1. Multi-coset sampling [43] 
 
As shown in Figure 1.1, periodic non-uniform sampling is obtained by selecting a 
sampling pattern of m points within an interval of length  , where   is the Nyquist 
interval, and then repeating this sampling pattern on consecutive intervals of length  . 
Multiple channels sample at a common relatively low sampling rate, but each channel has 
a different sampling offset, which is an integer multiple of reciprocal of a rate (1/ ) that 
is equal to or greater than the Nyquist rate. Samples from different channels are then 
combined to form a periodic non-uniform sample set. A multi-channel implementation is 





Figure 1.2. Schematic implementation of multi-coset sampling (a) requires no filtering between the 
time shifts and the actual sampling. However, the front-end of a practical ADC has an inherent 
bandwidth limitation, which is modeled in (b) as a lowpass filter preceding the uniform sampling [44] 
 
The original signal can be obtained by solving a system of linear equations. One 
limitation of multi-coset sampling is that it is difficult to maintain accurate time delays 
between the ADCs of different cosets. This means that a multi-coset system requires 
intensive delay calibration and control in order to work. Maintaining accurate time delays 
between ADCs in the order of Nyquist interval   is difficult. Any uncertainty in these 
delays hobbles the recovery using the sampled sequences [45]. Algorithms have been 
proposed to compensate for timing mismatches with increasing substantial complexity to 
the receiver [46, 47]. The other limitation is that a typical multi-coset system relies on an 
implicit assumption that the individual samplers are exposed to the entire frequency 






1.3.2 Random Sampling & Non-Uniform Sampling 
 Random sampling (RS) and non-uniform sampling (NUS) [48, 49] are sampling 
schemes in which the input signals are sampled at irregularly spaced sampling time. The 
idea behind RS and NUS is shown as Figure 1.3.  
 
Figure 1.3. Conceptually, the NUS takes Nyquist-rate samples of the input signal and then randomly 
discards most of the samples [49].  
 
Pseudo-random bit sequences, generated by a linear-feedback-shift-register (LFSR), are 
used as the random sampling timing. As can be seen from Figure 1.3, this hardware 
implementation concept is not a good fit as a solution to the problem  to solve. The 
sampling rate is limited by the ADC sampling rate. This drawback violates the motivation 
of sub-Nyquist rate sampling. However, it can be a potential low-power signal acquisition 
solution if the back-end signal processing computation can be reduced.  
 Two hardware prototypes have been implemented [48, 49]. The RS hardware 
implementation consists of a signal acquisition unit and a digital signal processing unit. 
The signal acquisition unit is responsible for obtaining the required random samples 
according to a predetermined random sequence. The digital signal processing unit is 
responsible for recovering the signal from a few random samples without prior 




of single tones included in the signal, is a measure of the signal complexity. Figure 1.4 
shows a block diagram for Random Sampling hardware implementation. 
 
Figure 1.4.  Random Sampling (RS) Architecture [48] 
 
The signal acquisition unit consists of a random clock, which drives a traditional low-rate 
ADC to sample the input signal only at specific timings. As shown in Figure 1.4, the 
random clock is implemented on an FPGA and generates a predetermined pseudo-
random sequence of pulses, which indicate the timings to sample the signal. This 
prototype demonstrates the concept of RS and is able to recover signals in the KHz range. 
 The other hardware prototype implements an NUS sampling scheme [49]. 
Conceptually, it is the same as shown in Figure 1.3. Customized Indium-Phosphide (InP) 
sample-and-hold circuitries are used to increase analog input bandwidth.  A maximum 
sampling rate 4.4 Gsps ADC is used to acquire the input signal with the sample-and-hold 
circuitry in front of the ADC to increase the bandwidth to 2.4 GHz. GPU and associate 




The block diagram of the NUS system and the hardware image are shown in Figures 1.5 
and 1.6. 
 
Figure 1.5. Simplified block diagram of non-uniform sampler (NUS) receiver. The NUS sampler IC 




Figure 1.6. NUS test fixture. The NUS IC is mounted on a custom pallet. Also shown is the 14-bit 




1.3.3 Random Demodulation 
 In Random Demodulation, the input signal is mixed with a pseudo-random 
bipolar wave sequence using an analog multiplier to randomly modulate the input signal 
in the time domain [50-53]. This is followed by an integrator, which is implemented as a 
Gm-C based differential integrator in [52]. The bit rate of the bipolar wave sequence 
should be higher than the Nyquist rate of the input signal, and the integrator serves as a 
low-pass filter. Each measurement is digitized using a low-rate ADC and is sent to the 




Figure 1.7.  Block diagram for the random demodulator. The components include a random number 






Figure 1.8. (a) The hardware block diagram for the compressive analog-to-digital converter (CADC) 
prototype and (b) The actual implementation of the CADC prototype [52] 
 
The block diagram is shown as Figure 1.7. The demodulation process ensures that each 
tone has a distinct signature within the passband of the filter. Since there are few tones 
present, it is possible to identify the tones and their amplitudes from the low-rate samples. 
A hardware prototype is implemented in [52], and the prototype setup is shown in Figure 
1.8. The limitation of random demodulation is that the system is susceptible to hardware 
imperfections. For example, the signal integrity of high-speed sequences is already an 
issue. Different types of jitter of the random bit sequence can cause non-ideality and 
degrade the system performance. In addition, the non-linearity and bandwidth limitation 
of the mixer and the integrator make it difficult to consider this system as a good answer 




1.3.4 Modulated Wideband Converter 
 The input signal     , as shown in Figure 1.9, enters a modulated wideband 
converter (MWC) system and is split into  different channels. [20] The signal in each 
channel is multiplied by a different periodic mixing function       with period   . After 
the mixing, the signal spectrum is truncated by a low-pass filter with cutoff        , and 
the signal is sampled at rate      . 
 
Figure 1.9. Modulated Wideband Converter [43] 
The advantage of MWC over the multi-coset scheme is that the low-pass filters serve as 
anti-aliasing filters in conventional signal acquisition systems, which makes existing 
commercial ADCs available for the task. An MWC system is implemented with off-the-
shelf components and verified as described in [54]. The limitation of the MWC system is 
that intensive system calibration is needed in different stages. In the mixing stage, the 




response of the low pass filter should be characterized as well. In addition, the response 
of the wideband mixer should be calibrated as well. The scaling capability is also limited 
by the complexity of the system. The hardware implementation is shown in Figure 1.10. 
 
  
Figure 1.10. MWC hardware prototype [54] 
(Left) The analog board realizing four sampling channels. It consists of three stages: splitting the 
analog input, mixing with four input periodic waveforms (connectors on the rear), and lowpass 
filtering. 
(Right) The digital board provides four sign-alternating periodic waveforms, which are derived from 
a single shift-register (SR) chain. 
 
1.3.5 Multi-rate Sampling 
 Another work worth mentioning is the multi-rate sampling scheme. Asynchronous 
multi-rate sampling (MRS) and synchronous multi-rate sampling (SMRS) were used for 
reconstructing sparse multiband signals in [55] and [56], respectively. In addition, MRS 
has been successfully implemented in experiments using an electro-optical system with 






Figure 1.11. Multi-rate Sampling Scheme [57] 
 
Both systems employ three optically pulsed sources that operate at different rates and at 
different wavelengths. A non-conventional ADC is designed by means of high-rate 
optical devices. The hybrid optic-electronic system introduces a front-end whose 
bandwidth reaches the wideband regime at the expense and size of an optical system. As 
shown in Figure 1.11, optical pulses are generated using three optical pulse generator 
(OPG) units. A wideband signal with an 18 GHz bandwidth is constructed by amplifying 




in each channel. For synchronous multi-rate sampling system, one limitation is the 
synchronization issue across different channels. This is actually an issue for all multi-
channel systems. (Multi-coset and MWC) 
1.3.6 Challenges 
 Efforts have been made to convert sub-Nyquist sampling theories and algorithms 
into a hardware implementation of signal acquisition systems. Because of the gap 
between theories and actual implementations, more hardware-friendly algorithms and 
designs are still needed. Among the limited number of signal acquisition architectures, 
even fewer are implemented into hardware prototypes and verified. Because of 
imperfections in hardware design, the performance of some prototypes is very limited. 
Some of the performance of the designs cannot be compared to some off-the-shelf 
traditional ADCs. Only NUS and MWC have been successfully implemented and tested 
with multi GHz input signals. However, a tremendous amount of calibration is made to 
compensate for the system error in MWC, and the design concept of NUS contradicts any 
motivation to design a signal acquisition system that can go beyond the ADC sampling 
rate. Innovative, scalable, and low-cost algorithms and hardware designs are needed. In 
the next chapter, a low-cost hardware architecture is proposed based on an asynchronous 
multirate sampling scheme and associated algorithms. Unlike previous multi-rate work, 
the designed algorithm makes the hardware scalable from one channel to multiple 
channels with minimal calibration required. The hardware acquires input signals with 






1.4 Time Domain Signal Characterization 
1.4.1 Traditional Time-Domain Signal Characterization Technique 
 The best way to capture fast, single-shot transient signals is with digital 
oscilloscope is to use a real-time scope [58]. The input signals to the real-time scope are 
branched into parallel channels and sampled by high-rate ADCs. The phases of the 
ADCs’ sampling clocks are properly interleaved with precise and intensive calibration. 
Therefore, a wideband real-time scope can be very costly.  
 Another type of scopes, sampling scopes, use equivalent time sampling (ETS), 
which employs a fixed sampling clock and a swept delay that increases every trigger 
cycle to capture high-speed signals.  
 
Figure 1.12. Some oscilloscopes use ETS to capture and display repetitive signals. [58] 
 
ETS takes advantage of the fact that most naturally occurring and man-made events are 
repetitive. ETS constructs a picture of a repetitive signal by capturing a little bit of 
information from each acquisition, as shown in Figure 1.12. This allows the oscilloscope 




sampling scopes’ sampling rate. Samples acquired at each trigger signal are folded back 
into one trigger signal period to reconstruct periodic waveforms or eye diagrams. 
However, ETS relies heavily on the precise control of delay, and this makes the cost of 
the sampling scope high, although still cheaper than real-time scopes. Another drawback 
of sampling scopes is that the trigger signal must be clean for unbiased waveform 
reconstruction. 
 Incoherent undersampling (IUS) techniques utilize simple acquisition schemes 
using external unsynchronized clocks and back-end DSP to estimate the fundamental 
period and to reconstruct signal waveforms. Once the fundamental period is estimated, 
the samples can be folded back into the fundamental period and form the waveform [60-
64]. One major benefit of IUS is that synchronization between the input signal and the 
sampling clock is not needed. The clock domain of the input signal and that of the ADC 
can be different. Clean measurement clocks can be provided to the ADC by the high-end 
clock generation equipment.  
1.4.2 Extend the Bandwidth of Oscilloscopes 
  Band-interleaved schemes have been used to extend the bandwidth of wireless 
systems. However, characterizing the time-domain waveform requires precise calibration 
across the whole input bandwidth to preserve the signal fidelity. Compared to 
interleaving parallel ADCs, the cost for band-interleaved time-domain reconstruction is 
much higher than it was in the past. However, as data rates keep increasing, designers are 
now turning to the band-interleaved scheme to extend the bandwidth, but this comes at 
the cost of more required effort for calibration and more back-end signal processing. In 




1.13. The asynchronous time interleaving (ATI) scheme was later proposed in [2], the 
advantage of which is that mixers are used in all of the paths such that the each signal 
path is matched. An ATI block diagram is shown in Figure 1.14. In both systems, 
intensive calibration and signal processing algorithms for signal compensation and 
combination in software are key enabling factors. 
 
Figure 1.13. Band-interleaved real-time sampling [59] 
 





 In DBI or ATI, mixers are used to down-convert the high-frequency components 
to a lower-band such that ADCs with a lower sampling rate can be used to acquire the 
signal without losing any information. These systems require complicated 
synchronization mechanisms, which significantly increase system complexity, which is 
one major contribution to the total cost. Oscilloscopes using these sampling schemes are 
all considered to be high-end oscilloscopes, and their price can easily go up to several 
hundred thousand dollars, which becomes a barrier of high-speed system designs and 
research development in academia. 
 
1.5 Jitter Characterization and Measurement for High-Speed Signals 
1.5.1 Jitter Analysis 
 Jitter measurement is an essential part of testing and characterizing high-speed 
digital I/O and clock distribution networks. Precise jitter characterization of signals at 
critical internal nodes provides valuable information for hardware fault diagnosis and 
next generation design. One scheme of jitter classification is shown in Figure 1.15. 
 




Jitter can be classified into two categories: random jitter (RJ) and deterministic jitter (DJ), 
which are also referred to as non-systematic and systematic jitter, respectively. Random 
jitter, caused by device noises (e.g., thermal noise and flicker noise), is unpredictable 
electronic timing noise. The distribution of RJ can be divided into Gaussian and non-
Gaussian distributions [65]. Deterministic jitter is due to non-Gaussian events and has 
specific causes. It can be further categorized into periodic jitter (PJ), data-dependent jitter 
(DDJ), and bounded uncorrelated jitter (BUJ), also known as crosstalk jitter (CJ). 
Periodic jitter can be caused by multiple mechanisms. For example, power supply 
switching noise could couple to data or clock signal lines through the power supply 
network and cause periodic jitter. Data dependent jitter can be further categorized into 
duty cycle distortion (DCD), which is caused by asymmetry in rise time and fall time, 
and inter-symbol interference (ISI), which is caused by bandwidth limitation of the 
channel or electromagnetic reflection of the signal. In some PCB trace layouts, such as 
meander delay lines, ISI can also be caused by self-coupling [67]. Crosstalk jitter, also 
called bounded uncorrelated jitter, is caused by signals from channels (aggressors) 
coupling into another channel (victim). It is bounded because of the finite range coupling 
effect. It is uncorrelated because there is no correlation between the signal transitions of 
physically close links [68]. The amount of crosstalk jitter depends on aggressor the data 
patterns, signal power, and coupling mechanisms between the aggressor and victim 
channel. As the speed of data links increases, the signal with the shorter rise/fall time 
contains more high frequency components, which could easily leak into other leaks. This 
effect causes crosstalk jitter and reduces the timing margin in the high-speed link and I/O 




channels in ever-closer proximity. In addition, to achieve an incrementally greater data 
rate, the emerging technologies pack more serial lanes that operate in parallel. Every 
channel becomes both an aggressor and a victim. Crosstalk is exacerbated by pre-
emphasis and de-emphasis, which enable high-speed serial data receivers to reach a low 
BER (bit-error rate), even when signals are so degraded that their eye diagrams become 
closed. At the transmitter, pre-emphasis enhances the high-frequency content of signals, 
which fends off the low-pass nature of the transmission lane’s frequency response. 
Unfortunately, that high-frequency content generates the most crosstalk. On the receiver 
side, two of the three standard equalization techniques, CTLE (continuous-time linear 
equalization) and FFE (feed-forward equalization), amplify crosstalk noise. The third 
technique, DFE (decision-feed-back equalization), is the only one that doesn’t make it 
worse [69]. As a result, BUJ receives more attention in high-speed data link 
characterization. In [70], a method is proposed to equalize the crosstalk effect between 
two adjacent data links. 
All different types of jitter might be present together in signals; therefore, there 
are different algorithms to separate and quantify them. Oscilloscopes are commonly used 
to visualize signal waveforms and, therefore, for jitter characterization. With a clean 
reference clock or trigger signals, time interval error (TIE) can be calculated as the 
deviation in time. TIE takes the form of instantaneous phase variations for each bit period 
of the waveform captured. In many measurement setups, the transmitter clock is used as 
the reference clock. In this case, the deterministic jitter embedded in both the transmitter 
clock and data will be hidden from the TIE measurement. The TIE reflects what the 




perspective. Taking the histogram of the TIE reveals some jitter information, as shown in 
Figure 1.16, but typically different types of jitter present in the signal simultaneously and 
make a jitter histogram complicated. TIE compensation for deterministic jitter techniques 






Figure 1.16. Jitter histogram of different types of jitter [72] 
RJ (top left), PJ (top right), DCD (bottom left), DDJ  (bottom right) 
 
In general, RJ is assumed to be a Gaussian distribution, which is a good approximation 
for most practical cases. Total jitter includes the deterministic jitter and the random jitter. 
When multiple types of jitter simultaneously present in the signal, a tail-fitting technique 




tails of the jitter distribution are truly Gaussian and unbounded and that all other sources 
are bounded and deterministic. The attributes of this scheme are shown in Figure 1.17. 
 
Figure 1.17. Tail-fitting for RJ [73] 
 
Since Gaussian distribution describes RJ, qualitative analysis shows that the tails of a 
Gaussian distribution extend indefinitely on either side of the mean. Therefore, it is 
impossible to specify a peak-to-peak jitter range that bounds the jitter 100% of the time. 
Calculating peak-to-peak jitter is important for jitter budget analysis. It is assumed that 
any samples that fall outside the peak-to-peak range will cause errors. Therefore, the 
standard deviation ( ) of the Gaussian distribution in RJ measurement can be converted 
to the BER of the receiver along with the Q function using the following equation: 
      (
 
 √  
)  
Where Q function is defined as 
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When high-speed links are being characterized, different analytical techniques 
may yield to different results. The actual signal quality may be very different at the low 
population levels from the appearance at high populations as seen in a typical waveform 




that would result on a sampling oscilloscope from two different jitter distributions that 
have the same jitter eye opening at the       level.  
 
Figure 1.18. Inconsistency between eye diagram and BER [73] 
 
The distributions are taken at the nominal switching threshold level of the signals.  Notice 
that EYE "A" seems to be considerably worse than EYE "B" but is actually equivalent in 
terms of its total jitter. Therefore, jitter decomposition is needed for more precise signal 
integrity analysis. 
 The previously mentioned techniques tend to characterize the jitter in the time-
domain. Jitter can also be characterized in a spectrum analyzer. Periodic jitter can be seen 
as two small tones right next to the clock tone on the spectrum. There is a limitation to 
using a spectrum of signals to separate and analyze jitter. Therefore, instead, here it is 
proposed that the jitter spectrum method be used [71]. A jitter spectrum is obtained by 
taking the FFT of the TIE. An example of a jitter spectrum is shown in Figure 1.19. As 
can be seen from Figure 1.19, different types of jitter can be observed, and certain types 




observe. However, BUJ and RJ present as the “noise floor” in the jitter spectrum and 
make  characterization difficult. 
 
Figure 1.19. Example of a jitter spectrum [74] 
 
 One critical type of jitter is crosstalk jitter (CJ). In the previously mentioned 
methods of jitter characterization, CJ appears to be a difficult type of jitter to 
characterize. One main reason is that it is random pulse-like noise superimposed on the 
victim signal. From a histogram of TIE, it is hard to distinguish CJ from DDJ. From a 
jitter spectrum, the randomness makes the jitter spectrum of CJ a wideband spectrum, 
which is similar to the spectrum of RJ. CJ is caused by the coupling of physically 
adjacent links or coupling noise from other active links through shared power or a ground 
plane. As the data rate and the number of parallelized links increase, crosstalk jitter 
becomes more noticeable in high-speed systems. In recent years, the development of SoC 
technology has put more components in ever-closer proximity. In the worst case, the 











Figure 1.20. [75] These eye diagrams display the effects of different victim-aggressor phase 
relationships. 
a) The aggressor and victim are in phase, and the crosstalk impairment is at the crossing point (two 
of these points are highlighted by red arrows). 
b) The aggressor and victim are half a bit out of phase, and the crosstalk impairment is at the center 
of the eye. 
 
A jitter separation comparison table, Figure 1.21, from [74] is another argument 
supporting the difficulty of BUJ or CJ separation. A time-domain CJ separation method 





Figure 1.21 Comparison table of different jitter separation methods [74] 
1.5.2 Challenge 
 In high-speed digital system design, various forms of jitter and channel defects 
degrade the signal integrity and limit the data rate. In almost all cases, different types of 
jitter present at the same time. This makes analyzing high-speed I/O systems more 
difficult. Many jitter separation methods have been studied. However, crosstalk jitter 
separation needs further investigation. In addition, increasing parallel channels in the SoC 
designs increases the time of characterization and testing, and, thus, drives up the total 







LOW-COST SPARSE MULTIBAND SIGNAL 
CHARACTERIZATION USING ASYNCHRONOUS MULTI-RATE 
SAMPLING: ALGORITHMS AND HARDWARE 
 
 To transfer data at higher data rates, RF and digital signals are pushed to operate 
across wider bandwidths. In many measurement systems, characterizing the spectral 
content of these wideband signals with ADCs is critical for assessing the performance of 
the underlying electronics but becomes difficult as well as expensive for multi-GHz 
signals at Nyquist sampling rates. Signals having sparse representations in the frequency 
domain can be recovered with sub-Nyquist sampling. Numerous sub-Nyquist sampling 
schemes have been studied and applied to sparse wideband spectrum characterization. In 
the past, compressive sensing algorithms have been used to recover signals with fewer 
samples [30, 27, 76]. The Modulated Wideband Converter (MWC) [44, 54] and Random 
Demodulation [78, 79, 80] involve mixing wideband input signals with a multi-tone 
signal containing spectral components across the entire input bandwidth. Mixer non-
linearity creates additional tones that reduce the spectrum sparsity and can degrade the 
reconstruction performance. Mixing with a wideband multi-tone signal generates more 
intermodulation products and exacerbates the problem. What is needed is extensive 
calibration of the signal phase and amplitude of the mixer, but this increases the overall 
cost of the system. Calibration plays even more important roles in synchronous multi-
channel systems. For example, MWCs and multi-coset sampling [20, 23, 41, 42] require 




sampling frequency variations. Uncertainties in these delays degrade the recovery 
performance of the associated algorithms [45]. Other algorithms have been proposed to 
compensate timing mismatches, but these substantially increase the complexity of the 
receiver [46, 47]. Non-uniform sampling [49] and random sampling [77, 48] are 
techniques that use a custom designed ADC to collect fewer samples for signal 
reconstruction. However, they cannot operate beyond the maximum sampling rate of the 
designed ADCs, which limits the usability of the method for high-frequency signals. In 
[55-57, 82-85], algorithms and hardware for acquiring signals using optical modulation 
and constant rate sampling are described. The proposed hardware has the effect of multi-
rate sampling but is difficult to implement at low cost.  
 This chapter introduces a low-cost asynchronous multi-rate sub-Nyquist sampling 
framework and characterizes signals that have a sparse spectrum. Multi-rate sampling can 
be subcategorized into asynchronous and synchronous multi-rate sampling. Compared to 
synchronous sampling, asynchronous multi-rate sampling does not require phase 
synchronization of different channels, which relaxes the associated hardware design cost 
and reduces the calibration effort. The designed system is scalable in the sense that it can 
be implemented with a single channel or with multiple channels. In addition to the 
hardware design, associated algorithms are proposed to deal with the discrete spectrum 
and spectral grid mismatch. The Fast-Fourier Transform (FFT) is commonly used to 
convert time-domain samples into a vector in the frequency domain. However, when 
different sampling frequencies are used, the spectral grids of the vectors are not aligned, 
which makes it difficult to compare spectra from different sample sets, which correspond 




components, and measurements are taken to verify the architecture and algorithms 
proposed in this work. This chapter is organized as follows: Section 2.1 addresses the 
proposed spectrum sensing algorithms. Section 2.2 proposes the hardware design of the 
associated algorithms. Section 2.3 presents the hardware measurement and verification 
results. Section 2.4 presents a brief conclusion. 
 
2.1 Multi-rate Spectrum Characterization 
 The designed multi-rate sensing algorithm for wideband spectrum 
characterization is a two-step approach. The first step is to detect the input active bands, 
which are defined as the frequency bands containing a significant energy level compared 
to that of the noise floor. High-resolution estimation of the frequency of active bands is 
not required in this step; therefore, fewer samples are used to reduce the computational 
cost. The second step is to characterize the spectra of the detected active bands; thus, 
more samples are used in this step to achieve higher resolution. 
2.1.1 Active Band Detection with Multi-rate sampling 
Suppose a signal, band-limited to  , contains two active bands and is undersampled 
with two different sampling frequencies,     and    , as shown in Figure 2.1. Because the 
sampling frequencies are different, each sample set has a different aliasing spectrum. By 
concatenating and comparing the aliasing spectra, one can determine the location of the 
active bands. The proposed active band detection algorithm is based on the concept of 





Figure 2.1 Detecting active bands by comparing the aliasing spectra 
 
Since the sampling frequencies are different, one problem immediately found in 
comparing the spectra is that the spectral grids of the FFT are different. A common 
frequency grid is needed to compare the aliasing spectra. As shown in Figure 2.2, a signal 
is sampled with two sampling frequencies     and    .  samples are collected, and two 
sample sets,   ⃑⃑⃑⃑  and   ⃑⃑⃑⃑ , are formed. The FFT spectral grid spacing for sample sets 1 and 2 
are       and      , which are not aligned. Forming a common spectral grid requires 
that the input bandwidth   be divided into   equally spaced spectral grids, which are 
(then) used to form one sensing matrix for each sample set. The sensing matrices,    and 




aliasing spectra, as shown in Figure 2.1, can be calculated by   
   ⃑⃑⃑⃑  and   
   ⃑⃑⃑⃑ , where   










The following example is used to illustrate the proposed active band detection 
algorithm. As in Figure 2.3, a two-tone signal is sampled with two different frequencies. 
The two aliasing spectra are shown in the first two spectra in Figure 2.4. 
 
 











After the aliasing spectra are compared, the frequency support containing the highest 
energy level in both spectra can then be chosen to be the first active band. The 
components at the frequency supports and the corresponding negative frequency of the 
active bands  are then subtracted from the two time domain sample sets. The remaining 
waveforms are called the residual waveforms,   ⃑⃑⃑   and   ⃑⃑  ⃑, as shown in Figure 2.5.   
   ⃑⃑⃑   
and   
   ⃑⃑  ⃑  are then calculated to form the aliasing spectra of the residual waveform, as 
shown in Figure 2.6. The frequency supports of the second active band can be detected 
by comparing the spectra. After the component of the second active band is subtracted 
from the residual waveforms after first iteration, the residual waveform after the second 





























The proposed algorithm processes the samples and extracts the active bands iteratively. 
The stopping criteria of the algorithm is when the iteration reaches the number of the 
active bands (if the number of active bands is known), or when the energy of the residual 









It is important to note that when the active band components are subtracted from the time 
domain waveform, this is done so for each sample set individually instead of jointly, 
which makes  the relative delays across different channels not needed; therefore, the 
proposed algorithm becomes an asynchronous algorithm, which reduces the effort needed 
for calibration and increases the robustness of the system. The proposed algorithm is 
based on the Orthogonal Matching Pursuit (OMP) algorithm [86]. A flow chart of the 
proposed active band detection algorithm is shown in Figure 2.8. As can be expected, if 
two active bands fall onto the same frequency support in the aliasing spectra, the 
algorithm may fail. Therefore, an analysis is performed in simulation to determine the 
reconstruction performance in terms of the probability of successful detection of multiple 
randomly selected active bands. In the previous example, a two-tone signal and two-rate 
asynchronous sampling are used to explain the proposed algorithm. With the 
asynchronous scheme, the system can be easily scaled to multi-rate sampling. As more 
frequencies are used to sample the input signal, more sample sets are acquired. As can be 
seen from  Figures 2.9 (a) to Figure 2.9 (c), as the number of sample sets is increased 
from 2 to 5, the number of successful detections in 100 runs increases. The other 
parameter in Figure 2.9 is the input bandwidth. The proposed method relies on comparing 
the aliasing spectra. As the input bandwidth gets wider, it is necessary to extending the 
aliasing spectra to cover the entire input bandwidth, which, thus, increases the probability 
of wrong detection. Therefore, the number of successful detections decreases, as shown 
in Figure 2.9. The other parameter that affects the performance of reconstruction is the 
number of samples used in the detection. The number of samples used is related to the 




performance. As can be seen in Figure 2.10, the number of successful detections can be 
increased at the cost of increasing computation. 
 
 
Figure 2.9 (a) Reconstruction performance with 1GHz input bandwidth 
 
 

















2.1.2 Active Band Spectrum Characterization 
 In the previous section, only relatively fewer samples, typically a few hundred 
samples are used for detecting active bands. However, spectral resolution is directly 
related to the number of samples used for characterization; therefore, in the spectrum 
characterization step, all the acquired samples are used. Since in the proposed algorithm, 
only the frequency supports around the active bands are characterized, the computational 
cost is not as high. 
 Even with correct detection of the frequency supports of the active bands, 
overlapping of active bands might occur in some sample sets. Therefore, an algorithm is 
needed to select only one sample set for the characterization of each detected active band. 
The proposed spectrum characterization algorithm will be explained with the following 
example. Suppose three 30-MHz bandwidth channels are chosen randomly from the 
5GHz band to form the input signal. In this simulation, the randomly chosen center 
frequencies of each active channel are 2.643 GHz, 0.843 GHz, and 0.997 GHz. The input 
signal is acquired with 4 different sample frequencies, and the average sampling rate is 
around 1Gsps. The aliased spectrum is shown in Figure 2.11. 400 samples and the 
algorithm proposed in the last section are used to detect the frequency supports of the 
three active bands. Figure 2.12 shows the mean-subtracted and normalized spectra of 
each sample set around the frequency supports of the first detected active band, which 
has a center frequency at 0.843 GHz. As can be seen, the spectra of sample sets 1 and  2 
have multiple active bands overlapping, while sample sets 3 and  4 have the correct 
spectra. Cross-correlation of the spectra of different sample sets is used to identify the 




multiple active bands overlapping will have different shapes and lower correlation with 
all the other spectra. Therefore, the two sample sets with highest spectra cross-correlation 
are chosen as the correct sample sets to use for characterization. 
 
Figure 2.11.  Aliased spectrum of 4 different sampling sets. 
 
 





Table 1 shows the cross-correlation of the spectra of the first active band. Samples 3 and  
4 have the highest cross-correlation, as shown in the colored box. Further choosing one 
sample set between sample set 3 and 4, requires that total variation (TV) be used as a 
metric [102] to choose the smoother spectrum for characterization. The total variation of 
the spectrum of each sample set is shown in Table 2. Between sample sets 3 and 4, 
sample set 3 has the smoother spectrum, and thus, the smaller total variation. Choosing 
the metric is a design choice. For example, in [55], the total energy of the frequency 
supports is used as the metric. Once a sample set is identified, instead of the common 
frequency grid, an orthogonal spectral basis, corresponding to the sampling frequency 
can be used to reconstruct the spectrum of the active band. For each active band, the same 
method is used to identify two correct spectra and choose the one with a total variation 
metric for characterization. The spectra reconstructions of different active bands are 













Sample set 1 X -5.65 13.65 6.20 
Sample set 2 -5.65 X 13.37 18.01 
Sample set 3 13.65 13.37 X 25.58 
Sample set 4 6.20 18.01 25.58 X 
 













TV 8.3640 8.8831 6.0089 5.8462 
 









2.2 Hardware Architecture Design 
2.2.1 Hardware Design 
 The hardware design goal is to develop a low-cost, low-complexity, and scalable 
design to support the proposed multi-rate algorithms. The options of sampling 
frequencies are given by the programmable fractional frequency synthesizers. As shown 
in Figure 2.14, a single multi-rate sampling module is capable of obtaining samples 
collected with different sampling frequencies. The single module can be scaled to 
multiple modules, as in Figure 2.15 using less signal acquisition time. The programmable 
frequency synthesizers in a multiple-module scheme can be different in order to increase 
the diversity of the sampling rates. The input signal is divided and fed into the wideband 




(ADCs). Since the hardware is intended to subsample wideband signals, the T/H 
amplifiers must have an input bandwidth that can support the bands to be sensed. The 
programmable frequency synthesizers in multiple module scheme can be different to 
increase the diversity of the sampling rates. The input signal is divided into separate input 
channels and fed into the wideband track-and-hold (T/H) amplifiers and digitized by 
identical analog-to-digital converters (ADCs). Since the hardware design is intended to 
subsample wideband signals, the T/H amplifiers must have the input bandwidth that can 
support the bands to be sensed. 
 
Figure 2.14.  Single Multirate Module 
 




 Multiple sampling frequencies generated by a common clock base, and typically a 
clean and low-frequency source, are used to be the clock base. The low frequency source 
is generated and fed into the second level PLLs, which generate different sampling clocks 
for ADCs and T/H amplifiers. The sampling phase of ADCs relative to the T/H 
amplifiers should be adjusted such that the data acquisition timing is aligned with the 
hold phase of the T/H amplifier. The configuration for delay adjustment can be obtained 
by performing a one-time calibration. The calibration is performed by sending a high-
frequency tone as an input signal and sweeping the phase difference between the ADC 
and the T/H amplifier. The ideal phase difference should be the one with the smallest 
attenuation. When the frequencies of the sampling clocks are changed, the phase 
difference should be adjusted. The delay configuration for different sampling frequencies 
can be obtained by a one-time calibration, and the configuration can be stored and 
applied when the sampling clock is changed.  
2.2.2 Choosing Sampling Frequencies 
 A very commonly asked question is how to select the sampling frequencies in a 
multi-rate system. In general, choosing high sampling frequencies can reduce the chance 
of active band overlapping and increase the algorithm performance. In addition, if one 
sampling frequency is an integer multiple of another sampling frequency, there will be no 
benefit. For example, a sample set with a sampling frequency of 500 MHz does not 
contribute any information if there is already another sample set with a sampling 
frequency of 1 GHz. Experiments have shown that for similar sampling frequencies, the 
performance in terms of the  recovery success rate does not vary much. In fact, the 




generators can generate single-tone signals accurately up to very high frequencies with 
good resolution. The signals can serve as clean sampling clocks in multi-rate systems. 
However, it is not practical for a low-cost programmable PLL to be capable of such 
performance. In our hardware prototype, TI LMX2541 Frequency Synthesizers are used 
to generate the sampling clock. The option of generated output frequency depends on the 
two frequency dividers. Generating frequencies within a similar range (around 1GHz) 
requires the use of two devices from the LMX2541  family (but with different part 
numbers) to increase the diversity of options of the sampling frequency. The option of 
generated output frequency depends on the two frequency dividers, as shown in Figure 
2.16, the functional block diagram of the PLL. Generating frequencies within a similar 
range (around 1GHz) in the later experiment required using the following sampling 
frequencies: 1.1GHz, 1.2GHz, 1.15GHz, 1.167GHz, 1.2GHz, and 1.25GHz. 
 
Figure 2.16 LMX2541 PLL functional diagram [88] 
 
2.2.3 Comparison with Other Sub-Nyquist Sampling Schemes 




ideality and variations are reduced  in  this hardware scheme if it is compared to other 
sub-Nyquist sampling schemes.. There are two required calibration steps in this work. 
The first,  as with other signal acquisition systems, is to calibrate each channel’s path 
loss. Second is to calibrate the delay calibration between the track-and-hold circuitry and 
the ADC at different sampling frequencies  to ensure the integrity of the sampled signal. 
A comparison table of the hardware implementation and calibration between this work 
and other approaches is shown in Table 3. The advantage of the proposed approach is that 
the effort required for calibration is relatively low compared to the effort required with 
other synchronous and mixer-based systems. A hardware prototype can be implemented 
using all off-the-shelf components. Optical components or custom designed circuitry is 
not needed. 
 [54] [42] [40] [49] This work 













All electrical N/A Electrical and optical All-electrical All electrical 
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2.3 Hardware Measurement 
 A multi-rate system with electrical components is built based on the architecture 
proposed in Section III to serve as a prototype. Although it is difficult to scale up a 
synchronous multi-rate system, both synchronous and asynchronous algorithms can run 
on a synchronous multi-rate sampling scheme. Therefore, a synchronous multi-rate 
system is built for verification purposes. All the components were purchased off-the-
shelf. As shown in Figure 19, input signals branch into two channels and are directly fed 
to a Hittite 18 GHz wideband track-and-hold amplifier (HMC5640BLC4B) and a Hittite 
5 GHz wideband track-and-hold amplifier (HMC5641BLC4B). As mentioned in the 
previous section, these two track-and-hold amplifiers are used to increase the input 
bandwidth of ADCs for subsampling purposes. Since the two paths are different, any gain 
difference between these two paths needs to be compensated with a one-time frequency 
sweeping calibration. In addition, for an input bandwidth greater than 5 GHz, only the 
channel with the 18 GHz T/H amplifier can be used. Two ADC12D1800 ADCs are used 
to digitize signals after the 5 GHz and 18 GHz T/H amplifiers. The samples are then 
captured with a Xilinx Vertex-6 field programmable gate array for further processing. 
 Clock generation is critical in a multi-rate system. The system clock is fed to a 
clock conditioner (LMK04033) to generate a clean low-frequency clock base. Texas 
Instruments LMX2541 synthesizers use this clock base to further generate the two 
different clocks for each channel. The track-and-hold and ADC of each channel takes its 
clock source from one of the two frequency synthesizers to acquire the data. The ADC’s 
internal programmable aperture delay is set so the ADC samples at the hold phase of the 




delay chips are required to adjust the delay between these two channels.  Another Xilinx 
FPGA Spartan-6 is used to program and control all the components, including the ADCs, 
digital delays, and frequency synthesizers. 
 
 
Figure 2.17.  The spectrums of the input signal 
 
Agilent E4423B, HP 8648D, and Agilent E8257D signal generators are used to 
generate three frequency-modulated signals, which are combined as the input to the 
signal acquisition system. The center frequencies of the three frequency modulated 
signals are 1.6 GHz, 3.4 GHz, and 4.5 GHz, and the bandwidths are 60 MHz, 4 MHz, and 
50 MHz respectively. The signals are then combined and fed into the AMRS system. The 
overall spectrum and the spectra of these three active bands are shown in Figure 2.17.  




used to capture the input signal. 16384 samples are acquired. The first 400 samples are 
used for active band detection.                        Therefore, the 
spectral resolution with 400 samples should be around 12.5 MHz. (5 GHz / 400).  Since 
the actual bandwidth is greater (60MHz > 12.5MHz), a window of 60 MHz is used to 
convolve with the spectra to find the center of the active band in the algorithm. After the 
active bands have been correctly detected, the correlation matrix and the total variation 
metric are used to select the most representative spectrum of each active band and to 
characterize the spectrum. Comparing the spectral shape of the active bands requires 
higher resolution. Therefore, 16384 samples are used to perform spectrum classification 
and characterization. The reconstructed spectra are shown in Figure 2.18. Sample set 1 is 
selected to characterize active band 1 and active band 3. Sample set 2 is selected to 
characterize sample set 2. Orthogonal Fourier matrices are constructed with the sampling 
frequency of the selected sample set and used for characterization. Active band 2 has a 
very narrow bandwidth (2 MHz); apparently, 16384 samples do not provide enough 















 In this work a low-cost and low-complexity sub-Nyquist signal acquisition 
hardware architecture and associated algorithms are proposed for spectrum 
characterization of sparse wideband signals. The proposed scheme is based on an 
asynchronous multi-rate sampling scheme. Compared with other sub-Nyquist sampling 
methods, the proposed work has low system complexity and requires minimum effort for 
calibration. Because it has the advantage of low-complexity, the proposed system can be 
implemented with one or multiple channels without complicated synchronization 
mechanisms, which makes sub-Nyquist spectrum sensing achievable at low-cost. The 
proposed sampling scheme and algorithms are verified with a hardware prototype 







LOW-COST WAVEFORM RECONSTRUCTION USING BAND-
INTERLEAVED INCOHERENT UNDERSAMPLING 
 
 This chapter introduces a low-cost time-domain waveform reconstruction 
technique, which combines incoherent undersampling and the band-interleaved 
technique. With the back-end signal processing algorithm, it does not require any mutual 
synchronization between the input signal, the mixing signal and the sampling clock. 
Section 3.1 starts this chapter by introducing some advancement in incoherent 
undersampling. Section 3.2 introduces a band-interleaved undersampling technique, 
which still requires synchronization between the mixing signal and the input signal. The 
major contribution is in Section 3.3, in which the band-interleaved incoherent 
undersampling without any mutual synchronization is proposed. 
 
3.1 Incoherent Undersampling 
 Reconstruction of periodic digital waveforms is utilized for testing high-speed 
systems. Even with multiple parallel ADCs, Nyquist rate sampling is very difficult to 
implement at high data rates and is susceptible to distortion due to a small amount of 
mismatch between the parallel paths. Various undersampling techniques are used to 
overcome the sampling rate bottleneck and reconstruct the signal waveforms. Increasing 
the effective sampling rate by using equivalent time sampling (ETS) to employ a fixed 




synchronous design, capturing the noise information is if the reference clock provided to 
the device under test (DUT) is relatively clean. If the trigger signal provided by the DUT 
is already noisy, it is difficult to precisely characterize the signal integrity of the system. 
Incoherent undersampling (IUS) techniques utilize external uncorrelated clock and back-
end DSP processing to reconstruct signal waveforms [64, 81]. One major benefit of IUS 
is that it does not require synchronization between the DUT clock and the sampling 
clock. The hardware acquisition does not require a trigger signal or synchronization 
between the data clock and the sampling clock. Signal processing algorithms are used to 
estimate the period of the input periodic signal and fold the samples into the estimated 
period to form a whole-period waveform. Clean measurement clocks can be provided to 
the ADC by precise clock generation equipment. Therefore, the DUT can be 
characterized with minimal bias. As shown in Figure 3.1, a periodic signal with period, 
   , is incoherently sampled with sampling frequency 1/  , which does not need to be 
higher than the Nyquist rate of the input signal. The samples are folded into the period     
to form the whole-period waveform. 
 




3.1.1 Fundamental Frequency Estimation with Total Variation 
Different methods for fundamental period estimation for incoherent 
undersampling have been studied [64, 81]. The following paragraph provides another 
metric for estimating the fundamental period of a signal. Compared to previous methods, 
it requires less computation and has more accurate estimation results.  
The fundamental period    is estimated by minimizing the total variation of the 
folded samples. Let      be a periodic signal with fundamental period    .      is 
sampled with sampling period   . Suppose the samples are folded into an estimated 
period,  ̃, that is close to    . Then, 
          ̃  
Where    is the new timing for the samples within the period.  Let   be the sample set 
ordered with   . As shown in Figure 3.1, when the period  ̃is equivalent to the actual 
fundamental period    , the waveform of the input periodic signal can be recovered. 
However, as the difference between  ̃ and     increases, the folded waveform  becomes 
fuzzy and scattered across all the plots eventually, as shown in Figure 3.1.  
 





The phenomenon is similar to incorrect triggering in a trigger-based oscilloscope. The 
metric that can be used to estimate the correctness of the estimation is total variation. The 
calculation of the total variation of a folded sample set   is 
  (   ̃)   ∑ | [ ]    [   ]|    , 
Where N is the number of samples, and  [ ] represents the     samples after folding into 
period  ̃. When the period  ̃ is not close to the fundamental period,   , the absolute value 
of the difference between the adjacent sampling points is relatively large since the 
samples are scattered across the whole range randomly. When the estimated period  ̃ is 
close to the fundamental period,    , the folded samples form a smooth whole period 
waveform, and the total variation is small. Given a roughly known fundamental period, 
the estimated fundamental period can be obtained by sweeping around the given period 
and choosing the one that gives the minimum total variation of the folded samples. 
Determining the minimum sweeping step,   , an assumption is made that after 
folding, the average space between two adjacent samples is 
   
 
  This is the case when all 
folded samples are equally spaced. For this reason, it is necessary to find the minimum 
frequency step    that will make the samples reorder. Suppose the real time distance of 
two adjacent samples before the folding operation is      , as shown in Figure 3.1. For 
two different periods    and    , the      can be expressed as follows: 
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Since these are two adjacent points, 
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Reordering the samples requires that the shift of the samples after modulus    be greater 
than the average sample space between two adjacent samples. That is, 
   
  
 
   






    




Substituting   using 
    
   
 results in 
    
 
     
. 
It can now be assumed that the average      is of the order       . Thus, 




This means that the sweeping step can be reduced for this time-domain folding technique 
as the number of samples increases. However, even though the sweeping step can be 
small, in reality, it is not realistic to achieve very fine resolution due to the computational 
cost. In addition, there will be estimation errors due to the discrete sweeping steps. 
Performing a time interval error (TIE) analysis reveals that there will be a constant drift 
of the TIE, which needs to be compensated to achieve a more precise characterization.   
The proposed signal waveform reconstruction technique is tested with a real hardware 




signal, as shown in Figure 3.3. The eye diagram and the associated cost function is shown 
in Figures 3.4 and 3.5.  
 
 
Figure 3.3. Hardware Measurement – 127 bit, 4Gbps PRBS Signal Reconstruction 
 
 






Figure 3.5 Hardware Measurement – Cost Function of127 bit, 4Gbps PRBS Signal 
 
 Time-domain visualization usually requires signals to be periodic or have periodic 
properties in the time domain. For example, a random bit pattern is not a periodic signal 
and does not have a fundamental period, but the eye diagram can still be recovered by 
triggering oscilloscopes with integer multiples of bit periods. In this case, the metric 
mentioned earlier would fail. To recover the eye diagram of random digital sequences 
with IUS, we propose another metric for estimating the bit period of random digital 
signals. 
 Similar to the observation in Figure 3.1, if a folding time period is close to the real 
bit period, the folded sample points will yield the maximum eye opening. If the folding 
period is not close to the bit period, the sampling points will be scattered across all the 
plots. Based on this observation, another metric is designed to sense the eye opening. The 
plot is partitioned into many rectangular boxes. The resolution of the boxes is much 
coarser compared to the waveform of the image. If the folding period is very close to the 
real bit period, the sampling points after the folding operation will reside in fewer boxes. 




rectangular box after folding. “1” indicates that there is at least one sample that falls into 
the corresponding box. “0” indicates that there is no sample that falls into the 
corresponding box. When the sampling points are scattered, the sum of the binary image 
is large. For condensed sampling points, the sum of the binary image will be small. This 
metric is used to reconstruct a random bit sequence. The plot is partitioned into a 30x30 
binary image. The reconstruction result of the hardware measurement is shown in Figure 
3.6.  
 
Figure 3.6 Hardware Measurement 
(Left) Binary image for estimating the bit period of a 4Gbps random bit pattern 
(right) Recovered eye diagram 
 
3.1.2 Uncorrelated Signal Separation 
Incoherent undersampling requires the input signal to be periodic. The spectra of 
periodic signals consist of multiple tones. However, multi-tone signals are not necessarily 
periodic. Consider a very simple case below. Let  
                  




        √        √   
     and      are two zero-mean periodic signals and let the period be    and    
respectively.      is not a periodic signal since the periods of the two signals are 
relatively irrational. It is not possible to reconstruct the signal      by folding the 
waveform into the period of      or the period of     . However, it is still possible to 
reconstruct the waveform of      and      separately with incoherent undersampling. 
Suppose the samples are folded into the period of     ,    
            , 
Let    be phase within        . Let sample set     contains folded samples falling 
into an interval    (     ) centered at   . 
    {              
 
 
                 
 
 
  }, 
where   is the sampling time of samples in     before folding. Since    is small, we 
know that  
             
                     
Therefore, for the samples in    , 
       (      )    (      )                   . 
If we average N number of samples in    , we have 
 
 
∑        
 
 
        ∑        . 
Because     and      are uncorrelated, sample      at time        is very likely to 




     are zero. Therefore, the second term of the equation above is close to zero when N is 
big. That is, the average of the samples in set      can be expressed as 
                        
 
 
∑             . 
This implies that each periodic component can be obtained by folding all samples into a 
(their) corresponding period and taking the average within the small time intervals. Other 
uncorrelated components are averaged to zero. If samples of      are collected and 
folded into periods   and   , the periodic components      and      can be constructed. 
The proposed methodology for CJ separation is similar to the technique presented in this 
section. However, superposition of periodic digital sequences with the same bit period is 
always correlated and periodic. The period is the least common multiple (LCM) of 
different bit periods. Therefore, using this requires more constraints on bit periods of the 
sequences. This implies that each periodic component can be obtained by folding all 
samples into corresponding periods and taking the average within small time intervals. 
Other uncorrelated components are averaged to zero. If samples of      are collected and 
folded into periods   and   , the periodic components      and      can be constructed, 
as shown in Figure 3.7.  
 




3.2 Band-interleaved Incoherent Undersampling: Preserving Periodicity of Upper-
band Signals 
 Track-and-hold circuitry is used to increase ADC input bandwidth. To extend the 
bandwidth of the track-and-hold circuitry, band-interleaved architecture is used in some 
modern oscilloscopes [59]. However, within each band, Nyquist rate sampling is still 
used in each band. Undersampling has been proved to be capable of reconstructing 
periodic waveforms with low sampling rates. However, periodic signals in the upper-
band after down-conversion may no longer be periodic, and this makes the reconstruction 
difficult. In Sections 3.2 and 3.3, two band-interleaved undersampling methods for time-
domain signal reconstruction are proposed. In Section 3.2, the proposed method 
maintains the periodicity of the upper-band signal for reconstruction, while the method in 
Section 3.3 uses a free-running mixing signal and sampling clocks and back-end signal 
processing to compensate the lack of synchronization. 
In order to make the down-converted waveform periodic, one can choose the 
down-mixing frequency LO to be the integer multiple of the fundamental frequency of 
the input periodic signals. In this scheme, first, the fundamental frequency of the 
baseband signals is estimated. Once the fundamental frequency    is obtained, the higher 
frequency bands are down-converted with integer multiples of   . Since the frequencies 
of the tones in the higher frequency bands are also integer multiples of the fundamental 
frequency, the down-converted tones will still be integer multiples of the fundamental 















The system is shown as Figure 3.9. One thing that should be noted is that   may be an 
integer multiple of the real fundamental frequency. Since the down-converted signal is 
periodic, it can be reconstructed  in the same way as the lower frequency band signal, by 
using incoherent undersampling. To prevent aliasing, a high pass filter is needed in the 
high frequency path before the mixer. However, proper reconconstruction of the wide 
band signal requires intensive calibration of the phase and amplitude distortion 
introduced by the hardware in each signal path. A 2-channel incoherent undersampling 
system is simulated to prove the concept proposed in this band-interleaved scheme. As 
shown in Figure 3.10, a 4-tone wideband periodic signal is split into two channels, a 
baseband and a high-frequency band. The fundamental period / frequency is estimated in 
the baseband channel. Once the fundamental frequency is estimated, integer multiples of 
the estimated fundamental frequency is used to down-convert the upper-band signal. 
Therefore, the upper-band signal remains periodic even after down mixing. The baseband 
and the upper-band signal can be reconstructed using IUS or ETS. Then, the 
reconstruction of two channels can be combined to form the periodic input signal. 
 





3.3 Bandwidth Interleaved Signal Acquisition Using Free Running Undersampling 
Clocks and Mixing Signals 
 Time-domain measurement is essential for characterizing high-speed signals. The 
cost of waveform measurement instruments is driven up by the requirement of high-
sampling rate and the wide input bandwidth. As systems being scaled to multi-GHz 
frequencies, mutual synchronization of input signal, sampling clocks, and the mixing 
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Table 3.1.    Comparison of waveform reconstruction techniques 
 
A comparison of different waveform reconstruction techniques is shown in Table 1. 
Equivalent time sampling is used to reconstruct waveforms using low sampling rates. 
Incoherent undrsampling [60-64] is later proposed to remove the constraint of 




techniques use track-and-hold circuitry to increase the analog front-end bandwidth. To 
further extend the performance of the track-and-hold circuitry and reducing the sampling 
rate are made possible with the use of band-interleaved schemes. Digital Band 
Interleaved (DBI) [103] architecture increases the analog input bandwidth and reduces 
the required sampling rate with the band-interleaved method. Asynchronous Time 
Interleaving (ATI) [104] places mixers in all channels to extend bandwidth and form 
symmetric paths. Both methods use mixers to increase analog bandwidth, however, the 
total effective sampling rates from all channels are still higher than the Nyquist rate of the 
input bandwidth. In addition, synchronization between input signal and the sampling 
clocks is still required. To remove the synchronization requirement and still extend the 
bandwidth with mixers, band-interleaved incoherent undersampling techniques [102, 
105] are proposed. However, these techniques still require frequency and phase 
synchronization between the mixing signals and the sampling clocks. 
 This chapter proposes an algorithm to combine the incoherent undersampling and 
the band-interleaved scheme without any mutual synchronization between the input 
signal, the mixing signals, and the sampling clocks. The proposed method relies 
completely on back-end spectrum analysis and signal processing to compensate the lack 
of synchronization and to reconstruct the upper-band signal. Without the synchronization 
constraint, the proposed method can be easily scaled to multi-GHz frequencies. Since no 
sophisticated synchronization hardware scheme is needed, different components, such as 
mixers and ADCs, can be built as independent modules, and the system can be assembled 
for a minimum cost, which is mainly the total cost of the independent modules. It is 




assembled in a lab for less than ten thousand dollars. The contribution of this work is 
listed as follows: 
• A band-interleaved undersampling scheme is proposed without any signal 
synchronization and with minimized hardware complexity. 
• Without the requirement of synchronization, this work can be easily scaled to 
multi-GHz frequencies and can be built for a minimum cost. 
• Associated back-end signal processing algorithms are proposed to compensate the 
lack of synchronization. 
3.3.1 Band-Interleaved Undersampling Architecture 
 The proposed band-interleaved incoherent undersampling architecture is shown in 
Figure 3.11. The input signal is passed through a low-pass filter, which represents the 
total system input bandwidth, and then is divided into two channels: a baseband channel 
and an upper-band channel. The baseband channel uses a low-pass filter to remove the 
signal in the upper band and capture the information within the lower band. The signal in 
the baseband is incoherently sampled and reconstructed using the incoherent 
undersampling technique. The estimated fundamental frequency during the 
reconstruction process is later used for the upper-band reconstruction algorithm. 
Similarly, the upper-band channel uses a high-pass filter to remove the signal in the 
baseband channel and down-convert the upper-band signal with a mixer. The low-pass 
filter after the mixer is used to remove the undesired high-frequency tones from the 
mixing and the local oscillator (LO) feed-through. The signal is then sampled 
incoherently at the same rate as for the baseband. It is important to note that there is no 




arbitrarily, the down-converted signal may not be periodic at the mixer output. In the 
following section, an algorithm is proposed to address this issue and reconstruct the 
upper-band time-domain waveform.  
 
 
Figure 3.11.  Proposed band-interleaved incoherent undersampling architecture 
 
 
3.3.2 Upper-Band Signal Reconstruction Overview 
 If a periodic signal can be directly sampled without bandwidth limitations, it can 
be reconstructed with phase remapping as used in equivalent time sampling and 
incoherent undersampling techniques. However, with a mixer used for down-mixing in 
the upper-band channel, the signal at the output of the mixer may not be periodic. The 
goal of the proposed upper-band reconstruction algorithm is to process the upper-band 
samples such that they look as if they were acquired by directly sampling the upper-band 
signal without the mixer. Once the samples are processed, phase remapping can be 







Figure 3.12.  Upper-band reconstruction algorithm flow. The proposed upper-band reconstruction 
algorithm is a 3-step approach, as shown in the colored box. The first two steps of the three are the 
up-converting algorithm, as shown in the dashed box. 
 
 The proposed upper-band waveform reconstruction algorithm is a three-step 
approach, and the flow is shown in Figure 3.12. The first two steps are used to up-convert 
the signal, as shown in the dashed box in Figure 3.12. With oversampled signals, in the 




point-wise multiplication of the samples with samples of the sinusoidal mixing signal. 
However, since in this case, the signal is acquired with undersampling, the up-converting 
technique has to be modified for the undersampling scheme. The first step is to identify 
the upper-band signal with the harmonics of the fundamental frequencies in the frequency 
domain. The second step is to shift the identified tones to the proper position and use the 
image rejection technique to remove the undesired images. These two steps remove the 
tone-shifting effect from the down-mixing operation and make the spectrum look as if the 
upper-band signal had been directly sampled. The steps are illustrated in sub-sections II B 
and II C, respectively. 
3.3.3 Upper-Band Signal Reconstruction Step 1: Upper-Band Tone Identification 
An upper-band tone after down-mixing and undersampling with sampling 
frequency    can fall into DC to      , as in Figure 3.13(a), or into       to   , as in 
Figure 3.13(b). In either case, a symmetric conjugate tone also appears in the other half of 
the spectrum; therefore, a method is needed to identify the actual aliased tone. Identifying 
the tone requires calculating the harmonic frequencies of the estimated fundamental 
frequency in the upper-band. Typically, these tones are integer multiples of the estimated 
fundamental frequency in the baseband. Let these frequencies be   . Then, 
                   . 
   represents the possible frequencies that    may reside in in the aliased spectrum. By 
comparing the spectrum of the samples with   , as shown in Figure 3.14, one can 
determine whether the upper-band tones fall within interval DC to       or interval 




tones can yield the same spectrum of the acquired samples and how the proposed 
identification method is performed. 
 











Figure 3.14 (a).  An upper-band tone falls into DC to       - harmonics in the upper-band are used 




Figure 3.14 (b).  An upper-band tone falls into       to   , - harmonics in the upper-band are used 
to identify the correct tone 
 
 
Figure 3.14 (a) and Figure4 (b) show how two different tones from the upper-band can yield  the 




3.3.4 Upper-Band Signal Reconstruction Step 2: Up-Converting with Image 
Rejection 
 
 Once the upper-band tones are identified as described in the last section, the tones 
need to be shifted and  the effect of the mixing process removed. Shifting a tone is done 
by multiplying the samples with a sinusoid. Suppose the samples have a tone at   . When 
the samples are multiplied by a sinusoid of frequency     , two tones will be created: 
                 and                 .    is the sampling frequency, and the 
modulo operation is applied because of undersampling. If the samples were oversampled, 
the image tone at                  could be removed by linear filtering in the digital 
domain. However, since the samples are acquired through undersampling, a high-pass 
filter or low-pass filter cannot correctly remove all the undesired images when upper-
band signal consists of multiple tones.  Therefore, the image rejection technique, which is 
widely adopted in mixer design, is used to cancel the undesired images. The process is 
described in the following paragraph. 
 
 





The concept used in the digital domain is shown in Figure 3.15. Suppose the 
spectrum of the samples has a tone at   , and that obtaining a tone at frequency    
     and rejecting  the tone at         can be done by superimposing two signals. One 
signal is obtained by multiplying input samples by samples of a sinusoid,             . 
The other signal is obtained by rotating the input signal by     and multiplying it with 
                . After these two signals have been superimposed, a tone at 
frequency         can be obtained. The mathematical operation in Figure 5 is shown 
as below: 




                   
 
 
                          




                   
 
 
                          
                             
           represents a tone of the input samples. Delaying a tone by    , as in Eq. 2, is 
done by multiplying the FFT vector around the frequency    by     and multiplying its 
symmetric conjugate frequency       by   , where    is the sampling frequency. 
 For each identified tone of the acquired samples, the image rejection method is 
applied and the tone is shifted to the position such that the spectrum looks as if the upper-
band signal had been directly sampled without a mixer. The incoherent undersampling is 
then used to reconstruct the upper-band waveform in the time-domain. Since the mixing 




can sweep around the roughly known mixing frequency to find the frequency that gives 
the smoothest reconstruction waveform. 
 After reconstruction of the baseband and upper-band waveform, if the delay is 
calibrated properly, these two sample sets can be added,  the superposition waveform can 
be folded into the fundamental period, and  the input waveform can be reconstructed. 
Calibrating the delay requires a one-time delay calibration between the two channels. 
 
 
Fig 3.16. Identifying the upper-band tone. (Simulation) Three tones are identified:               
 
3.3.5 Upper-Band Signal Reconstruction - Simulation 
 Here,  a simulation of upper-band waveform reconstruction is provided to verify 
the proposed method. Suppose the upper-band signal consists of 3 tones, 1.8GHz, 2GHz, 
and 2.2GHz. The upper-band signal is down-mixed with a 1.71 GHz signal. First,  the 




Figure 6. The red tones are the harmonics after down-mixing and the modulo operation, 
and the black spectrum is the spectrum of the samples acquired at 511 MHz. From Figure 
3.16, the three tones are identified as the upper-band tones,              , where    is 
the fundamental frequency, 200 MHz. The tones and their symmetric conjugate tones are 
then rotated properly, as shown in Figure 3.17. The image rejection method proposed in 
Section II D is then used to shift the tones and to remove the mixer effect. After these two 
steps, the spectrum looks as if it had been acquired by directly undersampling the upper-
band signal, as shown in Figure 3.18. Now, the incoherent undersampling technique can 
be applied to reconstruct the upper-band waveform, as shown in Figure 3.19. It is 
important to note that if the filtering method is used instead of the image rejection 
method, a specially designed filter is needed, shown as the red-dashed line  in Figure 10 
to filter out the undesired images. 
 
 





Figure 3.18.  Upper-band spectrum by direct undersampling vs. reconstructed upper-band spectrum. 
 
 








3.3.6 Hardware Measurement 
 Next, hardware measurement is used to verify the proposed method. The 
hardware setup is shown in Figure 3.21. Five synchronized signal generators are used to 
generate 5 tones, which are 400 MHz, 600 MHz, 1.8 GHz, 2.0 GHz, and 2.2 GHz, to 
form a periodic input signal. The fundamental period of these five tones is 1/200MHz. 
They are sampled by the proposed band-interleaved signal acquisition system, which is in 
a different clock domain. The sampling clock is 511 MHz, and the mixing signal, which 
is in another clock domain, for the upper-band channel is 1.71 GHz. The baseband and 
upper-band signals are sampled by the I channel and Q channel of the ADC12D1800 
reference board. The baseband signal contains 2 tones, 400 MHz and 600 MHz. The 
Nyquist rate sampling for this signal is at least 1.2 GHz, while a 511 MHz clock is used 
to incoherently sample it. The reconstructed baseband waveform is shown in Figure 3.22. 
We show the effectiveness of our algorithm by comparing the reconstruction waveforms 
against the waveforms acquired by a 50 GHz bandwidth oscilloscope. The 5 signal 
generators are synchronized with the 10 MHz reference ports on the back panel. As our 
measurement setup is switched from the oscilloscope to our measurement system, the 
phases of signals from different signal generators may drift. This makes the reconstructed 
baseband waveform slightly different from the waveform acquired by the oscilloscope in 
Figure 3.22. 
The upper-band signal contains three tones, 1.8 GHz, 2.0 GHz, and 2.2 GHz. 
After they are down-mixed with a 1.71 GHz signal, they become around 90 MHz, 290 
MHz, and 490 M Hz. It is necessary to use the word “around” because the input signal 




may not be periodic. The Nyquist sampling rate for the down-mixing upper-band signal is 
at least 980 MHz, while 511 MHz is used to incoherently sample it. If the method 
described in Section II is used, the tones can be shifted, and the time domain waveform of 
the upper-band signal can be reconstructed, as shown in Figure 3.23. An oscilloscope is 
used to acquire the upper-band signal before the mixer, which is a periodic signal with a 
period 1/200MHz. The waveform is shown in Figure 3.23. As can be seen from the 
figure, the two waveforms are almost identical. However, the proposed band-interleaved 
system requires a lower ADC analog input bandwidth and a lower ADC sampling rate. 
Finally, the reconstructed baseband waveform and the upper-band waveform are 
combined to form the input waveform and compare the reconstruction with the waveform 
acquired by the oscilloscope, as shown in Figure 3.24.  
 





 In this hardware measurement setup, an ADC12D1800 reference board is used as 
the ADC module, and a MAX2039 evaluation board is used as the mixer module. Two 
high-end signal generators are used to generate the mixing signal and the sampling 
clocks. These two signal generators can be replaced with two much cheaper modules. For 
example, two oscillators, which can generate a single frequency tone around 1.7 GHz 
(mixing signal) and 500 MHz (sampling clock), can well serve the purpose. If the signal 
generators are replaced, the system can be implemented with total cost under five 
thousand dollars, which represents mainly the total cost of the different modules. 
 
 








Figure 3.23.  Upper-band waveform reconstruction (left) vs. Upper-band signal before mixer 













 This chapter introduces low-cost time-domain waveform reconstruction 
techniques. Back-end signal processing techniques can reduce the hardware complexity 
by removing the required synchronization mechanism in traditional coherent 
measurement systems. Total variation is proposed and used to estimate the fundamental 
period for incoherent undersampling. Band-interleaved technique is later combined with 
the incoherent undersampling to further extend the input bandwidth. As the mixer is used 
in the band-interleaved system, associated signal processing algorithms are designed to 
enable the whole system. With band-interleaved technique to extend the input bandwidth 
and undersampling to reduce the sampling rate, the proposed system can be a low-cost 





HIGH-SPEED SIGNAL JITTER MEASUREMENT AND 
CHARACTERIZATION 
 
 Jitter measurement is essential in high-speed signal characterization and 
input/output (IO) circuit testing. Periodic jitter measurement, separation, and 
characterization for circuit tuning are discussed in Section 4.1. Section 4.2 discusses 
crosstalk jitter separation in time-domain, which is the main contribution of this chapter. 
 
4.1 Periodic Jitter Characterization and PLL Circuit Tuning with Incoherent 
Undersampling 
 Time interval error (TIE) analysis plays an important role in time-domain jitter 
analysis. In this section, TIE analysis is combined with incoherent undersampling. Three 
examples are used to show that characterizing and compensating for the periodic jitter 
can be used to improve the measurement result of incoherent undersampling.  
4.1.1 Periodic Jitter Separation and Compensation for Digital Bit Sequences 
The following example shows that compensating for the TIE of periodic jitter in 
digital bit sequences acquired by incoherent undersampling can result in better 
characterization for different types of jitter. In this hardware setup, an Agilent 81133A is 
used to generate a 2.5Gbps data pattern, and a 1MHz sine wave is applied to the output 
delay control as the periodic jitter. The eye diagram of the jittered input signal is shown 




by the slope of the regression line shown in Figure 4.2. The periodic jitter is extracted 
using the sinusoidal fitting, and the deterministic component of each sample is then 
compensated. After the jitter is compensated for, the whole-period PRBS is shown as in 
Figure 4.3. The eye diagrams at different steps are shown in Figure 4.4. The real jittered 
eye diagram is the eye diagram before compensation. Compensating out the periodic 
jitter makes it possible to measure the histogram of the random jitter and the peak-to-peak 
value of the periodic jitter separately. In addition, the potential gain in timing margin can 
be measured if additional circuitry is added to filter out the periodic jitter. 
 
Figure 4.1. Eye Diagram of the input jittered PRBS signal 
 
 





Figure 4.3. Reconstruction of the jitter compensated PRBS signal 
 
 
Figure 4.4. Reconstructed Eye Diagram in different stages 
 
4.1.2 PLL Periodic Jitter Tolerance and Characterization Analysis 
In this section, TIE analysis for incoherent undersampling is applied in order to 
test off-the-shelf PLL circuitry and explore the impact of two different noise sources on 
the PLL output signal. An LMX2531LQ1146E is used as the DUT in this test setup. The 
first noise source is a 20 KHz 100mv peak-to-peak sinusoid power supply noise, which is 
injected through the power supply. The frequency of the extracted periodic jitter is 







Figure 4.5. Jitter histogram before and after jitter separation. The noise is injected from the power 
supply. 
 
The  second external noise is injected through the reference clock port. In this experiment, 
the input reference clock is modulated with 0.1 rad and 50 KHz sinusoid.  The frequency 
of the measured periodic jitter is 51.103 KHz. The jitter histogram before and after jitter 
compensation can be seen in Figure 4.6. The separated periodic jitter and the standard 
deviation of the random jitter are shown as Table 4.1. As can be seen from the table, due 
to the non-linear effect of the noise injection, the extracted random jitter of the test setup 
with noise injection is greater than that of the test setup without the noise injection. 
 
 







 Without Any Noise Supply Noise Ref. Clock Noise 
Measured Peak-to-
peak periodic jitter 
0 47.87 ps 20.713 ps 
Standard deviation 
of random jitter 
after removing 
deterministic jitter 
1.3443 ps 1.7662 ps 2.1032 ps 
Table 4.1. Measured periodic jitter and random jitter 
 
 
4.1.3 Reference Spur Characterization for PLL Tuning 
 The experiment results in this section show that the information obtained from 
characterizing periodic jitter can be used for tuning a PLL. The conventional architecture 
of a PLL is shown in Figure 4.17, which includes a phase frequency detector (PFD), a 




Figure 4.7. The reference spur of a conventional PLL includes the mismatch and nonlinear effect 
from PFD/CP. 
Reference spurs arise because of the mismatch and nonlinear effect in the path from the 




jitter, which can be measured with specially designed sensors. The measurement result 
can be used as an indicator of the mismatch in the system to tune the PLL circuitry. 
Instead of using the specially designed sensors for the reference spur, it is possible to 
perform system tuning by characterizing the periodic jitter.  
 
 
Figure 4.8. The PCB of PLL with tunable CP 
 
A PCB of a PLL is implemented as shown in Figure 4.8. At the steady state, the reference 
spur can be adjusted by the CP current ratio. The PLL is locked at 224MHz with a 5.6 
MHz reference clock. When the reference tone becomes objectively measureable, the 
corresponding static phase offset increases toward extreme directions as well. The 
waveforms of an optimal-matched and two unmatched static phase offsets (SPOs) are 
demonstrated in Figure 4.9. The performance of the reference spur is centered in the case 





   
   (a)                                           (b)                                          (c) 
Figure 4.9. The waveforms of UP (top) and DN (bottom) pulses are shown in different cases: (a) The 
UP pulse is leading the DN pulse, (b) the UP and DN pulses are approximately matched, and (c) the 
UP pulse is lagging the DN pulse. 
 
The time interval error of four different tuning settings is measured and reconstructed 
with incoherent undersampling. The separated periodic jitter and the associated jitter 
spectrum are shown in Figure 4.10 (a-d). The mismatch of the system can be tuned by 
changing the bias voltage of the PLL. Figure 4.10(a) (bias voltage = 3.86 V) and Figure 
4.10(d) (bias voltage = 4.12 V) represent two extreme settings for the system, which give 
the two worst-case periodic jitter measurements. The optimal value exists between two 
extreme cases, which correlate with the design. 
 
  





Figure 4.10 (b) Separated periodic jitter (bias voltage = 3.93V) 
 
Figure 4.10 (c) Separated periodic jitter (bias voltage = 4.03V) 
 
Figure 4.10 (d) Separated periodic jitter (bias voltage = 4.12V, extreme value) 
 
The measurement result shows that the system information can be extracted by 
characterizing the jitter and noise. System tuning can be performed without redesigning 





4.2 Concurrent Multi-Channel Crosstalk Jitter Characterization Using Coprime 
Period Channel Stimulus 
 High-speed signals traveling on adjacent electrical interconnects suffer from 
signal degradation due to crosstalk coupling. Excessive crosstalk can result in timing 




Figure 4.11 Jitter classification scheme 
 
Total signal jitter consists of two components: random jitter and deterministic jitter. 
Random jitter is caused by device noise (e.g. thermal noise and flicker noise [68, 90]). 
Generally, the random jitter distribution includes contributions from Gaussian and non-
Gaussian statistics [65], with Gaussian statistics being assumed in most practical cases. 
Deterministic jitter is composed of data-dependent jitter, periodic jitter and crosstalk 
jitter. Data dependent jitter can be further broken down into contributions from duty cycle 
distortion, which is caused by asymmetry in signal rise time and fall time, and inter-




reflections due to impedance discontinuities and mismatch. In some printed wiring board 
layouts, such as those with meander delay lines, inter-symbol interference can also be 
caused by self-coupling [67]. Periodic jitter can be caused by multiple mechanisms. For 
example, periodic jitter can be caused by low-frequency power supply switching noise 
that couples to data and clock signal lines [91-94].  
 Crosstalk jitter, the key subject of this research, also called “bounded uncorrelated 
jitter,” is caused by signals from aggressor channels coupling into victim channels. It is 
uncorrelated because there is no correlation between the signal transitions of physically 
close links [68]. It is bounded because of the finite range of the signal coupling effects. 
Crosstalk jitter can also be caused by switching noise coupled from the power and ground 
planes. The amount of crosstalk jitter depends on the aggressor data patterns, signal 
power, and coupling mechanisms between the aggressor and victim channel. As the speed 
of data links increases, the signal with a shorter rise/fall time can contain high frequency 
components which can easily couple into adjacent channels. In recent years, with the 
development of SoC technology, many serial standards have begun to mandate larger 
numbers of parallel interconnects to meet high(er) data transfer rate requirements. Under 
such operating conditions, every channel becomes both an aggressor and a victim. The 
crosstalk jitter problem is made worse by pre-emphasis and de-emphasis techniques [69].  
These techniques boost the transmitted signal high-frequency components to compensate 
for signal attenuation due to limited data link bandwidth.   
 In general, different types of jitter occur simultaneously in signals. Therefore, 
there are different algorithms for separating and characterizing their individual 




rate (BER) methods and sampling-based methods. Bit error rate methods monitor the 
available speed margins of high-speed links by transmitting known random sequences 
and calculating the bit error rate of the received signals. Some receiver designs allow 
sweeping the sampling time across the bit period or sweeping the reference voltage 
across a specified voltage range to monitor the received signal eye margin [95-97]. BER 
is a commonly used figure of merit for the quality of a communication system. Most 
application requires a       or lower BER from the high-speed interfaces. However, the 
time required to directly measure BER is significant and, hence, makes this approach 
expensive. Various accurate BER estimation methods have been proposed in the past for 
practical production test [98, 99]. It is important to note that bit error rate measurements 
do not directly yield jitter statistics but merely provide some guarantees of jitter stability 
since the two are strongly correlated in a statistical sense.  
The other method for jitter measurement is based on direct sampling. Given a 
trigger or a reference signal, samples of high-speed signals from different bit periods are 
folded into one duty cycle to form eye diagrams or whole-period waveforms. Jitter 
histograms of the resulting eye diagrams are used to characterize different types of jitter. 
In most practical cases, random jitter is approximated by a Gaussian distribution. When 
multiple types of jitter are present in signals, the histogram forms more complicated 
distributions. In this situation, tail-fitting [66, 100] is used to characterize the distribution 
of random jitter. In addition to the jitter histogram, jitter information can be extracted 
from time interval error, which is the instantaneous phase variation from its ideal position 
with respect to the reference clock for each bit period. Analyzing the time interval error 




Periodic jitter can be compensated to simplify the jitter histogram [101]. A jitter spectrum 
can be obtained by taking the FFT of the time interval error data. Low frequency periodic 
and data dependent jitter are identified by the presence of specific tones in the jitter 
spectrum. Random jitter is characterized by the noise floor of the same jitter spectrum. A 
few high-end oscilloscopes are equipped with advanced jitter identification and tracking 
functions. However, few methods are available for separating and characterizing 
crosstalk jitter.  
This work develops a methodology for determining the effects of crosstalk 
coupling from multiple active aggressors on a single interconnect embedded in a parallel 
lane of high-speed interconnects.  The current research shows how such crosstalk effects 
on all the interconnects in the parallel lane can be determined from a single data 
acquisition using back-end signal processing algorithms.  
 
Figure 4.12 The proposed crosstalk jitter separation method can be inserted into the 





Signals on each of the parallel lanes of signals in the presence of crosstalk 
coupling are first digitized using direct sub-Nyquist sampling and then analyzed. This 
analysis allows reconstruction of each of the signals in the parallel lane without the 
effects of crosstalk coupling under the constraint that the signals in each lane have 
coprime bit lengths. This makes it possible to determine the effects of crosstalk coupling 
on the jitter characteristics of each transmitted signal under multiple aggressors. The 
study shows that crosstalk components and victim signals with coprime bit periods can be 
determined by commercial oscilloscopes available on the market. Figure 4.12 shows how 
the crosstalk analysis algorithms (dotted box) can be inserted into traditional jitter 
classification strategies.  
 
4.2.1 Problem Statement 
Traditionally crosstalk effects are determined by transmitting data on a single 
channel and measuring crosstalk-induced signals on adjacent channels. The number of 
tests, therefore, grows linearly with the number of channels, increasing test time 
significantly. In the approach presented here, all the channels are stimulated concurrently 
with bit sequences of a coprime period. Each channel is digitized concurrently using 
direct Nyquist rate sampling or incoherent undersampling [60-64, 81]. The data from all 
channels is fed to the analysis algorithm given in Figure 4.13, which determines the 
crosstalk-free signals on each line as well as the respective crosstalk “noise.” The 
constraint of the algorithm is that each channel stimulus is a bit sequence with different 




patterns. The bit patterns can be chosen arbitrarily as long as they sitimulate the desired 
crosstalk effect. 
 
Figure 4.13 Proposed crosstalk jitter separation algorithm application scheme 
 
4.2.2 Coprime Bit Sequence Stimulus-Based Crosstalk Analysis 
 On each output channel in Figure 4.13, the digitized signal consists of superposed 
signals consisting of the signal transmitted on that line and signals coupled onto the line 
from aggressor lines. The signals coupled onto a line have the same period as the signals 
transmitted on the corresponding aggressor lines. Let 
                   
      and       are periodic signals with period   and   , respectively, where  and   
are coprime integers.  
                
                
      represents the original signal transmitted on the line, and       represents the signal 




transmitted. The superposition of the two signals is a periodic signal      with period 
   . Over the time duration   , the signal       is repeated   times, and the signal 
      is repeated   times. Suppose      is sampled, and the samples are folded into 
period  . We assume, for simplicity, that coherent Nyquist rate sampling is used, where 
coherence is established over the period     of the signal     . For all      , the 
folding operation maps the corresponding time points into the range          with 
all values centered within a small time interval of some phase                   being 
averaged. Let    
   be a set of sampling time falling close to      after the folding 
operation. That is, 
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Suppose there are   samples with sampling time in    
  . Then the average of   samples 
can be expressed as  
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        is the original sampling time before the folding operation.       is a periodic 
signal with period  . 
                 
   
Given small   ,     
         are close to     
   for all integers    and all phases  
 . 
     can be rewritten as follows: 
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      is a periodic signal with period    
                 
              
     can be simplified by letting    be   consecutive integers. Since the numbers   and 
  are chosen to be coprime,            generates numbers evenly from a set   
              periodically with period  . In other words, for            and 
    , the numbers generated by            traverse all numbers in   once before 
repeating. This is a property of two coprime numbers. The order of the generated number 
depends on the two coprime numbers. The second term of      can be written as the 
following: 
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This is the same as sampling       at the same phase of each bit period and averaging 
acquired   consecutive samples. Since   is the bit period, the samples are collected at the 
same phase of every bit interval. It is important to note that if the two sequences are not 
coprime,           does not traverse all numbers in  . Hence the collected samples 





Figure 4.14 Spectrum of an ideal digital signal and an ideal 5-bit digital signal 
 




 and calculating the DC term using these samples. The DC term consists of 
the actual DC and the spectral components at frequency 
 
 
      . The shape of the 




      . An ideal      periodic bit sequence consists of multiple tones 
with equal frequency-spacing 
 
  
 and a spectral magnitude corresponding to the 




      , is small for digital signals. Therefore, the second term of      becomes just 
the DC term of      , and the value of the second term does not change with  
 . For 
arbitrary phase    in  , the value is a constant, which is the DC term of      . When 




numbers from   to     almost evenly and randomly from set  . This makes the second 
term close to a constant with a large number of samples  .  
In reality, the shape of the spectra of digital signals is not exactly a sinc function. 
However, the energy at frequency 
 
 
       is relatively low unless the duty cycle is 
distorted and the spectral energy at the harmonic of the bit rate, which corresponds to the 
zero-crossing node of the sinc function, is high. In conclusion, with coprime periodic 
sequences, given samples of a signal with crosstalk jitter, different periodic components 
can be extracted by folding samples into different periods and averaging them. After all 
periodic components are extracted, jitter separation can be performed by subtracting 
periodic aggressor components from the samples. Other jitter characterization techniques 
can then be applied on the post-processed samples without any crosstalk effect. It is 
important to note that the jitter separation algorithm is not affected by the bit pattern of 
each channel. Although the pattern can be chosen arbitrarily in the algorithm, choosing 
the proper aggressor patterns is important in worst-case crosstalk jitter analysis. Figure 
4.15 is a summary of the proposed periodic component reconstruction method, which is 
stated in the next section. 
4.2.3 Proposed Method 
 The flow graph of the proposed algorithm is shown in Figure 4.15. The device 
under test (DUT) generates N different bit sequences with coprime periods for N 
different output channels, and the signal of one of the sequences is digitized. In Figure 




channels are aggressors. The samples are then folded into the period of one of the bit 
sequences and averaged for the corresponding periodic component.  
 
 
Figure 4.15 Proposed crosstalk jitter separation method. In this example, the victim signal is from 
channel 2, and the crosstalk components are from all other channels. 
 
The ways to fold the samples are different depending on the sampling scheme. In 
an equivalent time sampling scheme, which is used for some oscilloscopes, folding the 
samples is done by triggering the scopes with the period of the bit sequence. The trigger 
signal of a periodic sequence is the integer multiple of the bit period, and it can be 
generated by counting the data clock. In an incoherent undersampling scheme, the 
fundamental period of the victim channel is first estimated using time domain techniques 
[26] or frequency domain techniques [25]. The periods of other periodic sequences can be 
calculated by using the ratio of coprime numbers, and samples are folded into these 
calculated periods. Hardware measurement using these two different sampling schemes is 
demonstrated in a later section. 
After the samples are folded, the waveform is averaged, and the corresponding 




process of folding and averaging is repeated N times to extract N different periodic 
components from each output channel.  With the proposed method, the impact of 
different periodic components from different channels can be determined by a single data 
acquisition and the proposed post-processing. In total, only N data acquisitions are 
needed to characterize crosstalk coupling of N different channels. Compared to the 
traditional characterization method, which requires N
2
 data acquistions, the proposed 
method reduces test time by a factor of N. Different crosstalk components can be 
subtracted from the original samples, and other jitter analysis techniques, such as jitter 
histogram analysis, can be applied. The averaged victim waveform can be used for data-
dependent jitter analysis, and the averaged crosstalk components can be used to 
determine the coupling effect between different channels. 
4.2.4 Crosstalk Jitter Separation – Simulation 
The proposed simulation model is shown in Figure 4.16. A 16-bit aggressor signal 
is passed through a band-pass filter and superimposed on a 31-bit victim signal.  
 
Figure 4.16 Crosstalk jitter coupling model 
This noisy signal is digitized, and the samples are folded into the victim signal period, as 




signal is divided into multiple intervals, and the samples are averaged within each small 
interval. In Figure 4.18, the original jitter-free victim signal is shown as black dots, and 
the average value in each interval is marked as red dots. As shown in Figure 4.18, the 
average values are almost the same as those of the original jitter-free victim waveform. 
Then, the first periodic deterministic component, the victim signal, is subtracted from the 
samples. Then the residual is folded into the aggressor period and the average is taken. In 
Figure 4.19, the original aggressor signal is shown as black dots, and the average value of 
the residual in each interval is marked as red dots. 
 
 
Figure 4.17 Waveform of the jittered samples folding into victim period (simulation) 
 







Figure 4.19 The victim signal is subtracted from the samples, and the residual is folded into the 
aggressor period (simulation) 
In this example, the victim component is the first extracted component and is followed by 
the aggressor component. However, the order can be reversed. Two periodic components 
are extracted in this example. If there are multiple periodic components, all of the 
components can be extracted repeatedly. After  all the crosstalk components are 
extracted, the crosstalk jitter components can then be subtracted from the original 
samples. The eye diagram after  the crosstalk component is subtracted, is shown as Figure 
4.20. Subtracting the crosstalk effect from the samples can simplify the analysis of other 
types of jitter. Figure 4.21 shows the jitter histogram before and after the crosstalk jitter is 
removed. Before  the crosstalk component is subtracted, the histogram contains multiple 
types of jitter and has a more complicated distribution. After crosstalk jitter subtraction, 
the histogram is close to a Gaussian distribution. As the number of samples increases, the 
average error of the waveform obtained by averaging decreases. As shown in Figure 4.22, 




number of acquired samples increases. It is important to note that as the length of each 
sequence increases, more samples are required to average out the residual. 
 
Figure 4.20 Eye diagram of the samples after removing crosstalk jitter (simulation) 
 
 
Figure 4.21 Jitter histogram before (left) and after (right) removing crosstalk jitter (Simulation) 
 
 




4.2.5 Hardware Measurement: Two Channel Crosstalk Jitter Separation 
 Injecting the crosstalk jitter required the designing of a  a board with two traces to 
couple the high frequency components of signals from one link to another, as shown in 
Figure 4.23. The GTX pins of a Xilinx ML605 FPGA evaluation board are programmed 
to generate a 3Gbps 16-bit periodic sequence as the victim signal.  An Agilent 81133A is 
used to generate a 3Gbps 31-bit PRBS signal as the aggressor signal. The jittered signal 
can be observed with an oscilloscope from the other end of the crosstalk jitter injection 
board, as shown in Figure 4.24. A National Semiconductor ADC12D1800 evaluation 
board is used to sample the signal at 511 Msps, and the incoherent undersampling 
algorithm described in Section II is used to reconstruct the signal with crosstalk jitter and 
average the signal, as shown in Figure 4.25. The signal that is obtained after the average 
waveform is subtracted is shown in Figure 4.26. The current period is still the period of 
the victim, not the period of the aggressor. The correct waveform of the crosstalk jitter is 
obtained by folding the signals into the aggressor period, as shown in Figure 4.27. The 
victim signal that results after  the crosstalk jitter is separated is shown in Figure 4.28. 
Note that with the proposed method, turning off the victim or the aggressors is not 
required. However,   determining how effective the separation method is requires first 
turning off the aggressor and seeing the waveform of the victim signal before injecting 
any jitter by using the oscilloscope. The victim signal is also turned off,  and the spectrum 
of the crosstalk jitter is measured. Then, FFT is applied to the average jitter waveform in 
Figure 4.28 to see the spectrum of the victim signal. With only one period of the average 




since the oscilloscope can be triggered only by a 1.5 GHz clock. The eye diagram before 
and after jitter separation can be seen in Figure 4.30. 
 
Figure 4.23 Crosstalk jitter separation experiment setup 
 
 
Figure 4.24 Periodic signal with crosstalk jitter 
 
 





Figure 4.26 Crosstalk jitter waveform by folding the samples into victim period  
 
 
Figure 4.27 Crosstalk jitter waveform by folding the samples into crosstalk period 
 
 







Figure 4.29 Victim signal after the crosstalk jitter is separated 
Left: Jitter spectrum of the victim signal (with aggressor turned off) 
(Turning off the aggressor) 
Right: Victim signal and crosstalk jitter spectrum by the proposed method 
(Aggressor link is still active) 
 




4.2.6 Hardware Measurement: Multi-Channel Crosstalk Separation and 
Characterization with Incoherent Undersampling 
This section provides the hardware measurement in support of the proposed 
technique. Three synchronized sources (two aggressors and one victim signal) are used to 
generate three different coprime bit patterns. An ML605 Virtex-6 Evaluation board is 
used to generate a 3.2Gbps 16-bit period signal as the first aggressor source. A KC705 
Kintex-7 Evaluation board is used to generate a 3.2Gbps 127-bit pseudo-random bit 
sequence (PRBS) as the victim signal. An Agilent 8113A signal generator is used to 
generate a 3.2Gbps 31-bit PRBS as the second aggressor source. 16 (period of the first 
aggressor), 127 (period of the victim), and 31 (period of the second aggressor) are 
coprime numbers.  
 
 





These three digital signals are passed through a customized PCB board with very close 
traces to intentionally couple the “noise” from one to another. The traces are matched at 
50Ω. In the proposed method, the whole system, which includes data generation and the 
coupling of crosstalk channels, is treated as a black box. The victim signal is then 
digitized by the Texas Instruments ADC12D1800 evaluation board. The Hittite 
HMC5640BLC4B 18GHz track-and-hold circuit evaluation board is used to increase the 
input bandwidth of the digitizer. The clock phase between the ADC and the track-and-
hold circuit is synchronized and adjusted so that the ADC samples at the hold-phase of 
the track-and-hold circuit. The system setup is shown in Figure 4.31, and the eye diagram 
of the jittered signal is shown in Figure 4.32.  
 
 
Figure 4.32 Eye diagram of a jittered victim signal with samples of ADC 
 
With a single capture of the victim channel and with all data links operating, the proposed 
method is used to extract the victim and the two aggressor waveforms. One advantage of 




therefore, different trigger signals do not need to be generated. An equivalent time 
sampling scheme requires generating different trigger signals, which is done by 
calculating the data clock. Figure 4.33 shows the averaged victim waveform, which can 
be used for data-dependent jitter analysis.   
 
Figure 4.33 Victim signal obtained through averaging 
 
 
Figure 4.34 Extracted crosstalk components 
 
The waveforms of the two aggressors are shown in Figure 4.34, which reveals that 




that the Agilent 8113A signal generator is able to achieve faster rising and falling times 
and contains more high-frequency components. The maximum value of the peak gives 
the maximum voltage perturbation to the victim signal. The crosstalk jitter can be 
compensated in digital domain by subtracting the crosstalk components from the original 
samples. The waveforms before and after jitter compensation are shown in Figure 4.35, 
and the eye diagram after crosstalk jitter compensation is shown in Figure 4.36. The 
effectiveness of the proposed method is shown in the jitter histogram before and after 
crosstalk jitter subtraction in Figure 4.37. As can be seen from Figure 4.37, the histogram 
after jitter compensation can be better approximated by a Gaussian distribution function. 




Figure 4.35 Waveform before (top) and after (bottom) crosstalk jitter compensation. The samples are 





Figure 4.36 Eye diagram of the victim signal with crosstalk components removed 
 
Figure 4.37 Jitter histogram before (left) and after (right) removing crosstalk jitter 
 
4.2.7 Hardware Measurement: Crosstalk Separation with Agilent DCA-X 86100D 
 This section verifies the proposed method in an equivalent time sampling scheme 
with the use of an oscilloscope that is available on the market. As shown in Figure 4.38, a 
5-bit 3.2 Gbps signal (victim), which is generated by a KC705 Kintex-7 Evaluation 
board, and an 8-bit 3.2 Gbps (aggressor), which is generated by the Agilent 81133A, are 




digitized by an Agilent DCA-X 86100D oscilloscope with an HP 54752A Two-Channel 
50 GHz module. The scope is triggered with a 5-bit period signal (640 MHz trigger 
signal) or an 8-bit period signal (400 MHz trigger signal), resulting in the two jittered 
waveforms shown in Figure 4.38. The waveforms obtained by averaging are almost the 
same as the waveforms acquired by turning off the aggressor or the victim signal. This 
shows the effectiveness of the proposed method in an equivalent time-sampling scheme. 
However, sampling with oscilloscopes limits access to the acquired samples. If the 
proposed method can be incorproated into the software of oscilloscopes, further analysis 










 The extracted crosstalk components, as shown in Figure 4.34, are periodic; hence, 
one can find the worst-case cycle by superimposing these two crosstalk waveforms 
periodically and detecting the cycle with the maximum peak. Although the proposed 
crosstalk jitter separation method is pattern independent, it is important to find what 
patterns result in the worst-case crosstalk. Different patterns yield different crosstalk 
effects, and generally, longer sequences can be designed to have a bigger crosstalk effect. 
It is important to note that a PRBS sequence with a      period does not yield the 
worst-case pattern. With the same bit length (    ), one can usually design bit patterns 
that give a worse crosstalk effect at the cost of more memory storage.  
The proposed method uses averaging to remove the effect of different periodic 
sequences. As can be seen in the simulation, the number of residual errors decreases as 
the number of samples increases. Therefore, the proposed measurement requires having 
enough samples, and as the lengths of different sequences increase, more samples are 
needed to average out different crosstalk effects. Having more samples requires more 
memory space to store samples and longer measurement time. 
In section II B, a mathematical analysis is performed using ideal bit sequences. 
Periodic components can be averaged out under the assumption that the spectral power at 
the bit rate and its harmonic is low. In reality, duty cycle distortion and other system non-
linear effects may contradict this assumption and reduce the measurement accuracy. An 
experiment carried out for this research showed that the reconstructed waveform becomes 
distorted as the assumption is violated. A 3.2Gbps 5-bit periodic victim signal was 




3.2Gbps 1-0 pattern, was generated by the Agilent 81133A as the aggressor. The Agilent 
81133A has the ability to adjust the duty cycle of the output clock.  Figure 4.39 reveals 
that the reconstructed victim waveform becomes more distorted as the duty cycle of the 
aggressor is more distorted. The spectral component of the aggressor at 3.2 GHz (bit), 
which corresponds to the first zero-crossing node for an ideal digital signal, contains 
higher energy level as the duty-cycle distortion increases. This result is consistent with 
the analysis in section II.B that the spectral components at the harmonic of 3.2 GHz (bit 








Figure 4.39 The reconstructed waveform becomes more distorted as the aggressor experiences more 
duty-cycle distortion and contains higher energy at 3.2 GHz (bit rate) 
(Top) The victim signal measured by turning off the aggressor (Middle) The reconstructed waveform 






 This chapter presents different signal and noise separation techniques. Sction 4.1 
discussed and demonstrated how periodic jitter separation and compensation can be used 
for characterizing a DUT. The measurement result shows that the information extracted 
by precise characterization can be used for circuit tuning. In Sectionr 4.2, a model-free 
crosstalk jitter separation method is verified  both by simulation and with hardware 
measurements. The proposed algorithm uses bit sequence stimuli with coprime periods to 
separate crosstalk effects from different channels. Crosstalk components from multiple 
channels can be determined with a single data acquisition method and the proposed 
method. Mathematical analysis has shown that only coprime bit length sequences can 
result in unbiased crosstalk measurements. The proposed method can reduce the required 








 The final chapter concludes the research in co-designing sub-Nyquist hardware 
and algorithms for low-cost wideband and high-speed signal acquisition and 
characterization. The technical contributions of this research are summarized in Section 
5.1. Potential improvement and future work are discussed in Section 5.2. 
 
5.1 Technical Contributions 
 This dissertation investigates and designs low-cost systems for signal acquisition 
and characterization for testing. Designing such systems requires innovations in both 
hardware and algorithms. The thesis makes three main contributions. The first two are the 
low-cost systems introduced in Chapters 2 and 3. The signal acquisition system in 
Chapter 2 is used for characterizing the spectrum of sparse wideband signals, while the 
system in Chapter 3 is used for characterizing the time-domain of periodic signals. The 
third contribution is a crosstalk jitter separation methodology for high-speed signals, 
which  is introduced in Chapter 4. 
 Chapter 2 introduces multi-rate sub-Nyquist sampling as a low-cost method for 
characterizing the spectrum of sparse wideband signals. The design of an asynchronous 
algorithm allows the hardware to acquire signals without synchronization across different 
parallel channels. In addition, the use of a programmable frequency synthesizer together 
with the asynchronous algorithms makes the hardware implementation scheme scalable 




schemes, the introduced method requires only minimum calibration effort. These three 
factors, asynchronous design, high scalability, and low required calibration effort, result 
in an efficient, low-cost system. The feasibility of the proposed system is demonstrated 
by means of a hardware prototype that was built using off-the-shelf components and 
verified along with the algorithms.  
 Chapter 3 introduced a system that combines a band-interleaved scheme with 
incoherent undersampling to form a low-cost time-domain waveform reconstruction 
system, which does not require any hardware synchronization mechanism. This 
advantage greatly reduces the hardware complexity. This is made possible by using  
back-end signal processing algorithms to compensate the lack of synchronization. 
Compared to other time-domain reconstruction techniques using mixers to extend the 
input bandwidth, the proposed system has the lowest hardware complexity. A prototype 
was built and tested to verify the feasibility of the proposed method.  
 Chapter 4 introduces a crosstalk jitter separation method for high-speed signals. 
The proposed method uses bit sequences with coprime periods as channel stimuli and 
uses a back-end signal processing algorithms to separate crosstalk jitter. With all 
channels being active and with one waveform acquisition of the victim channel, the 
proposed method can separate and characterize the waveform of each crosstalk 
component and the victim signal. This dramatically reduces the testing time, and thus, the 
cost. The methodology can be inserted into the current jitter characterization method 
without re-designing any hardware. Chapter 4 also investigates the mathematical analysis 
and the limitations of this method, concluding by describing the hardware measurement 





Figure 5.1 The scope of this research 
 
 The overall scope of this research can be summarized in Figure 5.1. As shown in 
the Figure, in all three major works, characterizing high-speed and wideband signals with 
low-cost hardware is achieved by co-designing hardware and algorithms. 
 
5.2 Future Work 
 Low-cost system designs for testing are one of the key factors in reducing overall 
cost. This research has made efforts to design such systems. This research work can be 




 The first direction is to integrate the proposed signal acquisition method into 
different systems. In Chapter 2 and Chapter 3, two systems are introduced. However, 
different systems require different levels of acquisition precision and performance. 
Tailoring the hardware components and algorithms for different systems to further 
minimize the cost is important. The low-cost integration method of the proposed systems 
based on the performance requirements needs further research. 
 The second direction is to investigate the feasibility of the proposed low-cost 
system in other applications that require signal acquisition. Characterizing the spectrum 
and the time-domain waveform of signals is important in testing as well as in many other 
fields. One common goal in different fields is to achieve signal characterization at a low 
cost or by using minimum resources. 
 The crosstalk jitter separation in Chapter 4 has been proven effective. The concept 
of using bit sequences with coprime periods needs to be integrated into the current testing 
and characterization of devices. The post-processing of compensating for the crosstalk 
jitter in the acquired samples needs to be implemented. 
In summary, the main future work will be to implement and apply these proposed 
methods to reduce the cost and solve problems in practical cases. Another important 
direction for future research is to investigate the opportunities to apply the proposed 





MATLAB CODE FOR CREATING FOURIER SENSING MATRIX 
%%%%%%%%  
% Function description: 
%   Given samples and sampling time, Nx1 vector, 
%   and the frequency to be recovered, 
%   return the corresponding sensing matrix 
%  
% input: 
%   freqSupp: frequency support, 1xN vector 
%   t: sampling time of ADC, Mx1 vector 
%  
% output: 
%   output: corresponding sensing matrix, MxN matrix 
%%%%%%%% 
  
function output = sensingMx(freqSupp, t) 
  
M = size(t,1); 










% y – Samples (from all sample sets) MQx1 vector 
% freqSupp - frequency support to be recovered, 1x2N vector 
% t - sampling time for all samples MQx1 
% K - Sparsity level (number of nonzero coefficient), integer 
%  
% Output: 
% x - Recovered spectral coefficient, 2Nx1 vector 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function x = OMP_F_k(y,freqSupp,t,k) 
  
N = size(freqSupp,2); 
PHI = sensingMx(freqSupp, t); % create sensing matrix 
% Step1: Initialization 
res = y; 
x = zeros(N,1); 
selInd = []; 
  
for ii = 1:k 
    % Calculate proxy 
    proxy = PHI'*res; 
 
    % select maximum index 
    [ maxVal, maxInd ] = max(abs(proxy)); 
 
    % Sort all the selected indicies 
    selInd = [selInd; maxInd; N-maxInd+1]; 
 
    % Update x 
    x_est = pinv(PHI(:,selInd))*y; 
    x(selInd) = x_est; 
 
    % Update residual                           








MATLAB CODE FOR ASYNCHRONOUS MULTIRATE ACTIVE 
BANDS DETECTION 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% M: Sample number form each set 
% Q: Number of sets 
% Input: 
% Y - Samples from ADC MxQ 
% freqSupp - frequency support to be recovered 1xN 
% TS - sampling time for each set MxQ 
% BLK - BLK size 
% Output: 
% X - Recovered spectral coefficient NxQ 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [X, selInd] = MR_ASYNC_BLK(Y,freqSupp,TS,BLK) 
  
N = size(freqSupp,2); 
M = size(Y,1); 
Q = size(Y,2); 
PHI = []; 
for ii = 1:Q 
    PHI = cat(3,PHI,sensingMx(freqSupp, TS(:,ii))); 
end 
res = Y; 
X = zeros(N,Q); 
selInd = []; 
while(sum(sqrt(sum(res.^2)./sum(Y.^2)))>0.65*Q) 
    % Calculate proxy for different sampling set 
    proxy = []; 
    for jj = 1:Q 
        proxy = [proxy, abs(PHI(:,:,jj)'*res(:,jj))]; 
    end 
    % Calculate minimum proxy among two measurement 
    proxyMin = min(proxy, [], 2); 
     
    % Convolve with a window to find the center of a block 
    proxyMin = conv(proxyMin,ones(2*BLK+1,1)); 
    proxyMin = proxyMin(BLK+1:end-BLK); 
     
    % Find the largest components 
    [ maxVal, maxInd ] = max(proxyMin); 
     
    % Add the indice to the indice set 
    selInd = [selInd; (maxInd+(-BLK:BLK)'); (N-(maxInd+(-BLK:BLK)')+1)]; 
    selInd = unique(selInd); 
     
    % Update each sample set 
    for jj = 1:Q 
        % min|y - PHI1*x1_ind|_2 




        X(selInd,jj) = x_est; % Update x 
        res(:,jj) = Y(:,jj) - real(PHI(:,:,jj)*X(:,jj)); % Update res 
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