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Abstract
We give a graded version of the Mo¨bius inversion formula in the
framework of trace monoids. The formula is based on a graded version
of the Mo¨bius transform, related to the notion of height deriving from
the Cartier-Foata normal form of the elements of a trace monoid.
Using the notion of Bernoulli measures on the boundary of a trace
monoid developed recently, we study a probabilistic interpretation of the
graded inversion formula. We introduce Mo¨bius harmonic functions for
trace monoids and obtain an integral representation formula for them,
analogous to the Poisson formula for harmonic functions associated to
random walks on trees.
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Introduction
A random walk on a regular oriented tree of finite degree, which we identify
with a free monoid Σ∗, is specified by a probability distribution f on the finite
set Σ of generators. In turn, the law of the trajectories of the random walk is a
Bernoulli measure on the space of Σ-valued infinite sequences, which identifies
with the boundary at infinity ∂Σ∗ of the tree. Recall that, if we denote by ↑ x ,
for x ranging over Σ∗, the set of infinite sequences of which x is a prefix, then
Bernoulli measures on ∂Σ∗ are characterized by the multiplicative property:
P
(
↑ (xy)
)
= P( ↑ x)P( ↑ y) , valid for all x, y ∈ Σ∗ .
Let P denote the Markov operator acting on real valued functions defined
on Σ∗, and such that Pλ(x) =
∑
a∈Σ f(a)λ(xa) for all x ∈ Σ
∗ and for all
functions λ : Σ∗ → R . Harmonic functions relative to the pair (Σ∗,P) are those
functions λ : Σ∗ → R such that Pλ = λ, hence in the kernel of the discrete
Laplace operator ∆ = I−P . It is well known that bounded harmonic functions
are in a linear and isometric one-to-one correspondence with measurable and
essentially bounded real valued functions defined on ∂Σ∗ , through the Poisson
formula:
∀x ∈ Σ∗ λ(x) =
1
P( ↑ x)
∫
↑x
ϕ(ξ) dP(ξ) , ϕ ∈ L∞(∂Σ∗) . (1)
If λ is bounded harmonic, then ϕ is obtained as the P-a.s. limit of the
bounded martingale (λ(Xn),Fn)n≥1 , where (Xn)n≥1 is the random walk on
Σ∗ and Fn = σ〈X1, . . . , Xn〉 .
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In this paper, we study the notion of harmonicity in a slightly different
framework. First, instead of considering a free monoid Σ∗ , we allow some
generators to commute with each other, and consider thus free partially com-
mutative monoids, usually called trace monoids [6], and referred to in the
literature—also in the case of groups—as to heap monoids [18], locally free
monoids with respect to a graph [13, 16], partially commutative monoids [4],
graph monoids [7]. Hence a trace monoid M is a finitely presented monoid
of the form M = Σ∗/R , where R is the congruence relation generated by
pairs of the form (ab, ba), for (a, b) ranging over a given symmetric and ir-
reflexive relation I on Σ, called an independence relation. The elements of a
trace monoids are called traces. Much of the above framework for free monoids
can be transposed to trace monoids. In particular, there is a natural notion of
infinite trace—which corresponds to a simplified version of the stable normal
form for infinite words in the sense of [17]. The boundary at infinity ∂M of the
monoid M is defined as the set of infinite traces. An elementary cylinder ↑ u,
for u ∈M, is defined as the subset of those infinite traces of which u is a prefix:
↑ u = {ξ ∈ ∂M : u ≤ ξ} , and F = σ〈 ↑ u : u ∈ M〉 is the σ-algebra that
equips ∂M .
Second, instead of considering random walks on a trace monoid, we directly
consider Bernoulli measures on the boundary of the monoid. A Bernoulli mea-
sure on a trace monoid is defined as a probability measure P on (∂M,F), such
that the following multiplicative property holds:
∀u, v ∈M P
(
↑ (u · v)
)
= P( ↑ u)P( ↑ v) . (2)
In a recent work with J. Mairesse [2], we have conducted a thorough study
of Bernoulli measures for trace monoids, by showing how to characterize them
through probabilistic parameters and by giving an explicit construction of them
by means of the combinatorial structure of the monoid. Connecting them
with more familiar objects usually found in this journal, Bernoulli measures
can be seen as weighted Patterson-Sullivan measures. However, they are not
given as the law of entrance of a random walk into the boundary at infinity
of the monoid, except if the trace monoid reduces to a free monoid, which
corresponds to the empty independence relation I = ∅ . Hence, the framework
found in [13, 16, 17] for instance does not apply for Bernoulli measures.
The main topic of this paper is the notion of harmonicity in the framework
of trace monoids equipped with Bernoulli measures. In order to obtain a dual
representation between bounded functions on the boundary ∂M on the one
hand, and functions defined on M invariant with respect to a certain linear
operator, consider a pair (M,P) whereM is a trace monoid and P is a Bernoulli
measure on ∂M, and let ϕ ∈ L∞(∂M). We define an associated function
λ :M→ R by:
∀u ∈ M λ(u) =
1
P( ↑ u)
∫
↑u
ϕ(ξ) dP(ξ) . (3)
Then we observe that the function λ satisfies the following relation:
∀u ∈M
∑
c∈C
(−1)|c|f(c)λ(u · c) = 0 , (4)
where C denotes the set of cliques of the finite graph (Σ, I) , and f : M→ R
is the multiplicative function on M defined by f(u) = P( ↑ u) . Because of
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the deep relationship between the expression (4) and the Mo¨bius polynomial
of the pair (Σ, I), defined by µM(X) =
∑
c∈C (−1)
|c|X |c| , we call the operator
∆ acting on functions λ :M→ R by:
∀u ∈ M ∆λ(u) =
∑
c∈C
(−1)|c|λ(u · c) , (5)
the Mo¨bius-Laplace operator on M ; functions in the kernel of ∆, we call
Mo¨bius harmonic.
Decomposing cliques according to their size, ∆ writes as:
∆ = I − P , Pλ(u) =
∑
a∈Σ
f(a)λ(u · a)−
∑
c∈C : |c|≥2
(−1)|c|f(c)λ(u · c) . (6)
Hence, as it turns out, Mo¨bius harmonic functions do not have an obvious
interpretation as invariant functions with respect to a Markov operator; for
P = I −∆ is not a positive operator, unless the trace monoid reduces to the
free monoid Σ∗ . This contrasts with the case of random walk on trees [3, 14],
but also on more general hyperbolic structures [9, 10].
Nevertheless, the correspondence through the Poisson formula still holds:
the main result of this paper is the existence, for every bounded Mo¨bius
harmonic function λ : M → R, of a unique essentially bounded function
ϕ ∈ L∞(∂M) on the boundary, such that formula (3) holds for the pair (λ, ϕ).
Our technique of proof resembles to some extent the usual technique, for
trees for instance. However, starting from a bounded Mo¨bius harmonic function
λ : M → R, obtaining the martingale (Yn,Fn)n≥1 which converges P-a.s.
towards the adequate function ϕ ∈ L∞(∂M) is more involved than usual. In
order to put in motion the martingale machinery, we rely on a generalization
of the Mo¨bius transform, as popularized by G.-C. Rota [15]. The original
Mo¨bius inversion formula, first formulated for integers, was shown by Rota
to be a particular case of a formula best formulated in the incidence algebra
associated to a general class of partial orders. For a trace monoid, the Mo¨bius
inversion formula writes as follows, for any function F : C → R defined on the
set of cliques of the graph (Σ, I):
∀c ∈ C F (c) =
∑
c∈C : c′≥c
H(c′) , H(c) =
∑
c′∈C : c′≥c
(−1)|c
′|−|c|F (c′) .
The extended Mo¨bius inversion formula that we prove in this paper holds
for functions F :M→ R defined on M rather than on C only. We show that
it is an adequate tool to obtain the integral representation formula for bounded
Mo¨bius harmonic functions.
The extended Mo¨bius transform on which the new inversion formula is
based, makes use of the natural graded structure attached to elements of a
trace monoid. Indeed, traces can be put in a normal form—the Cartier-Foata
normal form. The graded structure of the trace monoid M is the partition of
M into traces with a fixed number of elements in their Cartier-Foata normal
form. This number is called the height of a trace. Observe that the height does
not correspond to the geodesic distance between an element of the monoid and
the identity of the monoid.
Without any doubt, the graded Mo¨bius inversion formula that we state
should be valid for more general “graded partial orders”, of which braid monoids
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should typically be an instance. We felt however that the trace monoid case
was already non trivial, yet it allows for a thorough presentation of the main
ideas.
Organization of the paper. In Section 1, we recall elements on the Combi-
natorics of trace monoids, following [4], and we provide essential information on
the boundary of trace monoids and on Bernoulli measures, following [2]. The
contributions of the paper appear in Sections 2–4. In Section 2, we introduce
the graded Mo¨bius transform and we prove the associated inversion formula.
Bounded Mo¨bius harmonic functions are the topic of Section 3. Section 4 deals
with examples of non-negative and unbounded Mo¨bius harmonic functions and
introduces the analogous of the Green and the Martin kernel. Finally, Section 5
concludes the paper.
1—Trace Monoids and Bernoulli Measures on their Boundary
This section collects material on trace monoids, introduces the boundary of a
trace monoid and associated Bernoulli measures.
Trace monoids. Let Σ be a finite set, referred to as to the alphabet. Elements
of Σ are called letters. By convention, we only consider throughout the paper
alphabets of cardinality > 1. An independence relation I on Σ is a binary
relation on Σ, symmetric and irreflexive. Let Σ∗ be the free monoid on Σ,
and let R be the congruence relation on Σ∗ generated by {(ab, ba) : (a, b) ∈
I}. The quotient monoid M(Σ, I) = Σ∗/R is called a trace monoid, and its
elements are called traces. Classical references on trace monoids are [4, 6, 18].
The dependence relation associated to an independence relation I on Σ is
defined by D = (Σ×Σ)\ I. The trace monoidM(Σ, I) is said to be irreducible
whenever the dependence relation D makes the graph (Σ, D) connected.
Put M = M(Σ, I). For any trace u ∈ M, any two representative words
of u have the same length, which defines the length |u| of u. Let 0 denote the
empty trace, image inM of the empty word, and let · denote the concatenation
of traces. The prefix relation on M, denoted ≤, is defined by:
∀u, v ∈M u ≤ v ⇐⇒ ∃w ∈M v = u · w.
This is a partial order relation on M.
Trace monoids are known to be right and left cancellative, meaning:
∀x, x′ ∈M ∀y, z ∈M y · x · z = y · x′ · z =⇒ x = x′. (7)
Boundary and elementary cylinders. Bernoulli measures. Let H
denote the set of non-decreasing sequences (xn)n≥0 in M, those sequences
such that xn ≤ xn+1 for all integers n ≥ 0. We identify any two sequences
x = (xn)n≥0 and y = (yn)n≥0 in H such that x 4 y and y 4 x, where we have
defined relation 4 as follows:
∀x, y ∈ H x 4 y ⇐⇒ ∀n ≥ 0 ∃m ≥ 0 xn ≤ ym .
LetM denote the quotient setH/ ≡, with x ≡ y ⇐⇒ x 4 y∧y 4 x . Then
M is just the collapse of the pre-ordered set (H,4), and as such, is is equipped
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with a partial ordering relation ≤. There is a canonical injection M → M
which respects the ordering, and which maps each trace u ∈ M to the image
in M of the constant sequence (u, u, · · · ). This justifies that elements of M
are called generalized traces. Elements of ∂M =M\M , identifying M with
its image in M , are called infinite traces. The set ∂M is called the boundary
of M [1,2]. By construction, any sequence (xn)n≥1 of elements of M which is
non decreasing has a least upper bound in M , denoted
∨
n≥1 xn .
For each trace u ∈ M, the elementary cylinder of base u is the following
subset of ∂M:
↑ u = {ξ ∈ ∂M : u ≤ ξ} . (8)
We denote by F the σ-algebra on ∂M generated by the countable collection
of elementary cylinders. We say that a probability measure P on (∂M,F) is a
Bernoulli measure [2] if P( ↑ u) > 0 for all u ∈M, and if:
∀u, v ∈M P
(
↑ (u · v)
)
= P( ↑ u)P( ↑ v) . (9)
Cliques and Cartier-Foata decomposition. An independence clique, or
a clique for short, of a pair (Σ, I), is defined as a subset c ⊆ Σ of the alphabet,
such that any two distinct letters a, b ∈ c satisfy (a, b) ∈ I. If c = {a1, . . . , an}
is a clique, then the product a1 · . . . · an ∈ M is independent of the chosen
enumeration of c. Therefore cliques identify with their images in M. The
order of cliques in M corresponds to the inclusion ordering on subsets of Σ.
We denote by C the set of cliques associated to M, and by C = C \ {0} the
set of non empty cliques.
Let c, c′ be two cliques. We say that (c, c′) is Cartier-Foata admissible,
denoted by c→ c′ , if for every letter b ∈ c′, there exists a letter a ∈ c such that
(a, b) /∈ I. In the heap of pieces interpretation of Viennot [18], this corresponds
to the letter b being blocked from below by the letter a. It is known that for
every non empty trace u ∈M, there exists a unique integer n ≥ 1 and a unique
sequence of non empty cliques (ci)1≤i≤n such that:
∀i ∈ {1, . . . , n− 1} ci → ci+1 , u = c1 · . . . · cn .
This sequence (ci)1≤i≤n is called the Cartier-Foata decomposition of u [4].
The integer n is called the height of u, we denote it by n = τ(u).
The Cartier-Foata decomposition extends to infinite traces: for every infi-
nite trace ξ ∈ ∂M, there exists a unique infinite sequence (ci)i≥1 of non empty
cliques [2, Lemma 8.4] such that:
∀i ≥ 1 ci → ci+1 , ξ =
∨
n≥1
(c1 · . . . · cn) .
The infinite sequence (ci)i≥1 is called the Cartier-Foata decomposition of ξ.
Mo¨bius transform. Mo¨bius polynomial. Characterization of Bernoulli
measures. The Mo¨bius polynomial of M is µM(X) ∈ Z[X ] defined by:
µM(X) =
∑
c∈C
(−1)|c|X |c| . (10)
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It is also referred to in the literature as to the clique polynomial of (Σ, I), and
coincides up to a change of variable with the independence polynomial [12] of
the graph (Σ, D′), where D′ =
(
(Σ× Σ) \ I
)
\ {(x, x) : x ∈ Σ} .
It is known that µM(X) has a unique root p0 of smallest modulus, and
that p0 ∈ (0, 1) [5,8,11]. If M is irreducible, then [2, Th. 5.1] there is a unique
Bernoulli measure P on (∂M,F) such that P( ↑ u) = p
|u|
0 for all u ∈ M .
More generally, let f :M→ R be a function. We say that f is a valuation if
f(u ·v) = f(u)f(v) holds for all u, v ∈ M. Let f be a positive valuation onM,
and assume that M is irreducible. Let h : C → R be the Mo¨bius transform of
the restriction f |C , defined by:
∀c ∈ C h(c) =
∑
c′∈C : c′≥c
(−1)|c
′|−|c|f(c′) . (11)
Then f(u) = P( ↑ u) for some Bernoulli measure P if and only if the following
two conditions [2, Th. 3.3] are satisfied:
h(0) = 0 , ∀c ∈ C h(c) > 0 . (12)
The conditions in (12) consist in a polynomial equality, and several polynomial
inequalities, involving only a finite number of parameters, namely the numbers
f(a) for a ranging over Σ, and that characterize the valuation f .
Note that the Mo¨bius transform h : C → R defined in (11) makes sense for
any function f : C →M, and not only for the restriction to C of a valuation
defined on M.
Let P be a Bernoulli measure on ∂M, and let f(u) = P( ↑ u) be the associ-
ated valuation. The sequence of non empty cliques
(
Ci(ξ)
)
i≥1 which appear in
the Cartier-Foata decomposition of an infinite trace ξ ∈ ∂M, forms a sequence
of random variables. We know [2, Th. 4.1] that, under the measure P, the
sequence (Ci)i≥1 is a time-homogeneous Markov chain, which satisfies the fol-
lowing property, for every finite sequence of non empty cliques c1 → . . .→ cn:
P(C1 = c1, . . . , Cn = cn) = f(c1) · · · f(cn−1)h(cn) . (13)
The law of C1, which is the initial distribution of the chain, coincides with
the restriction h|C . The transition matrix P = (Pc,c′)(c,c′)∈C×C is given by:
Pc,c′ =
{
0, if ¬(c→ c′) ,
h(c′)/g(c), if c→ c′,
g(c) =
∑
c′∈C : c→c′
h(c′) . (14)
Furthermore, as a consequence of the assumption h(0) = 0 stated in (12),
one has [2, Prop. 10.3]:
∀c ∈ C h(c) = f(c)g(c) . (15)
Ordering and Cartier-Foata decomposition. We recall some results re-
lated to the Cartier-Foata decomposition of traces and of infinite traces.
We still denote by Cn(ξ) the n
th clique in the Cartier-Foata decomposition
of an infinite trace ξ ∈ ∂M, dropping the dependency with respect to ξ when
seeing Cn as a random variable defined on ∂M. Let u ∈ M be a trace, of
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Cartier-Foata decomposition c1 → . . . → cn . Then one has [2, Prop. 8.5] the
following equalities of subsets of ∂M, putting v = c1 · . . . · cn−1 :
↑ u = {ξ ∈ ∂M : C1 · . . . · Cn ≥ u} (16)
{ξ ∈ ∂M : C1 = c1, . . . , Cn = cn} = ↑ u \
( ⋃
c∈C : c>cn
↑ (v · c)
)
(17)
Finally, define two cliques c and c′ to be parallel whenever c × c′ ⊆ I,
denoted by c ‖ c′ . If u, v ∈ M are two traces, with u = c1 → . . . → cn and
v = d1 → . . . → dp their Cartier-Foata decompositions, then [2, Lemma 8.1]
u ≤ v if and only if n ≤ p, and there exists cliques γ1, . . . , γn such that:
di = ci · γi for i ∈ {1, . . . , n}; and (18)
γi ‖ cj for all i, j ∈ {1, . . . , n} with i ≤ j . (19)
The sequence of cliques (γi)1≤i≤n as above is unique. An illustration is given
in Figure 1 in next section.
2—The Graded Mo¨bius Transform
The Mo¨bius inversion formula, which holds for general classes of partial or-
ders [15], takes the following form for trace monoids: for any function f : C →
R, with Mo¨bius transform h : C → R defined as in (11), the function f can
be retrieved from its transform through the formula (see [2, Prop. 10.1] for a
justification):
∀c ∈ C f(c) =
∑
c′∈C : c′≥c
h(c′) . (20)
In this section, we give a generalization of (20). For this, we introduce the
graded Mo¨bius transform of functions with domainM, instead of C only. The
graded Mo¨bius transform uses the partition of M according to the height of
traces.
The probabilistic interpretation of the corresponding inversion formula will
be the topic of next section.
• Definition 2.1—Let M be a trace monoid, and let F : M→ R be a func-
tion. The graded Mo¨bius transform of F is the function H : M→ R defined
as follows. For u ∈ M a generic non empty trace, denote by c the last clique
of the Cartier-Foata decomposition of u. Let also v be the unique trace such
that u = v · c. Then define H(u) by:
H(u) =
∑
c′∈C : c′≥c
(−1)|c
′|−|c|F (v · c′) . (21)
Define also H(0) =
∑
c∈C (−1)
|c|F (c) .
How to retrieve F from its graded Mo¨bius transform H is stated in next
result. Recall that the height τ(u) of a trace u ∈ M is the number of cliques in
its Cartier-Foata decomposition, with the convention τ(0) = 0. For each trace
u ∈ M, we put:
for u 6= 0 : M(u) = {x ∈M : τ(x) = τ(u) ∧ u ≤ x} ,
M(0) = C .
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γ1 ❴❴❴
✤
✤
❴ ❴ ❴
✤
✤
c1
γ2 ❴❴❴
✤
✤
❴ ❴ ❴
✤
✤
c2
...
...
γn ❴❴❴
✤
✤
❴ ❴ ❴
✤
✤
cn
Figure 1: A trace u with Cartier-Foata normal form c1 → . . .→ cn and
a generic element x ∈ M(u) with Cartier-Foata normal form
(c1 · γ1)→ . . .→ (cn · γn) .
See an illustration in Figure 1.
• Theorem 2.2—Let F : M → R be a function, and let H : M → R be the
graded Mo¨bius transform of F . Then:
∀u ∈ M F (u) =
∑
x∈M(u)
H(x) . (22)
Remark. 1. If τ(u) = 1, then u = c is a non empty clique. Hence H(u)
coincides with the value h(u), where h : C → R is the Mo¨bius transform
of the restriction F |C . Formula (22) writes as:
∑
c′∈C : c′≥c h(c
′) = F (c),
which is the standard Mo¨bius inversion formula (20) for F |C .
2. Both the definition of the graded Mo¨bius transform and the inversion
formula (22) are valid for functions taking values in any commutative
group instead of R.
Proof of Theorem 2.2. We first give an alternative formulation for the graded
Mo¨bius transform of F , still denoting by c the last clique in the Cartier-Foata
decomposition of u:
H(u) =
∑
δ∈C : δ‖c
(−1)|δ|F (u · δ) , (23)
resulting from the change of variable c′ = c · δ in (21).
We now come to the proof of the identity (22). If u = 0, then the identity
follows from the standard Mo¨bius inversion formula (20).
Hence, let u ∈ M be a non empty trace, and let c1 → . . . → cn be the
Cartier-Foata decomposition of u. According to the results recalled in § 1
in (18)–(19), the Cartier-Foata decomposition of a generic x ∈ M(u) is of
the form d1 → . . . → dn with di = ci · γi , where (γ1, . . . , γn) is a sequence
of cliques uniquely determined by x, and such that (1) γi ‖ ci, . . . , cn for all
i ∈ {1, . . . , n}, and (2) c1 · γ1 → . . . → cn · γn holds. Consequently, using (23)
above, the computation goes as follows:∑
x∈M(u)
H(x) =
∑
x∈M(u)
∑
δ∈C : δ‖cn·γn
(−1)|δ|F (x · δ)
=
∑
γ1,...,γn−1∈C :
γi‖ci,...,cn for 1≤i≤n−1
c1·γ1→...→cn−1·γn−1
R(γ1, . . . , γn−1) (24)
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with
R(γ1, . . . , γn−1) =
∑
γn∈C : γn‖cn ,
cn−1·γn−1→cn·γn
∑
δ∈C : δ‖cn·γn
(−1)|δ|F (c1 · γ1 · . . . · cn · γn · δ)
The range of the cliques γn ∈ C in the scope of the above sum is identical
to γn ‖ cn and cn−1 · γn−1 → γn , since cn−1 → cn holds by hypothesis. Using
the change of variable γ = γn · δ yields:
R(γ1, . . . , γn−1) =
∑
γn∈C : γn‖cn ,
cn−1·γn−1→γn
∑
γ∈C : γ≥γn
γ‖cn
(−1)|γ|−|γn|F (c1 · γ1 · . . . · cn−1 · γn−1 · cn · γ)
=
∑
γ∈C : γ‖cn
(−1)|γ|F (c1 · γ1 · . . . · cn−1 · γn−1 · cn · γ)K(γ)
with
K(γ) =
∑
γn∈C : γn‖cn
cn−1·γn−1→γn
γn≤γ
(−1)|γn| = 1{γ‖cn−1·γn−1} by the binomial formula.
Returning to (24), we obtain thus:∑
x∈M(u)
H(x) =
∑
γ1,...,γn−1∈C :
γi‖ci,...,cn for 1≤i≤n
c1·γ1→...→cn−1·γn−1
∑
δ∈C :
δ‖cn−1·γn−1 , cn
(−1)|δ|F (c1 · γ1 · . . . · cn−1 · γn−1 · cn · δ)
Applying recursively the same transformation eventually yields:∑
x∈M(u)
H(x) =
∑
γ1∈C :
γ1‖c1,...,cn
∑
δ∈C :
δ‖c1·γ1,c2,...,cn
(−1)|δ|F (c1 · γ1 · c2 · . . . · cn · δ)
=
∑
δ∈C :
δ‖c1,...,cn
(−1)|δ|F (c1 · δ · c2 · . . . · cn)
( ∑
γ∈C :
γ‖c1,...,cn
γ≤δ
(−1)|γ|
)
= F (c1 · . . . · cn) = F (u) .
The proof is complete.
3—Mo¨bius Harmonic Functions and their Integral
Representation
We introduce notations that will be used throughout this section and the next
one. We assume that M = M(Σ, I) is an irreducible trace monoid, equipped
with a Bernoulli measure P on (∂M,F). We define the functions f, h :M→ R
by letting f(u) = P( ↑ u) for u ∈ M, and h is the graded Mo¨bius transform
of f (see Definition 2.1).
By definition of a Bernoulli measure, the function f is multiplicative overM :
f(u · v) = f(u)f(v). Therefore, if u ∈M is such that u = v · c, with c the last
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clique in the Cartier-Foata decomposition of u, it follows from Definition 2.1
that h(u) = f(v)h(c). Hence, according to (13), if c1 → . . . → cn are n ≥ 1
non empty cliques and u = c1 · . . . · cn , one has:
P(C1 = c1, . . . , Cn = cn) = h(u). (25)
• Definition 3.1—A Mo¨bius harmonic function, relative to a pair (M,P) as
above, is a function λ :M→ R such that:
∀u ∈M
∑
c∈C
(−1)|c|f(c)λ(u · c) = 0 . (26)
Obviously, Mo¨bius harmonic functions form a real vector space. The first
example of Mo¨bius harmonic functions are constant functions. Indeed, if λ = 1
identically on M, then (26) reduces to:∑
c∈C
(−1)|c|f(c) = 0 ,
which holds since we recognize the Mo¨bius transform h evaluated at 0 in the
above expression, and h(0) = 0 by (12).
Another way to obtain bounded Mo¨bius harmonic functions is given by
the next result. We denote by L∞(∂M) the space of functions ϕ : ∂M → R
bounded P-modulo 0.
• Proposition 3.2—For every ϕ ∈ L∞(∂M), the function λ : M → R de-
fined by:
∀u ∈M λ(u) =
1
f(u)
∫
↑u
ϕ(ξ) dP(ξ) (27)
is Mo¨bius harmonic and bounded on M.
Proof. It is obvious that λ thus defined is bounded onM by ‖ϕ‖∞ . Let u ∈M
be a trace, and consider the following non disjoint union:
↑ u =
⋃
a∈Σ
↑ (u · a) =
k⋃
i=1
↑ (u · ai) , (28)
where Σ = {a1, . . . , ak} is an enumeration of Σ. We decompose the integral
in (27) with respect to the union (28), and using Poincare´ inclusion-exclusion
principle:
f(u)λ(u) =
k∑
r=1
(−1)r+1
∑
1≤i1<···<ir≤k
∫
↑(u·ai1 )∩···∩ ↑(u·air )
ϕdP .
An intersection ↑ (u · ai1) ∩ · · · ∩ ↑ (u · air ) is empty unless {ai1 , . . . , air}
is a clique, in which case the intersection coincides with ↑ (u · ai1 · . . . · air ).
Henceforth the above sum evaluates as:
f(u)λ(u) =
∑
c∈C
(−1)|c|+1
∫
↑(u·c)
ϕdP , with C = C \ {0} .
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Introducing f(u · c) in the above sum in order to recognize λ(u · c) yields:
f(u)λ(u) +
∑
c∈C
(−1)|c|f(u · c)λ(u · c) = 0 .
Since f is multiplicative and positive onM, we simplify by f(u), and recognize
in λ(u) the missing term of the sum for c = 0, yielding:∑
c∈C
(−1)|c|f(c)λ(u · c) = 0 ,
which was to be proved.
Our goal is now to prove a converse for Proposition 3.2; hence, starting
from a bounded Mo¨bius harmonic function λ : M→ R, to find ϕ ∈ L∞(∂M)
such that (27) holds. The remaining of the section is devoted to the proof of
this result, stated in Theorem 3.4 below.
From now on, we fix a bounded Mo¨bius harmonic function λ :M→ R. Our
method of proof to find the adequate ϕ ∈ L∞(∂M) follows loosely the same
line of proof than for harmonic functions on trees for instance [14]. However,
the issue here is to find an adequate martingale, the expression of which is not
obvious a priori.
Reasoning by analysis, assume first that ϕ exists. Recall that we have
defined in § 1 the sequence of random variables (Cn)n≥1 , given by the non
empty cliques of the Cartier-Foata decomposition of a generic element ξ ∈
∂M. For each integer n ≥ 1, consider the sub-σ-algebra of F generated by
(C1, . . . , Cn):
Fn = σ〈C1, . . . , Cn〉 .
Obviously, (Fn)n≥1 forms a filtration of F, and therefore the sequence of con-
ditional expectations
(
E(ϕ|Fn),Fn
)
n≥1 is a martingale. Putting Yn = E(ϕ|Fn) ,
the problem that we face is to express Yn using λ only. Since Yn is Fn-
measurable, Yn can be seen as a function of the n first cliques C1, . . . , Cn .
Some computations, the details of which will be given in the proof of Theo-
rem 3.4 below, lead to the following potential form for Yn:
Yn =
1
h(Cn)
∑
c∈C : c≥Cn
(−1)|c|−|Cn|f(c)λ(V · c) , with V = C1 · . . . ·Cn−1 . (29)
Based on the above analysis, we are naturally brought to prove the following
result.
• Lemma 3.3—Let λ : M → R be a bounded Mo¨bius harmonic function.
For each integer n ≥ 1, let Yn be the Fn-measurable random variable defined
by (29). Then (Yn,Fn)n≥1 is a bounded martingale.
Proof. It is obvious that Yn is Fn-measurable, bounded and thus integrable.
Hence we only have to show that E(Yn|Fn−1) = Yn−1 holds for all n ≥ 2 .
Putting Zn = E(Yn|Fn−1), we evaluate Zn on the atom {C1 = c1, . . . , Cn−1 =
cn−1} with c1 → . . . → cn−1 , by computing as follows, and putting v =
11
c1 · . . . · cn−1 :
Zn =
∑
c∈C : cn−1→c
P(Cn = c|C1 = c1, . . . , Cn−1 = cn−1)Yn(c1, . . . , cn−1, c)
=
∑
c∈C : cn−1→c
h(c)
g(cn−1)
1
h(c)
∑
c′∈C : c′≥c
(−1)|c
′|−|c|f(c′)λ(v · c′)
where g is the normalization factor defined in (14),
=
1
g(cn−1)
∑
c′∈C
(−1)|c
′|f(c′)λ(v · c′)
∑
c∈C : c≤c′∧cn−1→c
(−1)|c|
︸ ︷︷ ︸
K(c′,cn−1)
Using the binomial formula, we have for any two cliques d and d′:
∑
δ∈C : δ≤d′∧d→δ
(−1)|δ| =


1, if there is no δ ≤ d′ but 0 such that d→ δ
⇐⇒ d ‖ d′
0, otherwise
Hence:
K(c′, cn−1) = −1 +
∑
c∈C : c≤c′∧cn−1→c
(−1)|c| = −1{¬(c′‖cn−1)} .
All put together, this yields:
Zn =
−1
g(cn−1)
∑
c∈C : ¬(c‖cn−1)
(−1)|c|f(c)λ(v · c) . (30)
According to the Mo¨bius harmonicity of λ at v, one has:∑
c∈C
(−1)cf(c)λ(v · c) = 0 .
Decomposing C into those c ∈ C such that c ‖ cn−1 and those c ∈ C such
that ¬(c ‖ cn−1), and re-injecting in (30) yields:
Zn =
1
g(cn−1)
∑
c∈C : c‖cn−1
(−1)|c|f(c)λ(v · c) ,
and with the change of variable δ = c · cn−1:
Zn =
1
g(cn−1)
∑
δ∈C : δ≥cn−1
(−1)|δ|−|cn−1|
f(δ)
f(cn−1)
λ(w · δ) , (31)
where w = c1 · . . . · cn−2 . But g(cn−1)f(cn−1) = h(cn−1), as recalled in (15).
Henceforth, Equation (31) writes as Zn = Yn−1, which was to be shown.
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Since the sequence (Yn,Fn)n≥1 is a bounded martingale, it converges P-a.s.
and in the space L1(∂M) to a limit ϕ ∈ L∞(∂M). It is natural to expect that
this limit is the adequate candidate for the integral representation of λ. This
is true indeed, and the proof of this fact is based on the inversion formula for
graded Mo¨bius transforms proved in § 2 above. Therefore Theorem 3.4 below
provides a probabilistic interpretation of the inversion formula.
• Theorem 3.4—For every bounded Mo¨bius harmonic function λ : M → R,
there exists a unique ϕ ∈ L∞(∂M) such that:
∀u ∈M λ(u) =
1
P( ↑ u)
∫
↑u
ϕdP . (32)
The above formula establishes a bijective and isometric linear correspondence
between L∞(∂M) and the space of bounded Mo¨bius harmonic functions on M.
Both this correspondence and its inverse are positive operators.
Proof. Let λ : M → R be a bounded Mo¨bius harmonic function. Let ϕ ∈
L∞(∂M) be the limit, P-a.s. and in L1(∂M), of the martingale (Yn,Fn)n≥1
defined as in Lemma 3.3. We prove that (32) holds for this function ϕ.
Let u ∈ M be a trace. To compute the integral of ϕ over ↑ u, we rely on
the description (16) of ↑ u stated in § 1. Let n = τ(n) be the height of u.
Then, by (16), and denoting as in the proof of Theorem 2.2:
M(u) = {x ∈ M : τ(x) = n ∧ u ≤ x} ,
one has:
↑ u = {ξ ∈ ∂M : C1 · . . . · Cn ≥ u} =
⋃
x∈M(u)
{ξ ∈ ∂M : C1 · . . . · Cn = x} ,
the last union being disjoint. Accordingly, and using formula (25) found above,
one has:∫
↑u
ϕdP =
∑
x∈M(u)
∫
C1·...·Cn=x
ϕdP =
∑
x∈M(u)
h(x)E(ϕ|C1 · . . . · Cn = x) .
By definition of the conditional expectation Yn = E(ϕ|Fn), using the expres-
sion (29) and since Fn = σ〈C1, . . . , Cn〉, we deduce:∫
↑u
ϕdP =
∑
x∈M(u)
f(y)
∑
c∈C : c≥γn
(−1)|c|−|γn|f(c)λ(y · c) , (33)
where x = y · γn is the decomposition of a generic element x ∈M(u) such that
γn is the last clique in the Cartier-Foata decomposition of x.
Let F :M→ R be the function defined by F (u) = f(u)λ(u), and let H be
the graded Mo¨bius transform of F (see Definition 2.1). Since f is multiplicative,
Equation (33) writes as:∫
↑u
ϕdP =
∑
x∈M(u)
H(x)
= F (u) by Theorem 2.2
= f(u)λ(u) .
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This shows formula (32).
We have shown the existence of ϕ, and we now focus on its uniqueness. It
is enough to show that ϕ = limn→∞ Yn necessarily holds P-a.s. if ϕ ∈ L∞(∂M)
satisfies (32). Hence, consider ϕ ∈ L∞(∂M). The limit ϕ = limn→∞ E(ϕ|Fn)
holds P-a.s., since
∨
n≥1 Fn = F , as attested by (16). We are thus bound to
prove E(ϕ|Fn) = Yn . For this, we compute as follows, considering a sequence
c1 → . . . → cn of non empty cliques, and putting u = c1 · . . . · cn and v =
c1 · . . . · cn−1 (this is the computation we promised just above Lemma 3.3):
E(ϕ|C1 = c1, . . . , Cn = cn) =
1
h(u)
∫
C1=c1,...,Cn=cn
ϕdP
=
1
h(u)
(∫
↑u
ϕdP−
∫
⋃
c∈C : c>cn
↑(v·c)
ϕdP
︸ ︷︷ ︸
L
)
,
(34)
the later equality according to (17).
Let {a1, . . . , ak} be an enumeration of those letters a ∈ Σ such that a ‖ cn.
Then it is obvious that:
⋃
c∈C : c>cn
↑ (v · c) =
k⋃
i=1
↑ (v · cn · ai) .
Applying Poincare´ inclusion-exclusion principle as in the proof of Proposi-
tion 3.2, we deduce the following expression for L defined in (34) above:
L =
k∑
r=1
(−1)r+1
∑
1≤i1<...<ir≤k
∫
↑(v·cn·ai1)∩···∩ ↑(v·cn·air )
ϕdP
=
∑
c∈C : c>cn
(−1)|c|+1
∫
↑(v·c)
ϕdP .
Returning to (34), we obtain:
E(ϕ|C1 = c1, . . . , Cn = cn) =
1
h(u)
∑
c∈C : c≥cn
(−1)|c|−|cn|f(v · c)λ(v · c) .
But h(u) = f(v)h(cn) and f(v ·c) = f(v)f(c), hence we obtain the expected
expression (29) defining Yn for E(ϕ|Fn). This proves the uniqueness of ϕ.
Let MH∞(M) denote the linear space of bounded Mo¨bius harmonic func-
tions of M, and let Ψ : L∞(∂M) → MH∞(M) be the transformation defined
by (32). It is obvious that Ψ is linear, and we have shown that Ψ is bijective;
it remains only to show that Ψ and Ψ−1 are positive and isometric.
It is obvious on the expression (32) that Ψ is a positive operator (ϕ ≥
0 =⇒ λ ≥ 0). And since f = P( ↑ ·) > 0 on M by assumption, the fact
that Ψ−1 is also positive follows from Lemma 3.5 below. Since Ψ and Ψ−1 are
positive operators, and since Ψ(1) = 1, it is an easy consequence that they are
isometric.
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• Lemma 3.5—If ϕ ∈ L∞(∂M) is such that
∫
↑u ϕdP ≥ 0 holds for all
u ∈ M, then ϕ ≥ 0 holds P-a.s. on ∂M.
Proof. The collection of elementary cylinders, to which is added the empty
set, is stable by finite intersections. Hence the lemma is an application of the
Monotone Class theorem, since F is the σ-algebra generated by all elementary
cylinders ↑ u, for u ∈M.
• Corollary 3.6—Let λ : M → R be a bounded and non negative Mo¨bius
harmonic function. Then for any trace u ∈ M, if c is the last clique in the
Cartier-Foata decomposition of u, one has:∑
δ∈C : δ‖c
(−1)|δ|f(δ)λ(u · δ) ≥ 0. (35)
Remark. The result of the corollary is not obvious, because of the presence of
negative terms in the sum. We shall see in § 4 below an example where (35)
does not hold for a non negative unbounded Mo¨bius harmonic function.
Proof of Corollary 3.6. Let u ∈ M and λ : M → R be as in the statement,
and let ϕ ∈ L∞(∂M) be associated to λ as in Theorem 3.4. Let c1 → . . .→ cn
be the Cartier-Foata decomposition of u, and put v = c1 · . . . · cn−1 .
Then Theorem 3.4 states that ϕ ≥ 0 holds P-a.s. on ∂M. Therefore Yn =
E(ϕ|Fn) is P-a.s. non negative on ∂M. Evaluating Yn on the atom {C1 =
c1, . . . , Cn = cn} of Fn according to the expression (29) for Yn, which was
derived in the course of the proof of Theorem 3.4, yields:
1
h(cn)
∑
c∈C : c≥cn
(−1)|c|−|cn|f(c)λ(v · cn) ≥ 0 .
Since h > 0 on C by (12), and since f is multiplicative, the result follows
from the change of variable c = cn · δ in the above sum.
4—Additional Remarks
In this section, we examine some examples of unbounded Mo¨bius harmonic
functions that arise naturally. We consider as above a pair (M,P), where M
is an irreducible trace monoid, and P is a Bernoulli measure on (∂M,F). As
usual we put f(u) = P( ↑ u) for u ∈ M, and h : M → R is defined as the
graded Mo¨bius transform of f .
The first observation is that, if ν is any finite measure on (∂M,F), then
the function λ :M→ R defined by:
∀u ∈M λ(u) =
1
P( ↑ u)
ν( ↑ u) , (36)
is Mo¨bius harmonic. The proof is similar to the proof of Proposition 3.2. It
is also a reformulation of Proposition 2.1 of [2]. Note that applying (36) to
the measure dν = ϕdP brings back the result of Proposition 3.2 on the Mo¨bius
harmonicity of λ. Contrary to the result of Proposition 3.2 however, in general
the function λ defined in (36) is unbounded.
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The Green kernel of (M,P) is defined by:
∀x, y ∈ M G(x, y) =
{
f(y)/f(x), if x ≤ y,
0, otherwise.
(37)
The fact that our basic objectM is a semi-group rather than a group makes
that G is not positive on M×M . For y ∈ M, put Gy = G( · , y), and define
∆Gy :M→ R by:
∀x ∈M ∆Gy(x) =
∑
c∈C
(−1)|c|f(c)Gy(x · c) . (38)
Easy calculations show that:
∀x, y ∈M ∆Gy(x) =
{
1, if x = y,
0, otherwise.
(39)
In other words, extending in the obvious way Definition 2.1 to functions
Mo¨bius harmonic on a subset of M, Gy is Mo¨bius harmonic on M \ {y} .
Therefore y appears as the unique singularity of Gy . The standard idea from
Martin theory is to “send the singularity at infinity”. We define the Martin
kernels Ky , for y ranging over M, as follows:
∀y ∈M Ky =
G( · , y)
G(0, y)
= 1{ ·≤y}
1
f( · )
. (40)
Sending y to infinity consists in taking a limit along a sequence (yn)n≥1
of traces converging to a point ξ ∈ ∂M of the boundary. The topological
framework on M = M∪ ∂M does not present any particular difficulty; the
easiest way is to simply identify generalized traces with their Cartier-Foata
decomposition, and to use the standard metric constructions on sequences,
either finite or infinite, taking values in the finite set C. Hence we use this
topological framework without stating more formal definitions. The space of
Mo¨bius harmonic functions is then endowed with the pointwise convergence;
any limit of Mo¨bius harmonic functions is Mo¨bius harmonic.
Within this framework, it is visible on (40) that, if yn → ξ ∈ ∂M, then
(Kyn)n≥1 converges to Kξ :M→ R , defined by:
∀ξ ∈ ∂M ∀x ∈M Kξ(x) =
1
f(x)
1{x≤ξ} , (41)
which is Mo¨bius harmonic, this time onM. The Martin kernelKξ thus defined
corresponds to the harmonic function defined as in (36) with respect to the
Dirac measure δξ concentrated on ξ. It is obviously unbounded.
In general, if ν is a finite measure on ∂M such that the associated Mo¨bius
harmonic function λ is bounded on ∂M, then ν is regular with respect to P
and ϕ ∈ L∞(∂M) associated to λ by Theorem 3.4 coincides P-a.s. with the
Radon-Nykodim derivative dν/dP . This is obviously not the case for the Dirac
measures δξ .
Does every non negative Mo¨bius harmonic function λ : M → R originate
from a—necessarily finite—measure ν on ∂M as in (36)? The answer is nega-
tive, as the following example reveals.
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Figure 2: An independence graph (Σ, I)
Assume that P is the uniform Bernoulli measure on ∂M, which is defined
by P( ↑ u) = p
|u|
0 for every trace u ∈M, where p0 is the unique root of smallest
modulus of the Mo¨bius polynomial µM(X) (see § 1). Let p be another non
negative root of µM(X), if it exists, and define λ :M→ R by:
∀u ∈ M λ(u) =
( p
p0
)|u|
. (42)
Then λ is Mo¨bius harmonic, and it is clearly unbounded since p > p0 . We
claim that there exists no finite measure ν on (∂M,F) such that (36) would
hold for λ and ν.
By contradiction, assume that ν exists. Then we would have ν( ↑ u) = p|u|
for all u ∈M, and in particular ν would be a probability measure assigning an
equal probability to all cylinders ↑ u for u ranging over traces of a fixed length.
But then, it follows from the—rather difficult—result of [2, Th. 5.1 point 2]
that ν( ↑ u) = p
|u|
0 for all u ∈ M, a contradiction. The claim is proved.
It remains only to check that there exists irreducible trace monoids with
different real non negative roots of their Mo¨bius polynomials. It is easy to
find such examples. Consider for instance the trace monoid generated by
(Σ, I) depicted on Figure 2—it was already worked out in [2, §6]. Then
µM(X) = 1 − 5X + 5X2 has the two roots p0 = 12 −
√
5
10 and p1 =
1
2 +
√
5
10 .
The uniform Bernoulli measure on ∂M is characterized by P( ↑ u) = p
|u|
0 , for
all u ∈ M . This example is specially interesting since the seond root p1 lies
itself in the interval (0, 1). Henceforth the function u ∈ M 7→ p
|u|
1 satisfies
u ≤ v =⇒ p
|v|
1 ≤ p
|u|
1 ; whereas for values p > 1, this is the reverse ordering,
which disqualifies p|u| at once for being represented as p|u| = ν( ↑ u) for any
measure ν.
Typically, this example provides a non negative Mo¨bius harmonic function
λ(u) = (p1/p0)
|u| such that (35) does not hold. Indeed, evaluating the left
hand member of (35) at trace u = a1 for λ(u) = (p1/p0)
|u| yields:
λ(a1)− f(a3)λ(a1 · a3)− f(a4)λ(a1 · a4) =
p1
p0
(1 − 2p1) < 0 .
5—Conclusion
This work suggests extensions in different directions. First, the graded Mo¨bius
transform is likely to extend to finitely presented monoids with an adequate
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normal form for their elements, typically finite type Coxeter monoids, including
braid monoids. The extension to these monoids of the probabilistic framework
of Bernoulli measures and of Mo¨bius harmonicity is a reasonable target. Deal-
ing with groups rather than monoids is a non trivial extension, since the partial
order structure collapses.
Second, pursuing the elements of a potential theory for Bernoulli measures,
either in the framework of trace monoids or in a more general framework, is
also natural. In particular, the notion of super-Mo¨bius harmonic functions
has a natural definition. A Green representation of super-Mo¨bius harmonic
functions seems to arise naturally.
Finally, establishing a bridge with the theory of Poisson-Furstenberg bound-
ary seems to be an interesting task, despite the first obstruction mentioned in
the Introduction: Mo¨bius harmonic functions are not invariant with respect to
an obvious Markov operator.
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