University of Windsor

Scholarship at UWindsor
Electronic Theses and Dissertations

Theses, Dissertations, and Major Papers

10-30-2020

Integrated Thermal Systems and Controls Modelling for AUTO
Mode Simulation and Optimization
Mingzhe Chang
University of Windsor

Follow this and additional works at: https://scholar.uwindsor.ca/etd

Recommended Citation
Chang, Mingzhe, "Integrated Thermal Systems and Controls Modelling for AUTO Mode Simulation and
Optimization" (2020). Electronic Theses and Dissertations. 8439.
https://scholar.uwindsor.ca/etd/8439

This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor
students from 1954 forward. These documents are made available for personal study and research purposes only,
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution,
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or
thesis from this database. For additional inquiries, please contact the repository administrator via email
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.

Integrated Thermal Systems and Controls Modelling for AUTO Mode
Simulation and Optimization
By

Mingzhe Chang

A Thesis
Submitted to the Faculty of Graduate Studies
through the Department of Mechanical, Automotive & Materials Engineering
in Partial Fulﬁllment of the Requirements for
the Degree of Master of Applied Science
at the University of Windsor

Windsor, Ontario, Canada

2020

© 2020 Mingzhe Chang

Integrated Thermal Systems and Controls Modelling for AUTO Mode
Simulation and Optimization
By

Mingzhe Chang

APPROVED BY

N. Van Engelen
Department of Civil and Environmental Engineering

M. Ahamed
Department of Mechanical, Automotive & Materials Engineering

O. Jianu, Advisor
Department of Mechanical, Automotive & Materials Engineering

September 8th , 2020

Declaration of Originality
I hereby certify that I am the sole author of this thesis and that no part of this thesis has
been published or submitted for publication.
I certify that, to the best of my knowledge, my thesis does not infringe upon anyone’s
copyright nor violate any proprietary rights and that any ideas, techniques, quotations, or
any other material from the work of other people included in my thesis, published or otherwise, are fully acknowledged in accordance with the standard referencing practices. Furthermore, to the extent that I have included copyrighted material that surpasses the bounds
of fair dealing within the meaning of the Canada Copyright Act, I certify that I have obtained a written permission from the copyright owner(s) to include such material(s) in my
thesis and have included copies of such copyright clearances to my appendix.
I declare that this is a true copy of my thesis, including any ﬁnal revisions, as approved
by my thesis committee and the Graduate Studies oﬃce, and that this thesis has not been
submitted for a higher degree to any other University or Institution.

III

Abstract
Virtual product development has become the preferred approach for vehicle A/C system
development. The advantages provided by virtual modelling compared to traditional approach are accelerated development pace and reduced cost. The thesis focuses on virtual
modelling of the A/C system on a SUV vehicle based on experimental data.
A virtual model of the A/C system is constructed and calibrated in Simcenter Amesim.
The model includes a vapour-compression refrigeration cycle and a cabin air model. The
components are modelled and calibrated based on supplier data. The two thermal systems
interact thermally at the evaporator level. The cabin air blower unit with a PI controller and
a small DC motor is also modelled in MATLAB/Simulink.
The virtual thermal model is able to simulate the cabin air temperature development
during High Ambient AUTO mode drive cycle. The controlled DC motor system tracks
reference speed to provide adequate air ﬂow for the cabin. The virtual models can be used
for A/C system and components performance analysis and optimization. The modelling
process provides deeper understanding on thermal and control systems design.
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Chapter 1
Introduction
1.1

Background

Vehicle A/C system development has traditionally been an iterative process in which the engineers design the system, build the prototype, perform physical test and revise the design
based on the actual performance. The development iteration continues until the performance
satisﬁes the design goal. By performing physical experiments, the results are highly reliable
and can be used to improve the design. However, the traditional approach faces massive cost
associated with conducting physical tests and it also suﬀers from slow development pace.
The automotive industry is in search of alternative ways to address these problems.
In recent decades, virtual product development has gained popularity due to more powerful computers and matured simulation software solutions as it addresses the two shortcomings of traditional development process by reducing the need to conduct physical tests and
accelerating the pace of the development. Hence, the need for prototyping has been greatly
reduced as the virtual model can provide accurate simulation result. In addition, virtual
modelling shows great ﬂexibility in areas where the design is open and faces uncertainties.
Vehicle A/C system development beneﬁts from virtual product development approach.
The components and structure can be constructed as a virtual model in the software, while
the thermal interactions between diﬀerent closed-loop systems can be simulated. The automatic control algorithm adds extra complexity but it can be analyzed and developed in
the software as well. Moreover, due to an increasing number of drive cycle tests for a new
vehicle to fulﬁll during development stage, virtual modelling shows great advantage and
ﬂexibility in areas where the engineers have to prepare the system for drive cycle tests.
System performance and minor design changes can be obtained from simulation directly.
Consequently, virtual modelling is the popular choice for A/C system development.

1

1.2

Objectives

A virtual software model for the automatic A/C system on a mid-size SUV vehicle is going
to be constructed and validated against experimental data. The complete software model
consists of a vapour-compression refrigeration cycle referred to as “A/C refrigerant loop”
throughout the thesis, and a vehicle cabin air model. In addition, the cabin air blower assembly including a DC motor and a proportional-integral-derivative (PID) type controller
is also constructed as a standalone system.
Virtually modelling an A/C system requires the understanding of the working principle
of each component and how to integrate them together. Fundamental knowledge on heat
transfer mechanisms and control logic is also a must for dealing with thermal models and
DC motor control. To develop a virtual model to simulate the A/C system performance on
the SUV vehicle, the following objectives are met as a result of this research:
• Develop an A/C refrigerant loop. Major components including compressor, condenser, evaporator and thermal expansion valve are built and calibrated against supplier data. The system undergoes refrigerant charge initialization process to ensure
the performance follows the physical system during drive cycle test.
• Obtain the cabin air model. The cabin air model is approached based on the calibrated
refrigerant loop that supplies cool air. Heat interactions between thermal mass and
cabin air are carefully modelled based on the knowledge of external heat load and
cabin geometries.
• Select a controller such that the blower can be controlled and output the desired
amount of air in the cabin. A brushless DC motor (BLDC) motor is implemented
in MATLAB/Simulink. The closed-loop control system with a PID type controller
is modelled and tuned. The system is designed to suit automotive applications with
integration in mind.
In summary, the goal is to develop a virtual A/C system model that is able to provide satisfactory simulation results for drive cycle test. Ideally, the blower assembly will be integrated
to the thermal system to achieve automatic temperature control to fully simulate the working
of automatic A/C system.

1.3

Thesis Outline

The thesis begins with a literature review on the methodologies of building one-dimensional
thermal systems. Various related topics are explored including thermal load calculation,
2

multi-zone cabin and 3D approach. The second part of literature review focuses on control
system design. The main features and applications of PID controller, Model Predictive
Control (MPC) controller and fuzzy logic control are discussed.
In Chapter 3, the details on how to build and calibrate each component in A/C refrigerant
loop are laid out, followed by refrigerant charge initialization process. Similar building procedures also apply to cabin air model. Finally, the two systems are connected and validated
against experimental data.
Chapter 4 turns the focus to modelling the blower motor assembly. A closed-loop control
system with a PI controller and a PWM driven BLDC motor are built and tuned. The result
is a controlled blower assembly that is able to track the reference air ﬂow rate supplied to
the cabin.
Simulation results and discussion about the results for both thermal and control systems
are presented in Chapter 5. Lastly, a summary of accomplishments and comments on future
improvements together make up Chapter 6.

3

Chapter 2
Literature Review
The primary focus of this research is to simulate the vehicle A/C system during AUTO mode
operation. The literature review therefore consists of two parts: thermal systems modelling
and control logic (controller design and integration with thermal systems). This structure
represents the steps took in the research process.
Thermal systems are the building blocks of the research and thus they have to be built
and calibrated ﬁrst. There are mainly two approaches for modelling thermal systems: Onedimensional (1D) and three-dimensional (3D); both of them have pros and cons with respect to model complexity, computation accuracy and speed. For certain systems such as
refrigerant loop, 1D modelling gives satisfactory results on refrigerant mass ﬂow rate and
temperature. More complex systems (e.g., cabin air loop) may beneﬁt from 3D modelling
as it involves temperature distribution inside the cabin; another approach is to have the
cabin volume divided into multiple 1D zones to improve accuracy while still retaining a
reasonable modelling eﬀort.
Diﬀerent types of control logic and controllers are then researched and compared. Special attention is paid to the input and output parameters of the controllers along with other
constraints of the system in the literature. The methodology and implementation details
for the integration of the controller and thermal systems is looked at. Lastly, the documentation of the two software tools used during the research (Simcenter Amesim and MATLAB/Simulink) is studied and referenced.
Related topics are also explored, including but not limited to thermal load calculation,
human ﬂux model and advanced control methods such as fuzzy control law. Due to the scope
of the research and author’s limited technical capabilities, it is not possible to implement all
of said topics in the research work. Nonetheless, exploring the diverse possibilities serves
as an important stage in the research as it provides inspirations.

4

2.1
2.1.1

Thermal Systems Modelling
One-dimensional Approach

The basic methodology and workﬂow for 1D modelling and testing of A/C system at component and system level is demonstrated by Natarajan et al [4]. The vehicle cabin 1D model
is represented by a moist-air volume with heat load entering through semi-transparent surfaces. During the simulation of the refrigerant loop, input conditions include compressor speed, condenser and evaporators inlet air conditions whereas output conditions include evaporators outlet air temperatures, compressor discharge pressure and head pressure.
When the A/C system is operating in re-circulation mode, it is necessary to model the vehicle cabin, as the evaporator inlet air conditions depend on the heat transfer into the cabin.
Heat load enters the cabin by radiation trough transparent and opaque surfaces, forced convection, and conduction through surface materials; thermal interactions happening inside
the cabin mainly are internal convection and conduction among interior materials. The
amount of thermal mass inside the cabin is crucial in determining the cool-down temperature curve. The limitation of 1D model is that it can only predict one average temperature
inside the cabin. Individual A/C system components are calibrated with supplier given geometry and performance data. The physical test is carried out on a SUV equipped with a
dual A/C system in a wind tunnel; the results correlate well with 1D simulation results. The
paper [4] provides insights into building a 1D model, i.e., implementing individual components into a 1D model and controlling input parameters. The virtual modelling process is
achieved by using Simcenter Amesim [2] software.
Kiss and Lustbader [5] implemented 1D model of vehicle A/C system in MATLAB
Simulink. In a similar approach, the 1D model consists of components of refrigerant loop
and vehicle cabin. To improve computational time while still retaining certain level of
accuracy, the fully-detailed model is simpliﬁed by altering S-functions in Simulink for the
zero-dimensional (0D) volume and 1D pipe blocks. The results of steady-state operation
and drive cycle based eﬃciency of the simpliﬁed models are adequately acceptable; the
speed improvement is on the order of 10 and 100 fold, respectively.

2.1.2

Three-dimensional Approach

The limitation of relying solely on 1D modelling is the lack of knowledge on temperature
distribution inside the vehicle cabin. Research has been done to explore the possibility of
combining 3D modelling method, i.e., Computational Fluid Dynamics (CFD), with traditional 1D modelling [6]. The author explains how to couple ANSYS® Fluent CFD solver
5

with 1D system model to better predict and visualize overall temperature distribution inside
the bulk of vehicle cabin. While the 1D model is only capable of predicting one average
temperature, the added 3D CFD solver can predict the temperature distribution in the cabin
volume. Bhambare et al. [7] performed a 3D transient analysis of the climate inside a vehicle cabin. Two solvers, a Lattice-Boltzmann method based ﬂow solver for convection heat
transfer and a ﬁnite diﬀerence based solver for conduction and radiation, are coupled to
achieve a good balance between the solution accuracy and simulation time. The cool-down
simulation is validated by the wind tunnel test and shows good agreement. Pathuri et al.
[8] divided the cabin air volume into 36 zones based on detailed geometric data and performed air ﬂow analysis using 3D CFD solver; transient thermal behaviours of ducts and
internal masses are also modelled. Good correlation between simulation and experimental
data measured at vehicle level is achieved.

2.1.3

Multi-zone Cabin

Due to enormous computational eﬀort and complex modelling process required by CFD,
it is not feasible to completely replace 1D modelling in the development stage of car A/C
system with 3D modelling. A practical approach to bridge the gap between the two is to
split the 3D model into multiple zones and solve for each zone using 1D modelling. Each
zone provides the average air condition in its corresponding volume, hence the more zones
there are, the more detailed and local information can be obtained about the whole vehicle
cabin. Studies [8–10] show that 1D based multi-zone approach is a relatively good mid
point between 1D and 3D modelling, providing relatively good results while not requiring
extensive set-up and intensive computing resources. The zone-splitting strategy can either
be based on vertical space (e.g., from top to bottom) or horizontal space if rear row air
ducts are present; it is also possible to be based on individual occupant if ﬁner temperature
control is the goal. The implementation details of 1D multi-zone approach vary from project
to project, based on their design priorities.

2.1.4

Systems with Multi-evaporator and Multi-row Air Ducts

Multi-row air ducts A/C systems are often found in mid to large-sized vehicles, such as
SUV and minivans. In most cases, a rear evaporator is required to drive the additional air
ducts [8, 10, 11]. The purpose of such a large and complex system is to eﬀectively and
uniformly control cabin air climate. Multi-zone becomes a quite handy analysis approach
in these kind of applications. The vehicle platform for this research has a single-evaporator
and single-duct conﬁguration. However, leaving the possibility for the software model to
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expand in the future to incorporate multi-evaporator and multi row ducts conﬁgurations still
seems valuable. Muthusamy et al. [10] built a 1D analysis platform for a large vehicle with
two evaporators and three air ducts rows. The cabin is essentially split into three zones
corresponding to the front, middle and rear rows. Air ﬂow from the rear evaporator is split
into the middle and rear rows, based on a split ratio estimated by comparing local thermal
loads. Andrès et al. [11] explored the possibility of ﬁtting a traditional multi-evaporator
A/C system into an electrical vehicle. They added an additional evaporator as a chiller to
cool the batteries as well as replace the thermal expansion valve (TXV) with an electronic
expansion valves (EXV). The dynamic coupling of multiple evaporators with thermal expansion devices prove to be challenging with respect to rejecting step disturbances. The
potential solution is to introduce more advanced control strategies to regulate the electronic
expansion valves.

2.1.5

Thermal Loads

Thermal loads that are imposed to the vehicle cabin are one of the most important factors
that need to be accurately estimated. The process involves taking consideration of thermal
sources and building heat transfer models for diﬀerent materials. Zheng et al. [12] suggest a simple method to calculate vehicle heat load. Various heat load sources including
solar radiation, seal-inﬁltration, occupants and blower motor are separately calculated and
summed up; the result is validated by wind tunnel tests. Fayazbakhsh and Bahrami [13] develop mathematical models to calculate heating and cooling load from major sources. The
models take vehicle geometry, material properties and driving condition characteristics as
input and calculates the thermal loads by diﬀerent sources for the simulation in real time.
The results show that radiation and ventilation load, i.e. the ambient air entering and cabin
air leaving, play important roles in cabin temperature variation. Sanaye and Dehghandokht
[14] take a similar approach to predict vehicle cabin temperature by performing mass and
energy conservation analysis. A new parameter, air circulation ratio, is deﬁned in addition
to solar load, ventilation load and evaporator capacity. Furthermore, the authors performed
a parametric analysis, which is based on vehicle speed, number of occupants and A/C mass
ﬂow rate to study the eﬀect of each parameter on the cabin temperature. Rugh et al. [15]
proved that solar control PVB glass can improve fuel economy by reducing A/C power
consumption. Two identical vehicles with diﬀerent glasses were tested under the sunlight.
Vehicle cabin model was simpliﬁed by considering cabin air and mass only, omitting the
occupant thermal comfort model. Thermal analysis on hot soak and cool down tests show
potentially 4% reduction in A/C power by setting a lower vent temperature.
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2.1.6

Thermal Comfort Model

One of the most important goals of the vehicle A/C system is to let the occupants feel
comfortable, both physiologically and psychologically. Thermal comfort level serves as an
additional criterion to determine the overall performance of the A/C system during product
development phase. On the other hand, thermal comfort level is not a parameter that can be
easily determined in a mathematical way since it involves a large amount of factors and is
highly subjective. Environmental factors that may have an eﬀect on thermal comfort level
include air temperature, air velocity, relative humidity and radiant heat [16]. According to
the same study, the other set of factors, which are more personal to the occupants, include
but not limited to activity level and clothing insulation.
The studies around thermal comfort of occupants inside a vehicle cabin are largely based
on two parameters: Fanger’s Predicted Mean Vote (PMV) and Predicted Percentage of Dissatisﬁed (PPD) [17]. The PMV predicts the average thermal sensation felt by a large group
of people exposed to the same environment; the index ranges from -3 (cold) to +3 (hot) with
0 being neutral. As an average agreement on the thermal discomfort level, however, the individual outlier data is underrepresented; therefore, the PMV index alone is not suﬃcient
to deﬁne how uncomfortable the occupants are. The PPD is then introduced by Fanger. It is
a quantitative prediction of percentage of thermally dissatisﬁed people based on the PMV,
addressing the outlier data that may be underrepresented in the calculation of PMV. The two
indexes are often employed together to determine the overall thermal comfort of occupants.
The aforementioned Fanger’s indexes were originally developed in 1970s. Subsequent
human ﬂux models were built based on Fanger’s indexes. The Fiala Physiological Comfort
(FPC) model [18] is a mathematical model that is capable of not only predicting thermal
sensation and comfort based on physiological eﬀects, but also simulating heat and moisture
dissipation from human body. Therefore, it is an active model that can simulate the thermal
interactions between the occupants and the cabin environment. Lorenz et al. [19] explore
the eﬀects of thermal interactions with the occupants using the FPC model. The conclusion
is that auxiliary thermal devices such as seat heating and low emissivity window glass could
reduce the heating energy demand and enhance thermal comfort during code environment.
Auxiliary thermal devices often have a positive contribution to the thermal comfort of
occupants while not requiring excessive energy to operate. Kubota et al. [20] modelled
auxiliary thermal devices such as air-conditioned seat and heated steering wheel and incorporated them into the vehicle cabin model. The local thermal comfort level is estimated
based on heat loss of occupants; an equivalent temperature 𝑇eq is calculated and validated
against declared values of test subjects.
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2.2

Control Design

The design and implementation of control logic dictates the behaviour of the automatic A/C
system in real world operations within the physical limit. The works of automotive A/C
system can be seen as an analogy for works of human body: the thermal systems behave
as the “body” while the control logic functions as the “brain” by taking information from
sensors as input, processing them and issuing commands to physical hardware. Optimized
control logic strikes the balance between the performance of the hardware and the energy
consumption rate. In other words, it helps the A/C system to achieve reasonable thermal
comfort in an economical way.
Controllers with diﬀerent types of control logic can be applied to vehicle A/C application. There are three types of control methods that are going to be explored in this chapter: traditional feedback control, predictive control and fuzzy control. Feedback control
is widely adopted in many industry applications usually in the form of a PID controller.
Feedback controller is easy to build and tune while also able to provide good performance.
Predictive control, or feed-forward control, used to be rare due to high computational resource requirement, but is becoming increasingly popular these days with more capable
on-board computer chips [21]. Fuzzy control is on the contrary to classical control, as it
analyzes input signal in terms of logical variables that take on continuous values between
0 and 1. Fuzzy logic is closer to human logic, making it possible to use human experience
can be used to design the controller [22].
Diﬀerent design approaches are reviewed in the following sections. The methodology
for the integration between thermal systems and controller is researched and summarized. It
is vital to understand how diﬀerent systems work together in the context of virtual product
development. However, due to the vast number of software platforms used in diﬀerent
research, the focus is on general idea rather than technical details.

2.2.1

System Identiﬁcation

The ﬁrst step towards building a control solution is to obtain the mathematical model of
the plant or physical process that is going to be controlled. Ideally the model can be derived analytically based on the ﬁrst principle (Newton’s equations). In this case, the model
is called a white-box model as its physical process is perfectly transparent. However, in
practical applications, it is often too complex or impossible to obtain a white-box model.
Another way to obtain the model is by going through system identiﬁcation: observe the
behaviour (output) of the physical system and try to determine a mathematical description
of the model. If the system is completely unknown and only the output can be observed,
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it is referred to as a black-box model [23]. A grey-box model, also called a hybrid model,
consists of a combination of ﬁrst principle (white-box) and empirical (black-box) components [24]. System identiﬁcation techniques exist to help determine the model of a plant
when it is not available as a white-box model.
A comprehensive review on system identiﬁcation, particularly on nonlinear black-box
modelling techniques are prepared by Sjöberg et al. [25]. Nonlinear black-box modelling is
considered diﬃcult to tackle due to the fact that nothing from a wide spectrum of possible
model descriptions can be excluded. The fundamentals of the black-box modelling can be
seen as two mapping processes: the ﬁrst mapping is from observed data to a regression
vector; the second mapping is by a nonlinear, function expansion type, to the space of the
system’s outputs. The state-space regressors are less restricted in their internal structure
than the input-output regressors, hence it might be possible to obtain a more eﬃcient model
with a smaller number of regressors. A general recommendation is to start by carefully
observing the data and the physics of the system, and work the way from simple linear
model to nonlinear model only if absolutely necessary. Lastly, validate the model against
fresh data which were not used for identiﬁcation.
Romijn et al. [26] claim that many model reduction techniques for high-order nonlinear dynamic system fail to reduce computational eﬀort, despite that fact that the order of a
model is signiﬁcantly reduced. By treating the entire system as a black-box and performing
system identiﬁcation and reduction, the favourable structure of the original model is lost.
The authors propose a grey-box approach by separating the white-box and black-box components of the model, performing reduction individually and re-coupling together. Proper
orthogonal decomposition (POD) is used for an eﬃcient reduction of large-scale linear and
nonlinear systems. As a result, a reduced grey-box model with less nonlinear complexity
is obtained. This novel technique is applied to obtain a heat convection-conduction model.
The combined model perform reasonably well compared to a black-box model.
The plant models for vapour compression refrigeration cycle and indoor dynamics are
analytically derived by Lin and Yeh [27] using bond-graph approach [25]. The two plant
models are subsequently identiﬁed and reduced into a single linear time-invariant (LTI) system with two inputs (compressor speed, expansion valve opening angle) and three outputs
(evaporator temperature, superheat temperature and condenser temperature). The model parameters are found out by conducting physical experiments and using least-square method.
The caveat is that the system is identiﬁed at a ﬁxed operating condition with only inputs
perturbed by square waves. Furthermore, the model is validated against the same set of data
which does not align with the recommendation by Sjöberg et al. [25]. This may not be an
important issue as indoor A/C systems usually operate in ﬁxed conditions.
10

2.2.2

PID Controller

One of the most widely adopted controller designs based on feedback control principle is
PID controller. The output sum of proportional, integral and derivative terms oﬀer treatment
for both steady-state and transient response of the controlled system.
Bansal et al. [28] reviewed a large number of PID controller tuning techniques. There
are classical heuristic techniques such as Ziegler-Nichol [29] and Cohen-Coon as well as optimization and adaptive techniques. The authors concluded that classical techniques require
less computing eﬀort and are simple to implement. However, due to the initial assumptions made about the plant and the desired output, the controller often needs to be further
tuned for desired results. Optimization techniques involve a cost function that needs to be
minimized in order to balance tracking error and command activity. Adaptive techniques
were also presented, with the basic principle being that the controller gains are found under
diﬀerent operating conditions and are handled by gain scheduling [28].
Li et al. [30] addressed diﬃculties on the tuning of integral and derivative terms.
The nonlinear median ﬁlter was recommended over the low pass ﬁlter in removing impulse spikes of derivative action caused by a sudden change of disturbance. Several integral wind-up remedies were brieﬂy discussed. The authors also presented a computerized,
simulation-based approach to illustrate the design results for ﬁrst-order, higher order and
nonlinear plants.
Integral windup is the result of PID controller command activity not being achieved
due to actuator saturation [31]. Since the PID controller relies on the fact that the command
activity are fully applied, its integrator parameter is adjusted aggressively, resulting in oscillation and poor reference tracking. The concept of integrator wind up is explained by
Bohn and Atherton [31] and several PID anti wind-up strategies included in early version
of MATLAB/Simulink are explored and compared.
A strategy that works well in continuous-time domain may suﬀer diﬃculties in discretetime domain. Scottedward Hodel and Hall [32] studied the behaviours of common anti
wind-up strategies in both continuous and discrete-time domains. The problem with clamping or freezing the integrator value is that there is no guarantee that the control signal will
come out of saturation soon or at all. Additional feedback action that provides error tracking
helps in continuous-time domain. For discrete-time domain, a switch mechanism is introduced by the two authors that linearly adjusts the integrator to reduce the saturation based
on feedback error term.
Although PID controller is applicable to many applications and often provide satisfactory results with basic tuning, it does not generally provide optimal control, whereas a cost
function of the plant process is being minimized and hence the performance can be opti11

mized. The fundamental problem is that the feedback loop, with constant gain parameters,
does not have direct knowledge on the plant process. Therefore, PID controller alone is
passive and the performance can be poor in some applications.
To improve reference tracking performance, Visioli [33] proposed a new design where
a nonlinear feed-forward action is added to the PID controller. The feed-forward action
generates a user-deﬁned transition time constant when a set-point change is present. The
time constant handles the trade-oﬀ between performance, command activity and robustness.
The integral and derivative parameters were tuned in order to reject disturbance. With a
step input as reference signal and a ﬁrst-order plus dead time (FOPDT) plant model, the
new design shortened the settling time compared to a PID controller without feed-forward
action.
In practical applications, PID controllers often need to take discrete-time data sets as
input. It is important to adapt continuous-time domain controllers to be used in discretetime domain and ensure the stability of the resulting control system. Mizumono et al. [34]
built an adaptive PID controller based on almost strictly positive real (ASPR) property of
the controlled system for discrete-time systems, so the asymptotic stability of the resulting
adaptive control system can be guaranteed. To deal with causality problems brought by
ASPR property in discrete-time domain system, a parallel feed-forward compensator (PFC)
design was employed to ensure robustness. The eﬀectiveness of the design was validated
against water level control SISO system.
A systematic approach to build PI controllers for an indoor A/C system was demonstrated by Lin and Yeh [27]. Both the vapour compression refrigeration cycle and the indoor
dynamics models are identiﬁed and linearized. A group of PI controllers with cascading
structure is responsible for regulating the compressor speed and thermal expansion valve
opening angle to satisfy the set temperatures for evaporator and condenser. The design of
PI controllers was based on linear–quadratic regulator (LQR) methodology and the tuning
of anti-windup compensator is largely based on trail-and-error. The requirement was to
have a good transient response on the indoor temperature while also maintaining zero overshoot. Subsequent study by Yeh et al. [35] added indoor and outdoor fans to the existing
plant models. The input of the system consisted either the indoor or the outdoor fan speed,
and one more PI controller for the actuator of the fan. The authors concluded that adding
the outdoor fan will improve steady state power eﬃciency and the indoor fan will improve
transient response.
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2.2.3

Model Predictive Control (MPC)

Mařík et al. [36] focused on intelligent control of commercial building HVAC system.
Traditional rule-based control strategies and Model-based Predictive Control (MPC), along
with thermal performance monitoring technique are compared and discussed. The generic
mathematical model for MPC is laid out and explained. The conclusion is that rule-based
control strategies are generally only capable of ﬁnding a sub-optimal solution, although
much more sophisticated implementations exist; model-based predictive control are more
complex but are able to provide better HVAC eﬃciency.
Within the ﬁeld of MPC controllers, there are linear and non-linear variants, which are
described in the following paragraphs.
Conventional feedback control tries to correct errors based on signal feedback from the
plant output without knowing the presence of disturbances, inevitably introducing phase
delay to A/C control system. Lim et al. [37] addressed this issue by developing a linear
MPC algorithm and tested it on a virtual vehicle model. The proposed predictive control
predicts the behaviour of disturbances in advance and then optimizes the compressor speed.
MATLAB/Simulink is often used for controller design and tuning. Wang et al. [38]
proposed a nonlinear model prediction control model for electric driven car A/C system and
implemented it as an interpreted MATLAB Simulink function block, which can be solved
numerically using the Model Predictive Control Toolbox. The performance is validated with
CoolSim high ﬁdelity model, which is based on the Simulink model developed by Kiss et
al. [39]. The prediction model is motivated by heat balance method [13].

2.2.4

Fuzzy Control

Fuzzy control is based on fuzzy logic, a mathematical system that analyzes analog input
values on a continuous scale between 1 and 0 (true and false). This is in contrast to classical logic, which operates on discrete values of 0 and 1. As a result, fuzzy logic can deal
with scenarios that cannot be simply expressed in binary terms, which are very common
in the real world. The advantage of fuzzy logic is that human experience can be used in
the design of the controller, making it easier to control tasks that have been performed by
humans. Therefore, fuzzy logic control is suitable for A/C system AUTO mode, where
thermal comfort is an important metric.
Research often focuses on the eﬃciency improvement over classical controllers such as
PID and MPC controllers. Ku et al. [40] aimed to address increasing air conditioning eﬃciency by using predicted mean vote (PMV) as a thermal comfort index. The control logic
is designed in conjunction with this metric. The researchers measured PMV performance
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and energy consumption of the A/C system by implementing inverse PMV model with PID,
self-tuning MPC controllers and fuzzy controllers, respectively. While all three methods obtained better results, fuzzy controller performed the best in terms of energy consumption.
Furthermore, the detailed evaluation of PMV index is presented, along with mathematical
derivations and block diagrams of three control methods.
Soyguder et al. [41] explored the possible way for fuzzy logic to integrate with traditional feedback controllers in A/C system. They designed a self-tuning PID-type fuzzy
controller with gain values being adjustable by using fuzzy rules. The proposed controller
has the same structure as a PID controller, so it can be easily integrated with the original
control system while still having the beneﬁts of on-line tuning. Additionally, they described
how to build such an expert HVAC system and to perform numerical simulations in MATLAB/Simulink’s Fuzzy Logic Toolbox. The performance, in terms of steady-state error and
settling time, is better than PID controller and PD-type fuzzy controller.
The input parameters to fuzzy controller were studied by Farzaneh et al. [42]. In designing the vehicle cabin thermal model, the authors took blower power and mode door
position into consideration to reﬂect the thermal comfort PMV index; the simpliﬁed PMV
index only included cabin temperature and air velocity as its factors. Still, when comparing
the two fuzzy controllers, one with temperature feedback and the other with PMV feedback, the latter showed better eﬃciency in terms of evaporator cooling capacity. The fuzzy
controller was further optimized using genetic algorithm (GA); robustness analysis against
ambient temperature variation was also performed.
Researchers developed fuzzy control logic based on the metrics of diﬀerent thermal
comfort models. Ibrahim et al. [43] employed the ANSI/ASHRAE Standard 55 by including temperature and relative humidity into the building of membership functions and
fuzzy rules of the PD-type fuzzy controller. The strategy was employed to ﬁrst bring the
cabin temperature to a level within the comfort zone of relative humidity and then close the
diﬀerence between the measured relative humidity and ideal value.
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Chapter 3
Thermal Systems Modelling
Fully virtual product development requires thermal system models that are able to simulate
the actual performance of the A/C system on a particular vehicle. It is crucial to identify
the underlying physics, since thermal systems serve as the foundation for developing control logic and controllers. In this chapter, the step-by-step procedures for thermal systems
modelling are laid out: from components building, system assembly to thermal systems
integration and calibration.
The vehicle platform considered for this thesis is a SUV vehicle. There are two closedlooped thermal systems to be modelled: the A/C refrigerant loop and the vehicle cabin air
loop. The two systems are individually built and calibrated using experimental data taken
from the drive cycle test before they are joint together to form a complete thermal model.
The A/C refrigerant loop is a vapour-compression refrigeration cycle that consists of a
compressor, a condenser, a TXV and an evaporator. To build each component, the physical
geometry, capacity and performance data are acquired from the manufacturers. The software normally models the physical behaviours of well deﬁned components with high accuracy; nonetheless, the components are calibrated against the performance data provided
by manufacturers’ data sheets. All major components are connected to form a closed-loop
thermal system, which is further calibrated using data acquired from drive cycle tests performed on the actual vehicle in the environment chamber. Drive cycles are described in
Section 3.2.
The vehicle cabin air loop represents the bulk of moist air inside vehicle cabin and it
is subjected to properties and geometries of interior materials and glasses, thermal loads
and vehicle operation conditions. Heat load enters the vehicle cabin through metal surface
and glasses by radiation, external convection and conduction; thermal interactions between
the interior materials and the air is mainly due to internal convection. The thermal mass is
carefully calibrated during hot-soak and cool-down process which will be be discussed in
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Section 3.3.4.
When the two closed-loop thermal systems are connected together, they interact with
each other on the evaporator level. That is, the refrigerant loop outputs evaporator outlet
air condition to the cabin air model; cabin temperature is fed back as evaporator inlet air
condition to the refrigerant loop. During the research, the refrigerant loop is approached
ﬁrst, followed by the cabin air loop. However, there is no requirement for the sequence of
modelling the two thermal systems, as they can be built and calibrated independently using
drive cycle data. The following are some considerations regarding modelling sequence:
• The refrigerant loop contains fewer components and involves simpler physics than
the cabin air loop, hence its virtual model is easier to build.
• A high quality refrigerant loop virtual model can replace the drive cycle data in calibrating the cabin air loop.
• The controller strategy is applied on the refrigerant loop. A complete refrigerant loop
model makes it possible to test the controller design at an early stage.

3.1

A/C Refrigerant Loop

The A/C refrigerant loop is a 1D, closed-loop thermal system and it operates in vapourcompression refrigeration cycle. The purpose of the refrigerant loop is to remove unwanted
heat and moisture from cabin air in order to maintain a certain comfort level for passengers.
The liquid refrigerant used for this study is R-1234yf. Being a more environmentally
friendly alternative to R-134a in automotive A/C systems, it only has a global warming
potential (GWP) index of less than 1; in contrast, this index for R-134a is 1430 [44]. The
refrigerant exists in the loop as a two-phase ﬂow and undergoes phase changes mainly in
the heat exchangers. When modelling and calibrating the refrigerant loop, it is critical to
ensure that the state of refrigerant ﬂow does not exceed its physical limits. Thanks to the
sensors placed throughout the loop, real time state of the refrigerant can be observed during
simulation.
In addition to the four basic components (compressor, condenser, TXV and evaporator), The vehicle also has a built-in internal heat exchanger (IHX) to improve the thermal
eﬃciency of the A/C system. IHXs are often found in stationary A/C system applications
and recently are adopted in automotive applications as well. An IHX is a liquid-to-vapour
heat exchanger (HEX) device that transfers heat from liquid refrigerant coming out from
the condenser to vapour refrigerant coming out from the evaporator. The warm liquid gets
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sub-cooled below the condensation temperature, while on the other side of the chamber, the
cold vapour gets completely vaporized. As a result, the IHX helps improve the A/C system
eﬃciency by saving compressor work.
The pressure-enthalpy (P-h) diagram for a simpliﬁed non-ideal vapour-compression refrigeration cycle is shown in Figure 3.1. The compressor work goes into the refrigerant
ﬂow during stage 1-2 by compressing the already superheated ﬂow; from stage 2 to 4, the
refrigerant transfers heat to the ambient air, undergoing a phase change while maintaining
constant pressure; the expansion process happens right next, bringing down both pressure
and temperature; ﬁnally, the refrigerant ﬂow enters the evaporator as saturated mixture and
completely evaporates by absorbing heat from the cabin air. The two phase changes in the
HEXs along with the throttling eﬀect of TXV and the work of compressor form the complete
refrigeration cycle. It is important to make sure that the refrigerant ﬂow entering the compressor must be completely superheated vapour, otherwise it may damage the compressor
pump.

Figure 3.1: P-h diagram of a non-ideal vapour-compression refrigeration cycle [1]
The schematic view of the refrigerant loop is shown in Figure 3.2. Despite being simpliﬁed for better presentation, the major components along with input and output conditions
can still be seen. There are three input conditions to the system: the compressor speed
(rpm), condenser inlet air condition and evaporator inlet air condition; the only output is
evaporator outlet air condition. Thermal sensors are placed before and after components,
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allowing constant monitoring of refrigerant ﬂow state.

Figure 3.2: A/C refrigerant loop in Simcenter Amesim [2]
The refrigerant loop can operate under fresh mode or re-circulation mode. Under fresh
mode, the evaporator inlet air comes directly from the ambient environment, hence it is
possible for the refrigerant loop to work in the absence of cabin air conditions. However,
re-circulation mode has better performance and conserves energy [45], therefore it is used
during cool-down operation. The analysis will be based on re-circulation mode, as it is the
case for drive cycle test. The dynamic cabin air condition is supplied by experimental data
from drive test for model calibration.
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3.1.1

Compressor

The compressor’s role is to compress gaseous refrigerant and generate ﬂow rate. Mechanical
power from the engine crankshaft is converted to potential energies of the refrigerant in
forms of pressure rise and temperature increase. As a side eﬀect, the compressor also drives
the refrigerant to circulate inside the loop, providing the ﬂow rate. The refrigerant ﬂow
enters the compressor’s suction port and comes out from its discharge port. The state of the
ﬂow remains as superheated vapour throughout the entire component. The compressor is
driven directly by the running engine; the compressor’s rotary speed is linked to the engine
speed due to a ﬁxed pulley ratio.
The compressor is a variable displacement piston compressor with a supplier-deﬁned
minimum displacement and a maximum displacement. The piston displacement is determined by the piston’s stroke, which depends on the swash plate angle. The angle variation
of the swash plate is regulated by an internal regulation valve, following the pressure conditions at suction and discharge ports. Ideally, the variable displacement feature helps the
compressor to operate smoothly despite the engine’s speed ﬂuctuations.
Control strategies can be applied to the variable displacement compressor to regulate
refrigerant ﬂow temperature, eventually achieving a target evaporator air outlet temperature.
In the basic form, a feedback controller reads the actual temperature of the air coming out
of the evaporator and compares it with target temperature (reference signal). The controller
issues a signal between 0 to 1, where 0 means the compressor is at the minimum stroke and
1 means the compressor is at maximum stroke. Therefore, the controller controls compressor’s displacement to track the reference signal.
The physical geometries and eﬃciencies of the compressor are provided by the manufacturer for the working rage of the pressure ratio and rotary speed. The volumetric eﬃciency 𝜂 vol and isentropic eﬃciency 𝜂 is are deﬁned in 3D look-up tables provided later in
this Section; these values depend on the pressure ratio 𝜏 described in Equation 3.1 (pressure
diﬀerence between the suction and discharge ports), rotary speed and ﬂuid temperature. The
mechanical eﬃciency of the compressor depends on engine rotary speed and pressure ratio
in theory; it is set to a constant number according to the supplier’s data sheet.
𝜏=

𝑃 dis
𝑃 suc

(3.1)

Equation 3.2 describes the volumetric eﬃciency 𝜂 vol for the compressor, where 𝑉 ̇ real is
the measured volume ﬂow rate generated by the compressor at the discharge port. In reality,
mass ﬂow rate can be used in place of volume ﬂow rate.
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𝜂 vol =

𝑉 ̇ real
𝑚̇
= real
𝑉 ̇ theory 𝑚̇ theory

(3.2)

The theoretical maximum volume ﬂow rate 𝑄̇ theory is calculated in Equation 3.3, where
𝜔 is the rotary speed and 𝑉 is the displacement of the compressor. The displacement modulation factor 𝛼 of the variable displacement pump is determined by the control signal from
feedback controller.
𝑄̇ theory = 𝛼 ⋅ 𝜔 ⋅ 𝑉

(3.3)

Equation 3.4 describes the isentropic eﬃciency 𝜂 is , which is deﬁned as the ratio between
the isentropic enthalpy variation and the real enthalpy variation between the discharge port
and suction port.
𝜂 is =

Δ𝐻 theory
Δ𝐻 real

=

𝐻 dis,isentropic − 𝐻 suc
𝐻 dis,real − 𝐻 suc

(3.4)

As a result, the eﬃciency value can be determined at any combination of pressure ratio
and compressor speed. The volumetric and isentropic eﬃciencies for the compressor in
the working range speed and pressure ratio is presented by the 3D look-up table shown in
Figure 3.3 and Figure 3.4, respectively. The horizontal axes represent the pressure ratio 𝜏
and compressor speed in rpm, respectively. The vertical axis is the eﬃciency value. The
values in between data sets are interpolated.
The basic structure of such a device can be found in the Air-Conditioning component
library in Amesim software [2]. It should be noted that not all of the available parameters
of the compressor are supported by Amesim, such as the suction and discharge ports geometries. This will not be much of a concern in terms of system performance accuracy, as
the refrigerant loop as a whole will be calibrated once every component is modelled.
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Figure 3.3: Compressor volumetric eﬃciency 3D look-up table.

Figure 3.4: Compressor isentropic eﬃciency 3D look-up table.

3.1.2

Condenser

The three heat exchangers that exist in the refrigerant loop are the condenser, evaporator and
internal heat exchanger. Both the condenser and evaporator involve complex heat transfer
between refrigerant ﬂuid and the air. Not only the geometries of the heat exchangers have to
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be supplied, but suitable heat transfer correlations must also be selected in order to calibrate
the virtual model against experimental performance data.
The condenser used in the vehicle is a ﬁn-and-tube heat exchanger with a speciﬁed
frontal area. The schematic diagram of such a condenser is shown in Figure 3.5. Each one
of the four passes is represented by an identical sub-component found in the Heat library
in Amesim. Geometric parameters shared among the passes include but not limited to ﬁn
length, ﬁn pitch, hydraulic diameters, refrigerant-side tube cross-sectional area and air-side
ﬁn cross-sectional area. The most downstream pass shown at the bottom of the ﬁgure is
subjected to vehicle speed input.

Figure 3.5: Condenser in Simcenter Amesim
Heat transfer in a heat exchanger typically involves heat convection in each ﬂuid and heat
conduction through the wall separating the two ﬂuids. The heat transfer rate between the two
ﬂuids at a certain location in a heat exchanger depends on the magnitude of the temperature
diﬀerence. Since the temperature diﬀerence often varies along the heat exchanger, accurate
modelling of a heat exchanger can be challenging. Fortunately, air velocity and air-side
condenser grid surface temperature can be found in experimental data taken at diﬀerent
vehicle speeds. The condenser inlet air condition depends on the vehicle speed, which
is a changing value. Furthermore, when the air reaches the condenser, the temperature
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and velocity are diﬀerent from the ambient due to grille and under-the-hood eﬀect. To
compensate for that, experimentally determined 4D look-up table shown in Figure 3.6 is
used for locating condenser grid surface temperature on a speciﬁc spot at a speciﬁc vehicle
speed.

Figure 3.6: Condenser temperature 4D look-up table at a ﬁxed vehicle speed
In the 4D table, condenser frontal surface dimensions in meters are represented in the
two horizontal axes; the vertical axis is condenser grid surface temperature in degree Celsius. The fourth axis, vehicle speed in mph, is not possible to be shown in the ﬁgure and
it forms the fourth dimension. The temperature distribution is recorded at three diﬀerent
vehicle speeds. In Figure 3.6, the results for only one speed is shown. Again, interpolation
technique is used to ﬁnd y value on any point of the condenser surface for any vehicle speed
falling in the range of the three speeds. A very similar 4D table also exists for air velocity.
The two tables are supplied to the condenser assembly to help determine local heat transfer
rate for better modelling accuracy.
With physical geometries and air side conditions available, the next step is to calibrate
the condenser so that the performance of the virtual model is as close to the physical unit
as possible in its operating range. Heat rejection to the air causes the refrigerant ﬂow to
go through phase change; consequently, friction occurs and causes refrigerant-side pressure
drop. Furthermore, pressure drop modiﬁes the saturation pressure of the refrigerant, which
has an impact on the heat rejection. As a result, heat rejection and pressure drop are coupled
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and needed to be calibrated simultaneously using an iterative approach.
Heat rejection on the air-side is shown in Equation 3.5:
𝑄̇ rejected =

Nu ⋅ 𝑘air
⋅ 𝐴 ⋅ (𝑇air − 𝑇wall )
𝐶d

(3.5)

The convective heat transfer coeﬃcient is deﬁned by Nusselt number Nu in turbulent
regime, with 𝑘air being air-side thermal conductivity and 𝐶d being air-side hydraulic diameter. The heat rejection is therefore associated with Nusselt number Nu. Other parameters
include air-side surface area 𝐴, the temperatures of the air and the wall.
The Nusselt correlation in turbulent regime shown in Equation 3.6 is an expression
comprised of Reynolds number Re, Prandlt number Pr and the coeﬃcients 𝑎, 𝑏 and 𝑐:
Nu = 𝑎 ⋅ Re𝑏 ⋅ Pr𝑐

(3.6)

The three coeﬃcients are used to tweak the external heat transfer to take into account
diﬀerent types of ﬁn geometry. In case that the airﬂow is in laminar regime, a minimum
Nusselt number is used in place of the correlation. The equations used to evaluate coeﬃcients 𝑎 and 𝑏 are expressed in Equations 3.7 and 3.8.
𝑎=

Nu
⋅ Pr𝑐1

Nu

𝑏=

(3.7)

Re𝑏1

Pr

𝑐

ln ( Nu1 ( Pr2 ) )
2
1
Re
ln ( Re1 )
2

(3.8)

Note that at least two experimental points are needed to calibrate 𝑎 and 𝑏. Calibration
process involves adjusting 𝑎 and 𝑏 separately to obtain the desired value of condenser efﬁciency (measured by sub-cooling or power exchange rate). The value of 𝑐 is kept default
at 0.4, which is a good initial value according to a Amesim developer’s suggestion [46] for
setting up batch simulation to ﬁnd the rest of coeﬃcients.
By deﬁnition, Reynolds number Re is the ratio of inertial forces to viscous forces within
a ﬂuid which is subjected to relative internal movement due to diﬀerent ﬂuid velocities, as
shown in Equation 3.9:
Re =

𝜌𝑢𝐿 𝑚̇ air ⋅ 𝐶d
=
𝜇
𝐴cs ⋅ 𝜇

(3.9)

Prandtl number Pr is the ratio of momentum diﬀusivity to thermal diﬀusivity and can
be simpliﬁed into the form shown in Equation 3.10, where 𝜇 is the dynamic viscosity and
24

𝐶p is the speciﬁc heat of air.
𝜇 ⋅ 𝐶p

Pr =

𝑘air

(3.10)

The refrigerant may undergo phase changes such as boiling and condensation. The
refrigerant inside the condenser will most likely condense and therefore the overall heat
transfer coeﬃcient is calculated based on a full liquid heat transfer coeﬃcient. Based on
Amesim User’s Guide [2], Shah correlation is used to calculate internal convective heat
transfer coeﬃcient in condensation situation. Nonetheless, correlation for boiling process
should also be set up as the refrigerant may experience both condensation and boiling inside
the tubes. VDI for vertical tubes correlation suites the application for single phase refrigerant ﬂow in laminar regime. In this correlation Nusselt number Nu is kept constant at 3.66
for circular duct geometry. To verify the refrigerant ﬂow regime, Reynolds number for ﬂow
in a pipe can be calculated using Equation 3.11, where 𝑢 is the mean velocity of the ﬂuid,
𝐶d is the hydraulic diameter of the pipe and 𝜈 is the kinematic viscosity. During normal
operation the refrigerant ﬂow is in laminar regime.
𝑢 ⋅ 𝐶d
(3.11)
𝜈
Although refrigerant-side heat exchange is calculated with pre-deﬁned correlations, in
some cases it may be necessary to adjust the internal heat exchange by modifying the
refrigerant-side heat transfer gain “kHeat” parameter. Similarly, the friction occurring along
the passes of the heat exchanger can also be manually adjusted with the refrigerant-side frictional pressure drop gain “kdP” parameter. The following step-by-step procedure for heat
exchanger calibration was adopted in this thesis:
Re =

1. Build the heat exchanger using physical geometries and supply experimentally determined 4D look-up tables of air velocity and heat exchanger surface temperature at
diﬀerent vehicle speeds.
2. Choose Nusselt correlation for air-side heat rejection, set up initial values for Nusselt
correlation coeﬃcients, refrigerant-side pressure drop gain and refrigerant-side heat
transfer gain.
3. Set up batch run to let the solver ﬁnd a suitable combination of parameters to ensure
minimum deviation from experimentally determined heat rejection and pressure drop
values provided by heat exchanger manufacturer.
4. Iterate the previous two steps if necessary to reduce deviation.
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The results for condenser calibration in Amesim is shown in Figure 3.7. The simulated
results follow the trend of the supplier provided experimental data sets quite well. The heat
rejection results show that the maximum deviation is merely 2.11% and the pressure drop
deviation is 18.39%.

(a) Heat rejection

(b) Pressure drop

Figure 3.7: Condenser calibration
There is also a receiver dryer component located at the condenser outlet to remove any
moisture from the refrigerant. The internal diameter and height, hence the volume information is available from the supplier. A stratiﬁed chamber component and an oriﬁce from
Two-phase ﬂow library are used to model the receiver dryer. Note that the stratiﬁed chamber
component in Amesim is ideal with no frictional loses, hence non ideal behaviours such as
pressure drop are accounted for by the oriﬁce. The ideal ﬁltering process is adiabatic and
constant-pressure, resulting in no heat exchange between the refrigerant and the ambient
environment. The liquid and vapour phases inside the chamber have diﬀerent densities in
their respective volumes but they share a homogeneous pressure. More importantly, the receiver dryer is responsible for holding the excessive refrigerant ﬂow when the cooling load
is low. The height of the liquid inside the chamber is monitored.

3.1.3

Evaporator

The procedure for modelling and calibrating the evaporator is similar to the one used for the
condenser, as both the evaporator and the condenser are liquid-gas heat exchangers involving
refrigerant phase change. The evaporator on the vehicle is also a ﬁn-and-tube type heat
exchanger. The rows are arranged such that the front row has the same number of passes
as the rear row to ensure optimal thermal performance. Unlike the condenser, there is no
ﬂow conditioning unit attached to the evaporator. Selecting the component from Amesim
library becomes a simple task as to employ a dual-core heat exchanger. The same set of
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geometric properties are supplied to the heat exchanger building tool but without the need
of 4D look-up tables, since air-side conditions can be obtained directly from the cabin air
model and blower fan.
The air-side conditions include air mass ﬂow rate, temperature, pressure and density.
The air mass ﬂow rate is determined by the blower motor and fan assembly. For calibration
purposes, the air mass ﬂow rate is provided by the drive cycle experimental data. Air temperature can be considered the same as cabin air temperature, since the A/C system operates
in re-circulation mode. Pressure is considered the same as the atmosphere; density is assumed to be constant as it does not vary signiﬁcantly with temperature. Nusselt correlation
shown in Equation 3.6 is used for evaporator air side heat rejection.
In contrast to the condenser, refrigerant ﬂow inside evaporator tubes will be facing boiling condition. The overall heat transfer coeﬃcient is calculated depending on the contribution of nucleate boiling as well as forced convection. VDI for horizontal tubes correlation
is used when boiling occurs. Other correlations relationships used for refrigerant side heat
transfer are the same as the ones used for condenser.
Similar to the calibration of condenser, refrigerant-side pressure drop gain “kdP” and
heat transfer gain “kHeat” can be adjusted manually or automatically. The calibration process is to ﬁnd a set of Nusselt coeﬃcients, heat transfer gain and pressure drop gain to satisfy
minimum deviation from supplier experimental data. The calibration working panel for the
evaporator is shown in Figure 3.8.

(a) Heat rejection

(b) Pressure drop

Figure 3.8: Evaporator calibration
It should be noted that heat rejection deviation has to be minimized as it aﬀects the heat
transfer rate between refrigerant and air, hence the actual performance of the heat exchanger
model. Based on condenser and evaporator calibration results shown in Figure 3.7 and Figure 3.8, it can be seen that the heat rejection results are in good alignment with experimental
data as deviations are at around 2%. Once the heat rejection is satisﬁed, pressure drop should
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be kept within a reasonable range as it is only an internal behaviour of the refrigerant and
does not have an direct impact on the performance. Pressure drop deviations are one order
of magnitude larger at 18% and 12%, respectively.

3.1.4

Internal Heat Exchanger (IHX)

The internal heat exchanger works diﬀerently than condenser and evaporator where heat
exchange happens between the refrigerant and the air. The two ﬂuid branches inside an
IHX are the warm refrigerant comes out of condenser and cold refrigerant comes out of
evaporator. Heat exchange occurs between the warm and cold branches from the same
closed loop, hence the name “internal”.
An important beneﬁt of adding the IHX, besides improving thermal eﬃciency of the
entire system by reducing compressor work, is that it acts as a double safe to ensure that
the refrigerant is superheated before entering the compressor. The IHX will add additional
heat to the refrigerant after the sensing bulb of the TXV. Normally the TXV is in charge of
this and the refrigerant can be kept in the two-phase domain throughout the evaporator. The
refrigerant temperature is thus homogeneous, resulting in an ease of designing the moist air
ﬂow piping, as well as a reduced computational complexity for evaporator virtual calibration. The requirement of refrigerant becoming completely superheated at compressor inlet,
which used to be evaporator’s responsibility, is now ensured by the IHX.
Amesim software libraries do not contain a pre-deﬁned “internal heat exchanger” component. Building the IHX becomes a manual task of adding thermal pipes to the two
branches of the loop (to simulate ﬂow friction and pressure drop) and sandwich an aluminum heat capacitor that conducts heat between thermal pipes of both branches. The
detailed view of the IHX assembly is shown in Figure 3.9.
It should be noted that the heat transfer between pipes and the heat capacitor is by simple
heat ﬂux, hence complex convection correlation equations are not necessary. Since the
geometries of the IHX is unknown, assumptions are made about the heat capacitor mass
and the pipe geometries. The rate of temperature change shown in Equation 3.12 is based
on energy balance of all four ports of the thermal capacitor, where 𝑞𝑖̇ is the input heat ﬂux
at the corresponding port in Watt.
∑4 𝑞𝑖̇
d𝑇
= i=1
d𝑡
𝑚 ⋅ 𝑐𝑝

(3.12)

The mass of the thermal capacitor does not have an impact on the performance for
steady-state simulation. However, it will aﬀect transient behaviour of the system. The
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Figure 3.9: Internal heat exchanger detailed view
accurate modelling of the IHX relies on system calibration, i.e. charge initialization process.
The state of the ﬂow was monitored closely when performing system calibration to ensure
that the refrigerant coming out of the evaporator is in two-phase state and that the IHX is in
charge of superheating it.

3.1.5

Thermal Expansion Valve (TXV)

The thermal expansion valve (TXV) is an active metering device that regulates the refrigerant ﬂow rate into the evaporator to ensure a near-constant superheat of the refrigerant vapour
at the outlet of the evaporator. When the heat load on the evaporator increases, superheat
at the evaporator outlet rises, and vise-versa. To avoid that, the TXV regulates the ﬂow rate
into the evaporator by altering its valve lift based on refrigerant pressures at the evaporator
inlet, preloaded spring pressure and vapour pressure at evaporator outlet. Ideally, only the
optimal amount of refrigerant is supplied by the valve to keep the entire evaporator surface
active while not leaving any liquid refrigerant to be sucked into the compressor. The ability
of the TXV to match the refrigerant ﬂow to the rate at which it can be fully vapourized
makes the TXV an ideal expansion devised for air conditioning applications. The graphical
representation of the TXV component is shown in Figure 3.10, with in-going, out-going
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parameters and port numbers.

Figure 3.10: The thermal expansion valve component in Amesim
The TXV component from Air-Conditioning library has a total of four ports in two pairs,
whose functions are described below. The refrigerant ﬂow coming from the condenser
enters port 4 and regulated ﬂow exits port 1; at the evaporator outlet, ﬂow enters port 2
and exits port 1. The port 2-to-3 pair on the top of the component is equipped with a
thermal sensing bulb, which measures refrigerant pressure and converts it to its saturation
temperature 𝑇bulb by using a P-T chart. The pressure and density information received at
port 2 is passed along to port 3 without any modiﬁcation. The diﬀerence between actual
refrigerant temperature and saturation temperature at measured evaporator outlet pressure
is called superheat.
The valve regulates the ﬂow between port 4 and port 1. A variable resistive element is
implemented to simulate the force balance acting on the rod, described in Equation 3.13:
𝑃evap,out(𝑇bulb ) = 𝑃TXV,in + 𝑃spring

(3.13)

The force balance on the valve lift involves valve opening forces (imposed by upstream
refrigerant ﬂow pressure and spring preload) and closing force (evaporator outlet pressure at
bulb temperature). The resistive element can operate in the range from fully closed to fully
open. depending on inlet pressure and the superheat measured at the sensing bulb between
port 2 and 3.
The characteristics of the TXV are deﬁned by the four-dimension diagram show in Figure 3.11. These quadrants are explained as follows:
1. The refrigerant saturation curve and valve opening curve as functions of evaporator
outlet temperature and pressure is in quadrant 1. It deﬁnes valve opening pressure
characteristics related to port 4 and port 2
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2. The evaporator outlet pressure (port 2) as a function of valve lift (stroke in mm) at 0°
C bulb temperature (𝑇bulb )
3. The refrigerant mass ﬂow rate (port 1) as a function of valve lift
4. The refrigerant mass ﬂow rate as a function of evaporator outlet temperature

Figure 3.11: Four-dimension diagram for the thermal expansion valve [2]
The third quadrant shows the mass ﬂow rate as a function of valve lift, provided high and
low reference pressures at the TXV inlet and outlet ports, as well as reference sub-cooling.
The fourth quadrant curve is derived based on the ﬁrst and third quadrants, therefore 2D
tables of the ﬁrst three quadrants are needed from the supplier data. A pressure oﬀset at
bulb temperature is used to model the preload of the spring, hence in the ﬁrst quadrant
the valve opening curve can be shifted up or down. The maximum valve lift is explicitly
speciﬁed by the suppler, limiting the maximum mass ﬂow rate shown in quadrant 3 and 4.
The mass ﬂow rate imposed by the TXV is shown in Equation 3.14.
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𝑚̇ = 𝑚̇ ref ⋅

𝑝4 − 𝑝1
𝜌
𝜌
⋅
×
𝜌ref √ 𝑝ref,high − 𝑝ref,low 𝜌ref

(3.14)

Where 𝜌 is upstream ﬂuid density and 𝜌ref is the reference density computed based on
the reference pressure and reference sub-cooling in third quadrant.

3.2

Drive Cycles

The basic approach to thermal systems modelling is to build A/C refrigerant loop and cabin
air loop individually and calibrate them against the same set of experimental data until both
systems are in good alignment with the physical performance. Charge initialization process
on A/C refrigerant loop, for instance, requires external input as boundary conditions, such
as ambient air conditions and vehicle speed proﬁle. For cabin air model, more external
parameters are going to be needed for thermal mass tuning. It is necessary to explain the
experimental data taken from drive cycle test before jumping into the modelling of cabin
air.
The experimental data comes from High Ambient AUTO mode drive cycle test performed on an actual vehicle. The drive cycle test is intended for capturing automatic A/C
system performance under AUTO mode when the vehicle is subject to an extremely high
ambient temperature and constant solar heat load. The target temperature for the cabin air
is set to room temperature, and every other user modiﬁable option is set to AUTO. In particular, the ambient environment conditions speciﬁed by the drive cycle are listed as follows:
• Ambient temperature is extremely high.
• Initial cabin temperature is hot-soaked to a higher value.
• Relative humidity is low.
• Solar heat ﬂux is constant and strong
During a cycle run, vehicle accelerates from still to city driving speed and maintains
the speed for a while; it then accelerates to a higher speed and maintains the speed for the
remaining of the test. The vehicle speed has a directly impact on A/C system performance:
heat convection over condenser and other body parts. Also, it is worth mentioning that
engine speed changes, which decides compressor speed.
The physical test is carried out in a thermal chamber with strictly controlled environment. The speed of the vehicle is ideally controlled by programmed robotic arm to avoid
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extra thermal load imposed by the human driver. A turbine or fan is placed in front of the
vehicle to simulate air ﬂow at corresponding driving speed. During the test, various sensors and meters placed throughout the vehicle collect data relating various aspects of the
operating condition of the vehicle.

3.3

Cabin Air Model

The vehicle cabin environment can be treated as a 1D model subject to solar radiation,
ambient heat load and cold airﬂow from A/C refrigerant loop. Cabin air model is made
up of cabin air volume, surface and interior materials, external and internal heat transfer
dynamics during vehicle operation. The modelling of cabin air model follows a set of steps
outlined as follows:
First, the air volume and thermal mass inside the cabin have to be quantiﬁed based on
cabin geometries and interior dimensions. Physical and thermal properties of each material
are also speciﬁed. Next step is to consider the heat load and assess the possible ways it can
be transferred into the vehicle. Glass surface absorbs and transmits solar radiation depending on its absorptivity 𝛼, reﬂectivity 𝜌, transmissivity 𝜏 and incident angle; the transmitted
radiation is absorbed entirely by interior materials. Opaque surfaces such as metal and plastic absorb solar radiation and at the same time are subjected to external forced convection,
whose rate can be approximated based on vehicle speed and ambient air condition. Conduction also happens between engine compartment ﬁrewall and interior materials such as
the dashboard. The last step is to calibrate internal convective heat transfer coeﬃcients between air and interior materials. Hot-soak simulation pushes the system to an extremely
hot initial condition, followed by cool-down simulation in which the transient behaviour
of cabin air model can be observed and convective heat transfer coeﬃcients can be tuned.
The goal is to match the simulated cabin air temperature to drive cycle data. The processes
described above can be carried out in an iterative manner to ensure a good tracking of cabin
temperature.
An important remark is that according to High Ambient AUTO mode drive cycle, the
A/C system is operated under re-circulation mode. The cabin air is circulated in a closed
loop by the blower fan; the entire heat load is exhausted by heat exchange over the evaporator
during vehicle operation.
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3.3.1

Thermal Mass

The vehicle cabin interior is made up of objects and accessories such as seats, door panels
and ﬂoor mats. They are of diﬀerent shape, size and materials. Having larger speciﬁc heat
than air, they act as a damper during transient behaviour, hence are called thermal mass.
Both the transient and steady state behaviours of cabin model depend on its thermal mass
composition.
• The volume of each interior object is estimated based on cabin CAD report from
industrial partner, where the dimensions of each object are provided. The thermal
mass can be easily determined knowing the density.
• Major objects inside the cabin include roof, ﬁrewall/dashboard, side panels, doors,
rear panel, seats and carpet. Glass parts include windshield, rear shield and six door
windows in three rows.
• The interior air volume is calculated by subtracting the volume of bulky interior objects such as seats and dashboard from the total cabin volume.
• Speciﬁc heat 𝐶𝑝 and thermal conductivity 𝑘 is assigned to each diﬀerent material.
• For objects that are subjected to solar heat ﬂux, the angles of the objects with respect
to horizontal ground are measured. With the knowledge of solar ﬂux angle with
respect to the ground, incident angles can be determined.
• An additional mass is added to the virtual system to represent miscellaneous components with obscure dimensions, such as steering wheel and centre console. Moreover,
the added mass acts as an tuner during the ﬁrst few iterations of cool-down simulation, as often times the cool-down curve is too rapid due to the lack of thermal inertia
in the virtual model. The role of this miscellaneous mass can be taken over once
internal convective heat transfer coeﬃcients are established and the masses of other
components are adjusted.

3.3.2

External Heat Transfer

Heat load enters the cabin through thermal radiation and forced convection. The thermal
radiation heat ﬂux and ambient air conditions include temperature, pressure and relative
humidity are described previously in Section 3.2.
The energy exchange mechanism of thermal radiation is characterized by Equation 3.15:
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𝛼+𝜌+𝜏 =1

(3.15)

Here, absorptivity is denoted by 𝛼, reﬂectivity by 𝜌 and transmissivity by 𝜏. Given incidental angle and the medium, these coeﬃcients are a function of wavelength. For glass
materials, the baseline values for the three properties at a perpendicular incident angle are
provided by industrial partner. Note that the PVB plastic layer in the construction of windshield glass does not aﬀect its thermal radiation properties; it only has an inﬂuence on density, speciﬁc heat and thermal conductivity. The reﬂectivity 𝜌 determines the portion of
radiation reﬂected by the material; since the values are very small compared to the other
two, it is omitted in the modelling process.
Another thermal property of interest is emissivity 𝜖, which is deﬁned as the ratio of
the thermal radiation from a surface to the radiation from an ideal black body at the same
temperature. Larger (closer to 1) value of emissivity indicates that the material cools itself
better by emitting more thermal radiation. Emitting radiation is another way to cool down,
in addition to heat convection by the air. The emissivity of the vehicle outer surface as a
whole is assumed and it is to be deﬁned separately in glass and metal surface properties.
Solar radiation not only interacts with vehicle surface materials, but also gets transmitted into the vehicle cabin through glasses. It is assumed that solar radiation through the
windshield is absorbed entirely by the instrument panel; radiation through other windows
and rear shield are absorbed by the seats and the headliner. This is based on the fact that
the radiation emitted by the interior materials is trapped inside the cabin due to the blocking
eﬀect of windshields and glasses, known as greenhouse eﬀect. For this reason, the cabin
air temperature can rise to a much higher value than the ambient air temperature. It also
explains the higher-than-ambient initial cabin air temperature at the beginning of the drive
cycle.
The forced convection that happens on the surface of vehicle is modelled using “ﬂat
plate with predeﬁned correlation” in Amesim. The input to this sub-model include ambient
air conditions and vehicle speed. Schematic view of the vehicle cabin model constructed in
Amesim is shown in Figure 3.12, showing the arrangement of thermal mass and corresponding heat transfer mechanisms. The details of internal convective heat transfer is described
in section 3.3.3.

3.3.3

Internal Heat Transfer

Inside the vehicle cabin, heat transfer happens mainly in the form of convection. The special case of radiation transmitted through glasses is previously discussed in Section 3.3.2.
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Figure 3.12: Schematic view of vehicle cabin model in Amesim
Internal convective heat transfer can be complex to model due to the fact that it not only
involves heat load on diﬀerent materials in a vertical space, but is also subjected to air distribution inside the cabin. To better model the local convective heat transfer, a slew of heat
transfer coeﬃcients are deﬁned between materials and air.
The simplest case for internal convective heat transfer happens between the inner side
of glasses and cabin air. Since the windshield, windows and the rear shield are made up
of the same material and are on the same vertical height, the same convective heat transfer
coeﬃcient is assigned to all of them. This value is later to be determined in hot-soak and
cool-down simulations.
Another group of interior objects sharing the same convective heat transfer coeﬃcient
include: ﬁrewall/dashboard, side panels, doors and rear penal. These inner surfaces are all
made up of interior mat. The headliner attached to the roof is a special case as it is made
up of canvas and that it is positioned at the top of the cabin volume; a separate coeﬃcient
ℎheadliner is assigned to it. Following the same logic, convective heat transfer coeﬃcients
for seats, carpet and miscellaneous thermal mass are deﬁned, respectively.
During AUTO mode operation, the airﬂow provided by the blower is split up in the
duct and sent through diﬀerent air outlets. The instrument panel outlets get approximately
most of airﬂow and ﬂoor outlets get the rest. Consequently, the instrument panel and ﬂoor
are assigned with diﬀerent convective heat transfer coeﬃcients, as the diﬀerence in thermal
mass and vertical distance of the two parts cannot be ignored. To be perfectly clear, the two
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coeﬃcients are applied in which convection happens between thermal masses and cold air
coming out of the duct outlets; not to be confused with the cabin air volume in which other
thermal masses interact with.
Air gaps are small air compartments that exist between the interior panels and outer
surfaces, such as the vacant space found inside the door panel. The construction of such a
mechanism is shown in Figure 3.13. To recap, solar radiation and external convection apply
to the outer surface of the vehicle; the air gap between metal surface and interior mat is modelled using natural convective heat transfer correlation. On the inside, internal convection
between door panel and cabin air is deﬁned by a convective heat transfer coeﬃcient.

Figure 3.13: Air gap inside the door
Natural convection correlation is used for air gap convection analysis. The heat exchange
rate from layer 1 to layer 3 (with air gap being layer 2) is deﬁned in Equation 3.16:
𝑄̇ 1-3 = ℎ1-3 ⋅ 𝐴 ⋅ (𝑇1 − 𝑇3 )

(3.16)

The heat exchange coeﬃcient is computed with the Nusselt number as shown in Equation 3.17:
Nu ⋅ 𝑘
(3.17)
th
where Nu is the Nusselt number in air layer, 𝑘 is the thermal conductivity of the air in
layer and 𝑡ℎ is the thickness of air layer.
ℎ1-3 =
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3.3.4

Hot-soak and Cool-down

Internal convective heat transfer coeﬃcients established in the previous two sections provide the means to calibrate cabin air model performance. When the coeﬃcients are ﬁrst
established, their values are unknown due to the lack of knowledge on internal air velocity.
To overcome the inherent shortcoming of 1D modelling, hot-soak and cool-down simulations are employed to ﬁnd appropriate coeﬃcients so that the virtual model could behave
as close to High Ambient AUTO mode drive cycle as possible. Key steps for calibration
process are listed below:
• Initial values of heat transfer coeﬃcients are assumed and applied to the model. Set up
the cabin model to simulate that the vehicle is parked in the hot ambient environment
with engine turned oﬀ (disconnected from A/C refrigerant loop). Stop the simulation
once cabin air temperature reaches set point, as speciﬁed by the drive cycle.
• Use the hot-soaked system prepared in the last step as initial conditions for cooldown simulation (connected with A/C refrigerant loop). Run the cool-down using
drive cycle proﬁle from the beginning.
• Compare transient behaviour of cabin air temperature in cool-down simulation against
drive cycle experimental data; adjust heat transfer coeﬃcients using built-in optimization tool in Amesim.
• The process can be carried out in an iterative manner to reﬁne the coeﬃcients for
better performance of cabin air model: simply stop the cool-down simulation to apply
the adjusted coeﬃcients should cabin temperature deviates from experimental data;
repeat hot-soaking again to get the new initial conditions for the next round of cooldown.
The optimization tool in Amesim relies on batch calculations to ﬁnd the best combination of heat transfer coeﬃcients. It is possible to deﬁne the range of each coeﬃcient,
specify desired accuracy and lock certain coeﬃcients from being optimized. The algorithm
of choice is NLPQL (Non-linear Programming Quadratic Line search), which is an iterative process based on the use of gradients. It tries to decrease the objective function to
zero by computing the gradients of the objective function and constraints in all directions
available in the design space (each input parameter involved in the optimization process is a
direction) [2]. The outcome of the iterative optimization process is a set of heat transfer coeﬃcients that is able to simulate cool-down temperature curve. The results are summarized
in Chapter 5.
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Chapter 4
Control Design
4.1

Methodology

The thermal systems modelled in Chapter 3 are capable of simulating the cabin air temperature during High Ambient AUTO mode drive cycle. The combined refrigerant loop and
cabin air loop are supplied with drive proﬁle, ambient environment conditions and blower
fan air ﬂow rate in standard cubic feet per minute (SCFM) recorded in physical drive test.
The details of drive cycle are described in Section 3.2. The test is performed under an
extreme high ambient temperature and high solar heat load; it starts when the cabin air is
hot-soaked to a higher-than-ambient initial temperature. The target temperature is set to
room temperature. During the test, the on-board A/C control unit determines the blower
motor speed, hence the air ﬂow rate over the evaporator.
In this chapter, eﬀorts are made to construct a controlled DC motor assembly to supply
optimized air ﬂow rate to the thermal models. A PID controller is used to track the reference
speed and issue voltage signal to the DC motor assembly using PWM technique. Linear system analysis is performed on the DC motor before it is implemented in MATLAB/Simulink.
The PID controller is tuned in discrete time domain.
As a result, the controlled blower motor assembly tracks desired speed and generates air
ﬂow rate for the thermal systems, making the virtual model independent of experimental
data. Additionally, the possibility of co-simulation between DC motor assembly in Simulink
and thermal systems in Amesim is explored. Under co-simulation mode, the virtual model
is able to run independently for any drive cycle, making it possible to simulate arbitrary
drive cycles without the need for experimental data. However, constraints do exist such as
the way thermal models are calibrated. The details will be discussed in Chapter 6.
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4.2

DC Motor Assembly

A DC motor is an electrical rotary device that converts direct-current electrical energy into
mechanical rotational energy by utilizing current-magnetism relationships. In its basic form,
a DC motor consists of a magnetic source and an armature in which electric current runs
through. The DC motor assembly consists of a brushless DC motor, a position/speed sensor,
and three-phase converter. An axial fan is attached to the motor shaft to generate air ﬂow
and a discrete PID controller issues PWM signals to drive the DC motor assembly. The
reference rotary speed is converted from experimentally recorded air ﬂow rate in SCFM.
Since the information on blower assembly is not available through the supplier, the design
process takes knowledge and parameters from the literature such that the components are
sized to ﬁt automotive applications [47]. There are also known design constraints, such as
the DC voltage supply is ﬁxed at 14V (from car battery).

4.2.1

Linear System Analysis

The linear second-order equation of a DC motor is shown in Equation set 4.1, where the
armature circuit is described by Equation 4.1a and the mechanical rotor by Equation 4.1b:

𝐿𝑎 𝐼𝑎̇ + 𝑅𝑎 𝐼𝑎 = 𝑒in (𝑡) − 𝐾𝑏 𝜔
𝐽 𝜔̇ + 𝑏𝜔 = 𝐾𝑚 𝐼𝑎 − 𝑇𝐿

(4.1a)
(4.1b)

The input variables are armature voltage 𝑒in (𝑡) and load torque 𝑇𝐿 ; the output variable
of interest is rotor angular speed 𝜔. It should be noted that the right-hand side of Equation
4.1a contains the induced back electromagnetic force (EMF) term 𝐾𝑏 𝜔 that reduces the net
voltage of the armature. Similarly, the net torque is reduced by external load torque 𝑇𝐿 . The
armature coil inductance 𝐿𝑎 (due to the windings) and armature resistance 𝑅𝑎 determine
the size of the circuit; the rotor’s moment of inertia 𝐽 and friction coeﬃcient 𝑏 determines
the size of the rotor. Note that the units for motor-torque constant 𝐾𝑚 (N⋅m/A) and back
EMF constant 𝐾𝑏 (V⋅s/rad) are equivalent when expressed using the basic SI units. The
two linear ﬁrst-order equations are coupled and solved together, resulting in a second-order
model. Supply with the voltage 𝑒in and load torque 𝑇𝐿 as input variables, the solution to the
second-order model gives information on the angular speed 𝜔.
Low-order linear system is a well studied branch in the ﬁeld control theory, in which
analytical techniques built for dynamic system analysis can be applied to obtain the system
response [47]. The system’s analytical solution and transfer function provide information
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on how various system parameters aﬀects the system’s response. Additionally, complex
non-linear systems usually have dominant modes that can be approximated by linearized
second-order system. As a result, analytical approach provides insight into building control
strategy for the system. In MATLAB/Simulink, numerical approach is going to be applied
despite the complexity of the system [48]. Still, understanding the model is vital in making
right decisions in the design process. The parameters of DC motor and their values are
summarized in Table 4.1.
Table 4.1: DC motor parameters
Parameter

Symbol

Value

Voltage
Inductance
Resistance
Back EMF constant
Motor torque constant

𝑒in (𝑡)
𝐿𝑎
𝑅
𝐾𝑏
𝐾𝑚

14 V
1.5 mH
0.5 Ω
0.04 V⋅s/rad
0.04 N⋅m/A

Motor moment of inertia

𝐽

2.5(10-4 ) kg⋅m2

Motor friction coeﬃcient

𝑏

10-4 N⋅m⋅s/rad

The dynamic response of a second-order linear system can be studied by analyzing its
transfer function in Laplace domain. The closed-loop block diagram shown in Figure 4.1
is a logical representation of DC motor’s transfer function, with input voltage and output
angular velocity. Note that it is not a feedback control system, as the fed-back term is merely
the induced back EMF voltage (referring to the right hand side of Equation 4.1a).

Figure 4.1: Block diagram of a DC motor’ transfer function
By applying block reduction, the transfer function of DC motor is obtained as shown in
Equation 4.2:
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𝐺(𝑠) =
=

𝐾𝑚
(𝐿𝑠 + 𝑅)(𝐽 𝑠 + 𝑏) + 𝐾𝑚 𝐾𝑏
𝐾𝑚
𝐿𝐽 𝑠2 + (𝐿𝑏 + 𝑅𝐽 )𝑠 + (𝑅𝑏 + 𝐾𝑚 𝐾𝑏 )

(4.2)

The steady-state motor speed can be computed based on transfer function’s DC gain,
which is the value of 𝐺(𝑠) with 𝑠 = 0. The motor speed is a product of DC gain and input
voltage. The 14V input results in a steady-state motor speed at 3240 rpm, which is adequate
to satisfy the requirement of air ﬂow rate (blower fan model is described in Section 4.2.7).
The Laplace transform of the unit step input is 𝐸in (𝑠) = 1/𝑠, hence the 14V voltage is
𝐸in (𝑠) = 14/𝑠 Ω(𝑠) as shown in Equation 4.3:
14
𝐺(𝑠)
(4.3)
𝑠
Alternatively, ﬁnal-value theorem can be applied to verify the steady-state output in order to ﬁnd steady-state motor speed if voltage is used as system input, as shown in Equation
4.4:
Ω(𝑠) = 𝐸in (𝑠)𝐺(𝑠) =

lim 𝜔(𝑡) = lim 𝑠Ω(𝑠) = lim 𝑠𝐸in (𝑠)𝐺(𝑠) =

𝑡→∞

𝑠→0

𝑠→0

14𝐾𝑚
𝑅𝑏 + 𝐾𝑚 𝐾𝑏

(4.4)

The two poles of the transfer function are -319.9826 and -13.7507. respectively. The
two negative real numbers indicate that the system’s steady-state response is stable as time
approaches inﬁnity; the transient response is over-damped and does not show any oscillations due to the fact that there are no imaginary parts. Note that the system is initially at
rest with initial conditions 𝜔(0)
̇
= 𝜔(0) = 0. The system’s response to a step input is the
sum of two exponential functions shown in Equation set 4.5:

𝑓1 (𝑡) = 𝑒−319.9826𝑡

(4.5a)

𝑓2 (𝑡) = 𝑒−13.7507𝑡

(4.5b)

The time constants are calculated as 𝜏1 = 0.0031 𝑠 and 𝜏2 = 0.0727 𝑠. Note that the
settling time for any exponential function is equal to four times of its time constant, and
that the system response follows the exponential function with the slowest settling time.
Therefore, steady-state value is reached at 𝑡𝑠 = 4𝜏2 = 0.2909 𝑠. The step response is
plotted in Figure 4.2.
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Figure 4.2: Step response of a DC motor
Deriving analytical equations can help understand the characteristics of the system and
it is the ﬁrst step towards control design. However, linear transfer function analysis may not
be suﬃcient to exactly represent the real dynamics of the physical DC motor system due to
modelling uncertainties such as mechanical friction. Besides, it is not always practical to
rely on purely analytical approach, especially in a situation where discrete time domain and
PWM technique are present. The following analysis of DC motor is based on models from
Simulink’s Simscape library, taking numerical approach to solve time-domain diﬀerential
equations for system response.

4.2.2

Brushless DC Motor

On a conventional brushed type DC motor, the permanent magnet is stationary, called a
stator; the armature that is wrapped in coil windings rotates around a shaft, hence it is called
a rotor. The armature magnetic poles interact with the poles of the permanent magnet to
make the rotor spin. At each half turn of the rotor, the rotor poles need to be ﬂipped by
mechanically switching the polarity of the current in the coil windings to keep the motor
spinning. This is done by metal brushes attached to the shaft maintaining electrical contact
between the voltage source and the rotating armature. The switching of current polarity is
called commutation. Brushed DC motor has several drawbacks that make it unsuitable for
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automotive applications. In particular, the commutation brushes wear out during operation,
reducing motor’s lifespan. The eﬃciencies also suﬀer due to mechanical friction. Brushless
DC motor, on the other hand, addresses these issues and are widely adopted by automotive
HVAC applications.
On a BLDC motor, the armature is ﬁxed while the permanent magnet (or electromagnet)
is rotating around the armature. Consequently, the terminologies for brushless DC motor
are the opposite of the ones for brushed motor, with armature being the stator and permanent
magnet or electromagnet being the rotor. A three-phase inverter eﬀectively replaces the role
of metal brushes, conducting electronic commutation instead of mechanical commutation.
The main advantages of BLDC motor include: low maintenance, quiet operation and higher
eﬃciency. HVAC systems, especially those featuring variable-speed operation, use BLDC
motor since the built-in control algorithm allows ﬁne control over motor speed, hence air
ﬂow rate. The downside is the increased level of complexity: it requires sensor to monitor
rotor’s rotating position and commutation logic to operate the three-phase converter so that
the controller can precisely optimize motor speed. In real applications, PWM technique is
often used for modulating a ﬁxed voltage supply to alter motor speed [49]. PWM generating
techniques and the concept of duty cycle are discussed in Section 4.2.6.
The block diagram for blower assembly is presented in Figure 4.3. The input to the
system is desired fan speed in rpm, which is converted from required air ﬂow rate based on
blower fan’s SCFM-rpm curve. The output fan speed is again converted to air ﬂow rate in
SCFM. The control algorithm for the BLDC motor is an orchestration of motor controller,
three-phase inverter, Hall sensor and commutation logic.

Figure 4.3: DC motor subsystem in Simulink
The speciﬁcations and geometries of the blower assembly on the vehicle are not made
available by the supplier. Therefore, assumptions have to be made regarding the type of DC
motor (brushless) and driving mode (PWM driven) in order to proceed with control design.
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The BLDC motor that is going to be implemented in Simulink inherits the parameters of the
example DC motor used for linear system analysis in Section 4.2.1. Additional parameters
speciﬁcally for brushless type DC motor is list in Table 4.2.
Table 4.2: BLDC motor parameters

4.2.3

Parameter

Value

Number of pole pairs
Winding type
Back EMF waveform
Permanent magnet ﬂux linkage
Back EMF ﬂat area

4
Wye-wound
Trapezoidal
0.1 Wb
120/4 °

Sample time
PWM switching frequency

1 × 10−5 𝑠
10 kHz

Three-Phase Inverter

A three-phase inverter is a power electronic circuit that transforms direct current (DC) from
the voltage source to alternating current (AC) and applies it to BLDC motor’s armature coils.
The working principle of a three-phase inverter is as follows: consider a BLDC motor that
has a permanent magnet rotor with one pair of north and south poles; the stator consists
of three coils spaced at 120° apart from each other. At any time, two of the three coils are
polarized by applying positive and negative currents across them so that magnetic ﬁeld is
artiﬁcially generated. The rotor is forced to align itself with the stator’s magnetic ﬁeld. As
the rotor’s position gets close to alignment, the phase (sign) of electric current applied to the
coils is switched by three-phase converter, resulting in a revamped magnetic ﬁeld. Hence,
the electric commutation occurs in such a way that the rotor is forced to rotate constantly to
re-align itself with stator’s magnetic ﬁeld.
The name “three-phase” indicates that the inverter can energize two of the three phase
coils with positive and negative current, respectively, and leaving the third coil not energized at all (no current applied). Therefore, for BLDC motor with one pole pair and three
coils, there are six patterns to polarize any two of the three coils, and the commutation
occurs every 60° of rotation. With more pole pairs and coils, commutation occurs more
frequently. Commutation logic is explained in Section 4.2.5. The block diagram of a threephase inverter is shown in Figure 4.4.
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Figure 4.4: Block diagram for three-phase inverter
The three-phase inverter consists of six MOSFET (metal–oxide–semiconductor ﬁeldeﬀect transistor) switches in three pairs, corresponding to three coils. Each switch pair has
a high and low side to supply positive or negative current to the coil. At any rotor position,
the input signal from commutation table turns each switch on or oﬀ so that one pair of coils
are polarized to create a magnetic ﬁeld, as shown in Figure 4.5.

Figure 4.5: A pair of coils is polarized by three-phase inverter [3]
The BLDC motor used in this thesis contains 4 pole pairs and correspondingly 12 coils.
Therefore, commutation occurs every 15° of rotation as opposed to every 60° in motor
with single pole pair. In addition, motor’s speed and torque ﬂuctuations can be improved
thanks to more frequent commutation. Figure 4.6 shows the comparison between back EMF
proﬁles of BLDC motors with only 1 pole pair and 4 pole pairs.
During one revolution of the rotor, the induced back EFM on any one of the coils exhibits
a trapezoidal shape, which repeats itself 𝑛 times for BLDC motor with 𝑛 number of pole
pairs. Therefore, a smoother operation can be achieved with more pole pairs.
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(a) Back EMF proﬁle with 1 pole pair

(b) Back EMF proﬁle with 4 pole pairs

Figure 4.6: Back EMF proﬁles with diﬀerent pole pairs

4.2.4

Hall Eﬀect Sensor

To commutate the stator coils with correct phases at the right time, rotor position information is needed to determine the output signal of the commutation logic. Hall eﬀect sensors
are used to send voltage signals to indicate on and oﬀ states by sensing the magnitude of
a magnetic ﬁeld. The relative position of the rotor within one revolution is made available
through the knowledge of the magnitude of the magnetic ﬁeld.
In Simulink application, a Hall sensor is implemented as an array of logic blocks. The
motor position information in degrees detected by the rotational motion sensor is supplied
to an array of logic blocks. By performing reminder after division calculation between
360 degrees and the current position in degrees, the output reminder (between 0 and 360
degrees) is used to determine sector number information. The Hall sensor subsystem is
shown in Figure 4.7.
At every time step, the rotor position is determined by Hall sensor in terms of sector
number from 1 to 6. The corresponding logic block outputs the value of current sector
number whereas the other logic block outputs zero. Note that the Hall eﬀect sensor can be
scaled to accommodate BLDC motors with more pole pairs. For 𝑛 pole pairs, the position
information of the rotor is multiplied by gain 𝑛 to properly reﬂect the sector number. The
BLDC motor in the thesis has 4 pole pairs.

4.2.5

Commutation Logic

To run the motor continuously, switching patterns that provide instructions on how to commutate armature coils have to be supplied to the MOSFET switches in three-phase inverter.
Commutation logic relies on sector number information provided by Hall sensor to select
the corresponding switching pattern. It is a static table containing six switching patterns
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Figure 4.7: Block diagram for Hall eﬀect sensor
each corresponding to an input sector number. The schematic view of a commutation table
is shown in Figure 4.8.

Figure 4.8: Commutation logic table
Every entry of the commutation table is a vector containing boolean values indicating
on and oﬀ states for the six switches. For instance, if input sector number is 1, the vector
[1 0 0 0 0 1] is active and instructs the three-phase inverter to energize coil A with positive
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current and coil C with negative current, while coil B is not energized as both high and low
switches for coil B are in oﬀ state.
The commutation logic subsystem completes the feedback loop for BLDC motor control. In summary, the closed loop contains the three-phase inverter with DC voltage source
as the actuator, BLDC motor as the plant, Hall eﬀect sensor to provide position feedback
and commutation logic to issue command signal to the actuator. Note that a constant voltage
source is only able to keep the motor spinning at a constant speed. Speed control under constant voltage input requires the implementation of PWM technique, which will be discussed
in Section 4.2.6.

4.2.6

PWM Duty Cycle

The speed of a DC motor depends on the magnitude of the voltage applied to its armature
coils. Two common methods to generate variable DC voltage is by either having a variable
power supply or by switching the power supply on and oﬀ rapidly. Varying the power supply
is not practical for automotive applications since the car battery is ﬁxed at 14V. Modern DC
motors are often controlled by power electronics systems which adjust the voltage by “chopping” the DC current into on and oﬀ cycles, known as pulse-width modulation (PWM). A
PWM generating unit takes constant DC voltage as input and applies it to the motor with a
series on and oﬀ states at high frequency, making the output voltage a square-waved shape.
As a result, the motor is able to operate at an eﬀective voltage between zero and full voltage
to achieve variable speed.
To quantify the eﬀective voltage output, the concept of PWM duty cycle is introduced.
During each time period of PWM signal 𝑇PWM , duty cycle is calculated as the percentage
of “on” time 𝑇on over PWM time period, as is represented in Equation 4.6:
Duty Cycle =

𝑇on
× 100%
𝑇PWM

(4.6)

Duty cycle is a fractional number between zero and one. The eﬀective voltage output
therefore equals to the product of duty cycle and source voltage as shown in Equation 4.7:
𝑉output = Duty Cycle × 𝑉source

(4.7)

The averaging eﬀect of PWM duty cycle relies on the rate at which the power supply
switches between on and oﬀ (switching frequency). Although it greatly depends on application, a higher switching frequency is preferred as it helps with closed-loop performance and
stability for DC-DC inverter [50]. If the PWM switching frequency is too low, the motor
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speed will exhibit ripple eﬀect as it constantly tries to follow the square-wave shaped voltage supply, leading to poor tracking of reference speed. PWM switching frequency equals
to the reciprocal of PWM time constant and it is shown in Equation 4.8:
𝑓PWM =

1
𝑇PWM

(4.8)

The value of PWM time constant 𝑇PWM should be signiﬁcantly smaller than motor’s time
constant previously analyzed by Equation 4.5 in Section 4.2.1. The PWM time constant is
chosen as 𝑇PWM = 1 × 10−4 𝑠 as opposed to DC motor’s time constant 𝜏 = 0.0727𝑠. As a
result, PWM switching frequency 𝑓PWM is equal to 10 kHz.
PWM duty cycle signal waves can be generated by modifying commutation logic subsystem. A second logic table with vector entries fully reversed (as opposed to the original
table for every sector input) is added, along with a PWM generator block that generates unit
pulse signal at PWM switching frequency. A threshold in the switch is set up so that it can
switch between two logic tables at PWM switching frequency. The resulting block diagram
for the modiﬁed commutation logic subsystem is shown in Figure 4.9.

Figure 4.9: PWM generator with two logic tables and a switch
Signal waves to turn the 6 MOSFET switches on or oﬀ are shown in Figure 4.10. The six
rows are corresponding to 6 MOSFET switches. As a result, during any sector number, the
voltage ﬂips between on and oﬀ at PWM frequency, resulting in an averaged voltage output
on each coil. Another piece of information contained in Figure 4.10 is duty cycle, as can
be roughly seen that “on” time’s portion over cycle time. The PWM duty cycle command
input is generated by motor controller which will be discussed in Section 4.3.
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Figure 4.10: PWM duty cycle proﬁle

4.2.7

Blower Fan

The blower assembly is made up of a BLDC motor and an axial fan that is mounted on the
same rotating shaft as the motor. Axial fans use a propeller to draw the air into the fan and
discharge it in the same axial direction. Due to this conﬁguration, the fan speed is the same
as BLDC motor speed. The closed-loop control system of BLDC motor requires desired
fan speed proﬁle as reference input. Therefore, the steps used to derive fan speed proﬁle are
described below.
The fan speed proﬁle as a function of air ﬂow rate is plotted in Figure 4.11. The data
points are acquired from literature [51]. The trend line is generated by Microsoft Excel using
a second-order polynomial correlation. Comparing to other types of line ﬁtting techniques,
the error term R2 of the second-order polynomial correlation is close to 1, indicating a good
ﬁt of the line to the data.
The air ﬂow is rated in standard cubic feet per minute (SCFM). It is the CFM at standard
air density, deﬁned as 1.2 kg/m3 or 0.075 lb/ft3 . The experimental data for air ﬂow rate
generated by the blower fan is available for High Ambient AUTO mode drive cycle test. By
using the correlation equation, one can easily calculate required fan speed proﬁle, as shown
in Figure 4.12.
Note that the derived fan speed is in the range of the available data sets provided by
the literature. Thus, it further validated the accuracy of the fan speed based derived from
experimental air ﬂow rate.
The fan model can be represented as a ﬁrst-order linear equation, the same as an ideal
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Figure 4.11: Fan speed (rpm) as a function of air ﬂow rate (SCFM)

Figure 4.12: Derived fan speed proﬁle for High Ambient AUTO mode drive cycle
rotational disk. In Equation 4.9, 𝐽 is mass moment of inertia, 𝑏 is frictional coeﬃcient and
input 𝑇in (𝑡) is the applied torque. Solving the ﬁrst-order model will yield angular velocity
𝜔(𝑡).
𝐽 𝜔̇ + 𝑏𝜔 = 𝑇in (𝑡)

(4.9)

In Simulink, the fan is considered as part of the BLDC motor with its moment of inertia
and frictional coeﬃcient merged into the properties of the motor. The actual output speed
of the motor/fan is used as the error term for motor controller discussed in 4.3.
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4.3

DC Motor Controller

The speed of BLDC motor and fan assembly at steady state is a constant value, due to a ﬁxed
14V voltage source. To track the desired fan speed in order to provide optimal air ﬂow rate, a
speed controller is added to the closed-loop system to close the gap between reference speed
and system’s output speed by issuing PWM duty cycle signal to adjust eﬀective voltage to
the motor.
PID controllers are commonly seen in feedback control systems. It takes the feedback
error signal 𝐸(𝑠) as input and produces three control signals that are summed together to
create control signal 𝑈 (𝑠) for the plant. In BLDC motor assembly, the output motor speed
measured by sensor is fed back to the sum block to get the error term based on desired
speed, and the controller’s output is PWM duty cycle for regulating the voltage supply to
BLDC motor’s armature coils. PID controller’s logic equation in Laplace domain is shown
in Equation 4.10:
𝐸(𝑠)
+ 𝐾𝐷 𝑠𝐸(𝑠)
(4.10)
𝑠
The three constants in front of the combined control signal are proportional gain 𝐾𝑃 ,
integral gain 𝐾𝐼 and derivative gain 𝐾𝐷 . The proportional control signal is linearly proportional to the error term; increasing 𝐾𝑃 tends to speed up the system response time. The
integral term is related to the integral of past error signals; it ensures that the control signal
will not be zero when the system is near steady state and therefore it is used to reduce tracking error. Lastly, the derivative term is used for adding damping and reducing overshoot to
the closed-loop system.
Consider a closed-loop DC motor system with a PID type controller and a sensor shown
in Figure 4.13.
𝑈 (𝑠) = 𝐾𝑃 𝐸(𝑠) + 𝐾𝐼

Figure 4.13: Closed-loop block diagram for DC motor control

53

Based on the linear system analysis in Section 4.2.1, transfer functions for PID controller, DC motor plant and the overall system transfer function are listed in Equation set
4.11:

𝐺𝐶 (𝑠) = 𝐾𝑃 +
𝐺𝑃 (𝑠) =

𝐾𝐼
+ 𝐾𝐷 𝑠
𝑠
𝐾𝑚

𝐿𝐽 𝑠2 + (𝐿𝑏 + 𝑅𝐽 )𝑠 + (𝑅𝑏 + 𝐾𝑚 𝐾𝑏 )
𝐺𝐶 (𝑠)𝐺𝑃 (𝑠)
𝐺(𝑠) =
1 + 𝐺𝐶 (𝑠)𝐺𝑃 (𝑠)𝐻(𝑠)

(4.11a)
(4.11b)
(4.11c)

To continue on the linear analysis, same set of parameters is applied to the DC motor
(summarized in Table 4.1 in Section 4.2.1). The sensor is set to provide a unity feedback
with 𝐻(𝑠) = 1, eﬀectively setting the maximum DC gain to 1. The reference speed is set to
3000 rpm. The ﬁrst step is to analyze the eﬀect of proportional gain to system’s response and
steady state output. The system’s response with P controller at three diﬀerent proportional
gains are shown in Figure 4.14.

Figure 4.14: DC motor response with P controller
Increasing the proportional gain would reduce the time constant and settling time to
reach steady state. On the other hand, a well damped system may experience oscillation
with a large proportional gain. 𝐾𝑃 at 0.2, 0.5 and 1 will produce DC gain of 0.8290, 0.9238
and 0.9604, respectively. However, DC gain never reaches unity as a reduced error term
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would produce a zero command output. The steady state value will converge to but never
reach the reference input. As a result, P controller alone is not able to provide steady-state
tracking as a zero error term would result in a zero proportional term. Additionally, the
motor cannot sustain at a constant speed with P controller if there are any input torque
caused by load or friction.
Another important aspect to consider when applying a large 𝐾𝑃 gain is the voltage
requirement. Since gain 𝐾𝑃 has unit V⋅s/rad, at 𝐾𝑃 = 1 an error term of 314 rad/s (3000
rpm) when the motor starts from rest requires 314V power supply which is not feasible by
a car battery.
Based on the result that a P controller alone cannot reduce the steady-state tracking error,
PI controller can provide command signal even when the error term is zero during steady
state. Figure 4.15 shows that any integral gain 𝐾𝐼 is able to track reference speed perfectly
with DC gain equal to unity.

Figure 4.15: DC motor response with PI controller
Small integral gain 𝐾𝐼 gives an over-damped system that reaches steady state rather
slowly. As integral gain 𝐾𝐼 increase, the system starts to show oscillation. In summary, PI
controller is able to eliminate steady-state tracking error at the expense of slightly slower
system response compared to P controller alone.
As previously analyzed in Section 4.2.1, the DC motor system shows suﬃcient damping
and no oscillation. Therefore, the derivative term can be omitted by setting derivative gain
𝐾𝐷 to zero.
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4.3.1

Tuning Rules

Ziegler and Nichols [29] developed general tuning rules to select the gains for PID type
controller. Based on heuristic experiments, these rules provide a good starting point for
getting satisfactory closed-loop performance. However, each rules has its limitation and
may not suit all types of systems. Further adjustments on the gains based on the target
system are needed to improve transient response.
The Ultimate Gain Method relies on obtaining a marginally stable closed-loop response
with a high proportional gain. The tuning rules are summarized in Table 4.3.
Table 4.3: Ziegler-Nichols: Ultimate Gain Method
Controller Type

Gains

P

𝐾𝑃 = 0.5𝐾𝑈

PI

𝐾𝑃 = 0.45𝐾𝑈

PID

𝐾𝑃 = 0.6𝐾𝑈

𝐾𝐼 =
𝐾𝐼 =

0.54𝐾𝑈
𝑃𝑈

1.2𝐾𝑈
𝑃𝑈

𝐾𝐷 = 0.075𝐾𝑈 𝑃𝑈

To apply this technique, ﬁrst increase proportional gain 𝐾𝑃 until closed-loop transient
response goes from damped sinusoidal osculation to undamped oscillation with a constant
amplitude. The time period of constant oscillation is called “ultimate period” 𝑃𝑈 , which
corresponds to the “ultimate gain” 𝐾𝑈 . The integral and derivative gains are then calculated
based on these two parameters.
The caveat of this technique is that system stability is sacriﬁced as the proportional gain
is increased to a point in which the system is only marginally stable. Moreover, a high
proportional gain may cause the actuator (DC motor in this case) not able to follow the
control signal due to voltage supply limitation. As a result, the system’s transient response
can never reach undamped oscillation despite a high value of gain 𝐾𝑃 . Still, these general
tuning rules provide a starting point for manually adjusting the gains to better understand
the system.
Another set of tuning rules called Reaction Curve Method is also applied. Ziegler and
Nichols claimed that many dynamic systems’ open-loop response to a step input is a damped
S-shaped curve with no overshoot. Two parameters, namely the delay time 𝑇𝑑 and the slope
of the curve 𝑅, can be measured by drawing a tangent line to the S-shaped curve at the
inﬂection point. The PID gains are then calculated based on the two parameters to produce
a steady state output of approximately one quarter of its peak value in one time period of
oscillation. The heuristic equations of Reaction Curve Method are summarized in Table
4.4.
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Table 4.4: Ziegler-Nichols: Reaction Curve Method
Controller Type

Gains

P

𝐾𝑃 =

1
𝑅𝑇𝑑

PI

𝐾𝐾 =

0.9
𝑅𝑇𝑑

𝐾𝐼 =

0.27
𝑅𝑇𝑑2

PID

𝐾𝑃 =

1.2
𝑅𝑇𝑑

𝐾𝐼 =

0.6
𝑅𝑇𝑑2

𝐾𝐷 =

0.6
𝑅

The two sets of PID tuning rules complement each other and provide insights into how
to select a good baseline in terms of proportional and integral gains of DC motor controller. However, it should be emphasized that tuning rules have initial assumptions made
towards the plant and desired output. Therefore, solely relying on tuning rules may not
yield desirable results for all types of systems. Further tuning based on the actual plant is a
requirement. The rules are merely serving as a starting point.

4.3.2

Discrete Time Domain

Digital controller design are implemented as software algorithms reside in computers. The
signals are processed by microprocessors at a discrete time step speciﬁed by the user or determined by Simulink’s numerical solver automatically. In the real world, physical systems
carry out operations in a continuous-time domain. The signals of physical operations are
converted to discrete-time domain for digital computers to be able to read and process.
The continuous-to-discrete (or analog-to-digital, A/D) conversion process involves sampling the continuous signal at a certain time step. The choice of sampling frequency depends
on factors such as the time constant of physical system (i.e., the BLDC motor), desired level
of accuracy and computational eﬀort. In Simulink, time step can be set as ﬁxed with userspeciﬁed value; or it can be set as variable and it’s up to the numerical solver to determine
the appropriate value by specifying desired level of accuracy.
In addition to global settings, it is possible to set local parameters for certain plant systems that may require diﬀerent settings from the global system. For instance, the sampling
frequency for BLDC motor can be set to relatively high since its time constant is small
compared to other components in the closed-loop system. Ideally, local accuracy can be
satisﬁed while computational eﬀort is contained at a reasonable level for the system.
PID type controller can also adapt to discrete-time domain in order to be implemented
as an algorithm in computers. Recall in Equation 4.10, the PI controller is designed in
continuous-time domain with the error term 𝐸(𝑠) and command signal 𝑈 (𝑠). Once the
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controller is tuned in continuous-time domain (s-domain), it must be converted to discretetime domain (z-domain) with the knowledge of sampling time 𝑇𝑠 . Numerical integral of the
1
discrete error term leads to the integral part 𝑧−1
, as shown in Equation 4.12:
1
(4.12)
𝑧−1
After the digital signals are processed by computers, the control signals issued by the
controller are converted back to continuous-time domain to feed to the actuator. The discreteto-continuous (or digital-to-analog, D/A) conversion is achieved by adding a zero-order
hold block between controller and physical plant. The zero-order hold block converts
discrete-time control signal to an continuous-time output signal. It does so by holding the
digital value constant during the sample interval and only changing the output at the next
sample interval when a new control signal is computed.
A more sophisticated implementation of zero-order hold is called unit-delay, which prevents any algebraic loop that may occur in the model. In Simulink, an algebraic loop occurs
when there are only direct feed-through blocks exist within a loop, meaning that Simulink
needs the value of the block’s input signal to compute its output at the current time step.
Such a signal loop creates a circular dependency of block outputs and inputs in the same
time-step. This results in an algebraic equation that needs solving at each time-step, adding
computational cost to the simulation.
𝐺(𝑧) = 𝐾𝑃 + 𝐾𝐼 ⋅ 𝑇𝑠

4.3.3

Numerical Solver

The numerical results of simulations run on the same model can behave diﬀerently depending on solver settings. The goal of the simulation is to isolate all the solvers involved in each
part of the system so that the most appropriate settings can be applied. The experimental
data is taken at every second (sample rate is equal to 1 Hz) for the total duration of the drive
cycle test. Solver selection must be chosen properly to represent the physical system.
There are two types of solvers to choose from: ﬁxed-step and variable-step. Fixed-step
solver uses user-deﬁned step size throughout the simulation, whereas variable-step solver
can adjust the step size automatically during the simulation. Solver type selection (ﬁxed-step
or variable-step) depends not only on the characteristics of the model, but also on the way
the model will be deployed. For instance, real-time simulation requires ﬁxed-step solver,
as the variable-step size cannot be mapped to the real-time clock. Generally, variable-step
solver is preferred to ﬁxed-step solver, especially for systems in which dynamics appear and
disappear locally. Hence, the step size is adjusted such that it gives desired level of accuracy
in transient behaviour and reduces computing eﬀort in steady state. In Simulink, the default
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option is to use variable-step type solver.
For variable-step solver, it is possible to set up relative tolerance and to specify maximum and minimum step sizes. During each simulation run, Simulink calculates a time step
based on an estimated error between the simulated solution and the actual solution. Reducing the solver relative tolerance does not always improve accuracy as the numerical solver
will hit its limitation that depends on the particular model. The minimal accuracy required
for the problem has to be estimated and choose the solver accordingly to minimize computational eﬀort. Fortunately, for both Amesim and Simulink, the default value of 1 × 10−7
seems to be working correctly.
Besides step size, a solver can be discrete or continuous with respect to internal states of
the model. Continuous solvers use numerical integration to compute a model’s continuous
state at current time step based on the state (and state derivatives) at a previous time step.
Continuous solver must be chosen if there exist any continuous states in either Amesim.
Since Amesim plant model contains only continuous states (called explicit state variables
in Amesim), continuous solver is automatically loaded in Amesim. In Simulink, the choice
is limited to discrete solver only.
For Simulink Simscape components, such as the brushless DC motor, local solvers can
be applied to override global solver settings. This becomes helpful as the sample time of the
experimental data is too large for accurate modelling of a DC motor. It is even possible to
achieve multi-rate simulation with diﬀerent physical components using their local solvers
having diﬀerent sample times. The solver updates the states once per time step; a component
using a local solver appears to the global Simulink solver as if it has discrete states.
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Chapter 5
Results and Discussion
The results of systems modelling and simulation are grouped into two parts: thermal systems performance is summarized in Section 5.1, controlled DC motor system’s performance
in Section 5.2. The results are presented separately due to the fact that they are modelled
independently with distinct design approaches. Yet, they serve the same goal as to achieve
a full virtual product development.

5.1

Thermal Systems Performance

Following the design steps outlined in Chapter 3, AC refrigerant loop is ﬁrst built and calibrated against drive cycle experimental data. It is then attached to the cabin air model for
ﬁne tuning of thermal properties to achieve a combined vehicle thermal system. The performance of refrigerant loop alone is presented in Section 5.1.1; the performance of cabin
air model in a combined thermal system is discussed in Section 5.1.2.

5.1.1

A/C Refrigerant Loop

For the A/C refrigerant loop, the most important metric is the evaporator outlet air temperature, as it is going to be supplied to the cabin air model. The air side conditions such as
temperature and air ﬂow rate are taken directly from the experimental data as the baseline.
The evaporator outlet air temperature depends on the conditions of the refrigerant ﬂuid and
the heat exchange over at the evaporator level. Therefore, the result eﬀectively decides the
cooling capacity of the A/C system. In Figure 5.1, evaporator outlet air temperatures are
plotted for both simulation and experimental data for the entire duration of High Ambient
AUTO mode drive cycle test. The simulation data is sampled every second to align with
the experimental recordings.
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Figure 5.1: Evaporator outlet air temperate
The simulation results follow the general trend of experimental data reasonably well.
The simulation temperature drops quickly during the initial stage of drive cycle, possibly
due to a less-than-real thermal inertia presented in the virtual loop. For instance, the size of
the IHX could be too small to provide enough damping. The other possibility is that initial
condition exist in all the components and plays a vital part in the transient response; it is
not be possible to specify initial condition for every component in Amesim. Therefore, the
virtual system may start in an advantage compared to the real system.
Notice that the experimental data curve experienced ﬂuctuations periodically during the
drive cycle test, with temperature dipping to 0°C at certain time steps. This undesired behaviour can be due to engine speed ﬂuctuations, as the vehicle accelerates from city driving
speed to a higher speed. Gear shift may also bring disturbance to engine speed, which may
aﬀect compressor speed and eventually the performance of A/C refrigerant loop. Moreover,
the temperature ﬂuctuations could be due to the periodic air purging operation deﬁned in
the AUTO mode algorithm, as the re-circulation mode requires fresh air in-take to purge
re-circulated cabin air. Since ambient air is much warmer than cabin air, it leaves the evaporator at a higher temperature as well. This explains the temperature spikes in a periodic
manner.
Continue on with A/C refrigerant loop analysis. Temperature discrepancies exist at
steady-state operation, with the simulated temperature slightly higher than the experimental
data. It could be due to a number of factors in terms modelling inaccuracies. For instance,
the velocity and temperature distribution map ﬁles used for modelling the condenser are
not designed for High Ambient AUTO mode drive cycle speed proﬁle; the values have to
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be interpolated. As a result, condensers and potentially other heat exchangers, although
calibrated, may still show deviations on heat rejection and pressure drop performances.
The compressor’s discharge pressure at the discharge port is compared against experimental data, as shown in Figure 5.2.

Figure 5.2: Compressor discharge pressure
The working state of the refrigerant does not impose direct inﬂuence on the cabin air
model, rather, it serves as a way to perform quality check on whether the AC refrigerant loop
is working as intended. The pressure deviation from the real system is anticipated, due to
the fact that virtual A/C refrigerant loop cannot perfectly replicate various ﬂuid frictions and
losses happening along the real system. It may be improved by dialing down the eﬃciency
parameters on the compressor and adding ﬂuid frictions along the virtual loop.

5.1.2

Cabin Air Model

The cabin air model runs together with a calibrated A/C refrigerant loop. The heat load received by the cabin model is dissipated at the evaporator level by constant air re-circulation.
The calibration process of cabin air model described in Section 3.3.4 involves adjusting the
thermal mass and internal convective heat transfer coeﬃcients so that the cabin air temperature curve follows the experimental results, as shown in Figure 5.3.
During the initial stage of drive cycle simulation, thermal mass conﬁguration inside the
cabin plays a vital part in the transient cool-down curve, as the thermal inertia introduced
by thermal mass dictates how quickly the cabin temperature declines under the maximum
performance of the refrigerant loop. As the system approaches steady state, other factors
become more inﬂuential in regards to error tracking performance. External factors includ62

Figure 5.3: Cabin air temperate
ing A/C cooling load and solar heat load, internal factors such as glass properties, heat
convection and conduction all play a part in the cabin air temperature curve.
There are non-ideal factors that may contribute unaccounted heat load to the cabin.
These factors include but are not limited to: air leakages through door and window gaps,
heat generated by dashboard electronics and blower motor. One of the most inﬂuential factor
could be human ﬂux model that simulates the heat and humidity generated by passengers.
However, due to the fact that High Ambient AUTO mode drive cycle does not include
human passengers, it is omitted in the virtual model.

5.2

DC Motor Performance

The design of feedback control system for DC motor follows a list of general performance
requirements listed below:
• Response to reference: the controlled system must quickly respond to a new reference
command.
• Damping characteristics: overshoot should be eliminated or contained reasonably
small when the system output approaches the desired reference.
• Steady-state error: the tracking error should be minimized or eliminated as system
reaches steady state.
• Disturbance attenuation or rejection: the system should be able to demonstrate adequate performance should disturbance inputs exist.
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To evaluate the performance of controller design, the actual speed is compared against
reference speed, shown in the top part of Figure 5.4. The bottom part of the Figure contains
information on the command input of the PI controller in voltage over the ﬁrst 30 seconds
of simulation.

Figure 5.4: DC motor’s speed tracking performance and controller’s voltage command
It can be clearly seen that the actual motor speed tracks the reference speed very well in
the entire operating range (from 0 to around 3000 rpm). Due to the fact that the reference
speed is sampled at every second, the information on the transient response of the system is
not preserved. Still, at the very least, the controlled system is able to react quickly (within 1
second) to the change of reference command. The overshoot is not visible at this time step
setting.
The PI controller’s command voltage information is shown in the bottom half of Figure
5.4. The command peaks at 14V to accelerate the DC motor. Once the speed matches the
reference, the command drops to a value just above zero to maintain its speed.
It should be noted that the sampling frequency of the two parts are diﬀerent: the controller is sampled at a much smaller time step in Simulink (same as the BLDC motor’s
time constant), while the reference signal is in a “stair-step” shape due to the low sampling
frequency of the experimental data. The reference signal’s value is constant during each
one-second sampling time. The BLDC motor’s actual speed is able to track the “stair-step”
due to the fact that the settling time 𝑡𝑠 = 4𝜏2 = 0.2909 𝑠, based on the linear analysis.
The overall simulation result is shown in Figure 5.5. In order to run the simulation
for the entire drive cycle, computational size grows enormously to a point where it is not
possible to run on the author’s computer. Therefore, a compromise is made such that the
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simulation is scaled down by treating 1 second of simulation time as 100 seconds in real
time. In other words, the reference speed signal is sampled at every hundred seconds so that
for instance, a 1000-second experiment can be represented by a 10-second simulation.

Figure 5.5: DC motor’s speed and reference speed (scaled down by 100x)
The explanation is that the controlled system is able to track reference speed in an “accelerated mode” even at a 100x real time. Note that the result for the actual speed at the
ﬁrst time step provides no meaningful information as the real time is at 100 seconds. For
the system’s actual perforce over the ﬁrst 30 seconds, refer to the top part of Figure 5.4.
Overall, the results prove that the controlled system is able to track reference speed over the
entire working range of High Ambient AUTO mode drive cycle with good response time
and no overshoot.
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Chapter 6
Conclusion and Future Work
It has been demonstrated in Chapter 3 and Chapter 4 that the A/C system, including the refrigerant loop, cabin air model and blower assembly on the vehicle can be modelled virtually
through 1D approach. The performances of each virtual thermal model are validated against
experimental data and show good alignment. The combined refrigerant loop and cabin air
model is able to fully simulate the cabin air temperature development during High Ambient
AUTO mode drive cycle. the DC motor model is able to track reference speed to generate
adequate air ﬂow rate for the cabin. Overall, the major objectives listed under Section 1.2
are met, along with deeper understandings on thermal and control systems design.
The virtual A/C model can be used to generate detailed A/C system performance for
component analysis and optimization. For High Ambient AUTO mode drive cycle, software
simulation based on the virtual model can be used in place of physical test conducted in
climate chamber. Moreover, if minor modiﬁcations, such as a component swap, are made
to the system, the updated performance results can be obtained directly from the virtual
model without conducting physical experiments. As a result, product development pace is
accelerated and the cost is reduced.
In principle, the virtual model can also be adapted to drive cycle proﬁles other than
High Ambient AUTO mode drive cycle with minimum adjustment needed. Preparation
work include re-initializing the refrigerant charge in the A/C loop and re-calibrating the
thermal properties of the cabin model. Ultimately, the virtual model serves as a powerful
yet ﬂexible platform for A/C system development.

6.1

Future Work

Based on the outcome of the thesis, there are still room for further research and improvement. The most anticipated feature by the author is the integration of the blower assembly
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into vehicle thermal model. Currently, the blower fan air ﬂow rate recorded in the experimental test is used to generate reference fan speed for the DC motor controller, as well as
to provide the boundary condition for the thermal systems. The blower assembly is a standalone MATLAB/Simulink project while the thermal systems are implemented in Amesim.
The two systems operate in diﬀerent domains and are independent of each other.
In an integrated scheme, the combined refrigerant loop and cabin air model essentially
become a plant of the controlled DC motor system. The DC motor controller is able to adjust
the fan speed based on the knowledge of cabin air temperature computed by Amesim. For
the controller design, there lies the opportunity to explore diﬀerent control algorithms such
as model predictive control and fuzzy logic control, both of which are reviewed in Chapter
2 but have not been implemented in this thesis.
To co-simulate thermal model and control system between Amesim and Simulink, it
is necessary to adjust the compiler settings in both software so that compiled model ﬁles
can be used interchangeably. The detailed instructions on how to prepare the models for
co-simulation is provided by Amesim User’s Guide [2].
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Appendix
.1

MATLAB scripts for linear system analysis

close all
clear all
clc
L = 1.5e-3; % H
R = 0.5; % ohm
Km = 0.04; % Nm/A
Kb = Km; % V-s/rad
J = 2.5e-4; %kg-m2
b = 1e-4; % Nm-s/rad
sysArmature = tf(1,[L R]);
sysRotor = tf(1,[J b]);
sysG_AR = Km*sysArmature*sysRotor;
sysH_Kb = Kb;
sysT_DCmotor= feedback(sysG_AR,sysH_Kb)
%PI Controller
KP =
KI1=
KI2=
KI3=

0.2; % V-s/rad
1; % V/rad
5;
20;

s=tf('s');
sysG_c1 = KP + KI1/s;
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sysG_c2 = KP + KI2/s;
sysG_c3 = KP + KI3/s;
sysG_p = sysT_DCmotor
sysG1 = sysG_c1*sysG_p;
sysG2 = sysG_c2*sysG_p;
sysG3 = sysG_c3*sysG_p;
sysH = 1; % 1
sysT1 = feedback(sysG1,sysH);
sysT2 = feedback(sysG2,sysH);
sysT3 = feedback(sysG3,sysH);
% Dynamic
DCgain1 =
DCgain2 =
DCgain3 =
%
%
%
%

analysis
dcgain(sysT1)
dcgain(sysT2)
dcgain(sysT3)

Poles = pole(sysT)
Tau1 = - 1/Poles(1);
Tau2 = - 1/Poles(2);
T_s = max(Tau1,Tau2)*4 % settling time

% Step response to input u
t = 0:0.001:2;
u = zeros(size(t));
u(1:1001) = 3000*2*pi/60; % define u=3000rpm for 0 <= t <= 1 s
[y1,t]=lsim(sysT1,u,t);
[y2,t]=lsim(sysT2,u,t);
[y3,t]=lsim(sysT3,u,t);
y1_rpm = y1*60/2/pi;
y2_rpm = y2*60/2/pi;
y3_rpm = y3*60/2/pi;
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figure
plot(t,y1_rpm)
hold on
plot(t,y2_rpm)
hold on
plot(t,y3_rpm)
hold off
%title('Motor speed vs. Voltage')
xlabel('time (s)')
ylabel('rpm')
legend('K_I = 5','K_I = 10','K_I = 50')
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