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Abstract
This paper addresses the problem of qubit routing in first-generation and other near-term quantum
computers. In particular, it is asserted that the qubit routing problem can be formulated as a rein-
forcement learning (RL) problem, and that this is sufficient, in principle, to discover the optimal qubit
routing policy for any given quantum computer architecture. In order to achieve this, it is necessary to
alter the conventional RL framework to allow combinatorial action space, and this represents a second
contribution of this paper, which is expected to find additional application, beyond the qubit routing
problem addressed herein. Numerical results are included demonstrating the advantage of the RL-trained
qubit routing policy over using a sorting network.
1 Introduction
Since Deutsch first expressed a specific computational problem that could be more efficiently solved using
a (hypothetical) quantum computer [1], there has been great anticipation for the time when said hypo-
thetical quantum computers are given physical reality – a time which many experts believe has now come,
with IBM [2], Microsoft [3], Google [4], Intel [5], Rigetti [6] and Alibaba [7] all announcing first-generation
quantum computers. With the exception of that of Microsoft, which is a topological quantum computer [8],
these quantum computers all consist of a small number of super-conducting qubits [9], and there are also
numerous ongoing academic projects researching alternatives such as ion-traps [10–12] and Nitrogen-Vacancy
centres [13]. Concurrently, there is much activity to develop quantum algorithms which, when executed on
near-term quantum computers, will demonstrate an advantage (in some sense) over their classical counter-
parts, for computational problems of real-world interest [14].
These quantum algorithms are typically expressed as quantum circuits as the quantum circuit represen-
tation is sufficiently powerful to express all computation possible on a quantum computer [15,16]. Fig. 1(a)
shows a fragment of an example quantum circuit, which implicitly assumes that each qubit can interact
with any other qubit (that is, they can jointly undergo a two-qubit gate). In contrast to this assumption of
complete qubit connectivity, first-generation quantum computers exhibit limited qubit connectivity, which
can be represented by a qubit interaction graph (an example of which is displayed in Fig. 1(b)), in which a
qubit is located at each vertex, and each edge represents a possible interaction. Swap gates [17] are therefore
required to route qubits such that they are adjacent (in the sense of the interaction graph) so that the
required two-qubit interactions can be executed, as shown in Fig. 1(c).
The depth of a quantum circuit is defined as the number of layers of operations, where a layer consists
of disjoint pairs of qubits undergoing two-qubit interactions. For example, in Fig. 1(a) the first two CNOT
gates act on different pairs (i.e., the first interacts |qo〉 with |q1〉 whereas the second interacts |q2〉 with |q3〉,
so are part of the same layer, whereas the third and fourth CNOTS both involve |q2〉 so must be in successive
layers. After swaps have been included to enable the circuit to be executed on the target quantum computer
architecture, there is an unavoidable increase in the circuit depth. This increase is expressed in terms of the
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|q0〉 • •
|q1〉 ⊕ ⊕
|q2〉 ⊕⊕ •
|q3〉 •
q0
q2
q1
q3
|q0〉 • •
|q1〉 ⊕×⊕ •
|q2〉 ⊕× ⊕
|q3〉 •
(a) (b) (c)
Fig. 1. (a) Example quantum circuit, in which the horizontal lines labelled |qi〉 correspond to
qubits and the vertical lines connecting the qubit with filled and unfilled circles represent two-
qubit interactions (in this case CNOT gates – note that actual quantum circuits also have single
qubit gates, but these are neglected in this paper as they do not require routing); (b) a simple
interaction graph, where the qubits are arranged in a line, with interactions only allowed between
neighbours; (c) the quantum circuit in (a) supplemented with a swap gate (the vertical line with
two ×s) to enable it to be executed on the interaction graph in (b).
depth overhead, the multiplicative factor increase in the depth of the quantum circuit when swaps are intro-
duced to enable successful execution. The depth overhead necessarily grows logarithmically with the number
of qubits in the quantum computer [18, Theorem 3.3] for some quantum circuits, however this theoretical
work does not give details of how to minimise the depth overhead in practise. Indeed, unlike in the simple
example in Fig. 1, for actual quantum circuits run on near-term quantum computers, there are numerous
ways to insert swaps so that the quantum circuit is successfully executed, and so it is a hard problem to
decide how best to route the qubits so as to minimise the depth overhead. What is clear, however, is that
it is important to minimise the depth overhead, to enable as much useful computation as possible to occur
prior to decoherence. Furthermore, minimising the depth overhead maximises the quantum volume, which is
emerging as an widely accepted measure of the capability of first-generation and other near-term quantum
computers [19]. Owing to the diversity of first-generation quantum computer architectures (e.g., [2–7]), it is
highly desirable to find a general approach to qubit routing. This paper proposes that reinforcement learning
(RL) can find policies for efficient qubit routing on general quantum computer architectures. Moreover, the
RL framework proposed is sufficient to capture wholly the required action of a qubit routing algorithm,
therefore any alternative qubit routing algorithms subsequently suggested are, in principle, discoverable by
RL-training, should they be optimal.
Based on the biologically inspired, simple and intuitive reward hypothesis [20], in RL an agent learns a
behaviour (which action to take, given the state of the environment) to maximise the reward in some sense.
Typically, RL is applied to problems where there is no direct expression of the reward as a function of an
action and environment, which would facilitate optimisation to discover the best behaviour, but instead a
reward signal enables an agent to be trained to find a behaviour which maximises the long-term reward. This
set-up is summarised in Fig. 2, and in recent years, RL has enjoyed phenomenal success in finding solutions
to problems where an agent must act in response to its environment. In 2013 Mnih et al demonstrated the
use of RL to play Atari arcade games [21] and, perhaps most famously, RL was central to AlphaGo beating
the world number one at Go [22]. Other examples where RL has aided the solution of real-world problems
include resource management [23], robotics [24] and chemistry [25], amongst myriad others.
There are a number of algorithms for RL, but one widespread and general approach is to use Q learning
(QL) [26], in which the agent is trained to take actions to maximise its long-term reward, with a discount
applied to future rewards. In QL, the quality of taking each of a finite set of actions in a finite set of states
is evaluated, and this value is converged upon, by recursively updating a Q value according to the Bellman
equation [27]:
Q(st, at)← (1− α)Q(st, at) + α
(
rt + γmax
at+1
Q(st+1, at+1)
)
, (1)
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where st is the state of the environment at time-step t, and at is the action taken in st, α is the learning
rate, rt is the reward signal observed in st and γ is the discount for taking into account the quality of future
states. Note that (1) assumes that an action deterministically leads to the next state, but this can easily be
generalised to the case where there is some random component to the state transition by selecting the action
which maximises the expected Q value of the next state. For sufficiently small state and action size, it may
be possible to evaluate Q for each state-action pair, however more commonly an artificial neural network
(ANN) is used to approximate Q(st, at). Such an ANN takes an input vector corresponding to the current
state, and outputs a vector of Q values for taking each action given the state encoded at the input (i.e., the
size of the output vector is the size of the action space).
Treating a quantum computer as an environment, the problem of qubit routing can be formulated as a
RL problem:
• State: The state consists of the vertex at which each of the qubits are located, and the next qubit
with which each qubit must interact.
• Reward: A reward signal can be sent either when a gate is achieved, or when the complete circuit
has been executed.
• Action: The agent acts by implementing swaps and gates on qubits which are adjacent in the inter-
action graph.
This RL formulation differs from the conventional RL formulation is one notable way: the agent must select
a combination of actions to execute simultaneously (i.e., in one layer), rather than a single action. In the
conventional RL framework, the ANN maps the state to the Q value of each action in that state, from which
the highest quality action is chosen (set to one), and all other actions are set to zero. The overall action of
this is therefore a mapping from a state to a vector corresponding to all of the possible actions, of which one
is set to one. For example, if there are six possible actions:
st → [0, 1, 0, 0, 0, 0]T . (2)
By contrast, if the action space is combinatorial then it is necessary to map the state to a general binary
string, for example:
st → [0, 1, 0, 1, 1, 0]T . (3)
In such cases, if there are na individual actions from which the combination could be chosen, then in order
for conventional RL to apply it would be necessary to for the action space to consist of all 2na possible
action combinations such that the output would be in form of a string with all zeros except a single one,
as in (2), which is clearly not scalable. Resolving the departure from the conventional RL framework that
combinatorial action space brings, without resorting to an infeasibly large action space, is itself a non-trivial
technical challenge. Thus the solution proposed in this paper represents a novel contribution in its own right,
which is expected to find application across a broad spectrum of RL problems.
The remainder of the paper is organised as follows: in Section 2 existing approaches to qubit routing and
RL with combinatorial action spaces are reviewed; in Section 3 a novel solution for RL with combinatorial
action space is proposed; in Section 4 the proposed solution is applied to the problem of qubit routing, with
numerical results presented; in Section 5 future research directions are discussed; and finally in Section 6
conclusions are drawn.
2 Review of existing approaches to qubit routing and RL with
combinatorial action space
This paper makes two major contributions: a novel solution to the problem of qubit routing is proposed,
which relies on a novel solution to RL with combinatorial action space. Previous work in both of these areas
is therefore reviewed.
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Fig. 2. General reinforcement learning framework.
2.1 Existing approaches to qubit routing
Whilst there is a growing body of literature on the fundamental restrictions that limited qubit connectivity
places on the ability of quantum computers to execute quantum algorithms [18, 28, 29] which therefore
motivates the need for efficient qubit routing, there is a relative paucity of literature on how to actually
implement qubit routing in practise. There have been some general attempts to apply techniques from
operations research to the problem [30,31], and there are some proprietary methods for qubit routing, notably
by IBM [32] and Rigetti [33], which are specific to their own respective quantum computer architectures and
therefore do not constitute general solutions. More significantly, in both cases the qubit routing forms part
of a quantum compiler stack, which also aims to optimise the quantum circuit itself by way of transformation
into an equivalent quantum circuit, and it is therefore not possible to compare the performance of the qubit
routing algorithm in isolation for general quantum circuits. The only existing qubit routing method in the
public domain is that proposed as part of ProjectQ [34], which executes qubit routing by using a sorting
network [35, Fig. 12], and it is this which is therefore used for benchmarking.
2.2 Existing approaches to RL with combinatorial action space
Large action spaces (including continuous action spaces) have been studied in the literature [36], therefore
one option to the problem of RL with combinatorial action space would be to simply let the action space
consist of every combination. However, such an approach still relies on parameterising the continuous action
space for the learning and, indeed, the suggested example of using a continuous action space to approximate
37 = 2187 action combinations is at least an order of magnitude below that of interest for the applications
exemplified herein. Instead, an alternative approach which explicitly leverages the combinatorial nature of
the action is preferable. He et al identify a potential application of RL with combinatorial action space
in predicting popular Reddit threads [37, 38], and propose a solution in which only a small part of the
action space is explored. The emphasis on exploring only part of the action space, however ignores the
problem that in general representation of the combinatorial action space itself could be infeasible (owing to
its exponentially growing size), and thus a radically simpler approach is required.
3 A solution for RL with a combinatorial action space
As intimated in Section 1, QL is a suitable way to implement RL for problems of this sort. It follows that a
natural first question to ask when considering QL with combinatorial action spaces is whether conventional
QL can be used, with little or no adaption. Indeed, the simplest solution would be to train the ANN
select a single action at each time, and let the parallelisation be implicit – that is, to start a new action
combination once an action which is incompatible with the current action combination is selected. However,
whilst such a solution will make monotonic progress towards achieving the goal (once adequately trained), as
no attempt is made to ensure parallelisation of individual actions into action combinations the solution may
take a much greater amount of time than that which could be achieved were parallelisation to be explicitly
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incentivised. Incentivising parallelisation can be easily accommodated in the standard QL framework by
penalising (reducing the reward of) actions when they would start a new action combination. Preliminary
attempts at such an approach for the application of QL to qubit routing indicated that it was difficult to tune
the adjustment to the reward accordingly to achieve the desired result. Therefore, whilst such an approach
may yield good results for some applications, it was deemed unsatisfactory to the example application of
interest (i.e., qubit routing).
Instead, this paper proposes a remarkably simple solution to the problem of combinatorial actions space:
associate a Q value with a state rather than a state-action pair, and use combinatorial optimisation with
the Q value of the next state as the objective function to select an action given the current state. This can
be captured by updating (1):
Q(st)← (1− α)Q(st) + α
(
rt + γmax
at+1
Q(st+1)
)
. (4)
It may appear that such a simple solution to the combinatorial action space problem requires little by way
of discussion, however some additional insight can be gained by explaining the thought process which led
to this solution. This discussion can be best illustrated by considering the required size of the input and
output vectors of the ANN representing the Q function. Initially, as in (1), the ANN must map a state to
the Q value of that state for each action combination:
st
ANN−−−→ Q(st, at(ci)), (5)
where the state, st, is encoded as a vector of length |st| = n (by definition), and the output is expressed for
each possible action combination ci, which therefore has a size 2
na . Crucially, however, this exponentially
growing action space is only required because of the requirement that the ANN produces an output where
the action can be selected directly by choosing that corresponding to the maximum element of the output.
This is somewhat inefficient in terms of the compactness of the ANN itself, and the easiest way to mitigate
this, whilst still having an ANN which represents the function Q(st, at) is to shift the action to the input
side of the ANN, thus having an input consisting of a first part corresponding to the state (as previously)
and a second part corresponding to the action:
s′t =
[
st
at
]
ANN−−−→ Q(st, at). (6)
In (6) the output vector is of size one, however the input need only be of size ns + na as the action can now
be a binary string corresponding to the action combination, rather than a vector with a single one, indicating
the action to select, as in (5).
However, in such a setting, discovering the best action to take in a given state would require combinato-
rial optimisation over the action part of the input, and this prompts the question of whether it is necessary
to include the action in the ANN at all. That is, because the effect of taking an action in a state (transi-
tioning to the next state) is in general a simply expressible function, and therefore does not require explicit
representation in the ANN. This further simplifaction can thus be expressed:
st
ANN−−−→ Q(st), (7)
which in turn yields the set-up proposed in (4).
The major potential drawback of the proposed approach is the continual reliance on combinatorial op-
timisation, both in the training of the ANN and the use in the actual application thereafter. This isn’t a
problem which can be mitigated so much as accepted, by changing one’s perspective on what the RL should
achieve: conventionally, it is expected that an ANN trained using QL should directly yield the best action
to take in each state, however it has already been discussed that this would require an infeasibly large ANN;
instead, the proposed solution means that the action can be chosen by maximising the Q value over all the
next states which can be reached by each action, as represented by the ANN. Whilst this unavoidably incurs
a computational cost, it is preferable to optimise over the current action directly, rather than the current
action marginalising over all subsequent future actions as would be the case without the aid of the ANN.
Indeed, it is perhaps helpful to think of the ANN as representing the marginalisation over all future actions.
Naturally it is necessary that an appropriate combinatorial optimisation algorithm is deployed, for which
simulated annealing is a suitable choice [39].
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Fig. 3. Example of a interaction graph with 16 qubits arranged at random initial locations in a
4× 4 square grid.
4 Applying RL to the problem of qubit routing in near-term quan-
tum computers
To demonstrate the principle of applying RL to the problem routing, a 4 × 4 grid was chosen as a suitable
interaction graph, as shown in Fig. 3. Whilst 16 qubits may seem to be a small number, this exceeds
the number of qubits in the current state-of-the-art quantum computers, and thus constitutes a reasonable
example. Moreover, by arranging the qubits in a square grid, a sorting network can be applied, thus enabling
benchmarking, as identified in Section 2.1.
For simplicity, the actual quantum interactions were assumed to occur implicitly (that is, when two
interacting qubits were routed to be adjacent the interaction was deemed to have occurred instantly), thus
the behaviour of agent was to select disjoint sets of swaps (each of which formed a layer of swaps), and the
goal was to execute the quantum circuit in as few layers of swaps as possible.
Each qubit location in the quantum computer (i.e., each vertex in the interaction graph) was indexed, as
was each qubit. Each qubit was also labelled with a target qubit, that is, the index of the next qubit with
which it would interact. In order to express the state as compactly as possible in the RL formulation, this
information was used to label each vertex with the vertex index at which the target qubit of the first vertices
local qubit was located. For example, if qubit qi was located at vertex vj , and was targetting qubit qk,
which was located at vertex vl then vertex vj would be labelled with vl. As the vertex indices were implicitly
encoded in the order of the state vector, this vertex labelling allowed the state space to be expressed with a
the number of qubits, denoted nq (thus ns = nq, which was also the number of vertices). The action space
consisted of the edges of the interaction graph, suitably indexed. Even for an ostensibly simple set-up such
as a 4 × 4 grid, there were 11054 possible valid action combinations, making conventional RL impractical,
and thus justifying this example as worthwhile in terms of assessing the performance of the proposed method
for RL with combinatorial action space.
Thus the RL task was to map an input of size nq to an output of size one, representing the quality of being
in the state corresponding to the input. Tensorflow [40], with Keras [41] backend was used to implement
and train the ANN and to guard against instability, double QL [42] was used. The reward signal sent was
set to be proportional to the number of interacting pairs which were adjacent in the interaction graph,
after which the targets for the qubits involved was set to a nominal value of −1. This was for consistency
with the previously declared simplification that the actual interactions would be implicit, to avoid the same
two-qubit interaction leading to multiple reward signals. The ANN used to approximate the Q(st) consisted
solely of fully-connected layers, 3 hidden layers were used with 32 neurons and ReLU activation functions
in each. This network architecture was determined by empirical tuning, wherein it was found that this
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Fig. 4. Illustration of the superior performance of an RL-trained agent for single-layer quantum
circuit compared to random performance (a), and also compared to a sorting network when some
actions are forced (b).
relatively small network was able to approximate the mapping between the 16-dimensional input and the
one-dimensional output sufficiently. For a larger interaction graph with a greater number of qubits (and
corresponding vertices), the width and depth of the ANN would have to be increased. A mean-squared error
loss function was used to represent the error between the ANN output and the target output, (the latter as
defined in (4)).
4.1 Qubit routing for a single layer of interactions
For the first simulation, the ANN was trained for a quantum circuit consisting of a single layer of gates in
which all qubits were involved (i.e., all 16 qubits were randomly paired to form a single layer quantum circuit
consisting of eight disjoint interactions, hereafter termed a fully-occupied single-layer circuit), and the qubits
were initially placed at random. Assessing the performance of the RL-trained policy for a fully-occupied
single-layer of gates, enabled a fair comparison with the swapping network [35, Fig. 12], and also is consistent
with one popular measure of quantum volume [19, Section 4], which may be useful for subsequent analysis.
Fig. 4(a) shows the average number of time-steps taken to execute the eight-gate single-layer quantum circuit
as a function of the number of training episodes. As expected the number of time-steps required to execute
the circuit can be seen to decrease with the number of episodes, indicating that the RL training is working
correctly. This conclusion is reinforced by comparing the performance of the RL-trained agent with random
swapping, also shown in Fig. 4(a). Fig. 4(b) shows a further improvement that can be made if the action
space considered in the combinatorial optimisation is constrained such that the relevant swap is forced when
mutually targetting qubits are only one swap removed from being adjacent. When tested on a random
sample of fully-occupied single layer circuits, the average number of layer of swaps when each circuit was
executed using the RL-trained policy was 7.7, which compares favourably with the 12 required when the
swapping network was used.
4.2 Qubit routing for a random circuit
Whilst useful for benchmarking, and future quantum volume evaluation, the assumption that a quantum
circuit consists of fully occupied layers, as implicitly made in Section 4.1 is somewhat unrealistic. An alter-
native is to consider random quantum circuits:
7
0 50 100 150 200 250
Episode
10
20
30
40
50
60
70
80
N
u
m
b
e
r 
o
f 
a
ct
io
n
s
RL Agent 1
RL Agent 2
RL Agent 3
Random action
Sorting network
Fig. 5. Illustration of the superior performance of an RL-trained agent for a 16-interaction
random quantum circuit compared to random performance and a sorting network.
A random quantum circuit is one in which an interaction is randomly generated by sampling a pair of
qubits uniformly at random, with this process repeated yielding a sequence of interactions, with successive
disjoint pairs yielding some implicit parallelisation into layers.
It follows that the second simulation consisted of training the agent to efficiently execute a random quan-
tum circuit. Random quantum circuits consisting of 16 two-qubit interactions were used for training, again
with random initial qubit placement. Results are shown in Fig. 5, demonstrating favourable performance
compared to random action. An ostensibly surprising feature of the plot in Fig. 5 is that applying a sorting
network performs poorly, even in comparison to random actions. However, this is an artefact of the property
of random circuits that they are poorly compressed into layers of disjoint actions (as is required by sorting
networks): numerical results show that on average random circuits of 16 two-qubit interactions correspond to
6.1 layers, whereas only two would be required if each layer was occupied by the maximum of eight two-qubit
interactions. This reality, that quantum circuits may not be well parallelised into layers, adds to the case
for why RL should be researched for potential application to this problem.
5 Future research directions
This paper proposed a solution for applying RL to problems in which the action space is combinatorial,
which therefore enables RL-trained agents to perform qubit routing. The numerical results provide a proof
of principle of this, however an important aspect of this paper is to motivate further research: both on the
subject of using RL for qubit routing, and for applying RL to general problems with combinatorial action
space.
5.1 Further research on applying RL to qubit routing
It is necessary to develop the RL environment somewhat to represent better the actual expected behaviour
of near-term quantum computers: the gates should not be assumed to be instantaneous, but the timing
should be renormalised such that a gate takes one unit of time. By contrast, a swap gates is not expected
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Fig. 6. Illustration of the RL-trained agent as the number of qubits in the network grows. In (a)
the RL-trained agent is always used, in (b) the RL-trained agent is only used when it outperforms
the sorting network.
to be a primitive in near-term quantum computers, but rather is expected to consist of three CNOT gates,
therefore taking three units of time. Another obvious future step is to apply RL to qubit routing on larger
interaction graphs. Results from applying the same set-up to 4×5 and 5×5 grids are shown in Fig. 6, which
shows that the advantage of the RL-trained agents over the sorting network is reduced for the former, and
non-existent for the latter. As previously noted in Section 4.1, this does not imply that RL will not work
at all for larger interaction graph sizes, but rather suggests that (unsurprisingly) the ANN architecture and
hyper-parameters need adjustment. However, simple tweaks to these did not yield any great improvement,
suggesting that tuning ANN hyper-parameters for RL agent training on a given interaction graph is not a
trivial task, and indeed further research may be required to understand some general guidelines as to how
to achieve this.
Consideration of multi-layer quantum circuits, as in Section 4.2, also prompts more general questions
about how the RL environment can be improved, because the optimum action depends not only on the next
interaction for each qubit (as is currently captured by Q-value of each state), but on all future interactions
(i.e., the remainder of the quantum circuit). A simple example to demonstrate this is given in Fig. 7. In
principle, this reliance on future interactions could be captured by appending said future interactions to the
state vector, however, short of including the entire circuit in the state vector, it is still necessary to truncate.
Common-sense suggests that the further into the future an interaction is (in terms of the number of interac-
tions each of the component qubits must undergo first) the less significance it has on the the selection of the
current best action, however an important future research direction would be to provide some theoretical
analysis or numerical results to substantiate this common-sense assertion, and therefore choose a suitable
size and format of state vector as the ANN input. Additionally, it is clearly desirable to train more ANNs
for a variety of architectures.
5.2 Further research directions on applying RL to general problems with com-
binatorial action space
One general theme that is gaining interest in the machine learning and optimisation community is the
concept of one-shot or amortised optimisation [43], in which (for example) a neural network is trained using
supervised learning to map an input state directly to the optimum. In the case of RL with combinatorial
action, this would entail using the RL-trained ANN to generate labelled pairs consisting of the state (the
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Fig. 7. Example of a situation in which future interactions inform the best current action.
Consider that in the current layer q1 must interact with q4, and q2 must interact with q3 –
which can be achieved by swapping on any edge, two examples of which are shown in (a) and
(b). However, if the subsequent layer requires interaction between q1 and q2 as well as q3 and
q4, then clearly the swap leading to (b) is preferable over that leading to (a), even though both
are equally as good for achieving the interactions in the current layer.
data) with the optimal action combination (the label), and thus using supervised learning to train a second
ANN mapping the state directly to an action. The extent to which this would work effectively is dependent
on the richness of the structure of the optimisation surface but is, nevertheless, an important future direction
to consider, as it could potentially yield an ANN which would map directly from the state to a combinatorial
action, avoiding the requirement for combinatorial optimisation when the system is deployed.
6 Conclusions
In this paper an ostensibly simple, but very powerful generalisation of RL to apply to scenarios in which
the action space is combinatorial has been proposed. This framework for applying RL has been applied
to the problem of qubit routing in near-term quantum computers, with numerical results demonstrating
good performance. To the knowledge of the authors, this is the first time that RL has been applied to
the problem of qubit routing (in the public domain at least), most likely because of the aforementioned
difficulty introduced by the combinatorial action space, and the proposed solution therefore provides a rich
vein of future research possibilities. It is openly acknowledged that there is little by way of alternatives for
benchmarking against, so it is important to note that the RL framework described herein (with the state
extended to include a sufficient portion of the future quantum circuit) is sufficient to wholly capture the
problem of qubit routing, and therefore any alternative proposed qubit routing policy can, in principle, be
discovered by RL and captured by an RL-trained agent, should such an alternative be shown to be the
optimum. Thus the RL framework proposed herein is a very powerful tool for the efficient execution of
quantum algorithms on near-term quantum computers.
It is also the case that the aforementioned generalisation of RL to apply to scenarios in which the action
space is combinatorial is a novel contribution, and in the future this may enjoy more general application in
the wider RL community. Finally, this paper identifies further research that should be undertaken, building
on this principle, to improve RL for qubit routing, as well as to investigate whether the RL-trained ANN
can itself be used to generate labelled data for supervised training of a second ANN, potentially yielding a
direct state to combinatorial action space mapping.
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