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SHARP WEYL LAW FOR SIGNED COUNTING FUNCTION OF
POSITIVE INTERIOR TRANSMISSION EIGENVALUES
E.LAKSHTANOV AND B.VAINBERGy
Abstract. We consider the interior transmission eigenvalue (ITE) problem that arises when
scattering by inhomogeneous media is studied. The ITE problem is not self-adjoint. We show that
positive ITEs are observable together with plus or minus signs that are dened by the direction of
motion of the corresponding eigenvalues of the scattering matrix (as they approach z = 1). We obtain
a Weyl type formula for the counting function of positive ITEs, which are taken together with the
ascribed signs. The results are applicable to the case when the medium contains an un-penetrable
obstacle.
Key words: interior transmission eigenvalues, anisotropic media, Shapiro-Lopatinski
condition
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1. Main results. Let O  Rd be an open bounded domain with C2 boundary
@O and the outward normal . The interior transmission eigenvalues (ITEs) are
dened as the values of  2 C for which the problem
 u  u = 0; x 2 O; u 2 H2(O);(1.1)
 v   n(x)v = 0; x 2 O; v 2 H2(O);(1.2)
u  v = 0; x 2 @O;
@u
@   @v@ = 0; x 2 @O;
(1.3)
has a non-trivial solution. Here n(x) > 0; x 2 O, is a smooth positive function, H2(O)
is the Sobolev space. Only real positive ITEs will be considered below.
This spectral problem for the system of two equations in a bounded domain
O  Rd appears naturally when the scattering transmission problem (scattering of
plane waves by an inhomogeneous medium) is studied. The scattering problem (for
 > 0) is stated as follows:
(1.4)     bn(x) = 0; x 2 Rd;
where bn(x) = n(x); x 2 O; bn(x) = 1; x 2 RdnO; and  is the sum of the incident
plane wave and the scattered wave, i.e.,  = eik!x +  sc;  = k2;  sc satises the
radiation conditions:
 sc = f(k; ; !)
eikr
r
d 1
2
+O

r 
d+1
2

;  =
x
r
; r = jxj ! 1:
We also consider the case where O contains a compact obstacle V  O; @V 2 C2
(V can be a union of a nite number of obstacles). Then equations (1.2) and (1.4)
are replaced by similar equations in OnV; RdnV; respectively, with the Dirichlet or
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Neumann boundary condition on @V. For the sake of clarity, the proofs of all the
statements will be given when V = ;. The case of V 6= ; is addressed in Remark 3.
The main relation between the scattering and ITE problems is due to the following
fact: if the far-eld operator
(1.5) F = F (k) : L2(S
d 1)! L2(Sd 1); F =
Z
Sd 1
f(k; ; !)(!)dS!
has zero eigenvalue at the frequency k = k0 > 0, then  = k
2
0 is an ITE. The proof of
this fact is very simple and can be found in [19]. This relation between positive ITEs
and operator F is very important in the study of scattering by inhomogeneous media.
In particular, it has been extensively used in the linear sampling and the factorization
methods of inverse scattering, starting from papers [19],[9],[34].
One can consider the scattering matrix of the transmission problem (1.4) instead
of the far-eld operator F . It is the unitary operator given by
(1.6) S(k) = I + 2ikF : L2(S
d 1)! L2(Sd 1);  = 1
4

k
2i
 d 3
2
:
Thus, the existence of the eigenvalue z = 1 of the operator S(k) for some k = k0
implies that  = k20 is an ITE.
While the latter statement (the existence of eigenvalue z = 1 of S(k0) implies
that  = k20 is an ITE) is rather simple, the converse relation is much more delicate.
Both relations together are called the weak inside-outside duality principle1. Roughly
speaking, it says that an eigenvalue z(k) of the scattering matrix S(k) can have a
one-sided limit z = 1 as k ! k0 if and only if k20 is an ITE. As a byproduct of our
main result, this principle will be justied below under minimal assumption on n(x).
The eigenvalues zj(k) of the unitary operator S(k) belong to the unit circle C =
fz : jzj = 1g. The operator F is compact and its eigenvalues converge to zero,
and therefore for each k > 0, the eigenvalues fzj(k)g converge to z = 1 as j ! 1.
Functions zj(k) are not always analytic at points k where zj = 1 (z = 1 is the essential
point of the spectrum of S(k)). For example, z = 1 is never an eigenvalue of S(k)
if O has a corner, see [4]. It is known in a quite general setting (see [2], [18]) that
the eigenvalues zj(k) are distributed in a neighborhood of the point z = 1 very non-
uniformly. One of the half circles C = C
Tf=z > 0g usually contains at most
a nite number of the eigenvalues, while the opposite half circle contains innitely
many of them (with the limiting point at z = 1).
Let us describe the inside-outside duality principle in the case of scattering by
a soft or rigid obstacle O (see [11],[36],[12],[13]). In this case, the interior Dirichlet
or Neumann problem is considered instead of the interior transmission problem, and
the eigenvalues of the Dirichlet or Neumann Laplacian in O are used instead of ITEs.
The half-circle C+ contains a nite number of the eigenvalues fzj(k)g in the case of
the Dirichlet condition. If  = k20 is an eigenvalue of the interior Dirichlet problem of
multiplicity m, then exactly m points zj(k) from C+ converge to z = 1 as k ! k0 0.
These points move clockwise. A similar statement is valid in the case of the Neumann
boundary condition: the half-circle C  contains a nite number of the eigenvalues
fzj(k)g in this case, and m of them converge to z = 1 as k ! k0 + 0. The latter
eigenvalues move also clockwise with the increase of k.
1studied in [12] for scattering by an obstacle, and studied in [20] for the transmission problem
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This clockwise motion of all the eigenvalues zj(k) claries the earlier results on
high frequency asymptotics of the total phase of S(k) established in the case of scat-
tering by an obstacle (see [17], [26]):
(1.7) arg detS(k) =   !djOj
(2)d 1

d
2 (1 +  ");  = k2 !1;
where !d is the volume of the unit ball in R
d and jOj = Vol(O). Indeed, due to the
Weyl formula for the counting function of interior eigenvalues, the right-hand side
above coincides with the number of eigenvalues on the interval (0; ) multiplied by
 2, i.e., it is equal to the sum of all the phases that make the total rotation (always
moving clockwise) around the circle jzj = 1.
It was observed in [20] that the eigenvalues zj(k) of the scattering matrix S(k) in
the case of the transmission problem do not necessarily approach z = 1 in a specic
direction. Thus the main coecient in formula (1.7) for the transmission problem
should have the following property: it should decrease by 2 every time when zj(k)
reaches z = 1 while moving clockwise, and it should increase by 2 when zj(k) reaches
z = 1 while moving counterclockwise. This is one of the reasons why we introduce
and study the signed Weyl formula for ITEs. Other reasons are discussed after the
statement of Theorem 1.1.
The main result of this paper is as follows. We will ascribe a value i = 1 to
each simple positive ITE. Moreover, these values are observable and correspond to the
clockwise (counterclockwise, respectively) motion of the eigenvalue of the scattering
matrix toward z = 1. In the case of an ITE of geometric multiplicity n > 1, we ascribe
a coecient i; jij  n, to the whole group, not to each of ITEs separately. We will
specify i in more detail later. Then we count positive eigenvalues together with the
sign ascribed.
Theorem 1.1. Let n(x) 6= 1; x 2 @O (i.e., the inhomogeneity in the scattering
problem has a sharp boundary). Then the Weyl law holds for the signed counting
function of the interior transmission eigenvalues:
(1.8)
X
i : 0<Ti <
i =
!d
(2)d

d
2 +O(
d
2 ); !1;  = 1
2d
; where
(1.9)  := Vol(O) 
Z
OnV
n
d
2 (x)dx 6= 0:
We expect that a similar result is valid for other scattering problems related to
Maxwell and Dirac equations, scattering on graphs, etc.
Let us stress that the asymptotics of the positive ITE spectrum with the signs
i = 1 ascribed determines Vol(O)  
R
OnV n
d
2 (x)dx similarly to the situation with
the Weyl asymptotics that determines the volume of the domain in the case of the
Dirichlet or Neumann problem. Among other applications of Theorem 1.1, let us
mention the justication of an analogue of formula (1.7) for the transmission problem
with a potential that has a jump on @O. The constant jOj in (1.7) will be replaced by 
in this case. A similar result for operators with innitely smooth coecients (without
a jump on @O) can be found in [32]. We plan to discuss all these applications in a
future publication.
The main diculty in the proof of Theorem 1.1 is related to the fact that problem
(1.1)-(1.3) is neither elliptic nor symmetric. Indeed, the Shapiro-Lopatinski conditions
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must hold at the boundary for the ellipticity of the problem. To convince a reader that
these conditions are violated, without making any calculations, one can note that the
ellipticity of a problem implies that its null space is nite dimensional. Additionally,
if (1.1)-(1.3) is elliptic, then the same problem with n(x) = 1 would be elliptic. But
the latter problem has an innitely-dimensional kernel that contains all (u; v) such
that u = v. The violation of the symmetry also can be very easily checked.
The lack of symmetry and ellipticity makes the study of ITEs much more dicult
than the study of eigenvalues of the Dirichlet or Neumann Laplacian. In particular,
the discreteness of the spectrum of the ITE problem, the existence of real eigenvalues,
and their asymptotics can not be obtained by soft arguments. Moreover, the existence
of non-real ITEs was shown in [27], and an example of an elliptic ITE problem where
the set of ITEs is not discrete can be found in [21, Examples 1,2].
Overview of previous results on ITE. There is extensive literature (see the
review [8]) on the properties of ITEs and corresponding eigenfunctions. The following
results are most closely related to our study. It was shown in [39] that the set of
ITEs is discrete if n(x) 6= 1 everywhere at the boundary of the domain @O. The
latter condition (which means that the inhomogeneity has a sharp boundary) will be
assumed to hold in our study. It was shown in [3],[10],[14],[22],[33]2 that the standard
Weyl estimate holds for the complex ITEs located in an arbitrary cone containing the
real positive semi-axis:
(1.10) #fi : jTi j  g =
!d
(2)d

Vol(O) +
Z
O
n
d
2 (x)dx


d
2 + o(
d
2 ); !1;
where !d is the volume of the unit ball in Rd.
Earlier, in a series of articles [23],[24],[25], we have shown that if  6= 0, then the
set of positive ITEs (which are the ones important in applications) is innite, and
moreover,
(1.11) #fi : 0 < Ti < g 
!d
(2)d
jj d2 +O( d2 ); !1:
Obviously, the coecient in the main term above is always smaller than the corre-
sponding coecient in (1.10).
The rst result of the present paper shows that one of the half circles C contains
at most a nite number of the eigenvalues of S(k) in the case of the transmission
problem. It is an extension of the result from [20] where it was assumed that n(x) 6=
1; x 2 O. Our result is proved under the weaker assumption that n(x) 6= 1 only at
the boundary. We also will show that if n   1 changes sign on the boundary, then
both half circles contain innitely many eigenvalues of the scattering matrix. Namely,
the following theorem will be proved.
Theorem 1.2.
1. If n(x) < 1; x 2 @O, then S(k) has at most a nite number of eigenvalues
zj(k) in C+ for each xed k > 0 (as in the case of the Dirichlet boundary
condition).
2. If n(x) > 1; x 2 @O, then S(k) has at most a nite number of eigenvalues
zj(k) in C  for each xed k > 0 (as in the case of the Neumann boundary
condition).
2Paper [22] concerns the anisotropic ITE problem, papers [3],[14] concern the case of n(x) >
1; x 2 O, and papers [10],[33] concern the case of n(x) 6= 1; x 2 @O.
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3. If n(x)   1 takes both positive and negative values on @O, then S(k); k > 0;
has innitely many eigenvalues in both C+ and C .
After we prove the theorem, we will study the ITE problem under the rst two
assumptions of the theorem. We will concentrate our attention on the half-circle with
a nite number of points zj(k). Our next goal is to study the motion of the points zj(k)
along the half-circle when k is increasing. We distinguish clock- and counterclockwise
motion of these points. We are primarily interested in what happens when a point
zj(k) reaches z = 1 at some moment k = k0, for example when k ! k0   0. When
k > k0, the point may stay on the same half circle, move to another half-circle, or
disappear. It is dicult to nd a proper description of all the possibilities and justify
them due to the lack of smoothness of the eigenvalues at the points where zj(k) = 1.
Thus we will split the motion of each point zj(k) into two parts: before zj(k) reaches
z = 1 at k = k0 and after that event, without any attempt to relate the eigenvalues
before k0 and after k0.
Denote by m+ = m+(k0) (m
  = m (k0)) the number of eigenvalues zj(k) of the
scattering matrix S(k) that are at the point z = 1 at the moment k = k0 while zj(k)
are moving in the chosen half-circle clockwise (counterclockwise, respectively). For
example, if n(x) < 1 on @O, then the chosen half-circle is C+, and m is the number
of eigenvalues such that
lim
k!k00
zj(k) = 1 + i0:
We will prove
Theorem 1.3. 1) Let n(x) < 1; x 2 @O. For each ITE Ti = k2i of geometric
multiplicity mi, there are m
+
i  mi eigenvalues zj(k) of the scattering matrix in the
upper half circle C+ that approach z = 1 when k ! ki   0 (they are moving clockwise
when k increases) and m i  mi eigenvalues that approach z = 1 when k ! ki + 0
(they are moving counterclockwise when k increases). There is an arc of the unit
circle dened by 0 < arg z <  that is free of all other points zj(k); jk   kij  1:
2) Let n(x) > 1; x 2 @O. For each ITE Ti = k2i of geometric multiplicity mi,
there are m+i  mi eigenvalues zj(k) of the scattering matrix in the lower half circle
C  that approach z = 1 when k ! ki + 0 and m i  mi eigenvalues that approach
z = 1 when k ! ki   0. There is an arc of the unit circle dened by   < arg z < 0
that is free of all other points zj(k); jk   kij  1:
3) The statements above remain valid if  = k20 > 0 is not an ITE (i.e., mi = 0).
In this case, the corresponding arc of the unit circle is free of the eigenvalues of the
scattering matrix when jk   k0j  1: Note that mi can take more or less arbitrary
integer values in the segment [0;mi]. In particular, the relation m
+
i +m
 
i = mi does
not necessarily hold. However, one can derive from the arguments in the proof that
m+i +m
 
i = mi(mod2). In particular, if mi = 1, i.e., an ITE is simple, then one of
the numbers mi is one and another is zero. A more specic result is given by the
following theorem.
Theorem 1.4. If Ti = k
2
i is an ITE whose geometric and algebraic multiplicities
coincide (there are no adjoint eigenfunctions) and (Uj ; Vj); 1  j  i; is a basis in
the eigenspace, then m+i  m i is the signature of the following matrix A = faj;lg
m+i  m i = sgn faj;lg ; aj;l =
Z
O
(UjUl   nVjVl) dx; 1  j; l  mi:
We already mentioned above that Theorem 1.3 was proved in [12],[13] in the case of
scattering by a soft or rigid obstacle O. In the latter case, the interior Dirichlet or
5
Neumann problem is considered instead of the interior transmission problem, and the
eigenvalues of the Dirichlet or Neumann Laplacian in O are used instead of ITEs. The
symmetry and simplicity of the corresponding interior problem implies that all the
scattering eigenvalues in both cases (Dirichlet/Neumann condition) move in the same
clockwise direction. Moreover, in both cases, m+i = mi; m
 
i = 0 for all i  1. Perhaps
this explains why the signed Weyl formulas have not appeared in the literature earlier.
Some results related to Theorem 1.4 can be found in [20]. If n(x) 6= 1; x 2 O, and
certain conditions on an ITE Ti = k
2
i hold, it was proved there that the eigenvalue
zj(k) closest to z = 1 and located in the appropriate half circle converges to z = 1
when k approaches ki from the appropriate side.
Our last and main result is as follows: Theorem 1.1 holds with i dened by the
formula
(1.12) i = m
+
i  m i :
Remark 1. There are a couple of cases when formula (1.8) can be obtained by
direct calculations. The asymptotics of the counting function for positive ITE was
found in [29] when O is a ball and n(x) is a constant. It was shown in [29] that
the counting function of positive ITEs coincides with the right-hand side in (1.8).
Since the Weyl law and signed Weyl law have the same main term, this implies that
the majority of i have the same sign, which is equal to sign(1   n). It also follows
from calculations in that paper (section 3.3) that isign(1   n) = 1 for the problem
under consideration if the ITE is simple. Another example concerns problem (1.1)-
(1.3) where n is replaced by n=a and the second boundary condition is replaced by
@u
@ = a
@v
@ (models of this type were introduced in [6]). Note that the results of the
present article hold for this problem, and the proofs require only minor changes. In
a very trivial situation of a = n = const 6= 1, the spectrum of the ITE problem is a
union of Dirichlet and Neumann spectra for the negative Laplacian. So, all the ITEs
are real, and (1.10) provides the asymptotics for their counting function. Obviously,
 = 0 in this case. So we see that the asymptotics for counting function of positive
ITEs and signed counting function for positive ITEs are dierent in this simple case.
Remark 2. The signs ascribed to ITEs in Theorem 1.1 resemble the standard
procedure used in the denition of spectral ows (see, for example, [1], [30], [37], [38]).
The principal dierence is that these signs in the present paper are dened not by
the direction of motion of the eigenvalues of the operator under consideration, but by
the direction of motion of another object, namely, the eigenvalues of the scattering
matrix.
While there is no direct reformulation of the signed sum of ITEs through spectral
ows, the latter are relevant to the problem under investigation. Indeed, we reduced
the original rather complicated non-self-adjoint (and non-elliptic) problem to a prob-
lem on the spectral ow for a symmetric Fredholm operator R() that has a simple
representation (see (2.7)) via the Dirichlet-to-Neumann mapsN in0 (); N
in
n (), dened
by equations (1.1), (1.2). Operator R() depends meromorphically on the spectral
parameter , and there are no readily available methods to calculate its spectral ow.
To be more precise, the signed Weyl law for ITEs is dened by the asymptotics (as
0 !1) of the number n2(0) of positive values of  < 0 for which R() has a non-
trivial kernel. Each such a value  = 0 is counted with the sign that depends on the
direction in which the corresponding eigenvalue j() of operator R() passes through
the origin  = 0 when  increases and passes through 0. Since we can not evaluate
n2(
0) directly, we use the conservation law n (0) = n1(0) + n2(0), where n ()
6
is the total number of negative eigenvalues j() and n1(
0) is the signed counting
function for eigenvalues j() that enter/exit the negative semi-axis R
 
 through the
point  =  1. We evaluate n () and nd the asymptotics of n1(0). Note that
changes in n1(
0) occur when  passes through poles of R(). Perhaps, this type of
contributions are not very standard in spectral ows (paper by Friedlelnder [15] was
a trigger point for us in evaluating n1(
0)). However, the most important part of the
present paper concerns not the asymptotics of n2 but the relation between n2(
0) and
the directions of rotation of the eigenvalues of the scattering matrix.
Remark 3. The presence of an obstacle V  O aects only the proof of Theorem
2.9. To be more precise, relations (2.18), (2.19) must be proved in the presence of the
obstacle ( in (2.18) will depend on V). The corresponding formulas can be found in
[24].
Conjecture. We believe that Theorem 1.4 remains valid without the assumption
on the absence of the adjoint eigenvectors. One only needs to construct matrix A using
a basis (ui; vi) in the root subspace that corresponds to the ITE 
T
i . Supporting
arguments will be provided after the proof of Theorem 1.4.
The rest of the paper is organized as follows. Section 2 concerns the relationships
between Dirichlet-to-Neumann maps, ITEs, and the far-eld operator. It starts (part
(A)) with certain properties of the Dirichlet-to-Neumann maps and their relation
to ITEs, followed (part (B)) by a representation of the far-eld operator F via a
combination of the Dirichlet-to-Neumann operators. While one of the factors in this
representation of F is related to ITEs, this connection between F and ITEs will be
deepened. Additional properties of the Dirichlet-to-Neumann maps are obtained in
part (C), followed by an alternative way to dene ITEs (part (D)) and an alternative
representation of the far-eld operator F (part (E)). In particular, a Weyl type formula
for a signed sum of ITEs similar to (but dierent from) the one in Theorem 1.1 is
proved in Theorem 2.9 of part (D).
Section 3 completes the proofs of the main theorems. Theorem 1.2 is proved
rst. The proof of Theorem 1.3 starts with general facts on quadratic forms dened
by unitary operators. Then it is shown that Theorem 1.3 holds with mi such that
m+i  m i = +i   i . The latter relation together with Theorem 2.9 imply Theorem
1.1. Theorem 1.4 is proved at the end of the section.
2. Relations between the scattering matrix and ITEs; auxiliary lem-
mas.. (A). Dirichlet-to-Neumann operators and their relationship with ITEs. The
following operators
(2.1)
N in0 ; N
in
n ; N
out : Hs(@O)! Hs 1(@O) and N in0  N inn : Hs(@O)! Hs+1(@O)
will be used heavily to prove the main result. Here Hs(@O) is the Sobolev space,
N inn () is the Dirichlet-to-Neumann map for equation (1.2) in O, which is dened as
follows:
(2.2) N inn () : v

@O
! @v
@

@O
;
N in0 () is the same operator for equation (1.1), and N
out() is the Dirichlet-to-
Neumann map for equation (1.1) outside O that maps the Dirichlet data to the
Neumann data of the solution that satises the radiation condition at innity:
ur   iku = o(r(1 d)=2); r !1; k2 = :
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We use the same normal vector  for the exterior problem as the one chosen (see
(1.3)) for the interior problem.
Let (y1; :::yd 1) be local coordinates on @O with the dual variables (1; :::; d 1)
and let
P
gi;j(y)dyidyj be the rst fundamental form on @O. Then jj = (
P
gi;j(y)ij)
1=2
is the length of the covector in the cotangent bundle T (@O).
Lemma 2.1. 1) The rst two operators in (2.1) are self-adjoint elliptic pseudo-
dierential operators of the rst order. They are meromorphic in  when  > 0 with
poles at eigenvalues of the Dirichlet problem for equations (1.1) and (1.2), respectively.
Their residues have nite ranges. The principal symbols of these two operators are
equal to jj.
2) Operator Nout is an analytic in ;  > 0; elliptic pseudo-dierential operator
of the rst order with the principal symbol  jj. For every ' 6= 0,
(2.3) =(Nout';') =
p

Z
jj=1
jf(; )j2dS > 0;
where f is the far-eld amplitude of the solution of the exterior problem with the
Dirichlet data '.
3) The last operator in (2.1) is a meromorphic in  elliptic pseudo-dierential
operator of order  1 with the principal symbol (n(x) 1)2jj .
Proof. The rst statement and the expression for the symbol of Nout are well
known, see more details in [24]. Formula (2.3) is a direct consequence of the Green
formula. The positivity of (2.3) and analyticity of Nout are due to the absence of
eigenvalues of the exterior Dirichlet problem imbedded into the continuous spectrum.
The last statement can be found in [24, Lemma 1.1]. It is justied by calculating the
rst three terms of the full symbol of operators N in0 and N
in
n (the rst two terms of
the symbols are canceled when the dierence is taken).
Note that the notion kernel of an operator is used below not only when the op-
erator is analytic in , but also when it has a pole at  = 0. In the latter case, the
kernel is understood as follows.
Denition. The kernel of a meromorphic operator function is the set of elements
that are mapped to zero by both the analytical and the principal part of the operator.
The following lemma is a direct consequence of the denition of ITEs.
Lemma 2.2. [23],[24] A point  = 0 is an ITE if and only if the operator
N in0 ()   N inn () has a non-trivial kernel at  = 0 or the following two conditions
hold
1)  = 0 is an eigenvalue of the Dirichlet problem for   and for equation (1.2),
i.e.,  = 0 is a pole for both N
in
0 () and N
in
n ().
2) The ranges of the residues of operators N in0 () and N
in
n () at the pole  = 0
have a non-trivial intersection.
Moreover, the multiplicity of the interior transmission eigenvalue  = 0 in all
the cases is equal to m1+m2, where m1 is the dimension of the kernel of the operator
N in0 ()   N inn (), and m2 is the dimension of the intersection of the ranges of the
residues at the pole  = 0 (m2 = 0 if  = 0 is not a pole).
If  = 0 satises the latter two conditions, it will be called a singular ITE. Thus,
singular ITEs belong to the intersection of three spectral sets: fTi g and sets of the
eigenvalues of the Dirichlet problems for   and for equation (1.2).
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(B). A relation between D-to-N operators (2.1) and the far-eld operator. We
will describe below some properties of operators (2.1), but rst let us formulate some
relationships of these operators with the scattering matrix and with ITEs that will
allow us to relate the latter objects. The relation to S(k) is given by the following
statement.
Theorem 2.3. Let operator L : L2(Sd 1)! L2(@O) be dened by
(2.4) (L')(x) =
Z
Sd 1
eikx!'(!)dS!; (Lu)() =
Z
@O
e ikxu(x)dSx:
Then the following factorization formula (where  = k2) is valid for the far-eld
operator:
(2.5) F = L(N in0  Nout)(N inn  Nout) 1(N in0  N inn )L;  =
1
4

k
2i
 d 3
2
:
Proof. Let E = E(x) be the solution of the equation (+k2)E =  (x); x 2 Rd;
that satises the radiation condition at innity: Er  ikE = o(r(1 d)=2); r !1. The
scattered wave  sc dened in (1.4) can be written as
 sc(x) =
Z
@O

@E(x  y)
@
 sc   E(x  y)@ sc
@

dSy; x 2 RdnO:
The Green formula for functions E and the solution of the Helmholtz equation in O
with the Dirichlet data  sc at the boundary implies thatZ
@O
@E(x  y)
@
 scdSy =
Z
@O
E(x  y)N in0  scdSy; x 2 RdnO: Thus
 sc =
Z
@O
E(x  y)(N in0  Nout) scdSy; x 2 RdnO;
which leads to the following formula for the scattering amplitude (i.e., for the kernel
of operator (1.5)) after passing to the limit jxj ! 1 :
(2.6) f(k; ; !) = L(N in0  Nout) sc(x);  =
1
4

k
2i
 d 3
2
:
It remains only to nd  sc on @O from (1.4). Let us denote function eik!x by h.
Since @ @ =
@ sc
@ +
@h
@ = N
out sc +N
in
0 h and
@ 
@ = N
in
n  , the continuity of  on @O
implies that
 sc + h =  ; N
out sc +N
in
0 h = N
in
n  ; x 2 @O:
We apply operator N inn to the rst equality and then subtract the second one. This
leads to
 sc = (N
in
n  Nout) 1(N in0  N inn )h; x 2 @O;
which, together with (2.6), completes the proof.
The following properties of operators (2.4) are almost obvious, but we will provide
proofs (compare to [12, Lemma 5.2]), since the statement below will be very essential
for us.
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Lemma 2.4. If  k2 is not an eigenvalue of the Dirichlet Laplacian in O, then
the kernels of operators L and L are trivial, and therefore their ranges are dense.
Proof. Let Lu = 0 on Sd 1. Consider the single layer operator
Tu =
Z
@O
E(x  y)u(y)dSy;
where E is the fundamental solution of the Helmholtz equation that satises the
radiation conditions, and the density u belongs to the kernel of operator L. From
Rellich's Lemma it follows that Tu = 0 on RdnO. The latter implies that Tu = 0 in
O, since  k2 is not an eigenvalue of the Dirichlet Laplacian. Since u is proportional
to the jump of the normal derivative of Tu, it follows that u = 0. The injectivity of
L is proved.
Let us show that the kernel of L is trivial. Obviously, function L' satises the
equation v + k2v = 0; x 2 Rd. One can show that for each xed k0 > 0 and an
arbitrary non-zero ', function L' can not vanish identically in Rd, and therefore it
can not be equal to zero identically in O. Hence, if L' = 0 on @O, then v = L' is an
eigenfunction of the Dirichlet problem.
(C). Additional properties of the D-to-N operators (2.1). Recall that an operator
function A() : H1 ! H2;  2 D; in Hilbert spaces H1;H2 is called Fredholm nitely
meromorphic if 1) it is meromorphic in  2 D; 2) it is Fredholm for each  that is not
a pole of A(), 3) if  = 0 is a pole, then the principal part at the pole has a nite
range and the analytic part is Fredholm at  = 0.
Lemma 2.5. [5] Let A() be Fredholm nitely meromorphic in a connected set
D. If there is a point  = 0 where the operator A() is one-to-one and onto, then
the operator function A 1() is also Fredholm nitely meromorphic.
Lemma 2.6. Operators (2.1), their inverses, and (N in0  t) 1; (N inn  t) 1; (Nout 
t) 1 where t is a constant, are Fredholm nitely meromorphic in  > 0.
Moreover, operators (N inn  Nout) 1 and (Nout   t) 1 are analytic in ;  > 0.
To be rigorous, one needs to write tI here and in other similar formulas, but we will
omit the identity operator I.
Proof. Let us call operators (2.1), their shifts by t, and operator N inn   Nout
the direct operators, and their inverses the inverse operators. The direct operators
are meromorphic in  with nite ranges of residues due to Lemma 2.1. They are
Fredholm since they are elliptic. For each direct operator, one can easily nd a point
 = 0 where the kernel of the operator is trivial. Indeed, for the last operator in
(2.1), one can take any 0 that is not an ITE (see Lemma 2.6). Such a 0 exists since
the set of ITEs is discrete (see [24]). For other direct operators, except N inn  Nout,
one can choose any 0 > 0 that is not an eigenvalue of the corresponding Dirichlet
or impedance (with the boundary condition u   tu = 0 on @O) problem. Below we
show that any 0 > 0 can be chosen for N
in
n  Nout. Since every elliptic operator on a
compact manifold has index zero, all the direct operators are also onto when  = 0,
and Lemma 2.5 is applicable to these operators. Hence the inverse operators are also
Fredholm and nitely meromorphic in  > 0.
It remains to show that operators N inn  Nout and Nout   t do not have kernels
when  > 0 (which implies that their inverse operators are analytic). Since operator
N inn is symmetric, (2.3) implies that
=((N inn  Nout)f; f) =  =(Noutf; f) < 0; if f 6= 0;
i.e., operator N inn   Nout;  > 0; does not have a kernel. These arguments remain
valid if N inn is replaced by t.
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(D). An alternative way to dene ITEs. Due to Lemma 2.2, the factor before L
in formula (2.5) for F establishes a connection between the scattering matrix (related
to F by (1.6)) and ITEs. However, the existence of singular ITEs makes it dicult to
work with this factorization of F and to use the factor (N in0  N inn ), which may have
a pole and a kernel at the same ITE. To avoid this diculty, F will be represented in
a dierent form, where the following operator will be used to relate F and ITEs:
(2.7) R() = (N inn   t) 1   (N in0   t) 1 : Hs(@O)! Hs+3(@O);
where t is a constant. We are going to study operator (2.7) now, and will discuss the
relation between F and R later.
Obviously, boundary conditions (1.3) are equivalent to the following ones
(2.8)
u = v; x 2 @O;
@u
@   tu = @v@   tv; x 2 @O;
where t > 0 is arbitrary. Consider the set fts()g,  > 0, of values of t for which the
impedance problem
(2.9)  v   n(x)v = 0; x 2 O; v 2 H2(O); @v
@
  tv = o; x 2 @O;
has a non-trivial solution. This set is discrete and countable. Equivalently, one can
dene this set as the set of values of t for which operator N inn ()  t has a non-trivial
kernel (see the denition of the kernel in Section 2 (B) if N inn ()  t has a pole). One
could also describe it as the set of eigenvalues of operator N inn (), but it would be a
little vague at points  where N inn () has a pole.
The equivalence of two denitions of the set ftsg (via the impedance problem and
via the kernel of N inn ()  t) is obvious when  is not a pole of N inn (i.e.,  is not an
eigenvalue of the Dirichlet problem for equation (1.2)). If  = 0 is a pole of N
in
n (),
then it is obvious that the existence of the kernel of N inn ()  t implies the existence
of the solution of the impedance problem. The converse statement needs a short
justication. We will not provide it, since we will not need this converse statement.
We will choose and x an arbitrary value of t in (2.8) such that for all s; i,
(2.10) t =2 fts(Ti )g
[
fts(Di )g
[
fts(n;Di )g:
Since we are not going to vary t (except in one insignicant place that will not aect
any previous arguments), we usually will not mark explicitly the dependence of any
operators or functions on t. Thus the value of t in (2.7) is xed.
Lemma 2.7. Operator (2.7) is meromorphic in ;  > 0. It is an elliptic pseudo-
dierential operator of order  3 with the principal symbol (n(x) 1)2jj3 . It has a non-
trivial kernel only if  is an ITE and the dimension of the kernel coincides with the
multiplicity of the ITE. It does not have poles at ITEs.
Proof. Operator (2.7) can be written as
R() = (N in0   t) 1(N in0  N inn )(N inn   t) 1:
This formula together with Lemmas 2.1, 2.6 immediately imply the rst two state-
ments of Lemma 2.7. Furthermore, R()' = 0 is equivalent to
(N inn   t) 1' = (N in0   t) 1':
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Both sides here are zeroes if and only if ' is the Dirichlet data of a singular interior
transmission eigenfunction. If they are not zeroes, then  = (N in0   t) 1' satises
N inn  = N
in
0  and denes non-singular ITEs. Finally, from (2.10) it follows that
operator (2.7) does not have poles at ITEs.
We will use the approach to count ITEs that was developed in [24], but now we
will use operator (2.7) instead of N inn  N in0 . We x an arbitrary invertible symmetric
elliptic operator D of the second order dened on @O. Let
(2.11) bR() = DRD;  = signx2@O(n(x)  1);
( is not to be confused with i dened in (1.12)), and let fj()g be the set of real
eigenvalues of bR(), where  is not a pole of bR(). Let n ()  0 be the number of
negative eigenvalues j(). From Lemma 2.7 it follows that bR() is an elliptic operator
of the rst order with a positive principal symbol. Thus j() ! 1 as j ! 1 and
n () is well dened if  is not a pole of bR(). We will work with operator bR instead
of R in order to deal with an operator whose eigenvalues converge to innity, not to
zero. On the other hand, operator D establishes a one-to-one correspondence between
the kernels of R and the kernels of bR. Thus ITEs can be dened as values of  = Ti
where bR() has a kernel, and mi eigenvalues of bR() vanish at each ITE  = Ti of
multiplicity mi > 0.
Since operator (2.7) is self-adjoint and analytic in  in a neighborhood of each ITE,
its eigenvalues and eigenfunctions can be chosen to be analytic in these neighborhoods
(see [31, Example 3, XIII.12]). The following lemma follows from here, Lemma 2.7
and the theorem on the spectral decomposition of self-adjoint operators (after an
appropriate enumeration of the eigenvalues j):
Lemma 2.8. Let  = 0 = 
T
i be an ITE of order mi. Then there exists  > 0
such that
(2.12) bR() = miX
j=1
j()P'j() +K(); j  0j < ;
where j() are analytic (when j 0j < ) eigenvalues of bR() such that (0) = 0
and the corresponding eigenfunctions 'j() are analytic and orthogonal, P'j() is the
projection on 'j, and the kernel of K() coincides with spanf'j()g.
The inverse operator has the form:
(2.13) bR 1() = miX
j=1
 1j ()P'j() +K1(); j  0j < ;
where K1 is analytic in ; j 0j <  (it is inverse to K on the subspace orthogonal
to spanf'j()g).
Let us denote by +i ; (
 
i ) the number of eigenvalues j() whose Taylor expan-
sion at  = Ti starts with an odd power of   Ti and the coecient for this power
has the same sign as   (respectively, ), where  is dened by (2.11).
Theorem 2.9. Let n(x) 6= 1; x 2 @O. Then
(2.14)
X
i : 0<Ti <
(+i    i ) =
!d
(2)d

d
2 +O(
d
2 ); !1;
where  = 12d .
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Proof. Let us x an arbitrary point  > 0 that is not a pole of bR(), and is
smaller than the smallest eigenvalues for the Dirichlet problems for equations (1.1)
and (1.2). Let us evaluate the dierence n (0)  n () by moving  from  =  to
a value  = 0 > . The eigenvalues j() are meromorphic in  and may enter/exit
the negative semi-axis R  = f :  < 0g only through the end points of the semi-axis.
Thus we can split n (0)  n () as
(2.15) n (0)  n () = n1(0) + n2(0);
where n1(
0) is the number of eigenvalues j() that enter/exit the negative semi-axis
R  through the point  =  1 (when  changes from  to 0 > ) and n2(0) is the
number of eigenvalues j() that enter/exit the negative semi-axis R
 
 through the
point  = 0. Obviously,
(2.16) n2() =
X
i : <Ti <
(+i    i ):
Next, one can show that
(2.17) n1(
0) = (N tn(
0) N t(0));
where N tn(); N
t
n() are counting functions for operators
 1
n(x) and  , respectively,
with the impedance boundary condition @u@   tu = 0. In order to obtain (2.17), one
needs to note that j() !  1 only when  passes through the poles of opera-
tor (2.7). These poles occur exactly at eigenvalues of the corresponding impedance
boundary problem. A rigorous proof of (2.17) can be obtained exactly as formula (27)
in [24]. The main term in the standard Weyl formula [35, Th.1.6.1] for the counting
function of a self-adjoint elliptic problem does not depend on the boundary condition,
i.e., (2.17) implies that
(2.18) n1() =
!d
(2)d
d=2 +O((d 1)=2); !1:
An important part of the proof of Theorem 2.9 is the following estimate from above
for the number n () of negative eigenvalues of the operator R():
(2.19) n () = O(d=2 ); !1:
The latter estimate can be justied absolutely similarly to an analogous estimate
(14) in ([25]). The statement of the theorem follows immediately from (2.16), (2.18),
(2.19).
We will show in Section 3 that +i   i = i. Then Theorem 1.1 will follow from
Theorem 2.9.
(E). An alternative representation of the far-eld operator.
Lemma 2.10. For each positive  = k2 > 0, operator 1F can be written as
follows
(2.20)
1

F = Q[R1() +R() 1 + iI()]Q; Q = (N inn   t) 1(N inn  N in0 )L;
where 1) operators R1; R; I are symmetric; 2) operator R is dened in (2.7); 3) oper-
ators R1; I are analytic in ; 4) R1 is an elliptic operator of order one; 5) operator I
is innitely smoothing (has order  1) and non-negative. It is strictly positive for all
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 > 0 except possibly at most countable set fbsg that does not contain any of ITEs
Ti or eigenvalues of the Dirichlet problem for equation (1.2) and does not have any
nite limit points.
Proof. We write F (given in Theorem 2.3) in the form
 1F = L[(N in0  N inn )(N inn  Nout) 1(N in0  N inn ) + (N in0  N inn )]L
= L(N in0  N inn )[(N inn  Nout) 1 + (N in0  N inn ) 1](N in0  N inn )L = Q bFQ;
where
(2.21) bF = (N inn   t)[(N inn  Nout) 1 + (N in0  N inn ) 1](N inn   t):
We need to show that bF = R1 + R 1 + iI. Let us split the right-hand side in (2.21)
into two terms and rearrange the second one. We have
(N inn   t)(N in0  N inn ) 1(N inn   t) = (N inn  N in0 +N in0   t)(N in0  N inn ) 1(N inn   t)
=  N inn + t+ (N in0   t)(N in0   t+ t N inn ) 1(N inn   t) =  N inn + t+ (R) 1:
Hence it remains to show that
(2.22) F1 := (N
in
n   t)(N inn  Nout) 1(N inn   t) N inn + t
has the form R1 + iI, where R1; I have the properties listed in Lemma 2.10.
One can easily single out the imaginary part of the operator F1:
I() = =F1 = (N inn   t)(N inn  Nout) 1=Nout(N inn  Nout) 1

(N inn   t):
In order to obtain this formula, one can add the factor (N inn  Nout)(N inn  Nout) 1

after the negative power in expression (2.22) for F1, and then use the symmetry
of N inn and the relation =(Nout) =  =Nout. Let us justify all the properties of
I(). Operator (N inn   Nout) 1 is analytic in  due to Lemma 2.6. Operator N inn
has poles, but the product P := (N inn   t)(N inn   Nout) 1 is analytic. The easiest
way to see the latter property is to replace the rst factor in the product P by
(N inn  Nout) + (Nout   t). Thus I() is analytic in . The product P is an operator
of order zero, and =Nout has order  1. The latter follows from (2.3),(2.5) since the
kernel of operator (2.5) is innitely smooth. Thus the order of I() is  1. Finally,
(I()';') = =(Nout ; );  = (N inn  Nout) 1(N inn   t)':
The latter expression is positive if  6= 0 due to (2.3). Thus, in order to obtain the last
property of I(), it remains to nd points  where operator (N inn  Nout) 1(N inn   t)
has a non-trivial kernel, i.e., the inverse operator
(N inn  t) 1(N inn  Nout) = (N inn  t) 1(N inn  t+t (Nout)) = I (N inn  t) 1((Nout) t)
(where I is the identity operator) has a pole. The latter may occur only when N inn   t
has a non-trivial kernel. The corresponding set fbsg is the set of eigenvalues of
the impedance problem (2.9) (where t is xed), and it does not include the ITEs
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and eigenvalues of the Dirichlet problem due to (2.10). Hence all the properties of
operator I() are justied.
To obtain the properties of operator R1, we rewrite (2.22) in the form
F1 = (N
in
n  Nout +Nout   t)(N inn  Nout) 1(N inn   t) N inn + t
= (Nout t)(N inn  Nout) 1(N inn  t) = (Nout t)(N inn  Nout) 1(N inn  Nout+Nout t)
= (Nout   t) + (Nout   t)(N inn  Nout) 1(Nout   t):
Then Lemmas 2.1 and 2.6 imply the analyticity of F1. Since F1() = R1() + iI()
and I is analytic, operator R1 is analytic. From Lemma 2.1 and formula (2.22), it
follows that the principal symbol of F1 is equal to  jj=2. Thus operator R1 has
order one since I() is an innitely smoothing operator. The proof of Lemma 2.10 is
complete.
As we mentioned earlier, it is more convenient for us to work with operator bR
instead of R, and therefore we will use the following version of (2.20):
(2.23)
1

F = QD[ bR1() +  bR() 1 + ibI()]DQ; Q = (N inn   t) 1(N inn  N in0 )L;
where operators bR1 = D 1R1D 1; bI = D 1ID 1 have the same properties as oper-
ators R1; I; respectively, with the only dierence that bR1 has order  3.
3. Proof of the main theorems. Proof of Theorem 1.2. Let n(x) < 1
on @O (i.e.,  < 0). Let T+ = Spanf'+i g, where '+i are the eigenfunctions of the
scattering matrix S(k) with the eigenvalues zi in the upper half complex plane =z  0.
In order to prove the rst statement of the theorem, we need to show that the space
T+ is nite-dimensional.
From (1.6) it follows that <( 1F'+i ; '+i )  0. This and the orthogonality of
functions '+i imply that
(3.1) <( 1F';')  0; ' 2 T+:
On the other hand, from (2.5) and Lemma 2.1 it follows that  1F = L bFL, wherebF is a pseudo-dierential operator with the principal symbol (n(x)   1)jj=2. For
every ' 2 H0(@O), we have
( 1F';') = ( bF ; );  = L':
Since bF is an elliptic operator of order one with a negative principal symbol, there
exists a > 0 such that
(3.2) <( bF ; )   ak kH1=2 + Ck kH0(@O);
and therefore
(3.3) <( 1F';')   ak kH1=2 + Ck kL2(@
);  2 LT+:
From here, (3.1), and the Sobolev imbedding theorem it follows that the set
LT+
\
fk kL2(@
) = 1g
15
is compact in L2(@
). Thus, the linear space LT+ is nite-dimensional. Now Lemma
2.4 implies that the space T+ is nite-dimensional.
The rst statement of the theorem is proved. To prove the second statement,
one needs only to replace T+ by T  = Spanf' i g, where ' i are the eigenfunctions
with the eigenvalues zi in the lower half complex plane, and use the positivity of the
principal symbol of bF . Let us prove the last statement.
Assume that the space T  = Spanf' i g is nite-dimensional, where ' i are the
eigenfunctions of the scattering matrix S(k) with the eigenvalues zi in the lower half
complex plane =z < 0. Then, similarly to (3.1), we have
<( 1F';')  0; ' 2 (T )?; and therefore,
<( bF ; )  0;  2 L(T )?:(3.4)
We x an " > 0 so small that the set    = @

Tfx : n(x) < 1  "g is not empty.
Let n0 be an innitely smooth function in 
 such that 0 < n0 < 1 and n0 coincides with
n(x) in a d-dimensional neighborhood of   . From standard local a priori estimates
for the solutions of elliptic equations it follows that the operator G = N inn   N inn0 is
innitely smoothing on functions  2 L 2 . The latter space consists of functions from
L2(@
) with the support in   . Denote by bF 0 operator (2.5) with n replaced by n0.
Since (3.2) holds for bF 0, it is valid for bF when  2 L 2 . This and (3.4) imply that
0   ak kH1=2 + Ck kL2(@
);  2 L(T )?
\
L 2 :
The inequality above and the Sobolev imbedding theorem lead to the compactness of
the set L(T )?TL 2 Tfk kL 2 = 1g. The compactness is possible only if the linear
space L(T )?TL 2 (which is equal to (LT )?TL 2 ) is nite-dimensional. The
latter contradicts the assumption that T  is nite-dimensional. Similarly, one can
prove that T+ can not be nite-dimensional.
Proof of Theorems 1.1 and 1.3. Step 1. Quadratic forms related to S(k). The
following general statement plays an important role in the proof of the main results.
Let 0 < 1 < 2 < . Denote by S1;2 the closed domain in the upper half complex
plane bounded by the arc and the chord of the unit circle with the end points at
ei1 ; ei2 .
Lemma 3.1. Let a unitary operator U in a Hilbert space H have a discrete
spectrum. Let H0  H be an m-dimensional subspace, and let H1  H be a subspace
of co-dimension m. Then
1. The range (the set of values) of the quadratic form (U';'); ' 2 H; k'k = 1;
coincides with the polygon with the vertices (there may be innitely many of
them) at the eigenvalues of U .
2. If (U';') 2 S1;2 for each ' 2 H0; k'k = 1; then U has at least m eigen-
values z (with the multiplicities taken into account) with argz 2 (1; 2).
3. If (U';'); ' 2 H1; k'k = 1; does not have values in S1;2 , then U has
at most m eigenvalues z (with the multiplicities taken into account) with
argz 2 (1; 2).
Proof. The form has valuesX
i
t2i e
ii ; where
X
t2i = 1:
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Here eii are the eigenvalues of U . This implies the rst statement. If the second
assumption holds, then the existence of at least one eigenvalue follows immediately
from the rst statement. If there are only m1 < m linearly independent normalized
eigenfunctions 'j ; 1  j  m1; with eigenvalues on the arc that bounds S1;2 , then
one can apply the rst statement of the lemma to the same quadratic form on the
space orthogonal to span'j and prove the existence of one more eigenvalue on the
same arc.
Let us prove the last statement. Assume that U has more thanm eigenvalues with
argz 2 (1; 2). Then there exists a linear combination ' of the corresponding eigen-
functions that belongs to H1. Since (U';') 2 S1;2 , we arrive to a contradiction,
which proves the statement.
The next lemma contains some statements on relations between the far-eld op-
erator F (see (1.5)) and the eigenvalues zj(k) of the scattering matrix S(k).
Lemma 3.2. (A) Let n(x) < 1 on @O. Then
1) If there exist m-dimensional subspaces  = (k) in L2(Sd 1) such that
the following relations hold for the far eld operator F when k ! k0  0:
(3.5) 0 < arg( 1F';') < (k); 0 6= ' 2 ; where lim
k!k00
(k) = 0;
then the scattering matrix S(k);  (k0   k) > 0; has at least m eigenvalues zj(k) =
zj (k); 1  j  m; on C+ that approach z = 1 moving clockwise (counterclockwise,
respectively), i.e.,
lim
k!k00
zj(k) = 1+i0:
2) If there exist subspaces 0 = 
0
(k) in L2(S
d 1) of co-dimensions m such
that
(3.6) arg( 1F ; ) =2 (0; ); 0 6=  2 0; " > (k0   k) > 0;
then the scattering matrix S(k) has at most m eigenvalues on the arc 0 < argz < 
of the unit circle when " > (k0   k) > 0.
3) Thus if both assumptions 1) and 2) hold, then S(k) has m+ (m ) eigenvalues
on C+ that approach z = 1 moving clockwise (counterclockwise, respectively) when
k ! k0 0, and all other eigenvalues on C+ are separated from z = 1 when k is close
enough to k0.
(B) Let n(x) > 1 on @O. Then
1') If there exist m-dimensional subspaces  = (k)  L2(Sd 1) such that
(3.7)    (k) < arg( 1F ; ) < ; 0 6= ' 2 ; where lim
k!k00
(k) = 0;
then the scattering matrix S(k) has at least m eigenvalues on C  that approach
z = 1 moving clockwise (counterclockwise, respectively).
2') If there exist subspaces 0 = 
0
(k)  L2(Sd 1) of co-dimension m such
that
arg( 1F ; ) =2 (   ; ); 0 6=  2 0; " > (k   k0) > 0;
then the scattering matrix S(k) has at most m eigenvalues on the arc   < argz <
 of the unit circle when " > (k   k0) > 0.
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Proof. The eigenvalues of the unitary operator S(k) belong to the unit circle.
Therefore, from (1.6) it follows that the eigenvalues of the operator  1F (k) belong
to the circle of radius 1=(2kjj2) centered at 1=(2ikjj2) and, moreover, if  =  1,
then the values of the quadratic form (S(k)';') with k'k = 1 belong to the set S0;
if and only if (3.5) holds with (k) = : Similarly, if  = 1, then the values of the
quadratic form (S(k)';'); k'k = 1; belong to the set S ;0 if and only if (3.7) holds
with (k) = : Thus Lemma 3.2 is the direct consequence of Lemma 3.1.
Step 2. Plan to complete the proofs of Theorems 1.1 and 1.3. Let 0 = 
T
i be an
ITE of multiplicitymi and let 

i be the number of eigenvalues j ; j  mi; in formulas
(2.12), (2.13) that are negative when 1  " > (   0) > 0. Let us stress that
we consider only those j() that vanish at  = 0. Obviously, 

i = 

i + r, where
i are dened in (2.14) and r is the number of eigenvalues whose Taylor expansion
starts with an even positive power of    0 and has a negative coecient for this
power. In particular,
(3.8) +i    i = +i    i :
In Step 3, we are going to show that there exists a +i -dimensional subspace
 = +() in L2(S
d 1) on which (3.5) holds when k ! k0   0 and there is a  i -
dimensional subspace  =  () in L2(Sd 1) on which (3.5) holds when k ! k0+0.
We refer to relation (3.5) below, but in fact we are going to justify simultaneously
(3.5) when  < 0 and its analogue for  > 0 stated in part (B) of Lemma 3.2. In
Step 4, we will prove (3.6) with 0 = 0 of co-dimension 

i when k ! k0  0 (and
its analogue from part (B) of the same lemma). Then Lemma 3.2 will justify all
the statements of Theorem 1.3 with mi = 

i . In particular, the last statement of
the theorem will be justied because the arguments below are valid when mi = 0,
i.e.,  = 0 is not an ITE (more details will be given in Step 4). Since the relation
mi = 

i will be established, (3.8) will imply that 
+
i    i = m+i   m i . Thus
Theorem 1.1 will be a consequence of Theorem 2.9. Hence the proofs of Theorems
1.1 and 1.3 will be completed as soon as (3.5) and (3.6) are established.
Let us make one more remark concerning the next steps. The ITEs are values
of , and the Dirichlet-to-Neumann maps are functions of , while it is customary to
consider the far-eld operator and the scattering matrix as functions of k. Many for-
mulas below will contain simultaneously k and . It will always be assumed (without
reminders) that  = k2.
Step 3. Establishing (3.5). We will consider only the case of (   0) ! +0,
since the arguments in the case of (   0) !  0 are no dierent (only the pluses
in the indices must be replaced by minuses in the latter case).
Denote by bF the operator in the square brackets in the right-hand side of formula
(2.23). Let
(3.9) b+ = b+() := spanf'j ; 1  j  +i g;
where 'j = 'j() are functions dened in (2.12). The enumeration is such that the
functions in (2.12) with j() < 0 when (   0) ! +0 are listed rst. Then from
(2.23) it follows that
(3.10) ( bF';') =  +iX
j=1
c2j
 1
j () +O(1); ' =
+iX
j=1
cj'j 2 b+; (  0)! +0:
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This implies that j=( bF';')j = O(1) and
(3.11)
j=( bF';')j
<( bF';') ! 0; (  0)! +0; 0 6= ' 2  :
The imaginary part of the form (3.10) is positive (due to Lemma 2.10) and the
real part has the same sign as  . Thus (3.11) justies (3.5) for  < 0 and its
analogue for  > 0 from part (B) of Lemma 3.2, but both relations are justied for
the operator bF (on the space b ) instead of the operator  1F . Then the same
relations for bF hold for an arbitrary +i -dimensional subspace b+" () in L2(Sd 1) if
it is close enough to b+(), where the distance between these subspaces may depend
on . Since operator DQ for each  2 (0   "; 0) and small enough " has a dense
range (see Lemma 2.4), one can nd functions  j such that DQ j are so close to 'j
that (3.5) holds for operator bF on the subspace b+" () = spanfDQ jg. Then (3.5)
and its analogue for  > 0 hold for  1F with + = span j .
Step 4. Establishing (3.6). As in the previous step, we could prove simultaneously
(3.6) and its analogue for  > 0. However, we will assume that  < 0 to make the
text more transparent. Also, we are going to consider only the case of  < 0 = 
T
i ,
since the case of  > 0 is no dierent.
Let us show that (3.6) holds with 0 = (QDb+)?, where b+ is dened in (3.9).
Due to Lemma 2.4, it is possible to chose " > 0 small enough so that the kernel of
the operator QD is trivial when 0   " <  < 0, and therefore the dimension of
QDb+ is +i .
If  2 0, then ' := Q is smooth enough since Q contains the factor L, which is
an innitely smoothing operator. In particular, ' 2 H1(@O). Furthermore, D'?+,
and (due to (2.20))
( 1F ; ) = ([R1() +R() 1 + iI()]';'):
Hence it is enough to show that
(3.12) arg([R1 +R
 1 + iI]';') =2 (0; ) when 0   " <  < 0
for smooth functions ' 6= 0 such that D'?b+. Obviously, it is enough to consider
smooth functions ' 6= 0 from the space
1 = (Db+)?\fk'kH1(@O) = 1g\f<( bF';') > 0g;
and (3.12) will be proved if we show the existence of constants 1; 2 > 0 such that
the following estimates are valid for the real and imaginary parts of the form (3.12):
(3.13) ([R1 +R
 1]';') < 1; (I'; ') > 2 > 0 for ' 2 1:
From (2.11) and (2.13) it follows that
(R 1';') = ( bR 1D';D') = miX
j= i +1

j()
kP'jD'k2 + (K1D';D')
 (K1()D';D'):
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We omitted the terms under the summation sign here, since j() > 0 (and j() <
0) when j > +i ; 0   " <  < 0. For each  6= 0, operator  bR() is an elliptic
pseudo-dierential operator of the rst order with a negative principal symbol (see
Lemma 2.7 and formula (2.11)), and therefore bR 1() is an elliptic pseudo-dierential
operator of order  1 with a negative principal symbol. Operator K1() diers frombR 1() by a projection on a nite-dimensional space spanned by C1 functions. Thus
it has the same properties as bR 1(), but additionally it is analytic in  (see Lemma
2.8). Hence there is a constant a1 > 0 such that
(R 1()';')  (K1()D';D'))   a1kD'kH 1=2 +O(kD'kH 1)
  a1k'kH3=2(@O) +O(k'kH1(@O)); 0   " <  < 0:
Operator R1 is an elliptic operator of the rst order, and it is analytic in  in a
neighborhood of 0 (see Lemma 2.10). Thus
([R1 +R
 1]';')   a1k'kH3=2 + a2(k'kH1); 0   " <  < 0:
This implies the rst estimate in (3.13) and also the compactness of the set 1
in H1(@O). Indeed, since k'kH1 = 1 in 1, from the line above it follows that
<( bF';') > 0 on 1 only if k'kH3=2 is bounded. Thus the set 1 is compact in
H1(@O) due to the Sobolev imbedding theorem.
Further, due to (2.3), =( bF';') > 0 on each element 0 6= ' 2 H1(@O) for
0   "=2    0 (the end points are included). Then the compactness of 1 in
H1(@O) implies that =( bF';') has a positive lower bound on 1, i.e., the second
estimate in (3.13) holds. Thus (3.6) is justied.
Step 5. All the arguments in the previous step, used to prove (3.6), are valid when
mi = 0 (i.e., for  = 0, which is not an ITE) if 0 does not belong to the exceptional
set fbsg dened in Lemma 2.10. This set is discrete and consists of eigenvalues of
the impedance problem (2.9) where t was xed at an earlier stage (see the proof of
Lemma 2.10). After (3.6) is proved for all  except a xed exceptional set fbsg, we
can change the value of t to another value t = ts for which  = bs is not an eigenvalue
of the impedance problem (2.9) with t = ts. Then (3.6) will be justied for  = bs.
In fact, we can nd a value of t = bt that can be used simultaneously for all points bs,
but we do not need to do it.
The proof of Theorems 1.1 and 1.3 is complete.
Proof of Theorem 1.4. First, let us show that the eigenvalues of the operator
R(), dened in (2.11), can only have simple zeroes. Indeed, if  > 0 is not a pole of
the operator R 1(), then R 1() maps an arbitrary function f 2 H3=2(@O) into
(3.14) R 1()f = (
@u
@
  tu)jx2@O = (@v
@
  tv)jx2@O;
where (u; v) is the solution of the problem
u+ u = 0; u 2 H2(O);(3.15)
v + n(x)v = 0; v 2 H2(O);(3.16)
u  v = f; x 2 @O;
@u
@   tu = @v@   tv; x 2 @O:
(3.17)
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One can express solution (u; v) of (3.15)-(3.17) through the resolvent of the ITE
problem by looking for (u; v) as a sum of two terms, where the rst term (u1; v1)
satises only the boundary conditions, and the second term is the solution of the
problem (3.15)-(3.17) with homogeneous boundary conditions and the right-hand side
in the equations dened by the rst term. Hence the operator f ! (u; v) has a pole
of at most rst order at  = 0 if the resolvent of the ITE problem has a pole of the
rst order at 0. Therefore, (3.14) implies that the eigenvalues of the operator R()
may have zeroes only of the rst order at  = 0.
Now let  = 0 be an ITE, and let f'j()g be an analytic in ; j   0j 
1; ortonormal system of eigenfunctions of the operator bR() with the eigenvalues
j(); j(0) = 0; dened in Lemma 2.8. Such a system exists [31, Example 3,
XIII.12] for an arbitrary self-adjoint and analytic family of operators when 0 is
an isolated eigenvalue of nite multiplicity. Formula (2.11) implies that functions
f j = D'j(0)g form a basis in the kernel of operator R(0). Since k'jk  1, we
have that
(3.18) 0j(0) = ( bR0()'j ; 'j)j=0 = (R0() j ;  j)j=0 ; 1  j  mi:
Further, due to (3.14)-(3.17), the functions  j =  j(0) in the kernel of R(0)
are the impedance values (3.17) of the components of the eigenfunctions (uj ; vj) of
the ITE problem with the eigenvalue  = 0, i.e., (for transparency, we omit index j
below)
(3.19)  = (
@u
@
  tu)jx2@O = (@v
@
  tv)jx2@O;  = 0:
Let u() and v() be the solutions of (3.15) and (3.16), respectively, with the boundary
conditions (3.19). Using the Green formula and the facts that @v
0
@   tv0 = 0 at the
boundary and v0 + nv0 =  nv in the domain, we obtain that
(3.20)
d
d
((N inn ()  t) 1 ; ) =
Z
@O
v0 dS =
Z
@O
v0 dS  
Z
@O
(
@v0
@
  tv0)vdS
(3.21) =
Z
O
v0(v + n(x)v) 
Z
O
(v0 + n(x)v0)v =
Z
O
n(x)jvj2dx:
A similar relation (with v replaced by u) is valid when n(x)  1. Thus
0(0) = (
d
d
((N inn   t) 1   (N in0   t) 1)() ; )j=0 =
Z
O
(njvj2   juj2)dx;
and therefore (see the last sentence of the rst paragraph of the proof)
(3.22) 0j(0) = 
Z
O
(njvj j2   juj j2)dx 6= 0; 1  j  mi:
Let us show that
R
O(nvivj   uiuj)dx = 0 if i 6= j;  = 0. Indeed, similarly to
(3.20),(3.21) we obtainZ
O
(nvivj   uiuj)dx = (R0(0) i(0);  j(0)):
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The right hand side can be written as
(R0(0) i(0);  j(0)) = ( bR0(0)'i(0); 'j(0)) =
( bR()'i(); 'j())0j=0   [('0i(0); bR(0)'j(0)) + ( bR(0)'i(0); '0j(0))]:
The rst term here is zero due to ortogonality of 'i and 'j , and the second term is
zero since the eigenvalues of functions 'i; 'j vanish at  = 0.
Since the signature of the form does not depend on the choice of the basis, we
have
sgnA =  
miX
j=1
sign0j(0):
Since 0j(0) 6= 0, from the denition of i given in Step 2 of the proof of Theorem
1.3 it follows that the right hand side in the formula above is equal to +i    i . It
was also shown in the proof of Theorem 1.3 that mi = 

i . This completes the proof
of Theorem 1.4.
Let us provide some arguments supporting the conjecture stated at the end of
the introduction. For simplicity let us assume that there is a unique Jordan block of
size m > 1 corresponding to an ITE Ti . The relation between the operator R
 1()
and the resolvent of the ITE problem that was established at the beginning of the
proof of Theorem 1.4 implies that there is a single eigenvalue () of the operatorbR() that vanishes at  = Ti , and this eigenvalue has zero of order m at  = Ti .
Then from the proof of Theorem 1.3 it follows that i = 1 if m is odd and i = 0 if
m is even. Since the ITE problem is symmetric with respect to the indenite metric
J(u; v) =
R
O
 juj2   njvj2 dx, the same relation is valid for the signature of the matrix
A, see [16].
REFERENCES
[1] M. F. Atiyah, V. Patodi, I. M. Singer, Spectral asymmetry and Riemannian geometry
III, Math. Proc. Cambridge Phil. Soc., 79 (1976), 71-99.
[2] M.Birman, D.Yafaev, Spectral properties of the scattering matrix, St. Petersburg. Math. J.
4, no. 6 1993, pp. 1-27.
[3] E.Blasten, L.Paivarinta, Completeness of generalized transmission eigenstates, Inverse
Problems, 29, 2013, pp.104002.
[4] E.Blasten, L.Paivarinta, J.Sylvester,Do corners always scatter?, Comm.Math.Phys.,
331(2), 2014, pp. 725-753.
[5] P.Bleher, Operators that depend meromorphically on a parameter, (Russian), Vestnik
Moskov. Univ., Ser. I, Mat. Meh., 24, no. 5 (1969), 3036.
[6] Colton, D., Paivarinta, L. Transmission eigenvalues and a problem of Hans Lewy, Journal
of computational and applied mathematics, 117(2), 2000, pp. 91-104.
[7] F. Cakoni, D. Colton, D. Gintides, The interior transmission eigenvalue problem, SIAM
J. Math. Anal. 42:6, 2010, pp. 29122921.
[8] F.Cakoni, H.Haddar, Transmission Eigenvalues in Inverse Scattering Theory, Inside Out
II, MSRI Publications, Volume 60 (2012).
[9] D.Colton, P.Monk, Quarterly Journal of Mechanics and Applied Mathematics,41 (1988),97-
125.
[10] M.Dimassi, V.Petkov, Upper bound for the counting function of interior transmission eigen-
values arXiv:1308.2594 [math.SP], 2013.
[11] E. Doron and U. Smilansky, Semiclassical Quantization of Chaotic Billiards - a Scattering
Theory Approach, Nonlinearity 5 (1992), 1055-1084.
22
[12] J.P.Eckmann, C.-A. Pillet, Spectral Duality for planar billiards, Commun. Math. Phys.
170, 1995, pp. 283-313.
[13] J.P.Eckmann, C.-A. Pillet, Zeta functions with Dirichlet and Neumann boundary condi-
tions for exterior domains, Helv. Phys. Acta, 70, 1997, pp. 44-65.
[14] M. Faierman, Transmission eigenvalues for parame ter-elliptic boundary problems, 46(1),
2014, pp.803-819.
[15] L. Friedlander, Some inequalities between Dirichlet and Neumann eigenvalues, Archive for
Rational Mechanics and Analysis, 116, 1991, pp.153-160.
[16] I. Gohberg, P. Lancaster, L. Rodman, Indenite Linear Algebra and Applications,
Birkhauser, 2000.
[17] A.Jensen, T. Kato, Asymptotic behaviour of the scattering phase for exterior domains.
Comm. Part. Di. Equ., 3, pp. 11651195, 1978.
[18] T. Kato, Monotonisity therems in scattering theory, hadronic j., 1 (1978), 134-154.
[19] A.Kirsch, The denseness of the far eld patterns for the transmission problem IMA J. Appl.
Math., 37, 1986, pp. 213223.
[20] A.Kirsch, A.Lechleiter, The inside{outside duality for scattering problems by inhomoge-
neous media, Inverse Problems, 29, 2013, 104011.
[21] E.Lakshtanov, B.Vainberg, Ellipticity in the interior transmission problem in anisotropic
media, SIAM J. Math. Anal., 44 (2012), 1165-1174.
[22] E.Lakshtanov, B.Vainberg, Remarks on interior transmission eigenvalues, Weyl formula
and branching billiards, J. Phys. A: Math. Theor., 45, 2012, pp.125202.
[23] E.Lakshtanov, B.Vainberg, Bounds on positive interior transmission eigenvalues, Inverse
Problems, 28, 2012,pp.105005.
[24] E.Lakshtanov, B.Vainberg, Applications of elliptic operator theory to the isotropic interior
transmission eigenvalue problem, Inverse Problems, 29, 2013, pp.104003.
[25] E.Lakshtanov, B.Vainberg, Weyl type bound on positive Interior Transmission Eigenval-
ues, Communications in PDE, 39, N 9, 2014, pp.17291740.
[26] A. Majda and J. V. Ralston, An analogue of Weyl's theorem for unbounded domains. I,
Duke Math. J., 45, no. 1, 1978, pp.183196.
[27] Y.J. Leung, D.Colton, Complex transmission eigenvalues for spherically stratied media,
Inverse Problems, 28 (2012), 075005.
[28] Petkov, V., Vodev, G.Asymptotics of the number of the interior transmission eigenvalues.
arXiv preprint arXiv:1403.3949, 2014.
[29] H.Pham, P.Stefanov, Weyl asymptotics of the transmission eigenvalues for a constant index
of refraction, Inverse Problems and Imaging, Volume 8, No. 3, 2014, 795810.
[30] A. Pushnitski, The spectral shift function and the invariance principle, J. Func. Analysis,
183, No 2 (2001), 269-320.
[31] M. Reed, B. Simon, Methods of Modern Mathematical Physics, IV, Academic Press, 1978.
[32] D. Robert, Asymptotique de la phase de diusion a haute energie pour des perturbations
du second ordre du Laplacien, Annales scientiques de l'cole Normale Suprieure, 25, No
2, (1992), 107-134.
[33] Luc Robbiano, Spectral analysis on interior transmission eigenvalues, Inverse Problems,
29(10), 2013, pp.104001.
[34] B.Rynne, B.Sleeman, The interior transmission problem and inverse scattering from inho-
mogeneous media, SIAM J. Math. Anal., 22 (1991), 6175562.
[35] Yu. Safarov and D. Vassiliev, The Asymptotic Distribution of Eigenvalues of Partial Dif-
ferential Operators, American Mathematical Society, 1997.
[36] U. Smilansky, Semiclassical Quantization of Chaotic Billiards - a Scattering Approach, in
Mesoscopice Quantum Physics, Proc. of the Les Houches Summer School on Mesoscopic
Quantum Physics, Elsevier Science Publ (1995) Ed. E. Akkermans, et al., 373-434.
[37] O. Safronov, The discrete spectrum in gaps of the continuous spectrum for indenite-
sign perturbations with a large coupling constant, St. Petersburg Math. J., 8, No. 2,
(1997),307331.
[38] O. Safronov, Spectral shift function in the large coupling constant limit, J. Funct. Anal. 182
(2001), no. 1, 151169.
[39] J.Sylvester, Discreteness of Transmission Eigenvalues via Upper Triangular Compact Oper-
ators, SIAM J. Math. Anal., 44(1) (2011), 341-354.
23
