To fully characterize the activity patterns on the cerebral cortex as measured with fMRI, 15 the spatial scale of the patterns must be ascertained. Here we address this problem by 16 constructing steerable bandpass filters on the discrete, irregular cortical mesh, using an 17 improved Gaussian smoothing in combination with differential operators of directional 18 derivatives. We demonstrate the utility of the algorithm in two ways. First, using 19 modelling we show that our algorithm yields superior results in numerical precision and 20 spatial uniformity of filter kernels compared to the most widely adopted approach for 21 cortical smoothing. An important interim insight hereby was that the effective scales of 22 information differ from the nominal filter sizes applied to extract them, and thus need to 23 be calculated separately to compare different algorithms on par. Second, we applied the 24 algorithm to an fMRI dataset to assess the scale and pattern form of cortical encoding of 25 information about visual objects in the ventral visual pathway. We found that filtering by 26 our method improved the detection of discriminant information about experimental 27 conditions over previous methods, that the level of categorization (subordinate versus 28 superordinate) of objects was differentially related to the spatial scale of fMRI patterns, 29 and that the spatial scale at which information was encoded increased along the ventral 30 visual pathway. In sum, our results indicate that the proposed algorithm is particularly 31 suited to assess and detect scale-specific information encoding in cortex, and promises 32 further insight into the topography of cortical encoding in the human brain. 33 34 35 A major goal of human cognitive neuroimaging is to establish a mapping between mental 36 representations and patterns of activity human cortex (van Essen et al. 2001; Logothetis 37 & Wandell, 2004). The main description of this correspondence is functional localization, 38 i.e. where on the two-dimensional cortical sheet neural representations reside (van Essen 39 et al., 1998; Fischl et al. 1999; Brett et al., 2002). Neural representation in human cortex 40 typically involves distributed neuronal populations. Thus, representations in 41 neuroimaging are rarely restricted to single image points, but rather appear as patches of 42 activation across the cortical sheet. Therefore, two further parameters of neural 43 representations on the cortical beyond point location must be given: the spatial scale and 44 the form of the pattern in the localized patch. Without information about spatial scale it 45 remains impossible to correctly ascribe cognitive function to any of the multiple scales on 46 which the brain is organized, ranging from single cells over cortical columns, patches and 47 large-scale maps (Op de Beeck, 2008; Swisher et al., 2010; Brants et al., 2011; Misaki et 48 al., 2013). Without a detailed characterization of the activation pattern, e.g. through the 49 direction of a gradient, valuable and distinctive fine-grained information might be 50 neglected (Portilla & Simoncelli, 2000).
Introduction
by our method improved the detection of discriminant information about experimental conditions. Further, it provided a novel quantitative description of the spatial organization 80 of encoding of visual categories: Information about ordinate level visual categories (e.g. 81 distinguishing plane from car) was more prominent at a coarser scale than for subordinate 82 categories (or exemplars, i.e. distinguishing one plane from another), and we observed a 83 systematic increase in the spatial scale at which information was maximally explicit 84 along the hierarchy of the ventral visual stream.
85
Together, this indicates that the proposed implementation to be particularly suited 86 to assess and detect scale specific information encoding on the cortical surface, promising 87 further insight into the topography of cortical encoding in the human brain. ( 1 ) 100 where Δ is the spatial Laplacian, or Laplace-Beltrami operator in case the diffusion 101 process is on a differentiable manifold. The general solution to this equation, with initial 102 condition 0, , can be given by: 103 , = 1$2 0, , > 0 ,
( 2 ) 104 where 1$5 , the diffusion operator, is the exponential of differential operator − Δ. From 105 the viewpoint of spatial smoothing filter, it is convenient to write above solution as: 
127
where and ′ are the angles subtended by each edge, and ′ the triangles at the two 128 sides of each edge, and A indicates the immediate neighbors of vertex i. In practice, the ( 7 ) 159 Therefore, if we have already computed $ by applying a Gaussian kernel $ to an input 160 function 8 , we can simply apply a differential operator to $ to get the scale-specific 161 details of 8 , equivalent to the outputs from bandpass filters of Gaussian derivatives.
Calculating numerical solutions to the diffusion equation

162
Particularly, as we are concerned with functions defined on a 2D manifold, we would like 163 to have differential operators for partial derivatives in orthogonal directions on the 164 surface, so that the linear combinations of them could be "steered" to any possible 168 To construct such differential operators for directional derivatives, we need to define a 169 system of directions at every vertex on the surface mesh. These directions should be 170 uniformly consistent: The directions over neighboring vertices being parallel to each 171 other. Geometrically, this is equivalent to planar parameterization of the surface, and is 172 only possible for surfaces with zero Gaussian curvature everywhere. For our application, however, it may suffice to define such directions that are parallel to each other over flat area and change smoothly and consistently over a curved area.
Gradients of Fiedler vector field as local directions
2nd smallest eigenvalue of the discrete Laplace-Beltrami operator ∆:
When the underlying surface is sufficiently smooth, the Fiedler vector is the smoothest 181 bi-modal function defined on the vertices and its gradient field ∇ ∆ is consistent almost 182 everywhere (except at very few modal and saddle vertices). 
185
To calculate the gradient of Fiedler vector at the vertices on a triangulated mesh, we 186 assume piece-wise linearity of the underlying Fiedler function on the triangle faces so 187 that the gradient on a triangle is constant and can be computed by linear fitting: The directional derivative of at vertex is then estimated by the area-weighted average 198 of the partial derivatives on all the triangles containing vertex : 
223
In order to build a pyramidal representation with linearly growing spatial scale, we need 224 to determine the scale parameters t of the heat diffusion kernel to relate its value to 225 smoothing filter size. Here we followed the practice in Hagler et al. (2006) by estimating the overall smoothness of filtered Gaussian random noises as the equivalent full-width-athalf-magnitude (FWHM) size of these filters. Specifically, we generated independent, 228 uniformly distributed random noise on the surface, applied the filters to it and estimated 229 the smoothness according to random field theory (RFT): 
Evaluation of Gaussian smoothing algorithms 249
In order to evaluate the numerical precision and spatial uniformity of the proposed heat 250 diffusion smoothing algorithm, we applied it to impulse functions on a sphere mesh, on 251 which Gaussian kernels can be calculated analytically and then sampled for reference. We 252 created sphere meshes by iteratively subdividing a regular tetrahedron and projecting new 253 vertices to the sphere. In doing so, we constructed a topologically almost-everywhere 254 regular mesh: All except the initial 4 vertices have the same connectivity of 6. On the 255 other hand, geometric irregularity of variable areal measures is introduced by the 256 spherical projection. An elastic regularization was applied in each of the iteration to 257 control this areal variability. We repeated this iterative procedure for 7 times to generate a 258 sphere mesh of about 32,000 vertices (radius: 10 mm, average edge length: 0.1385 mm).
259
Impulse functions at random locations on the sphere are then generated and filtered by 260 different smoothing algorithms for comparison.
FMRI experiment and data preprocessing 262
To demonstrate the approach used here we re-analysed data from an fMRI experiment on 
280
In addition, a whole brain EPI volume was also acquired in a separate run to facilitate the 281 T1/EPI alignment. All functional volumes were motion corrected using SPM8, and 282 aligned to the whole brain EPI volume, which was coregistered to the structural volume. 
297
The raw volume data were then tri-linearly sampled with the vertex coordinates to 298 complete the volume-surface mapping, so for each volume we had a discrete function 299 defined on the vertices, which is called surface image hereafter. 
Multivariate statistical analysis of discriminant information
333
The statistical significance of the results and the respective significance thresholds 334 regarding surface-based multiple comparison correction, is also derived by the routines in 335 SurfStat.
Results
337
Comparison of smoothing quality by heat diffusion smoothing 338 versus smoothing through iterative averaging 339
To evaluate the quality of the heat diffusion smoothing operator, we applied it in a model 340 case for which analytic solutions are readily available, and compared the results to the 341 smoothing operator based on iterative averaging, i.e. the current standard procedure as 342 implemented in Freesurfer.
343
In detail, we generated 100 impulse functions at random locations on a sphere mesh. For 344 each location, a Gaussian kernel with unit sigma was calculated and sampled to the 345 vertices as a discretized Gaussian for reference. We then applied the heat diffusion and 346 the iterative averaging algorithms to the impulse functions and calculated the mean 347 squared errors (MSE) with respect to the discretized Gaussians. Note that for comparison 348 across smoothing approaches, the smoothing parameters, i.e. the effective filter sizes, 349 have to be the same, which were determined with RFT-based estimation of smoothness 350 before the comparison.
351
We made two observations. First, we found that the MSE between heat diffusion 352 smoothing and the reference discretized Gaussian in both absolute and relative terms was 353 ~30 times smaller than iterative averaging (Table 1A) . Fig. 3 491 Figure 6 shows the maximal F-statistics for object discrimination at the ordinate (Fig. 6b) 492 and the subordinate (Fig. 6c ) level across subjects for each filtering operation for each ROI. Concurrent with the qualitative observation from information maps as reported in Fig. 5 , we found significantly higher F-statistics (Wilcoxon signed-rank tests) from 495 bandpass filtering (LoG, dDG) over smoothing (SM) in many ROIs, and for directional 496 (dDG) over symmetric (Log) filtering (for details see Table 2 ). Together, these results 497 demonstrate the increased power of bandpass filters over simple smoothing to reveal 498 discriminant information in spatial activation pattern on the cortical sheet. Please note 499 that these peak F-statistics are maximal over all the scales, implying that bandpass 500 filtering as a discriminant information detector can outperform any size of smoothing. Qualitative inspection of the information maps suggested that filtering methods might be 527 differentially sensitive in detecting differences in spatial scales at which discriminative 528 information for the ordinate vs. sub-ordinate category distinction is encoded in the brain.
529
Here we further investigated this observation quantitatively, assessing the propensity of 530 high-pass smoothing (SM), Laplacian of Gaussian (LoG) and directional derivatives of 531 Gaussian (dDG) to reveal those differences. For this we determined the effective scales 532 for which the F-value distinguishing conditions at the sub-ordinate or ordinate level was 533 maximal for each ROI and each filtering method ( Fig. 7a for SM, 7b for LoG and 7c for 534 dDG). To evaluate significance of differences in the spatial scale at which information is 535 encoded at the sub-ordinate vs. the ordinate level, we conducted a 3´8 two-way ANOVA 536 with factors filtering method (SM, DDG, LoG) and ROI (PC, pLN, aPL, pLO, aLO, pFF, 537 aFF, IT). We found that the main effect for method was significant (F = 7.70, P = 538 0.0006), but not the main effect of ROI (F = 1.65, P = 0.1215), and the there was no 539 interaction (F = 1.62, p = 0.0749) between the method and the region factors. We thus 540 collapsed data across ROIs, and tested for differences in effective scale by method in 541 two-sample t-tests (FDR corrected for multiple comparisons). We found that only dDG (P 542 = 0.001), but neither SM (P = 0.99) nor LoG (P = 0.40) revealed a significant difference 543 between categorical levels. Further direct comparison of filtering methods by paired t-544 tests (P < 0.05, FDR corrected) revealed an order with respect to the differences in 545 resolving spatial scale differences effective scale differences were significantly larger for 546 dDG compared to SM (P < 0.001) and to LoG (P < 0.034) and for LoG compared to SM 547 (P < 0.032).
548
Together, these results show that dDG resolves differences in the spatial scale at which 549 information is encoded in cortex where other methods fail, demonstrating the improved 550 resolution of spatial scale of the dDG approach. Fig. 7 ). All filtering methods showed a 569 positive correlation for both sub-ordinate and super-ordinate information encoding (Table   570   4 ). This result was ascertained statistically by one sided t-tests, revealing significant 571 results for both levels of abstraction and all filtering methods ( 
615
Our approach avoids both of these shortcomings, improving both approximation 616 precision and computational efficiency. It is common practice in computer vision to implement isotropic bandpass filters like 620 LoG by difference of Gaussians (DoG, Marr and Hildreth, 1980). Here, however, we 621 instead adopted a direct approach to compute bandpass filtering by exploiting the 622 differential property of convolution for two reasons. First, it is computationally more 623 efficient when large support of filters is wanted, as it avoids calculating a much (typically 624 1.6-2x) larger Gaussian smoothing for DoG. Second, and more importantly, it allows 625 combining first-order partial differential operators with the smoothed function to 626 construct directional filters of derivatives of Gaussian. Note also that on a domain lacking 627 a properly defined Fourier transform, such as an irregular mesh, multidimensional 628 derivative filters cannot be designed directly as in Simoncelli (1994).
630
However, our approach has the caveat that precision relies heavily on the approximation 631 quality of the discrete differential operator. Particularly, higher order partial differential 632 operators cannot be constructed straightforwardly by recursive application of first-order 633 partial differential operators, as differential of gradient vector field would have to deal 634 with parallel transportation on the surface. 
647
The rationale behind this argument is straightforward: Whereas the effective filter size is 648 estimated by using spatially independent Gaussian random noise as input functions, in 649 neuroimaging data intrinsic spatial correlations are omnipresent at multiple scales due to 650 various physiological and physical sources during the imaging procedure, and contribute 651 to a noticeable increase of the effective scale of residuals compared to the effective filter 652 size.
One particular observation in this regard is that bandpass filters have smaller effective sizes than smoothing filters of corresponding size. This might appear counter-intuitive at 656 first sight, as the application of a discrete differential operator to a smoothing kernel 657 should rather increase than decrease the support of the actual filter. However, a bandpass 658 filter from a Gaussian family can be thought as a superimposition of its positive and 659 negative parts, each of which has a support slightly bigger than half of the smoothing 660 kernel. When calculated by RFT-based smoothness estimation, the effective filter size of 661 such filters would approximately be the same as that of the parts (see the almost fixed 662 ratio between the slopes in Fig. 4 ).
664
In sum, particular care needs to be taken when estimating the effective scale of results 665 from neuroimaging data. 
