According to the characteristics of pipeline structure and multi-core processor structure for packet processing in network detection applications, the horizontal-based parallel architecture model and tree-based parallel architecture model are proposed for packet processing of Snort application. The principle of a tree-based parallel architecture model is to use pipelining and flow-pinning technology to design a processor that is specifically used to capture data packets, and other processors are responsible for other stages of parallel processing of the data packets. The experimental comparison and analysis show that the tree-based parallel architecture model has higher performance on the second-level cache hit ratio, throughput, CPU utilization, and inter-core load balancing compared to the horizontalbased parallel architecture model for packet processing of Snort application.
Introduction
With further development of processor technology, the PC based on multi-core architecture has become more popular. The processing performance has improved, and the multi-core processor architecture also provides a hardware platform for parallel processing of data streams for network detection applications. However, it is very difficult for parallel processing of fine-grained applications on the multi-core processor architecture platform, because it not only needs the hardware to support inter-processor communication and synchronization, but it also needs to detect the parallel processing and application of software [9, 11] . Fortunately, for the network detection application, we can decompose the packets processing into pipeline hierarchy, so that the data packets processing can realize a parallel processing based on flow. For the implementation of packet processing based on pipelined parallel architecture on the multi-core processor platform, it needs to balance the packet load balancing, resource sharing, local data cache, communication and synchronization between processor cores. [3, 10] .
For the design and research of the data processing model for network detection application on the multi-core processor architecture platform, an open source network intrusion detection software called Snort is used to analyze the packet processing. The pipeline structure of packet processing in the Snort system can be divided into several stages, such as packet capture, packet decoding, packet preprocessing, detection engine, and result output. [6] . By designing the data packet processing model of network detection application on multi-core processor architecture, the processing performance of the network detection application can be effectively improved, taking full advantage of the parallel processing of the multi-core processor architecture.
In this article, in view of the flow line structure of packet processing for open source network intrusion detection system Snort, horizontal-based parallel architecture model and tree-based parallel architecture model are designed for packet processing on the multi-core processor architecture platform. The performance indexes of packet processing performance and CPU utilization are tested by the horizontal-based parallel architecture model and tree-based parallel architecture model using Snort software.
Data Processing Model Architecture Design

Data Processing of Network Detection Application
Network detection is used to capture the data packet information in the network, and then, according to the content of the data packet, the characteristics of the network link and the real-time operation of the network can be understood. The measurement process of a specific network detection application can be divided into several stages. (1) At a network detection point, the network card is set as a hybrid mode, and the corresponding packet capture function API is used to capture the data packet flow in the network of observation points; (2) The captured packets flow can be sampled and filtered according to the bandwidth of the link bandwidth and the requirements of the detection application; (3) The data packet stream is classified to make the corresponding data packets map to the same class flow record, and then the corresponding flow records are passed to the upper-level application; (4) The corresponding data flow records are processed according to the corresponding applications program [4, 12] .
The packet processing of network detection application is shown in Figure 1 . 
Network Intrusion Detection Application Snort
Snort is an open source network security solution written by Marty Roesch of Sourcefire Company. Today, it has developed into a multi-platform system used for real-time traffic analysis and network IP packet monitoring. Snort is a lightweight intrusion detection system based on Libpcap. "Lightweight" in this context has two meanings: first, it can be easily installed and configured on any node of the network, and it will not have much impact on network operation; second, it should have the capability of cross-platform operations, and the administrator can use it to make real-time security responses in a short time by modifying the configuration. Snort can run on multiple operating system platforms.
Snort software includes three working modes: sniffer, packet recorder, and network intrusion detection system. Under the sniffer mode, the data packets captured from the network are read out and the packet information is displayed on the terminal. The data packet record mode is to record the packet information on the memory device. Network intrusion detection mode is to analyze the collected information. The intrusion behavior is then found. Snort application can analyze the captured packets according to certain rules to determine whether there is a network attack, and then, according to the test results, take certain protective actions.
The Snort system consists of four basic modules: packet sniffer, preprocessor, detection engine, and alarm output module. All of these software modules are integrated with Snort through the plug-in mode, which makes it easy to expand, and developers can add their own modules to extend Snort's functionality. All of these sub-modules are based on the packet intercept library function interface Libpcap, which provides a portable packet capture and filtering mechanism for them [2, 5] . The flow diagram of the pipeline structure of packet processing for network intrusion monitoring system is shown in Figure 2 . The data packet processing procedure is called by the main program in the InterfaceThread function. When the data packet is processed, first the network protocol resolver is invoked to deal with and analyze the captured packets, and the analysis results are saved to the data structure table. The ProcessPacket function calls the DecodeEthPkt function to decode the Etheric frame, while the DecodeIP function decodes the IP protocol and the DecodeTCP function decodes the TCP protocol. Then, the system calls the preprocessor Preprocess function and the main engine Detect function. The main engine Detect function judges the intrusion detection behavior with the given rules according to the order of the data packets captured by the main engine function. If the captured packet is consistent with a specified test rule, apply the network intrusion detection according to the rule with the previously defined response method and the initialization output module, and then choose a certain way to record the results and make the corresponding alarm operation [1] .
Design the Data Processing Model Architecture
The Network Intrusion Detection Application Snort is a program implemented in C language that runs on Unix systems or Linux systems. In order to run the application in parallel on multicore processor platform, we use the POSIX threading library (pthreads), and pthreads defines a set of C program language types, functions and constants that are implemented with the pthread.h header file and a thread library. Pthreads allows programmers to write programs to create and destroy threads as needed, as well as to implement threads using various synchronization primitives and parallel operations.
In the field of network detection, we can make use the characteristics of the network application and multi-core processor architecture to implement the parallel serialize processing of network detection application on the multi-core processor architecture platform. This improves the data processing ability of network detection applications and system performance. There are two inherent advantages of network detection application to realize parallel operation: first, the packet processing of network detection application has a natural pipeline hierarchy so that it can be conveniently organized into a pipeline hierarchical model. Another advantage is that packets belonging to different streams can be processed in parallel in different processor cores to reduce additional inter-core communication and synchronization overhead. Implementing a pipeline structure on a multi-core processor architecture is still a challenging task. First, the network detection application itself is a memory intensive and I/O intensive application, which could further aggravate memory latency between the multi-core processor architecture and computing power of inconsistency. On the other hand, the synchronization and communication between kernels must be handled by software or instruction, which will cost more CPU resources and worsen the system processing performance [7, 8] .
In this article, we proposed the horizontal-based parallel architecture model and tree-based parallel architecture model of Snort application on multi-core processor architecture, using the pipeline hierarchy of packet processing of the Network Intrusion Detection Application Snort. The experiment is designed in the case of small TCP connection flow and large TCP connection flow. It tested the second level cache hit ratio, throughput, CPU utilization, and load balance of the Snort application in the above two kinds of data packet processing model.
On a multi-core PC platform with a quad-core processor, the packet flow processing of network detection applications is usually run in parallel to the four processor cores. The horizontal-based parallel architecture model is adopted in the multicore processor platform for the packet stream processing of the Network Intrusion Detection System Snort. Data packet processing of Snort is run on four processor cores using horizontal-based parallel pipeline structure. Every processor core thread runs the same packet pipelining process for network intrusion detection application Snort. Packets from the network card device are read, the reading packet is decoded and reorganized by the function, and the preprocessor is called to preprocess the packet. Then, the function is called to match all the rules to detect an intrusion behavior, and the output plugin (log module, alarm module, record access module) is also called.
Packet processing flow of the Network Intrusion Detection Application Snort with the horizontal-based parallel architecture model on multi-core processor platform is shown in Figure 3 . 
Tree-based Parallel Architecture Model
In order to realize the parallelism of network detection application in flow-level, flow-pinning can be used to determine if flow belonging to the same TCP packets can be processed by the same CPU cores. Since each TCP connection consists of two TCP one-way flows, we bind these two TCP one-way flows into a TCP connection to the same CPU core. Thus, when there is access to the same TCP connection flow, we do not need to consider the resource consumption of inter-core communication and synchronization mechanisms. Another important consideration for multicore packets processing between multi-core is the load balance between processor core. Here, a data flow load balancing method is used to assign the packet stream to the corresponding CPU kernel.
For the packet processing of the Network Intrusion Detection Application Snort, we use the pipelining and flow-pinning technology to make each phase of packet processing for Snort applications respectively run on the four cores on the multicore processor platform. In the tree-based parallel architecture model, we used the pthreads thread library programming to implement the packet capture phase of Snort application running on a single CPU kernel (Core 1), and the corresponding hash algorithm is run in core 1 to classify the captured packets into several queues according to the flow. Then, each queue is mapped to the other three corresponding processor cores. According to the corresponding TCP flow classification, make other CPU cores respectively perform other phases of packet processing of the Snort application. This reads packets from the network card device, then the reading packet is decoded and reorganized by the function, the preprocessor is called to preprocess the packet, the function is called to match all the rules to detect an intrusion behavior, and the output plug-in (log module, alarm module, record access module) is called. Here, the flow classification adopts the principle of CPU connection affinity, and the same TCP connection stream is assigned to the same CPU kernel to avoid unnecessary inter-nuclear communication and synchronization overhead. Therefore, pipelining technology can improve the cache reference of local data, the corresponding cache hit rate, the packet processing ability, and overall performance of the network detection application.
The tree-based parallel architecture model of packet processing of the Network Intrusion Detection Application Snort on the multicore processor platform is shown in Figure 4 . The result of this exclusive or operation is divided by a prime number, and the remainder is the index of the hash table, where 251 is chosen as the prime number. Using the hash function to classify packets make the TCP flow into each of the three CPU cores. Packets from the same TCP flow are assigned to the same CPU kernel, and this can improve the reference rate and cache utilization of local data.
Experimental Design and Verification
Experimental Design
We must test the packet processing performance of the Network Intrusion Detection Application Snort with the horizontalbased parallel architecture model and tree-based parallel architecture model on the multi-core processor platform. In this paper, experiments are designed to test the second level cache hit ratio, throughput, CPU utilization, and load balancing.
In the experimental environment, two PCs with quad-core processors were used to build a test platform, one as a packets generator and the other as a testing machine. The basic configuration information of the PC is as follows: 4 core Intel Xeon processor, Intel E7520 memory controller, 4GB DDRII memory, and gigabit Ethernet card. The tcpreplay software is installed on the packets generator to replay the packet tracking file.
Details of the basic configuration in the experimental platform are shown in Table 1 .
In the experiment, Tcpreplay software was used to replay two-packets tracking files, and the test environment was set up to test the performance of the horizontal-based parallel architecture model and tree-based parallel architecture model. A replayed packet tracking file is from the database server, with only a relatively small number of TCP connections (about 175). Another replayed packet tracking file comes from the national laboratory for network research (NLANR), and it has a relatively large number of TCP connections (about 25,000). Install the Network Intrusion Detection Application Snort on the test machine, modify the Snort application to run a multithreaded, and specify the packets of Snort to the specified processor core. Install the performance analyzer VTune on the test machine, and use it to test the second-level cache hit ratio. VTune can collect information in real time without affecting the running of the Snort application. 
Small Flow Pattern Testing
In order to evaluate the performance of packet processing for the Network Intrusion Detection Application Snort based on the horizontal-based parallel architecture model and tree-based parallel architecture model, the experiment was designed to send a small number of TCP connections (about 175) trace files. Respectively, test the level 2 cache average hit ratio and throughput of the horizontal-based parallel architecture model (as shown in Figure 3 ) and tree-based parallel architecture model (as shown in Figure 4 ) on the multi-core processor architecture platform. The experimental results are shown in Table 2 . As shown by the table, for a small number of TCP connections, the tree-based parallel architecture model is slightly higher in both throughput and level 2 cache average hit ratio compared to the horizontal-based parallel architecture model.
Large Flow Pattern Testing
The second experiment was designed to send a large number of TCP connections (about 25000) trace files. Respectively, test the level 2 cache average hit ratio and throughput of the horizontal-based parallel architecture model (as shown in Figure  3 ) and tree-based parallel architecture model (as shown in Figure 4 ) on the multi-core processor architecture platform. The experimental results are shown in Table 3 . It can be seen that, for a large number of TCP connections, the tree-based parallel architecture model has a much higher throughput than the horizontal-based parallel architecture model (more than 6X greater). The level 2 cache average hit ratio is also much higher, with an increase of about 30%. The experimental results show that the tree-based parallel architecture model of the Network Intrusion Detection System Snort can significantly improve the packet processing capability on the multicore processor.
CPU Performance Testing
To evaluate the CPU performance and inter-core load balancing performance of the packet processing of the Network Intrusion Detection Application Snort with the horizontal-based parallel architecture model and tree-based parallel architecture model on the multi-core architecture platform, these experiments are designed to test the CPU utilization and load balancing performance under the condition of sending a large number of TCP connections (about 25,000). The experimental results are shown in Figure 5 . From the experimental results, it can be seen that the packet processing with tree-based parallel architecture model performs better than that with horizontal-based parallel architecture model in terms of CPU utilization performance, especially CPU core load balancing. This is because the Network Intrusion Detection Application Snort requires a relatively large amount of CPU resources during the packet capture phase, and the subsequent data processing phase requires relatively few resources. Thus, the tree-based parallel architecture model can improve system performance.
Conclusions
In this paper, we first analyze the data processing of network detection and the data packet processing of the network intrusion detection system Snort. According to the characteristics of packet processing of network detection application Snort on the multi-core processor platform, we proposed the horizontal-based parallel architecture model and tree-based parallel architecture model by using pipelining and flow-pinning technology. Through comparison and analysis of the performance indicators of level 2 cache hit ratio, throughput, CPU utilization, and load balancing on data packet processing with the horizontal-based parallel architecture model and tree-based parallel architecture model, the experimental results show that the tree-based parallel architecture model has higher performance than the horizontal-based parallel architecture model. Therefore, this model can improve data processing ability and reduce system resource consumption of network detection applications, offering practical value and potential for further applications.
