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Abstract-The study aims to evaluate the performance of 
the transfer learning algorithm to enhance the transferability 
of a deep reinforcement learning-based variable speed limits 
(VSL) control. The Double Deep Q Network (DDQN)-based 
VSL control strategy is proposed for reducing total time spent 
(TIS) on freeways. A real merging bottleneck is developed 
in the simulation and considered for the VSL control as the 
source scenario. Three types of target scenarios are considered, 
including the overspeed scenarios, adverse weather scenarios, and 
diverse capacity drop scenarios. A stable testing demand and a 
fluctuating testing demand are adopted to evaluate the effects 
of VSL control. The results show that by updating the neural 
networks, the transfer learning in the DDQN-based VSL control 
agent successfully transfers knowledge learned in the source 
scenario to other target scenarios. With the transfer learning, 
the entire training process is shortened by 32.3% to 69.8%, 
while keeping a similar maximum reward level, as compared 
to the VSL control with full learning from scratch. With the 
transferred DDQN-based VSL strategy, the TTS is reduced by 
26.02% to 67.37% with the stable testing demand and 21.31 % to 
69.98% with the fluctuating testing demand in various scenarios, 
respectively. The results also show that when the task similarity 
between the source scenario and target scenario is relatively low, 
the transfer learning could lead to local optimum and may not 
achieve the global optimal control effects. 
Index Terms-Bottleneck, congestion, reinforcement learning, 
travel time, transferability. 
I. INTRODUCTION 
AT RECURRENT bottlenecks on the freeway, traffic demand exceeding roadway capacity could cause conges­
tion and trigger capacity drop [l]. In turn, the capacity drop 
would exacerbate congestion and result in increased system 
travel time [2]. Variable speed limit (VSL), proposed originally 
to harmonize traffic flow for safety concerns, has emerged 
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as a mainstream traffic flow control (MTFC) method to mit­
igate congestion through avoiding capacity drop [3]-[6]. The 
upstream speed limit posted on VSL sign changes according 
to real-time traffic conditions to adjust the flow, and thereby 
capacity drop is prevented at the downstream bottleneck, 
and congestion can be alleviated [7]-[16]. The performance 
of VSL control depends on the timely adjustment of the 
speed limit. In various environments, traffic dynamics can 
be greatly different so that the optimal VSL control policy 
could change. Hence, it is desirable to develop VSL strategies 
that can quickly adapt to new environments and have good 
transferability in different scenarios. 
The most commonly used VSL control strategies are the 
optimal control approaches [5]-[9] and the feedback-based 
approaches [10]-[1 6]. The optimal control approaches treat the 
VSL control as a constrained discrete-time optimal problem. 
The performance relies on the accuracy of traffic flow models 
that represent traffic dynamics for a specific scenario [17]. 
When transferred to a new scenario, the approaches need 
to recalibrate a series of traffic models to maintain good 
performance, which requires large traffic flow data and bur­
densome model development workload. In the feedback-based 
VSL strategies, the feedback controllers adjust speed limits to 
keep the bottleneck density around the setpoint. The perfor­
mance is significantly affected by the setpoint and controllers' 
gains, which determine the response speed [10], [11]. When 
transferred to a new scenario, the setpoint and controller 
gains should be updated for new traffic dynamics, which 
requires specific traffic flow analysis and complex parameter 
tuning. 
In recent years, the reinforcement learning (RL) approaches 
have been applied in the freeway traffic control tasks, and 
have attracted significant attention because of its good per­
formance [18]-[22]. In a RL-based VSL, the agent perceives 
the traffic dynamics through interacting with the traffic envi­
ronment, and is able to develop an optimal control pol­
icy through adequate training from the state-action-reward 
outcomes [18], [1 9]. The optimal policy obtained from the 
original scenario, if applied to a new scenario directly, may 
lead to decreased control performance as the state-action­
reward pairs in the new scenario are different from those in the 
original scenario [19]. The common way for a new scenario 
is to create a new RL-based VSL with full learning (learning 
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from scratch), which requires a large computing workload and
long training process.
Transfer learning is concerned with the connection between
training in different but related scenarios [23]–[27]. It could
shorten the training process in one scenario by utilizing
existing knowledge learned from another related scenario [23].
Although traffic parameters in various scenarios are different,
there are still some attributes in common such as the corre-
lation between traffic flow variables [28] and the impacts of
control actions on traffic operation [5]. As a result, through
incorporating the transfer learning with the RL-based control
strategy, it is believed that the transferability of the control
strategy can be enhanced in terms of quick adaption to new
environments and maintenance of good performance. The
study of Kreidieh et al. (2018) confirmed the benefits of
transferring the polices developed from a closed network to
open network tasks [27]. However, to the best of our knowl-
edge, until now, no studies have evaluated the practicability of
incorporating the transfer learning with the VSL control tasks.
This study aimed to integrate the transfer learning algo-
rithm with the deep reinforcement learning-based VSL control
strategy for improving its transferability. We first trained the
Double Deep Q Network (DDQN)-based VSL for a source
scenario. Then we developed three types of target scenarios,
including the overspeed scenarios, the adverse weather sce-
narios, and the diverse capacity drop scenarios, for testing
the transferability of the DDQN-based VSL strategy. The rest
of the paper is organized as follows. Section 2 illustrates the
DDQN-based VSL and the incorporation of transfer learning.
Section 3 shows the development of the simulation model.
Section 4 introduces the experimental setup of various scenar-
ios. The performances of the DDQN-based VSL control are
analyzed in section 5. Finally, the main conclusions are drawn
in section 6.
II. METHODOLOGY
A. DDQN-Based VSL Control Strategy
1) Statement of VSL Control Problem: A typical VSL con-
trol scheme at a merging bottleneck is illustrated in Fig. 1 (a).
The VSL system includes two sections: (1) An upstream
VSL controlled section, in which the outflow is controlled
by adjusting the posted speed limits; and (2) an acceleration
section, which allows vehicles to accelerate from low speed
within the controlled section to roughly critical speed as they
reach the bottleneck [5], [10]. The VSL control could adjust
the mainline traffic flow entering downstream to mitigate or
eliminate the capacity drop at the bottleneck. Thus, the travel
time can be reduced by improving the outflow rate. The key
task of a VSL control strategy is how to determine the optimal
speed limit for a given traffic state in the freeway area.
2) DDQN-Based VSL Control Strategy: A DDQN-based
VSL control strategy includes three modules (see Fig. 2):
VSL simulation, DDQN agent, and neural networks [29]. The
optimal speed limit for a particular traffic state is determined
by the DDQN agent. The agent perceives the traffic state st
and selects a speed limit at . The speed limit posted in the
controlled section leads to the transition of traffic state on the
Fig. 1. (a) A freeway merging bottleneck with the VSL control; (b) Density
and demand measurements in the DDQN-based VSL control.
freeway. The agent receives a reward Rt+1 for the new state
st+1, and then the transition (st , at , Rt+1, st+1) is stored into
memory to update parameters θ of the neural network using
the Bellman equation. In the DDQN algorithm, the neural
network works as a function approximator to estimate optimal
Q (action) values Q ∗ (s, a). For the neural network with
parameters θi , as updating step i → ∞, the neural network
estimation Q(s, a; θi) → Q ∗ (s, a). Then the optimal speed
limit a∗ can be obtained as a∗ ≡ argmaxa Q∗(s, a).
There are five crucial elements in the DDQN-based VSL
control strategy as follows.
a) Action. The VSL controls mainstream traffic flow by
adjusting the speed limit, which is considered as the action
in the DDQN-based VSL control. In the real-world cases,
the variable message sign can only post discrete speed limits
with an increment of 5 mph. The maximum speed limit is
65mph for the study freeway which would be illustrated in
the following sections. Therefore, the action set is given by
{5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65} mph.
b) State. In the DDQN algorithm, traffic state space is
represented by several continuous variables that should be able
to reflect the traffic state of the freeway. In the present study, to
depict the traffic flow conditions under the influence of VSL
control, five continuous variables are adopted: demand flow
of upstream mainline; demand flow of on-ramp; density at the
downstream bottleneck (i.e., the immediate downstream of the
merging area); density at the upstream VSL area; and density
on the on-ramp (see Fig. 1 (b)). In addition, to help the agent
perceive the speed limit change rate along time, the speed limit
at the former time step is also included in the state. Finally, a
six-dimensional vector is used to represent the state.
c) Reward. The objective of VSL control is to reduce the
system travel time. Consider a freeway system that consists
of several origins I and destinations I ′, and a discrete-time
representation of traffic variables with time index k and time
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Fig. 5. (a) Fundamental diagram in CTM; (b) Fundamental diagram with
the capacity drop.
individual vehicles. In addition, the decision of VSL control
is made on the basis of aggregated traffic data collected from
loop detectors. Detailed information about individual vehicles
is actually not used. Furthermore, our experiment involves a
large number of iterative calculations. The computing work-
load and time of the microscopic simulation model are much
larger and longer than that of the CTM. As a result, instead of
using microscopic simulation models, the CTM is considered
fitting the purpose of our study better.
By dividing the corridor into sub-sections (i.e., cells), CTM
predicts the macroscopic traffic characteristics by evaluating
the flow and density at a finite number of intermediate points
at different time steps [33]. The traffic in each cell operates
according to the fundamental diagram, which is approximated
by a triangular shape. To build the simulation platform for
VSL control, several modifications are made to the traditional
CTM [19], [39], [40].
The adopted fundamental diagram is shown in Fig. 5 (a).
The left limb of the triangle represents the sending function,
and the right limb represents the receiving function. For cell i ,
the sending function represents the vehicles that can supply to
the downstream cell i+ 1 with a flow rate of σi (k), where k is
the time step. The receiving function represents the available
space in cell i which determines how many vehicles can enter
cell i from the upstream cell i− 1 with a flow rate of δi (k).
With the VSL control, the sending and receiving functions are
determined by the minimum value between the speed limit
VS L and the free flow speed VF :
σi (k) = min{min{VS L(k), VF } · di (k) · ni , QV S L} (5)
δi (k) = min{wi · (di, j am − di (k)) · ni , QV S L} (6)
where di (k) is the density at cell i at time k, ni is the number
of lanes, QV S L is the maximum flow under the current speed
limit, wi is the kinematic wave speed, and di, j am is the jam
density. The evolution of density and speed within each cell
are calculated according to the flow rate between cells, and the
flow rate is determined as the minimum value of the sending
and receiving functions.
The discharge flow drops below the bottleneck capacity after
congestion forms [1], [2]. To model the capacity drop, it is
assumed that the bottleneck cell is characterized by an inverse
λ-shaped fundamental diagram (see Fig. 5 (b)). The flow is
calculated by the left limb before capacity drop occurs and is
calculated by the right limb after capacity drop occurred. Note
that because capacity drop does not affect free flow speed, the
size of the bottleneck cell is not influenced by capacity drop,
and remains constant during simulation. The sending function
with the capacity drop is determined by
σi (k) =
{
VF · di (k) · ni , i f di (k) ≤ dC
QD, i f di (k) > dC
(7)
where QC = VF ·dC ·ni is the capacity of the bottleneck (veh/h)
before the capacity drop, QD is the maximum discharge flow
rate (veh/h) after capacity drop, and dC is the critical density.
Four traffic flow parameters are considered for the cali-
bration of the fundamental diagram, including the free flow
speed, the capacity flow, the discharge flow after capacity drop,
and the speed of kinematic wave [33]. The capacity flow and
discharge flow after capacity drop are calculated using the
cumulative vehicle count curves at the bottleneck location [41].
The speed of the kinematic wave is calculated by monitoring
the traffic states at the detector stations located upstream of
the active bottleneck [42].
IV. EXPERIMENT DESIGN
A. Setup of Source Scenario
The source scenario is a 6-mile long freeway section of
the northbound of Interstate 880 freeway in Oakland, United
States. A merging recurrent bottleneck locates at the down-
stream of this freeway section (see Fig. 6), and is activated
during both morning and afternoon peak periods. We expected
to enhance the throughput of this recurrent bottleneck by
implementing VSL control at the upstream.
The freeway section is simulated by the modified CTM
illustrated before. One-month traffic data are obtained from
the Highway Performance Measurement System (PeMS) [43]
for calibrating the parameters in the CTM and validation.
For details of the calibration and validation, we refer the
readers to [19], [40]. The calibration results suggest the free
flow speed is 65 mph, the capacity of the freeway mainline
before the capacity drop is 1750 veh/h/ln, the magnitude of the
capacity drop is 8.4%, and the speed of the kinematic wave is
9.5 mph. The simulation results are compared with the field
data for validation. The Mean Absolute Percent Error (MAPE)
of simulated flows is 9.2%, and the MAPE of simulated speeds
is 11.2%.
To implement VSL control in the CTM, the VSL area and
control period should be defined. The location and length of
VSL area were determined based on acceleration distance,
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Fig. 8. Traffic operation at the bottleneck in the stable demand scenario.
Fig. 9. Average reward acquired by the DDQN-based VSL in overspeed scenarios.
Fig. 10. Average reward acquired by the DDQN-based VSL in adverse weather scenarios.
35.73%. Therefore, the above results suggested when com-
pared with the VSL-FL, the VSL-TL not only required a
shorter training process but also realized equivalent control
performances.
C. Testing of Transfer Learning in Adverse Weather
Scenarios
The DDQN-based VSL strategy in the source scenario was
transferred to the adverse weather scenarios. The weather
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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Fig. 11. Average reward acquired by the DDQN-based VSL in diverse capacity drop scenarios.
TABLE III
EFFECTS OF THE VSL CONTROL IN THE ADVERSE WEATHER SCENARIOS
TABLE IV
EFFECTS OF THE VSL CONTROL IN THE DIVERSE CAPACITY
DROP SCENARIOS
could influence driving behaviors, and thus result in changes
in traffic operation [45], [47]. The free flow speed VF was
reduced from 65 mph to 60mph, 57.5mph or 55mph in adverse
weather (scenario 4-6 in Table I), resulting in decreases in the
capacity. The critical density and jam density were assumed
not affected by the weather conditions [48].
The rewards of the VSL-TL and the VSL-FL during the
training process are shown in Fig. 10. Similarly, the transfer
learning greatly fastened the training process: the training time
before reaching the stop criterion was reduced by 58%, 52.1%,
and 69.8%, respectively, in the three weather conditions. Note
that in scenario 4 and 5, the VSL-TL was able to acquire
reward as high as the fully trained strategy. However, in sce-
nario 6, the transfer learning reached a stopping criterion in
the 54th episode when the reward hasn’t reached the maximum
value. It indicated that transfer learning led to a local optimum
other than the global optimum. Such an issue may be overcome
by relaxing the stopping criterion for a longer training period.
After training, the VSL-TL and the VSL-FL were evaluated
in the two testing demands. The results are shown in Table III.
Compared with the baseline without VSL control, in scenario
4 and 5, the VSL-TL reduced the TTSs by 37.76% and
38.85%, and reduced the TTSf by 55.68% and 60.94%, which
were almost the same as those of the VSL-FL. However,
in scenario 6, the VSL-FL outperformed the VSL-TL. More
specifically, the VSL-TL reduced the TTSs and the TTSf by
26.02% and 43.42%, while the VSL-FL reduced the TTSs
and the TTSf by 37.29% and 53.90%. We also found that the
VSL control was more effective in reducing travel time in the
fluctuating demand. A possible reason was that the adverse
weather resulted in more severe congestion and larger travel
delay with the fluctuating demand. In such conditions, the VSL
control could bring more benefits to traffic operation.
D. Testing of Transfer Learning in Diverse Capacity Drop
Scenarios
Empirical studies have shown that the magnitude of capacity
drop at the merging bottleneck could vary in different periods
or days [2]. The larger capacity drop indicates lower exiting
flow and more severe congestion. Thus, it is valuable to test the
transferability of the DDQN-based VSL control strategy for
different capacity drop scenarios. In our study, the magnitude
of capacity drop was set to be 5% and 15%, respectively,
in scenarios 7 and 8 (see Table I). The fundamental diagram
in the CTM was adjusted according to [39], [49].
The rewards of the VSL-TL and the VSL-FL are shown in
Fig. 11. It can be seen that the transfer learning significantly
reduced the training time before reaching the stopping criterion
by 50.6% and 44.0% in scenario 7 and 8, respectively. The
maximum reward achieved by the VSL-TL was very close
to that achieved by the VSL-FL. The control results in Table
IV showed that the VSL-TL reduced the TTSs and the TTSf
by 38.15% and 21.31% in scenario 7, and by 67.37% and
69.98% in scenario 8, which were almost same as those of the
VSL-FL. Note that the performance of the VSL in scenario
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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8 was much better than that in scenario 7. The main reason
is that the congestion severity and TTS were greatly affected
by the magnitude of the capacity drop [3]–[5], [9]. Aimed at
preventing the occurrence of capacity drop and maintaining the
bottleneck capacity, the VSL control is expected to be more
effective in the scenario with a larger capacity drop.
VI. CONCLUSION AND DISCUSSION
This study evaluated the incorporation of transfer learning
to enhance the transferability of the DDQN-based VSL control
strategy, which aims at reducing travel time at freeway bottle-
neck areas. The transfer learning in the DDQN-based VSL was
able to transfer an optimal control policy for a source scenario
to target scenarios, which improves the training processes in
the target scenarios. Three types of target scenarios, including
the overspeed scenarios, the adverse weather scenarios, and the
diverse capacity drop scenarios, were developed in simulation
to test the transferability performance of the DDQN-based
VSL control.
In the overspeed scenarios, compared with the VSL-FL, the
VSL-TL shortened the training process by 32.3% to 56.7%,
while achieving an equivalent performance in reducing the
TTS. In the adverse weather scenarios, the VSL-TL shortened
the training processes significantly and achieved similar effects
as the VSL-FL in scenarios 4 and 5. However, the VSL-TL
did not achieve a global optimum in scenario 6 where the drop
of speed is large. Such an issue may happen when the task
similarity between the source scenario and the target scenario
was relatively low [50]. However, to the best of our knowledge,
quantitative methods measuring such task similarity are still
not available. This is also our future work. For different
capacity drop scenarios, the VSL-TL quickly converged to
the optimum, shortening the training process by 50.6% and
44.0% and reducing the TTS by 21.31% to 69.98%. Note that
the TTS reduction percentages in scenario 8 were large but still
reasonable. It is because that the capacity drop magnitude was
large, and both the VSL-TL and the VSL-FL could eliminate
the capacity drop. Moreover, the total TTS was calculated
in a short freeway segment for a short study period so that
an absolute TTS reduction magnitude corresponds to a large
percentage.
This study tried to shed light on how to transfer the VSL
control policies between different scenarios using the transfer
learning in the deep reinforcement learning framework and
what benefits can be obtained to do so. As the existence of
correlations between these scenarios, the transferred DDQN-
based VSL policy could work as prior knowledge in the
development of optimal VSL policies for new scenarios. As a
result, processes of developing optimal VSL policies were
greatly shortened, leading to higher time efficiency and data
efficiency. Higher time efficiency is especially helpful, when
developing a DDQN-based VSL for a large-scale network
that requires pretty long training time. Data efficiency is also
essential in some practical situations [51]. For example, data
of some infrequent scenarios (e.g., adverse weather scenarios)
may be deficient, while data of usual scenarios are sufficient.
The transfer learning could utilize prior knowledge from data
of the usual scenarios, and thereby requires fewer data of
infrequent scenarios to obtain adequate training.
Note that the transferability was not compared with that
of other VSL strategies (e.g., feedback methods and model
predictive control methods) as the transferring mechanisms
are different. When transferring the feedback-based VSL, one
should conduct traffic flow analysis to decide the target vari-
able value in new scenarios and finely tune the controller gains
to maintain control performances, which is time-consuming
and require large data support. As for the MPC methods, the
traffic flow models should be developed and calibrated for
the new scenarios, which requires a lot of workloads. When
transferring the DRL-based VSL, we do not need to change
the algorithm settings. The DRL can learn the traffic flow
implicitly during the training to adapt to different traffic mod-
els without extra tuning. In the present study, transfer learning
was only used to transfer knowledge between different traffic
scenarios. In fact, transfer learning can also be conducted
between different but similar traffic control techniques. For
example, VSL and ramp metering (RM) could have something
in common as they both adjust the flow into a downstream
bottleneck to mitigate congestion. Hence, it is highly likely
to transfer the pieces of knowledge between VSL and RM.
Authors recommend that future research can consider these
issues.
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