Abstract. This chapter is focused on recent advances in mathematical programming methodologies in data mining research, which is a rapidly emerging interdisciplinary research area. The main focus of this review chapter lies on classification (supervised learning) and clustering (unsupervised learning), which are among the most studied data mining tasks. We give a thorough discussion on the mathematical modeling aspect of classification and clustering problems.
Introduction
Recent advances in digital data collection and storage technology over the past decade have resulted in the growth of massive databases or data avalanches. Not only have these rapidly growing data avalanches occurred in everyday life, but they have also occurred in a variety of scientific and engineering research applications [33] as well as medical applications [55] . Research in finding meaningful patterns to make sense out of these massive data sets is often known as Data Mining. Data mining can be broadly defined as the analysis of large observational data sets to find hidden and unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner [36] . The term data mining is also often known as knowledge discovery, which is referred to the process of extracting useful information from databases. Since data mining has to deal with data of massive size (curse dimensionality), most data mining tasks can naturally be optimized. Classification and clustering are the most critical tasks in data mining and are fundamentally optimization problems. Mathematical programming methodologies formalize the problem definition and make use of recent advances in optimization theory and applications for the efficient solution of the corresponding formulations. One of the major advantages of a formulation based on mathematical programming is the ease in incorporating explicit problem specific constraints. Mathematical programming approaches, particularly linear [38] . In this chapter, without loss of generality we shall assume that the input data are expressed in the form of n-dimensional feature vectors x ∈ X ⊆ R n . A general goal of data mining is to estimate an explicit, or implicit, function that maps points of the feature vector from the input space, X ⊆ R n , to an output space, C. The data mining tasks can thus be defined based on the nature of the mapping C. One can, in turn, categorize the data mining tasks into (1) supervised and (2) unsupervised learning. For the supervised learning, we are usually given a finite representative subset of the original data with the mapping C, known as the training set, and we wish to make predictions on new unlabeled elements of another data set (testing set). In other words, if the predicted quantity is a categorical value and we know the value that corresponds to each element of the training set then the supervised learning is to identify the mapping that connects the feature vector and the corresponding categorical value (class). This problem is also known as a classification problem. Another related problem in supervised learning is the feature selection problem, which is associated with superfluous information in the feature vector. In data mining, it is believed that having a minimal number of features leads to simpler models, better generalization and easier interpretation. One of the fundamental issues in supervised learning is therefore to identify the least number of features, subset of the original set of features, that best address the two issues previously defined. On the other hand, for unsupervised learning, the class assignment is not known and we seek to identify whether a small, yet unknown, number of classes exist and then define the mapping assigning the features to classes. This problem is also known as a clustering problem.
Nice reviews of classification and clustering were recently presented in [33, 36] . In this chapter, we will concentrate on mathematical programming methodologies based on reformulating the classification, feature selection, and clustering questions as optimization problems. This chapter is organized as follows. In Section 2, we give a brief discussion on classification problems and their connections to discriminant analysis models. In Section 3, we provide a thorough discussion on well studied mathematical programs for classification problems. Later in Section 4, we give an overview of current research on clustering and how they are categorized based on methodologies used. In Section 5, we provide comprehensive mathematical programming models for various clustering approaches.
Classification
In general, a classification problem has to deal with categorizing a data sample or an entity into one of G (G ≥ 2) mutually exclusive groups based upon n (positive integer) specific measurable features of the entity. A classification rule is typically formed from a sample of data points (training data) where the group categorizations are known. Then the rule is used to categorize new data points (test data). In other words, the main goal in classification is to predict a categorical variable (class) based on the values of the feature vector. The classification problems can be grouped based on the number of classes: two-class classification and multi-class classification. The two-class classification problem can be formulated as the search of a function that assigns a given input vector x into two disjoint point sets A and B. The data are represented in the form of matrices. Assuming that the set A has m elements and the set B has k elements, then A ∈ R m×n , B ∈ R k×n , describe the two sets respectively. The multi-class classification problem is aimed at finding a partition {R 0 , R 1 , . . . , R G } of R m for m number of features. Twogroup classification methods can be adapted to accommodate more than two group classifications.
The general families of methods for addressing this classification problem include [36] :
• Estimation of the conditional probability of observing class C given the feature vector x (also known as Baysian-based methods).
• Analysis of various proximity metrics and based the decision of class assignment based on proximity (also known as distance-based methods).
• Recursive input space partitioning to maximize a score of class purity (also known as tree-based methods).
One major group of classification methods that is related to the distance-based and tree-based methods is the hyperplane-based method, which is aimed at finding a hyperplane to classify two groups, such as in the form of x T ω = γ, where x denotes points on the hyperplane. The decision rule is then made by the weighting vector ω, and the scalar γ, which are best selected by solving a mathematical programming model. The goal is to have data points of one group lie on one side of the hyperplane and points of the other class lie on the other side of the hyperplane. Different objective functions form different hyperplanes.
The pioneering work in hyperplane-based classification is presented in [52, 53] , where it demonstrated how to formulate the problem of constructing planes to separate linearly separable sets of points. This method is known as Support Vector Machines (SVM). This method generally tries to construct a hyperplane that minimizes the upper bound on the out-of-sample error. There have been many variations of mathematical programming models for SVM. One of the most successful models uses the idea that once a data set is transformed to points in a high dimensional space, which is called kernel transformation, every point can be classified by the separating plane [15] . On the other hand, the hybrid model proposed in [24, 25, 32] does not depend on data transformation. The objective is to find a plane that minimizes violations and maximizes satisfactions of the classified groups. Instead of linear programming formulations, there are mixed integer programming (MIP) formulations, such as Glover [31, 1983] that extends the hybrid model by adding binary variables indicating misclassified data points. Other MIP formulations include Abad and Banks [1, 1993] , Glen [27, 1999] , and Glen [28, 2003] . On the other hand, as opposed to separating two groups by "one" hyperplane, Glen [29, 2005] has piecewise-linear models that gives convex separating planes. In addition, multi-hyperplane formulations that generate multiple linear hyperplanes simultaneously with the consequence of forming a binary decision tree is proposed in [12] . SVM have been generalized to apply to multi-class classification as in the decision tree models [9] . Each decision in a tree involves a support vector machine or a hyperplane. The results usually rely on kernel transformations that project data into a high-dimensional space so that the data becomes almost separable.
Later the feature selection problem is introduced to improve the performance of classification. Mathematical programming methods can be formulated for selecting well represented features/attributes. Mangasarian [51, 1997] gives a feature selection formulation such that the objective not only separates data points into two groups, but also suppresses as many of nonsignificant features as possible. Chaovalitwongse et al. [16, 2006] proposed Support Feature Machine (SFM) formulations that will find a set of features that gives the highest performance.
Asparouhov and Danchev [5, 1997] proposed a mathematical programming model that does not need the construction of separating hyperplanes. They formulated a mixed integer programming model with binary variables that are conformed with the Bayesian decision theoretic approach. That study is along the same line with Anderson [3, 1969] , where a formulation that incorporates the population densities and prior probabilities is developed.
3. Mathematical Programming for Classification 3.1. Support vector machines: a hyperplane classification model. Support Vector Machines (SVM) is aimed at finding an optimal hyperplane that separates data into two groups, say A and B. The optimal plane is first obtained from training data that has been labeled, which means we know which group each entity comes from. Then the plane can be used for classifying new observations. All data points from A and B will be separated by the plane under the assumption that A and B are separable. This assumption can be achieved if there exits a proper kernel function that projects all data points from A and B into a high dimensional space. The projection into sufficiently high dimensional space will lead to a separable data set. A set of data of two groups may have many possible separating planes. However, there may be only one optimal SVM hyperplane for a data set. Define a margin as the minimum distances from the plane to elements in a group, A or B. Then the objective of SVM is to find a separating hyperplane with the largest margin. One can express a plane as x T ω = γ, where ω ∈ R n is an n-dimensional vector of real numbers, n is total number of features used to represent a data point, and γ ∈ R is a scalar. An example of an SVM hyperplane is shown in Fig. 1 . n , x T ω < γ}. Let e denote a vector of ones. Then the following constraints must be satisfied:
Aω > eγ, Bω < eγ.
A linear programming (LP) problem can be formulated to determine vectors ω and γ. However, the constraints in eq. (3.1) are strict inequalities, which can not be used directly in an LP formulation. Equation (3.1) can be reformulated as:
The main advantage of SVM is that it can incorporate a suitable nonlinear mapping φ(·), known as kernel function, used to project data points into a sufficiently high dimension so that the data from two classes can always be separated by a hyperplane [15, 20] . The performances of SVM, therefore, rely heavily on the data transformation to represent patterns from the data in a high dimension. Examples of kernel functions include linear, polynomial, radial basis function (RBF) and sigmoid kernel. Shimodaira et al. [60, 2001] gives a Dynamic Time-Alignment Kernel that can deal with time series data.
Robust support vector machines.
In practice, it is almost impossible that we can satisfy the assumption that A and B are perfectly separable. In other words, it is possible that the inequalities in eq. (3.1) have no solution, since the data may not be perfectly separable. For this reason, one should try to construct a separating plane that minimizes misclassifications. This leads to the development of robust SVM, which is an improved linear programming model minimizing an average sum of violations [10] . The model is given by
The variables y and z in the constraints of this problem satisfy the conditions: y ≥ max{0, −Aω +eγ +e} and z ≥ max{0, Bω −eγ +e}. Hence, y and z are vectors containing violations of (3.2) . Minimizing the objective function e T y/m + e T z/k leads to the minimum average misclassifications. The minimization is equivalent to
The objective value will be zero if and only if the constraints in eq. (3.2) are satisfied.
An extension of this model can be used as a feature selection model [51] . A new term is added to the objective function to suppress as many of the components of ω as possible, which gives less emphasis on unnecessary features. This model will be discussed in greater detail later in this section.
3.3. Hybrid discriminant models. A hybrid discriminant model proposed in Glover el al. [32, 1988] also provides a hyperplane of the form x T ω = γ. Again, there may be many possible hyperplanes. The goal of the hybrid model is to ensure that data points from one class lie on one side of the hyperplane and the data points from other class lie on the other side. More specifically, the objective is to construct a hyperplane that minimizes misclassifications, and at the same time, maximizes the satisfaction of the classified groups. As a result, the solution is invariant to any data transformations. It is guaranteed to give an optimal solution regardless of the nature of the data. This model is improved to avoid many shortcomings in the previous formulations, which are reviewed and discussed in [45] .
Suppose that there are m attributes. Denote each data point by a row vector A i with length of m. The membership in Group 1 or Group 2 is indicated by
. Let A denotes all the row vector A i 's. The hyperplane can be denoted as x T ω = γ, where x T represents a point on the hyperplane like A i for some i. The solution is seeking a weighting vector ω ∈ R m , and a scalar γ ∈ R. The optimal plane is to assure that A i ω < γ, for i ∈ G 1 and A i ω > γ, for i ∈ G 2 to the highest possibility. The hybrid LP model is expressed as follows:
The variables y i and z i (for i = 0 and i ∈ G) represent external and internal deviation variables, which are referred to the point violations and satisfactions of classification decision. Particularly, they are the magnitudes how far the points lie outside or inside their correct half spaces. If a point lies outside its targeted half space, there will be a violation, otherwise if a point lies inside, there will be a satisfaction. Especially, the variable y 0 weights the maximum external deviation. On the other hand, the variable z 0 weights the minimum internal deviation. The objective is to minimize violations and maximize satisfactions. In order to achieve this goal, two coefficients are introduced in the objective. The coefficient h i 's (for i = 0 and i ∈ G) discourage external deviations and the coefficient k i 's (for i = 0 and i ∈ G) encourage internal deviations. They should satisfy h i ≤ k i for i = 0 and i ∈ G. Equation 3.4 is used for normalization which is necessary in order to avoid a trivial solution where all ω j = 0 and γ = 0. In addition, Glover [30, 1990] identifies more normalization methods to conquer the null weighting problem.
The MIP model proposed in Glover [31, 1993] is formulated as a simple variant of the hybrid LP model, which gives a hyperplane that minimizes the number of misclassified points. The binary variables z i (i ∈ G) are used to indicate the number of misclassified points. The new formulation is given by
The classification plane is in the form of x T ω = γ, where x T is any point on the plane. The β i (i ∈ G) variables can be viewed as slack variables. The constant M should be chosen large enough so that when a point i from G 1 is misclassified (z i = 1 for some i ∈ G 1 ), the constraint A i ω ≤ γ + M z i will be redundant and when a point i from G 2 is misclassified (z i = 1 for some i ∈ G 2 ), the constraint A i ω ≥ γ − M z i will also be redundant. To encourage a nontrivial solution, it is suggested to include a normalization constraints. The suggested normalization is given by (−n 2 i∈G 1 A i + n 1 i∈G 2 A i )ω = 1, where n 1 and n 2 are the number of data points in G 1 and G 2 , respectively. Glover [31, 1993] also provides a theoretical result that this normalization is equivalent to requiring a meaningful separation and eliminates the null weighting (ω = 0) as a feasible solution. Similar to the LP hybrid model, the optimal values of z and β are unchanged for all transformations of the problem data A i 's (i ∈ G).
Feature selection linear program. An extension of the Robust Linear
Programming formulation in [10, 51] can be used for feature selection. A new term is added in the objective function in (3.3) to suppress as many of the components of ω as possible, which gives less emphasis on unnecessary features. Let v denote the absolute value of the weight vector ω, and log is the base of the natural logarithm. λ ∈ (0, 1). The mathematical program with a concave objective function and linear constraints for feature selection is as follows
When λ = 0, the problem gives a plane that separates A and B without considering feature suppression. On the other hand, when λ > 0, the objective function not only tries to separate A and B, but also tries to suppress as many of w components as possible. For each v i , i = 1, . . . , n, an exponential smoothing of the step function (1 − log −αv i ) is minimized. This step function enables the suppression of irrelevant components of ω. There is also a finitely-terminating algorithm that solves this problem using successive linear programming [14] .
3.5. Support feature machines. Suppose there are n samples and m features. Support Feature Machine (SFM) proposed in [16] is aimed at finding a set of features that gives the highest classification performance. Decision variables are x j ∈ {0, 1} indicate if feature j is selected by SFM for j = 1, . . . , m and y i ∈ {0, 1} indicate if sample i can be correctly classified by SFM for i = 1, . . . , n. SFM has two models, voting and averaging, each with different weighting matrices. Those matrices should be provided by user's classification rule.
The objective function of voting SFM is to maximize the total number of correctly classified data points as in eq. (3.7). There are two sets of constraints used to ensure that the training samples are classified based on the voting nearest neighbour rule as in eqs. (3.8)-(3.9). There is a set of logical constraints in eq. (3.10) used to ensure that at least one feature is used in the voting nearest neighbour rule. The mixed-integer program for voting SFM is given by:
where a ij = 1 if the nearest neighbour rule correctly classified sample i at electrode j, 0 otherwise, n is total number of training samples, m is total number of features, M = m/2, and 0 < ε < The objective function of averaging SFM is to maximize the total correct classification as in eq. (3.12). There are two sets of constraints used to ensure that the training samples are classified based on the distance averaging nearest neighbour rule as in eqs. (3.13)-(3.14). There is a set of logical constraints in eq. (3.15) used to ensure that at least one feature is used in the distance averaging nearest neighbour rule. The mixed-integer program for averaging SFM is given by:
3 where d ij is the average statistical distance between sample i and all other samples from the same class at feature j (intra-class distance),d ij is the average statistical distance between sample i and all other samples from different class at feature j
3.6. Multi-hyperplane classification. Multi-hyperplane formulations [12] generate multiple linear hyperplanes simultaneously with the consequence of forming a decision tree. Instead of using kernel transformations that projects data into high dimensional space for better performance of SVM methods, the multihyperplane approach approximates a nonlinear discriminant function that aims to separate the data directly. Denote d = 0, which means that we are at a root node of a binary tree where none of the classifications have been done. At d = D the tree has two leaf nodes corresponding to the final separation step. We consider D = 3 for the initial multi-hyperplane model. Figure 2 is an example of one particular type of SPS tree for D = 3.
In Fig. 2 .(A) separating points of squares from points of circles is expected. There are three hyperplanes h 1 , h 2 and h 3 that separates them. Hyperplane h 1 and h 2 construct boundary P Q and P R; hyperplane h 1 and h 3 build the boundary P R and RS. The combined boundary P QRS formed by P Q, P R and RS of the three hyperplanes separates the two groups, squares and circles. Note that it is not necessary for a boundary to make a convex region. Figure 2 (B) depicts the binary tree built according to the classifications made by the three hyperplanes, h 1 , h 2 and h 3 . At the tree node h 1 , a square will be correctly classified by the hyperplane h 1 if it lies on the correct side of the hyperplane h 1 ; or by both hyperplane h 2 and h 3 . Similarly, a circle will be correctly classified by both hyperplane h 1 and h 2 , or by both h 1 and h 3 . In order to explain the model, two definitions are as follows. Successive Perfect Separation (SPS) is defined a procedure that all elements of either group 1 (G 1 ) or group 2 (G 2 ) are compelled to lie on one side of the hyperplane at each node for any depth d ∈ {0, . . . , D − 1}. SPS is a special use of a variant based on a proposal of Glover [30, 1990] . A SPS Decision Tree is defined as a tree that results from the two-group classification applying the SPS procedure. At d = 0 the root node contains all data points in the data set, and at d = D the two leaf nodes corresponds to the final separation step.
For the maximum depth D that is selected, an initial multi-hyperplane model considers each possible SPS tree type of depth d, for d = 0, . . . , D. A root node is taken as a "problem" node where points from both groups need to be separated. A leaf node, on the other hand, is considered a "decision" node where points are classified into two groups. Define slicing variables sl i for i ∈ {1, . . . , D − 1}. There are total D − 1 slicing variables needed for a tree having maximum depth D. Specifically, at depth d = 1, sl 1 = 0 if the "left" node constitutes a leaf node while the "right" node constitutes a root (or problem) node. Also, sl 1 = 1 implies that the "left" node constitutes a problem node and another hyperplane is required to classify the residual objects. Similarly, if sl 2 = 1, and current depth d = 2 < D, the tree will slide to the "left" node while the "right" node becomes a leaf node. The mathematical programming formulation is as follows. Let constants M and ε denote large and small positive numbers, respectively. Also, let G denote a set of the union of data points in G 1 and G 2 . Two kinds of binary variables are defined as: Traditional hyperplane constraints for each depth d of the tree as well as the normalization methods, which are similar to the mixed integer programming model in [30] are used in the formulation. Explicitly ε is added to prevent points from ending up lying on the hyperplane. Tree type constraints will identify the optimal tree structure for the data set, which will be in part of the optimal classification rule. Binary variables y i are used for tree types (0,1) and (1,0) to activate or deactivate either-or constraints. This formulation only performs well for small depths and has computational limitations. Details for an improved and generalized structure model for all SPS trees can be found in [12] . The specific structure SPS decision tree formulation for the depth D = 3 is as follows: 3.7. Separation probabilistic model by Anderson. The above-mentioned deterministic models for classification assume that the data are separable. In the case that the data may not be well separated, using the deterministic models may lead to high misclassification rate. The classification models that incorporate probabilities may be a better option for those kind of data. When the population densities and prior probabilities are known, there is a formulation that considers constrained rules with a reject option [3] . The objective is to maximize the probability of correct allocation subject to constraints on the misclassification probabilities. The mathematical model can be formally defined as follows. Let f h , h = 1, . . . , G, denote the group conditional density functions. Let π g denote the prior probability that a randomly selected entity is from group g, g = 1, . . . , G, and α hg , h = g, are constants between 0 and 1. The probabilistic classification model is then given by
The optimal rule that can be used as a classification method is given by
where
In general, there exist nonnegative constants λ ih , i, h ∈ 1, . . . , G, i = h, such that this optimal rule holds. The procedure for deriving a discriminant rule is composed of two stages. The first stage is to computef h , which are estimated density functions f h andπ h , which are estimated prior probabilities π h , for h = 1, . . . , G. There are many methods proposed for density estimation. The second stage is to estimate the optimal λ jh s, given the estimatesf h s andπ h s. For estimating the λ jh s, there is a MIP approach proposed in [26] , and a LP approach proposed in [50] .
The MIP approach uses binary variables to record whether each entity was allocated to each region. This approach measures the probabilities of correct classification and misclassification for any candidate set of λ ih s, which are calculated as the proportion of training samples that fall into each of the regions. The objective is to maximize a linear combination of variables representing correct allocation. The proportions of training samples misclassified were incorporated in constraints on misclassification probabilities. On the other hand, the LP approach does not have binary variables to incorporate proportions of misclassified training data points, and to provide a mechanism for modeling a priori bounds on misclassification probabilities. Instead, the LP approach provides a mechanism for estimating λ ih s that balances the minimization of misclassifications and the maximization of correct classifications. This can be demonstrated as follows. Redefine the function
. This is analogous to the definition of original p i in eq. (3.34) since R g can be expressed as
Note that this new definition of L h is just an assumption. In addition, we also assume that we have a training sample of n data points whose group classifications are known. There are n g data points in group g and G g=1 n g = n. For notational convenience, let γ = 1, . . . , G and N g = 1, . . . , n g . Each data point x has k attributes, denoted as x gj ∈ R k for g = 1, . . . , G and j = 1, . . . , n g . [26, 1997] proposed a MIP formulation. Same notation used in Anderson's formula in last section is applied here. The model ensures that the proportion of training data points and total data points n g of group g in region R h is less than or equal to a pre-specified percentage, α hg (0 < α hg < 1), for h, g ∈ γ and h = g.
The original formulation of the approach is a nonlinear mixed integer programming model given by
The above nonlinear mixed integer programming model can be transformed to an equivalent linear mixed integer model. The transformation is made by replacing the constraint in eq. (3.38) with the following constraints: [50, 2003] proposed the Linear Programming (LP) model that minimizes a penalty function in order to allocate each training entity to its correct group or to the reservedjudgement region. Note that same notation used in the MIP approach and Anderson's formula is consistent here. The method is given by min L hgj ,ωgj ,ygj ,λ ih g∈γ j∈Ng
The constraints in eq. (3.43) define the decision variable L hgj as a function value of L h for x gj . If the optimal solution yields ω gj = 0, for some (g, j) pair, the constraints in eqs. (3.44)-(3.45) imply that L ggj = max{0, L hgj : h ∈ γ}. Thus, when ω gj = 0, it means that the jth entity from group g is correctly classified. If y gj = 0 is the case for some (g, j) pair, then the constraints in eq. (3.46) implies that L ggj = max{0, L hgj : h ∈ γ} = 0. Hence, the jth entity from group g is placed in the reserved-judgement region. If both ω gj and y gj are positive, the jth entity from group g is misclassified. The optimization solver is attempting either to correctly classify training data points (ω gj = 0), or to place them in the reserved-judgement region (y gj = 0). The optimizer's emphasis can be realized by varying the weights c 1 and c 2 . It is possible for both ω gj and y gj to be zero. One should decide how to interpret in such situation. Recall the optimal rule in eq. (3.34), which constrains that if x belongs to the reserved judgement region (h = 0) then it gives the function value L 0 (x) = 0.
Bayesian-based mathematical program.
A Bayesian-based mathematical program conformed with the Bayesian decision theoretic approach is proposed by Asparouhov and Danchev [5, 1997] . The model can be formally defined as follows. Denote c ∈ R as a cut-off value, x ∈ B m as a vector of m binary values, and ω ∈ R m is a decision variable having m-dimensional vector of real numbers.
A preprocessing needs to be performed so that if x T ω ≤ c, the entity x belong to class 1; otherwise it belongs to class 2. Suppose we have a set of n individuals. n 1 of them are from class 1 and n 2 from class 2 (n = n 1 + n 2 ). Let s be a non empty multinomial cell. Denote n is as the number of design set observation from the class i, where i = 1, 2, falling in this cell s. There are 2 m number of multinomial cells. Each cell is unique and all observations that belong to it have exactly the same values of the m binary variables. Denote M as a sufficiently large positive real number. In addition to having a geometric interpretation, this formulation is inspired from Bayesian decision theoretic approach and having prior probabilities, n i /n ∀i, incorporated. Experimental studies in [5] suggest this Bayesian-based model can give better performance than other contemporary linear discriminant models. The Bayesian-based classification formulation is given by min ω,z s ,c s |n 1s − n 2s |z s + min(n 1s , n 2s ) (3.47)
Clustering
Clustering is a division of data points into groups of similar objects and the search for clusters is an unsupervised learning method which plays an outstanding role in data mining applications such as scientific data exploration, information retrieval, and text mining. In general, clustering is used for the exploration of inter-relationships among a collection of patterns, by organizing them into disjoint and homogeneous clusters. It is called unsupervised learning because unlike classification (known as supervised learning), there is no a priori labelling information of some patterns available for categorizing others and inferring the cluster structure of the whole data. Intra-connectivity is a measure of the density of connections between the instances (data points) of a single cluster. A high intra-connectivity indicates a good clustering arrangement because the data points grouped within the same cluster are highly dependent on each other. Inter-connectivity is a measure of the connectivity between distinct clusters. A low degree of interconnectivity is desirable because it indicates that individual clusters are largely independent of each other. Every data point in the data set is represented using the same set of attributes that can be in continuous, categorical or binary form.
A problem with the clustering methods is that the interpretation of the clusters may be difficult. In addition, the algorithms will always assign the data point to clusters even if there were no clusters in the data set. Therefore, if the goal is to make inferences about its cluster structure, it is essential to analyze whether the data set exhibits a clustering tendency. In a real-world application there may be errors (or noises and artifacts) in the collected data set due to inaccurate measurement or due to missing values; therefore, a pre-processing may be needed such as choosing a strategy for handling missing attribute values. On the other hand, the choice of the specific learning algorithm used is another critical step. The issue of relating the learning algorithms to the type of data and to the nature of the problem to be solved still remains an open and fundamental problem [43] .
The goal of clustering is to partition the raw data into groups (clusters) that share a common, yet unknown, characteristic property. Similarity is a key property in any clustering method. The difficulty arises from the fact that the process is unsupervised. That is neither the property nor the expected number of groups (clusters) are known ahead of time. The search for the optimal number of clusters is parametric in nature and the optimal point in an "error" vs. "number of clusters" curve is usually identified by a combined objective that weighs appropriately accuracy and number of clusters.
Clustering is a difficult problem due to many factors such as effective similarity measures, criterion functions, algorithms and initial conditions. These factors come into play in devising a well designed clustering technique for a given clustering problem. Moreover, it is well known that no clustering method can sufficiently handle all sorts of cluster structures (shape, size and density). Various problems such as improving the quality of clusters with pre-or post-processing the data, outlier detection, missing value problem and feature selection are studied in practical applications.
Generally, clustering algorithms can be categorized into partitioning methods (center-based methods), hierarchical methods, density-based methods, grid-based methods, and model-based methods. An excellent survey of clustering techniques can be found in [43] . Some more recent works in clustering techniques can also be found in [49] . In each of the clustering methods presented below, there are many papers that describe relevant work. Various applications of the clustering methods and algorithms in many fields can be found in [35] . In the following sections, briefly, it is mentioned about the clustering techniques (as reviewed in [49] ) in the literature but the reader can find more details in [43, 49] .
Partitioning methods.
Partitioning methods group data points into clusters which are disjoint subsets of similar data points. Since checking all possible subsets is computationally infeasible, certain greedy heuristics are used in the form of iterative optimization. Specifically, this means that different relocation schemes iteratively reassign data points between the k clusters. Depending on how the cluster representatives are constructed, iterative optimization partitioning algorithms are subdivided into two major subcategories, centroid and medoid algorithms. The centroid algorithms represent each cluster by using the gravity center of the data points. The medoid algorithms represent each cluster by means of the data points closest to the gravity center. The most well-known centroid algorithm in the literature is the k-means method [38] . The k-means method partitions the data set into k clusters (subsets) such that all points in a given cluster are closest to the same center. A simple procedure of k-means algorithm can be described as follows. It first randomly selects k of the data points to represent initial clusters, all remaining data points are assigned to their closer center. K-means then computes the new centers by taking the mean of all data points belonging to the same cluster. This operation is iterated until there is no change in the cluster centers. If k is not known a priori, various values of k can be evaluated until the most suitable one is found. The effectiveness of this method as well as of others relies heavily on the objective function used in measuring the distance between data points. The difficulty is in finding a distance measure that works well with all types of data. There are several approaches to define the distance between the data points [43] .
The k-modes algorithm [40] is a recent partitioning algorithm and uses the simple matching coefficient measure to deal with categorical attributes. The kprototypes algorithm [40] , through the definition of a combined dissimilarity measure, further integrates the k-means and k-modes algorithms to allow for clustering data points described by mixed attributes. More recently, in [19] another generalization of conventional k-means clustering algorithm has been presented. This new one applicable to ellipse-shaped data clusters as well as ball-shaped ones without dead-unit problem, but also performs correct clustering without pre-determining the number of clusters.
In traditional clustering approaches each data point belongs to one and only one cluster. Hence, the clusters in a hard clustering are disjoint. Soft or Fuzzy clustering extends this notion to associate each data point with every cluster using a membership function. Larger membership values indicate a higher tendency of the assignment of the data point to the cluster. One widely used algorithm is the Fuzzy C-Means (FCM) algorithm [58] , which is based on k-means. In a recent study another soft clustering algorithm has been presented in [8, 41] . The method is based on the joint distance function(JDF), a weighted harmonic mean of the distances in question, that approximates the data in its lowest contours.
Another approach to partitioning methods is to take a conceptual point of view that identifies the cluster with a certain model whose unknown parameters have to be found. Specifically, probabilistic models assume that the data comes from a mixture of several populations (mixture of distributions) whose distributions and priors are targeted to be found. Most of the probabilistic models are based on the Expectation-Maximization (EM) algorithm [54] where log-likelihood of the data points drawn from a given mixture model. They assume an underlying probability model with parameters that describe the probability that an instance belongs to a certain cluster. The strategy in this algorithm is to start with initial guesses for the mixture model parameters. These values are then used to calculate the cluster probabilities for each data point. These probabilities are in turn used to re-estimate the parameters, and the process is repeated. One clear advantage of probabilistic methods is the interpretability of the constructed clusters. A drawback of such algorithms is that they tend to be computationally expensive. Another problem found in this approach is called the overfitting.
Hierarchical methods.
Hierarchical clustering builds a cluster hierarchy or, in other words, a tree of clusters which is also known as a dendrogram. Every cluster node contains child clusters (sibling clusters) partition the points covered by their common parent. Hierarchical clustering methods are categorized into two major methods. One is the agglomerative (bottom-up) which forms the clusters in a bottom-up fashion until all data points belong to the same cluster. The other is the divisive (top-down), which splits up the data set into smaller cluster in a top-down fashion until each cluster contains only one data point [42, 47] .
Both divisive and agglomerative algorithms can be represented by dendrograms and they are known for their quick termination. Other advantages of these algorithms include:
(1) they do not require the number of clusters to be known in advance; (2) they provide a complete hierarchy of clusters; (3) they provide good result visualizations; and (4) a "flat" partition can be derived afterwards (using a cut through the dendrogram). However, both methods suffer from their inability to perform adjustments once the splitting or merging decision is made. For agglomerative hierarchical techniques, the criterion is typically to merge the "closest" pair of clusters, where "close" is defined by a specified measure of cluster proximity. There are three definitions of the closeness between two clusters: single-link, complete-link and average-link. The single-link similarity between two clusters is the similarity between the two most similar data points, one of which appears in each cluster. Single link is good at handling non-elliptical shapes, but is sensitive to noise and outliers. The completelink similarity is the similarity between the two most dissimilar data points, one from each cluster. Complete link is less susceptible to noise and outliers, but can break large clusters, and has trouble with convex shapes. The average-link similarity is a compromise between the two. Some of the hierarchical clustering algorithms are: Balanced Iterative Reducing and Clustering using Hierarchies-BIRCH [66] , Clustering Using Representatives-CURE [34] , and CHAMELEON [46] . More recently, a novel incremental hierarchical clustering algorithm (GRIN) for numerical data sets is presented in [18] . The reader can find the details about these algorithms and a nice comparison in [49, 11] .
Density-based clustering.
An open set in the Euclidean space can be divided into a set of its connected components. The implementation of this idea for partitioning of a finite set of points requires concepts of density, connectivity and boundary. They are closely related to a point's nearest neighbours. A cluster, defined as a connected dense component, grows in any direction that density leads. The density-based clustering algorithms basically try to find clusters based on density of data points in a region. The key idea of density-based clustering is that for each data point of a cluster the neighborhood of a given radius (Eps) has to contain at least a minimum number of data points (MinPts). Since the clusters grow in any direction that density leads the density-based algorithms are capable of discovering clusters of arbitrary shapes which also provides a natural protection against outliers.
One of the most well known density-based clustering algorithms is the DB-SCAN [21] . It separates data points into three classes: core point, border point, and noise point. A core point is a point interior to a cluster. A border point is a point that does not have enough points in its neighborhood, but falls within the neighborhood of a core point. A noise point is a point that is not a core point or a border point. An incremental version of DBSCAN (incremental DBSCAN) is presented in [22] . In addition, another clustering algorithm (GDBSCAN) generalizing the density-based algorithm DBSCAN is presented in [49] . GDBSCAN can cluster data points to both, their numerical and their categorical attributes. Moreover, in [65] the PDBSCAN, a parallel version of DBSCAN is presented. Furthermore, DBCLASD (Distribution-Based Clustering of Large Spatial Data sets) eliminates the need for MinPts and Eps parameters [64] . DBCLASD incrementally augments an initial cluster by its neigh boring points as long as the nearest neighbour distance set of the resulting cluster still fits the expected distance distribution. While the distance set of the whole cluster might fit the expected distance distribution, this does not necessarily hold for all subsets of this cluster. Another density-based algorithm is the DENCLUE [39] where the basic idea is to model the overall point density analytically as the sum of influence functions of the data points. The influence function can be seen as a function, which describes the impact of a data point within its neighborhood. Then, by determining the maximum of the overall density function can identify clusters. Fast Density-Based Clustering (FDC) algorithm is presented in [67] for density-based clustering defined by the density-linked relationship. The clustering in this algorithm is defined by an equivalence relationship on the objects in the database. The complexity of the algorithm is linear to the size of the database, which is much faster than that of the algorithm DBSCAN.
Grid-based clustering.
Another way of dealing with the concepts of density, connectivity, and boundary used in the previous section is to inherit the topology from the underlying attribute space [11] . To limit the search combinations, multirectangular segments are considered. A segment, that can also be in form of a cube, cell or region, is a direct Cartesian product of individual attribute sub-ranges (contiguous in case of numerical attributes). Since some binning is usually adopted for numerical attributes, methods of partitioning space are frequently called as gridbased methods. In general, the attention is shifted from data points to space partitioning. Data partitioning is induced by points' membership in segments resulted from space partitioning, while space partitioning is based on grid-characteristics accumulated from input data. One advantage of this indirect partitioning is that accumulation of grid-data makes grid-based clustering techniques independent of data ordering. Whereas, partitioning methods and incremental algorithms (see Section 4.1) are very sensitive with respect to data ordering. Comparing with the density-based partitioning methods, grid-based clustering methods work with attributes of different types. In contrast density-based partitioning methods work best with numerical attributes.
Grid-based clustering algorithms first quantize the clustering space into a finite number of cells (hyper-rectangles) and then perform the required operations on the quantized space. Cells that contain more than certain number of points are treated as dense and the dense cells are connected to form the clusters. Some of the grid-based clustering algorithms are: STatistical INformation Grid-based method-STING [63] , WaveCluster [59] , and CLustering In QUEst-CLIQUE [2] . 4.5. Model-based clustering. Beyond fitting a particular fixed mixture model, AUTOCLASS proposed in [17] extends the search to different models and different k distributions. To do this AUTOCLASS heavily relies on Bayesian methodology, in which a model complexity is reflected through certain coefficients (priors) in the expression for the likelihood previously dependent only on parameters' values. This approach starts from a random initialization of the parameters, incrementally adjusts them in an attempt to find their maximum likelihood estimates. Moreover, in [56] it is assumed that, there is a hidden variable in addition to the observed or predictive attributes. This unobserved variable reflects the cluster membership for every case in the data set. Therefore, the data-clustering problem is also an example of supervised learning from incomplete data due to the existence of such a hidden variable [44] . Their approach for learning has been called Recursive Bayesian Multinets (RBMNs). Another model based method is Self-Organizing Map (SOM) algorithm [48] . It can be thought as two layers of neural network where each neuron of the network are themselves cluster centers, represented by n-dimensional weight vector; but to accommodate interpretation the map units can be combined to form bigger clusters. The SOM algorithm is trained iteratively. In each training step, one sample vector from the input data set is chosen randomly, and the distance between the input vector and all the weight vectors of SOM is calculated using a distance measure. After finding the best-matching unit (the neuron whose weight vector is closest to the input vector), the weight vectors of SOM are updated so that the best-matching unit is moved closer to the input vector in the input space. This makes the SOM algorithm very robust. Outliers in the data set can be easily detected from the map, since its distance in the input space from other units is large. The SOM algorithm also can deal with missing data values.
Mathematical Programming for Clustering
Clustering techniques considered in this section produce a partition of the data points into a specified number of groups by either minimizing or maximizing some numerical criterion. The analysis here is confined to distance based cluster analysis in which a distance measure between the data points is available, and the volume based cluster analysis in which the Mahalanobis distance is used as a distance measure instead of Euclidean distance. Differences between the methods in this section occurs because of both the variety of clustering criteria that might be optimized and the various optimization algorithms that might be used. In these methods it is assumed that the number of groups has been fixed before starting the analysis.
The basic idea behind the optimization methods is that associated with each partition of the N data points into the required number of clusters, K, is an index r(N, K), the value of which measures some aspect of the sufficiency of this particular partition [23] . For some indices high values are associated with a desirable cluster solution, whereas for others a low value is sought. A variety of clustering criteria have been suggested in the literature. Some operate on the basis of the inter-individual dissimilarities, others employ the original data matrix.
5.1. Clustering criteria from dissimilarity matrix. Most cluster analysis methods rely upon dissimilarities (or similarities) between data points. The concepts of homogeneity and separation can be employed to develop indices. Homogeneity means that data points within the same cluster should resemble one another and separation that data points in different clusters should differ one from the other. An informative partition should produce clusters such that the data points within a group have a cohesive structure and clusters are well isolated from each other. This approach is particularly useful for defining cluster criteria on the basis of dissimilarity matrix D, where the elements d ij measuring the dissimilarity between the ith and jth data points. Such similarities satisfy the properties d ij ≥ 0, d jj = 0, and d ij = d ji for i, j = 1, 2, . . . , N . They need not satisfy the triangle inequality. A variety of cluster criteria have been suggested, based on the d ij that minimize the lack of homogeneity or maximize the separation of the clusters [57, 7, 37] . Homogeneity of cluster K m can be measured by
The first index, h 1 (K m ), is the sum of all the (squared) dissimilarities between two data points from cluster m; the second, h 2 (K m ), is simply the maximum of the latter. When n = 1 and the dissimilarities are metric, h 2 (K m ) can be thought of as the diameter of the cluster. Index h 3 (K m ) measures the minimum sum of the (squared) dissimilarities between all the data points in cluster K m and a single cluster member. For n = 1 in metric dissimilarities, the index is also referred to as the star index because the graph is formed by connecting all the objects of the group with one reference object. The smallest sum of distances is achieved when the reference object is located at the center of the star. In this connection the star center can be interpreted as a representative object of the cluster as called the medoid (analogous to calling the cluster mean the centroid). Separation of cluster K m can be measured by
Similarly to the first two homogeneity criteria, s 1 (K m ) measures the sum over the (squared) dissimilarities between a data point in the group and a data point outside the group, and s 2 (K m ) is simply the minimum of the latter. Having chosen an index measuring a cluster's homogeneity or separation, cluster criteria can be defined by suitable aggregation over clusters, for example:
The criterion in eq. (5.1) reflects the average homogeneity, whereas the criteria in Eqs. (5.2)-(5.3) measure the homogeneity of the worst and best group, respectively. When dealing with the homogeneity criteria a cluster solution is sought that minimizes the cluster criterion r (N, K) ; when considering separation indices, the aim is to maximize r(N, K). Note that the cluster criteria might also be defined as a combination of homogeneity and separation measures.
5.2.
Clustering criteria from continuous data. The most commonly used clustering criteria derived from a N × p matrix, X, of continuous data make use of a decomposition of the p × p dispersion matrix, T, given by
where x mi is the p-dimensional vector of observations of the ith data point in cluster K m and x is the p-dimensional vector of overall sample means for each variable.
This total dispersion matrix can be partitioned into the within-cluster dispersion matrix
where x m is the p-dimensional vector of sample means within cluster K m , and the between-cluster dispersion matrix
For univariate data (p = 1), eq. (5.7) represents the division of the total sum of squares of a variable into the within-and between-clusters sum of squares. In the univariate case a natural criterion for grouping would be to choose the partition corresponding to the minimum value of the within-group sum of squares or, equivalently, the maximum value of the between-cluster sum of squares.
In the multivariate case (p > 1) the derivation of a clustering criterion from eq. (5.7) is not so clear-cut as the univariate case, and several alternatives have been suggested.
Minimization of trace (W).
We first consider to minimize the sum of the within-cluster sums of squares, over all the variables, that is This can be shown to be equivalent to minimizing the sum of the squared Euclidean distances between data points and their cluster mean which is used in K-means algorithms. The criterion can also be derived on the basis of the distance matrix:
where d i,j is the Euclidean distance between the ith and jth data point in cluster K m . Thus the minimization of trace(W) is equivalent to the minimization of the homogeneity criterion h 1 (K m )/N m for Euclidean distances and n = 2 [23] .
Minimization of det(W)
. The differences in cluster mean vectors are based on the ratio of the determinants of the total and within-cluster dispersion matrices. Large values of det(T)/ det(W) indicate that the cluster mean vectors differ. Thus, a clustering criterion can be constructed as the maximization of this ratio;
Since all partitions of N data points into K clusters, T remains the same, this problem is equivalent to min{det(W)}. This criterion is obtained from the product of the between-clusters dispersion matrix and the inverse of the within-clusters dispersion matrix. This function is also a further test criterion used in the context of multivariate analysis of variance, with large values of trace(BW −1 ) indicating that the cluster mean vectors differ.
Comparison of the clustering criteria.
Of the three clustering criteria mentioned above, the criterion in eq. (5.13) is perhaps the one most commonly used. However it suffers from some serious problems [23] . Firstly, the method is scale-dependent. Different solutions may be obtained from the raw data and from the data standardized in some way. Clearly this is of considerable practical importance because of the need for standardization in many applications. Another problem with the use of this criterion is that it may impose a spherical structure on the observed clusters even when the natural clusters in the data are of other shapes. The alternative criteria in eqs. (5.8) and (5.13) are not affected by scaling which is the main motivation behind of these criteria. Moreover, the criterion in eq. (5.12) which has been widely used does not restrict clusters to being spherical. It can also identify elliptical clusters. On the other hand, this criteria assumes that all clusters in the data set have the same shape (i.e., same orientation). Finally, both the criteria in Eqs. (5.8) and (5.12) produce clusters that contain roughly equal numbers of data points.
Optimization algorithms.
After choosing a suitable clustering criterion, the question needs to be answered is how to find a partition into k clusters that optimizes the criterion. Although in theory the value of the criterion can be calculated for each possible partition and choose a partition that gives an optimal value for the criterion, in practice the task is not so straightforward. The complete enumeration of every possible partition is simply not possible [23] . This problem has led to the design of algorithms to search for the optimum value of a clustering criterion. Certain greedy heuristics are used in the form of iterative optimization. Specifically, this means different relocation methods that iteratively reassign points between the k clusters. Since in iterative improvements would be too expensive if pair-wise distances or similarities between data points are used, using unique cluster representatives resolves the problem that the computation of objective function becomes linear in N (and in the number of clusters).
Hill-climbing method is a solution-improvement search algorithm. Conceptually, it rearranges existing partitions and keeps the new one only if it provides an improvement. The algorithm works as follows. The first step is to find some initial partition of all n data points into k clusters. Then it calculates the change in clustering criterion produced by moving each data point from its own to another group. Finally, it only makes the change that leads to the greatest improvement in the value of the clustering criterion. These three steps are repeated in an iterative fashion until no move of a data point improves the clustering criterion.
An initial partition can be obtained in a number of different ways. It might be specified on the basis of prior knowledge or it might be the result of a previous application of another cluster method. Alternatively, an initial partition might be chosen at random. Different initial partitions may lead to different local optima of the clustering criterion, although with well-structured data it is reasonable to expect convergence to the same, global optimum from most starting partitions [23] . One of the earliest hill-climbing algorithms consisted of iteratively updating a partition by simultaneously relocating each object to the group to whose mean it was closest and then recalculating the group means [6] . It can also be shown that this is equivalent to the criterion in eq. (5.8). Depending on how cluster representatives are constructed, such iterative optimization partitioning algorithms are subdivided into k-medoids and k-means methods (in Section 4.1). In practice, there are differences in the implementations of the hill-climbing algorithm. Most implementations of the k-means differ in whether the objects are relocated simultaneously or singly.
Volume based clustering.
To overcome the difficulties like clustering with equal size or spherical shapes described in previous section, we can use the Mahalanobis distance instead of the Euclidean distance [61] . For example, if the covariance Σ is known, then the similarity within that cluster, with center c would be measured by x − c Σ −1 . This measure is scale invariant and can deal with asymmetric, non-spherical clusters. However, the challenge in employing the Mahalanobis distance lies on the calculation of the covariance matrix of each cluster. Even if each cluster had the same variability and spread, covariance matrix is not known a priori and the sample covariance of the points will provide with an erroneous solution. A promising alternative for scale-invariant metric of cluster quality is minimum volume ellipsoids, where data points are allocated into clusters so that the volumes of the covering ellipsoids for each cluster is minimized. The problem of finding the minimum volume ellipsoid can be formulated as a semidefinite programming problem and an efficient algorithm for solving the problem has been proposed by [62] .
The problem of minimum volume ellipsoid clustering in [61] is as follows: given n points in R d : x 1 , x 2 , . . . , x n , allocate these points into K clusters that minimizes the total volume of the minimum volume covering ellipsoid for each cluster. To state this formally, suppose F j are the set of indices of the data points assigned to cluster j, j = 1, . . . , K, and E j , E j ⊂ R d , is the ellipsoid that contains all the points a i ∈ F j .
The parameters determining an ellipsoid E j are c j , its center, and Q j , Q j ∈ Σ d ++ that defines its shape given by
However the shape is defined by
where M j = Q Two different approaches,
(1) pure branch-and-bound and (2) convex relaxation branch-and-bound were proposed in [61] to solve the above problem.
