A function and its first two derivatives are estimated by convolutions with well-chosen non-differentiable kernels. The convolutions are in turn approximated by Newton-Cotes integration techniques with the aid of a polynomial interpolation based on an arbitrary finite set of points. Precise numerical results are obtained with far fewer points than that in classic SPH, and error bounds are derived.
Introduction
Smoothed particle hydrodynamics (SPH) was developed by Lucy [1] and by Gingold and Monaghan [2, 3] to simulate astrophysical phenomena in the absence of symmetry. It is a meshfree Lagrangian particle method which models fluid flow. In this paper, by SPH methods we mean the meshfree technique that mainly consists of transposing to a well-chosen kernel the gradient and Laplacian operators encountered in a system of equations governing the motion of ''fluid particles''. When the kernel is continuously differentiable (a sufficient number of times), we can apply Green's identities to justify these operations. The original problem is then transformed to that of a system of ordinary differential equations (with respect to time) which are then solved numerically [4] [5] [6] . This original method of handling astrophysical problems has also been used to simulate fluid motion encountered in everyday life [7] [8] [9] [10] [11] [12] . With respect to numerical calculations, the effectiveness of this approach depends not only on the choice of the kernel, but also on its gradient and Laplacian. In the literature, several kernels are proposed to provide a good simulation of the component of the fluid flow due to pressure, which depends on the gradient, and of that due to viscosity, which depends on the Laplacian [13, 14, 6] . Our purpose here is to apply the methods of generalized functions to well-chosen non-differentiable kernels. In doing so, we provide a mathematically justifiable intuitive technique that improves the accuracy of the numerical calculations when the number of particles is low.
In SPH, we are given a finite number N of particles occupying positions {x i } N i=1 ⊂ R 3 and, for each h > 0, we choose a kernel k h : R 3 → [0, ∞[ (preferably a twice continuously differentiable function of bounded support about the origin) such that, for any continuous function f , lim h↓0 (f * k h ) (x 0 ) = f (x 0 ) where * denotes convolution. In the literature, if m i (i = 1, . . . , N) designates the mass of the particle at position x i then the density ρ j at position x j ∈ R 3 is approximated by
If m i is viewed as the total mass of a fluid occupying the space U i ⊂ R 3 (of volume |U i |), then ρ i = m i / |U i | and so (1) is equivalent to
The gradient of the pressure field p (x) at x j is then approximated by
where k h is chosen continuously differentiable and the pressure p i = p (x i ) is obtained as a function of the density ρ i by way of a state equation. Furthermore, the Laplacian of the velocity field v (x) at x j is approximated by
where v i = v (x i ) and k h is chosen twice continuously differentiable. In SPH one seeks a kernel k h and values for ρ i that give a good approximation and accelerate calculations in (2)-(4). In one dimension (or in terms of radial symmetry) the Gaussian kernel
was first used by Gingold and Monaghan [2] in the study of stellar formation. This kernel of unbounded support is smooth in the sense that it is infinitely differentiable. To calculate the density by means of (1), the kernel if − h ≤ x ≤ h 0 otherwise (6) was introduced in [6] , while k h,spiky (x) = 15 π h 6 (h − |x|)
was used in [13] to calculate (3) . When normalized for R, (6) becomes
In the one-dimensional case, for any x 0 ∈ R, (2)-(4) generalizes to
and
whenever f : R → R and k h are continuously differentiable a sufficient number of times and * denotes the convolution operator. In this paper we propose discontinuous kernels in place of k h , k h and k h in (9)- (11) . The error in approximating f (x 0 ), f (x 0 ) and f (x 0 ) by the corresponding convolution will be shown to be of order O h 2 . The convolutions will in turn be estimated by Newton-Cotes integration formulas in conjunction with a polynomial interpolation obtained from the values of f at the points {x i } N i=1 . It will be shown that, when |x i − x i−1 | < h for all i = 1, . . . , N, the error between the convolutions and the estimations is also of order O h 2 .
Some natural discontinuous kernels on R
For any interval [a, b] ⊂ R, let δ [a,b] be the discontinuous function on R defined by
Our first kernel is the function δ [−h,h] for all h > 0. Clearly we have
The above conditions are often called reproducing conditions (see for example [15] ) because, as we can see, the representation of a polynomial of first degree by a convolution involving this kernel and the polynomial is exact. Given x 0 ∈ R and given f in the class C h (x 0 ) of real functions on R which are continuous on some open interval containing [x 0 − h, x 0 + h], we have the well-known identity
In this way, (14) defines the generalized function δ on R for which, in the sense of distributions,
which, by virtue of (12) , is the total mass in the segment [x 0 − h, x 0 + h] divided by its length. Thus, in the context of particle hydrodynamics, δ [−h,h] is an intuitive kernel for estimating the (linear) density in the sense that the right-hand side of (15) is precisely the average density in the segment [x 0 − h, x 0 + h] centered at x 0 .
Our second kernel on R is given by
or equivalently
It is easy to show that
Our third kernel is defined by
We can easily show that
for some x between x and x 0 . Thus, for h > 0 small enough for (20) to hold, we have
and so, by (13) ,
since an upper bound for the right-hand term is given by
Furthermore, (20) and (17) in conjunction with
As for the second derivative, it is possible to prove that
If we want a precise order of convergence for f * δ [−h,h] (x 0 ) we must add an additional regularity assumption on f . For example, f is α-Hölder continuous at x 0 (i.e. f ∈ C 2,α h (x 0 )) for some α ∈]0, 1] if, by definition, there exists a constant C > 0 such that
Applying the reproducing conditions (19) to (20) for the case f ∈ C 2,α h
To obtain convergence results better than (22) we can, for instance, assume that f lies in the class C 
for some x between x and x 0 . Thus, for h > 0 small enough for (24) to be valid, we have
and so, by (17),
which implies that
We can also obtain convergence results better than (23) by assuming that f lies in the class C 
for some x between x and x 0 . Thus, for h > 0 small enough for (26) to hold, we have
and so, by (19),
from which we get
and so f * δ [−h,h] (x 0 ) can be approximated by any of the well-known methods of numerical integration. In addition, we
can also be approximated by any of the well-known methods of numerical integration. The following is the most elementary example of this approach.
The trapezoidal rule
and define the sum
Then, by the well-known error bound associated with the trapezoidal rule (Eq. (30) 
where
and so
The trapezoidal rule yields the following useful properties which are the counterparts of the reproducing conditions (13):
Now using Taylor's series expansion (20) along with (31) and (21), we get
Remark 2.
In general the value of the function f is unknown at the points x 0 ± h. To overcome this problem we can approximate f (x 0 ± h) by linear interpolation by way of the closest points on either side of x 0 ±h or by linearly extrapolating f by the two distinct points closest to x 0 ± h either inside or outside the interval [x 0 − h, x 0 + h]. In the latter case, if we take the closest points inside the interval [x 0 − h, x 0 + h], we are assured of greater accuracy when using the trapezoidal rule, but we require at least two points (which is seldom a problem in SPH). In this paper we approximate f (x 0 ± h) by linear interpolation via the closest points on each side of x 0 ± h.
, and P x 0 , h 2 consist, respectively, of the points of
It is then easy to show that these sums fulfill the reproducing conditions
which are respectively the analog of the reproducing conditions (17) and (19). Again by Taylor's series expansion (20) along with the reproducing conditions (34) and (35), and the estimates (22) and (23), we get
Error bounds for trapezoidal rule
Given an increasing sequence of distinct points 
As a direct consequence of Eq. (3.8) on page 110 of [16] (for example), we have with respect to the uniform norm
Hence, for any
Since the trapezoidal rule is exact for polynomials of degree 1 or less, we have
Thus in addition to an error of order O h
We also have 
there is an error of at most 2d
Similarly, for any f in the class C 
there is an error of at most 8d
) . This undesirable additional error margin when estimating a second derivative is the motivation behind replacing f and the trapezoidal rule by a piecewise quadratic polynomial (denoted f ) and Simpson's rule (respectively) in Section 5.
A sum satisfying higher order consistency conditions
In this subsection, we will assume that we are dealing with smoother functions than those previously considered. To be more specific, we shall assume either
then each I k contains m + 1 consecutive points of P (x 0 , h). If p k (x) designates the unique interpolation polynomial (necessarily of degree no greater than m) for which p k (x) = f (x) at all points x ∈ I k ∩ P (x 0 , h), then the sum
. Due to uniqueness of polynomial interpolation on a given set of points, the sum S m (f , P (x 0 , h)), like the trapezoidal rule, is linear in f . But, if we are given m to begin with, the condition n − 1 = Km will generally not be satisfied for some K ∈ N {0}. Nevertheless, there exists K such that there are m+1 consecutive points of P (x 0 , h) in I k for 1 ≤ k ≤ K −1 and no more than m+1 points in I K . We can then borrow points from I K −1 in order to obtain the desired polynomial interpolation on I K based on the last m + 1 points of
It is quite clear from our construction that the sum S m (f , P (x 0 , h)) satisfies the reproducing conditions
It is now possible to define (32) and (33). Moreover, we also have the reproducing conditions
h (x 0 )), Taylor's series expansion (24) (respectively (26)) and the previous reproducing conditions (38) (respectively (39)) yield
Finally, using the estimates (25) and (27), we obtain
h (x 0 ) .
Numerical results
In what follows, we construct an ordered sequence of N points {x i } 
for comparison with our new methods, we obtained numerical results using classic SPH with kernel (8) . As is well known, acceptable errors are obtained in classic SPH provided we have a large number of points
. Otherwise the errors can be catastrophic for small N and h, as can be seen in Tables 1-5 . We included these results so as to show in Tables 6-25 that SPH techniques based on our discontinuous kernels (12), (16) and (18) in conjunction with Newton-Cotes integration formulas, yield acceptable errors for these same small values of N and h as above. It may seem plausible that comparable results could be obtained by applying the Newton-Cotes integration formulas to any twice continuously differentiable kernel in place of our discontinuous kernels. This is false, as shown in Tables 6-25 where the numerical results derived from our discontinuous kernels are compared to those obtained by applying the same techniques to kernel (8).
Using classic SPH
In classic SPH, the approximations of f (x i ), f (x i ) and f (x i ) with respect to a twice continuously differentiable kernel k h , are given by the sums
respectively, where m i is the mass of the particle at point x i and ρ i , the density at the same point, is given by
For each N, h and x i ∈ [−1, 1] we measured numerically the errors cle h,6 (f , Tables 1-5 .
Using trapezoidal rule
For the functions f above and for each N, h and x i ∈ [−1, 1] we calculated the errors Table 3 clE h, 6 , clE h, 6 and clE h,6 in classic SPH for f (x) = sin (πx). where P (x i , h) is the set of all points of and + h and x n is the last. We then took the average E h, 6 of all e h,6 (f , x i ) and the average E h,δ of all e h,δ (f , x i ). The results are given in Tables 6-10 .
These results can be explained as follows. Fix x 0 ∈ [−1, 1], choose an arbitrary h > 0 small enough so that [x 0 − h, x 0 +h] ⊂ [−2, 2] and let f be a smooth (i.e. infinitely differentiable) real function on R. Like δ h , the kernel k h,poly6 also satisfies the reproducing conditions for polynomials of degree 1 or less. Thus, the difference between f (x 0 ) and f * k h,poly6 (x 0 ) is of the same order O h 2 as that between f (x 0 ) and (f * δ h ) (x 0 ). Moreover, the bell shape of the graph of r → k h,poly6 (x 0 − r) will result in more weight being placed in the vicinity of the point x 0 than is the case with δ h which distributes the weight evenly. Thus, the approximation of f (x 0 ) by f * k h,poly6 (x 0 ) will be better than that by (f * δ h ) (x 0 ). When the density of the set of points x i ∈ [−1, 1] is high and somewhat uniform, the trapezoidal rule gives a very close approximation of f * k h,poly6 (x 0 ). But as shown in Section 4.2, in addition to an error of order O h
there is an error of at most
. For these reasons k h,poly6 may perform better than δ h under high density. On the other hand, when f is a polynomial of degree 1 or less, integration of f (but not of r → f (r) k h,poly6 (x 0 − r)) by the trapezoidal rule is exact regardless of the density of the set of points x i ∈ [−1, 1]. This explains Table 6 . Now we consider what happens when the density of the set of points x i ∈ [−1, 1] is low (and yet d ≤ h). As h becomes small the variation of any smooth function f on [x 0 − h, x 0 + h] also becomes small. That is not the case for r → f (r) k h,poly6 (x 0 − r). Hence, when there are few points x i ∈ [x 0 − h, x 0 + h], the value of T h,6 (f , P (x 0 , h)) can differ greatly from that of T h,δ f , P (x 0 , h) (which is within d 2 f ∞ of (f * δ h ) (x 0 ), which is small for small h when d ≤ h) depending on the distribution of these points. This explains the superiority of δ h over k h,poly6 for small h. But if the variation of f remains high on [x 0 − h, x 0 + h], then no kernel can be expected to provide a good approximation of the convolutions regardless of the method of numerical integration. We provide Table 7 to illustrate this for the highly oscillatory function sin (10π x). where
Next we calculated the errors
where x m and x n are respectively the first and last points of 
We then took the average E h, 6 of all e h,6 (f , x i ) and the average E h,δ of all e h,δ (f , x i ) as a measure of the error in approximating f by T h, 6 and T h,δ respectively. The results, are given in Tables 11-15. To interpret these tables, fix
, 2] and let f be a smooth real function on R. Both δ h and k h,poly6 satisfy the reproducing conditions for polynomials of degree 1 or less and so the difference between f (x 0 ) and f * k h,poly6 (x 0 ) is of the same order O h 2 as that between f (x 0 ) and f * δ h (x 0 ).
and so, since the bell shape of the graph of r → k h,poly6 (x 0 − r) results in more weight being placed in the vicinity of the point
there is an error no greater than 2d
Thus when the density of the set of points x i ∈ [−1, 1] is high and somewhat uniform (i.e. d is small), we have that
is less evident under high density. But when f is a polynomial of degree 1 or less, integration of f (but not of r → f (r) k h,poly6 (x 0 − r)) by the trapezoidal rule is exact regardless of the density. This explains Table 11 for both high and low densities. Now consider the case when the density of the set of points x i ∈ [−1, 1] is low. As h becomes small the variation of any smooth function f on [x 0 − h, x 0 + h] also becomes small. Such is not the case for r → f (r) k h,poly6 (x 0 − r). Hence, when there are few points x i ∈ [x 0 − h, x 0 + h], the value of T h,6 f , P (x 0 , h) can differ greatly from that of T h,δ f , P (x 0 , h) (which is close to the value of f * δ h (x 0 ) when d ≤ h is small). This explains the superiority of δ h over k h,poly6 for small h. But if the variation of f remains high on [x 0 − h, x 0 + h], then no kernel can be expected to provide a good approximation of the convolutions by any method of numerical integration. We provide Table 12 to illustrate this fact.
We also calculated the errors Table 13 E h, 6 and E h,δ for f (x) = sin (πx). Table 14 E h, 6 and where
where and 
Using Simpson's rule
We now present results on estimating f by the discontinuous kernel δ [−h,h] combined this time to a quadratic rather than a linear approximation of f (in conjunction with Simpson's rule in place of the trapezoidal rule). If f is three times 
For any
we write x i for the point in (when they exist). We then introduce the real function f on 
Similarly, let x p and x q are respectively the first and last points of
To each of the subintegrals we apply Simpson's rule
(which is precise when g is quadratic on the subintervals, as is the case for f ). /h 2 of f * δ h (x 0 )), depending on the distribution of the set of points x i ∈ [−1, 1]. This explains the superiority of δ h over k h,poly6 for small h. But if the variation of f remains high on [x 0 − h, x 0 + h], then no kernel can be expected to provide a good approximation of the convolutions, whatever the method of numerical integration. We provide Table 22 to illustrate this point.
Conclusion
We introduced, for arbitrary h > 0, discontinuous kernels (12), (16) and (18) ) we further approximated the convolutions by numerical methods based on the trapezoidal rule applied to a linear approximation of f . In the case of the second derivative, we also used Simpson's rule applied to a quadratic approximation of f . In doing so, we obtained for h > 0 small enough a significant improvement in the estimates when compared with the classic methods of SPH. In fact, our methods were more accurate and numerically stable than those based on classic SPH for small h and/or N. Furthermore, Simpson's rule proved to be significantly better than the trapezoidal rule in estimating a second derivative as h got smaller. When the same techniques were applied to the smooth kernel k h,poly6 given by (8) (and its derivatives) in place of our discontinuous kernels (12) , (16) and (18), we obtained numerical results for small h and/or N no better than those obtained by classic SPH. This justifies, for small h and/or N, the use of discontinuous kernels like (12) , (16) and (18) over continuous kernels, when used in conjunction with a Newton-Cotes integration formula of which the trapezoidal rule and Simpson's rule are the most elementary.
In this paper we gave bounds for approximations based on SPH techniques. We showed that when f is twice continuously differentiable, and when d < h, then the error in approximating f by the trapezoidal rule in conjunction with a linear approximation of f is of order O h 2 . A similar result was obtained for the derivative whenever f is three times continuously differentiable, and for the second derivative whenever f is four times continuously differentiable.
Even though the extension of the discontinuous kernels to the multi-dimensional case can be easily derived from the one-dimensional case, there are still some problems to be overcome regarding the definition of simple and elegant sums satisfying the discrete reproducing conditions. For this reason, it remains our aim to study discontinuous kernels in the multi-dimensional setting.
