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a b s t r a c t
Estimating Turán densities of hypergraphs is believed to be one of the most challenging
problems in extremal set theory. The concept of ‘jump’ concerns the distribution of Turán
densities. A number α ∈ [0, 1) is a jump for r-uniform graphs if there exists a constant c >
0 such that for any familyF of r-uniform graphs, if the Turán density ofF is greater thanα,
then the Turán density ofF is at least α+c . A fundamental result in extremal graph theory
due to Erdős and Stone implies that every number in [0, 1) is a jump for graphs. Erdős also
showed that every number in [0, r!/r r ) is a jump for r-uniform hypergraphs. Furthermore,
Frankl and Rödl showed the existence of non-jumps for hypergraphs. Recently, more non-
jumps were found in [r!/r r , 1) for r-uniform hypergraphs. But there are still a lot of
unknowns regarding jumps for hypergraphs. In this paper, we propose a new but related
concept – strong-jump and describe several sequences of non-strong-jumps. It might help
us to understand the distribution of Turán densities for hypergraphs better by findingmore
non-strong-jumps.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
For a finite set V and a positive integer r we denote by
(
V
r
)
the family of all r-subsets of V . An r-uniform graph G is a set
V (G) of vertices together with a set E(G) ⊆
(
V (G)
r
)
of edges. The density of G is defined to be d(G) = |E(G)| /
∣∣∣( V (G)r )∣∣∣. An
r-uniform graph H is a subgraph of an r-uniform graph G if V (H) ⊆ V (G) and E(H) ⊆ E(G). H is an induced subgraph of G if
E(H) = E(G) ∩
(
V (H)
r
)
.
Let F be a family of r-uniform graphs. We say that an r-uniform graph G is F -free if G does not contain any member of
F as a subgraph. The Turán density of F [15] is the limit of the maximum density of an F -free r-uniform graph of order n
can have as n→∞, denoted by tr(F ), i.e.,
tr(F ) = lim
n→∞
max{|E| : G = (V , E) is an F − free r-uniform graph of order n}( n
r
) .
We note that such a limit exists since the quantity in the right hand side decreases as n increases. This follows from the
following fact due to Katona, Nemetz, and Simonovits [6].
Fact 1.1 ([6]). Let G be an r-uniform graph and m ≥ r be an integer. Then the average density of all induced subgraphs of G with
m vertices is d(G).
For r ≥ 2, let Γr denote the set of all possible Turán densities for r-uniform graphs, i.e.,
Γr = {tr(F ) : F is a family of r-uniform graphs}.
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Following from a fundamental theorem (Theorem A.1 stated later) in extremal graph theory due to Erdős and Stone [3],
Erdős and Simonovits [2] showed that for a graph F with chromatic number χ(F) ≥ 2, t2({F}) = 1 − 1χ(F)−1 . Thus,
Γ2 = {0, 12 , 23 , . . . , l−1l , . . . , }. However, for r ≥ 3, a good characterization of Γr is by far unknown. In fact, finding good
estimation for Turán densities of hypergraphs is believed to be one of themost challenging problems in extremal set theory.
The jumping constant conjecture of Erdős concerns the structure of the set Γr for r ≥ 2. The concept of jump is related to
Turán density in the following way.
Definition 1.1. A number α is a jump for an integer r ≥ 2 if and only if there exists c > 0 such that Γr ∩ (α, α + c) = ∅.
It is easy to see that Γr is a well-ordered set if and only if every α ∈ [0, 1) is a jump for r . For r = 2, Erdős and Stone [3]
proved that every α ∈ [0, 1) is a jump. In other words, Γ2 is a well-ordered set. For r ≥ 3, Erdős [1] proved that every
α ∈ [0, r!/r r) is a jump. Furthermore, Erdős proposed the well-known jumping constant conjecture: Every α ∈ [0, 1) is a
jump for every integer r ≥ 2. In [5], Frankl and Rödl disproved this conjecture by giving an infinite sequence of non-jumps
for r ≥ 3: 1 − 1/lr−1 is not a jump for r if r ≥ 3 and l > 2r . However, there are still a lot of unknowns on determining
whether a number is a jump for r ≥ 3. A well-known open question of Erdős is
Question 1.2. Is r!/r r a jump for r ≥ 3? What is the smallest non-jump?
Another question raised in [4] is
Question 1.3. Is there an interval of non-jumps for some r ≥ 3?
Both questions seem to be very challenging. Regarding Question 1.2, it was shown that 5r!2rr is a non-jump for r ≥ 3 in [4],
and this is the smallest known non-jump at this moment.
Some efforts weremade in findingmore non-jumps for some r ≥ 3: Another infinite sequence of non-jumps (converging
to 1) for r = 3 was given in [4]. Several infinite sequences of non-jumps (converging to 1) for r = 4 were found in [7–11].
Each non-jump in the above papers was extended to many sequences of non-jumps (still converging to 1) in [13].
In [12], the following result was proved:
Theorem 1.4. Let p ≥ r ≥ 3 be positive integers. If α · r!rr is a non-jump for r, then α · p!pp is a non-jump for p.
The above result gives us a way to generate more non-jumps for any p (≥ r) based on a non-jump for r . Even though some
progress has been made, there are still a lot of mysteries in determining which numbers are jumps or non-jumps and in
describing Γr for r ≥ 3. In this paper, we propose a related new concept (see Definition 1.3) that is a modification to the
following equivalent definition of jump (Definition 1.2) used in [5].
Definition 1.2 (Equivalent Definition of Jump [5]). A real number α ∈ [0, 1) is a jump for an integer r ≥ 2 if there exists a
constant c > 0 such that for any  > 0 and any integerm,m ≥ r , there exists an integer n0 such that any r-uniform graph
with n ≥ n0 vertices and density≥ α +  contains a subgraph withm vertices and density≥ α + c.
Definition 1.3. A real number α ∈ [0, 1) is a strong-jump for an integer r ≥ 2 if there exists a constant c > 0 such that for
any integerm ≥ r , there exists an integer n0 such that any r-uniform graph with n ≥ n0 vertices and density> α contains
a subgraph withm vertices and density≥ α + c .
In view of Definitions 1.2 and 1.3, the following facts are obvious.
Fact 1.5. If α is a strong-jump for r, then α is a jump for r.
Fact 1.6. A number α is a jump for r if and only if there exists a constant c > 0 such that every number in [α, α + c) is a jump
for r.
Fact 1.7. A number α is a jump for r if and only if there exists a constant c > 0 such that every number in (α, α + c) is a
strong-jump for r.
Let us also point out further relationships among Turán density, non-jump and non-strong-jump.
Fact 1.8. If a number α is a non-strong-jump for r, then for any c > 0, Γr ∩ [α, α + c] 6= ∅.
Proof. If α is a non-strong-jump for r , then for any c > 0 there exists an integerm such that for any integer n0, there exists
an r-uniform graph G with n ≥ n0 vertices and density > α without containing a subgraph with m vertices and density
≥ α + c. Let F be the family of all r-uniform graphs withm vertices and density≥ α + c. Then
tr(F ) ≥ α.
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On the other hand, by Fact 1.1, any r-uniform graph with n ≥ m vertices and density≥ α+ c must contain a subgraph with
m vertices and density≥ α + c (i.e., a member of F ). Hence
tr(F ) ≤ α + c.
Hence Γr ∩ [α, α + c] 6= ∅. 
Combing Definition 1.1 and Fact 1.8, we have
Fact 1.9. If α is a non-strong-jump for r, then either α ∈ Γr or α is a non-jump for r.
By Fact 1.7, if there is a set A of non-strong-jumps such that the closure of A is an interval [a, b], then every number in the
interval [a, b) is a non-jump. We say that a set A is dense if its closure is an interval. Note that the following four properties
are equivalent:
1. There is an interval of non-jumps;
2. There is a dense set of non-jumps;
3. There is an interval of non-strong-jumps;
4. There is a dense set of non-strong-jumps.
Applying a fundamental result of Erdős–Stone in [3] (Theorem A.1), one can summarize completely which numbers are
strong-jumps for r = 2 as follows:
Fact 1.10. Let l be a positive integer. Then every number in (1 − 1l , 1 − 1l+1 ) is a strong jump and 1 − 1l is a non-strong-jump
for r = 2.
The detailed proof will be given in Appendix. It also follows directly from a result of Erdős in [1] (Theorem A.2) that the
following is true:
Fact 1.11. Every number in (0, r!/r r) is a strong jump and 0 is a non-strong-jump for for r ≥ 3.
The lines of a proof will be given in Appendix as an appendix.
In Section 2, we show that the property in Theorem 1.4 holds for non-strong-jumps as well (Theorem 2.1). We will also
give several sequences of non-strong-jumps having distinct accumulation points for every r ≥ 3 (Theorems 2.4 and 2.12).
One of the results (Theorem 2.4) easily implies that r!/r r is a non-strong-jump for r ≥ 3 even though Question 1.2 seems
to be very challenging. Since r!/r r is the Turán density of the family of all non-r-partite r-uniform graphs, it does not give
us any information whether r!/r r is a non-jump. By Fact 1.7, if there is a sequence of non-strong-jumps converging to r!/r r ,
then r!/r r is a non-jump. Theorem 2.4 also implies that (1 + 1/r r−1)r!/r r (somehow ‘close’ to r!/r r ) is a non-strong-jump
for r ≥ 3. Consequently, it is a non-jump or Turán density. We hope that we will understand the structure of Γr for r ≥ 3
better by finding more and more non-strong-jumps. It seems to be much easier to find non-strong-jumps than non-jumps.
On the other hand, a non-strong-jump is either a Turán density or non-jump (Fact 1.9). Since very little is known concerning
Turán densities for hypergraphs [14], this related new concept somehow gives us hope that we can tell more about Γr by
finding more non-strong-jumps.
2. Some non-strong-jumps
The first result shows that the property in Theorem 1.4 holds for non-strong-jumps as well. The proof is also similar
to that of Theorem 1.4. Since these two results are independent (none of them implies another), it is necessary to give an
independent proof.
Theorem 2.1. Let p ≥ r ≥ 2 be positive integers. If α · r!rr is a non-strong-jump for r, then α · p!pp is a non-strong-jump for p.
Remark 2.2. Before the proof, we point out some implications of this result.
(1) If we combine Fact 1.10 and Theorem 2.1, then (2 − 2l ) p!pp is a non-strong-jump for p ≥ 3, where l is any positive
integer. This implies that the set of non-strong-jumps for p ≥ 3 has 2 · p!pp as an accumulation point.
(2) This theorem also implies that if there is a dense set of non-strong-jumps for some r ≥ 3, then for every p ≥ r , there
is a dense set of non-strong-jumps for p.
Proof of Theorem 2.1. If α · r!rr is a non-strong-jump for r , then for any c > 0, there exists an integer m such that for any
integer n0, there exists n ≥ max{n0, n1} (where n1 is a sufficiently large number satisfying inequality (7)) and an r-uniform
graph G(r) on n vertices such that
d(G(r)) > α · r!
r r
,
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and any subgraph H(r) of G(r) with m vertices has density d(H(r)) < α · r!rr + c2 . By Fact 1.1, this implies that any subgraph
H(r) of G(r) with at leastm vertices has density
d(H(r)) < α · r!
r r
+ c
2
. (1)
We are going to show that there exists an integer M such that for any integer n0, there exists an integer N ≥ n0 and a
p-uniform graph G(p) on N vertices such that d(G(p)) > α · p!pp and any subgraph H(p) of G(p) with M vertices has density
d(H(p)) < α · p!pp + c.
Let b be a positive number satisfying
b <
r
p
(2)
and
br(1− b)p−r
(p− r)p−r <
(
α · r!
r r
+ c
2
)
r r
pp
. (3)
This is possible since the left hand side of (3) approaches 0 as b approaches 0.
Take an integerM satisfying
M ≥ m
b
and (
α · r!rr + c2
)
(M/p)p(
M
p
) < (α · r!
r r
+ c
)
p!
pp
. (4)
This is possible since the left hand side of (4) approaches (α · r!rr + c2 ) p!pp asM →∞.
Based on the r-uniform graph G(r) on n vertices, we are going to construct a p-uniform graph G(p) on N = pr n vertices
such that d(G(p)) > α · p!pp and any subgraph H(p) of G(p) withM vertices has density d(H(p)) < α · p!pp + c. If this can be done,
then α · p!pp is a non-strong-jump for p.
Let Vr+1, . . . , Vp be pairwise disjoint sets of size nr . The vertex set of G
(p) is V (G(r))
⋃
(∪pj=r+1 Vj). Note that |V (G(p))| =
n+ (p−r)nr = pr n = N .
A p-subset of V (G(p)) is an edge of G(p) if and only if it consists of r vertices in E(G(r)) and exactly one vertex from each of
Vj, r + 1 ≤ j ≤ p. In other words, E(G(p)) = {{e, vr+1, . . . , vp},where e is an edge in E(G(r)) and vj ∈ Vj for each j, r + 1 ≤
j ≤ p.}. Then
|E(G(p))| = |E(G(r))|
(n
r
)p−r
. (5)
The assumption d(G(r)) > α · r!rr implies that
|E(G(r))| > α · r!
r r
(n
r
)
. (6)
Combining (5) and (6), we have
|E(G(p))| > α · r!
r r
(n
r
) (n
r
)p−r
.
Therefore,
d(G(p)) >
α · r!rr
( n
r
)
( nr )
p−r( p
r n
p
)
= α ·
r!
rr · p!
r!rp−r ·
n(n− 1) · · · (n− r + 1)np−r
p
r n(
p
r n− 1) · · · ( pr n− p+ 1)
= α · p!
pp
· n(n− 1) · · · (n− r + 1)n
p−r
n(n− rp )(n− 2rp ) · · ·
(
n− (p−1)rp
)
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= α · p!
pp
· n
p[1− r(r−1)2 1n + o( 1n )]
np[1− r(p−1)2 1n + o( 1n )]
≥ α · p!
pp
(7)
for n ≥ n1 since r(r−1)2 ≤ r(p−1)2 , where n1 is a sufficiently large number.
The proof will be completed by showing the following claim.
Claim 2.3. Let H(p) be a subgraph of G(p) with M vertices. Then
d(H(p)) < α · p!
pp
+ c.
Proof of Claim 2.3. Let U = V (H(p)) ∩ V (G(r)) and Uj = V (H(p)) ∩ Vj for each j, r + 1 ≤ j ≤ p.
Let |U| = t and |Uj| = tj for each j, r + 1 ≤ j ≤ p. Note that
t +
p∑
j=r+1
tj = M,
and
|E(H(p))| ≤ |E(G(r)[U])|
p∏
j=r+1
tj. (8)
Case 1. If t ≥ m, then by (1), we have
|E(G(r))[U]| <
(
α · r!
r r
+ c
2
)(
t
r
)
. (9)
Combining (8) and (9), we have
|E(H(p))| <
(
α · r!
r r
+ c
2
)(
t
r
)
·
p∏
j=r+1
tj
<
(
α · r!rr + c2
)
t r ·
p∏
j=r+1
tj
r!
=
(
α · r!rr + c2
)
r r
r!
(
t
r
)r
·
p∏
j=r+1
tj.
Since geometric mean is no more than arithmetic mean, then
|E(H(p))| < (α ·
r!
rr + c2 )r r
r!

t +
p∑
j=r+1
tj
p

p
=
(
α · r!
r r
+ c
2
)
r r
r!
Mp
pp
.
Therefore,
d(H(p)) <
(
α · r!rr + c2
) rr
r!
Mp
pp(
M
p
) .
Applying (4), we have
d(H(p)) <
(
α · r!
r r
+ c
)
r r
r!
p!
pp
≤ α · p!
pp
+ c
since r
r
r! · p!pp ≤ 1 when r ≤ p. This completes the proof of this case.
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Case 2. If t < m, then in view of the choice ofM (recall thatM ≥ mb ) and b (see (2)), we have
t < bM <
r
p
M. (10)
In view of (8), we have
|E(H(p))| ≤
(
t
r
)
·
p∏
j=r+1
tj.
Since
∏p
j=r+1 tj has the maximum (
M−t
p−r )
p−r when each tj = M−tp−r (recall that
∑p
j=r+1 tj = M − t). Therefore,
|E(H(p))| ≤
(
t
r
)
·
(
M − t
p− r
)p−r
≤ t
r(M − t)p−r
r!(p− r)p−r . (11)
Let f (t) = t r(M − t)p−r . Then the derivative of f (t) is
f ′(t) = rt r−1(M − t)p−r − (p− r)t r(M − t)p−r−1
= t r−1(M − t)p−r−1[r(M − t)− (p− r)t]
= t r−1(M − t)p−r−1(rM − pt)
> 0
since t < rMp (see (10)). Therefore, f (t) ≤ f (bM) as t < m ≤ bM . Combining this and (11), we have
|E(H(p))| ≤ (bM)
r(1− b)p−rMp−r
r!(p− r)p−r
= b
r(1− b)p−rMp
r!(p− r)p−r
<
(
α · r!
r r
+ c
2
)
r r
r!
Mp
pp
by the choice of b (see (3)). In the proof of Case 1, we have shown that the above inequality implies that
d(H(p)) < α
p!
pp
+ c.
This completes the proof of Claim 2.3. Consequently, the proof of Theorem 2.1 is completed. 
In the proof of Theorems 2.4 and 2.12, we will use the following r-uniform graph induced on a vertex set V , denoted
by S(r)k [V ]. We partition the vertex set V into r pairwise disjoint equal sets V1, . . . , Vr . For each Vi1 , we partition Vi1 into r
pairwise disjoint equal parts, denoted by Vi1 i2 , 1 ≤ i2 ≤ r . Then partition each Vi1 i2 into r pairwise disjoint equal parts,
denoted by Vi1 i2 i3 , 1 ≤ i3 ≤ r . Continue the process until we have rk disjoint equal parts Vi1i2...ik , 1 ≤ ij ≤ r, 1 ≤ j ≤ k.
The edge set of S(r)k [V ] consists of all r-subsets taking exactly one vertex from each of V1, V2, . . . , Vr , and all r-subsets
of Vi1 taking exactly one vertex from each of Vi1i2 , where 1 ≤ i1, i2 ≤ r;...; and all r-subsets of Vi1 i2...ik−1 taking exactly one
vertex from each of Vi1i2...ik . i.e.,
E(S(r)k [V ]) = (V1 × V2 × · · · × Vr)
⋃
(∪ri1=1(Vi11 × Vi12 × · · · × Vi1r))
×
⋃
(∪1≤i1,i2≤r(Vi1 i21 × Vi1 i22 × · · · × Vi1 i2r))
×
⋃
· · ·
⋃
(∪1≤i1,···ik−1≤r(Vi1...ik−11 × Vi1...ik−12 × · · · × Vi1...ik−1r)).
Let
αk =
k∑
i=1
1
r (i−1)(r−1)
.
Then the number of edges in this r-uniform graph is
|E(S(r)k [V ])| =
1
r r
αk|V |r . (12)
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Theorem 2.4. For every integer k ≥ 1, let αk = ∑ki=1 1r(i−1)(r−1) . Then the number αk · r!rr is a non-strong-jump for r ≥ 3. In
particular, letting k = 1, we obtain that r!/r r is a non-strong-jump for r ≥ 3.
Combining Theorems 2.1 and 2.4, we have the following
Corollary 2.5. Let p ≥ r ≥ 3 be integers. For every integer k ≥ 1, the number αk · p!pp is a non-strong-jump for p.
Remark 2.6. (1) Let k = 2 in Theorem 2.4, then (1 + 1/r r−1)r!/r r is a non-strong-jump, i.e., it is a non-jump or in Γr
(Fact 1.9). This indicates that even if r!/r r is a jump, it does not jump too far.
(2) Note that limk→∞ αk = rr−1rr−1−1 . Therefore, Theorem 2.4 implies that there exists a sequence of non-strong-jumps for
r having r
r−1
rr−1−1 · r!rr as an accumulation point.
(3) Corollary 2.5 implies that for any p ≥ 3. The set of non-strong-jumps for p has accumulation point(s) rr−1
rr−1−1 · p!pp ,
where r is any integer satisfying 3 ≤ r ≤ p.
Now turn to the proof of Theorem 2.4.
Proof of Theorem 2.4. For any c > 0, let t0 be an integer such that for any t ≥ t0,
αkt r( t
r
)
r r
< αk · r!r r + c. (13)
The limit of the left hand side is αk · r!rr , so such a t0 exists.
Take an integerm ≥ t0. For any integer n0, take an integer n ≥ max{m, n0} and n = rkq for some positive integer q. Take
a set V with n vertices, we are going to show that d(S(r)k [V ]) > αk · r!rr but any subgraph of S(r)k [V ]withm vertices has density
smaller than αk · r!rr + c. This implies that αk · r!rr is a non-strong-jump.
Applying (12), we have
d(S(r)k [V ]) =
αk(n/r)r( n
r
) > αk · r!r r .
Now for any r-uniform subgraph H of S(r)k [V ]withm vertices, we show that d(H) < αk · r!rr + c.
Claim 2.7. Let U be a set and f be a positive integer. Let F be a subgraph of S(r)k [U] with f vertices. Then
|E(F)| ≤ αk
(
f
r
)r
.
If Claim 2.7 holds, then
d(H) ≤ αk(
m
r )
r(m
r
) .
By (13) andm ≥ t0, we have
d(H) < αk · r!r r + c.
Therefore, it is sufficient to show Claim 2.7. 
Proof of Claim 2.7. Let F be a subgraph of S(r)k [U]with f vertices. Let Ui = V (F) ∩ Vi and fi = |Ui|. Note that
∑r
i=1 fi = f .
We apply induction on k.
If k = 1, then S(r)1 [U] is a complete r-partite r-uniform graph, so F is an r-partite r-uniform graph. Then
|E(F)| ≤
r∏
i=1
fi ≤
(
f
r
)r
since geometric mean is no more than arithmetic mean. So the claim holds when k = 1.
Now assuming that the claim holds for k− 1, i.e., for any subgraph B of S(r)k−1[U]with b vertices (b is any positive integer),
the following holds:
|E(B)| ≤ αk−1
(
b
r
)r
.
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Let Fi be the induced subgraph of F on Ui for each i, 1 ≤ i ≤ r . In view of the definition of S(r)k [U], we have
|E(F)| ≤
r∏
i=1
fi +
r∑
i=1
|E(Fi)|.
Since each Fi is a subgraph of S
(r)
k−1[Ui], applying the induction assumption to each Fi, we have
|E(F)| ≤
r∏
i=1
fi + αk−1
r∑
i=1
(
fi
r
)r
. (14)
The conclusion will follow from the following
Claim 2.8.
f (a1, a2, . . . , ar) =
r∏
i=1
ai + 1r r αk−1
r∑
i=1
ari
≤ f
(
1
r
,
1
r
, . . . ,
1
r
)
= 1
r r
αk
holds under the constraints
∑r
i=1 ai = 1 and each ai ≥ 0.
If Claim 2.8 holds, then
r∏
i=1
fi + 1r r αk−1
r∑
i=1
f ri = f r
[
r∏
i=1
fi
f
+ 1
r r
αk−1
r∑
i=1
(
fi
f
)r]
≤ 1
r r
αkf r by Claim 2.8. (15)
Combining (14) and (15), we have
|E(F)| ≤ 1
r r
αkf r .
This completes the proof of Claim 2.7. 
What remains is to show Claim 2.8.
Proof of Claim 2.8. Suppose the function f reaches the maximum at (a1, a2, . . . , ar). We will show that a1 = a2 = · · · =
ar = 1r .
We will use the following easy but useful lemma [7].
Lemma 2.9 (Optimum Lemma). Let g(x1, x2, . . . , xl) be a polynomial function and assume that g(x1, x2, . . . , xl) has the
maximum at (a1, a2, . . . , al) under the constraints
∑l
i=1 xi = 1 and each xi ≥ 0. Let i, j, 1 ≤ i < j ≤ l be a pair of integers and
 be a real number. Let ci = ai + , cj = aj − , and ck = ak for k 6= i, j. Let (aj − ai)A(a1, a2, . . . , al) and B(a1, a2, . . . , al) be
the coefficients of  and 2 in g(c1, c2, . . . , cl)− g(a1, a2, . . . , al), respectively, i.e.,
g(c1, c2, . . . , cl)− g(a1, a2, . . . , al) = (aj − ai)A(a1, a2, . . . , al) + B(a1, a2, . . . , al)2 + o(2).
If A(a1, a2, . . . , al)+ B(a1, a2, . . . , al) > 0 or A(a1, a2, . . . , al) = −B(a1, a2, . . . , al) 6= 0, then ai = aj or min{ai, aj} = 0.
Case 1. If r = 3, note that 0 < αk−1rr < 127 · 11− 19 =
1
24 . Then the conclusion of Claim 2.8 (for this case) will follow directly
from the following claim.
Claim 2.10. Let µ be a constant satisfying 0 ≤ µ ≤ 124 . Then
f (a1, a2, a3) = a1a2a3 + µ(a31 + a32 + a33) (16)
under the constraints a1 + a2 + a3 = 1 and each ai ≥ 0 has the maximum 127 (1+ 3µ) when a1 = a2 = a3 = 13 .
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Proof of Claim 2.10. Suppose that f reaches the maximum at (d1, d2, d3). If one of di’s equals 0, say d3 = 0, then
f (d1, d2, 0) = µ(d31 + d32) ≤ µ ≤ 127 (1 + 3µ) since µ ≤ 124 . So assume that d1, d2, d3 > 0. We show that for any pair
i, j, where 1 ≤ i < j ≤ 3, di = dj. Otherwise, without loss of generality, assume that i = 1, j = 2 and d1 < d2. Then
f (d1 + , d2 − , d3)− f (d1, d2, d3) = [(d1 + )(d2 − )d3 − d1d2d3] + µ[(d1 + )3 + (d2 − )3 − d31 − d32]
= [(d2 − d1)d3 − 2d3] + µ[3(d21 − d22)+ 32(d1 + d2)]
= (d2 − d1)[d3 − 3µ(d1 + d2)] + 2[3µ(d1 + d2)− d3]. (17)
By Lemma 2.9, if A(d1, d2, d3) = d3 − 3µ(d1 + d2) 6= 0, then d1 = d2 or d1 = 0, we get a contradiction. Now assume
that A(d1, d2, d3) = d3 − 3µ(d1 + d2) = 0, it follows that d3 = 3µ3µ+1 and d1 + d2 = 13µ+1 . Then
f (d1, d2, d3) = 3µ3µ+ 1d1d2 + µ(d
3
1 + d32)+ µ
(
3µ
3µ+ 1
)3
= 3µd1d2(d1 + d2)+ µ(d31 + d33)+ µ
(
3µ
3µ+ 1
)3
= µ[d31 + 3d21d2 + 3d1d22 + d32] + µ
(
3µ
3µ+ 1
)3
= µ(d1 + d2)3 + µ
(
3µ
3µ+ 1
)3
= µ
[(
1
3µ+ 1
)3
+
(
3µ
3µ+ 1
)3]
. (18)
Observe that
µ
[(
1
3µ+ 1
)3
+
(
3µ
3µ+ 1
)3]
− 1
27
(1+ 3µ) = µ
[(
1
3µ+ 1
)3
+
(
3µ
3µ+ 1
)3
− 1
9
]
− 1
27
≤

1
24
[(
9
10
)3
+
(
1
9
)3
− 1
9
]
− 1
27
, if
1
27
≤ µ ≤ 1
24
1
27
[(
3µ+ 1
3µ+ 1
)3
− 1
9
]
− 1
27
, if 0 ≤ µ < 1
27
.
< 0. (19)
Therefore, f (d1, d2, d3) ≤ 127 (1+ 3µ). This completes the proof of this case. 
Case 2. r ≥ 4. We will apply Lemma 2.9. We verify the following claim.
Claim 2.11. Take g(x1, . . . , xl) in Lemma 2.9 to be f (x1, . . . , xr) and let A(a1, a2, . . . , ar) and B(a1, a2, . . . , ar) be defined as
in Lemma 2.9. If ai 6= aj, then
A(a1, a2, . . . , ar)+ B(a1, a2, . . . , ar) > 0.
Proof of Claim 2.11. Without loss of generality, we take i = 1 and j = 2. Note that
f (a1 + , a2 − , a3, . . . , ar)− f (a1, a2, a3, . . . , ar)
= [(a1 + )(a2 − )− a1a2]a3 · · · ar + 1r r αk−1[(a1 + )
r + (a2 − )r − ar1 − ar2]
= (a2 − a1)
(
a3 · · · ar − 1r r−1 αk−1
r−2∑
j=0
ar−2−j1 a
j
2
)
+ 2
[
−a3 · · · ar + 1r r αk−1
(( r
2
)
ar−21 +
( r
2
)
ar−22
)]
+ o(2). (20)
Therefore,
A(a1, a2, . . . , ar)+ B(a1, a2, . . . , ar) = 1r r αk−1
[( r
2
)
ar−21 +
( r
2
)
ar−22 − r
r−2∑
j=0
ar−2−j1 a
j
2
]
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= 1
2r r−1
αk−1
[
(r − 1)(ar−21 + ar−22 )− 2
r−2∑
j=0
ar−2−j1 a
j
2
]
= 1
2r r−1
αk−1
r−3∑
j=1
(ar−21 + ar−22 − ar−2−j1 aj2 − aj1ar−2−j2 )
= 1
2r r−1
αk−1
r−3∑
j=1
(ar−2−j1 − ar−2−j2 )(aj1 − aj2)
> 0.
This completes the proof of Claim 2.11. 
Now let us turn to the proof of Claim 2.8. By Lemma 2.9 and Claim 2.11, either a1 = a2 = · · · = ar = 1r or for
some p < r , ai1 = ai2 = · · · = aip = 1p and other ai = 0. By symmetry, it is sufficient to compare f ( 1r , 1r , . . . , 1r ) and
f ( 1p , . . . ,
1
p , 0, . . . , 0). By direct calculation,
f
(
1
r
,
1
r
, . . . ,
1
r
)
= αk 1r r ,
and
f
(
1
p
, . . . ,
1
p
, 0, . . . , 0
)
= αk−1 1pr−1r r .
It is obvious that f ( 1r ,
1
r , . . . ,
1
r ) > f (
1
p , . . . ,
1
p , 0, . . . , 0). Therefore, f reaches the maximum at a1 = a2 = · · · = ar = 1r .
This completes the proof of Claim 2.8. 
Combining the structure S(r)k [V ] used in the proof of Theorem 2.4 and another structure, we have the following result.
Theorem 2.12. Let r ≥ 3 be an integer. For every positive integer k, let αk =∑ki=1 1r(i−1)(r−1) , and let α0 = 0. Let µk = αk/r r .
Then the number 1
rr−1 [ r−11−µk(r−1)! ]r−1 is a non-strong-jump for r.
Combining Theorems 2.1 and 2.12. We have
Corollary 2.13. Let p ≥ r ≥ 3 be integers. Let µk be defined as in Theorem 2.12. Then the number 1(r−1)! [ r−11−µk(r−1)! ]r−1 ·
p!
pp is a
non-strong-jump for p.
Remark 2.14. We point out a few examples:
(1) Let r = 3, k = 0 in Theorem 2.12, then 49 is a non-strong-jump for r = 3. Let r = 3 in Theorem 2.12, then
limk→∞ µk = 124 and there exists a sequence of non-strong-jumps for r = 3 converging to 64121 .
(2) Let r = 3, k = 0 in Corollary 2.13, then 2 · p!pp is a non-strong-jump for p ≥ 3. Let r = 3 in Corollary 2.13, then
limk→∞ µk = 124 and there exists a sequence of non-strong-jumps for p ≥ 3 converging to 288121 · p!pp . In general, this corollary
gives p− 3 more accumulation points of the set of non-jumps for p ≥ 4.
Now let us turn to the proof of Theorem 2.12.
Proof of Theorem 2.12. Let βk = 1rr−1 [ r−11−µk(r−1)! ]r−1. For any c > 0, let t0 be an integer such that for any t ≥ t0,
βkt r
r! ( tr ) < βk + c. (21)
The limit of the left hand side is βk, so such a t0 exists.
Take an integer m ≥ t0. For any integer n0, take an integer n ≥ max{m, n1}, where n1 is a sufficiently large integer
determined in (22). We are going to construct an r-uniform graph G on n vertices with d(G) > βk but any subgraph of G
withm vertices has density smaller than βk + c. This implies that βk is a non-strong-jump.
The vertex set of G consists of 2 disjoint sets V1, V2 with sizes: V1 = (r−1)nr−r!µk , V2 =
(1−r!µk)n
r−r!µk . We denote
(
V1
r−1
)
× V2 as
the r subsets of V1 ∪ V2 in the form of choosing r − 1 vertices from V1 and choosing one vertex from V2. The edge set of G
consists of the following r-subsets:
E(G) =
[(
V1
r − 1
)
× V2
]⋃
S(r)k [V1].
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Applying (12) to S(r)k [V1], we have
d(G) =
(
(r−1)n
r−r!µk
r−1
)
· (1−r!µk)nr−r!µk + µk(
(r−1)n
r−r!µk )
r( n
r
)
=
1
(r−1)! [ (r−1)nr−r!µk ]r−1[1−
(r−2)(r−1)
2 · r−r!µkr−1 · 1n + o( 1n )] · (1−r!µk)nr−r!µk + µk[
(r−1)n
r−r!µk ]r
1
r!nr [1− r(r−1)2 1n + o( 1n )]
=
(r−1)r−1
(r−1)!(r−r!µk)r [(1−
(r−2)(r−r!µk)
2
1
n )(1− r!µk)+ µk(r − 1)(r − 1)!] + o( 1n )
1
r! [1− r(r−1)2 1n + o( 1n )]
= (r − 1)
r−1
r r−1[1− µk(r − 1)!]r ·
[1− µk(r − 1)!][1− r(r−2)(1−r!µk)2 1n ] + o( 1n )
1− r(r−1)2 1n + o( 1n )
= 1
r r−1
[
r − 1
1− µk(r − 1)!
]r−1
· 1−
r(r−2)(1−r!µk)
2
1
n + o( 1n )
1− r(r−1)2 1n + o( 1n )
= βk · 1−
r(r−2)(1−r!µk)
2
1
n + o( 1n )
1− r(r−1)2 1n + o( 1n )
> βk (22)
for n ≥ n1 since r(r−2)(1−r!µk)2 < r(r−1)2 , where n1 is a sufficiently large integer.
Now for any r-uniform subgraph H of Gwithm vertices, we show that d(H) < βk + c.
Claim 2.15. Let H be a subgraph of G with m vertices. Then
|E(H)| ≤ βkm
r
r! .
Proof of Claim 2.15. Let Ui = V (H) ∩ Vi andmi = |Ui| for 1 ≤ i ≤ 2. Then
|E(H)| ≤
(
m1
r − 1
)
m2 + µkmr1
≤ 1
(r − 1)!m
r−1
1 m2 + µkmr1
= mr−11
[
1
(r − 1)!m2 + µkm1
]
=
[
(r − 1)(r − 1)!
1− µk(r − 1)!
]r−1 [ 1− µk(r − 1)!
(r − 1)(r − 1)!m1
]r−1 [ 1
(r − 1)!m2 + µkm1
]
.
Since geometric mean is no more than arithmetic mean, we have
|E(H)| ≤
[
(r − 1)(r − 1)!
1− µk(r − 1)!
]r−1 [ 1
r!
]r
mr
= 1
r r−1
[
r − 1
1− µk(r − 1)!
]r−1 mr
r! = βk
mr
r! . 
Now by Claim 2.15, we have
d(H) = |E(H)|(m
r
)
≤ βkm
r
r! (mr )
(21)
< βk + c.
This completes the proof of Theorem 2.12. 
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Appendix. Proofs of Facts 1.10 and 1.11
We first apply the following Theorem to show Fact 1.10.
Theorem A.1 (c.f. [3]). Suppose l is a positive integer. For any  > 0 and any positive integer m, there exists n0(m, ) such that
any graph G on n ≥ n0(m, ) vertices with density d(G) ≥ 1− 1l +  contains a copy of the complete (l+ 1)-partite graph with
each partition class of order m (i.e., there exists l + 1 pairwise disjoint sets V1, . . . , Vl+1, each of them with order m such that
{x, y} is an edge whenever x ∈ Vi and y ∈ Vj for some 1 ≤ i < j ≤ l+ 1).
Proof of Fact 1.10. We first apply Theorem A.1 to show that every α ∈ (1 − 1l , 1 − 1l+1 ) is a strong jump for r = 2. Since
α > 1− 1l , there exists  > 0 such that α ≥ 1− 1l + . Let c = 12 ( 1l − 1l+1 ) > 0. By Theorem A.1, for any positive integer
m = (l + 1)q + s, 0 ≤ s ≤ l, there exists n0 such that any graph G on n ≥ n0 vertices with density d(G) > α ≥ 1 − 1l + 
contains a copy of the complete (l+ 1)-partite graph with each partition class of order q+ 1. Therefore, G contains a copy
H of the complete (l+ 1)-partite graph withm vertices, where each of these s partition classes of H contains q+ 1 vertices
and each of these l+ 1− s partition classes of H contains q vertices. Then
d(H) =
(
(l+1)q+s
2
)
− s
(
q+1
2
)
− (l+ 1− s) ( q2 )(
(l+1)q+s
2
)
= [(l+ 1)q+ s][(l+ 1)q+ s− 1] − s(q+ 1)q− (l+ 1− s)q(q− 1)[(l+ 1)q+ s][(l+ 1)q+ s− 1]
= 1− (l+ 1)q
2 + (2s− l− 1)q
(l+ 1)2q2 + (2s− 1)(l+ 1)q+ s(s− 1)
> 1− 1
l+ 1 > 1−
1
l
+ c.
This shows that α is a strong-jump for r = 2.
Now we show that 1 − 1l is a non-strong-jump. If l = 1, we show that 0 is a non-strong-jump. For any c > 0, take
an integer m such that 1
(m2 )
< c. For any integer n0, let G be a graph (r = 2) with n ≥ max{n0,m} vertices and 1 edge.
Then d(G) > 0. On the other hand, for any subgraph H of G with m vertices, d(H) ≤ 1
(m2 )
< c. This implies that 0 is a
non-strong-jump for r = 2.
What left is to show that 1− 1l is a non-strong-jump for l ≥ 2. For any c > 0, take an integerm = lt such that(
lt
2
)
− l ( t2 )(
lt
2
) = 1− t − 1
lt − 1 < 1−
1
l
+ c. (23)
Since the limit of the left hand side is 1− 1l as t →∞, such an m exists. For any integer n0, let G be the complete l-partite
graph with each partition class of order n0, then
d(G) =
(
ln0
2
)
− l ( n02 )(
ln0
2
) = 1− n0 − 1
ln0 − 1 > 1−
1
l
.
On the other hand, among all induced subgraphs H of G with m = lt vertices, |E(H)| has the maximum value when each
partition class of H has equal size t . In other words, |E(H)| ≤
(
lt
2
)
− l ( t2 ). Therefore,
d(H) ≤
(
lt
2
)
− l ( t2 )(
lt
2
) < 1− 1
l
+ c
by (23). This implies that 1− 1l is a non-strong-jump for r = 2. 
Now we apply the following to show Fact 1.11.
Theorem A.2 (c.f. [1]). For any  > 0 and any positive integer m, there exists n0(,m) such that any r-uniform graph G on
n ≥ n0(,m) vertices with density d(G) ≥  contains a copy of the complete r-partite r-uniform graph with each partition class
of order m (i.e., there exists r pairwise disjoint subsets V1, . . . , Vr , each of themwith order m such that {x1, x2, . . . , xr} is an edge
whenever xi ∈ Vi, 1 ≤ i ≤ r).
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Proof of Fact 1.11. By Theorem 2.1 and the fact that 0 is a non-strong-jump for r = 2, 0 is a non-strong-jump for r ≥ 3.
Let α ∈ (0, r!rr ). We will apply Theorem A.2 to show that α is a strong-jump for r ≥ 3. Let c = 12 ( r!rr − α) > 0. By
Theorem A.2, for any positive integer m = rq + s (0 ≤ s ≤ r − 1), there exists n0 such that any r-uniform graph G on
n ≥ n0 vertices with density d(G) > α contains a copy of the complete r-partite r-uniform graph with each partition class
of order q+1. Therefore, G contains a copyH of the complete r-partite r-uniform graphwithm vertices, where each of these
s partition classes of H contains q+ 1 vertices and each of these r − s partition classes of H contains q vertices. Then
d(H) = (q+ 1)
sqr−s( rq+s
r
)
= (q+ 1)
sqr−sr!
r r(q+ sr )(q+ s−1r ) · · · (q+ 1r )q(q− 1r ) · · · (q− r−1−sr )
.
Notice that (q+ sr )(q+ s−1r ) · · · (q+ 1r ) ≤ (q+ 1)s and q(q− 1r ) · · · (q− r−1−sr ) ≤ qr−s. Hence,
d(H) ≥ r!
r r
≥ α + c.
This shows that α is a strong-jump for r ≥ 3. 
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