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Energy Resolved Actinometry is applied to simultaneously measure the radially resolved oxygen
dissociation degree and local mean electron energy in a low-pressure capacitively coupled radio-
frequency oxygen plasma with an argon tracer gas admixture. For this purpose, the excitation dynam-
ics of three excited states, namely, Ar(2p1), O(3p
3P), and O(3p5P), were determined from their optical
emission at 750.46 nm, 777.4 nm, and 844.6 nm using Phase Resolved Optical Emission Spectroscopy
(PROES). Both copper and silicon dioxide surfaces are studied with respect to their influence on the
oxygen dissociation degree, local mean electron energy, and the radial distributions of both quantities
and the variation of the two quantities with discharge pressure and driving voltage are detailed. The
differences in the measured dissociation degree between different materials are related back to atomic
oxygen surface recombination probabilities. VC 2017 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4979855]
I. INTRODUCTION
Oxygen plasmas have been widely applied in industry for
a variety of different surface modifications such as photoresist
removal, chemical vapour deposition, and oxidation.1–5 To
realize a process where these modifications are reproducible
and uniform over a large area, plasma control techniques capa-
ble of tailoring the properties of the plasma, including the
mean electron energy and reactive species densities, are cru-
cial.6–11 Of particular importance in this context are the radial
distributions of both quantities. Furthermore, the wafer material
itself and the condition of the other wall materials in the reactor
affect the absolute number densities of reactive species due to
wall loss processes, the probability for which is dependent on
many factors.12–25 This makes it particularly difficult to accu-
rately control the densities of highly reactive species, such as
atomic oxygen, in industrial processing applications. Previous
investigations have sought insight into these processes by
measuring the density of atomic oxygen and its surface
recombination probability for various materials using two-
photon absorption laser-induced fluorescence (TALIF),12,26–30
optical emission spectroscopy (OES),21,22,31–34 and VUV
absorption spectroscopy.23,35,36 TALIF and VUV absorption
are well known for their accuracy, however, both are chal-
lenging to implement in industrial plasma reactors, particu-
larly if spatially resolved measurements are required. Optical
emission spectroscopy on the other hand has the advantage of
being completely non-invasive and easily allows for spatially
resolved measurements which are key for understanding radial
variations in plasma parameters which are important for uni-
formity in processing applications. The conventional approach
to measuring reactive species densities using OES, known as
actinometry, is based on observing the time averaged emission
from a plasma incorporating an inert trace gas admixture,
such as argon. Where the population of a given excited state is
dominated by electron impact excitation the time averaged
emission intensity from the excited state of interest at a given
wavelength is defined as
hIirf ¼
1
4p
htaikhkeneirf n0: (1)
Here, ht denotes the photon energy, ke is the excitation rate
coefficient, ne is the electron density, and n0 is the species
ground state density. The factor 1/4p accounts for the solid
angle of emission of isotropic radiation. aik is the optical
branching ratio defined as
aik ¼
Aik
Ai þ Qi
: (2)
Here, Ai is the sum over all optical transition probabilities
Aik from the excited state i to lower states k and Qi is the
non-radiative collisional quenching rate of the excited state
given by
Qi ¼
X
q
kiqnq: (3)
Here, kiq denotes the rate coefficient for collisional quench-
ing of the excited state i through collisions with species of
density nq. In the first approximation, the density of a reac-
tive species can be estimated through measuring the emis-
sion intensity of an excited state of the reactive species and
dividing by the emission intensity of an excited state of the
tracer gas, which has a known density, and rearranging for
the ground state density of the reactive species of interest
(this is represented by the first term on the right hand side of
Eq. (4)). This process can be carried out easily by choosing
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suitable emission lines of both the reactive species and the
tracer gas such that the electron impact threshold energy and
energy dependence of the excitation rates ke are similar in
both cases. If these criteria are satisfied, the electron energy
dependences cancel upon division leaving a constant due to
the difference in the absolute value of each rate. However,
while easy to implement the described procedure can be sus-
ceptible to significant error as the assumptions of similar
electron impact energy thresholds and energy dependences
of the excitation rates are rarely fulfilled.
In the case of atomic oxygen, the described concept is
complicated further by the fact that excited states of atomic
oxygen can also arise due to dissociative excitation of
ground state molecular oxygen through electron impact.37 In
this case, the simple assumptions that the threshold energy
and the energy dependence of the excitation rates of both
excited states are similar does not apply as the electron
impact cross section for dissociative excitation is signifi-
cantly different in shape and magnitude from that due to
direct excitation. Various works have extended the basic
actinometry approach for atomic oxygen (and atomic hydro-
gen38) to incorporate the dissociative excitation process.32–34
In order to do this, argon is typically used as a tracer gas
with the emission from the Ar(2p1) state monitored at
k¼ 750.46 nm. The corresponding atomic oxygen emission
from the O(3p3P) state is monitored at k¼ 844.6 nm. In order
to determine the atomic oxygen density, the expression for
the emission intensity from the O(3p3P) state at k¼ 844.6 nm
can then be extended to incorporate dissociative excitation.
The resulting expression for the atomic oxygen density is
given as
nO ¼
IO
IAr
htAr
htO
kAr;d
kO;d
aik;Ar
aik;O
nAr 
kO;de
kO;d
nO2; (4)
where
k ¼
hkeneirf
hneirf
: (5)
The first term on the right hand side of Eq. (4) corresponds
to the basic actinometry approach, while the second term
represents the extension accounting for dissociative excita-
tion. The direct and dissociative excitation rate coefficients
are denoted by the subscripts d and de, respectively. In the
above form, accurate results can only be obtained when the
dominant sources of production of the considered excited
states are via electron impact with ground state atomic and
molecular oxygen. However, recent publications have
detected the presence of significant quantities of vibration-
ally39 and electronically excited states40 of molecular oxygen
in oxygen plasmas. If the electron impact cross sections for
dissociative excitation from these states into the O(3p3P)
state were to be significant, this may affect the atomic oxy-
gen densities derived via actinometry. Quantitative consider-
ation of these effects is difficult given the lack of data for
electron impact dissociative excitation of vibrationally or
electronically excited states and as a result, these effects are
not considered here.
As mentioned before, when dissociative excitation is
accounted for the thresholds and energy dependences of the
corresponding rate coefficients cannot be assumed to cancel
upon division. Instead, the rate coefficients must be calcu-
lated directly from their electron impact cross sections
through the mean electron energy and the corresponding
electron energy distribution function (EEDF) of the plasma
which has to be either assumed or calculated numerically.
Several works have demonstrated this coupling of experi-
mental observations and simulations to be a reliable method
of determining the atomic oxygen density in both high and
low pressure plasma sources.32–34
Here, we apply a further extension of the described tech-
niques, known as Energy Resolved Actinometry (ERA) in
order to measure atomic oxygen densities and local mean
electron energies simultaneously and with high spatial reso-
lution. This technique has been described in detail and bench-
marked for the case of an atmospheric pressure plasma jet by
Greb et al.41 Briefly, the ERA approach, which is inclusive
of direct and dissociative excitation processes, modifies the
commonly used actinometry technique in two significant
ways (i) to additionally include atomic oxygen emission
from the O(3p5P) excited state at k¼ 777.4 nm and (ii) to uti-
lise excitation ratios in place of emission intensity ratios. The
required excitation ratios are measured experimentally using
Phase Resolved Optical Emission Spectroscopy (PROES)
which allows for nanosecond temporal resolution of the
plasma emission and therefore the derivation of the excita-
tion rates for individual excited states. This is discussed fur-
ther in Section III. The derived excitation ratios are then
compared with those calculated through EEDFs obtained
using the two-term Boltzmann equation solver BOLSIGþ.42
By varying the dissociation degree and the mean electron
energy in the Boltzmann solver calculations, the simulated
excitation ratios can be varied in order to match those
observed experimentally, allowing the experimental dissoci-
ation degree and mean electron energy to be inferred. The
absolute atomic oxygen density is then easily calculated via
the ideal gas law through either measurement or assumption
of the gas temperature.
In order to account for direct and dissociative electron
impact excitation to each of the investigated emission lines,
an effective excitation rate E ¼
P
n fnEi;n is used which rep-
resents the sum over all electron impact excitation rates Ei,n
going into state i due to electron collisions with species n,
where fn is the fractional density of species n. Defining the
dissociation degree (the density of atomic oxygen divided by
that of molecular oxygen) as rO allows the two considered
effective excitation ratios to be written as
E750
E844
¼
fAr
fO2
k750;d eð Þ
rOk844;d eð Þ þ k844;de eð Þ
; (6)
E777
E844
¼
rOk777;d eð Þ þ k777;de eð Þ
rOk844;d eð Þ þ k844;de eð Þ
: (7)
Here, fO2 and fAr are the fractions of molecular oxygen and
the argon tracer gas, and e represents the local mean electron
energy, corresponding to that of the EEDF calculated via the
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Boltzmann solver. It should be noted that expressions (6)
and (7) are only valid for small degrees of dissociation as
they do not account for the depletion of the feed gas (in this
case molecular oxygen) caused by dissociation. This assump-
tion is well justified for the low power conditions considered
in this work. The excitation ratios simulated via BOLSIGþ
for a gas mixture of 98% O2 and 2% Ar are shown as a func-
tion of dissociation degree and mean electron energy in
Figs. 1(a) and 1(b). Figure 1(c) represents an overlay of the
contour lines from Figs. 1(a) and 1(b). Each contour line rep-
resents a constant value of the respective excitation ratio. As
such, the points at which the contour lines for each ratio cross
define the dissociation degree and mean electron energy for
those particular ratios. The dissociation degree and mean
electron energy in the experiment are found by locating the
crossing point of experimentally obtained excitation ratios in
the same parameter space. It should be emphasised that the
mean electron energy derived by this technique corresponds
to an EEDF whose shape is determined by the solution of the
two-term Boltzmann equation. As a result, the shape of the
EEDF is variable and changes as the mean electron energy
changes. As inputs for the two-term Boltzmann solver, the
electron impact cross section set of Phelps has been used for
molecular oxygen.43,44 The electron impact reactions in this
set include momentum transfer, dissociative electron attach-
ment, electron impact ionization, and excitation into the oxy-
gen metastable states O2(a
1
Dg) and O2(b
1
Rg
þ). Electronic
excitation processes leading to electron energy losses of 4.5,
6.0, 8.4, and 9.97 eV are also included. These energy losses
do not correspond to individual excited states, but rather rep-
resent cross sections with effective energy losses which have
been derived so that the entire cross section set is consistent
with measured electron transport data.43 Additionally, the
cross section for electron impact excitation of the Ar(2p1)
state has been taken from Ref. 45 while those for direct and
dissociative excitation of the O(3p3P) and O(3p5P) states are
taken from Refs. 46 and 37. The importance of the choice of
excitation cross sections for oxygen atom actinometry has
been discussed in detail by Pagnon et al.47 and it is clear that
different combinations of cross sections can lead to the deri-
vation of differing dissociation degrees and/or mean electron
energies. The value of such an uncertainty is difficult to
quantify; however, it is likely to be systematic and therefore
the same for different experimental conditions and as a result
still allows for accurate representation of experimental
trends. Additionally, the choice of cross sections used in this
work has been validated in a previous study where ERA was
used to measure atomic oxygen densities in an atmospheric
pressure plasma jet.41 In that study, good agreement was
found between atomic oxygen densities measured by ERA
and those measured by TALIF.
The influence of the 2% Ar admixture on the optical emis-
sion of the plasma was investigated by comparing the emission
from the O(3p3P) and O(3p5P) states for plasmas composed of
pure O2 and 98% O2 and 2% Ar. Any differences in both the
time and space averaged and time and space resolved emission
were found to be negligible. This implies that the mean elec-
tron energy and the EEDF are not strongly influenced by the
presence of the 2% Ar admixture which is consistent with elec-
tron energy losses being dominated by inelastic collisions with
oxygen molecules. The influence of the small argon admixture
on the dissociation degree is also expected to be minor based
on the work of Kitajima et al.48
In this work, ERA is applied to investigate the radial dis-
tribution of the oxygen dissociation degree and local mean
electron energy in low pressure capacitively coupled radio
frequency (rf) oxygen plasmas in contact with surfaces con-
sisting of two common components of wafers used in the
microelectronics industry, namely, copper and silicon dioxide.
The experimental set-up is described in Section II. Section III
describes the extraction of the excitation ratios from the Phase
Resolved Optical Emission Spectroscopy (PROES) measure-
ments and Section IV discusses the observed radial profiles of
the oxygen dissociation degree and the local mean electron
energy for the two surface materials at different pressures and
driving voltages. The implications of the observed trends for
plasma processing applications are also discussed.
II. EXPERIMENTAL SETUP
The plasma is produced in a Gaseous Electronics
Conference (GEC) reference cell.49 The details of the elec-
trode geometry are shown in detail in Fig. 2(a). The geome-
try resembles the inductively coupled version of the GEC
cell; however, in this work it is operated in capacitive mode
by powering the bottom (usually grounded) electrode which
FIG. 1. Calculated effective excitation ratios ((a) and (b)) as a function of dissociation degree and mean electron energy. (c) represents an overlay of the con-
tour lines for both excitation ratios shown in (a) and (b). These excitation ratios are obtained for 98% O2 and 2% Ar.
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has a diameter of 102mm with a driving frequency of 13.56
MHz. The top coil is grounded. The gap between the dielec-
tric window that separates the top coil from the plasma vol-
ume and the powered electrode is 43mm. Using this gap
distance at the relatively high pressures considered in this
work, the plasma exhibits a strong asymmetry with the peak
plasma emission occurring close to the powered electrode.
As a result, the role played by the dielectric window in defin-
ing the plasma characteristics is expected to be minor. Flow
rates of O2 and tracer gas Ar were maintained at 50 sccm
(standard cubic centimetres per minute) and 1 sccm, respec-
tively. The applied voltage at the lower electrode was mea-
sured using a capacitive voltage probe (LeCroy PPE 20 kV).
Typical voltage amplitudes applied to the lower electrode in
this work range from 200 to 400V. The corresponding power
measured by the rf generator ranges from around 20 to 80W.
In order to change the surface material, discs consisting of
different materials of 100mm diameter were placed on the
lower electrode. These discs are placed such that a 1mm gap
remains around the circumference of the powered electrode.
The materials investigated were silicon dioxide (SiO2 50 nm
on a 0.5mm thick (100) Si wafer) and copper (Cu, 1mm thick,
unpolished). It should be noted that after the measurements
using each material were completed the surfaces of the materi-
als were found to be visibly altered by the plasma treatment.
This was particularly noticeable around the edges of each disc
which were visibly darker in each case. This is likely related to
enhanced ion bombardment at the electrode edges due to edge
effects occurring in the design of the GEC reference cell.50
More specifically, the SiO2 was highly reflective before plasma
exposure and became less reflective afterwards. The copper
surface was unpolished before plasma exposure, and thus not
very reflective. However, after exposure to the plasma the cop-
per surface became highly reflective.
As shown schematically in Fig. 2(b), a function genera-
tor (TTi 100MHz Arbitrary Waveform Generator TGA-
12104) is used to provide synchronized trigger signals for the
power and delay generators, respectively. A sinusoidal trig-
ger signal at 13.56MHz is used to synchronise the function
generator with a fixed frequency power generator (Coaxial
Power Systems RFG 150-13) and a rectangular trigger signal
at 452 kHz is used to synchronise with the delay generator
(Stanford Research Systems DG 645). A matching network
(Coaxial Power Systems MMN 150-13) is used to match the
impedance of the discharge to the output impedance of the
power generator, so that rf power is coupled efficiently into
the discharge such that the reflected power stays below 1%.
The delay generator creates a trigger signal, which is
synchronised to the rf driving voltage waveform, for the
intensified charge-coupled device (ICCD) camera (Andor
iStar DH344T-18U-73) with a variable delay which is used
to scan through the rf period at intervals of 2 ns. The trigger
frequency for the ICCD camera is limited to 500 kHz by
specification; therefore, a frequency of 452 kHz is chosen
which is exactly 1/30 of the driving frequency, this is neces-
sary to avoid the trigger signal and the rf waveform from
drifting in time with respect to one another. For time-
resolved monitoring of the signals, a digital storage oscillo-
scope (LeCroy WaveSurfer 104 MXs-B 1GHz) is used.
Two-dimensional measurements were carried out using
custom optical narrow bandpass filters (LOT-QuantumDesign:
750.466 0.50 nm; 777.456 1.75 nm; 844.796 0.95 nm) to
obtain wavelength selectivity. The very narrow bandwidth
of each filter allows for high spectral selectivity compared to
more commonly used optical filters which typically have
spectral transmission functions with full-width-half-maxima
of 5–10 nm. By using an optical filter with a such a narrow
spectral transmission function it is possible, for example, to
differentiate between emission at 750.46 nm, corresponding
to the Ar(2p1) state, and emission at 751.5 nm, correspond-
ing to the Ar(2p5) state which is not possible using optical
filters with broader spectral transmission functions. This is
important because the electron impact excitation cross sec-
tions for the two upper states are different45 so proper selec-
tivity between them is necessary to obtain maximum
accuracy when comparing measured excitation ratios with
simulated excitation ratios which depend on the electron
impact excitation cross section. The spatial resolution of the
optical set-up is around 100 lm. To obtain the radial distri-
bution of the dissociation degree and local mean electron
energy above the powered electrode, the two-dimensional
optical emission measurements were divided into 19 col-
umns radially (1 central column and 9 columns on each side
of the centre). This gives a final spatial resolution of
5mm. Since the discharge is symmetric in the radial direc-
tion, the results from both sides were averaged. The number
of bins is chosen to balance the need for a good signal-to-
noise ratio, which increases with the size of each bin, with
the requirement to properly resolve the radial profiles of the
derived quantities.
FIG. 2. (a) Close-up schematic of the
electrode geometry of the GEC refer-
ence cell used in this work. (b)
Schematic of the ICCD camera set-up.
143301-4 Tsutsumi et al. J. Appl. Phys. 121, 143301 (2017)
III. DETERMINATION OF EXCITATION RATIOS,
DISSOCIATION DEGREE, AND LOCAL MEAN
ELECTRON ENERGY
The excitation dynamics of each state of interest were
determined from the measured phase resolved optical emis-
sion and the excitation function51–54 which is given as
Ei t; xð Þ ¼
1
n0
dni t; xð Þ
dt
þ
1
sef f
ni t; xð Þ
 
; (8)
where ni t; xð Þ ¼
Ii t; xð Þ
Aik
: (9)
Here, ni represents the excited state density, and seff is the
effective lifetime of the excited state, taking into account
collisional quenching and is given by
sef f ¼
1
Ai þ Qi
: (10)
Molecular oxygen is assumed to be the dominant quenching
partner for each of the three excited states considered. As
such Qi is calculated using the quenching coefficients kiq
(see Eq. (3)) for the three excited states in collisions with
molecular oxygen. The values used are 7.6 1016 m3 s1,
9.4 1016 m3 s1, and 10.6 1016 m3 s1 and are taken
from Refs. 55–57 for the Ar(2p1), O(3p
3P), and O(3p5P),
respectively. The gas temperature above the powered elec-
trode was determined spectroscopically from rotational band
emission of nitrogen, added as an impurity, and depending
on the operating conditions was found to vary between
around 350 and 450K. For a given pressure and power, the
gas temperature was found to be the same, within the uncer-
tainty of the measurement, for the different surface materials
investigated. As such the molecular oxygen density required
for the calculation of Qi is determined from the ideal gas
law at a temperature of 400K for each considered pressure.
For a given condition, the gas temperature was found to
remain independent of radial position, within the uncertainty
associated with the measurement. Figure 3 shows typical
examples of the temporally and spatially resolved (a) emis-
sion at k¼ 750.46 nm and (b) excitation of the Ar(2p1) state
throughout one rf cycle at 13.56MHz over an SiO2 surface.
Both are normalised to their maximum values. Here, the
maxima in emission and excitation intensity occur as a result
of the expanding sheath motion at a time of 15–20 ns and
a distance of around 8mm from the powered electrode.
This pattern of spatially and temporally resolved excitation
is typical of an oxygen discharge operated in the low power
a mode.58,59 Throughout this investigation the highest
excitation rate, for all three excited states studied and for
all combinations of voltage, pressure and surface material,
was found to occur as a result of sheath expansion electron
heating. The spatio-temporal coordinates, from which the
excitation ratios used in the derivation of the dissociation
degree and local mean electron energy are extracted, are cho-
sen to maximise the signal-to-noise ratio and minimise the
contribution of indirect processes, such as cascades from
higher excited levels. The optimal coordinates from this per-
spective were found to occur at the spatial coordinate of the
maximum excitation and the temporal coordinate just before
the maximum excitation. Spatially this corresponds to an axial
coordinate around 8mm from the powered electrode for the
conditions shown in Fig. 3. In this region of space and time,
electrons are strongly heated by the expanding sheath edge at
the powered electrode. As such, the mean electron energy is
high meaning that the electron impact excitation rate of the
considered excited states is high and the contribution of cas-
cades to the population of these excited states is low. At other
points in space and time where electrons are not being heated
strongly and the mean electron energy is lower, the contribu-
tion of electron impact excitation is smaller and cascade pro-
cesses from higher levels, excited by electron impact at
earlier times, have a more significant contribution to the
observed emission. This is due to the delay in the emission
originating from higher levels caused by the requirement that
the upper cascading states must first transition to the lower
state which emits at the observed wavelengths.
IV. RADIAL DISTRIBUTION OF DISSOCIATION
DEGREE AND LOCAL MEAN ELECTRON ENERGY
In this section, we focus on two materials which are
commonly used as wafer components in the microelectronics
industry, Cu and SiO2. Figure 4 shows the measured radial
distribution of the oxygen dissociation degree and the local
mean electron energy at sheath expansion at a pressure of
40 Pa and an applied voltage of 200V for both Cu and SiO2.
The error bars shown are as a result of experimental
FIG. 3. Typical example of temporally
and spatially resolved (a) emission at
k¼ 750.46 nm and (b) excitation of the
Ar(2p1) state over an SiO2 surface
(Vrf¼ 200V, 98% O2, and 2% Ar).
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uncertainties and have been determined based on the uncer-
tainty in the measured excitation ratios corresponding to typ-
ical signal-to-noise ratios obtained from the ICCD images.
The final error bars correspond to the uncertainty in the dis-
sociation degree and local mean electron energy associated
with the determination of the crossing point of each excita-
tion ratio induced by the uncertainty in the signal-to-noise
ratio. The same methodology has been used to determine the
uncertainty in the dissociation degree and local mean elec-
tron energy shown in Figs. 5 and 6. Additional systematic
uncertainties will be present due to uncertainties in the elec-
tron impact cross sections used to simulate the values of the
excitation ratios. The uncertainties in the measured electron
impact cross sections are around 20% and 15% for direct
excitation of the Ar(2p1) level
45 and dissociative excitation
of the O(3p3P) and O(3p5P) levels,37 respectively. For direct
excitation of the O(3p3P) and O(3p5P), Ref. 46 does not
specify uncertainties; however, these are also expected to be
on the order of 20%. Thus, an estimate of the minimum sys-
tematic uncertainty in the dissociation degree and mean elec-
tron energy induced by uncertainties in the electron impact
cross sections can be given as 20–30%. This additional
uncertainty will remain the same for the different experimen-
tal conditions and as a result does not affect the observed
trends and comparisons of the surface materials with respect
to one another.
The dissociation degrees shown in Figs. 4 and 5 are on
the order of 0.1–1.5%. These are consistent with the values
found by previous studies which have used TALIF to mea-
sure atomic oxygen densities under similar conditions in
similar reactors.32,34,60 This consistency with TALIF meas-
urements is in accordance with the results of our previous
work which showed good agreement between atomic oxygen
densities measured by ERA and TALIF in an atmospheric
pressure plasma jet.41
In Fig. 4, it is observed that the dissociation degree is a
factor of 2–3 higher for SiO2 than for Cu at the radial centre
of the electrode. In both cases, the dissociation degree exhib-
its a dome shaped profile with a maximum in the centre
decreasing with distance from the electrode centre. In the
case of Cu, it was not possible to reliably determine crossing
points for the two excitation ratios at radial distances greater
than or equal to 20mm from the electrode centre. This
reflects the fact that the dissociation degree has decreased
below the minimum which can reliably be detected with this
technique. This minimum value is around 0.1%. As a result,
no dissociation degree or local mean electron energy has
been plotted for Cu at distances greater than or equal to
20mm. In the case of SiO2, the radial profile is in accordance
with previous works which have measured the radially
resolved fluorescence of atomic oxygen using TALIF in a sim-
ilar system, albeit with a different surface material.61,62 The
decreased dissociation degree at the electrode edge is most
likely related to a decreasing electron density in this region
due to radial diffusion of electrons towards the chamber walls
and therefore lower electron impact dissociation rates.
Under the conditions considered in this work, the loss of
atomic oxygen is dominated by recombination at the reactor
walls. This is demonstrated by considering the importance of
various loss processes for atomic oxygen. Using the expres-
sion derived by Chantry63 and Booth and Sadeghi22 for the
wall loss rate of a given species kwall
1
kwall
¼
K
2
0
D
þ
V
A
2 2 cð Þ
vc
; (11)
where c is the wall recombination coefficient of atomic oxy-
gen, V and A are the volume and surface area of the reactor,
respectively, and v and D are the mean velocity and diffusion
coefficients of atomic oxygen. K20 is the diffusion length
defined for a cylinder as
1
K
2
0
¼
p
L
 2
þ
2:405
r
 2
; (12)
where L is the length of the cylinder and r is the radius.
Using the expression for the diffusion coefficient of a species
in a binary mixture given in Ref. 64 the diffusion coefficient
of atomic oxygen in molecular oxygen is expressed as
D ¼
3
8nO2r
2
12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kBT
2p
1
mO
þ
1
mO2
 s
; (13)
where nO2 is the density of molecular oxygen,
r12 ¼ ðr1 þ r2Þ=2, where r1 and r2 are the Lennard Jones
collision cross sections for atomic and molecular oxygen.
mO and mO2 are the masses of atomic and molecular oxygen,
respectively. The mean velocity of oxygen atoms,
v ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð8kBTÞ=
p
mO
 q
. Using c¼ 0.01, which is on the lower
end of the range of values measured in the literature for con-
ditions similar to those in this work, for a pressure of 40 Pa
and gas temperature of 400K, equation 11 yields a value of
kwall 140 s
1. This loss rate is significantly higher than
those through other processes under our conditions. For
example, the gas residence time in our reactor is 0.3 s giv-
ing a loss rate through pumping of 3 s1. The destruction
of atomic oxygen through ozone formation via a three-body
process with two oxygen molecules has a much lower rate of
0.01 s1 based on the rate coefficient given in Ref. 65.
FIG. 4. Radial distribution of the oxygen dissociation degree and the local
mean electron energy for Cu and SiO2 surfaces (Vrf¼ 200V, p¼ 40 Pa, 98%
O2, and 2% Ar).
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Electron impact excitation of ground state atomic oxygen
into the 1D or 1S states is also a negligible loss process of
ground state atomic oxygen at the low electron densities
expected in the low power capacitively coupled plasmas con-
sidered in this work.
Given that surface losses of atomic oxygen are dominant
under the conditions studied in this work, the overall lower
dissociation degree for Cu as compared to SiO2 is in accor-
dance with previous measurements of the atomic oxygen sur-
face recombination coefficient carried out by Guha et al.17 In
that study, the authors found that the recombination coeffi-
cient for atomic oxygen on SiO2 surfaces increased from
0.04 to 0.07 when Cu was deposited on the surface. The
lower dissociation degree for Cu as compared to SiO2 surfa-
ces observed in this work offers further confirmation of the
importance of Cu chamber wall coatings in defining atomic
oxygen densities in plasma reactors. Over the radial distance
range for which results have been determined for both mate-
rials, the local mean electron energies are identical, within
the experimental uncertainties. This similarity in mean elec-
tron energies offers further confirmation that the difference
in the dissociation degree between the two materials is
related to differing surface recombination of atomic oxygen
and not changes in other plasma parameters. For both surface
materials, the local mean electron energy is observed to
increase slightly with distance from the centre of the elec-
trode, taking a maximum at the electrode edge. This is more
clearly observed for SiO2 where the full radial profile can be
determined. This maximum is a consequence of edge effects
which are known to occur in the GEC reference cell
design.50 These edge effects result in strong electric fields at
the electrode edge formed between the grounded guard ring
and the powered electrode50 which can lead to higher elec-
tron temperatures.
Figure 5 shows the radial distribution of local mean
electron energy and dissociation degree at an increased pres-
sure of 80 Pa and the same applied voltage amplitude of
200V. It is observed that, on average, the local mean elec-
tron energies are lower for both surface materials at a pres-
sure of 80 Pa than for the same voltage at a pressure of 40 Pa,
with the SiO2 surface leading to slightly higher local mean
electron energies. The decreases in local mean electron
energy for both materials with increasing pressure are a
result of the higher electron collision frequencies at higher
pressure which leads to electrons losing more energy through
collisions with the background gas. A decrease in mean elec-
tron energy as the pressure is increased at constant voltage is
in accordance with the results of one-dimensional Particle-
in-Cell (PIC) simulations of an oxygen capacitively coupled
plasma (CCP) carried out recently by Gudmundsson and
Ventejou.66 In the case of SiO2, the oxygen dissociation
degree is similar at both 40 Pa and 80 Pa, whereas in the case
where the Cu surface is used the dissociation degree has
increased compared to the 40 Pa case. A possible explanation
for the increase in dissociation degree in the case of the Cu
surface as compared to SiO2 surface may be the decreased
importance of atomic oxygen surface recombination at
higher pressures, the result being that the dissociation degree
for both materials approaches the same value as the pressure
is increased. There may be multiple reasons for such a pres-
sure dependence. At higher pressures, the rate of diffusion of
atomic oxygen to the surface will decrease and as a result,
surface losses of atomic oxygen will decrease with increas-
ing pressure for both materials. Additionally, surface recom-
bination probabilities for atomic oxygen in plasma reactors
are known to decrease with increasing pressure.12 The com-
bination of both factors would tend to decrease the impor-
tance of surface processes as loss channels for atomic
oxygen with increasing pressure, the result being that the sur-
face in contact with the plasma has less influence on the dis-
sociation degree.
Figure 6 shows the radial distribution of local mean
electron energy and dissociation degree at a pressure of
40 Pa and voltage amplitude of 400V. By comparison with
Fig. 4, the role of the increasing voltage amplitude in the dis-
sociation degree and mean electron energy can be observed.
It is found that both the dissociation degree and the local
mean electron energy increase as the driving voltage ampli-
tude is increased from 200V to 400V. Under these condi-
tions, both parameters are found to be the same for Cu and
SiO2, within the uncertainty associated with the measure-
ments. The increase in the local mean electron energy under
FIG. 6. Radial distribution of the oxygen dissociation degree and the local
mean electron energy for Cu and SiO2 surfaces (Vrf¼ 400V, p¼ 40 Pa, 98%
O2, and 2% Ar).
FIG. 5. Radial distribution of the oxygen dissociation degree and the local
mean electron energy for Cu and SiO2 surfaces (Vrf¼ 200V, p¼ 80 Pa, 98%
O2, and 2% Ar).
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these high voltage conditions reflects the increased impor-
tance of secondary electrons emitted from the electrode sur-
faces and accelerated inside the plasma sheath. These
electrons have higher energy than those formed in the plasma
bulk due to their acceleration through the plasma sheath and
as a result, the local mean electron energy derived is higher
than for the lower voltage case where fewer of these elec-
trons are present. The increase in dissociation degree is a
reflection of the higher power deposition as the voltage is
increased. The power deposited in the plasma, and therefore
the electron density, typically scale with the square of the
voltage.67,68 The dominant formation pathway of atomic
oxygen is through direct electron-impact dissociation of the
oxygen background gas and as a result, the dissociation
degree also follows the electron density and thus scales as
the square of the voltage. The increased mean electron
energy at higher voltages will have the effect of further
increasing the dissociation degree as higher mean electron
energies mean that a higher proportion of electrons have the
energy required to dissociate the oxygen molecule leading to
a higher electron impact dissociation rate coefficient. It is
notable that the higher voltage case appears to result in a flat-
ter profile of the dissociation degree as a function of radial
position.
V. CONCLUSIONS
The presented Energy Resolved Actinometry (ERA) has
been used to measure the oxygen dissociation degree as well
as the local mean electron energy simultaneously in techno-
logically relevant oxygen CCPs in contact with copper and
silicon dioxide surfaces. The presented technique allows for
sensitive measurement of the two quantities with high spatial
resolution (5mm). The measurement of both quantities
simultaneously allows for increased insight into the funda-
mental processes occurring in oxygen CCPs compared to
alternative techniques where only one or the other quantity is
measured.
It has been observed that the dissociation degree takes
on a dome shaped radial profile, with a peak at the radial
centre of the electrode surface at low driving voltages for
both materials investigated. Conversely, the local mean elec-
tron energy follows an increasing trend with distance from
the radial centre of the electrodes, taking its maximum value
near the electrode edge. This has been attributed to electrode
edge effects, known to occur in the GEC reference cell
design. In addition, it has been found that the dissociation
degree is significantly higher in the case where the plasma is
in contact with a SiO2 surface as compared to a Cu surface.
This is in accordance with previous determinations of the
surface recombination probability of atomic oxygen on both
surfaces.17 The difference in the dissociation degree between
the two surfaces was found to decrease with increasing pres-
sure, suggesting that surface recombination of atomic oxy-
gen becomes a less important loss channel at higher
pressure. Furthermore, the local mean electron energies were
determined to be the same within the experimental uncertain-
ties for both surface materials under both low and high volt-
age conditions at 40 Pa, with a small difference observed at
80 Pa. Under higher voltage conditions, both the dissociation
degree and local mean electron energy were found to
increase, in accordance with higher power deposition and an
increased contribution of secondary electrons to the electron
dynamics of the plasma. Interestingly, the radial profile of
the dissociation degree has been found to be flatter under
higher voltage conditions, which may be of interest from the
perspective of improving the radial uniformity of surface
modifications in the plasma processing industry. Additionally,
from a plasma processing perspective this work confirms the
importance of atomic oxygen surface recombination probabil-
ities in determining the characteristics of the plasma, particu-
larly with regard to the dissociation fraction. The presented
technique is expected to be a valuable tool to further under-
standing of the complex spatial profiles of electron heating
and reactive species densities in industrial plasma reactors.
Such knowledge is of key importance for the development of
next generation of industrial plasma processes.
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