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1. INTRODUCTION 
The aim of this paper is to extend to time-varying linear retarded func- 
tional-differential equations (FDEs) the results on structural operators and 
duality which were obtained in recent years for autonomous linear FDEs 
[ 1, 6, 7, 18, 201. These results have become very useful, as they clarified the 
structure of the semigroups corresponding to linear FDEs and helped to 
characterize solutions of control problems associated with FDEs [24] and 
to develop, certain aspects of numerical approximation schemes 116, 171. 
Analogous results for general time-varying equations have not been 
available so far. Only in the special case of constant point delays there were 
some results in a paper by Delfour [S], but they were not stated in terms 
of structural operators. In the case of time-varying point delays, even the 
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question of existence of solutions with Lp initial functions did not have an 
adequate answer. 
In this paper the time-varying RFDEs are investigated in the setting of 
both the state space C of continious functions and the product space 
R” x Lp. In the C space two state concepts are investigated: the state given 
by the initial function and the state given by the forcing term. The duality 
theory is based upon these two concepts. What distinguishes the present 
approach from the previously existing ones [ 12, 13, 143 is the explicit use 
of two structural operators F(t) and G(t), their relations with the evolution 
operators and duality, as well as the results on strong continuity of all 
these operators. The latter results require an additional assumption on the 
original equation which cannot be omitted as shown by an example. 
In the setting of the product space MP = R” x Lp the following questions 
are investigated: the extendability of structural and evolution operators 
defined on the space C to product spaces, the strong continuity of these 
extended operators, the duality theory in product spaces, and the existence 
of a functional-differential djoint equation. 
The latter problem has particularly interesting aspects. It has been 
known that in the setting of the C space the adjoint equation is in general 
an integral equation of Volterra type, which in some special cases can be 
“differentiated.” By using our duality results we establish a link between the 
extendability of evolution operators from space C to MP and the existence 
of a functional differential adjoint equation. 
A surprising discovery of this paper is that the solution of all the 
problems mentioned above depends critically on a certain assumption 
about the original equation, which we call a “fundamental extendability 
hypothesis.” We give a general formulation of this hypothesis and show 
how it intervenes in the solution of these problems. We then translate the 
hypothesis into a number of concrete conditions related directly to 
equation parameters, in particular to the behavior of time-varying point 
delays. Some interesting features of this behavior and their relation to the 
form of the differential adjoint equation are exhibited in a few examples. 
In [4], the results of this paper are used in order to characterize 
solutions of optimal periodic control problems. 
2. STRUCTURE THEORY IN THE STATE SPACE OF 
CONTINUOUS FUNCTIONS 
2.1. Time- Varying Retarded Systems 
We consider the time-varying linear retarded functional-differential 
equation (RFDE) 
i(t) = L(t, XI), (2.1) 
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where x(t) E R” and x, is defined by 
X,(?) = x(t + t), -h<T<O, O<h<co. 
We assume that 
(Hl) (i) there exists a function rn(.)~L,‘,,( - 00, co) such that for 
almost all t E R and all $ E C[ -h, 0; R”] 
iL(h $)I Gmtt) tk&--h,O,R"], (2.2) 
(ii) for every dEC[-h,O;R”], the function t+L(t,d), tER, is 
measurable. 
LEMMA 2.1. Suppose that L satisfies hypothesis (H 1). Then there exists 
a n x n matrix valued function n( t, 7) with the following properties. 
(i) For every t E R the function n(t, .) ENBV[ -h, 0; R”], i.e., n(t, .) 
is of bounded variation and normalized in the sense that n(t, 7) is left 
continuous in 7 for -h < 7 < 0, n( t, 7) = 0 for 7 > 0, and n( t, z) = n( t, -h) for 
7~ -h; 
(ii) For almost all t E R and all 4 E C[ -h, 0; R"] 
L(t, 4) = jc--h o, Cd,rl(t, 7)14(7); (2.3) 
(iii) n( ., .) is measurable on R x R. 
Proof. Without loss of generality we can assume that n = 1. The Riesz 
representation theorem implies the existence of q with the properties (i) 
and (ii). Now fix z. E ( -h, 0] and define the sequence dk( .) E C[ -h, 0] as 
indicated in Fig. 1. Then for almost every t E R 
rj(t, zo) = lim k-co C--ho, C4vk 7)l h(7)=>;ma W h) I , 
and therefore the function r](., 7) is measurable for every 7 E [ -h, 01. This 
implies that the function 
rl+(t, 7)=z+R, v(t, .I 
.r 
is measurable in t for every fixed 7 E [ -h, 01. Furthermore, this function is 
monotone in 7 and hence we can apply [2, Chap. V, Exercise 61 and 
obtain that q+ is measurable on R x R. The same arguments apply to 
y~-=q+-q and thus q=q+ - qP is measurable in R x R. This proves 
statement (iii). 1 
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FIGURE 1 
Remark. Let L satisfy (Hl) and let x(.)E C[t,-h, ti; R”], to< t,, be 
given. Then the functions 
I CQi-(b t)l x(t + Th t,<t<t,, L-h,01 
are in L’[to, tr ; R”] and depend in this space continuously on x(.) E 
CC?,-h, tl; R”]. 
A function x(.)~C[t~-/r, t,; R”] is said to be a solution of (2.1) if x(t) 
is absolutely continuous on the inverval [to, ti] and satisfies (2.1) for 
almost every t E [to, 1i-J. It has been shown in Hale [ 12, Chap. 61 that (2.1) 
admits a unique solution on the interval [to, ti] for every initial condition 
of the form 
where 4 E C[ -h, 0; R”], and for an additional forcing term in 
L’ [to, ti ; R”]. For our purposes we need a slightly stronger result. 
Integrating Eqs. (2.1), (2.4), we obtain 
x( to + s) = f”(s) 
Cd,ll(to+a,r)lx(to+o+r)da, s 2 0, (2.5) 
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where f’“( .) E C[O, t, - t,; R”] is given by 
Cd,rl(to + a, ~11 $(o + 5) da, ~30. (2.6) _ 
, 0 
, 
By the Remark after Lemma 2.1 this forcing term f*( .) is actually in 
W’S’[O, t, -t,; R”] and depends in this space continuously on 
4 E C[ -h, 0; R”]. Moreover, note that f’“(s) is constant for s > h. Hale’s 
result [12, p. 1421 implies that Eq. (2.5) admits a unique solution x(.) E 
W’*l[tO, t,;R”] for every f’“(.)~ W’~‘[O, t,-tto;Rn]. The next lemma 
extends this result to arbitrary continuous forcing terms f’“( +) E 
C[O, t, -to; R”]. 
LEMMA 2.2. Let (H 1) be satisfied. Then, for every f’O( -) E 
C[O, t, - to; R”], Eq. (2.5) admits a unique solution x(.) E C[to, t,; R”]. 
This solution satisfies the inequality 
Proof: Let us introduce the space X= C[O, t, - to; R”] and let 
T E 9(X) be defined by 
for 0 <s < t, - to and x( .) E X. We have to show that I- T is boundedly 
invertible. For this sake we introduce on X the equivalent norm 
IlX(~Ny =ocfyfl-to Ix(s)l CYST 
where y > 0 is chosen in such a way that the inequality 
, 11 
sup s m(o) da + e-YE I m(o) da < 1 tg<*<*, I--E 10 
holds for some E > 0. Then the following inequality holds for every 
SE [O, t, -to]: 
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IC~xl(s)l e-lq Ir,po,,, [d,q(t, + u, r)] x(u + 7) da eeys 
I 
S-E 
< m(t, + a) sup lx(t)1 da e-ys 
0 0<t<0 
+.I’ s--E 
m(to+ 0) ,5wo Ix(t)1 da epys 
. . 
,0+3--E 
6 
I 
m(t) dt 
( 
sup Ix(t)1 epy’ epYE 
10 octcs-& > 
+j 
to + s 
m(t) dt sup Ix(t)\ eeYt 
ro+s-s 0<t<s 
[, 
(0 + s 
< m(t) dt+ePYE 
tg+s--E jty m(t) dt] Ilx(~Nl,~ 
Hence T is a contraction with respect to 11 .IIY and therefore I- T is 
boundedly invertible. 
If x( .) is a solution of (2.5), then the following inequality holds, 
sup Ix(7)l d sup Iff0(7- to)l 
IO<T<l ,gQr<l 
+ s ’ m(s)( SUP 1x(7)1) & t,<tbt,, 10 fO<?<S 
and hence (2.7) follows from the generalization of Gronwall’s inequality in 
Hale [12, p. 15, Lemma 3.11. 1 
Remark 2.3. If the forcing term fro(.) of (2.5) is in W’~‘[O, t, - to; R”], 
then it follows from Remark 2.1 that the solution x( .) is in W1'l[to, ti; R”] 
and depends in this space continuously on fro(.) E W’,‘[O, t, - to; R”]. In 
particular, this implies the existence of a unique solution to (2.1), (2.4) for 
every initial function 4 E C[ -h, 0; R”]. 
The rest of this section is devoted to the problem of continuous 
dependence (of anything under consideration) on the initial time to. This 
turns out to be a surprisingly nontrivial problem. First note that the 
continuous dependence of the solutions of (2.1) and (2.4) on to has been 
shown by Hale [ 12, p. 41, Theorem 2.21: 
LEMMA 2.4. Suppose that (H 1) is satisfied, let to E R, T> 0, and 
q5EC[-h,O;R”] be given, and define x(t,to,d), to-hdt<t,+T, to be 
the unique solution of (2.1). Then 
lim [ sup (x(t+s; t, f$)-x(tO+s; to, d)l] =O. 
‘-10 O<s<T 
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The following simple example shows that the continuous dependence on 
to can break down for Eq. (2.5). 
EXAMPLE. Consider the RFDE 
i(t)=x(r-h(t)), (2.8) 
where 
! 
0, t<o, 
h(t)= t, O<t<l, 
1, t2 1. 
In this case assumption (H 1) is clearly satisfied. The integrated equation 
takes the form 
x(to+s;t~>f)=f(s)+j.;+~ x(t-h(t); to,f).~~,~,~)(t-h(t))dt. 
The solutions corresponding to f(s) = x0 are given by 
x(to + s; to, f) = 1 
(1 +s) x0, O<sd 1, if tO=O, 
x0, O<s,<l, ifO<t,<l 
and therefore do not depend continuously on to. 
In order to obtain the desired continuous dependence of the solutions of 
(2.5) on the initial time to, we need a further hypothesis. Let 1 < p < co. 
(H2) For all -co < to < t, < co, there exists a constant K> 0 such that 
c’ IUt, x,)1 .<K(,” 
UP 
Ix(t)1 p dt 
> 
(2.9) 
,,, - h 
for all xEC[to-h, t,; R”]. 
This hypothesis means that the map x + (L(t, x0, t E R) can be con- 
tinuously extended to a map from L&(-cc, co) into L:,,( - co, co). It 
plays a crucial role throughout this paper and will be discussed in detail in 
Section 3 and 4. 
LEMMA 2.5. Let (Hl) and (H2) be satisfied. Then the following 
statements hold. 
(i) For every 4 E C[ - h, 0; R”] the function f 'O(e) EC[O, h; R”] 
defined by (2.6) depends continuously on to. 
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(ii) For every f( .) E C[O, T, R”] the unique solution x(t, + .; to, f) of 
x x( to + a + r; to, f) do, Obs<T, (2.10) 
depends-in C[O, T; R”]-continuously on t,. 
Proof. (i) Let f”‘(.)~ C[O, h, R”] be defined by (2.6). Then it follows 
from the Remark after Lemma 2.1 that f’“( .) E W’*‘[O, h; R”] and, since 
VAR,ph,o, q(t, .)<m(t) we get 
I.m)l = I,-, ~ CMto + $3 ~11 4b + z) I s ) 
Gm(to+s) Il4IIC[--h,O;R”,. 
Therefore the functions f’“( .), a < to d b, are equicontinuous. Moreover, the 
following inequality holds for t G t’ and s > 0: 
I f’(s + t’ - t) -f”(S)1 
S+l’-f = II J CdAt + 0, r)ld(a + z) da 0 C-h,-41 
s 
- 
II 
Cd,v(t’+ a, ~)ld(a, z) da 0 [-h,-o] 
I’ ~ I
< 
J IJ 
CMt+a, z)l d(a+z) da 
G-h-7PI 
k /I,-,,, -o, 
[d,q(t’+a,r)][&a+r+t’-t)--&a+z)] da 
. ’ 
+Jci Ir,,--., CMt + a, 711 #(a + ~1 da 
~~~“m(r)d~.ll(l+~,~+‘m(r)d~ -hs~~,-,,Igl(r+t’-t)-#(r)l 
. . 
+K j-,:,, 14Wd~)1’p. 
This proves statement (i). 
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In order to prove statement (ii), suppose that a G to < b and note that, 
by (2.7), 
(i bfT Ilx(co + -; ?O? f)ll C[O,T;R”] 6 llfll C[O,T;R”] exp WC(T) dr =: c. II > 
Moreover, it follows from the Remark after Lemma 2.1 that 
x(t,+ .; to,f)-f(.)~ W’*‘[O, T;R”] and 
dm(t+s). sup Ix(to+o; to,f)l 
OGOCS 
QK.m(t+s). 
Therefore, the functions x(to + .; to, f) E C[O, T; R”], a < to <b, are 
equicontinuous. Moreover, the following inequality holds for a < t < r’ < b 
and O<s<T+t-t’: 
Ix(t’ + s; t, f) - x(t’ + s; t’, f)l 
d If(s+t’-t)-f(s)1 
s 
- 
Jj [d,q(t’ + (T, T)] x(1’ + g + T; t’, f) do 0 C-u.01 
+Jci I/[- O] [d,r/(t’+a, t)][x(t’+a+t; t,f)-x(t’+a+z; t’,fj] da 
+sI: Ii,.:,-.,-., 
[d,~(t’+o,z)]x(t’+o+z;t,f) da 
<~/.(s+I’-r)--f(s)[+Cj-~“m(z)dr+K[j-,” Ix(r;r,j)lndijla 
+ j: 
m(t’+o). sup Ix(t’+r;r,f)-x(t’+t;t’,f)ldo. 
OCTG-2 
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Applying again the generalization of Gronwall’s inequality in Hale [12, 
p. 15, Lemma 3.11, we obtain 
1X(?’ + s; t, f) - x(t’ + s; t’, f)l 
6 sup If(a+t'-t)-f(a)1 
O<O<S 
+ c 1" 1 (s 
t,+s 
m(~)dt+K.C.(t’-t)‘jP exp m(r) dz 
, I’ 
for 0 <S < T+ t - t’. This proves statement (ii). 1 
2.2. State Concepts and Structural Operator 
The most common way of introducing the state of a retarded functional- 
differential equation is to specify an initial function of suitable length which 
describes the past history of the solution. The corresponding state of 
system (2.1) at time t is the solution segment x, E C[ -h, 0; R”]. The evolu- 
tion of this state determines a family @(t, s), t B S, of bounded linear 
operators on C[ -h, 0; R”] defined by 
@(t, to)4 = x, E C[ -h, 0; R”], (2.11) 
where x(t), t 2 to-h, is the unique solution of (2.1) and (2.4). It is a direct 
consequence of Lemmas 2.2 and 2.3 that @(t, S) is a well-defined, strongly 
continuous evolution operator. More precisely, @(t, S) has the following 
properties (see also Hale [ 121). 
PROPOSITION 2.6. Let (H 1) be satisfied. 
(i) @(t, s) is a bounded linear operator on C[ -h, 0; R”] for all 
t, s E R with t Z s. 
(ii) @(t, t) = Zfor all t E R. 
(iii) @(t,s)@(s,r)=@(t,z)for t>s>r. 
(iv) For every compact interval [to, tI] c R there exists a constant 
Ma1 such that Il@(t,s)ll<Mfor t,ds<t<t,. 
(v) @(t, s)d is a continuousfunction on the domain {(t, s) E R* 1 t > s> 
for every q%EC[-h,O; R”]. 
An alternative state concept has been introduced by Miller [19] for the 
description of Volterra integro-differential equations. The basic idea is to 
define the state of the system to be an additional forcing term of suitable 
length which determines the future behavior of the solution. This state con- 
cept has been introduced independently by Bernier and Manitius [ 11, 
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Manitius [ 17 3, and Delfour and Manitius [7] for time-invariant RFDEs 
in the product space framework on the basis of a so-called structural 
operator F. Later on, the forcing function state concept was used by 
Diekmann [9, lo] to describe Volterra integral equations and time 
invariant RFDEs in the state space of continuous functions. (See also the 
work by Staffans, e.g., [22,23].) An extension to neutral system has been 
developed in Salamon [20] and Delfour and Karrakchou [6]. For time- 
varying RFDEs the only results in this direction can be found in Delfour 
[S] for a special class of equations with constant delays. 
In this paper we introduce the forcing function state concept for the 
integrated equation (2.5). More precisely, we define fro(.) E C[O, h; R”] to 
be the initial state of (2.5). The restriction to the interval [O, h] is justified 
from the fact that f@(s) =f@(h) for sa h if fro(.) is given by (2.6), i.e., 
results from the initial function x,, = 4 E C[ -h, 0; R”] of (2.1). However, 
we will allow for arbitrary continuous forcing terms f’“( .) E C[O, h; R”] and 
extend the function to [0, co) by defining S”(s) =f@(h) for s B h. 
The corresponding state at time t > t, can be obtained by applying a 
time shift to Eq. (2.5). The shifted equation takes the form 
x(t+S)=f’(S)+J; j-oo, [d,q(t o,r)]x(t+a+z)da, ~20, (2.12) 
where f’( .) E C[O, h; R”] is given by 
f’(s)=f’“(t+s-lo)+S,“‘-“S [d,q(t,,+s, z)] x(t,+a+t)do 
[-u,r-a-lo] 
(2.13) 
for 0 < s < h and again f’(s) =f’(h) for s > h. Note that the shifted forcing 
term f’( .) contains all the information from the past history of the solution 
at time t which is needed to determine the future behavior of the solution 
x( t + s), s >, 0. This forcing function f’( .) E C[O, h; R”] is considered to be 
the state of system (2.5) at time t 2 t,. The evolution of this state deter- 
mines the family Y( t, s), t 3 s, of bounded linear operators on C[O, h; R”] 
defined by 
Y(t, to)fQ=ffE C[O, h; R”], (2.14) 
where x(t), t 2 to, is the unique solution of (2.5) and f’(.) is defined by 
(2.13). 
PROPOSITION 2.7. Let (H 1) be satisfied. Then 
(i) Y( t, s) is a bounded, linear operator on C[O, h; R”] for all t, SE R 
with t 2 s, 
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(ii) Y(t, t)= Ifor all TV R, 
(iii) Y(u(ti, t) Y(t, to)= Y(u(ti, to) for t,a t> to, and 
(iv) For every compact interval [to, t,] there exists a constant A42 1 
such that I( Y(t, s)ll < M for t, < s < t d tl . 
(v) Zf (H2) is satisfied, then Y(t, s) is a strongly continuous operator 
on thedomain ((t,s)~R’\ t>s}. 
Proof The statements (i), (iv) follow from the definitions and Lemma 
2.2. Statement (v) is an easy consequence of Lemma 2.5. 
The relation between the two state concepts can be described by 
two structural operators F(t): C[ -h, 0; R”] + C(0, h; R”] and G(t): 
C[O, h; R”] + C[ -h, 0; R”]. The operator F(t,) maps the initial function 
4 E C[ -h, 0; R”] of (2.1), (2.4) into the corresponding forcing term 
fro(.) E C[O, h; R”] of (2.5) which is given by (2.6) and the operator G(t,) 
maps this forcing term f ‘“( .) into the corresponding solution segment 
X 10+h E C[ -h, 0; R”] of (2.5) at time t, + h. These two operators can be 
described explicitly by the formulas 
CF(fMl(s) = 4(O) + j; j,-, -03 CdAt + or 211 d(a + 7) da, (2.15) 
CG(t)-‘4l(s)=4(s--h)- j; jcpoo, [d,n(t+a, z)] qJ(a+s-h)do (2.16) 
for 0 <s < h and 4 E C[ - h, 0; R”]. By Lemma 2.2 the operator G(t)-’ is 
boundedly invertible and its inverse is the desired operator G(t). 
PROPOSITION 2.8. Let (Hl) be satisfied. Then the following statements 
hold. 
(i) The operator G(t): C[O, h; R”] + C[ -h, 0; R”] is bijective. 
(ii) Zf (H2) is satisfied, then the operators F(t) and G(t) are strongly 
continuous. 
(iii) @(t+h, t)=G(t) F(t), Y(t+h, t)=F(t+h)G(t). 
(iv) F(t) @(t, s) = Y(t, s) F(s), @(t + h, s + h) G(s) = G(t) Y(t, s), 
t > s. 
Proof Statement (i) has been shown above and statement (ii) follows 
from Lemma 2.5. The first equation in (iii) is an immediate consequence of 
the definition of the operators F(f) and G(t). The other equation follows by 
straightforward computation, and (iv) is an easy consequence. The equa- 
tion F(t) @(t, to) = Y(u(t, o) F(t,) can also be interpreted in the following 
way. If f ‘“( .) is given by (2.6), if x(t), t > t, - h, is the unique solution of 
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(2.1), (2.4), and iff’(.), t>tO, is defined by (2.13), thenf’=F(;(l)x,. This 
fact can be established directly. 
The relations of Proposition 2.8 can be summarized in Scheme 1. 
C[ -h, 0; It”] a C[O, h; I?“] C[ -h, 0; R”] 
C[ -h, 0; R”] nr, C[O, h, R”] c(r) C[ -h, 0; R”] 
SCHEME 1 
Finally, we remark that the operator F(t) is closely related to the 
“hereditary product” which has been used in Hale [ 12, p. 1511 for a special 
class of time-varying RFDEs with constant delays. The operator G(t) is 
related to the operator Q in Henry [ 131 and Hale [ 12, Chap. 61. A more 
detailed discussion of these relationships will be given in Sections 2.3 and 4. 
2.3. Duality 
In this section we give an interpretation of the adjoint operators F*(t), 
G*(t), @*(t, s), Y*(t, s) in terms of a certain transposed system which 
takes the form of a Volterra integral equation of the second kind. In order 
to give a concrete representation of the adjoint operators, we identify the 
dual space of C[ -h, 0; R”] with the space NBV[ -h, 0; R”] of normalized 
functions of bounded variation by means of the duality pairing 
gENBV[ -h, 0; R”], dEC[-hh,O;R”]. 
The normalization is g(0) =0 and left continuity on the open interval 
(-h, 0) for g E NBV[ - h, 0; R”]. Analogously the dual space of 
C[O, h; R”] will be identified with the space NBV[O, h; R”] via the pairing 
($, f) = fg [QT(s)] f(s), $ ENBV[O, h; R”]. The normalization here is 
$(h) = 0 and left continuity on the open interval (0, h). 
Let us first establish formulae for the operators F*(t): NBV[O, h R”] + 
NBV[ -h, 0; R”] and G*(t): NBV[ -h, 0; R”] + NBV[O, h; R”]. 
LEMMA 2.9. Let $ E NBV[O, h; R”] be given. Then the following 
equations hold for - h < z < 0 : 
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[F*(r)l(~) = WI - Ioh L-v? + t S,T-s)-qT(t+s,-s)] t,b(s)ds, (2.17) 
[G*(t)-‘$](T)=$(T+~)+ F” 11’(t+h+a,z-o)~((T+h)do. (2.18) 
Proof Follows using the unsymmetric Fubini theorem. 1 
The operators F*(t) and G*(t) are related to the transposed equation 
z(t)-z(t1)= -y+* CrlT(~, I- a)- ~?a, 1, - ~11 4cO dm, t<t,. 
(2.19) 
This equation is sometimes called the “formal adjoint equation” and has 
been used in the theory of functional-differential equations for a long time. 
Equation (2.19) admits a unique solution z(t) in the space 
NBV[ T, t, + h; R”], T< t for every final condition of the form 
z(t, + s) = Ii/(s), O<s<h, (2.20) 
where $ E NBV[O, h; R”] (see, e.g., Hale [ 12, p. 148, Theorem 3.11). This 
motivates the definition of the state of system (2.19) at time t < t, to be the 
solution segment z’ E NBV[O, h; R”] given by 
z’(s) = 
1 
z(t + s), OQs<h, 
0, s = h. 
(2.21) 
Equations (2.19), (2.20) can be rewritten in the form 
z(r,+r)=g’l(r)-S”~r(r,+a,r-a)z(t,+~)d~, T < 0, (2.22) 
7 
where g”( .) E NBV [ - h, 0; R”] is given by 
g”(T) = W) -1; CII’(fl+ s,r-s)--YIT(t,+~,-~)]~(~)d~ 
(2.23) 
= [F*(t~)‘hl(T)> -hdT<O. 
This shows that the dual of the forcing term operator is the forcing term 
operator for the adjoint equation. 
A comparison of formulae (2.18) and (2.22) shows that a function z(.) E 
NBV[t, - h, t, ; R”] satisfies (2.22) if and only if 
~~‘-~=G*(t~-h)g’l, (2.24) 
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where z”-~ ENBV[O, h; R”] is given by (2.21). Since G*(t, -h) is bijective 
(Proposition 2.8), this shows that Eq. (2.22) admits a unique solution for 
every g” E NBV[ -h, 0; R”]. As in Section 2.2, we may now define the 
forcing term g” to be the final state of Eq. (2.22). The corresponding state 
at time t < t, can be obtained by means of a time shift. The shifted equation 
takes the form 
Z(f+T)=g’(T)--So ~T(t+o,t-o)Z(f+~)da, z < 0, (2.25) 
7 
where g’( .) E NBV [ -h, 0; R”] is given by 
g’(z) = g”( t - t, + z) 
s 
0 
- qT(a, t+z-a)z(a)da, -h<r<O. (2.26) 
7 
The forcing term g’ of the shifted equation is now regarded as the state of 
system (2.22) at time t < t, . 
THEOREM 2.10. (i) Let + E NBV[O, h; R”] be given, let z(t), t < t, + h, 
be the corresponding solution of (2.19), (2.20), and let z’ E NBV[O, h; R”] be 
defined by (2.21). Then 
zl= Y*(t,, t)ll/, t<t1. (2.27) 
(ii) Let g( .) = g” E NBV[ - h, 0; R”] be given, let z(t), t < t,, be the 
corresponding solution of (2.22), and let g’ NBV[ -h, 0; R”] be defined by 
(2.26). Then 
g’=@*(t*, t)g”, t<t1. (2.28) 
Proof: Straightforward, but tedious computation. 1 
Remark 2.11. (i) The equation 
F*(t) Y*(t,, t) = @*(t,, t) F*(t,) (2.29) 
can now be interpreted in the following way. If g”( .) E NBV[ -h, 0; R”] is 
given by (2.23), if z(t), t < t, + h, is the unique solution of (2.19) and (2.20), 
and if g’( .) E NBV[ -h, 0; R”] is given by (2.26), then g’ = F*(t)z’. 
(ii) Let us introduce the shif operator J: C[ -h, 0; R”] + C[O, h; R”] 
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by [J#](s)=~(s--h), O<s<h. Then J*:NBV[O,h;R”] +NBV[-h,O;R”] 
is given by [J*+](r)=ll/(r+h), -h<r<O. Hence 
= cu+ Q(t)) J*ll/l(t), -h<t<O, 
where Q(t) E P’(NBV[ -h, 0; R”]) is the operator introduced by Henry 
[ 133. Hence 
Z+Q(t)= {(G(t-h)J)*}-‘. (2.30) 
This shows that the similarity relation in Henry [ 133 and Hale [ 12, p. 152, 
Thm. 4.11 is nothing more than the intertwining relation 
G*(r) @*(t, + h, t + h) = Y*(t,, t) G*(t,), (2.31) 
which has a natural interpretation in the framework developed above. 
We close this section with a commuting diagram summarizing Eqs. 
(2.29) and (2.31) (see Scheme 2). 
NBV[O,h;R"] =NBV[-h,O; R”] = NBV[O, h;R”] 
I 
Y-,r-h,r-h, OYI.S) V(GS) 
NBV[ - h, 0; R”] 
SCHEME 2 
3. STRUCTURE THEORY IN THE PRODUCT SPACE 
The structure and duality theory in Section 2 follows the traditional 
mode to take the space C of continuous functions as a state space. Though 
the “adjoint equation” is derived in a natural way, the basic disadvantages 
of state space theory in C remain untouched. The space C is not reflexive 
and the adjoint equation is, in general, not a differential-delay equation. 
Furthermore, the variation-of-constants formula for the inhomogeneous 
equation can only be understood in a generalized sense. This causes some 
difficulty, e.g., in control problems where the input operator does not have 
values in the state space C, but in a larger space. 
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For autonomous systems there is now a well-established way to over- 
come these problems. The state space C is embedded in the space MP and 
the operators describing the evolution of the initial function state x, and 
the forcing functions state f’ are shown to generate strongly continuous 
semigroups. Then the adjoint equation is again a retarded equation of the 
same type. 
In this chapter, we study a general class of time-varying retarded 
systems, for which both state concepts can be extended to MP spaces and 
develop the corresponding structure and duality theory. In the special case 
of time-invariant systems this theory is equivalent to the known structure 
theory just mentioned. 
In particular, the extendability of @ and Y to MP-spaces turns out to be 
equivalent to restrictability of @* and Y* to spaces of absolutely con- 
tinuous functions. Thus, differentiability of the adjoint equation is related 
to the MP-extendability property. In fact, if MP-extendability holds, the 
adjoint equation is a functional-differential equation, where the right-hand 
side is given by a linear continuous map L*(t) on W’J’[O, h; R”] (instead 
of C, as in (2.1)). 
3.1. Extendability to the Product Space 
In this section we consider the functional-differential equation (2.1) in 
the product space MP[ -h, 0; R”], that is, we want to allow for initial 
conditions of the form 
x(to) = do, x(to + 2) =41(T), -h<z<O, (3.1) 
where 4 = (4’, #‘)EM~[ -h, 0; R”]. For this purpose we need both 
hypotheses (Hl) and (H2) to be satisfied in order to give a meaning to the 
right-hand side of Eq. (2.1) in the case of discontinuous initial data. We 
consider 4 E MP[ -h, 0; R”] to be the initial state of (2.1) and define the 
state at time t > 0 to be the pair 
~Z(t)=(x(t),x,)~M~[-hh,O;R”]. (3.2) 
The time evolution of this state of the RFDE (2.1) can be described by an 
extended evolution operator @,+,(r, to) on the state space MP[ -h, 0; R”] as 
we will see below. Correspondingly we have the natural injection r of 
C[ -h, 0; R”] into MP[ -h, 0; R”] which maps 4 into rQ = (4(O), 4). 
In order to extend the forcing function state concept to the product 
space we consider the integrated equation (2.5) with the forcing term 
f’“( .) E L&JO, 00; R”] given by 
f”(s) = do+ j; J--k -a, Cd,v(to+v)l #‘(a+~)dc s>o. (3.3) 
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Here we have extended the function 4’ to all of R by defining d’(t) = 0 for 
r $ [ -h, 01. Note that the function f@(s) defined by (3.3) is absolutely con- 
tinuous on [0, h] and constant for s > h. We will consider the integrated 
equation (2.5) with more general forcing terms in Lf,,[O, co, R”] which 
are constant for s > h. These can be identified with pairs f = (f ‘, f ‘) 
MPIO, h; R”] via 
(3.4) 
We consider the pair f E MPIO, h; R”] to be the initial state of Eqs. (2.5), 
(3.4). Motivated by the development in Section 2.2 we define the state at 
time t > to to be the pair 
f(f) = (f’(h), f ‘) E MPCO, k R”1, 
where f’(.) E LL,[O, co; R”] is the forcing term of the shifted equation 
(2.12) given by 
x x( to + CT + r) do, O<s<h, 
(3.5) 
\ 
x x( to + CT + r) do, s 2 h. 
Note that this expression is obtained by inserting (3.4) into (2.13). We will 
see below that the evolution of the forcing function state j(f) of (2.5) can 
be decribed by an extended evolution operator YU,(t, to) on MPIO, h; R”]. 
Furthermore, the relation between the initial function z?(t) and the forcing 
function state j\(t) leads naturally to extended structural operators FM(r) 
and G,,,(t). More precisely, we have the relations 
i(t) = @,(t, s) i(s), 
fw = Yu,(t, &f(s), 
fw = F,(t) i(f), i(t+h)=G,(t)f(l) 
(cf. Section 2). Of course, we have to make sure that all the expressions in 
the above equations are well defined and that there exist unique solutions 
of (2.1), (3.1) or, respectively, (2.5). More precisely we have the following 
two lemmas. Their proofs are straightforward and omitted here. 
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LEMMA 3.1. Suppose that the hypotheses (H 1) and (H2) are satisfied. 
Then the following statements hold. 
(i) For every C$ EMP[ - h, 0; R”] there exists a unique solution 
x( .) E Lp[ to - h, t, ; R”] of (2.1), (3.1) which is absolutely continuous on 
[t,, t , ] and depends continuously on 4. 
(ii) For t,<s< t the operators F(t) and @(t, s) given by (2.15) and 
(2.11), respectively, admit unique continuous extensions 
F,,,,(t): MP[ -h, 0; R”] + MPIO, h; R”] 
QM(t, s): MP[ -h, 0; R”] + MP[ -h, 0; R”] 
satisfying 
zF(t) = FM(t)t, 
Kqt, s) = @&Jr, s)z. 
(3.6) 
(iii) The extended operators are untformly bounded in the region 
t,<s<t<t,-h. 
To extend the operators G(t) and $(t, s) to the space MPIO, h; R”], we 
consider Eq. (2.5) with arbitrary forcing terms in Lf,,[O, co; R”]. 
LEMMA 3.2. Suppose that the hypotheses (H 1) and (H2) are satisfied. 
Then the following statements hold: 
(i) For every f”‘E Lf,,[O, 00; R”] there exists a unique solution 
x( .) E L&[to, 00; R”] of (2.5) depending continuously on f ‘O. 
(ii) For t, < s < t < t, - h the operators G(t) and J/(t, s) given by (2.14) 
and (2.16), respectively, admit unique continuous extensions G,(t): 
MPIO, h; R”+ MP[ -h, 0; R”] and Y,(t, s): Mr[O, h; R”] -+ MPIO, h; R”] 
satisfying 
zG(t) = G,(t)z, 
zY(t, s)= !P,Jt, s)z. 
(3.7) 
(iii) The extended operators are untformly bounded in the region 
t,dsdt<t,-h. 
PROPOSITION 3.3. Suppose that (Hl) and (H2) are satisfied. Then the 
extended operators FM(t), G,(t), @,,,( t, s), l/l,& t, s) satisfy properties 
analogous to those stated in Propositions 2.62.8. 
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Proof. All the statements follow from the fact that zC is dense in MP 
and all the operators satisfy uniform bounds (Lemmas 3.1 and 3.2). 1 
3.2. Duality and Differentiability of the Adj’oint Equation 
The aim of this section is to show that under hypotheses (H 1) and (H2) 
the integral adjoint equation (2.19) can be transformed into a differential 
adjoint equation of the form 
i(t) = -L*(t, z’), (3.8) 
where z(.)E W1*y[to, tl+h;R”], z’(s)=z(t+s) for SE [0, h], and L*(t, -) 
is a bounded linear operator from W1,4[0, h; R”] into R”, for almost every 
t. This naturally leads us to consider a restriction of the state space 
NBV[O, h; R”] of Eq. (2.19) to the space W1*4[0, h; R”]. More precisely, 
we consider the injection I*: Wls4[0, h; R”] + NBV[O, h; R”] given by 
(3.9) 
An analogous injection can be defined for functions defined on C-h, 01. 
We are given the natural duality pairing between the spaces C[O, h; R”] 
and NBV[O, h; R”] as in Section 2.3 and the injections I and r*. Requiring 
that z* be a dual operator of 1 in the functional analytic sense forces us to 
identify the dual space of MPIO, h; R”] with W’,4[0, h; R”] via the duality 
pairing 
(vkf> Wh.MP = -V(4f"+Jbh $T(4f1(4& pF+q-1’1. (3.10) 
Similarly, we identify the dual space of MP [ - h, 0; R”] with W l,q [ -h, 0; R”] 
via the duality pairing 
(g, 4) WLB,,+fP = -8’(O) 4” + j”, k’(t) d’(T) dT. (3.11) 
These identifications have a tremendous advantage, namely the results of the 
previous section on extendability to the product spaces can be directly trans- 
lated via duality into results on restrictability of the adjoint equation to the 
Sobolev space W . l*q Each of the operators F(t), G(t), @(t, s) !P(t, s) has a 
continuous extension to the corresponding product spaces iff their dual 
operators F*(t), G*(t), @*(t, s), !P*( t, s) restrict to bounded linear operators 
on the corresponding W l,q spaces. In particular, under Hypotheses (H 1) and 
(H2) we have the existence of Q,(t, s) E Y( W’*4[ -h, 0; R”]), F*(t, s) E 
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~(w"'[o, h], R"), F&(t) E 9( W1,q[O, h; R"], W'pq[ -h, 0; R"]), G&(t) E 
Y( W’.y[ -h, 0; R”], W’.*[O, h; R”]) satisfying 
dqf(t, s) = @*(t, s) I*, 
I*YM(I, s) = Y’*(t, s) 1*, 
l*F*M(t) = F*(t) z*, 
t*G&(t) = G*(r) c*. 
This means that the adjoint equation (2.19) can in fact be studied in the 
state space W’,q[O, h; R”]. 
COROLLARY 3.4. Suppose that the Hypotheses (Hl) and (H2) are 
satisfied with 1 Q p < cc; Let l/p + l/q = 1, and let t, < t be given. Then for 
every Ic/ E W1,4[t,, t, + h; R”] the unique solution z(.) of (2.19), (2.20) lies 
in W1*y[t,,, t, + h; R”] and depends in this space continuously on I+%. 
In order to rewrite the integral equation (2.19) into a differential 
equation of the form (3.8) let us first assume that this transformation is 
possible and that L*(t, .) is a bounded linear map from C[O, h; R”] into R” 
for almost every TV [to, ti]. Then there exists a function q*(t, .)E 
NBV[O, h; R”] such that 
L*(b 9) = s,” Cd,rl*(t, 711 $(t) (3.12) 
for II/ E C[O, h; R”]. We assume that q*(., .) is a bounded measurable 
function, that q*(t,r)=O for r<O, q*(t,r)=q*(t,h) for r>h, and that 
q*(t, .) is right continuous on the interval (0, h). If @ E W’*4[0, h; R”] then 
we can rewrite (3.12) in the form 
L*(t, Ic/) = v*(t, h) r//(O) + j-1 Cv*(t, h) - v*(t, ?)I II/b, dr. (3.13) 
Every functional on W’~4[0, h; R”] can be represented in this form but the 
corresponding function v*( I, .) need only be in Lp[O, h; R” ” “1. Inserting 
(3.13) into (3.8) and integrating the latter equation we get 
+ s ,” [tl*(t,+a,h)-rl*(tl+a,e)]i(t,+a+e)de]da. 
(3.14) 
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Our aim is to show that under Hypotheses (H 1) and (H2) there exists 
a function q*(t, r) such that (3.14) is equivalent to (2.19). A suffkient 
condition for this equivalence would be that 
1 
I, th 
[~‘(a, t, -a) - qT(a, s-a)] z(a) da 
s 
= [,:’ [~*(a, h) z(a) + 1: Cv*(a, h) - rl*(a, 011 ifa + 0) de1 da (3.15) 
holds for all z(.) E W1’4[t,, t, + h; R”]. The next lemma characterizes the 
identity (3.15). 
LEMMA 3.5. Let q*(., .)E Lp’,[[tO, m)xR, R”““] be given such that 
q*(t,z)=Ofor T<O and q*(t, T)=q*(t, h)for s>h. Then (3.15) holds for 
all t, 2s~ t, and all z(.)E W1*q[tO, t1 +h; R”] ifand only if 
I 
, 
~*(a, t-a)da+ 
s I 
f 
qT(a, s-a) da = 0 (3.16) 
s 
for t, d s < 1. 
ProoJ: Let us fix t1 b to and redefine q*(t, .)=O for t> t,. Then (3.15) 
is equivalent to 
s r,thq*(a,h)daz(t,+h)-~“‘n~e~*(a,O-a)dai(B)dB s J 5 
r’+h = 
j c s 
?*(a, h) z(a)+ [I’+’ [~*(a, h)-q*(a,8-a)]i(B)d@ da 1 
= q*(a, h) z(a) + 1” [q*(a, h) - ?*(a, 0)] i(a + 6) d0 da 
0 1 
s t,ch = [q’(a, t, -a)-qT(a, s-a)] z(a)da s 
s 11 +h = boa, t1--)-VT a, s - a)] da z( t 1 + h) s 
rl+h 0 
- 
s I [qT(a, t,-a)-qT(a,s-a)] dai(8)d0. 5 s 
But this equation holds for all SE [to, tl] and all z(.) E W1*9[to, tl + h; R”] 
if and only if 
j’q*(a, t-a)da+j’ qT(a,s-a)da=jrqT(a, t-a)da (3.17) 
s s S 
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for to < s < t, and s < t < I, + h. For to < s < t < t, this identity is equivalent 
to (3.16) and therefore (3.16) is necessary for (3.15). Conversely, if (3.16) 
holds for to <s < t then we obtain for t 2 t, 
~“tJ*(a.t-a)da+~“IT(a,s-a)da 
s s 
= - f ’ q*(a, t-a)da 11 
s 
I 
= qT(a, t,-a)da. 
s 
But if ~*(a, .) is defined to be identically zero for a > t, then this identity 
is equivalent to (3.17) with t > t, . 1 
The existence of a function q*(t, r) which satisfies (3.16) can be obtained 
as a direct consequence of Hypothesis (H2). 
THEOREM 3.6. Suppose that Hypotheses (H 1) and (H2) are satisfied with 
p = 1 and let to E R be given. Then there exists a (unique) locally bounded, 
measurable function q*( t, T) E R” x “, t E R, z E R, such that 
(i) q*(t, r)=O for 7<0, 
(ii) q*(t, z) = q*(t, h) for z > h, 
(iii) Eq. (3.16) holds for s < t. 
ProoJ Let us fix t, > to. Then it follows from Hypothesis (H2) in 
connection with the Riesz representation theorem that for every t E [to, tl] 
there exists a function K( t)( .) = K,& t)( .) E L” [ to - h, t, ; R” x “1 such that 
K,,(t)(a) = 0 for a # [to - h, t] and 
1’ L(a, x,) da = s’ K,,(t)(a) x(a) da 
f0 10-h 
(3.18) 
for all x( .) E C[to - h, t,; R”]. It follows also from Hypothesis (H2) that 
esssup IIK(t)(a)llnxn= sup K(t)(a)x(a)da <K (3.19) 
to-hhaar, Il.e~)lll= 1 
for some constant K > 0 which is independent of t E [to, tl]. 
Now let us consider the columns of K(t)(.) as functions (in t) on the 
interval [to, t,] with values in L*[t,-h, t,; R”]. Equation (3.18) shows 
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that these functions are weakly continuous and therefore strongly 
measurable: 
K(.)EL2[to, t,,L2[to-h, tl;RnX”]] 
=L2[[to, t1] x [to-h, t,]; R”““]. 
The latter identity is standard in the theory of partial differential equations 
and can be established by using Fubini’s theorem in connection with the 
density of the continuous functions in both spaces. More precisely, there 
exists a square integrable function K(., .) on [to, ti] x [to - h, t,] with 
values in R”“” such that 
K(t, .)=K(~)EL’[~,,-h, t,; R”] 
for almost every t E [to, ti]. In particular K(t, r) is measurable on the 
square. Furthermore, it follows from (3.19) that 
1 ,+E 
4EZ I I 
S+E 
IK(z, a)] do dz G K 
I S--E 
for all t E [t,, ti 1, s E [t, - h, t I 1, E > 0. Since the Lebesgue points of the 
function K( ., .) are of full measure in the square [to, ti] x [to - h, ti] we 
conclude that K( ., .) is essentially bounded. Our next step is to establish 
the equation 
j-’ K(t,a)da+~rp(a,s-a)da=O 
s s 
(3.20) 
for t, < s 6 t. For this purpose we define ~(t, .) E 0 for t < t,,. Then 
it follows from (3.18) that the following equation holds for x(.) E 
W1’l[to - h, t; R”““] (compare the proof of Lemma 3.5) 
- I ’ 10 - h q(a,-h)dax(~,-h)-j~~~~ j-i q(a,8-a)dai(8)d@ 
, 
= 
1 [ 10 - h 
-I(al-h)x(a)+J~, Cd a,-h)-~(a, z)] f(a+z)dT da 1 
I I = Ua, x 1 da 43 
= I K(t, Co x(a) da) 10 - h 
= I ’ K(f,a)x(r,-A)+[’ r,, - h ~‘K(t,a)dai(8)d& to-h 0 
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This proves Eq. (3.20). Note that, up to a set of measure zero, the function 
K(& a) is uniquely determined by (3.20). Furthermore, K(t, S) is independ- 
ent of t for t 2 s + h or, more precisely, 
K( t, s) = K( i, s), s+h<t<i (3.21) 
In fact, it follows from (3.20) that 
K(t; s) - K(t, s) 
=$(a,s-a)da--$ j’tf(a,s-a)da 
J s 
d f 
=z I I 
~(a, s - a) da 
d i 
=ds f I da, -h) da, 
since t>s+h 
= 0. 
Putting things together we obtain that the function 
rl*(a, 7) = Kz(a + z, a), a2t,,r>t, (3.22) 
satisfies all the requirements of the theorem. We have to show that ?*(a, T) 
is independent of t,,. For this purpose we point out that as a consequence 
of (3.18) we obtain 
K&t, a) = K,,(tl, a) + K,(& a) (3.23) 
for t, < tl < t and a E R. This identity shows that for a > tl , a + t 2 t, G t, 
we get 
K,,(a+r,a)=K,,(a+t,a). I 
In conclusion we see that if (Hl) and (H2) hold with p = 1, then the 
integral adjoint equation (2.19) is equivalent to the differential adjoint 
equation (3.8), in which L*(t, +) is defined by (3.13), where q* can be 
obtained from (3.16). 
As a symmetric counterpart of this result, we can also rewrite the 
original RFDE 
i(t) = ut, x,), t2 t,, 
443 + 7) = 4(T), ze[-h,O] 
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as an integral equation, namely 
x(t)-x(t,)=~‘L(s,x,)ds 
10 
s I = to - h K&t, Cox(a) da
’ 
= 
[&-h(6 a) - K-/,(fo, @)I x(a) da, 
to ~ h 
where the latter equation follows from (3.23). By using (3.22) we obtain 
x(*)-x(*~)=~’ [~*(a, t-a)-~*(a, t,--a)]‘x(a)da. 
10 
(3.24) 
4. CHARACTERIZATION OF 
THE FUNDAMENTAL EXTENDABILITY HYPOTHESIS 
In this section we investigate concrete conditions on system matrix 
q( ., .), as well as, in a more specialized situation, conditions on the 
behavior of point delays hi(t) which guarantee that the fundamental 
extendability hypothesis is satisfied. In addition, we write a differential 
adjoint equation for the special case of equations with finitely many time- 
varying point delays which satisfy the conditions mentioned above, but do 
not necessarily make the functions t - hj( t) strictly increasing. 
4.1. A Condition for General Systems 
PROPOSITION 4.1. Let 1 <p < 00 and suppose that there exists 
k E LT,,( - co, co), l/p + l/q = 1, such that for all - CO < t, - h <a < b < 
tl < co 
s :I Irl(l,b-t)-q(t,a-t)~dt<~b k(t)dt. (4.1) (1 
Then the fundamental extendability hypothesis (H2) is satisfied. 
Proof: Observe that for x E C[to - h, t, ; R”], t E [t,,, tI], 
f(t):= s", d,dt, ~)x(t+T) 
I 
= d,rl(*, T - *I 4~) 
fl 
= d,rl(*, T - *I X(T). 
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Now let (a~}jN=, be a subdivision of [I,---, ti]. Then the Riemann- 
Stieltjes sums f” := CT= 1 [q(t, u,” - t) - ?(I, uy- 1 - t)] x($) converge for 
almost every tE [to, tl] to f(t). 
Since If “( .)I are measurable, nonnegative extended real valued 
functions, Fatou’s Lemma implies that 
s ,y If(t)1 dr <lim inf 1” ,. If"Wl dt. (4.2) 
However, using assumption (4.1) and Holder’s inequality, we find 
In the limit for N + co, we get from (4.2) the desired inequality 
d,rl(r, T) x(t + 711 dt G Il.% llk(.)ll,. I 
4.2. Composition and Integrubility 
In this subsection we study conditions on the functions 7: [to, tl] -+ 
L-70, ~~1 and a: [to, tl] + R under which the map 
x+a.x07 
defines a bounded linear operator from LP[z,, r,] into LP[t,, t,]. With 
these results we prepare the next section in which we investigate systems 
with point delays. 
THEOREM 4.2, Let k > 0 and 1 <p < 00 be given and suppose that 
7: [to, tll+ C7,, 7,1, a: [to, ?,I + R are measurable functions. Then the 
following are equivalent: 
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(i) Ifx(.) E LpCb r,] then a.x07~L~[t~, tl] and 
I” la(t) x(7(t))\” dt < KP 1” Ix(t)l” dz. 
Ill TO 
(4.3) 
(ii) For every open interval Zc [to, zI] the following inequality holds. 
s Ia(t dt GKPW- (4.4) r-,(,) 
Proof. Condition (4.4) follows from (4.3) by choosing x(.) = xl(.), the 
characteristic function of the interval Z. In order to prove the converse 
implication let A be a measurable set. Then 
Ia(t dt < ZPA(A). (4.5) 
For every E > 0 there exists an open set 13 1 A such that 1(B\A) < E. Since 
8 can be represented as a disjoint union of open intervals 0 = Uz r Ii, we 
get 
5 r-‘(a) Mt)l”dtG jrm,,,, 14t)lPdt= f j l4tIl p dt i=l r-‘(h) 
< f Kpn(Zi) = KP1(8) < KPr3(A) + KP&. 
i= I 
Hence (4.4) follows. 
As a consequence we have for every set Nc [TV, z,] with 2[N] =0 that 
s la(t)1 p dt = 0 r-‘(N) 
and hence a(t) = 0 for a.e. t E T-‘(N). 
The proof can be completed by proving (4.3) first for every simple 
functions and then for every element x of Lp. 1 
Our next result is a necessary condition for (4.4) in the case that the 
function r is absolutely continuous. 
LEMMA 4.3. Let the functions t: [to, tI] + [rO, z,] and a: [It,, tl] --f R 
be given and suppose that t is absolutely continuous and that (4.4) ho& for 
every open interval Z c [z,, z 1 1. Then the inequality 
1 
If( a- b(t)1 p KP (4.6) 
holds for almost every t E [to, tl]. 
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1 
a-- 
KP s r-‘(r[t,r+&]) ‘a(s)‘” ds 
1 
f 
I+E 
a- 
KP , 
I@)l p cb 
and therefore (4.6) follows if we divide this inequality by E and let E tend 
to zero. 1 
The following example shows that condition (4.6) is not sufficient to 
guarantee (4.4). 
EXAMPLE 4.4. Let a(r) z 1 and define r : [0, 1 ] + [ - 1, 1 ] by piecewise 
linear extension of ~(2~“) = (- 1)” 2-” for n = 0, 1, 2, . . . (Fig. 2). Then 
lZ( t)l = 3 for almost every t E [0, 1 ] and therefore (4.6) holds. But for every 
E > 0 the inequality 
jl(T-‘(-E, E))> c 2~/3 
2-n> E 
holds and hence (4.4) is violated. 
In the next lemma, we present a sullicient condition for (4.4) to hold 
under slightly stronger assumptions on the function r. 
FIGURE 2 
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LEMMA 4.5. Let the functions T: [to, tl] + [to, z,], CC: [to, tl] + R” be 
given, and suppose that z is absolutely continuous and that f(t) satisfies the 
inequality (4.6) for almost every t E [to, tl]. Furthermore, suppose that ? 
changes its sign only finitely many times. Then (4.4) holds for every open 
interval IC [z,, z,] (with a different constant k). 
Proof Without loss of generality we can assume that i(t) 2 0 for 
almost every TV [It,, tl] and hence, by (4.6), i(t)2KeP Ia(t) Then the 
following inequality holds for r0 d a Q b < t, : 
Jcl(t)l p dt < K” J;:,“:’ i(t) dt = KP(b -a). 
(0 
This proves (4.4). 1 
Our final counterexample shows that r need not be piecewise monotone 
in order to establish the inequality (4.4) even if u(t) = 1. 
EXAMPLE 4.6. Let a(t) = 1 and define T: [0, l] -+ [ - 1, l] by piecewise 
linear extension of ~(2~“) = (- 1)” F for n = 0, 1,2, . . . (Fig. 3). On the 
interval [2-“-l, 2-7 the slope of this function o has the absolute value 
2(2P”)-2(2P”-‘) g=+JF 
2-n-.--npl 2-n-1 =(2+J2)J2”. 
FIGURE 3 
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Hence the following inequality holds for every open interval ZC [ - 1, 11: 
A(Z) m 1 n A(z-‘(I)) <- 
2+J?.=o J2 I( > 
= A(Z). 
Therefore (4.4) holds with K= 1. 
4.3. Systems with Time-Varying Point Delays 
In this section we make use of the results in the previous section in order 
to investigate retarded systems with point delays described by 
i(t) = i A,(t) x(t - h,(t)), tat,, (4.7) 
j=l 
where Zj c [to, tl] are closed intervals, the coefficient matrices Aj: Z, + R”“” 
are integrable, and the delays hi: Zj + [0, h] are Lipschitz continuous and 
satisfy the inequality 
&< 11 -hj(t)l <l/E (4.8) 
for some E > 0 and almost every t E Zj. Furthermore we assume that the 
functions 1 - /zj( t) do not change their sign on Zj, that is 
(1 - I;,(t))( 1 - hj(S)) > 0, t, s E zj. (4.9) 
Then the requirements of Lemma 4.5 are satisfied and therefore the RFDE 
(4.7) satisfies Hypotheses (H 1) and (H2) of Section 2. In order to derive 
the adjoint equation in the context of Section 3, let us first define the closed 
intervals 
Z,+={t-h,(t)\ tEZ,}n[t,-h,t,]. (4.10) 
LEMMA 4.7. For every j E { 1, . . . . N} there exists a unique function 
h,* : ZJT + [0, h] such that 
hF(t - h,(t)) = hi(t), tezj. (4.11) 
These functions also satisfy 
h,(s + h?(s)) = h,*(s), s E z,+, (4.12) 
Z,= {s+h,*(s) 1 XI/*}, (4.13) 
1 + Z+(s) = 
1 
1 -I;i(s+hj*(s)) 
E Cc, l/&l. (4.14) 
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Proof: It follows from (4.8) that the function fi( t) = t - h,(t) from Ii into 
I,? is strictly monotone and therefore continuously invertible. The functions 
hi*(s)=f,y’(s)-s, s E I,?, 
of course satisfy 
I,= (f,?(s) ) Eli*} = {s+hi*(s) ( SEli*}, 
hi*(s) =f,y ‘(s) -fi(f,-l(s)) = h,(j-y’(s)) = h,(s + hi*(s)) CO, hl, 
h,*(t-h,(t))=h,*(jj(t))=f,:‘(f,(t))-fi(t)=h#). 
Differentiating the identity h,*(s) = h,(s+ h:(s)) we get 
I;j+Q) = I;,@ + h,*(s))( 1 + I;,*(s)) 
and hence 
(1 +&s))(l 4++h,?(s)))= 1, 
which proves (4.14). 1 
(4.15) 
Associated with the RFDE (4.7) are the functions 
r< -h,(t), ~EZ~, 
otherwise 
of bounded variation in r in the sense of Lemma 2.1. In order to construct 
functions Ylj*(t, z) of bounded variation in T which satisfy (3.20) we differen- 
tiate this expression and define 
q/qs, r-s)=f I * q,?(a, s - a) da (4.16) s 
for almost every s < t and Ir,*(s, 7) = 0 for T < 0. Then the next result shows 
that q,+(s, T) is in fact of bounded variation in r and therefore satisfies the 
requirements of Lemma 3.6. In particular it determines the differential 
adjoint equation. 
LEMMA 4.8. 
yli*(s, t) = 
Ajr(s + h,*(s))( 1 +@(s)), Oh,?(s), scIj, 
0, otherwise. 
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Proof: First consider the case that t - hi(t) is increasing and note that 
s < a - /$(a), a E z,, 
otherwise. 
Now let CI E Z, and s E ZT. Then s $ IX - hj(cr) if and only if s + h,*(s) G a. This 
implies 
* - A,%) x,,W da, 
s 
I s s+h,*(s)<, SEZ,?, 
vI,T(c(,s-a)da= 
i 
 + /q(s) 
3 locally independent of S, otherwise. 
Hence we obtain from (3.16) that 
qqs, t-s) = 
Af(s + hi*(s))( 1 + Q(s)), t-sah,*(s), SEZj*, 
0, otherwise. 
This proves the statement of the lemma in the case that t + h,(t) is 
increasing. The case of a decreasing function t + h,(t) can be treated 
analogously. 1 
Combining the previous result with Lemma 3.5 we obtain that the 
adjoint equation of (4.7) is described by the differential delay equation 
i(s) = - ; AT(s + h,*(s))( 1 + Z+(S)) z(s + h,*(s)), SE t,. (4.17) 
j=l 
This formula has also been derived in [12], with different methods. 
Remark 4.9. It remains an open problem to find necessary and 
sufficient conditions for the existence of an evolutionary system on MP, 
analogous to Delfour’s result for autonomous systems [25]. 
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