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Abstract
We consider solitary-wave solutions of equations of Benjamin–Bona–Mahony type. We
show that for a large class of equations of BBM type, there do exist stable sets consisting of
solitary-wave proﬁle functions. In the case of generalized BBM equations, we found that there
are proﬁle functions of stable solitary waves that are not the minimizers of the associated
variational problem. Such a phenomenon is not known to exist for equations of Korteweg–de
Vries type.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
This paper is concerned with the existence and stability of solitary-wave solutions
of the equations of the form
ut þ f ðuÞx þ Mut ¼ 0; ð1:1Þ
where u ¼ uðx; tÞ and f are real-valued functions, and M is a Fourier transform
operator deﬁned by
dMuðkÞ ¼ mðkÞuˆðkÞ;
where circumﬂexes denote Fourier transform and mðkÞ is a even and real-valued
function. The condition on mðkÞ assures that the operator M takes real-valued
functions to real-valued functions.
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Eq. (1.1) describes mathematically the unidirectional propagation of non-linear
dispersive waves. A prototypical example of an equation of type (1.1) is the well-
known Benjamin–Bona–Mahony (BBM) equation
ut þ ux þ uux  uxxt ¼ 0; ð1:2Þ
which occurs when f ðuÞ ¼ u þ u2
2
and mðkÞ ¼ k2: Eq. (1.2) was proposed in [7] as a
alternative to the Korteweg–de Vries (KDV) equation [16]
ut þ ux þ uux þ uxxx ¼ 0 ð1:3Þ
for modeling water waves of small amplitude and large wavelength. In all these
equations, u denotes a wave amplitude or velocity, x is proportional to the physical
distance and t is proportional to the elapsed time.
If the non-linear terms of Eqs. (1.2) and (1.3) are replaced by upux for p > 0; the
resulting equations (called the generalized KdV and generalized BBM equations)
read
ut þ ux þ upux þ uxxx ¼ 0 ð1:4Þ
and
ut þ ux þ upux  uxxt ¼ 0: ð1:5Þ
A solitary-wave solution of a wave equation such as (1.1) is a traveling wave
solution of the form uðx; tÞ ¼ fcðx  ctÞ where fc is a localized wave proﬁle
function, which in general depends on the wavespeed c: (Usually the condition that
fc be localized is interpreted to mean at least that fcðxÞ-0 as jxj-N:) Such a
solitary-wave solution is said to be stable if for every e > 0; there exists a d > 0 such
that if
jju0  fcjjod
then the solution of (1.1) with uð; 0Þ ¼ u0 satisﬁes
inf
yAR
-jjuð; tÞ  fcð þ yÞjjoe
for all tAR: (Here the norm is that of a Banach space in which the initial-value
problem for the equation is well-posed.)
The ﬁrst rigorous proof of the stability of solitary waves for an equation like (1.1)
was given for the KdV equation by Benjamin [6], and Benjamin’s proof was
subsequently improved by Bona to allow less restrictive hypotheses [8]. Later it was
proved by Weinstein [22] that the generalized KdV equation has stable solitary waves
for all po4:
A more general class of equations of KdV type of the form
ut þ f ðuÞx  Mux ¼ 0 ð1:6Þ
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was investigated by Bona et al. [9]. They showed that, if the solitary-wave solutions
exist for wavespeeds ranging over an interval and a certain linear operator associated
with the solitary wave has one negative simple eigenvalue and a simple zero
eigenvalue, then whether or not a solitary wave is stable is determined by the
convexity of a certain function of the solitary wave speed. When applied to (1.4),
their results show that all solitary-wave solutions of (1.4) are stable if po4 and all are
unstable if p > 4: (The case p ¼ 4 is still open; cf. [23]) The stability theory of [9] for
(1.6) has been extended to equations of type (1.1) by Souganidis and Strauss [21]. In
particular, in [21] it is shown that for the generalized BBM equation (1.5), all solitary
waves are stable when pp4; and when p > 4; there is a critical value of solitary wave
speed cr > 1; such that the solitary wave is stable for wave speed c > cr and unstable
for 1ocpcr:
In circumstances when the assumptions of the theory in [9,21] can be veriﬁed, the
results of these papers give sharp conditions for determining the stability or
instability of solitary-wave solutions of Eqs. (1.1) and (1.6). However, the
veriﬁcation of these assumptions does not seem to be easily accomplished for
general classes of symbols mðkÞ of the Fourier multiplier operator M; nor is it easy in
general to check whether the condition for stability holds for a given solitary wave.
Lions developed a general method to solve a class of variational problems which
do not satisfy the compactness conditions required for classical methods of solution
[17,18]. The centerpiece of this method is the concentration compactness lemma,
which states that every sequence of positive L1 functions whose L1 norms are held
constant has a subsequence with one of the three properties: vanishing, dichotomy or
compactness (cf. Lemma 2.6). Lions and Cazenave observed in [10] that the method
could be used to prove existence and stability of solitary waves for the non-linear
Schro¨dinger equation. The method has since been adapted by different authors to
handle a variety of model equations for water waves [1,11,13,14].
The typical setting for applying this method involves a constrained variational
problem whose functional to be minimized and constraint functional are invariants
of motion of the equation in question. The Euler–Lagrange equation of the
variational problem is the equation to be satisﬁed by the solitary wave proﬁle
functions. The concentration compactness lemma is used to determine if the set of
minimizers exists. If so, it is a set which consists of solitary wave proﬁle functions
and which is stable in the sense that if the initial data is close to the set, then the
solution to the initial-value problem will remain close to it for all time. This notion of
stability is in general broader (possibly weaker) than that mentioned above in that it
asserts the stability of a set consisting of possibly different solitary-wave proﬁle
functions rather than the stability of the set of translates of a individual solitary-
wave solution. If it is known that the set of minimizers consists of only translates of
discrete solitary-wave proﬁle functions, then the two notions of stability coincide.
Albert [1] and Albert and Linares [3] used the concentration compactness method
to study the solitary-wave solutions of Eq. (1.6) and obtained existence and stability
results for a general class of functions mðkÞ: We apply the method to Eq. (1.1) and
obtain similar results, which can be summarized as follows.
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Suppose f ðuÞ ¼ u þ upþ1
pþ1; where p > 0 is an integer, and p and mðkÞ satisfy the
following conditions:
A1. there exist positive constants A1 and r >
p
2
such that mðkÞpA1jkjr for jkjp1;
A2. there exist positive constants A2; A3 and sX1 such that A2jkjspmðkÞpA3jkjs
for jkjX1;
A3. mðkÞX0 for all values of k;
A4. mðkÞ is four times differentiable for all non-zero values of k; and for each
jAf0; 1; 2; 3; 4g there exist positive constants B1 and B2 such that
d
dk
 j
mðkÞ  mð0Þ
k
 
pB1jkjj for 0ojkjp1 ð1:7aÞ
and
d
dk
 j ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðkÞp
k
s
2
 !
pB2jkjj for jkjX1: ð1:7bÞ
Then we prove below in Theorem 2.2 and Corollaries 2.3–2.5 that for every q > 0
there exists a non-empty set of Gq consisting of solitary-wave proﬁle functions g
having positive wavespeeds and satisfyingZ
g2
2
þ g
pþ2
ðp þ 1Þðp þ 2Þ

 
dx ¼ q;
and for every e > 0 and gAGq there exists a d > 0 such that if
jju0  gjjs
2
od;
then the solution uð; tÞ of Eq. (1.1) with uðx; 0Þ ¼ u0 satisﬁes
inf
gAGq
jjuð; tÞ  gjjs
2
oe
for all values of t: (Here jj  jjs
2
denotes the norm in the L2-based Sobolev space H
s
2ðRÞ:)
We remark that (1.7a) is satisﬁed if the derivatives of mðkÞ up to order ﬁve are
bounded on ð0;K 
 for some K > 0; and conditions A1–A4 are satisﬁed, for example,
if mðkÞ ¼ a1jkjb1 þ a2jkjb2 þ?þ anjkjbn where a1;y; an > 0; 1pb1ob2o?obn;
and po2b1: In particular, Theorem 2.2 applies to the generalized BBM equation
(1.5) in which mðkÞ ¼ k2; when po4:
If condition A1 is replaced by the condition that mðkÞ be a non-decreasing
function of jkj; then for any integer p > 0; there exists a qX0 such that the above
existence and stability result holds for all q > q0: Moreover, if f ðuÞ ¼ upþ1pþ1; then
condition A1 can be dropped, so that for every positive integer p; Gq exists for all
q > 0 if mðkÞ satisﬁes conditions A2–A4. If p is odd, Gq also exists for all qo0:
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We will use the method of concentration compactness to establish the existence
and stability result when mðkÞ satisﬁes conditions A1–A4 in Section 2. Our
variational problem bears similarities to that in [11], in which the existence of
solitary-wave solutions of Benjamin-type equations is studied, and we adapt some
ideas of theirs in dealing with vanishing and dichotomy. Our assumptions (1.7a) and
(1.7b) on mðkÞ; like those in [1], are a result of resorting to Theorem 35 of [12], which
provides commutation estimates for the associated Fourier multiplier operator M: In
Section 3, we prove an existence and stability result for the case when mðkÞ is a non-
decreasing function of jkj; p is a an arbitrary positive integer, and mðkÞ satisﬁes
conditions A2–A4. Then we apply our result to the generalized BBM equation (1.5).
We recover the above-mentioned stability results of Souganidis and Strauss, except
that for p > 4 our method fails to apply to solitary waves with wavespeeds c in the
range crocop4: Finally, in Section 4, we discuss the situation when f ðuÞ ¼ u
pþ1
pþ1; and
give an example of how, by using techniques from [3,11], our method may be applied
in cases where the Fourier multiplier operator M has a symbol that is not everywhere
positive.
The notation used in this paper is the standard notation used in the literature
on partial differential equations. The set of all real numbers is denoted by R and
that of all natural numbers by N: The support of a function f is denoted by
supp f ; and BR denotes the ball of radius R in R centered at zero. If A and B
are two subsets of R; the distance between them is deﬁned to be inffjx  yj; xAA
and yABg and is denoted by dist ðA;BÞ: If X is any Banach space and T > 0;
then Cð0;T ; XÞ is the space of continuous mappings of the interval ½0;T 
 into X :
The value T ¼N is allowed in this deﬁnition. If k is a positive integer, Ckð0;T ; XÞ is
the subspace of Cð0;T ; XÞ of functions whose ﬁrst k derivatives also lie in
Cð0;T ; XÞ; also CNð0;T ; XÞ ¼ TNk¼1 Ckð0;T ; XÞ: We use j  jp for the norm in
LpðRÞ and jj  jjs for the norm in the L2-based Sobolev space HsðRÞ: An integral over
the set of all real numbers is denoted by
R
; while an integral over a subset of R; say
½a; b
; is denoted by R½a;b
 : The Gamma function GðsÞ is deﬁned for any s with
Re s > 0 by
GðsÞ ¼
Z N
0
etts1 dt:
Finally, if a is a quantity depending on a small parameter e > 0; we write aBe if
lime-0
a
e exists and is non-zero, a ¼ oðeÞ if lime-0 ae ¼ 0; and a ¼ OðeÞ if there exists a
constant C such that jajpCe for sufﬁciently small e:
2. Stability theory for po2r
In this section, we establish the existence of the stable set Gq consisting of solitary-
wave proﬁle functions for any q > 0; assuming that f ðuÞ ¼ u þ upþ1
pþ1 and that A1–A4
hold for p and mðkÞ:
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For information on well-posedness of Eq. (1.1), we refer readers to [2]. Here we
merely state the following theorem which is a consequence of Theorem 2 of [2].
Theorem 2.1. For any s > 0; if u0AH
s
2ðRÞ; then there exists a unique global solution
u ¼ uðx; tÞ of (1.1) with uðx; 0Þ ¼ u0 such that for 0otoN; the map t/uðx; tÞ lies in
CNð0;N; H s2ðRÞÞ:
Several invariants of Eq. (1.1) can be established by standard arguments. In
particular, it is easy to show that if uðx; tÞ is the solution described in Theorem 2.1,
then the functionals deﬁned by
EðuÞ ¼
Z
ðu2 þ uMuÞ dx ð2:1Þ
and
QðuÞ ¼
Z
FðuÞ dx;
where F 0ðxÞ ¼ f ðxÞ and Fð0Þ ¼ 0; satisfy EðuÞ ¼ Eðu0Þ and QðuÞ ¼ Qðu0Þ for all
tAR: In this section, since f ðuÞ ¼ u þ upþ1
pþ1; we deﬁne
QðuÞ ¼
Z
u2
2
þ u
pþ2
ðp þ 1Þðp þ 2Þ

 
dx: ð2:2Þ
A solitary-wave solution to Eq. (1.1) is a solution of the form u ¼ fcðx  ctÞ: The
wave proﬁle function fc then needs to satisfy
f ðfcÞ ¼ cðfc þ MfcÞ: ð2:3Þ
Eq. (2.3) can be obtained by substituting u ¼ fcðx  ctÞ into (1.1) and observing that
the resulting equation is true for all values of x and t:
Next we deﬁne a variational problem whose Euler–Lagrange equation corre-
sponds to (2.3). For any q > 0; deﬁne
Iq ¼ inffEðuÞj uAH
s
2ðRÞ and QðuÞ ¼ qg
and
Gq ¼ fuAH
s
2ðRÞj QðuÞ ¼ q and EðuÞ ¼ Iqg;
i.e., Gq is the set of minimizers of Iq: A minimizing sequence for Iq is any sequence
fung in H
s
2ðRÞ that has the property
QðunÞ ¼ q for all n
and
lim
n-N
EðunÞ ¼ Iq:
We can now state our main existence and stability theorem.
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Theorem 2.2. Suppose the assumptions A1–A4 are satisfied by p and mðkÞ: Then Gq is
non-empty for every q > 0: Moreover, for every minimizing sequence fung; there exists
a sequence of real numbers fyng; such that funð þ ynÞg has a subsequence that
converges in H
s
2ðRÞ to an element gAGq:
Before proving Theorem 2.2, let us see how it implies the existence and stability of
solitary-wave solutions. The arguments which follow are standard, and can be found
in, e.g., [1,10,13].
Corollary 2.3. If fung is a minimizing sequence for Iq; then un-Gq in H
s
2ðRÞ; i.e.,
lim
n-N
inf
gAGq
jjun  gjjs
2
¼ 0:
Proof. We ﬁrst show
lim
n-N
inf
gAGq
yAR
jjunð þ yÞ  gjjs
2
¼ 0:
If this is not true, then for some e > 0; there exists a subsequence funkg; such that
inf
gAGq
yAR
jjunkð þ yÞ  gjjs
2
Xe:
But funkg is itself a minimizing sequence, so the above inequality contradicts
Theorem 2.2.
Now for any yAR and gAGq;
jjunð þ yÞ  gjjs
2
¼ jjun  gð  yÞjjs
2
:
Since gð  yÞ is also in Gq; our equality follows. &
Corollary 2.4 (existence of solitary waves). Gq consists of solitary wave profiles.
Proof. We must show that elements of Gq are solutions of (2.3) for some c: If gAGq;
then by the Lagrange multiplier principle (see, e.g., [19]), there exists a lAR such that
dEðgÞ ¼ ldQðgÞ;
where dEðgÞ and dQðgÞ are the Frechet derivatives of E and Q at g: For any
fAH
s
2ðRÞ;
dEðgÞf ¼ lim
e-0
Eðg þ efÞ  EðgÞ
e
and
dQðgÞf ¼ lim
e-0
Qðg þ efÞ  QðgÞ
e
:
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Substituting (2.1) and (2.2) into the above equations and simplifying, we get
dEðgÞf ¼
Z
ð2g þ 2MgÞf dx
and
dQðgÞf ¼
Z
g þ g
pþ1
p þ 1
 
f dx:
Hence Z
ð2g þ 2MgÞf dx ¼ l
Z
g þ g
pþ1
p þ 1
 
f dx
for all fAH
s
2ðRÞ: It follows that
2g þ 2Mg ¼ l g þ g
pþ1
p þ 1
 
:
We see then that g is a solitary-wave proﬁle function with wave speed 2l:
To see l is positive, we apply dEðgÞ and dQðgÞ on g and getZ
ð2g þ 2MgÞg dx ¼ l
Z
g2 þ g
pþ2
p þ 1
 
dx:
We see that the left-hand side is equal to Iq: It then follows Lemmas 2.8 and 2.10 that
l > 0: &
Corollary 2.5 (stability of solitary waves). Gq is a stable set in the following sense: for
every e > 0 and gAGq; there exists a d > 0 such that if
jju0  gjjs
2
od;
then the solution uðx; tÞ of (1.1) with uðx; 0Þ ¼ u0 satisfies
inf
gAGq
jjuð; tÞ  gjjs
2
oe
for all tAR:
Proof. Suppose the theorem is false; then there exist a g0AGq and e0 > 0; such that
for every nAN; we can ﬁnd fnAH
s
2ðRÞ and tnAR such that
jjfn  g0jjs
2
o1
n
and
inf
gAGq
jjunð; tnÞ  gjjs
2
Xe0;
where unð; tnÞ is the solution of (1.1) with unð; 0Þ ¼ fn: Since fn-g0 in H
s
2ðRÞ; then
QðfnÞ-q and EðfnÞ-Iq: Hence Qðunð; tnÞÞ-q and Eðunð; tnÞÞ-Iq: Now choose
anAR such that Qðanunð; tnÞÞ ¼ q; then an-1: Thus
lim
n-N
Eðanunð; tnÞÞ ¼ lim
n-N
a2nEðunð; tnÞÞ ¼ Iq;
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i.e., fanunð; tnÞg is a minimizing sequence of Iq: Therefore, by Corollary 2.3, for
sufﬁciently large n there exists gnAGq such that
jjanunð; tnÞ  gnjjs
2
oe0
2
:
So
e0pjjunð; tnÞ  gnjjs
2
p jjunð; tnÞ  anunð; tnÞjjs
2
þ jjanunð; tnÞ  gnjjs
2
o j1 anjjjunð; tnÞjjs
2
þ e0
2
:
Contradiction is then reached when we let n-N: &
We now proceed to prove Theorem 2.2 using the method of concentration
compactness. Key to the proof is the following lemma of Lions.
Lemma 2.6 (Lions [17]). Let frng be a sequence in L1ðRÞ satisfying:
rnX0 on R and
Z
rn dx ¼ m;
where m > 0 is fixed. Then there exists a subsequence frnkg with one of the three
following properties:
(1) (compactness). There exists a sequence ykAR such that for every e > 0; there
exists RoN satisfying for all kAN:Z
ykþBR
rnkðxÞ dxXm e;
(2) (vanishing). For all RoþN;
lim
k-N
sup
yAR
Z
yþBR
rnkðxÞ dx ¼ 0
or
(3) (dichotomy). There exists %mAð0; mÞ such that for every e > 0; there exist k0X1
and two sequences of positive functions rð1Þk ; r
ð2Þ
k AL
1ðRÞ satisfying for kXk0:
jrnk  ðr
ð1Þ
k þ rð2Þk Þj1pe;Z
rð1Þk dx  %m
 pe;
Z
rð2Þk dx  ðm %mÞ
 pe;
distðsupp rð1Þk ; supp rð2Þk Þ-N:
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Remark. In the above Lemma, as remarked in [11], the condition
R
rnðxÞ dx ¼ m can
be replaced by
R
rnðxÞ dx ¼ mn where mn-m > 0:
Before applying Lemma 2.6, we need some preparation.
Lemma 2.7. If fung is a minimizing sequence, then there exist M > 0 and N > 0 such
that Npjjunjjs
2
pM for all n.
Proof. By assumptions A2 and A3 on mðkÞ; there exist positive constants C1 and C2
such that
C1ð1þ k2Þ
s
2p1þ mðkÞpC2ð1þ k2Þ
s
2 for all kAR:
So for any uAH
s
2ðRÞ;
C1jjujj2s
2
pEðuÞ ¼
Z
½1þ mðkÞ
juˆðkÞj2 dkpC2jjujj2s
2
: ð2:4Þ
Since limn-N EðunÞ ¼ Iq and C1jjunjj2s
2
pEðunÞ; fung is bounded in H
s
2ðRÞ:
To bound jjunjjs
2
from below, we write
Z
u2n
2
þ u
pþ2
n
ðp þ 1Þðp þ 2Þ

 
dx ¼ q:
So
1
2
Z
junj2 dx þ 1ðp þ 1Þðp þ 2Þ
Z
junjpþ2 dxXq;
hence
Ajjunjj2s
2
þ Bjjunjjpþ2s
2
Xq;
where the Sobolev imbedding theorem has been used, and A and B denote positive
constants independent of n: We then have
jjunjj2s
2
ðA þ Bjjunjjps
2
ÞXq:
Therefore
jjunjj2s
2
X
q
ðA þ BMpÞ;
so the desired N exists. &
Lemma 2.8. Iq > 0:
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Proof. By Lemma 2.7 and (2.4),
Iq ¼ lim
n-N
EðunÞX lim
n-N
C1jjunjj2s
2
XC1N2 > 0: &
Lemma 2.9. If q2 > q1 > 0; then Iq2XIq1 :
Proof. For any e > 0; there exists a function fAH
s
2ðRÞ such that QðfÞ ¼ q2 and
EðfÞoIq2 þ e: Since QðafÞ is a continuous function of aAR; then by the
intermediate value theorem we can ﬁnd AAð0; 1Þ such that QðAfÞ ¼ q1: Hence
Iq1pEðAfÞ ¼ A2EðfÞoEðfÞoIq2 þ e:
Since e > 0 is arbitrary, it follows that
Iq1pIq2 : &
Lemma 2.10. If fung is a minimizing sequence, then there exists a P > 0 such thatZ
upþ2n dxXP
for sufficiently large n.
Proof. Since fung is a minimizing sequence for Iq; it is also a minimizing sequence for
%Iq ¼ inff %EðuÞjuAH
s
2ðRÞ and QðuÞ ¼ qg; where
%EðuÞ ¼EðuÞ  2QðuÞ
¼
Z
uMu  2ðp þ 1Þðp þ 2Þ u
pþ2

 
dx:
Next we will show that %Iqo0: To see this, let f be a function such that QðfÞ ¼ q;R
fpþ2 dx > 0; and #fðkÞ is non-zero only in the set of values of k for which the
inequality mðkÞpA1jkjr of assumption A1 holds. (This can be done, for example, by
letting fðxÞ ¼ a sin oxox ; whose Fourier transform satisﬁes #fðkÞ ¼ apo for jkjoo and
#fðkÞ ¼ 0 for jkj > o; and appropriately choosing a and o:) For any y > 0; choose
a > 0 such that fyðxÞ ¼ afðyxÞ satisﬁes QðfyðxÞÞ ¼ q: ThenZ
1
2
a2f2ðyxÞ þ a
pþ2
ðp þ 1Þðp þ 2Þ f
pþ2ðyxÞ

 
dx ¼ q;
i.e.,
a2
Z
1
2
f2ðyÞ dy þ apþ2
Z
fpþ2ðyÞ
ðp þ 1Þðp þ 2Þ dy ¼ yq:
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Now
%EðfyðxÞÞ ¼
Z
mðxÞj #fyðxÞj2 dx  2a
pþ2
ðp þ 1Þðp þ 2Þ
Z
fpþ2ðyxÞ dx
¼ a
2
y
Z
mðyyÞj #fðyÞj2 dy  2a
pþ2
ðp þ 1Þðp þ 2Þy
Z
fpþ2ðyÞ dy
pA1a
2
y1r
Z
jyjrj #fðyÞj2 dy  2a
pþ2
ðp þ 1Þðp þ 2Þy
Z
fpþ2ðyÞ dy:
Letting y-0; we see a2By; so a
2
y1r
Byr and a
pþ2
y By
p
2: Since por
2
; yr is a higher order
inﬁnitesimal than y
p
2: So %EðfyðxÞÞ can be made less than 0 for sufﬁciently small y:
Hence %Iqo0:
The proof of the Lemma now follows by contradiction. Indeed, suppose the
conclusion of the Lemma to be false. Then
lim inf
Z
upþ2n dxp0;
and consequently
%Iq ¼ lim
n-N
Z
mðxÞjuˆnðxÞj2  2ðp þ 1Þðp þ 2Þ u
pþ2
n

 
dx
X lim sup  2ðp þ 1Þðp þ 2Þ
Z
upþ2n dx
 
¼  lim inf 2ðp þ 1Þðp þ 2Þ
Z
upþ2n dx
X 0;
which contradicts the result of the preceding paragraph. &
Lemma 2.11. For every q1 > 0 and every q2 > 0; Iq1þq2oIq1 þ Iq2 :
Proof. We ﬁrst show that for y > 1 and q > 0; IyqoyIq: Let ffng be a minimizing
sequence for Iq: Choose an > 0 such that QðanfnÞ ¼ yq; then
a2n
Z
1
2
f2n dx þ apþ2n
Z
fpþ2n
ðp þ 2Þðp þ 1Þ dx ¼ yq: ð2:5Þ
Since Z
1
2
f2n dx þ
Z
fpþ2n
ðp þ 1Þðp þ 2Þ dx ¼ q; ð2:6Þ
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we have
a2n ¼ y
a2nðapn  1Þ
qðp þ 1Þðp þ 2Þ
Z
fpþ2n dx:
Thus
IyqpEðanfnÞ ¼ a2nEðfnÞ
¼ y a
2
nðapn  1Þ
qðp þ 1Þðp þ 2Þ
Z
fpþ2n dx

 
EðfnÞ: ð2:7Þ
Since ffng is a minimizing sequence for Iq; then by Lemma 2.10,
R
fpþ2n dxXP for
some P > 0 when n is sufﬁciently large. We see, from (2.5) and (2.6), that there exists
e > 0 such that anX1þ e for sufﬁciently large n: Hence by (2.7) there exists an A > 0
such that, again for sufﬁciently large n;
Iyqpðy AÞEðfnÞ:
Letting n-N in the above inequality we obtain
Iyqpðy AÞIqoyIq:
Now, assuming without loss of generality that q1Xq2; we can use the result of the
preceding paragraph to write
Iq1þq2 ¼ Iq1ð1þq2q1Þ
o 1þ q2
q1
 
Iq1
p Iq1 þ
q2
q1
q1
q2
Iq2
 
¼ Iq1 þ Iq2 : &
The following lemma is from [4] (see Lemma 3.5 in [4] and Lemma 4.2 in [1]).
Lemma 2.12. We can write M ¼ M1 þ M22 where M1 and M2 are self-adjoint
operators on H
s
2ðRÞ with the following properties:
(i) there exists a positive constant A such that for every f in H
s
2ðRÞ and every y which
is in LNðRÞ and has derivatives y0 in LNðRÞ;
j½M1; y
f j2pAjy0jNjf j2;
where ½M1; y
f is defined to be M1ðyf Þ  yðM1f Þ:
(ii) there exists a positive constant A such that for every f in H
s
2ðRÞ and every y which
is in LNðRÞ and derivative up to order S ¼ ½s
2

 þ 1 in LNðRÞ;
j½M2; y
f j2pAjy0jNjf j2;
where ½s
2

 denotes the greatest integer less than or equal to s
2
:
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Proof. Since CN0 ðRÞ is dense in H
s
2ðRÞ; it sufﬁces to prove this lemma for fACN0 ðRÞ:
Choose wðkÞACN0 ðRÞ such that wðkÞ ¼ 1 for jkjo1 and wðkÞ ¼ 0 for jkj > 2: Let
m1ðkÞ ¼ wðkÞmðkÞ; m2ðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1 wðkÞÞmðkÞp : Deﬁne M1 and M2 by dM1uðkÞ ¼
m1ðkÞuˆðkÞ and dM2uðkÞ ¼ m2ðkÞuˆðkÞ; then M ¼ M1 þ M22 :
Let m˜1ðkÞ ¼ m1ðkÞ  m1ð0Þ ¼ wðkÞðmðkÞ  mð0ÞÞ: Deﬁne d˜M1uðkÞ ¼ m˜1ðkÞuˆðkÞ
and write M1 ¼ ddx T1; the symbol of T1 is then given by
s1ðkÞ ¼ wðkÞðmðkÞ  mð0ÞÞ
ik
:
It follows from (1.7a) that
sup
kAR
jkjj d
dk
 j
s1ðkÞ

oN;
for all jAf0; 1; 2; 3; 4g: Now Theorem 35 of [12] implies that there exists a positive
constant C such that
j½T1; y
f 0j2pCjy0jNjf j2:
Hence
j½M1; y
f j2 ¼ j½M˜1; y
f j2
¼ T1 d
dx
ðyf Þ  yT1 df
dx
  
2
p jT1ðy0f Þj2 þ j½T1; y
f 0j2
p jjT1jjjy0jNjf j2 þ Cjy0jNjf j2
¼Ajy0jNjf j2;
where A ¼ C þ jjT1jj:
Write M2 ¼ ð ddxÞST2; the symbol of T2 is then given by
s2ðkÞ ¼ m2ðkÞðikÞS :
It follows from (1.7b) that
sup
kAR
jkjj d
dk
 j
s2ðkÞ

oN
for all jAf0; 1; 2; 3; 4g: Again by Theorem 35 of [12], there exists C > 0 such that
j½T2; y
f 0j2pCjy0jNjf j2:
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Hence
j½M2; y
f j2 ¼ T2
dSðyf Þ
dxS
 
 yT2 d
Sf
dxS
  
2
¼ ½T2; y
 d
Sf
dxS
 
þ T2
XS
i¼1
aSi
diy
dxi
dSif
dxSi
 !

2
pA
XS
i¼1
diy
dxi
 
N
 !
sup
0pipS1
dif
dxi
 
2
 
pA
XS
i¼1
diy
dxi
 
N
 !
jjf jjs
2
;
where aSi are constants which come from Liebniz’ rule, and A is a positive constant
independent of y and f : The proof is then completed. &
Let rn ¼ u2n þ ðM2unÞ2 and mn ¼
R
rn dx Then there exist D1; D2 > 0 such that
D1jjunjj2s
2
p
Z
rn dxpD2jjunjj2s
2
:
By Lemma 2.7, there exist a real number m > 0 and a subsequence of frng; still
denoted by frng; such that
R
rn dx-m: Now by Lemma 2.6 and the remark
following it, there exists a subsequence of frng; still denoted by frng; for which
vanishing, dichotomy or compactness holds. In what follows, we will eliminate
vanishing and dichotomy, and we will see that compactness then leads to Theorem
2.2.
To eliminate the case of vanishing, we need the following lemma from [11].
Lemma 2.13. Let 1ppoN and 1pqoN: If fung is bounded in LqðRÞ; fu0ng is
bounded in LpðRÞ; and for some R > 0;
lim
n-N
sup
yAR
Z
jxyjpR
junðxÞjq dx ¼ 0;
then for all r > q; un-0 in L
rðRÞ:
Lemma 2.14. Vanishing does not occur.
Proof. If it does, then for every R > 0;
lim
n-N
sup
yAR
Z
jxyjpR
rnðxÞ dx ¼ 0;
thus
lim
n-N
sup
yAR
Z
jxyjpR
u2nðxÞ dx ¼ 0:
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Since fu0ng is obviously bounded in L2ðRÞ; by Lemma 2.13, un-0 in Lpþ2ðRÞ; and
this contradicts Lemma 2.10. &
Lemma 2.15. Assume the dichotomy alternative of Lemma 2.6 holds for rn: Then for
each e > 0 there is a subsequence of funðxÞg; still denoted by funðxÞg; a real number
%q ¼ %qðeÞ; a natural number n0; and two sequences of functions fuð1Þn g and fuð2Þn g in
H
s
2ðRÞ satisfying un ¼ uð1Þn þ uð2Þn for all n and for nXn0:
Qðuð1Þn Þ  %q ¼ OðeÞ;
Qðuð2Þn Þ  ðq  %qÞ ¼ OðeÞ;
EðunÞ ¼ Eðuð1Þn Þ þ Eðuð2Þn Þ þ OðeÞ;
where the constants implied in the notation OðeÞ can be chosen independently of n as
well as e: Furthermore,
Eðu1nÞX %mþ OðeÞ ð2:8aÞ
and
Eðu2nÞXm %mþ OðeÞ; ð2:8bÞ
where %m is as defined in Lemma 2.6.
Proof. We follow the general lines of the proof of Theorem 2.5 in [11]. By
assumption, for every e > 0; we can ﬁnd a number k0 and sequences of positive
functions frð1Þn g and frð2Þn g in L1ðRÞ satisfying for nXk0:Z
rð1Þn dx  %m
 pe;
Z
rð2Þn dx  ðm %mÞ
 pe; and
jrn  ðrð1Þn þ rð2Þn Þj1pe:
Moreover, without loss of generality (see the proof of Lemma 2.6 in [17]), we may
assume that rð1Þn and r
ð2Þ
n satisfy
supp rð1Þn Cðyn  Rn; yn þ RnÞ;
supp rð2Þn CðN; yn  4RnÞ,ðyn þ 4Rn;NÞ;
where ynAR and Rn-N: We then haveZ
Rnpjxynjp4Rn
rn dxpe;
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hence Z
Rnpjxynjp4Rn
½u2n þ ðM2unÞ2
 dxpe:
Choose z;fACNðRÞ such that 0pzðxÞ;fðxÞp1 for all x; zðxÞ ¼ 1 if jxjp2;
zðxÞ ¼ 0 if jxjX3; fðxÞ ¼ 0 if jxjp2; fðxÞ ¼ 1 if jxjX3; and z2 þ f2 ¼ 1 for all xAR:
Deﬁne ZACNðRÞ so that 0pZp1; ZðxÞ ¼ 1 for 2pjxjp3; and ZðxÞ ¼ 0 for jxjp1
and jxjX4: Let znðxÞ ¼ zðxynRn Þ; fn ¼ fð
xyn
Rn
Þ; and ZnðxÞ ¼ ZðxynRn Þ; and deﬁne u
ð1Þ
n ¼
znun; u
ð2Þ
n ¼ fnun; and wn ¼ Znun:
Since Qðuð1Þn Þ is bounded, there exists a subsequence of uð1Þn ; still denoted by uð1Þn ;
and a %q ¼ %qðeÞ such that Qðuð1Þn Þ- %q: Then, for sufﬁciently large n;
Qðuð1Þn Þ  %q ¼ OðeÞ:
Now let
f ðsÞ ¼ s
2
2
þ s
pþ2
ðp þ 1Þðp þ 2Þ for sAR;
and write
QðunÞ ¼
Z
jxynjp2Rn
f ðunÞ dx þ
Z
jxynjX3Rn
f ðunÞ dx
þ
Z
2Rnpjxynjp3Rn
f ðunÞ dx
¼
Z
jxynjp2Rn
ðuð1Þn Þ dx þ
Z
jxynjX3Rn
f ðuð2Þn Þ dx
þ
Z
2Rnpjxynjp3Rn
f ðunÞ dx
¼Qðuð1Þn Þ þ Qðuð2Þn Þ þ
Z
2Rnpjxynjp3Rn
 ½f ðunÞ  f ðuð1Þn Þ  f ðuð2Þn Þ
 dx: ð2:9Þ
We now claim that the last integral on the right-hand side of the preceding
equation is OðeÞ: To see this, ﬁrst note thatZ
2Rnpjxynjp3Rn
½f ðunÞ  f ðuð1Þn Þ  f ðuð2Þn Þ
 dx

pC
Z
½jwnj2 þ jwnjpþ2
 dx
pCðjjwnjj2s
2
þ jjwnjjpþ2s
2
Þ: ð2:10Þ
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Therefore it sufﬁces to show that jjwnjj2s
2
¼ OðeÞ: To see this, write
D1jjwnjj2s
2
p
Z
ðw2n þ wnM22wnÞ dx
¼
Z
½w2n þ ðM2wnÞ2
 dx
¼
Z
½ðZnunÞ2 þ ðM2ðZnunÞÞ2
 dx:
The ﬁrst term is small sinceZ
ðZnunÞ2dx ¼
Z
Rnpjxynjp4Rn
Z2nu
2
n dxpe:
To estimate the second term, writeZ
½M2ðZnunÞ
2dx
¼
Z
ð½M2; Zn
unÞ2 dx þ 2
Z
ZnM2un½M2; Zn
un dx þ
Z
Z2nðM2unÞ2 dx: ð2:11Þ
The last integral on the right-hand side of (2.11) may be estimated asZ
Z2nðM2unÞ2 dxp
Z
Rnpjxynjp4Rn
ðM2unÞ2 dxpe:
For the other two terms on the right-hand side of (2.11), we apply Lemma 2.12,
observing that Rn-N and fM2ung is bounded in L2ðRÞ: It follows then from (2.11)
that we can make
R ½M2ðZnunÞ
2 dx a quantity of size OðeÞ for sufﬁciently large n: This
completes our proof that jjwnjjs
2
¼ OðeÞ for large n; and from (2.9) and (2.10) we can
now conclude that
QðunÞ ¼ Qðuð1Þn Þ þ Qðuð2Þn Þ þ OðeÞ:
It then follows that
Qðuð2Þn Þ ¼ q  %q þ OðeÞ:
To prove the assertion of the Lemma concerning EðunÞ; begin by writing
Eðuð1Þn Þ ¼EðznunÞ
¼
Z
½z2nu2n þ znunM1ðznunÞ þ znunM22 ðznunÞ
 dx
¼
Z
z2n½u2n þ unM1un þ ðM2unÞ2
 dx þ
Z
znun½M1; zn
un dx
þ 2
Z
ðznM2unÞ½M2; zn
un dx þ
Z
ð½M2; zn
unÞ2 dx:
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In the last expression, all the terms that contain commutators are OðeÞ: Hence
Eðuð1Þn Þ ¼
Z
z2n½u2n þ unM1un þ ðM2unÞ2
 dx þ OðeÞ:
Similarly
Eðuð2Þn Þ ¼
Z
f2n½u2n þ unM1un þ ðM2unÞ2
 dx þ OðeÞ:
Adding the above equation then gives
EðunÞ ¼ Eðuð1Þn Þ þ Eðuð2Þn Þ þ OðeÞ
as desired It remains to prove (2.8). For (2.8a), we write
Eðuð1Þn ÞX
Z
½ðuð1n Þ2 þ ðM2uð1Þn Þ2
 dx
¼
Z
½ðznunÞ2 þ ðM2ðznunÞÞ2
 dx
¼OðeÞ þ
Z
z2n½u2n þ ðM2unÞ2
 dx
¼OðeÞ þ
Z
z2nrn dx
¼OðeÞ þ
Z
jxynjpRn
rn dx þ
Z
Rnpjxynjp4Rn
z2nrn dx
¼
Z
rð1Þn dx þ OðeÞ
X %mþ OðeÞ:
In obtaining the third equality in the above derivation, we used Eq. (2.11) with Zn
replaced by zn; and the fact that the ﬁrst two terms on the right-hand side of (2.11)
are quantities of size OðeÞ as Rn-N: Similarly,
Eðuð2Þn ÞX
Z
½ðuð2Þn Þ2 þ ðM2uð2Þn Þ2
 dx
¼
Z
½ðfnunÞ2 þ ðM2ðfnunÞÞ2
 dx
¼OðeÞ þ
Z
f2n½u2n þ ðM2unÞ2
 dx
¼OðeÞ þ
Z
f2nrn dx
¼OðeÞ þ
Z
jxynjX2Rn
rn dx þ
Z
Rnpjxynjp4Rn
f2nrn dx
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¼
Z
rð2Þn dx þ OðeÞ
Xm %mþ OðeÞ;
which concludes our proof. &
Lemma 2.16. Assume that dichotomy holds for rn: Then there exists q1Að0; qÞ such
that
IqXIq1 þ Iqq1 :
Proof. Let %q ¼ %qðeÞ be the function deﬁned in Lemma 2.15. Since Qðuð1Þn Þ is
bounded, the range of values of %qðeÞ remains bounded as e-0: Therefore, by
restricting ourselves to a sequence of values of e tending to zero, and choosing an
appropriate subsequence of this sequence, we may assume that %qðeÞ tends to a limit
q1 as e-0:
We wish to show that q1Að0; qÞ: To see this, we ﬁrst observe that it follows from
EðunÞ ¼ Eðuð1Þn Þ þ Eðuð2Þn Þ þ OðeÞ
that
Iq ¼ lim inf EðunÞXlim inf Eðuð1Þn Þ þ lim inf Eðuð2Þn Þ þ OðeÞ: ð2:12Þ
Suppose now that q1p0: Then for large n we have
Qðuð2Þn Þ ¼ q  q1 þ OðeÞ:
Let u˜
ð2Þ
n ¼ snuð2Þn ; where sn is chosen so that Qðu˜ð2Þn Þ ¼ q  q1: Then sn ¼ 1þ OðeÞ
and
Eðuð2Þn Þ ¼
1
s2n
Eðu˜ð2Þn ÞX
1
s2n
Iqq1X
1
ð1þ OðeÞÞ2 Iq;
where the last inequality is due to Lemma 2.9. It follows from (2.12) that
IqXlim inf Eðuð1Þn Þ þ
1
ð1þ OðeÞÞ2 Iq þ OðeÞ:
But from (2.8a) we have
lim inf Eðuð1Þn ÞX %mþ OðeÞ:
Hence we conclude that
IqX %mþ 1ð1þ OðeÞÞ2 Iq þ OðeÞ;
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and taking the limit as e-0 gives
IqX %mþ Iq > Iq;
which is a contradiction.
On the other hand, if it were true that q1Xq; then we would have Qðuð1Þn Þ ¼
q1 þ OðeÞ for large n; and an argument similar to that in the preceding paragraph
would show that (2.12) implies
IqX lim inf Eðuð2Þn Þ þ
1
ð1þ OðeÞÞ2 Iq1 þ OðeÞ
X ðm %mÞ þ 1ð1þ OðeÞÞ2 Iq þ OðeÞ;
and hence
IqXðm %mÞ þ Iq > Iq;
which is another contradiction. This completes the proof that q1Að0; qÞ:
Finally, we see from the above arguments that
IqX
1
ð1þ OðeÞÞ2 Iq1 þ
1
ð1þ OðeÞÞ2 Iqq1 þ OðeÞ;
and taking the limit in the above equation as e-0 gives
IqXIq1 þ Iqq1
as desired. &
Lemma 2.17. Dichotomy does not occur.
Proof. This follows immediately from Lemma 2.11 and Lemma 2.16. &
We can now complete the proof of Theorem 2.2. Let fung be any minimizing
sequence for Iq: Then by Lemmas 2.6, 2.13, and 2.17, we know that compactness
occurs. That is, there exists a sequence of real numbers fyng such that for any e > 0;
one can ﬁnd R > 0 for whichZ
jxynjpR
rn dxXm e for all n;
or, in other words, Z
jxynjXR
rn dxpe;
and hence Z
jxynjXR
u2n dxpe:
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Let u˜nðxÞ ¼ unðx þ ynÞ; then Z
jxjXR
u˜2n dxpe: ð2:13Þ
Since fu˜ng is a bounded sequence in H
s
2ðRÞ; then by the Rellich lemma, on every
bounded interval I there exists a subsequence of fu˜ng that converges to a function in
L2ðIÞ: This fact, together with (2.13), enables us to carry out a Cantor
diagonalization procedure to extract a subsequence of fu˜ng that converges to a
function g in L2ðRÞ:
To see this, let e ¼ 1
k
; kAN: Then there exists rk > 0 such thatZ
½rk ;rk 
c
u˜2n dxp
1
k
for all n: By Rellich’s lemma, for k ¼ 1; there exist a function g1 and a subsequence
of fu˜ng; denoted by fu˜1;ng; such that u˜1;n-g1 in L2½r1; r1
 andZ
½r1;r1
c
u˜21;n dxp1 for all n:
Inductively, for any kAN; there exist a function gk and a subsequence of fu˜k1;ngnAN;
denoted by fu˜k;ngnAN; such that u˜k;n-gk in L2½rk; rk
 andZ
½rk ;rk 
c
u˜2k;n dxp
1
k
for all n:
Now for each kAN; choose nk so that u˜nk belongs to the subsequence fu˜k;ngnAN and
satisﬁes
jju˜nk  gkjjL2½ri ;ri 
p
1
k
:
We claim that the sequence fu˜nkgkAN is Cauchy in L2ðRÞ: Indeed, for k; lXK ; we
have
ju˜nk  u˜nl j22 ¼
Z
ju˜nk  u˜nl j2 dx
¼
Z
½rK ;rK 

ju˜nk  u˜nl j2 dx þ
Z
½rK ;rK 
c
ju˜nk  unl j2 dx
p 2
Z
½rK ;rK 

ju˜nk  gK j2 dx þ 2
Z
½rK ;rK 

ju˜nl  gK j2 dx
þ 2
Z
½rK ;rK 
c
ðu˜nkÞ2 dx þ 2
Z
½rK ;rK 
c
ðu˜nl Þ2 dx
p 2
K2
þ 2
K2
þ 2
K
þ 2
K
;
which proves the claim. Therefore fu˜nkg converges in L2 to some gAL2ðRÞ:
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We will now show that gAGq and that a subsequence of fu˜nkg converges to g in
H
s
2ðRÞ: To do this, ﬁrst note that fu˜nkg also converges to g in Lpþ2ðRÞ; since
ju˜nk  gjpþ2pAjju˜nk  gjj1
2
pAjju˜nk  gjj
11
s
0 jju˜nk  gjj
1
s
s
2
pAjju˜nk  gjj
11
s
0 ;
where we have used standard Sobolev imbedding and interpolation theorems and the
fact that fu˜nkg is bounded in H
s
2ðRÞ: Since Qðu˜nkÞ ¼ q for all k; it follows that
QðgÞ ¼ q: Also, since fu˜nkg is bounded in H
s
2ðRÞ; then some subsequence of fu˜nkg;
which we also denote by fu˜nkg; converges to g weakly in H
s
2ðRÞ: But from
assumptions A2 and A3 on mðkÞ; it follows easily that the map u/EðuÞ12 deﬁnes a
norm on H
s
2ðRÞ which is equivalent to the standard norm. It then follows that
EðgÞ12plim inf Eðu˜nkÞ
1
2;
so
EðgÞplim inf Eðu˜nkÞ ¼ Iq:
Hence gAGq; and
lim
n-N
Eðu˜nk Þ
1
2 ¼ I
1
2
q ¼ EðgÞ
1
2:
It now follows from the fact that fu˜nkg-g weakly in H
s
2ðRÞ; the norm equivalency,
and the preceding equality that fu˜nkg-g in H
s
2ðRÞ:
3. Stability theory for general p
In this section, we prove the following theorem.
Theorem 3.1. Suppose p is an arbitrary positive integer, and suppose the assumptions
A2–A4 are satisfied by mðkÞ: Suppose also that mðkÞ is a non-decreasing function of
jkj: Then there exists q0 ¼ q0ðpÞX0 such that for all q > q0; Gq is non-empty, and is
stable in the sense of Corollary 2.5. (q0 is defined in Lemma 3.3.)
To prove Theorem 3.1, a new argument will be required to establish analogues of
Lemmas 2.9–2.11. We have the following three lemmas.
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Lemma 3.2. For yX1 and q > 0; IyqpyIq and %Iyqpy %Iq:
Proof. Let ffng be a minimizing sequence for Iq and let cnðxÞ ¼ fnðxyÞ: Then
QðcnðxÞÞ ¼ yq and a computation gives
EðcnðxÞÞ ¼ yEðfnðxÞÞ  y
Z
mðxÞ  m x
y
 h i
#fnðxÞ
 2 dx:
Since mðkÞ is a non-decreasing function of jkj; we have
EðcnðxÞÞpyEðfnðxÞÞ;
and hence
IyqpyIq:
Now since %Iq ¼ Iq  2q; then %Iyqpy %Iq for all yX1 and q > 0: &
Lemma 3.3. For all q > 0; %Iqp0: Moreover, either there exists a q0 > 0 such that
%Iq ¼ 0 for 0oqoq0 and %Iqo0 for all q > q0; or %Iqo0 for all q > 0 (in which case we
define q0 ¼ 0). In either case, the conclusion of Lemma 2.10 holds for any minimizing
sequence of Iq; provided q > q0:
Proof. First we show that %Iqp0 for all q > 0: To see this, let f be a positive function
in H
s
2ðRÞ such that 1
2
R
f2 dx ¼ q: Deﬁne fnðxÞ ¼ 1ﬃﬃnp fðxnÞ: Then
QðfnÞ ¼
1
2
Z
f2 dx þ 1
ðp þ 1Þðp þ 2Þn
p
2
Z
fpþ2 dx;
so QðfnÞ-q as n-N: But
%EðfnÞ ¼
Z
mðk=nÞj #fðkÞj2 dk  1
ðp þ 1Þðp þ 2Þn
p
2
Z
fpþ2 dx;
and the ﬁrst integral on the right-hand side tends to zero as n-N by the Dominated
Convergence Theorem, while the second integral also tends to zero as n-N:
Therefore limn-N %EðfnÞ ¼ 0; which shows that %Iqp0:
Now let S ¼ fq > 0j %Iq ¼ 0g: If S is empty, then %Iqo0 for all q > 0; so we may
assume S is non-empty. We claim that S is bounded above. To see this, ﬁx a positive
function f in H
s
2ðRÞ: For q > 0; choose a ¼ aðqÞ > 0 such that QðafÞ ¼ q: Note that
aðqÞ-N as q-N: Now
%EðafÞ ¼ a2
Z
fMf dx  2a
pþ2
ðp þ 1Þðp þ 2Þ
Z
fpþ2 dx;
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and hence %EðafÞo0 when q is sufﬁciently large. This shows that %Iqo0 for large q; as
desired.
Now let q0 ¼ sup S: Then it is easy to see from Lemma 3.2 that %Iq ¼ 0 for
0oqoq0 and %Iqo0 for q > q0:
Finally, if q > q0; then in either case %Iqo0; from which the conclusion of Lemma
2.10 follows as shown in the proof of Lemma 2.10. &
Lemma 3.4. If q > q0; q1 > 0; q2 > 0 and q1 þ q2 ¼ q; then IqoIq1 þ Iq2 :
Proof. We shall show %Iqo %Iq1 þ %Iq2 ; from which the Lemma follows immediately,
since %Iq ¼ Iq  2q:
We may assume that one of %Iq1 and %Iq2 is less than 0, say %Iq1 : (Otherwise, since
%Iqo0; then %Iqo %Iq1 þ %Iq2 is obvious.) Then the conclusion of Lemma 2.10 holds for
any minimizing sequence of %Iq1 : Therefore we can use the same argument as in the
ﬁrst part of the proof of Lemma 2.11 to show that Iyq1oyIq1 for all y > 1: Hence if
q1Xq2; then
%Iq ¼ %Iq1þq2
¼ %I
q1 1þq2q1
 
o 1þ q2
q1
 
%Iq1
¼ %Iq1 þ
q2
q1
%Iq1
p %Iq1 þ
q2
q1
q1
q2
%Iq2
¼ %Iq1 þ %Iq2 :
If q1oq2; then by Lemma 3.2, %Iq2pq2q1 %Iq1o0 and we can just interchange q1 and q2 in
the above argument. &
With Lemma 3.4 in hand, we can now complete the proof of Theorem 3.1
by following the proof of Theorem 2.2 and its corollaries. Lemmas 2.7
and 2.8 remain valid in our present situation, and in place of Lemma 2.11
we have Lemma 3.4. We can now rule out vanishing using Lemmas 2.12 and
2.13 as before (the proof of Lemma 2.13 is still valid, because when q > q0
we can substitute Lemma 3.3 for Lemma 2.10). To rule out dichotomy, we
note that Lemmas 2.14–2.16 still hold; and Lemmas 3.14 and 2.16 show that
dichotomy leads to a contradiction, provided q > q0: The proof then concludes as
before.
As an illustration of the application of Theorem 3.1, as well as some of its
limitations, we will in the remainder of this section consider the example of the
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generalized BBM equation (1.5), repeated here for convenience:
ut þ ux þ upux  uxxt ¼ 0:
The functionals of the variational problem associated with this equation are
EðuÞ ¼
Z
½u2 þ ðuxÞ2
 dx
and
QðuÞ ¼
Z
u2
2
þ u
pþ2
ðp þ 1Þðp þ 2Þ

 
dx;
and the functional %E now becomes
%EðuÞ ¼
Z
ðuxÞ2  2u
pþ2
ðp þ 1Þðp þ 2Þ

 
dx:
For the generalized BBM equation, if the set of minimizers Gq is non-empty in
H1ðRÞ for some q > 0; then for any gAGq; we have (see Corollary 2.4)
cg00 þ ðc  1Þg  g
pþ1
p þ 1 ¼ 0; ð3:1Þ
where c is used for 2l: That is, g is a solitary-wave proﬁle function with wavespeed c
and will be rewritten as fc in what follows.
For each c > 1; Eq. (3.1) has a solution which is unique up to a translation and is
given by
fc ¼ s sech
2
pðtxÞ;
where
s ¼ c  1
2
ðp þ 1Þðp þ 2Þ

 1
p
and
t ¼ p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  1
c
r
:
For ease of notation in what follows, we denote QðfcÞ by QðcÞ and %EðfcÞ by %EðcÞ:
A computation gives
QðcÞ ¼ 1
p
ðp þ 1Þðp þ 2Þ
2

 2
p
 ﬃﬃcp ðc  1Þ4p2p I 4
p
 
þ ﬃﬃcp ðc  1Þpþ42p I 2p þ 4
p
 
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and
%EðcÞ ¼ 4s
2t
p2
kðpÞI 4
p
 
 2s
pþ2
ðp þ 1Þðp þ 2Þt I
2p þ 4
p
 
;
where
IðpÞ ¼
Z
sechpðxÞ dx
and
kðpÞ ¼
R
sech
4
px tanh2x dxR
sech
4
px dx
:
From [20,15], we see that
IðpÞ ¼ Gð
1
2
ÞGðr
2
Þ
Gðrþ1
2
Þ
and
kðpÞ ¼ p
4þ p:
With the help of the above identities, one can show that %EðcÞo0 when c > p
4
; %EðcÞ ¼
0 when c ¼ p
4
; and %EðcÞ > 0 when c ¼ p
4
:
Suppose po4: By Theorem 2.2, Gq exists for all q > 0: In this case QðcÞ is an
increasing function on ð1;þN
; limc-1 QðcÞ ¼ 0 and limc-N QðcÞ ¼ þN: So for
any q > 0; Gq consists of only translates of fc with the unique speed c determined by
QðcÞ ¼ q: It then follows that the solitary waves are individually stable for all c > 1:
Next, suppose p ¼ 4: Then QðcÞ is again an increasing function on ð1;þNÞ; with
q0 ¼ lim
c-1
QðcÞ ¼ 1
p
ðp þ 1Þðp þ 2Þ
2

 2
p
I
4
p
 
;
and limc-N QðcÞ ¼ þN: Since QðcÞ > q0 for all c > 1; then Gq is empty for all
qpq0: For q > q0; there exists a unique solitary wave proﬁle with speed c > p4 ¼ 1
such that QðcÞ ¼ q: It then follows from %EðcÞo0 that %Iqo0: Hence, by Theorem 3.1,
Gq is non-empty for all q > q0 and solitary waves are individually stable for all c > 1:
Finally, suppose p > 4: Differentiating QðcÞ with respect to c gives
Q0ðcÞ ¼ 2ðp þ 4Þ ðp þ 1Þðp þ 2Þ
2

 2
p
I
4
p
 ðc  1Þ43p2pﬃﬃ
c
p
 ½ð8p þ 16Þc2  8pc  p2
:
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The only solution to Q0ðcÞ ¼ 0 that is greater that 1 is
cr ¼ p
2p þ 4 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ p
2
r !
;
and we see that Q0ðcÞ > 0 when c > cr and Q0ðcÞo0 when 1ococr: So QðcÞ
decreases on ð1; crÞ; achieves minimum value at cr and increases on ðcr;þNÞ; and for
any q > qr ¼ QðcrÞ; there are two numbers c1 and c2 such that 1oc1ocroc2 and
Qðc1Þ ¼ Qðc2Þ ¼ q: Also note that when p > 4
c0 ¼ p
4
> cr ¼ p
2p þ 4 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ p
2
r !
:
It is now clear that Gq does not exist for all qoqr: If q > q0 ¼ Qðc0Þ; %Iqo0; so Gq
exists. Of the two solitary wave speeds c1 and c2 with the property that 1oc1ocroc2
and Qðc1Þ ¼ Qðc2Þ ¼ q > q0; only c2 satisﬁes %Eðc2Þo0: Therefore, Gq consists of
only translates of the solitary wave proﬁle with wavespeed c2 and it follows that all
solitary waves with wavespeed greater then c0 are individually stable. Our next claim
is that %Iq ¼ 0 for 0oqpq0: For if not, by Lemma 3.3, %Iq would be negative and Gq
would be non-empty and contain translates of a solitary wave proﬁle of wavespeed c
satisfying %EðcÞX0 ( %EðcÞX0 for qoq0; %EðcÞX0 for q ¼ q0), which is a contradiction.
It then follows that Gq is empty for qoq0 and non-empty for q ¼ q0: Thus we can
extend our stability result by including c0 into the range of wavespeeds of stable
solitary waves. (Again, there are only translates of the wave proﬁle of speed c0 in Gq0 ;
since if c is the other wavespeed with QðcÞ ¼ q0; then %EðcÞ > 0:)
As mentioned in the introduction of this paper, in the case that p > 4; it was
proved by Souganidis and Strauss that the solitary waves are stable for all c > cr and
unstable for cpcr: We have, using a different approach, recovered the stability result
for wavespeeds greater than or equal to c0: Since Gq does not exist for qoq0; our
method is not able to show the stability of solitary waves for wavespeeds greater than
cr and less than c0: On the other hand, we have completely solved the variational
problem associated with the generalized BBM equation for all positive integer values
of p and all q > 0: It is also interesting to observe that while solitary waves with
wavespeed greater then cr are stable, the proﬁle functions of those with speed greater
than or equal to c0 are minimizers of the variational problem and the proﬁles of
those with speed less than c0 are not.
4. Further results
If f ðuÞ ¼ upþ1
pþ1; Eq. (1.1) reduces to
ut þ upux þ Mut ¼ 0: ð4:1Þ
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We are to minimize
EðuÞ ¼
Z
ðu2 þ uMuÞ dx;
where uAH
s
2ðRÞ is subjected to the constraint
QðuÞ ¼
Z
upþ2
ðpþ1Þðpþ2Þ dx ¼ q:
As before, we let Gq stand for the set of minimizers of EðuÞ subject to this constraint.
Theorem 4.1. Suppose f ðuÞ ¼ upþ1
pþ1; and mðkÞ satisfies assumptions A2–A4. Then for
every q > 0; Gq is non-empty, and is a stable set of solitary-wave solutions of (4.1), in
the sense of Corollary 2.5. If p is odd, then the result also holds for all qo0:
Proof. If q > 0; then all the lemmas that have been proved in Section 2 are still valid.
The ﬁrst condition was used to prove Lemma 2.10 and is no longer necessary, since
the lemma is obviously true. It is straightforward to modify the proofs of Lemmas
2.7, 2.11, and 2.15. The proofs for the other lemmas remain unchanged. The theorem
then follows in the same way as Theorem 2.2 and its corollaries.
For p odd and qo0; one simply notes that fung is a minimizing sequence for Iq if
and only if fung is a minimizing sequence for Iq; the result then follows from the
result for q > 0: &
The proofs of the stability results we have stated so far have relied on assumption
A3, the non-negativity of the symbol mðkÞ: We now give an example showing how
the theory may be adapted to a situation in which A3 does not apply. Consider the
equation
ut þ ux þ uux þ Mut ¼ 0; ð4:2Þ
where the symbol mðkÞ is given by mðkÞ ¼ k2  ajkj for ao2: The variational
problem for this equation is to minimize
EðuÞ ¼
Z
ðu2 þ uMuÞ dx
over the set all uAH1ðRÞ satisfying the constraint
QðuÞ ¼
Z
u2
2
þ u
3
6
 
dx ¼ q:
As before, we let Gq denote the set of minimizers, if any exist.
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Theorem 4.2. For every q > 0; Gq is non-empty, and is a stable set of solitary-wave
solutions of (4.2).
Proof. For this mðkÞ; there again exists C1 > 0 and C2 > 0 such that
C1ð1þ k2Þp1þ mðkÞpC2ð1þ k2Þ
for all kAR: So Lemma 2.7, with a replacement of H
s
2ðRÞ norm by H1ðRÞ norm, and
Lemma 2.8 are still true.
Let
%EðuÞ ¼EðuÞ  2 1 a
2
4
 
QðuÞ
¼
Z
k  a
2
 2
uˆðkÞj j24 a
2
12
u3ðkÞ

 
dk
and
%Iq ¼ inf fEðuÞjuAH1ðRÞ and QðuÞ ¼ qg:
We claim that %Iqo0: To prove this, it sufﬁces to ﬁnd a function f such that
QðfÞ ¼ q and %EðfÞo0: We construct such a f following the lines of similar
constructions in [3] and [5]. To begin with, we consider the case when q is small. Let
f ¼ fe ¼ ahðexÞðcos k0x þ eÞ;
where
hðxÞ ¼ 1
1þ x2;
e ¼ q2; k0 ¼ a2; and a is chosen such that QðfÞ ¼ q: By considering the behavior of
both sides of the equation of QðfÞ ¼ q for small e; one ﬁnds that aBe34 as e-0 (cf.
the proof of Eq. (3) in [3]; the presence of the cubic term in our expression for QðuÞ
does not affect this estimate). Therefore, the general computation made in the proof
of Theorem 2 of [3] applies without modiﬁcation in this case, and shows thatZ
k  a
2
 2
j #fðkÞj2 dk ¼ Oðe52Þ;
while Z
f3 dxXAe
9
4
for sufﬁciently small e; where A > 0: Hence there exists e0 such that %EðfeÞo0 for
eAð0; e0
: This proves that %Iqo0 for qAð0; q0
; where q0 ¼ e20: Now let f ¼ fe0 ; and
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let q be given such that qXq0: Since
R
f3 dx > 0; and QðfÞ ¼ R ðf2
2
þ f3
6
Þ dx ¼ q0; we
can ﬁnd bX1 such that QðbfÞ ¼ q: Then
%EðbfÞ ¼
Z
b2 k  a
2
 2
j #fðkÞj2  b3 4 a
2
12
 
f3ðkÞ

 
dk
pb2
Z
k  a
2
 2
#fðkÞj2  4 a
2
12
 
f3ðkÞ

 
dk


¼ b2 %EðfÞ
o 0;
and it follows that %Iqo0:
Now let fung be any minimizing sequence for the constrained variational problem,
and deﬁne rn ¼ u2n þ ðunÞ2x so that
R
rn dx ¼ jjunjj21: By passing to a subsequence, we
may assume there exists m > 0 such that
R
rn dx-m: The proof of Lemma 2.9 goes
through as before, and since we have established above that %Iqo0 for all q > 0; then
the argument in the last paragraph of the proof of Lemma 2.10 shows that the
statement of Lemma 2.10 still holds. This is enough for the proof of Lemma 2.13 to
be carried out as before, so we have shown that vanishing does not occur for fung:
To complete the proof of Theorem 4.2, then, it remains only to show that
dichotomy cannot occur for fung: For this, we ﬁrst note that Lemma 2.11 and its
proof remain valid. Next. instead of using the proof of Lemma 2.15, we can use the
argument given in the proof of Theorem 2.5 of [10] to show that the conclusion of
Lemma 2.15 still holds in the present situation. Finally, the proof of Lemma 2.16
proceeds as above in Section 2, and thus dichotomy is ruled out. &
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