Geometric Zeta Functions, $L^2$-Theory, and Compact Shimura Manifolds by Deitmar, Anton
ar
X
iv
:m
at
h/
95
03
21
6v
1 
 [m
ath
.D
G]
  7
 M
ar 
19
95
Geometric Zeta Functions, L2-Theory,
and Compact Shimura Manifolds
Anton Deitmar
Contents
1 Determinants, L2-Determinants 8
1.1 Determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 Ray-Singer Determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Fredholm Determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.3 Characteristic Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 L2-determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Von Neumann Dimension and Trace . . . . . . . . . . . . . . . . . . . . . 12
1.2.2 The Heat Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.3 The L2-Zeta Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Convergence of Determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1 Residually Finite Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.2 The Convergence Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.3 Convergence of Characteristic Functions . . . . . . . . . . . . . . . . . . . 18
1.3.4 Convergence of the Determinant . . . . . . . . . . . . . . . . . . . . . . . 21
2 Torsion and Euler Characteristic 24
2.1 Classical Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.1 General Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Combinatorial and Analytic Torsion . . . . . . . . . . . . . . . . . . . . . 24
2.1.3 Holomorphic Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Higher Torsion and Euler Characteristics . . . . . . . . . . . . . . . . . . . . . . 27
2.2.1 Determinants of Laplacians . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Twists and Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.3 Higher Euler Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.4 Lie Algebra Cohomology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 L2-Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1 L2-Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 The Geometry of Shimura Manifolds 38
3.1 The Geometry of Geodesics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.1 Geodesics on the Universal Covering . . . . . . . . . . . . . . . . . . . . . 38
1
CONTENTS 2
3.1.2 Geodesics ”Downstairs” . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Euler Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.1 On Higher Euler Characteristics . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 The Fundamental Rank . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 The Pseudocuspform Condition . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Haar Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4 Geometric Zeta Functions in the Rank One Case 46
4.1 The Zeta Functions of Selberg and Ruelle . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Rank One Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 K-separability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Selberg’s Zeta for Even Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 The Trace Formula for M-Types . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.2 The zeta function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Ruelle’s Zeta for Even Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5 Selberg’s Zeta Function for Odd Dimensions . . . . . . . . . . . . . . . . . . . . . 61
4.6 Ruelle’s Zeta for Odd Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 The Holomorphic Torsion Zeta Function 63
5.1 The trace of the heat kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 A Simple Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 The Rank One Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4 The Generalized Selberg Zeta Function . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4.1 The generalized Selberg zeta function . . . . . . . . . . . . . . . . . . . . 85
5.4.2 The generalized Ruelle Zeta Function . . . . . . . . . . . . . . . . . . . . 88
5.5 The holomorphic torsion zeta function . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Higher Fundamental Rank 91
6.1 ”Good” Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 The Heat Trace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3 Decomposition of The Lifted Heat Operator . . . . . . . . . . . . . . . . . . . . . 95
6.4 The Case of Odd Fundamental Rank . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.5 The Generalized Selberg Zeta Function . . . . . . . . . . . . . . . . . . . . . . . . 100
7 Dynamical Systems 102
7.1 Juhl’s Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1.1 The Hecht-Schmid Character Formula . . . . . . . . . . . . . . . . . . . . 103
7.1.2 Nice Test Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1.3 The Lefschetz Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 The Guillemin Conjecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
CONTENTS 3
8 The Functional Equation of Theta Series 107
8.1 The Rank One Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.2 Higher Rank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
INTRODUCTION 4
Introduction
Zeta functions encoding geometric information such as zeta functions of algebraic varieties
over finite fields or zeta functions of finite graphs will loosely be called geometric zeta functions
in the sequel. Sometimes the geometric situation gives one tools at hand to prove analytical
continuation, functional equation and an adapted form of the Riemann hypothesis. This works
as follows: The geometrical data is related to the fixed point set of an operator, this fixed point
set is considered as the local data. There is a Lefschetz formula relating these to the action of
this operator on a global object such as a suitable cohomology theory, thus expressing the zeta
function by determinants of the operator. This is what we will call a determinant formula.
This could have been the guiding idea when Selberg in 1956 [Sel] first defined a geometric
zeta function for compact Riemannian surfaces by now known as the Selberg zeta function. To
play the roˆle of a Lefschetz formula Selberg designed his by now famous trace formula which soon
was generalized to higher dimensional Shimura manifolds, i.e. quotients of symmetric spaces.
The generalization of the zeta function took somewhat more time.
In 1977 R. Gangolli [Gang] defined a zeta functions for all compact rank one Shimura man-
ifolds. In 1985 M. Wakayama defined twisted versions of these [Wak].
Up to this point all the work was formulated in terms of the harmonic analysis not obeying
the above philosophy and there was no such a thing as a determinant formula which would have
given a more comprehensive way to formulate results and deeper insights into the connection
between zeta functions and the topology of Shimura manifolds. Since the generalized Selberg
zeta functions have infinitely many zeroes it was clear that a determinant formula would require
a notion of a determinant of infinite rank operators. The latter was provided by the Ray-Singer
regularized determinant [RS-AT]. In 1986 D. Fried [Fr] proved a determinant formula for the
real hyperbolic spaces which are special symmetric spaces of rank one. Fried further showed that
certain products of the generalized Selberg functions in these cases give the Ruelle zeta function
of the geodesic flow. D. Ruelle had defined the zeta function carrying his name ten years earlier
in a more general context [Rue] where he was able to show the existence of a meromorphic
continuation but not very much more than that. Fried’s work however gave a determinant
formula and in that way a functional equation and the generalized Riemann hypothesis. Fried
showed that the special value at the center of the functional equation is given by a topological
invariant: the analytical torsion.
The extension to higher rank seemed impenetrable until in 1991 H. Moscovici and R. Stanton
[MS-2] found a way to circumvent the analysis of orbital integrals in that they used higher
supersymmetry arguments to provoke a cancellation in the terms of higher rank. Their approach
produced a kind of a Ruelle zeta function which still had analytic torsion as a special value.
Unfortunately this only worked for the symmetric spaces attached to SL3(R) or SO(p, q) with
pq odd.
In [D-Hitors] the author was able to extend their results to all Shimura manifolds of odd
dimension, defining higher twisted versions of the analytic torsion which showed up as special
values there. The present work will extend this to all Shimura manifolds and also give various
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other types of zeta functions in the higher rank situation. Apparently in even dimensions the
invariants to expect are not the analytic (resp. holomorphic) torsion numbers but quotients of
those and their analogues in the L2-theory of Atiyah [At]. The term L2-theory here means that
in constructing the invariants the usual trace is replaced by a certain ”canonical trace”. The
invariants thus arising are called L2-invariants.
Further sources for Selberg and Ruelle zeta functions are [BuOl], [Fr2], [Fr3], [Fr4], [Ju],
[MS-1], [Wak2], [Wak3], [Wak4]. For related other zeta functions read [Hash1], [Hash2], [Hash3].
The first Chapter contains an introduction to the theory of Ray-Singer determinants, their
L2-analogues and convergence theorems relating one to the other. In general it is an open
question whether Ray-Singer determinants in a tower of coverings do converge to their L2 ana-
logues, but this can be shown for determinant functions which also might be called characteristic
functions.
The second chapter introduces the reader to the classical, twisted and L2-torsion. In the
third chapter one finds some folklore concerning Shimura manifolds.
Chapter 4 contains a treatment of the two kinds of zeta functions in the rank one case. They
are expressed in a ”complete” determinant formula which also contains the ”factor at infinity”.
In chapter 5 one finds a definition of a zeta function for holomorphic Shimura manifolds
that has the holomorphic torsion as special value. Of particular neatness is the case where the
symmetric space is a power Hm, m ∈ N of the hyperbolic plane H, in which case the Euler
product is strikingly simple (sec. 5.2).
Holomorphic Shimura manifolds come from symmetric spaces of fundamental rank zero.
Chapter 6 deals with spaces of higher fundamental rank. In section 6.4 we give the appropriate
Ruelle zeta function and in 6.5 we find a generalization of the Selberg function to this setting.
In chapter 7 we present a different approach to the geometric zeta functions in the rank one
case which gives rise to some interesting speculations about possible generalizations.
In the 8th chapter we give the analytic continuation of theta functions which are somewhat
dual objects to the zeta functions in the following way: The geometrical zeta functions considered
here are defined by geometrical data (closed geodesics) and appear to have their singularities
(zeroes and poles) in spectral points (Laplace eigenvalues). The theta functions in turn are
defined by the very same spectral data and happen to have their singularities in the geometrical
data. The duality carries on in the proof that we give in that the functional equation of the
theta function is not gotten from the functional equation of the zeta function but from its Euler
product.
All Shimura manifolds considered here are compact. There is, however also a Selberg zeta
function in the noncompact case. The extension of the contents of this paper to the noncompact
case will be the subject of future work.
I thank U. Bunke, A. Juhl, M.Olbrich and K. Takase for valuable comments. This paper
was written during my stay at the MSRI at Berkeley in the special year on automorphic forms
1994/95. I thank the organizers for inviting me and all people there for generating a concentrated
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working atmosphere. Further I thank the staff for their continuous support and for giving me an
office with a terrific view to the San Francisco Bay.
I finally thank the Deutsche Forschungsgemeinschaft for financing this research.
Notation
We will write N,Z,Q,R and C for the natural, integer, rational, real and complex numbers.
By a virtual vector space we understand a formal difference V = V+ − V− of vector
spaces. If the components are finite dimensional, we define the dimension of V to be dim(V ) =
dim(V+)− dim(V−). An endomorphism A of virtual a virtual vector space V is a formal
difference A = A+ − A− where A± is an endomorphism of V±. We then define the trace and
the determinant of A as tr(A) = tr(A+)− tr(A−) and det(A) = det(A+)/det(A−).
When V = ⊕k∈ZVk is a Z-graded vector space we will automatically consider it as a virtual
vector space
V∗ = Veven − Vodd = ⊕kevenVk −⊕koddVk
and if both are finite dimensional we define
dim(V∗) = dim(Veven)− dim(Vodd).
For any Hilbert H space we denote by B(H) the algebra of bounded linear operators on H.
When we speak of an operator on a Hilbert H space this will usually mean a densely defined
possibly unbounded linear operator on H.
For a smooth vector bundle E over some smooth manifold we denote by C∞(E) the space of
smooth sections of E and if E is defined over a Riemannian manifold and equipped with a metric
we denote by L2(E) the Hilbert space of measurable sqare integrable sections of E modulo the
space of measurable sections vanishing outside a set of measure zero.
LetA be an abelian category. A complex over A is a sequence . . .→ E−1 → E0 → E1 → . . .,
where the Ej are objects of A and the differentials dj : Ej → Ej+1 satisfy djdj+1 = 0. A
complex is said to be positive, if E−j = 0 for j ∈ N and bounded from below, if there is a
j0 ∈ N such that E−j = 0 for j ≥ j0. A complex E is said to be finite, if there are a, b ∈ Z,
a ≤ b such that Ej = 0 for j < a or j > b. The number b − a + 1 is then called the length of
the complex E.
Let A denote an abelian category. The Grothendieck group G of A is the abelian group
generated by the set of isomorphism classes of objects in A, subject to the relations [A]− [B]−
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[C] = 0 for every exact sequence 0 → B → A → C → 0 in A. Every element x in G can be
written as x = x+ − x−, where x± ∈ A.
Lie algebras of real Lie groups G,H,K, . . . are denoted by the corresponding small case
german letters with index zero: g0, h0, k0 and their complexifications are denoted without any
index, so g = g0 ⊗ C.
For any locally compact group G we write Gˆ for the unitary dual, i.e.: Gˆ is the set of
equivalence classes of irreducible unitary representations of G.
Chapter 1
Determinants, L2-Determinants
In this chapter we give an introduction to the classical theory of Ray-Singer determinants and
the not so classical L2-determinants. We give a comparison of the Ray-Singer determinant to
the seemingly more direct Fredholm determinant which a fortiori shows that they amount to the
same. We then consider the L2-theoretical counterpart in the case of positive Gromov-Novikov-
Shubin invariants. We finally show that in a tower of coverings the determinant functions
converge to the corresponding L2-determinant functions.
1.1 Determinants
1.1.1 Ray-Singer Determinants
To extend the notion of a determinant to infinite dimensions we follow the regularizing procedure
by Ray and Singer [RS-RM]. So let H be a Hilbert space and consider a positive operator A,
densely defined on H. The operator A is called admissible, if there is a natural number n such
that A−n is of trace class, and the zeta function of A:
ζA(s)
def
= tr(A−s), Re(s) > n,
admits an analytic continuation to some function holomorphic at s = 0. For an admissible
operator A we define its determinant by
det(A)
def
= exp(− d
ds
|s=0 ζA(s)).
Example 1.1.1 On l2(N) with the canonical basis (ej)j∈N define an operator A by A(ej) = jej .
Then A−2 is if trace class and ζA(s) = ζ(s), the Riemann zeta function. We have ζ ′(0) =
−12 log(2π) and thus
det(A) =
√
2π.
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Since ζA(s¯) = ζA(s) the determinant is real and positive and there are some easy rules which
we list as follows:
• det(A⊕B) = det(A)det(B) if both are admissible.
• det(cA) = cζA(0)det(A) for c > 0.
• det(As) = det(A)s for s > 0.
If the operator A has a nontrivial kernel we will write det(A) = 0, but if A′ = A |(ker(A))⊥ is
admissible we will call A admissible as well and define:
det′(A)
def
= det(A′).
Proposition 1.1.1 A positive elliptic differential operator D defined on a hermitian vector
bundle over a compact smooth Riemannian manifold is admissible and the determinant is inde-
pendent of the choice of the metrics.
Proof: See ([Gilk], Lemma 1.10.1) for the admissibility, for the independence of metrics
recall that det(D) only depends on the eigenvalues of D. 
Since the determinant of a finite dimensional operator is the product of the eigenvalues, the
regularized determinant may give the definition of a regularized product . So let (aj)j∈N be a
sequence of real numbers tending to +∞. The sequence (aj)j∈N is called admissible, if the
operator D, which has the aj as eigenvalues, is admissible. Under these circumstances we define
the regularized product as ∏
j∈N
aj
def
= det(D).
The above example thus gives ∏
n∈N
n =
√
2π.
1.1.2 Fredholm Determinants
There is also a more direct way to define determinants of operators on infinite dimensional
spaces, namely the Fredholm determinant, which is defined as follows: Let T be a trace class
operator, then we define
detFr(1 + T )
def
=
∞∑
k=0
tr ∧k T.
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The sum is absolutely convergent. Moreover, assume T normal with eigenvalues (λn)n∈N then
it follows that the infinite product ∏
n∈N
(1 + λn)
is convergent and equals the Fredholm determinant of 1 + T . If the operator norm ‖ T ‖ of T
is less than 1 we also have
detFr(1 + T ) = exp(−
∞∑
n=1
(−1)n
n
trT n).
The connection between Fredholm determinant and zeta regularized determinant is:
Proposition 1.1.2 Let A and A + 1 be admissible with ker(A) = 0. Assume Aǫ−1 is of trace
class for some ǫ > 0, then
detFr(1 +A
−1) =
det(A+ 1)
det(A)
.
Proof: Since the claim is certainly true for finite dimensions we can divide both sides by the
factors stemming from the finitely many eigenvalues of A which are less than 1 in value. This
means, we may assume ‖ A−1 ‖< 1 so that we have at hand the exponential series description
of the Fredholm determinant. Let (λn) denote the eigenvalues of T then we have:
∂
∂s
ζA+1(s) = −
∞∑
n=1
log(λn + 1)(λn + 1)
−s
= −
∞∑
n=1
log(λn)(λn + 1)
−s −
∞∑
n=1
log(1 +
1
λn
)(λn + 1)
−s.
The second term converges to −logdetFr(1 +A−1) as s→ 0. The first equals
−
∞∑
n=1
log(λn)λ
−s
n −
∞∑
n=1
log(λn)λ
−s
n ((1 +
1
λn
)−s − 1),
in which the first summand is ∂∂sζA(s). Let fs(x) = (1+x)
−s−1 then the Taylor series expansion
of fs around x = 0 is
fs(x) =
∞∑
n=1
(−1)n
n!
s(s+ 1) . . . (s+ n− 1)xn,
so fs(x) = sxh(s, x) where h is differentiable around (x, s) = (0, 0), so we have |fs(x)| ≤ c1sx
for some c > 0 thus∣∣∣∣∣
∞∑
n=1
log(λn)λ
−s
n ((1 +
1
λn
)−s − 1)
∣∣∣∣∣ ≤ c2s
∞∑
n=1
log(λn)λ
−s−1
n
≤ c3s
∞∑
n=1
λǫ−s−1n
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so this contribution vanishes at s = 0. 
1.1.3 Characteristic Functions
We will from now on restrict our attention to generalized Laplace operators. Much of what we
are going to say will hold in a more general context but our restriction gives us some serious
technical simplifications.
Let E denote a smooth vector bundle over a smooth Riemannian manifold M . A gener-
alized Laplacian on E is a second order differential operator D such that for the principal
symbol of D we have
σ2(x, ξ) =‖ ξ ‖2 Id.
Furthermore we insist that D is semipositive, i.e. D ≥ 0.
It then follows that there is a connection ∇E on E such that D equals the connection
Laplacian up to an operator of order zero ([BGV], Prop. 2.5). It further follows that the heat
operator e−tD, t > 0 is of trace class on L2(E) and that
tr(e−tD) ∼
∞∑
k=0
cαk t
αk ,
as t→∞, where αk ∈ R, αk →∞.
Proposition 1.1.3 Let D denote a generalized Laplacian over a compact smooth Riemannian
manifold M . Then the characteristic function: λ 7→ det(D + λ), λ > 0 of D extends to an
entire function with zeroes at the eigenvalues of −D, the order of a zero being the multiplicity
of the eigenvalue. For λ→∞ we have the following asymptotics:
−logdet(A + λ) ∼
∑
αk 6=0,−1,−2,...
cαkΓ(αk)λ
−αk
−
∑
k=0,−1,−2,...
ck

logλ− k∑
j=1
1
j

 (−λ)k
k!
,
Proof: Let M(s, λ) = Γ(s)ζA+λ(s). We have the differential equation:
∂
∂λ
M(s, λ) = −M(s+ 1, λ).
Now let m ∈ N, we get
(
∂
∂λ
)m+1ζA+λ(s) = (−1)m+1(s+m)(s+m− 1) . . . sζA+λ(s+m+ 1),
so that for m large enough it follows
(
∂
∂λ
)m+1ζA+λ(0) = 0.
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It is clear that we have log det(D + λ) = lims→0(M(s, λ) − ζA+λ(0))/s and the limit in s
may be interchanged with the λ-derivation. It follows that for m large enough we have
(
∂
∂λ
)m+1log det(D + λ) = (−1)m+1M(m+ 1, λ)
= (−1)m+1Γ(m+ 1)
∞∑
n=1
1
(λ+ λm)m+1
.
From this the claim follows. For the asymptotics see [Voros]. 
1.2 L2-determinants
1.2.1 Von Neumann Dimension and Trace
From now on we will fix the following situation: XΓ will denote a smooth compact oriented
Riemannian manifold with universal covering X and fundamental group Γ. We will assume Γ
infinite. Over XΓ we will have a smooth hermitian vector bundle EΓ with pullback E over X.
On EΓ we fix a generalized Laplacian DΓ and we denote its pullback to E by D.
Let L2(Γ) denote the L2-space over Γ with respect to the counting measure. The group Γ
acts on L2(Γ) by left translations. Inside the algebra B(L2(Γ)) of all bounded linear operators
on the Hilbert space L2(Γ) we consider the von Neumann algebra of Γ, denoted V N(Γ)
generated by the left translations (Lγ)γ∈Γ. There is a canonical trace on V N(Γ) defined by
tr(
∑
γ cγLγ) = ce which makes V N(Γ) a type II1 von Neumann algebra [GHJ], which is a factor
if and only if every nontrivial conjugacy class in Γ is infinite.
It is easy to see that the commutant of V N(Γ) is the von Neumann algebra generated by
the right translations.
Fix a fundamental domain F of the Γ-action on X. We get isomorphisms of unitary Γ-
modules:
L2(E) ∼= L2(Γ)⊗ˆL2(E|F ) ∼= L2(Γ)⊗ˆL2(EΓ).
So for the von Neumann algebra B(L2(E))Γ of operators commuting with the Γ-action we get
B(L2(E))Γ ∼= V N(Γ)⊗ˆwB(L2(EΓ)),
where ⊗ˆw means the weak closure of the algebraic tensor product, i.e. the tensor product in the
category of von Neumann algebras.
Taking the canonical trace on V N(Γ) and the usual trace on B(L2(EΓ)) we obtain a type
II∞ trace on the algebra B(L2(E))Γ which we will denote by trΓ. The corresponding dimension
function is denoted by dimΓ. Assume for example, a Γ-invariant operator T on L
2(E) is given
as integral operator with a smooth kernel kT , then a computation shows
trΓ(T ) =
∫
F
tr(kT (x, x))dx.
The reader familiar with the Selberg trace formula will immediately recognize this as the ”term
of the identity”.
CHAPTER 1 Determinants, L2-Determinants 13
1.2.2 The Heat Kernel
Since the operator D is the pullback of an operator on Γ\X, it commutes with the Γ-action
and so does its heat operator e−tD. This heat operator e−tD ∈ B(L2(E))Γ has a smooth kernel
< x | e−tD | y >. We get:
trΓe
−tD =
∫
F
tr < x | e−tD | x > dx.
From this we read off that trΓe
−tD satisfies the same small time asymptotics as tre−tDΓ [BGV].
Let D′ = D |(ker(D))⊥ . Unfortunately very little is known about large time asymptotics of
trΓe
−tD′ (see [LL]). Let
GNS(D)
def
= sup{α ∈ R | trΓe−tD′ = O(t−α/2) as t→∞}
denote the Gromov-Novikov-Shubin invariant of D ([GrSh], [LL]). Then GNS(D) is always
≥ 0. J. Lott showed in [Lo] that the GNS-invariants of Laplacians are homotopy invariants of
a manifold. J.Lott and W. Lu¨ck conjecture in [LL] that the Gromov-Novikov-Shubin invariants
of Laplace operators are always positive rational or ∞.
1.2.3 The L2-Zeta Function
Throughout we will assume that the Gromov-Novikov-Shubin invariant of D is positive. We
consider the integral
ζ1DΓ(s)
def
=
1
Γ(s)
∫ 1
0
ts−1trΓe−tD
′
dt,
which converges for Re (s) >> 0 and extends to a meromorphic function on the entire plane
which is holomorphic at s = 0, as is easily shown by using the small time asymptotics ([BGV],Thm
2.30).
Further the integral
ζ2DΓ(s)(s)
def
=
1
Γ(s)
∫ ∞
1
ts−1trΓe−tD
′
dt
converges for Re (s) < GNS(D), so in this region we define the L2-zeta function of DΓ as
ζ
(2)
DΓ
(s)
def
= ζ1DΓ(s) + ζ
2
DΓ
(s).
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Assuming the Gromov-Novikov-Shubin invariant of D to be positive we define the L2-
determinant of DΓ as
det(2)(DΓ)
def
= exp(− d
ds
|s=0 ζ(2)DΓ(s)).
Proposition 1.2.1 Let DΓ denote a generalized Laplacian over the manifold XΓ. Then the
L2-characteristic function: λ 7→ det(2)(DΓ + λ), λ > 0, extends to a holomorphic function
on C\(−∞, 0].
Proof: Let λ ∈ C\(−∞, 0] and s ∈ C with Re (s) >> 0. Then the operator (DΓ + λ)−s,
defined by the spectral theorem, has a continuous kernel whose diagonal, as function in S,
continues to a meromorphic function in s, holomorphic at s = 0 [Sh]. So the same counts for
the zeta function
ζ
(2)
DΓ+λ
(s) = trΓ(DΓ + λ)
−s
=
∫
F
tr < x | (DΓ + λ)−s | x > dx.
By the proof of Thm 12.1 in [Sh] it is clear that ζ
(2)
DΓ+λ
(s) depends holomorphically on λ. Whence
the proposition. 
1.3 Convergence of Determinants
In this section we will show that when the fundamental group is residually finite, the character-
istic functions of a tower converge to the L2-characteristic function.
1.3.1 Residually Finite Groups
Let Γ be an infinite group. A tower of subgroups is a sequence Γ1 ⊃ Γ2 ⊃ . . . of normal
subgroups of Γ, each of which has finite index in Γ and the sequence satisfies ∩jΓj = {1}. A
group Γ that has a tower is called residually finite.
Finitely generated subgroups of GLn(C) are residually finite [Alp]. See [Kir] for more criteria
of groups to be residually finite.
As a special example from arithmetic consider the following: Let H denote a nonsplit quater-
nion algebra over Q which splits at ∞. Consider the group schemes H∗ and H1 of units and
norm one elements in H. Since via the splitting homomorphism π : H∗(R) → GL2(R) the
norm becomes the determinant, H1(R) is mapped to SL2(R). Let R denote an order in H
then Γ(1) = π(H1(R)) is a cocompact discrete subgroup of SL2(R). For an ideal I in R let
Γ(I) = {γ ∈ Γ(1) | γ ≡ 1 mod I} the principal congruence subgroup. Now let (In)n∈N be a
decreasing sequence of nontrivial ideals in R with ∩jIj = 0 then the groups Γj = Γ(Ij) form a
tower.
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1.3.2 The Convergence Theorem
Now assume Γ = π1(XΓ) is residually finite and fix a tower (Γj)j∈N. For any continuous function
f on R we define the operator f(D) by means of the spectral theorem as follows: Let µ denote
a spectral resolution of D, i.e. µ is a projection valued measure on the spectrum Spec(D) of the
operator D such that on L2(E) we have
D =
∫
Spec(D)
λdµ(λ).
We then define
f(D)
def
=
∫
Spec(D)
f(λ)dµ(λ).
It follows
trΓ(f(D)) =
∫
Spec(D)
(f(λ))dtrΓµ(λ),
where the integral will converge if f(D) has a sufficiently smooth kernel.
Choose n ∈ N so large that (1 +DΓj )−n is of trace class and has a Schwartz kernel which is
(dimX + 1)-times continuously differentiable. Let Fnev denote the space of even C
∞-functions
on R which decrease more rapidly than (1 + x2)−n, i.e. for f ∈ C∞(R)even we have
f ∈ Fnev ⇔ limx→∞ f(x)(1 + x
2)n = 0.
Note that the even Schwartz functions lie in Fnev.
Theorem 1.3.1 (Compare [Don].) For any f ∈ Fnev we have
trf(
√
DΓj )
[Γ : Γj]
j →∞
−→ trΓf(
√
D).
For any Schwartz function g ∈ S(R) we have
trg(DΓj )
[Γ : Γj]
j →∞
−→ trΓg(D).
Before proving the theorem we give some immediate applications:
Corollary 1.3.1 (Kazhdan inequality, compare [Lu¨]) Let h(DΓj ) denote the dimension of the
kernel of DΓj and h
(2)(DΓ) the Γ-dimension of ker(D) then we have
lim sup
j
h(DΓj )
[Γ : Γj]
≤ h(2)(DΓ).
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We say that D has a spectral gap at zero if there is ǫ > 0 such that SpecD∩]0, ǫ[= ∅. Let
Nj(x)
def
=
∑
λ≤x
dimEig(D,λ).
Corollary 1.3.2 Assume there is an x > 0 such that
NJ(x)−Nj(0)
[Γ : Γj]
j →∞
−→ 0.
then D has a spectral gap at zero.
Proof of Corollary 1: Let F denote the set of all f ∈ S(R) with f(0) = 1, f(x) ≥ 0 for
all x ∈ R, then we have
h(DΓj ) ≤ trf(DΓj )
for all f ∈ F . It follows
lim sup
j
h(DΓj )
[Γ : Γj ]
≤ lim
j
trf(DΓj)
[Γ : Γj ]
= trΓf(D)
for all f ∈ F . So that
lim sup
j
h(DΓj )
[Γ : Γj]
≤ inf
f∈F
trΓf(D) = h
(2)(DΓ).
Proof of Corollary 2: Assume x > 0 as in the corollary. Let f ∈ C∞c (0, x) be positive,
f(y) ≤ 1 for all y, then
Nj(x)−Nj(0) ≥ trf(DΓj ) ≥ 0.
Hence for all such f we have trΓf(D) = 0 which gives the claim. 
Proof of the theorem: Fix x0 ∈ X and v ∈ E∗x0 the dual space to Ex0 . Recall that the
distribution us = cos(s
√
D)v(δx0) ∈ C∞(E)′ satisfies the wave equation
(
∂2
∂s2
+D)us = 0.
By general results on hyperbolic equations ([Tayl], chap IV) it follows that cos(s
√
D) has
propagation speed ≤| s |. Now for f ∈ Fnev the formula
f(
√
D) =
1
2π
∫
R
fˆ cos(s
√
D)ds
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implies that f(
√
D) has finite propagation speed if its Fourier Transform fˆ has compact support.
Let PW denote the space of all f ∈ Fnev such that fˆ has compact support. Then PW is dense
in f ∈ Fnev with respect to the norm
‖ f ‖= sup
x∈R
| f(x) | (1 + x2)n.
Let f ∈ PW , we will prove the assertion of the theorem for f .
Schwartz kernels of operators on sections of the bundle EΓ are distributional sections of
the bundle EΓ ⊗ext E∗Γ over XΓ ×XΓ. Where ⊗ext means the exterior tensor product, i.e.:
(E⊗extF )(x,y) ∼= Ex⊗Fy. Since XΓ = Γ\X, these can be identified with Γ×Γ-invariant sections
of E ⊗ext E∗.
Lemma. 1.3.1 Modulo the above identification we have for f ∈ PW the identity of Schwartz
kernels
< Γx | f(
√
DΓ) | Γy >=
∑
γ∈Γ
< x | f(
√
D) | γy > .
Proof of the lemma: Take ϕ ∈ C∞(EΓ) and identify ϕ with its pullback to E, which is a
γ-invariant section of E. The operator cos(s
√
D) may be applied to ϕ in the distributional sense.
Since cos(s
√
D) is Γ-invariant we obtain a Γ-invariant distribution, so cos(s
√
D)ϕ ∈ C∞(EΓ)′.
we thus get an operator cos(s
√
D) from C∞(EΓ) to C∞(EΓ)′ satisfying the same differential
equation and initial value conditions as cos(s
√
DΓ), hence it equals the latter. For f ∈ PW
the formula f(
√
D) = 12π
∫
R
fˆ cos(s
√
D)ds gives f(
√
D) |C∞(EΓ)= f(
√
DΓ). Since f(
√
DΓ) is a
smoothing operator we may write
f(
√
D)ϕ(x) =
∫
X
< x | f(
√
D) | y > ϕ(y)dy
=
∑
γ∈Γ
∫
FΓ
< x | f(
√
D) | γy > ϕ(y)dy,
where FΓ denotes a fundamental domain of the Γ-action on X. Now the sum∑
γ∈Γ
< x | f(
√
D) | γy >
is locally finite and this gives the lemma. 
To continue the proof of the theorem fix fundamental domains FΓ ⊂ FΓ1 ⊂ FΓ2 ⊂ . . . in a
way that there are representatives for the classes in Γ/Γj such that FΓj = ∪σ:Γ/ΓjσFΓ. We then
get
trf(
√
DΓj )
[Γ : Γj]
=
1
[Γ : Γj]
∑
γ∈Γj
∫
FΓj
tr < x | f(
√
D) | γx > dx
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=
∑
γ∈Γj
1
[Γ : Γj ]
∑
σ:Γ/Γj
∫
FΓ
tr < σx | f(
√
D) | γσx > dx
=
∑
γ∈Γj
1
[Γ : Γj ]
∑
σ:Γ/Γj
∫
FΓ
tr < x | f(
√
D) | σ−1γσx > dx.
The last equality stems from the Γ-invariance of the operator f(
√
D). Since Γj is normal in
Γ we end up with
trf(
√
DΓj )
[Γ : Γj ]
=
∑
γ∈Γj
∫
FΓ
tr < x | f(
√
D) | γx > dx.
As j →∞ we get less and less summands, only the summand of γ = e remains, but this is just
trΓf(
√
D), so the claim follows for f ∈ PW .
Now let f ∈ Fnev be arbitrary. From Theorem 1.4 in [CGT] we get that there is a constant
C > 0 such that
tr(1 +DΓj )
−n
[Γ : Γj]
≤ C for all j ∈ N.
Let ǫ > 0. To our given f ∈ Fnev there is a g ∈ PW such that
sup
x∈R
| f(x)− g(x) |< ǫ
(1 + x2)n
.
We get
| trf(
√
DΓj )
[Γ : Γj]
− trΓf(
√
D) | ≤ | trf(
√
DΓj )
[Γ : Γj]
− trg(
√
DΓj )
[Γ : Γj]
|
+ | trg(
√
DΓj )
[Γ : Γj]
− trΓg(
√
D) |
+ | trΓg(
√
D)− trΓf(
√
D) | .
The first summand on the right hand side is less than
tr((1+DΓj )
−n)
[Γ:Γj ]
≤ ǫC. The second sum-
mand tends to zero as j →∞ and the third is less that ǫtrΓ(1 +D)−n. The theorem follows. 
1.3.3 Convergence of Characteristic Functions
For later use we prove:
Lemma. 1.3.2 The function
t 7→ tre
−tDΓj
[Γ : Γj]
− trΓe−tDΓ , t > 0,
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is rapidly decreasing at zero. Moreover this holds uniformly in j, that is, there is a function
f :]0, 1[→ [0,∞[ which is rapidly decreasing at zero such that
| tre
−tDΓj
[Γ : Γj ]
− trΓe−tDΓ |≤ f(t)
for all j ∈ N and all t ∈]0, 1[.
Proof: Arguing as in the proof of the preceding lemma we see that
< Γx | e−tDΓ | Γy >=
∑
γ∈Γ
< x | e−tD | γy >,
where convergence remains to be checked, however. To this end we write d(x, y) for the Riemann
distance of the points x, y ∈ X and we use Theorem 3.1 of [CGT] to get for d(x, y) ≥ a > 0:
|< x | e−tD | γy >|≤ C√
t
e−(d(x,y)−a)
2/t,
where | . | here denotes the matrix L2-norm, so | A |= √trAA∗.
By Proposition 4.1 in [CGT] we conclude that the function x 7→ e−(d(x,y)−a)2/t is in L1(X)
and the L1-norm is clearly bounded by a constant independent of y. From this the convergence
of the sum above follows. As in the previous section we get:
tre
−tDΓj
[Γ : Γj]
− trΓe−tDΓ =
∑
16=γ∈Γj
∫
FΓ
tr < x | e−tD | γx > dx.
Now fix x0 ∈ FΓ and r > 0 such that the ball of radius r around x0 contains FΓ, i.e. FΓ ⊂ Br(x0).
Choose R > max(r, 1) such that y ∈ FΓ, x ∈ X with d(x0, x) > R implies d(x, y) > r. Choose
j0 ∈ N such that for all j ≥ j0 and all γ ∈ Γj\{1} we have ¯γFΓ ∩ BR(x0) = ∅. Under these
circumstances we get for j ≥ j0:
| tre
−tDΓj
[Γ : Γj]
− trΓe−tDΓ | ≤
∑
γ∈Γj\{1}
C√
t
∫
FΓ
e−(d(x,γx)−r)
2/tdx
≤ C√
t
∫
X\BR(x0)
e−(d(x,Br(x0))−r)
2/tdx
≤ C√
t
∫ ∞
R
e−(ξ−r)
2/tvol(d(x, x0) = ξ)dξ
≤ C1√
t
∫ ∞
R
e−(ξ−r)
2/teC2ξdξ,
for some C1, C2 > 0 by Proposition 4.1 in [CGT]. But this can be calculated as
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C1
∫
R/
√
t
e
−(x−( r√
t
+
C2
√
T
2
))2+r+
C22 t
4 dx ≤ C3
∫
R/
√
t
e−x
2
dx
≤ C3
∫
R/
√
t
xe−x
2
dx for t < 1
=
C3
2
e−R
2/t
which gives the assertion of the lemma. 
For the following theorem we need not require the Gromov-Novikov-Shubin invariant to be
positive.
Theorem 1.3.2 As j →∞ we have
det(DΓj + λ)
1
[Γ:Γj ] −→ det(2)(DΓ + λ)
locally uniformly in λ ∈ C\(−∞, 0].
Proof: For Re λ > 0 and s ∈ C we consider
Fj(λ, s) =
ζDΓj+λ(s)
[Γ : Γj]
− ζ(2)DΓ+λ(s)
=
1
Γ(s)
∫ ∞
0
ts−1(
tre
−tDΓj
[Γ : Γj]
− trΓe−tDΓ)e−tλdt
which converges by the previous lemma. The formula
Fj(λ, s) =
tr(DΓj + λ)
−s
Γ : Γj ]
− trΓ(D + λ)−s Re (s) >> 0
together with the analytic continuation of the kernel of (DΓj + λ)
−s or (D + λ)−s as in ([Sh])
shows that Fj extends to a holomorphic function on (C\(−∞, 0])×C. As Re (λ)→∞ we have
Fj(λ, s)→ 0 uniformly in {Re (s) < K} for all K ∈ R. We want to show that this convergence
is uniform in j ∈ N. To this end let Re (λ) > 0 and split the integral above as ∫ 10 + ∫∞1 .
The integrand in the
∫ 1
0 -part obeys a uniform estimate by the previous lemma and thus the
convergence is uniform in this part.
For the
∫∞
1 -part recall that there is a constant C > 0 such that
tr(DΓj+1)
−n
[Γ:Γj ]
< C, from which
it follows that tre
−tDΓj
[Γ:Γj ]
is bounded for t ≥ 1 with a bound not depending on j. From this it
follows
Fj(λ, s)
Re (λ)→∞
−→ 0
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locally uniformly in s and uniformly in j ∈ N.
On the other hand we have a differential equation
∂
∂λ
Fj(λ, s) = Fj(λ, s+ 1).
For ǫ > 0 let Gǫ denote the region
Gǫ
def
= {z ∈ C | Re (z) > −1
ǫ
and dist(z, (−∞, 0]) > ǫ}.
From the above it follows that there is a R > 0 such that for Re (s) > R we have
Fj(λ, s)
j →∞
−→ 0 uniformly in Gǫ × {Re (s) > R}.
We want to show that, having this convergence for Re (s) > R it already follows for Re (s) >
R− 1. To achieve this let Re (s) > R− 1 and consider
Fj(λ, s)− Fj(µ, s) =
∫ λ
µ
Fj(z, s + 1)dz,
which tends to zero as j →∞. But on the other hand
Fj(λ, s)− Fj(µ, s)
µ→∞
−→ Fj(λ, s),
as the latter convergence is uniform in j we get the claim. From this we get Fj(λ, s)
j →∞
−→ 0
uniformly in a neighborhood of s = 0 and this gives the theorem. 
1.3.4 Convergence of the Determinant
Write h(DΓ) for the dimension of the kernel of DΓ and h
(2)(DΓ) for the Γ-dimension of the
kernel of D. Lu¨ck showed in [Lu¨]:
h(△p,Γj )
[Γ : Γj]
j →∞
−→ h(2)(△p,Γ)
where △p is the p-th Laplacian. Unfortunately the combinatorial arguments he used do not
carry over to the analytic situation. So we only can show such a convergence under additional
assumptions.
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Theorem 1.3.3 Suppose that there is an ǫ > 0 such that Spec(DΓj )∩]0, ǫ[= ∅ for all j, then
h(DΓj )
[Γ : Γj ]
j →∞
−→ h(2)(Γ)
and
det(DΓj )
1
[Γ:Γj ]
j →∞
−→ det(2)(DΓ).
Examples of this are Shimura manifolds XΓ, where Γ has Kashdan property (T). This for
example holds if the universal covering X of XΓ is a symmetric space with every simple factor
of rank > 1.
Proof: Apply the proof of the previous theorem to D − ǫ. 
Theorem 1.3.4 Assume there exist constants C,α > 0 such that
tre
−tD′Γj
[Γ : Γj]
≤ Ct−α
for t > 1 and all j ∈ N, then the Gromov-Novikov-Shubin invariant of D is ≥ 2α and
h(DΓj )
[Γ : Γj ]
j →∞
−→ h(2)(Γ)
as well as
det(DΓj )
1
[Γ:Γj ]
j →∞
−→ det(2)(DΓ).
Examples for this are The Laplacians of flat tori or Heisenberg manifolds.
Proof: We have that tre
−tDΓj
[Γ:Γj ]
tends to
h(DΓj )
[Γ:Γj ]
as t→∞ and by the assumption this is uniform
in j. Thus from tre
−tDΓj
[Γ:Γj ]
j →∞
−→ trΓe−tD and trΓe−tD
t→∞
−→ h(2)(DΓ) the second assertion
follows. The first is now easy and for the third recall that for 0 < Re (s) < α we have
ζDΓj (s)
[Γ : Γj]
− ζ(2)DΓ(s) =
1
Γ(s)
∫ ∞
0
ts−1(
tre
−tDΓj
[Γ : Γj]
− h(DΓj )
[Γ : Γj]
− trΓe−tD + h(2)(DΓ))dt
We split this integral into a
∫ 1
0 - and a
∫∞
1 -part. The
∫ 1
0 -part defines an entire function
converging locally uniformly to zero in a neighborhood of s = 0 as j → ∞. In the ∫∞1 -part
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the integrand is dominated by some constant times t−α which allows us to interchange the
integration with the limit as j →∞, so this part vanishes as j →∞. Together we get
ζDΓj (s)
[Γ : Γj]
j →∞
−→ ζ(2)DΓ(s)
uniformly around s=0 which gives the last claim. 
Question 1.3.1 Does for any generalized Laplacian the sequence
dimkerDΓj
[Γ:Γj ]
converge to dimΓ kerD?
Question 1.3.2 Does for any generalized Laplacian the sequence det(DΓj )
1
[Γ:Γj ] converge to
det(2)(DΓ) if GNS(DΓ) > 0 ?
Let for j ∈ N and x ∈ R:
Nj(x)
def
=
∑
λ≤x
dimEig(DΓj ;λ)
the eigenvalue counting function of DΓj . The condition of the last theorem would follow
from the existence of constants a, b, C > 0 such that
Nj(x)−Nj(0) ≤ C(xa + xb) x ≥ 0,
for all j ∈ N. If this holds, we say the the counting functions satisfy a global growth
estimate.
In the following chapters we will specialize to the case where X is a symmetric space without
compact factors.
Question 1.3.3 Suppose X is a symmetric space of the noncompact type and D a generalized
Laplacian which is invariant under the group of orientation preserving isometries of X. Do the
counting functions of D then satisfy a global growth estimate?
Chapter 2
Torsion and Euler Characteristic
An introduction to the classical notions of analytical and combinatorial torsion in the beginning
of this chapter is followed by a section dealing with the higher torsion and Euler characteristics
which are the appropriate invariants to look at in the higher rank case.
2.1 Classical Torsion
2.1.1 General Torsion
A finite complex of Hilbert spaces E0
d
−→ E1
d
−→ . . .
d
−→ En is called admissible if all
Laplacians △p = dd∗ + d∗d |Ep are admissible in the sense of 1.1.1. Examples are finite
dimensional complexes or the complexes of L2-sections of elliptic complexes over Riemannian
manifolds. For an admissible complex E we define its torsion as
τ1(E)
def
=
n∏
p=0
det′(△p)p(−1)p .
2.1.2 Combinatorial and Analytic Torsion
Let F denote a locally constant sheaf over a connected oriented finite CW complex X of dimen-
sion n such that the stalks of F are finite dimensional unitary vector spaces, the scalar products
being locally constant as well. This can be viewed as attaching to each cell e a unitary space
Fe and an unitary isomorphism de,e′ : Fe → Fe′ if e′ lies in the closure of e. Let
Ej
def
=
⊕
e cell
dim e = n− j
Fe
24
CHAPTER 2 Torsion and Euler Characteristic 25
then the boundary operator ∂ makes E = E0 → . . . → En a finite dimensional complex whose
torsion was considered by Reidemeister [Reid], who showed that torsion and Betti numbers are
the only numbers attached to (X,F) which are stable under subdivision. It turned out that
torsion is a homeomorphy invariant, but not a homotopy invariant and thus can be used to
separate homotopy equivalent spaces which are not homeomorphic such as the lens spaces.
To give a locally constant hermitian sheaf amounts to the same as giving a unitary represen-
tation ϕ of the fundamental group π1(X). This in turn defines a flat hermitian vector bundle Eϕ
over X provided X is a smooth manifold. We then could also consider the complex of Eϕ-valued
differential forms Ω∗ϕ and its torsion τ1(Ω∗ϕ). It was conjectured by Ray and Singer [RS-AT] that
the numbers τ1(Ω
∗
ϕ) and τ1(F) should coincide. This was later proven independently by Cheeger
[Che] and Mu¨ller [Mu¨]. By this identity it is justified to write τ1(ϕ) from now on.
We now give some properties of the torsion of a flat bundle.
Proposition 2.1.1 If the dimension of X is even we have τ1(ϕ) = 1.
Proof: [RS-AT]. 
Proposition 2.1.2 The number τ1(ϕ) does not depend on the metrics.
Proof: [RS-AT]. 
Proposition 2.1.3 If X,Y are oriented compact manifolds we have
τ1(X × Y, ϕ⊗ ψ) = τ1(X,ϕ)χ(Y )τ1(Y, ψ)χ(X)
where χ denotes the Euler characteristic.
Proof: [RS-RM]. 
2.1.3 Holomorphic Torsion
Now assume the compact Riemannian manifold X is Ka¨hler and let Ωp,.ϕ denote the Dolbeault
complex of Eϕ-valued (p, .)-forms, where Eϕ is the flat holomorphic hermitian bundle attached
to the unitary representation ϕ of π1(X).
The holomorphic torsion of ϕ is defined as
T phol(ϕ)
def
= τ1(Ω
p,.
ϕ ).
We give some properties of T phol:
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Proposition 2.1.4 We have
dimCX∏
p=0
T phol(ϕ)
(−1)p = 1.
Proof: [RS-HT]. 
Proposition 2.1.5 Let X = C/Γ, where Γ is the lattice generated by 1 and z, Im(z) > 0.
Suppose ϕ is a nontrivial character given by
ϕ(mz + n) = e2πi(mu+nv) 0 ≤ u, v < 1.
Then, for p = 0, 1 we have
T phol(ϕ) =|
e−πiv2z
Θ(u− zv, z) |
where Θ is the theta function
Θ(w, z) = −eπi(w+z/6)
∞∏
k=−∞
(1− e2πi(|k|z−ǫkw))
ǫk = sign (k +
1
2
) =
k + 12
| k + 12 |
.
Proof: [RS-CM]. 
The holomorphic torsion of compact hermitian symmetric spaces is computed in [Koe].
Holomorphic torsion enters into Arakelov theory in the following way: Let X denote a
compact Ka¨hler manifold and E a holomorphic hermitian vector bundle over X. Consider the
cohomology groupsHq(X,E) of the E-valued Dolbeault complex and the one dimensional vector
space
λ(E) =
⊗
q≥0
∧maxHq(X,E)(−1)q ,
where V −1 denotes the dual of a vector space V . The L2-scalar product induces a metric hL2
on λ(E). Quillen [Qu] defined a new metric hQ on λ(E) by
hQ = hL2T
0
hol(E).
Now let f : X → Y be a smooth proper map of Ka¨hler manifolds. Let E be a holomorphic
hermitian vector bundle on X and let f∗λ(E) = detRF∗(E) be the determinant of the direct
image of E as defined in [KnMf]. This is a holomorphic line bundle f∗λ(E) on Y such that for
every y ∈ Y
f∗λ(E)y =
⊗
y≥0
∧maxHq(Xy , E)(−1)q .
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It then follows [BGS I-III], that the Quillen metric defined fibrewise is smooth. Further its
curvature was computed loc.cit.
Thus analytic torsion became part of the direct image in the arithmetic Chow ring in which
setting Gillet and Soule´ were able to prove an arithmetic Riemann-Roch Theorem relating the
determinant of the direct image in the K-theory to the direct image in the arithmetic Chow ring
[GS].
2.2 Higher Torsion and Euler Characteristics
2.2.1 Determinants of Laplacians
We extend the notion of an admissible complex to infinite complexes E = E0 → E1 → . . .
of Hilbert spaces in the obvious manner. So E is called admissible if all Laplacians △p =
dd∗ + d∗d |Ep p = 0, 1, 2, . . . are admissible.
Let Ca denote the category whose objects are the admissible positive complexes and whose
morphisms are the homomorphism of complexes ϕ : E → F such that the domain of ϕj contains
all eigenvectors of the Laplacian and ϕ interchanges the Laplace operators, i.e.: ϕ△E = △Fϕ.
Call a virtual complex E = E+ − E− pseudofinite, if there is a k0 such that for all k ≥ k0 we
have
det′(△ | Ek) = 1.
(Recall our notational convention that says det(△′ | Ek) = det
′(△|(E+)k)
det′(△|(E−)k) .) For a pseudofinite
virtual complex E we define the determinant of the Laplacian on E to be
det′(△ | E) =
∞∏
k=0
det′(△ | Ek)(−1)k .
Lemma. 2.2.1 Assume E is a finite complex in Ca then
det′(△ | E) = 1.
Proof: Let v be an eigenvector of d∗d for some nonvanishing eigenvalue. Then dv is an
eigenvector for dd∗ for the same eigenvalue. So we have
det′(d∗d | Ep) = det′(dd∗ | Ep+1).
Denoting E as E0 → . . .→ EN we get
det′(△ | E) =
N∏
p=0
det′(dd∗ | Ep)(−1)pdet′(d∗d | Ep)(−1)p
=
N∏
p=0
det′(dd∗ | Ep)(−1)pdet′(dd∗ | Ep+1)(−1)p
= 1.
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2.2.2 Twists and Torsion
For a virtual complex E we consider the twist E′ of E defined by
E′ =
∞∑
k=0
(−1)kE[−k],
where E[j] denotes the j-shifted complex, so E[j]k = Ek+j. We also define the higher twists
by iteration, so E(0) = E, E(n+1) = (E(n))′.
If E is written as E+ − E− we write E′ = E′+ − E′−, where
(E′+)j =
∞∑
k=0
(E+)j−2k +
∞∑
k=0
(E−)j−2k+1
(E′−)j =
∞∑
k=0
(E−)j−2k +
∞∑
k=0
(E+)j−2k+1.
Since the E± are positive complexes the sums are finite.
Proposition 2.2.1 Let E be a pseudofinite virtual complex with det′(△ | E) = 1 then the twist
E′ is a pseudofinite virtual complex and the determinant of the twist E′ equals the inverse torsion
of E, i.e.
det′(△ | E′) = τ1(E)−1.
Proof: By our formulas for (E±)j we have
det′(△ | (E′)j) =
∞∏
k=0
det′(△ | Ej−2k)
det′(△ | Ej−2k+1)
.
By det(△ | E) = 1 it follows that fir j large we have
det′(△ | (E′)j) = det′(△ | E)(−1)j = 1,
so that E′ is a pseudofinite complex. It the follows that for some N ∈ N
det′(△ | E′) =
N∏
j=0
det′(△ | E′j)(−1)
j
=
N∏
j=0
∞∏
k=0
det′(△ | Ej−2k)(−1)j
det′(△ | Ej−2k+1)(−1)j
=
∞∏
n=0
det′(△ | En)(−1)n(N−n+1)
= (
∞∏
n=0
det′(△ | En)n(−1)n)−1
= τ1(E)
−1. 
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This might lead us to the definition of higher torsion as follows: Define the zeroth torsion
of a pseudofinite complex E as
τ0(E)
def
= det′(△ | E)−1.
Suppose, the torsion numbers τ0(E), . . . , τr−1(E) are defined and are all trivial, then the r-th
twist E(r) is pseudofinite and we define the r-th torsion as
τr(E)
def
= τ0(E
(r)).
Proposition 2.2.2 Let E be a pseudofinite virtual complex whose r-th torsion is defined, i.e.
the twists E(0), . . . , E(r−1) have trivial determinants, then the r-th torsion is given by the formula
τr(E) =
∞∏
p=0
det′(△ | Ep)
((−1)p+r−1

 p
r

)
,
where the product is in fact finite.
Proof: By induction on r. The cases r = 0, 1 are clear. For the step r − 1 → r assume
τ0(E
(0)) = . . . = τ0(E
r−1) = 1, then
τr(E) = τ0(E
(r)) = τ0((E
′)(r−1))
=
N∏
p=0
det′(△|(E′)p)
(−1)p+r

 p
r − 1


=
N∏
p=0
p∏
k=0
det′(△|Ep−k)
−1)k+p+r

 p
r − 1


=
N∏
p=0
det′(△|En)
(−1)n+r(∑Np=n

 p
r − 1

)
Now because of
N∑
p=n
(
p
r − 1
)
=
(
N + 1
r
)
−
(
n
r
)
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the claim follows. 
For the moment assume, we are in the situation of 2.1.4. again, so XΓ is a compact Ka¨hler
manifold with universal covering X and fundamental group Γ. Fix a finite dimensional unitary
representation ϕ of Γ. Then we have
Proposition 2.2.3 Denoting by T phol the p-th holomorphic torsion we have
dimCX∏
p=0
T phol(ϕ)
p(−1)p = τ2(ϕ)−
1
2 .
Proof: We use the previous proposition to calculate
log(τ2(ϕ)
− 1
2 ) =
1
2
dimX∑
n=0
(
n
2
)
log det(△n,ϕ)
=
1
2
dimX∑
n=0
(−1)n
∑
p+q=n
(
p+ q
2
)
log det(△p,q,ϕ)
=
1
2
dimX∑
n=0
(−1)n
∑
p+q=n
(p2 + 2pq + q2 − p− q)log det(△p,q,ϕ)
=
dimX∑
n=0
(−1)n
∑
p+q=n
pqlog det(△p,q,ϕ)
=
dimCX∑
p=0
p(−1)p
dimCX∑
q+0
q(−1)qlog det(△p,q,ϕ). 
2.2.3 Higher Euler Characteristics
Let C+ denote the category of complexes of C-vector spaces which are bounded from below and
have degreewise finite dimensional cohomology, i.e. dimHj(E) <∞ for all j. Let K+ denote the
Grothendieck group of C+, define the twist as before, so for E ∈ K+ the higher twists E(1), . . .
are defined as in the previous section. We need to extend the notion of an Euler characteristic
to infinite virtual complexes by
χ(E)
def
=
∞∑
k=−∞
(−1)k dimHk(E),
provided dimHk(E) = dimHk(E+)− dimHk(E−) vanishes for almost all k.
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As an example consider the de Rham complex over a compact oriented manifold X. Let
there be a fibre bundle
T→ X → B,
where T = {z ∈ C : |z| = 1} is the circle group. Let XT denote the vector field on X spanned by
the T-action. Assume that there is a real closed 1-form ω such that ω(XT ) nowhere vanishes.
(Note that this assumption forces the first Betti number of X to be nonzero.) By integration we
may assume ω to be T-invariant. Let F denote the subcomplex of E consisting of the T-invariant
forms. We get
F = Ω(X)T = Ω(B)⊕ Ω(B)∧ω,
where Ω(B) is identified with its pullback to X. Since ω is closed, this decomposition is stable
under the exterior differential. Since furthermore T is connected, it acts trivially on cohomology,
so the cohomology of X is computed by F . This gives
χ(E′) = χ(F ′) = χ(B).
So we get the Euler characteristic of B from the de Rham complex of X.
One is thus led to define the higher Euler characteristics as χ(E(r)) for a virtual complex
E but unfortunately this does not always make sense, simply because the cohomology of the
virtual complex E(r) needn’t vanish in high degrees.
So call a complex cohomologically finite if Hj(E) = 0 for large j, in other words, the total
cohomology H(E) is finite dimensional.
Observation: Let the virtual complex E be cohomologically finite and assume that the Euler
characteristic χ(E) vanishes. Then the twist E′ is cohomologically finite.
So start with a cohomologically finite virtual complex E. If E(1), . . . , E(r) are cohomologically
finite we have
χ(E(0)) = . . . = χ(E(r−1)) = 0
and
χ(E(r)) = (−1)r
∞∑
j=0
(
j
r
)
(−1)jdimHj(E).
This is easily proven by induction on r. This motivates the following Definition: The r-th Euler
characteristic of a cohomologically finite virtual complex E is defined by
χr(E) := (−1)r
∞∑
j=0
(
j
r
)
(−1)jdimHj(E).
The r-th Euler characteristic of a manifold is given by any complex that computes its coho-
mology. So in case of a fibration
T→ X → B,
as above we have
χ1(X) = χ(B).
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To every compact manifold M we now can attach a sequence of Euler numbers
χ0(M), . . . , χn(M),
where n is the dimension of M. The most significant of these is, as we shall see, the first
nonvanishing one, so define the generic Euler number of M as
χgen(M) = χr(M), where r is the least index with χr(M) 6= 0.
Proposition 2.2.4 Let M,N be compact Manifolds. We have
χgen(M ×N) = χgen(M)χgen(N).
Proof: Let r, s ≥ 0. By the Ku¨nneth-rule we get
χr+s(M ×N) =
∞∑
j=0
(
j
r + s
)
(−1)j
∑
µ+ν=j
aµbν ,
where aµ, bν are the Betti numbers of M and N. Suppose now that we have
χ0(M) = . . . = χr−1(M) = χ0(N) = . . . = χs−1(N) = 0,
then we have
χr(M)χs(N) =
∑
r′+s′=r+s χr′ (M)χs′ (N)
=
∑
r′+s′=r+s
∑∞
j=0(−1)j
∑
µ+ν=j
(
µ
r′
)(
ν
s′
)
aµbν
=
∑∞
j=0(−1)j
∑
µ+ν=j aµbν
∑
r′+s′=r+s
(
µ
r′
)(
ν
s′
)
because of ∑
r′+s′=r+s
(
µ
r′
)(
ν
s′
)
=
(
µ+ ν
r + s
)
the claim follows. 
2.2.4 Lie Algebra Cohomology
Just to give another example of a situation in which higher Euler characteristics occur we will
describe a typical situation in Lie algebra cohomology. Further examples are given in chapter 3.
We consider a short exact sequence
o→ n→ l→ a→ 0
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of finite dimensional complex (just for convenience) Lie algebras where a is abelian. In such a
situation a l-module V is called acceptable , if the a-module Hq(n, V ) is a finite dimensional
a-module. Note that V itself needn’t be finite dimensional.
Example 1. Any finite dimensional l-module will be acceptable.
Example 2. Let g0 denote the Lie algebra of a semisimple Lie group G of the Harish-
Chandra class, i.e. G is connected and has a finite center. Let K be a maximal compact
subgroup of G and let G = KAN be an Iwasawa decomposition of G. Write the corresponding
decomposition of the complexified Lie algebra as g = k ⊕ a ⊕ n. Now let l = a ⊕ n with the
structure of a subalgebra of g. Consider an admissible (g,K)-module V . A theorem of [HeSchm]
assures us that V then is an acceptable l-module.
Theorem 2.2.1 Let
o→ n→ l→ a→ 0
be an exact sequence of finite dimensional complex Lie algebras with a abelian. Let V be an
acceptable l-module then with r = dim(a) we have
χ0(H
∗(l, V )) = . . . = χr−1(H
∗(l, V )) = 0,
and
χr(H
∗(l, V )) = χ0(H
∗(n, V )a),
where H∗(n, V )a denotes the a-invariants in H∗(n, V ).
Proof: There is a Hochschild-Serre spectral sequence to the module V , which we denote by
E. So
Ep,q2 = H
p(a,Hq(n, V )),
and
Ep,q∞ = Gr
q(Hp+q(l, V ))
for some filtration on Hp+q(l, V ). We will consider the twist of E defined as
(E′)p,qs
def
=
∞∑
k=0
(−1)kEp−k,qs ,
which is a virtual spectral sequence , i.e. a formal difference of two spectral sequences. One
can iterate this process to obtain a sequence
E(0) = E, E(1) = E′, . . . , E(n) = (E(n−1))′, . . .
of virtual spectral sequences. Of particular interest will be
F
def
= E(r), r = dim(a).
To understand the 2-term of our spectral sequences we prove:
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Lemma. 2.2.2 With r = dim(a) and M any finite dimensional a-module we have
dimHp(a,M) =
(
r
p
)
dim(Ma).
Proof: At first we consider the case dim(M) = 1, so a operates through a linear functional
λ. We will compute the Lie algebra cohomology via the standard complex , i.e. for a Lie algebra
l, an l-module V and q ≥ 0 we consider the cochain space
Cq
def
= HomC(∧ql, V )
and the differential d : Cq → Cq+1 defined by
df(x0 ∧ . . . ∧ xq) =
q−1∑
i=0
(−1)ixi.f(x0 ∧ . . . xˆi . . . ∧ xq)
+
∑
i<j
(−1)i+jf([xi, xj] ∧ x0 ∧ . . . xˆi . . . xˆj . . . xq).
Since a is abelian, the second sum vanishes in our situation and if λ = 0 the first does so
too, so the differential is zero then and the claim for λ = 0 follows.
For the case λ 6= 0 assume f ∈ Cq with df = 0. Let H ∈ a with λ(H) = (−1)q+1 then define
g ∈ Cq−1 by
g(x0 ∧ . . . ∧ xq−2)
def
= f(x0 ∧ . . . ∧ xq−2 ∧H).
We get
dg(x0 ∧ . . . ∧ xq−1) =
∑
i
(−1)ixi.g(x0 ∧ . . . xˆi . . . ∧ xq−1)
=
∑
i
(−1)ixi.f(x0 ∧ . . . xˆi . . . ∧ xq−1 ∧H)
= (−1)q+1H.f(x0 ∧ . . . ∧ xq−1)
= f(x0 ∧ . . . ∧ xq−1),
so dg = f and the claim follows.
Now that we have finished the case dim(M) = 1 we will proceed via induction on dim(a).
Therefore assume dim(a) = 1. In this case we use a subinduction on dim(M). The case
dim(M) = 1 has been dealt with. Using the Jordan normal form theorem we may assume that
dim(Ma) = 1. Consider the exact sequence
0→Ma→M →M/Ma→ 0,
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the corresponding long exact sequence of cohomology gives a exact sequence
0→ (M/Ma)a→ H1(a,Ma)→ H1(a,M)→ H1(a,M/Ma)→ 0.
Using the induction assumption we get dim(M/Ma)a = dimH1(a,Ma) = 1, so the middle arrow
is zero, hence dimH1(a,M) = dimH1(a,M/Ma) = 1 by the induction assumption.
Now assume the assertion of the lemma proven for dim(a) ≤ r and assume we are given an a
of dimension r + 1. Write a = A+B with dim(A) = 1. Consider the Hochschild-Serre spectral
sequence E with
Ep,q2 = H
p(A,Hq(B,M)),
Ep,q∞ = Gr
q(Hp+q(a,M)).
Since dim(A) = 1 we get Ep,q2 6= 0 ⇒ p = 0, 1 so that this spectral sequence degenerates.
Therefore
dimHk(a,M) = dimGrk(Hk(a,M)) + dimGrk−1(Hk(a,M))
= dimH0(A,Hq(B,M)) + dimH1(A,Hq−1(B,M))
= dimHq(B,MA) + dimHq−1(B,MA)
= dimMa(
(
r
q
)
+
(
r
q − 1
)
).

From this lemma we conclude that in the Grothendieck group of vector spaces we have
F p,q2
∼=
{
Hq(n, V )a if p = 0,
0 else.
This means that we have the identity
χ0(H
∗(n, V )a) = χ0(F
0,∗
2 ) = χ(F2),
where χ(F2) is the Euler characteristic of the spectral sequence F , which is defined by
χ(F2)
def
=
∑
p,q
(−1)p+q dim(F p,q2 ).
Note that, since the differential of a spectral sequence always maps a component to a component
of the other parity (= (−1)p+q) we get
χ(F2) = χ(F3) = . . . = χ(F∞)
CHAPTER 2 Torsion and Euler Characteristic 36
and this number is going to be denoted by χ(F ). We conclude
χ0(H
∗(n, V )a) =
∑
p,q
(−1)p+q dim(F p+q∞ )
=
∞∑
q=0
(−1)q
∞∑
p=0
(−1)p
(
r
p
)
dim(Grp(Hp+q(l, V )))
=
∞∑
p=0
(−1)p
(
r
p
)
dim(Hp(l, V )).
= χr(H
∗(l, V )). 
2.3 L2-Torsion
2.3.1 L2-Torsion
We now return to the notation of 1.2, soXΓ is an oriented compact smooth Riemannian manifold
with universal covering X and fundamental group Γ. Let ϕ denote a finite dimensional unitary
representation of Γ. Let Fϕ denote the flat hermitian vector bundle over XΓ defined by ϕ.
We denote by △ϕ,p the Laplace operator on Fϕ-valued p-forms. We assume that the Gromov-
Novikov-Shubin invariants of all △ϕ,p are positive and define the L2-torsion of ϕ by
τ (2)(ϕ)
def
=
dimX∏
p=0
det(2)(△′ϕ,p)p(−1)
p
.
Assuming XΓ Ka¨hlerian we also define the p-th holomorphic torsion as
T
(2)
hol,p
def
=
dimCX∏
q=0
det(2)(△ϕ,p,q)q(−1)q ,
where△ϕ,p,q is the Hodge-Laplacian on Fϕ-valued (p, q)-forms. We do not consider higher twists
of L2-torsion since they will play no roˆle in the sequel.
Proposition 2.3.1 We have τ (2)(ϕ) = 1 if dimX is even.
Proof: [Lo]. 
Proposition 2.3.2 If X,Y are oriented compact manifolds we have
τ (2)(X × Y ) = τ (2)(X)χ(Y )τ (2)(Y )χ(X)
where χ denotes the Euler characteristic.
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Proof: We easily get
trπ1(X)×π1(Y )(e
−t△X×Y,p) =
∑
a+b=p
trπ1(X)(e
−t△X ,a)trπ1(Y )(e
−t△Y ,b).
From this the claim is derived by a purely formal computation. 
Chapter 3
The Geometry of Shimura Manifolds
This chapter contains some preparatory remarks on the geometry of Shimura manifolds, their
sphere bundles and the geodesic homotopy classes. The higher Euler characteristics of the latter
are computed in terms of root systems. This makes an important step in our computation of
orbital integrals but it is to some extent a detour since a different choice of Haar measures
would directly give the final result identifying the factor that goes with the orbital integral as
the higher Euler characteristic of the homotopy class of the corresponding closed geodesic. But
unfortunately we are forced to stick to certain standard normalizations since we pick up the
results of Harish-Chandra on orbital integrals.
3.1 The Geometry of Geodesics
3.1.1 Geodesics on the Universal Covering
Let XΓ denote a compact orientable locally symmetric manifold whose universal cover X is
globally symmetric without compact factors. We will call such a spaceXΓ a Shimura manifold.
If the group Γ is arithmetic we say that XΓ is an arithmetic Shimura manifold. Do not
mix this term with the notion of a Shimura variety , which is a special arithmetic Shimura
manifold together with an algebraic structure [Del].
The group G of orientation preserving isometries of X is a centerless semisimple Lie group
which acts transitively on X. More precisely let K denote a maximal compact subgroup of G
then X ∼= G/K. The reflection at the point eK in X defines a Cartan involution θ on G that
fixes K pointwise. We get a Cartan decomposition g0 = k0 + p0 where g0 and k0 denote the Lie
algebras of G and K and p0 is the −1-eigenspace of the Cartan involution θ. Let a0 denote a
maximal abelian subspace of p0 and A0 = exp a0 the corresponding abelian subgroup of G. Let
a+0 denote a positive Weyl chamber in a0 and A
+
0 = exp(a
+
0 ). Every oriented geodesic c in X
can be ”turned into A+0 ” the following way: At first we may assume c(0) = eK since G acts
transitively on X. Then, modulo K we may assume that c(t) = exp(tHc)K for some Hc ∈ a+0 =
closure of the Weyl chamber = interior points plus walls and the origin. Let W0, . . . ,Wn denote
38
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a complete set of nonconjugate walls of a+0 with W0 = a
+
0 and let
Mj = cent(Wj | K)
the centralizer of Wj in K. If Hc ∈ Wj, then the isotropy group of c is Mj and we thus get a
decomposition of the tangent bundle of X as a G-set:
TX − 0 ∼=
n⋃
j=0
(G/Mj)×Wj as a G− set.
The sphere bundle thus becomes
SX ∼=
n⋃
j=0
(G/Mj)× SWj as a G− set,
where SWj denotes the set of norm 1 elements in Wj.
3.1.2 Geodesics ”Downstairs”
Now let Γ ⊂ G be the fundamental group of XΓ then Γ is a torsion free lattice in G and
XΓ = Γ\G/K.
Further, let γ ∈ Γ then, since Γ is the fundamental group of XΓ, the element γ defines a free
homotopy class of closed paths in XΓ and this gives a bijection
{nontrivial conjugacy classes in Γ} ↔ {free homotopy classes of closed paths in XΓ}.
The sphere bundle over XΓ is given as:
SXΓ ∼=
n⋃
j=0
(Γ\G/Mj)× SWj
Let γ ∈ Γ and Gγ ,Γγ ,Kγ , denote the centralizers of γ in G,Γ,K.Let γ be in G conjugate to an
element of WjK then modulo conjugation we have Kγ ⊂Mγ . So we have a map
Xγ = Γγ\Gγ/Kγ → Γ\G/M →֒ SX.
By Proposition 5.15 of [DKV] we get that Xγ actually injects in SXΓ and XΓ and that the
image of Xγ is the union of all closed geodesics which map to closed paths in XΓ which are in
the free homotopy class of γ.
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3.2 Euler Characteristics
3.2.1 On Higher Euler Characteristics
Proposition 3.2.1 Let χn denote the n-th Euler characteristic. If γ is conjugate to an element
of WK, where W is a wall of dimension d then χn(Xγ) = 0 for n = 0, . . . , d− 1.
Proof: Let A ∼= Rd the group generated by W. There is a Cartan subgroup which contains
A and γ, hence we have A ⊂ Gγ . Furthermore the split part of γ is regular in A so we have
Gγ ⊂ Z(A), the centralizer of A. From this we deduce that A acts on Xγ ∼= Γγ\Gγ/Kγ by
a : Γγ g Kγ 7→ Γγ ga Kγ . Moreover A is the central split component of Gγ . Now by the
considerations in [MS] we see that there is a torsionfree normal subgroup Γ0γ of finite index in Γγ
such that the A-action turnsX0γ = Γ
0
γ\Gγ/Kγ into a Td-fibre bundle. Let p denote the projection
X0γ → Xγ and let S denote the finite group Γγ/Γ0γ . The cohomology of Xγ is computed by the
complex of S-invariant forms on X0γ , which we denote by Ω(X
0
γ )
S . Since the torus Td is compact
and connected and the actions of Td and S on X0γ commute, this cohomology is also computed
by Ω(X0γ )
STd . We will show that the latter can be written as
Ω(X0γ)
STd ∼=
⊕
0≤i1<...<in≤d
ωi1 ∧ . . . ∧ ωin ∧ p∗Ω(X0γ/Td)S ,
where the ωi are closed 1-forms dual to the vector fields that span the T
d-action. Since the ωj are
closed this is a decomposition of the de Rham complex and gives an equivalent decomposition
of the cohomology which gives the claim.
To show the existence of ω1, . . . , ωd recall that differentiable 1-forms on the homogeneous
space Gγ/Kγ are given by
Ω∞1 (Gγ/Kγ) ∼= (C∞(Gγ)⊗ pγ)Kγ .
So the Gγ-invariant forms are in one to one correspondence with p
Kγ
γ and this space contains
the wall a with exp(a) = A. Let now ω1, . . . ωd correspond to a basis of a then these forms will
be harmonic hence closed. 
The number χ
d
(Xγ) is computed in terms of root systems in [D-Hitors] and to state the
result we have to introduce some notation.
Assume γ lies in a Cartan H which is supposed to have minimal splitrank among those
Cartans that contain γ. We say H is fundamental relative γ.
We write g and k for the complexifications of the Lie algebras g0 and k0. Let h0 be the Lie
algebra of H and h its complexification then h is a Cartan subalgebra of g and we write Φ(h, g)
for the root system of the pair (h, g). Let x 7→ xc denote the complex conjugation on g with
respect to the real form g0. The complex conjugation acts on roots via α
c(x) = α(xc). A root
is called imaginary if αc = −α, real if αc = α and complex if neither holds.
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Let g = h ⊕ ⊕αgα denote the root space decomposition. To every root space gα there
exists a generator Xα such that
[Xα,X−α] = Hα with B(Hα,H) = α(H),
B(Xα,X−α) = 1
and Xcα = Xαc if α complex and X
c
α = ±X−α if α is imaginary. An imaginary root is called
compact if Xcα = −X−α and noncompact otherwise. Let Φn denote the set of noncompact
imaginary roots and Φ+ a set of positive roots as well as Φ+n = Φn ∩ Φ+.
Let Φγ denote the set of roots of (gγ , h) where gγ is the complexified Lie algebra of the
centralizer Gγ . Write Φγ,n, Φ
+
γ,n accordingly.
Let νγ = dim(Gγ/Kγ)− rank(Gγ/Kγ), the latter denoting the rank as symmetric space.
Denote for any compact subgroup L of G the standard volume [HC-HA1, sec.7] of L by
vB(L) and let vol denote the normalized volume (loc. cit.).
For any pair of groups G ⊃ H let W (G,H) denote the group theoretical Weyl group, i.e.:
W (G,H)
def
= NG(H)/ZG(H),
where NG(H) is the normalizer of H in G and ZG(H) is the centralizer of H in G.
For any topological group G let G0 denote the connected component of the unit element.
Finally write ργ for the half of the sum of the positive roots of (gγ , h).
Let Aγ denote the flat spanned by γ, i.e. Aγ = ∩γ⊂AA, where the intersection runs over all
maximal flats containing γ. Now let λγ = vol(Aγ).
A discrete subgroup Γ of G is called nice if for every γ ∈ Γ the set of eigenvalues of the
adjoint Ad(γ) does not contain any root of unity. Every arithmetic group contains a finite index
nice subgroup [Bor,17.1].
Proposition 3.2.2 Assume that Γ is nice and let γ ∈ Γ and H as above of splitrank r Assume
γ is of splitrank r too. The action of the split part HR of H on Xγ makes Xγ the total space of
a (S1)r-fibre bundle and
χr(Xγ) =
|W (gγ , h) |
∏
α∈Φ+γ (ργ , α)
λγcγ [Gγ : G0γ ]
vol(Γγ\Gγ).
with
cγ = (−1)|Φ
+
γ,n|(2π)|Φ
+
γ |2νγ/2
v(HI)
v(Kγ)
| W (Gγ ,H) | .
Proof: [D-Hitors]. 
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3.2.2 The Fundamental Rank
We proved Proposition 3.2.1 with direct geometric arguments, i.e. without use of spectral theory
and harmonic analysis. Introducing these tools we are now able to extend this proposition
considerably.
We will first introduce the notion of the fundamental rank: The rank of G is the common
dimension of all Cartan subgroups of G. The splitrank is the maximal dimension of the split
part of a Cartan subgroup and the fundamental rank is minimal dimension of the split part
of a Cartan subgroup. In other words the fundamental rank FR(G) of G is
FR(G) = rank(G) − rank(K).
It is by definition that G has a compact Cartan subgroup if and only if FR(G) = 0. By root
space decomposition one finds that
FR(G) ≡ dim X mod (2).
As an example consider G = SLn(R) for n ≥ 2. Then we have K = SO(n) and so we get
rank(G) = n− 1, rank(K) = [n2 ] and so
FR(SLn(R)) = n− [n
2
]− 1.
3.2.3 The Pseudocuspform Condition
Let now△k denote the k-th Laplacian onX. The space of smooth k-forms onX can be described
as
Ω∞k = (C
∞(G)⊗ ∧kp)K ,
where K acts via right translations on C∞(G) and via the adjoint representation on ∧kp. The
heat operator e−t△k has a rapidly decreasing kernel hkt in
(S(G) ⊗ End(∧kp))K×K ,
where S(G) = ∩p>0Cp(G) is Harish-Chandra’s Schwartz space [BM] and K ×K acts on S(G)
via right and left translation and on End(∧kp) via the adjoint representation. We put for r ≥ 0
f rt
def
=
dim X∑
k=0
(−1)k+r
(
k
r
)
tr hkt ,
where tr means the trace in End(∧kp).
We want to use the inversion formula for orbital integrals as in [HC-S]. We compute the
principal series contributions to the inversion formula. So let H denote a θ-stable Cartan sub-
group, let HR denote its split component and HI the compact component then we have a direct
product H = HRHI . Let P denote a cuspidal parabolic subgroup with Langlands decomposition
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P =MHRN . Let (ξ,Wξ) be an irreducible unitary representation of M and e
ν a quasicharacter
of HR. Set πξ,ν = Ind
G
P (ξ ⊗ eν ⊗ 1) the principal series representation. This is the right regular
representation of G on the space
Hξ,ν = {f : G→ Wξ | f(m exp(hR)ng) = ξ(m)e(ρ+ν)(hR)f(g)}.
Recall the notion of a pseudocuspform [MS2]: A rapidly decaying function f on G is called a
pseudocuspform if tr πξ,ν(f) = 0 whenever H is not fundamental.
Proposition 3.2.3 Assume the fundamental rank of G is positive.The function f rt with r =
FR(G) is a pseudocuspform. More precisely we have:
tr πξ,ν(ft) =
{
0 if H is not fundamental
−etπξ,ν(C)dim(Wξ ⊗ ∧∗ph)K∩M0 otherwise .
Here C is the Casimir operator of G and for a finite dimensional vector space V we write
∧∗V =
dim V∑
k=0
(−1)k ∧k V.
Further ph denotes the orthocomplement of hR in p, where hR = LieHR.
For r < FR(G) we have
tr πξ,ν(ft) = 0.
Proof: The decomposition p = hR + ph is K ∩M -stable. As K ∩M -modules we get
∧kp ∼=
∑
i+j=k
∧jhR ⊗ ∧iph.
Recall that hR is a trivial K ∩M -module. Let r′ = dimhR. We get by Frobenius reciprocity:
trπξ,ν(ft) = trπξ,ν(
d∑
k=0
(
k
r
)
(−1)ke−t△˜k)
= etπξ,ν (C)
d∑
k=0
(
k
r
)
(−1)kdim(Hξ,ν ⊗ ∧kp)K
= etπξ,ν (C)
d∑
k=0
(
k
r
)
(−1)kdim(Wξ ⊗ ∧kp)K∩M
= etπξ,ν (C)
d∑
k=0
k∑
j=0
(−1)k
(
k
r
)(
r′
j
)
dim(Wξ ⊗ ∧k−jph)K∩M
= etπξ,ν (C)
d∑
i=0
d∑
j=0
(−1)i+j
(
i+ j
r
)(
r′
j
)
dim(Wξ ⊗ ∧iph)K∩M .
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Now let for r, r′ ∈ N; i ∈ N0:
A(i, r, r′) =
r′∑
j=0
(
i+ j
r
)(
r′
j
)
(−1)j .
The claim now follows from the fact that r=r’ if and only if H is fundamental and the elementary
Lemma. 3.2.1 We have
A(i, r, r′) = (−1)r′
(
i
r − r′
)
.
Now consider the Laplace operator △k,Γ on XΓ and the heat operator e−t△k,Γ . Plugging the
function f rt into the Selberg Trace Formula we get
dimX∑
k=0
(−1)k+r
(
k
r
)
tr e−t△k,Γ =
∑
[γ]⊂Γ
vol(Γγ\Gγ)Oγ(f rt ).
The sum on the right runs over all conjugacy classes in Γ and the expression Oγ(f) stands for
the orbital integral:
Oγ(f) =
∫
G/Gγ
f(gγg−1)dg.
Note that the left hand side of the trace formula tends to χr(XΓ) as t→∞.
Now by Harish-Chandra’s formula for the Fourier transform of the orbital integrals and the
fact that trπξ,ν(f
r
t ) vanishes for r < FR(G) we get that for r < FR(G) all orbital integrals
vanish. This gives
Theorem 3.2.1 All the Euler Characteristics χ0(XΓ), . . . , χFR(G)−1(XΓ) vanish. 
3.3 Haar Measures
The bilinear form B on g which we always take to be a positive multiple of the Killing form
induces a Haar measure on the group G the following way: Firstly B defines a positive inner
product on the vector space p0, which is K-invariant. By the differential of the projection
G → G/K = X the space p0 is mapped isomorphically to the tangent space of X at eK. By
translation we get a Riemannian metric on X. Let µ = µB denote the volume form of this
metric. Let dk denote the Haar measure on K with total volume 1. Then the formula∫
G
fdµ =
∫
X
∫
K
f(xk)dkdµB(x)
defines a Haar measure also denoted µ om G the so called standard measure (see [HC-HA1],
sec. 7).
CHAPTER 3 The Geometry of Locally Symmetric Spaces 45
In the case when the fundamental rank is zero there is however a different measure which
we are going to use, the Euler-Poincare´ measure µEP , which is determined by the property
that
µEP (Γ\G) = (−1)dim X2 χ(XΓ)
for every torsionfree uniform lattice Γ. To express the relation between these two measures let
T be a compact Cartan subgroup and let
c = (
∏
α>0
(α, ρ))(2π)−|Φ
+ |2(rankG/K−dimG/K)/2
v(K)|W (GC, TC)|
v(T )|W (K,T )| .
Then we have
µEP = cµ.
Chapter 4
Geometric Zeta Functions in the
Rank One Case
This chapter contains a treatment of two kinds of zeta functions in the rank one case. They are
expressed in a ”complete” determinant formula which also gives a determinant expression for
the ”factor at infinity”.
4.1 The Zeta Functions of Selberg and Ruelle
Before preceding in a more general setting let Y denote a compact Riemannian surface of genus
g ≥ 2. There is a unique hyperbolic metric on Y of curvature −1. Consider the infinite product
R(s)
def
=
∏
c
(1− e−sl(c))
convergent for Re (s) >> 0, where the product is taken over all primitive closed geodesics c in
Y and l(c) is the length of the geodesic c.
By the uniformisation theorem Y is a Shimura manifold Y = XΓ = Γ\H2(R), whereH2(R) =
{z ∈ C|z = x + iy, y > 0} is the upper half plane in C with the hyperbolic metric dx2+dy2
y2
.
Then the group of orientation preserving isometries of X is G = PSL2(R)
0 = SL2(R)/± 1, the
connected component of PSL2(R). For the sphere bundle we actually have SXΓ = Γ\G. The
complex Lie algebra g of G is sl2(C) = {M ∈ Mat2(C)|trM = 0}. Let
H =
1
2
(
1
−1
)
∈ g
then via the identification SXΓ = Γ\G the geodesic flow becomes
Φt : SXΓ = Γ\G→ Γ\G
46
CHAPTER 4 Geometric Zeta Functions in the Rank One Case 47
Φt(Γg) = Γg exp(tH).
Now let n =
{(
0 ∗
0 0
)}
⊂ g and n¯ =
{(
0 0
∗ 0
)}
⊂ g then with a = CH the decompo-
sition
g = n¯⊕ a⊕ n
induces a decomposition of the tangent bundle of G which pushes down to a decomposition of
the tangent bundle of SXΓ = Γ\G as
TSXΓ = T
s ⊕ T 0 ⊕ T u
into stable, central and unstable part, where the geodesic flow is contracting on T s and
expanding on T u, i.e. for v ∈ T s the metric norm of DΦt(v) decreases exponentially as t →∞
and for v ∈ T u the norm of DΦt(v) increases exponentially. Further the norm of DΦt(v) for v
in the line bundle T 0 remains constant. These properties are summarized in saying that Φ is an
Anosov flow.
The function R(s) above is called the Ruelle zeta function since it was introduced by
David Ruelle in [Rue]. Ruelle introduced it in the more general setting of arbitrary Anosov
flows which satisfy a mild analyticity condition. For these flows Ruelle was able to show that
R(s) admits an analytic continuation to a meromorphic function of finite order. In the general
setting there is not very much more one can prove concerning R(s). For a geodesic flow of a
Riemann surface however, one has more at hand.
Atle Selberg [Sel] introduced the zeta function
Z(s)
def
=
∏
c
∏
N≥0
(1− e−(s+N)l(c))
and he showed that Z(s) extends to an entire function whose zero set can be split into two
parts, the spectral zeroes and the topological zeroes: The spectral zeroes all lie in the set
[0, 1] ∪ (12 + iR) and s is a spectral zero if and only if s(1− s) is an eigenvalue of the Laplacian
△Γ of XΓ, the multiplicity of the zero being equal to the multiplicity of the eigenvalue. The
topological zeroes are at s = 0,−1,−2, . . . and the order of a zero at s = −k is (2k+1)(2g-2).
The orders at s=0 add up.
All this information can be summarized to
Theorem 4.1.1 [CaVo] The Selberg zeta function satisfies the determinant formula:
Z(s) = det(△Γ + s(1− s))(e−(s−
1
2
)2det(P + s− 1
2
))2g−2,
where P =
√
△d + 14 and △d is the Laplacian of the 2-sphere S2 with the usual metric. This
means that the eigenvalues of P are the numbers j + 12 for j = 0, 1, . . . and the eigenvalue j +
1
2
has multiplicity 2j + 1.
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From this we also get that the function Zˆ(s) = Z(s)(e−(s−
1
2
)2det(P + s − 12 ))2−2g satisfies
the functional equation
Zˆ(s) = Zˆ(1− s).
Back to the Ruelle zeta function it is easy to see that
R(s) =
Z(s)
Z(s+ 1)
so that all poles and zeroes of R(s) may be read off. Even more, we find that R(s) satisfies a
functional equation as s is replaced by −s and in the center of the functional equation we find
the following first Taylor coefficient:
R(s) =
Thol(XΓ)
T
(2)
hol (XΓ)
s2g−2 + higher order terms,
where Thol is the holomorphic torsion, T
(2)
hol the holomorphic L
2-torsion.
This is going to be generalized in the following chapters.
4.2 Rank One Spaces
In this chapter we assume X to be a rank one symmetric space. By definition this means that
the group of orientation preserving isometries G acts transitively on the sphere bundle SX of
X. By 3.1.1 it then follows that any maximal abelian subspace a0 of p0 has dimension one and
thus we conclude that G has splitrank one. There are three series and one sporadic space (see
[Helg]), we have:
• the real hyperbolic space of dimension n = 2, 3, . . .
X = Hn(R) = SO(n, 1)+/SO(n),
• the complex hyperbolic space of dimension 2n; n = 1, 2, . . .
X = H2n(C) = SU(n, 1)/S(U(n) × U(1)),
• the quaternionic hyperbolic space of dimension 4n; n = 1, 2, . . .
X = H4n(H) = Sp(n, 1)/Sp(n),
and
• the Cayley hyperbolic space of dimension 16
X = H16(Cal) = (f4(−20), so(9)).
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The only coincindences here are H2(R) ∼= H2(C) and H4(R) ∼= H4(H).
Since the splitrank of G is one, the fundamental rank can only be zero or one which is in
this setting equivalent to the dimension being even or odd. So we only have fundamental rank
equals 1 in the case of Hn(R) for n odd, in all other cases we have FR(G) = 0. The only
spaces occurring here that are hermitian symmetric spaces, i.e. that have a G-invariant
holomorphic structure are the complex hyperbolic spaces.
We will fix a maximal abelian space a0 ⊂ p0 and the corresponding split torus A = exp(a0).
Further let M denote the centralizer of A in K and fix a minimal parabolic P =MAN .
Since it doesn’t change the geometry we will not use G = Iso+(X) but a finite cover of this,
namely we assume G = G(R), where G is a simply connected algebraic group.
4.2.1 K-separability
A finite dimensional representation (τ, V ) of a maximal compact subgroup K of G defines a
vector bundle Eτ over X via Eτ
def
= (G × V )/K where K acts on G × V from the right by
(g, v)k
def
= (gk, τ(k−1)v). The projection Eτ → X is the obvious one: (g, v)K 7→ gK. The group
G then acts on Eτ via g
′((g, v)K)
def
= (g′g, v)K and this action makes Eτ a homogeneous
vector bundle, that is, the G-action is smooth, maps fibres to fibres, is fibrewise linear and
the projection Eτ → X is G-equivariant.
The other way round given a homogeneous vector bundle E over X the K-action on the
fibre over the point eK ∈ X = G/K defines a finite dimensional representation (τ, V ) of K and
it is easy to see that E ∼= Eτ . This defines an equivalence of categories between the category
of homogeneous vector bundles over X and the category of finite dimensional representations of
the compact group K.
By rank(X) = 1 we have for the sphere bundle SX:
SX ∼= G/M.
The pullback of any homogeneous vector bundle Eτ to G/M will be a homogeneous vector
bundle over G/M corresponding to the M -representation τ |M . Actually, what we are going to
do is to represent homogeneous vector bundles over G/M as linear combinations of bundles over
G/K, hence we have to study the restriction of representations from K to M .
For any compact group H let Rep(H) denote the Representation ring of H, as abelian
group Rep(H) is the Grothendieck group of the category of finite dimensional unitary represen-
tations of H and the tensor product makes it a ring.
The restriction gives a ring homomorphism res : Rep(K)→ Rep(M). A representation σ of
M is called K-separable if σ lies in the image of res.
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Proposition 4.2.1 If dimX is even then every finite dimensional representation of M is K-
separable. If dimX is odd and σ ∈ Mˆ is not K-separable then σ + σ∗ is, where σ∗ is the dual
representation. Furthermore, the constituents of the adjoint representation of M on the space
∧pp are K-separable for all p.
Proof: Fix a maximal torus T in K such that TM = T ∩M is a maximal torus in M .
Denote the corresponding Lie algebras by t and tM .For dimX odd we have K = Spin(2n+ 1),
M = Spin(2n) for some n. The claim follows easily ([BrotD]). Now assume dim X even. This
means rank(g) = rank(K). Now by the minimal K-type formula ([Knapp], p.629) we see that
in case of compatible orderings every highest weight of M is the restriction of a highest weight
of K. To get the K-separability from this one proceeds by induction on the highest weights of
M with respect to the root order we have chosen. For the trivial weight the assertion is clear.
Now let λ ∈ t∗M be a highest weight and assume the claim proven for all highest weights λ′ < λ.
Denote the M -representation with highest weight λ by RM (λ). Fix a highest weight λK of K
which restricts to λ and write RK(λK) for the corresponding K-representation. Now let λ
′ be
a highest weight of M such that RM (λ
′) occurs in the restriction of RK(λK). Since λ′ is the
restriction of a highest K-weight which is smaller in the K-order than λK , it follows λ
′ < λ and
so we have
RK(λK)|M = RM (λ) + lower terms
and by the induction hypothesis the lower terms already lie in Rep(K). The claim now follows.
Finally to prove the assertion about the constituents of ∧pp we only have to worry about
the case K = SO(n) and M = SO(n − 1). Let τp denote the representation of K on ∧pp, then
τ1 is just the natural representation of K = SO(n) on C
n. Restricted to M this splits into
C ⊕ Cn−1, where M acts trivially on the first summand and via the natural representation σ1
on the second. Therefore we get τp|M = ∧pσ1 ⊕ ∧p−1σ1 and thus ∧pσ1 = ⊕pk=0(−1)k+pτp|M in
Rep(M). 
4.3 Selberg’s Zeta for Even Dimensions
4.3.1 The Trace Formula for M-Types
From now on we will assume dimX even. Recall that the torus tM ⊕ a admits a real root α,
unique up to sign. To fit conveniently into normalizations of Harish-Chandra we will work with
the form B, a scalar multiple of the Killing form such that B(α) = 4 From [Wall] we take the
following version of the trace formula. Let Γ denote a cocompact torsionfree lattice in G. Since
dimX is even G admits a compact Cartan subgroup and the Euler-Poincare´ measure µEP on G
is nonzero. Thus µEP (Γ\G) = (−1)mχ(Γ\X) = (−1)mχ(Γ), the Euler-Poincare´ characteristic.
Let (ϕ, Vϕ) denote a finite dimensional unitary representation of the group Γ. Consider the
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Hilbert space
L2(Γ\G,ϕ) =
{
f : G→ Vϕ | f(γg) = ϕ(γ)f(g),
∫
Γ\G
‖ f(x) ‖2 dµEP (x) <∞
}
(modulo nullfunctions). The group G acts unitarily on L2(Γ\G,ϕ) by right translations and it
is known that we have a direct sum decomposition
L2(Γ\G,ϕ) =
⊕
π∈Gˆ
NΓ,ϕ(π)π
with finite multiplicities NΓ,ϕ(π) for all π ∈ Gˆ. Let C denote the Casimir operator of G.
Since C is central it acts on the representation space of π ∈ Gˆ as a scalar π(C) times the
identity. We have the well known formula
π(C) = B(λπ)−B(ρ).
Let τ ∈ Kˆ and denote by χτ the character of τ . By [BM] we may insert the heat kernel etC ∗K χτ
into the trace formula. We introduce some notation: For an irreducible unitary representation
π of G let [π : τ ] = [π |K : τ ] denote the multiplicity of τ in the restriction π |K . Let dπ denote
the formal degree of π if π is a discrete series representation and dπ = 0 otherwise. This can be
summarized in saying dπ = ˆµEP ({π}), where ˆµEP is the Plancherel measure corresponding to
µEP .
For π ∈ Gˆ let
λπ = NΓ,ϕ(π)− (−1)mχ(XΓ)dπ dim(ϕ).
Note that, as a consequence of the L2−index theorem of Atiyah [AtSch], the number χ(XΓ)dπ =
µEP (Γ\G)dπ is an integer. For ξ ∈ Mˆ let ∧ξ denote its infinitesimal character and Pξ the
Plancherel density on the principal series attached to ξ.
Let
fξ(t) =
∫ ∞
−∞
e−tv
2
Pξ(v)dv.
The conjugacy classes [γ] of Γ are in bijection to the free homotopy classes of closed paths in XΓ.
Denote by lγ the minimal length of paths in the class [γ] and by [γ0] the underlying primitive
class. The letter ρ denotes the half sum of positive roots and ρ0 = ρ|a. Let |ρ0| denote the
length of ρ0 under the Killing form. Since Γ is torsionfree, any γ ∈ Γ is conjugate in G to an
element aγmγ ∈ AM . Now let
Tγ =
lγ0e
−|ρ0|lγ trϕ(γ)
det(1− γ−1 | n) .
The trace formula yields ∑
π∈Gˆ
[π : τ ]λπe
t(π(C)+B(ρ))
=
∑
ξ∈Mˆ
[τ : ξ]etB(∧ξ)

(−1)mχ(XΓ) dim(ϕ)fξ(t) +
∑
[γ] 6=1
Tγtrξ(mγ)
e−l
2
γ/4t√
4πt

 .
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Since we have restricted to the even dimensions there is, by Proposition 4.2.1 to every σ ∈ Mˆ
an element r =
∑
τ aττ in Rep(K) such that
(2.3.1) σ = r |M=
∑
τ∈Kˆ
aττ |M .
For π ∈ Gˆ and r ∈ Rep(K) define
Nr(π) =
∑
τ∈Kˆ
aτ [π : τ ].
Note that if π = πξ,ν is a principal series representation and r ∈ Rep(K) with (2.3.1) we
have
Nr(π) =
{
1 if ξ = σ
0 else.
Together with the trace formula this leads to the
Observation: Let r be in the kernel of the restriction map Rep(K) → Rep(M) then for
every z ∈ C we have
∑
π∈Gˆ,π(C)=z
Nr(π)
(
NΓ(π)− µEP (Γ\G)dπ
)
= 0.
Apply this to the case G = SL2(R). Here K = SO(2) and M = {±1}, so there is a lot of
r as above. It follows for example for the Mock representations π± (see[Lang]) that we have
NΓ(π+) = NΓ(π−). Further, the discrete series representations of G = SL2(R) are parametrized
by Z − {0}, so Gˆd = {πn | n 6= 0}. From the observation we get NΓ(πn) = dπnvol(Γ\G) for
n 6= ±1 and NΓ(π±1) = dπ±1vol(Γ\G) + 1 (compare [Langl]).
Now for σ ∈ Mˆ fix any r ∈ Rep(K) which restricts to σ. Set Nσ(π) = Nr(π) then the
following expression is indeed independent of r:∑
π∈Gˆ
Nσ(π)λπe
t(π(C)+B(ρ)−B(∧σ ))
= (−1)mχ(XΓ) dim(ϕ)fσ(t) +
∑
[γ] 6=1
Tγ,σ
e−l
2
γ/4t√
4πt
.
4.3.2 The zeta function
Fix a minimal parabolic subgroup P of G, let P = MAN be its Langlands decomposition, so
A is a one dimensional split torus, M its centralizer in K and N is the unipotent radical of P .
Denote the corresponding Lie algebras by p0,m0, a0, n0 and their complexifications by p,m, a, n.
For N ≥ 0 let SN (n) denote the N -th symmetric power of n. Let Γ ⊂ G denote as before a
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torsion free uniform lattice in G. Since Γ is torsion free and G of real rank one, every γ ∈ Γ is
in G conjugate to an element mγaγ of MA.
As before, (ϕ, Vϕ) denotes a finite dimensional unitary representation of Γ. We further fix a
representation (σ, Vσ) ∈ Mˆ and define the generalized Selberg Zeta Function as
Zσ,ϕ(s) =
∏
[γ] prime
∏
N≥0
det(1− e−slγγ | VN ),
where γ ∈ Γ induces an operator, well defined up to conjugacy on VN = Vϕ ⊗ Vσ ⊗ SN (n) via
γ 7→ ϕ(γ)⊗σ(mγ)⊗AdN ((mγaγ)−1). Recall that lγ is the minimal length of a closed path freely
homotopic to γ in XΓ. Now in the rank one situation which we are in each free homotopy class
of closed paths contains a unique geodesic. So the product above can also be interpreted as a
product over all primitive closed geodesics.
For π ∈ Gˆ and z ∈ C let
mσz =
∑
π∈Gˆ, π(C)=−z
Nσ(π)λπ.
We consider the virtual operator △σ,ϕ defined by the divisor (z,mσz )z∈I , where I is the set of
all z with mσz 6= 0. Since there are only finitely many π ∈ Gˆ with Nσ(π)dπ 6= 0, we conclude
that △σ,ϕ is a virtual differential operator plus a finite dimensional one. More explicitly, let
r =
∑
τ aττ be in Rep(K) such that r restricts to σ. Every τ ∈ Kˆ defines a homogeneous vector
bundle Eτ . The Casimir acts on the sections of Eτ as a generalized Laplacian △τ , so we define
△′σ,ϕ =
∑
τ aτ△τ , then △σ,ϕ = △′σ,ϕ + finite operator. It follows
Lemma. 4.3.1 The operator △σ,ϕ is zeta admissible. Moreover, we have the asymptotics
tre−t△σ,ϕ ∼
∞∑
k=−m
ckt
k.
Now set
Mσ(z, λ) =
∫ ∞
0
tz−1e−λttr(e−t△σ,ϕ)dt.
By taking Mellin transforms of all terms in the trace formula we get
Mσ(z, λ+B(ρ)−B(∧σ)) =M1(z, λ) +Mgeo(z, λ),
now a calculation similar to [D-Hitors, 3.12] shows
exp(Mgeo(0, s
2)) = Zσ,ϕ(s+ |ρ0 |)
and
M1(z, λ) = (−1)mχ(XΓ) dim(ϕ)
∫ ∞
0
∫ ∞
−∞
e−t(v
2+λ)Pσ(v)t
z−1dvdt.
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This will give the analytic continuation to the entire plane. Because of
exp(Mσ(0, λ)) = det(△σ,ϕ + λ)
it only remains to consider M1(z, λ).
In order to compute M1(z, λ) we write down the Plancherel formula in our normalization of
measures. For this purpose let Gˆd denote the set of discrete series representations of G and for
π ∈ Gˆd we get the formal degree as
dπ =
| W (T,K) |
| W (TC, GC) |
∏
α>0
(α, λ)
(α, ρ)
,
where λ is the Harish-Chandra parameter of π [Knapp]. To derive this, we take the formula
for the formal degree provided by [AtSch]. Recall the notion of the dual symmetric space
Xd to X: Let Gd denote a maximal compact subgroup of the complexification GC of G such
that K ⊂ Gd. Then Xd is by definition equal to Gd/K. The Haar-measure used by [AtSch]
is normalized to give the dual space Xd of X the volume 1. By means of the Hopf-Samelson
formula one gets that in our normalization the dual space has the volume
vol(Xd) = χ(Xd) =
|W (Gd) |
|W (K) | .
From this the assertion follows. To σ ∈ Mˆ let ∧σ denote the corresponding infinitesimal char-
acter, i.e. ∧σ = wσ + ρM where wσ is the highest weight.
There is a distinguished element γ0 in the center of M [Knapp,p.487] of order two. The set
Mˆ can be devided into a even and an odd part depending on whether the eigenvalue of γ0 is
±γρ0 . So σ ∈ Mˆev ⇔ σ(γ0) = γρ0 . Now, from [Knapp] we take the Plancherel formula: Suppose
f ∈ C∞c (G), then we have
f(1) =
∑
π∈Gˆ
dπtr(π(f)) + i
(−1)m
4
| W (K) |
| W (GC) |×

∑
σ∈Mˆev
∫ ∞
−∞
trπσiν(f)
∏
α>0
< ∧σ + iνν0, α >
< ρ, α >
coth(πν/2)dν
∑
σ∈Mˆodd
∫ ∞
−∞
trπσiν(f)
∏
α>0
< ∧σ + iνν0, α >
< ρ, α >
tanh(πν/2)dν


,
where ν0 ∈ a∗ is such that B(ν0, α0) = B(α0, α0)/2 for the unique positive real root α0 of a+ tm.
This means that the Plancherel density Pσ is given by
Pσ(ν) = i
(−1)m
4
| W (K) |
| W (GC) |
∏
α>0
< ∧σ + iνν0, α >
< ρ, α >
coth(πν/2)
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if σ is even and
Pσ(ν) = i
(−1)m
4
| W (K) |
| W (GC) |
∏
α>0
< ∧σ + iνν0, α >
< ρ, α >
tanh(πν/2)
if σ is odd. Note that Pσ is always a nonnegative function.
The term p≤k will from now on stand for a polynomial of degree ≤ k. The expressions 4.3
and 3.4 give
logZσ,ϕ(s + |ρ0 |) =Mgeo(0, s2)
= (−1)m+1
∫ m+1
Mσ(m+ 1, s
2 +B(ρ)−B(∧σ))d(s2)
+(−1)m
∫ m+1
M1(m+ 1, s
2)d(s2) + p≤m(s2),
where
∫ k
means integrating k-times (well defined up to p≤k−1). Thus
log(Zσ,ϕ(s+ |ρ0 |)) = logdet(△σ,ϕ + s2 −B(ρ) +B(∧σ))
− dimϕ logdet(2)(△σ,ϕ + s2 −B(ρ) +B(∧σ))
= logdet(△σ,ϕ + s2 −B(ρ) +B(∧σ))
+(−1)m
∫ m+1
M1(m+ 1, s
2)d(s2) + p≤m(s2).
Further we have
M1(m+ 1, s
2) = m!(−1)mχ(XΓ)
∫ ∞
−∞
Pσ(ν)
(ν2 + s2)m+1
dν.
For λ > 0 and n > k ≥ 0 define
F kn (λ) = (−1)n+1Γ(n)
∫ ∞
−∞
r2k−1 tanh(πr2 )
(r2 + λ)n
dr
and
F k0 (λ) =
∫ k+1
F kk+1(λ)dλ mod p≤k(λ).
Further we set
Gkn(t) = (−1)n+1Γ(n)
∫ ∞
−∞
r2k−1 tanh(πr2 )
(r2t+ 1)n
dr.
Then
∂
∂λF
k
n (λ) = F
k
n+1(λ)
∂
∂tG
k
n(t = G
k+1
n+1(t)
F kn (λ) = λ
−nGkn(
1
λ ) G
k
n(t) = t
−nF kn (
1
t )
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The residue calculus gives
F 12 (λ) = −
2√
λ
∞∑
n=0
1
(2n + 1 +
√
λ)2
.
For j ≥ 0 let Dj denote the operator with divisor
divDj = (2n + 1, (2n + 1)
j)n≥0,
then its zeta function is given by
ζDj+a(s) =
∞∑
n=0
(2n + 1)j
(2n+ 1 + a)s
Res >> 0.
We define ζˆDj+a(n) = (−1)n+1Γ(n)ζDj+a(n) and get
∂
∂a
ζˆDj+a(n) = ζˆDj+a(n+ 1).
We further let ζˆDj+a(0) =
∫ j+2 ˆζDj+a(j + 2)da + p≤j+1.
Proposition 4.3.1
F k0 (a
2) = 8(−1)k ζˆD2k−1+a(0).
Proof: We first derive the equation:
F k+10 =
∫
F k0 (λ)dλ− λF k0 (λ),
this is done as follows:
F k+10 (λ) =
∫ k+2
F k+1k+2 (λ)dλ
=
∫ k+2
λ−k−2Gk+1k+2(
1
λ
)dλ
= −
∫ k+2
λ−k
∂
∂λ
(Gkk+1(
1
λ
))dλ
= −
∫ k+2
λ−k
∂
∂λ
(λk+1F kk+1(λ))dλ
= −(k + 1)
∫ k+2
F kk+2(λ)dλ−
∫ k+2
λF kk+2(λ)dλ.
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Iterated partial integration gives the claim.
Now we prove the proposition by induction. The case k=1 is easy. The induction step
amounts to
ζˆD2k+1+a(1) = a
2ζˆD2k−1+a(1) + p≤2k+1,
which is shown by differentiating 2k + 2 times. 
Now let Ej denote the operator attached to the divisor
divEj = (2n, (2n)
j)n∈N.
Define
Hkn(λ) = (−1)n+1Γ(n)
∫ ∞
−∞
r2k−1 coth(πr2 )
(r2 + λ)n
dr
and
Hk0 (λ) =
∫ k+1
Hkk+1(λ)dλ mod p≤k(λ).
We get in perfect analogy to the above
Proposition 4.3.2
Hk0 (a
2) = 8(−1)k+1ζˆE2k−1+a(0).
For the proof we only remark that residue calculus gives
H12 (a
2) = − 1
a3
− 2
a
∞∑
n=1
1
(2n+ a)2
.
Let Qσ denote the polynomial over Q
Qσ(x) =
∏
α>0
< ∧σ + xν0, α >
< ρ, α >
.
Lemma. 4.3.2 We have Qσ(Z) ⊂ Z and there is a k ∈ N such that Qσ(N + k) ⊂ N.
Proof: The existence of such a k follows from the Weyl dimension formula, since for n large
enough Qσ(n) is the dimension of a representation. For the rest let d be a natural number such
that F = dQσ ∈ Z[x] the we have F (N+ k) ⊂ dN or F (n+ k) ≡ 0(d) for n ∈ N. Since n+k runs
through all classes modulo d as n runs through the natural numbers it follows that F (c) ≡ 0(d)
for all c ∈ Z. 
As we will see, this lemma gives the analytic continuation of Zσ itself whereas Wakayama
[Wak] could only show the continuation of a power of Zσ.
Define the operator Dσ by its divisor according to the cases:
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• if σ is even:
divDσ = (2n,Qσ(2n))n∈N
• if σ is odd:
divDσ = (2n − 1, Qσ(2n − 1))n∈N.
Putting things together we have proven that there is a polynomial of degree ≤ 2m such that
Zσ,ϕ(|ρ0 |+ s) = det
(
△σ,ϕ + s2 −B(ρ) +B(∧σ)
)
×
(
det(Dσ + s) exp(P (s))
)2(−1)m dim(ϕ)χ(XΓ)/χ(Xd)
.
We finally want to show that P is even. To this end recall that logZσ,ϕ(|ρ0 |+ s) tends to zero
as s → +∞. It is thus possible to compute P (s) by means of the asymptotics according to
Proposition 1.1.3. Since s only enters in the △σ,ϕ-term via s2 there is only need to consider the
Dσ-term. Recall the operators Dj and Ej . An easy computation shows
e−tDj = (−1)j j!
2
t−(j+1) +O(1) as t→ 0
and the same formula holds for Dj replaced by Ej. Since only odd j enter in our operators Dσ
there are only even powers in the asymptotic of Dσ, so we get
Theorem 4.3.1 Let cσ = B(∧σ)−B(ρ). The Selberg Zeta Function Zσ,ϕ = Z can be expressed
as a product of determinants
Z(|ρ0 |+ s) = det
(
△σ,ϕ + s2 + cσ)
)
det(2)
(
△σ,ϕ + s2 + cσ
)−dimϕ
= det
(
△σ,ϕ + s2 + cσ
)(
det(Dσ + s) exp(P (s
2))
)2(−1)m dim(ϕ)χ(XΓ)/χ(Xd)
.
where P is a polynomial of degree ≤ m. It follows that Zσ,ϕ extends to a meromorphic function
with finitely many poles and that
Z(|ρ0 |+ s)
Z(|ρ0 | − s)
=
(
det(Dσ + s)
det(Dσ − s)
)2(−1)m dim(ϕ)χ(XΓ)/χ(Xd)
.
Further Z satisfies a modified Riemann hypothesis, its singularities are devided into the spectral
ones and the topological ones. A complex number s is a spectral singularity if and only if the
number −cσ − s2 is an eigenvalue of △σ,ϕ and its order is its multiplicity then, i.e. spectral
singularities are zeroes. The complex number s is a topological singularity if and only if s = −2n,
n ∈ N if σ is even or s = −2n + 1, n ∈ N if σ is odd. Its order is then equal to the number
(−1)mQσ(s) dim(ϕ)χ(XΓ)/χ(Xd).
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Finally, we compare our results with that of Juhl [Ju]. Set ϕ = 1. We introduce some
notation. Let Gd denote the dual group to G. This is a compact form of G which we may
assume to contain K. The compact dual Ad of A is a torus in Gd. The Lie algebra n defines a
complex structure on the compact manifold Gd/MAd by
T (1,0)(Gd/MAd) ∼= Gd ×MAd n.
For a character χd of A with χd(γ0)σ(γ0) = 1, where γ0 is defined as in 4.4 let ind(n, σ, χ
d)
denote the index of the Dolbeault complex with values in the vector bundle Eσ⊗χd defined by
σ⊗χd over Gd/MAd. Let H0 ∈ a as before defined by α(H0) = 1 for the short root α of A. Set
Z+(n,σ)(s) =
∏
χd ∈ Aˆd
χd(H0) > ρ0
χd(γ0)σ(γ0) = 1
(s+ χd(H0))
ind(n,σ,χd).
where the product denotes ζ-regularized product.
Let Xd denote the compact dual space to X. A. Juhl has shown [Ju, p. 184]:
Zσ,ϕ(|ρ0 |+ s)
Zσ,ϕ(|ρ0 | − s)
∼=
(
Z+(n,σ)(|ρ0 |+ s)
Z+(n,σ)(|ρ0 | − s)
)−2χ(XΓ)/χ(Xd)
.
where ∼= means equality up to the exponential of a polynomial. Since Z(n,σ) is holomorphic and
nonzero for Res > 0 we conclude
Z+(n,σ)(s) = det(Dσ + s)
(−1)m+1 ,
it further follows that we have equality above instead of ”∼=”. Let Ad denote the compact dual
of A acting on the compact form Gd then we easily get
ind(n, σ, χd) = (−1)m+1
∏
α>0
< ∧σ + χd + ρ |a, α >
< ρ, α >
.
4.4 Ruelle’s Zeta for Even Dimensions
We extend the definition of the zeta function Zσ,ϕ to finite dimensional unitary representations
σ which are not necessarily irreducible in the obvious way: If σ = ⊕ξ∈Mˆnξξ is the isotypical
decomposition of σ then
Zσ,ϕ(s)
def
=
∏
ξ∈Mˆ
(Zξ,ϕ(s))
nξ .
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Let a denote the complex Lie algebra of A, so thatM is the centralizer of a in K. Let P =MAN
be a minimal parabolic. Since we have normalized the form B such that the real root αr has
length 2 the possible root length of (g, a) are 1 and 2. Let n = n1 ⊕ n2, where A acts according
to αr on n2 and according to
1
2αr on n1. Let σ1, σ2 be the representations of M on n1, n2 and
write τp for the K-representation on ∧pp. Then we have
τ1|M = σ0 ⊕ σ1 ⊕ σ2,
where σ0 is the trivial one dimensional representation.
Theorem 4.4.1 For the Ruelle zeta function
Rϕ(s) =
∏
[γ]prime
det(1− e−slγϕ(γ))
we have
Rϕ(s) =
dim n1∏
l=0
dim n2∏
k=0
Z∧lσ1⊗∧kσ2,ϕ(s + l + 2k)
(−1)l+k .
Proof: For an arbitrary representation σ of M we write
logZσ,ϕ(s) =
∑
[γ]prime
∑
N≥0
trlog(1− e−slγγ|VN )
= −
∑
[γ]prime
∑
N≥0
∞∑
n=1
1
n
e−snlγtrϕ(γn)trσ(mnγ )trAd
N ((mγaγ)
−n)
= −
∑
[γ]
trϕ(γ)
e−slγ
µγ
trσ(mγ)
det(1− γ−1|n) .
Now we have
det(1− γ−1|n) = det(1− γ−1|n1)det(1− γ−1|n2)
=
dimn1∑
l=0
dimn2∑
k=0
(−1)k+ltr(γ−1| ∧l n1 ⊗ ∧kn2)
=
dimn1∑
l=0
dimn2∑
k=0
(−1)k+le−(l+2k)lγ tr(mγ | ∧l n1 ⊗ ∧kn2),
from which the proposition follows. 
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4.5 Selberg’s Zeta Function for Odd Dimensions
Here we assume n = dimX odd. It follows X = Hn(R) the real hyperbolic space. We have
G = SO(n, 1)+, K = SO(n) and M = SO(n− 1). We will normalize the form B in such a way
that X has curvature −1. This means
B =
1
n− 1BKilling,
where BKilling denotes the Killing form. The Haar measure µ = µB will be the standard measure
attached to B.
We will follow the notation of 4.3. Since there is no compact Cartan subgroup there is no
discrete series, so we needn’t consider the numbers λπ. Indeed, let σ ∈ Mˆ be K-separable,
choose r ∈ Rep(K) which restricts to σ and let Nσ(π) = Nr(π). We then get
∑
π∈Gˆ
Nσ(π)NΓ,ϕ(π)e
t(π(C)+B(ρ)−B(∧σ )) = µ(Γ\G) dim(ϕ)fσ(t) +
∑
[γ] 6=1
Tγ,σ
e−l
2
γ/4t
√
4πt
.
Here again fσ(t) =
∫∞
−∞ e
−tv2Pσ(v)dv but now the Plancherel density Pσ is an even polynomial
of degree n− 1 ([Knapp], p.485). This makes the factor at infinity much easier to handle. Let
ζa(s)
def
=
1
Γ(s)
∫ ∞
0
ts−1fσ(t)e−ta
2
dt.
For a > 0 fixed this extends to a meromorphic function, holomorphic at s = 0 and with
Z1(a)
def
= exp(−ζ ′a(0)) we have
Lemma. 4.5.1
Z1(a) = exp(2π
∫ a
0
Pσ(iy)dy)
Proof: ([Fried], p.533). 
Denote the polynomial 2π
∫ a
0 Pσ(iy)dy by P˜σ(a). Along the lines of section 4.3 we get
Theorem 4.5.1 Let X be a real hyperbolic space of odd dimension. Fix a K-separable repre-
sentation σ ∈ Mˆ . Consider the zeta function
Zσ,ϕ(s) =
∏
[γ]prime
∏
N≥0
det(1− e−slγγ|VN ),
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where VN = Vϕ ⊗ Vσ ⊗ SN (n) and γ operates as ϕ(γ) ⊗ σ(Mσ) ⊗ AdN ((mγaγ)−1). Then Zσ,ϕ
satisfies the equation
Zσ,ϕ = det(△σ,ϕ + s2 + cσ) exp(dimϕµ(Γ\G)P˜σ(s)).
It follows that Zσ,ϕ extends to an entire function and that
Zˆσ,ϕ = Zσ,ϕ(s) exp(− dimϕµ(γ\G)P˜σ(s))
satisfies
Zˆσ,ϕ(s) = Zˆσ,ϕ(n− 1− s).
4.6 Ruelle’s Zeta for Odd Dimensions
We still stick to the situation of the preceding subsection, i.e. X = Hn(R), n odd. Denote by
τp the representation of K on ∧pp the we have τp|M = σp + σp−1 for some σj ∈ Mˆ . Define the
Ruelle zeta function as
Rϕ(s) =
∏
[γ]prime
det(1− e−slγϕ(γ))
Then we get
Proposition 4.6.1 ([Fried],p.532)
Rϕ(s) =
n−1∏
p=0
Zσp,ϕ(s+ p)
(−1)p .
From this one reads off:
Theorem 4.6.1 ([Fried]) The Ruelle zeta function Rϕ(s) extends to a meromorphic function
on C, its zeroes and poles are all in the set R∪ (−n−12 + iR)∪ (−n−12 +1+ iR∪ . . .∪ (n−12 + iR)
and can be expressed in terms of Laplace eigenvalues for the Laplacians △ϕ,p, for p = 0, 1, . . . , n.
The function Rϕ(s) satisfies a functional equation
Rϕ(s) = Rϕ(−s) exp(dimϕµ(Γ\G)Q(s)),
where Q is the polynomial
Q(s) =
n−1∑
p=0
P˜σp(s+ p)− P˜σp(n− 1− s− p).
In the center of the functional equation we have the special value
Rϕ(0) = τ(φ),
the analytic torsion of ϕ. 
Chapter 5
The Holomorphic Torsion Zeta
Function
In this chapter we are going to consider a different generalization of the Selberg Zeta Function.
From this we will construct a zeta function which has the holomorphic torsion as special value.
Of particular neatness is the case of the m-th power Hm, m ∈ N, of the hyperbolic plane H,
where the Euler product looks very simple (sec. 5.2).
5.1 The trace of the heat kernel
Let X¯ denote a compact locally symmetric space whose universal coveringX is hermitian globally
symmetric of the noncompact type. Then X = G/K where G is the group of orientation
preserving isometries of X and K is a maximal compact subgroup of G. Then there is a uniform
lattice Γ in G such that X¯ = Γ\X = Γ\G/K. Further, Γ ∼= π1(X¯), the fundamental group
of X¯. We will therefore write XΓ instead of X¯. It follows that G is a semisimple Lie group
without center that admits a compact Cartan subgroup T ⊂ K. We denote the real Lie algebras
of G, K and T by g0, k0 and t0 and their complexifications by g, k and t. We will denote
the Killing form of g by B. As well we will write B for the diagonal of the Killing form so
B(X) = B(X,X). Denote by p0 the orthocomplement of k0 in g0 with respect to B then via the
differential of exp the space p0 is isomorphic to the real tangent space of X = G/K at the point
eK. Let Φ(t, g) denote the system of roots of (t, g), let Φc(t, g) = Φ(t, k) denote the subset of
compact roots and Φnc = Φ−Φc the set of noncompact roots. To any root α let gα denote the
corresponding root space. Fix an ordering Φ+ on Φ = Φ(t, g) and let p± =
⊕
α∈Φ+nc g±α. Then
the complexification p of p0 splits as p = p+⊕ p− and the ordering can be chosen such that this
decomposition corresponds via exp to the decomposition of the complexified tangent space of X
into holomorphic and antiholomorphic part.
Let θ denote the Cartan involution on g0 and on G corresponding to the choice of K. Extend
θ linearly to g. Let H denote a θ-stable Cartan subgroup of G then H = AB where A is a split
torus and B compact. The use of the letter B here will not cause any confusion. The dimension
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of A is called the split rank of H. Let a denote the complex Lie algebra of A. Then a is an
abelian subspace of p = p+ ⊕ p−. Let X 7→ Xc denote the complex conjugation on g according
to the real form g0. The next lemma shows that a lies skew to the decomposition p = p+ ⊕ p−.
Lemma. 5.1.1 Let Pr± denote the projections from p to p± the we have dimPr+(a) = dim
Pr−(a) = dim hR, or, what amounts to the same: a ∩ p± = 0.
Proof: a is stable under complex conjugation which interchanges p+ and p−. So let X ∈ p+
be such that X + Xc ∈ a. Since a is abelian, the assumption i(X − Xc) ∈ a would lead to
0 = [X + Xc, i(X − Xc)] = 2i[Xc,X] and the latter only vanishes for X = 0. So a does not
contain X or Xc and the claim follows. 
Now let a′ denote the orthocomplement of a in Pr+(a) ⊕ Pr−(a). For later use we write
V = a⊕ a′ = V+ ⊕ V−, where V± = V ∩ p± = Pr±(a).
Let n = 2m denote the real dimension of X and for 0 ≤ p, q ≤ m let Ωp,q(X) denote the
space of smooth (p, q)-forms on X. Fix a finite dimensional unitary representation (ϕ, Vϕ) of the
group Γ. Then ϕ defines an hermitian flat holomorphic vector bundle Eϕ = X ×Γ Vϕ over XΓ.
On the space Ωp,q(XΓ, Eϕ) of Eϕ-valued forms we have a Laplacian △ϕp,q,Γ and by construction
it is clear that △ϕp,q,Γ = △p,q,Γ ⊗ 1 where △p,q,Γ is the Laplacian on Ωp,q(XΓ) and we have used
Ωp,q(XΓ, Eϕ) = C
∞(∧pT ∗hol(XΓ) ⊗ ∧qT ∗ahol(XΓ) ⊗ Eϕ). Further △p,q,Γ is the pushdown of the
Laplacian △p,q on Ωp,q(X).
By [BM] the heat operator e−t△p,q has a smooth kernel hp,qt of rapid decay in
(C∞(G) ⊗ End(∧pp+ ⊗ ∧qp−))K×K.
Now fix p and set for t > 0
fpt =
m∑
q=0
q(−1)qtr hp,qt ,
where tr means the trace in End(∧pp+ ⊗ ∧qp−).
We want to compute the trace of fpt on the principal series representations. To this end let
H = AB be a θ-stable Cartan subgroup with split part A and compact part B. Let P denote
a parabolic subgroup of G with Langlands decomposition P = MAN . Note that M is of inner
type (see [HC-HA1], Lemma 4.9). Let (ξ,Wξ) denote an irreducible unitary representation of
M , eν a quasicharacter of A and set πξ,ν = Ind
G
P (ξ⊗ eν+ρP ⊗1), where ρP is the half of the sum
of the P -positive roots.
Proposition 5.1.1 For the trace of fpt under πξ,ν we have
trπξ,ν(f
p
t ) =
{
0 if dim a > 1
−etπξ,ν(C)∑dim(p−)−1q=0 (−1)qdim(Wξ ⊗ ∧pp+ ⊗ ∧q(a⊥ ∩ p−))K∩M if dim a = 1.
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Proof: As before let a′ the span of all X−Xc, where X+Xc ∈ a, X ∈ p+ then V = a⊕a′ =
V+ ⊕ V− where V± = V ∩ p±. The group KM = K ∩M acts trivially on a so for x ∈ KM we
have X + Xc = Ad(x)(X + Xc) = Ad(x)X + Ad(x)Xc. Since K respects the decomposition
p = p− ⊕ p+, we conclude that KM acts trivially on V, hence on V−. Let r = dima = dimV−.
As a KM -module we have
∧pp− =
∑
a+b=q
∧aV− ⊗ ∧bV⊥−
=
∑
a+b=q
(
r
a
)
∧b V⊥− ,
where V⊥− = a⊥ ∩ p−. By Frobenius reciprocity we get
trπξ,ν(f
p
t ) = trπξ,ν(
m∑
q=0
q(−1)qhp,qt )
= etπξ,ν (C)
m∑
q=0
q(−1)qdim(Vπξ,ν ⊗ ∧pp+ ⊗ ∧qp−)K
= etπξ,ν (C)
m∑
q=0
q(−1)qdim(Wπξ ⊗ ∧pp+ ⊗ ∧qp−)K∩M
= etπξ,ν (C)
m∑
q=0
q∑
a=0
q(−1)q
(
r
q − a
)
dim(Wπξ ⊗ ∧pp+ ⊗ ∧aV⊥− )K∩M
= etπξ,ν (C)
m∑
a=0
m∑
q=a
q(−1)q
(
r
q − a
)
dim(Wπξ ⊗ ∧pp+ ⊗ ∧aV⊥− )K∩M
By taking into account that we have a ≤ m−r we get∑mq=a q(−1)q
(
r
q − a
)
= (−1)r
(
a
1− r
)
and the claim follows. 
In view of the preceding proposition fix a Θ-stable Cartan subgroup H = AB with dimA = 1
and a parabolic P =MAN . Fix a system of positive roots compatible with P and let ρ denote
the half sum of positive roots. For ξ ∈ Mˆ let λξ ∈ b∗ denote the infinitesimal character of ξ.
Recall that we have
πξ,ν(C) = B(ν) +B(λξ)−B(ρ).
Let c = c(H) denote the number of positive roots in φ(a, g). Since a is a split torus and
there is a real root, it follows c = 1 or c = 2.
Lemma. 5.1.2 If c = 1 let g = g1 ⊕ g2 where g1 is the simple ideal of g that contains a.
Accordingly we have G ∼= G1 × G2. Let M1 = M ∩ G1 then we have an isomorphism as KM -
modules:
p± ∼= C⊕ pG2,± ⊕ pM1 .
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In the case c = 2 the space M/KM inherits the complex structure from G/K, i.e. pM =
pM,+ ⊕ pM,− where pM,± = pM ∩ p± and we have a KM -module isomorphism:
p± ∼= C⊕ pM,± ⊕ n±,
where
n± =
⊕
α ∈ φnI(h, g)
±α|b > 0
gα.
Proof: Let H be a generator of a0. Write αr for the unique positive real root in φ(h, g).
Since for any root α we have 2B(α,αr)/B(αr) ∈ ±{0, 1, 2, 3} the only possible roots in φ+(a, g)
are αr/2, αr, 3αr/2. Consider an embedding g →֒ gln such that the Cartan involution becomes
θ(X) = −Xt and a is mapped to the diagonal. Since [gαr , θ(gαr)] = a it is easy to see that
3αr/2 does not occur.
Now write H = Y + Y c with Y ∈ p+. According to the root space decomposition g =
a⊕ kM ⊕ pM ⊕n⊕ θ(n) we write Y = Ya+Yk+Yp+Yn+Yθ(n). Because of θ(Y ) = −Y it follows
Yk = 0 and Yθ(n) = −θ(Yn). For arbitrary Z ∈ b we have [Z, Y ] = 0 since [Z,H] = 0 and the
projection Pr+ is kM -equivariant. Hence 0 = [Z, Y ] = [Z, Ya] + [Z, Yp] + [Z, Yn − θ(Yn)]. Since
[Z, Ya] = 0 and [Z, Yp] ∈ pM it follows [Z, Yn − θ(Yn)] ∈ pM ∩ (n ⊕ θ(n)) = 0. Therefore Yp = 0
and Yn ∈ nr = gαr . Now kM acts trivially on H and thus on Y , so on Yn, i.e. [kM , Yn] = 0.
Further a ∩ p+ is trivial, so Yn 6= 0, so it generates the root space gαr , so [kM , gαr ] = 0.
Assume there is a root α 6= αr such that α|a = αr|a. Then B(α,αr) > 0 and hence
β = α − αr is a root. The root β is imaginary. Suppose β is compact, then gβ ⊂ kM and we
have [gαr , gβ] = gα, which contradicts [kM , gαr ] = 0. It follows that β is noncompact and thus
it follows
gαr |a = [pM , gαr ]⊕ gαr ,
where gαr |a = {X ∈ g|[H,X] = αr(H)X} is the root space for the restricted root αr|a. Let g1 as
above the simple ideal containing a, then g1 also contains gαr and hence we may substitute pM1
in the above. Assume the root space gαr/2|a is nonzero, then (a⊕m⊕ nr ⊕ gαr/2|a ⊕ g−αr/2|a )g1
would be a nontrivial ideal of g1, therefore αr/2 does not occur as root of (a, g) and we may
state
n = [pM1 , gαr ]⊕ gαr .
The map φ : X 7→ [X,Yn] has no kernel in pM1 since this would similarly allow us to construct
a nontrivial ideal of g1. The map
ψ : a⊕ pM ⊕ n → p
a+ p+ n 7→ a+ p+ n− θ(n)
is a KM -isomorphism as is the map φ. So, as KM -modules p ∼= a⊕ nr⊕ pM ⊕ pM . To derive the
assertion for the case c = 1 it remains to show pM1 ∩p+ = 0, because then pM1 ∼= Pr+(pM1). For
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this assume X ∈ pM1 ∩ p+, then 0 = [X,Y ] = [x, Ya] + [X,Yn − θ(Yn)] and therefore [X,Yn] = 0
which implies X = 0.
The remaining case is the case where there exists no such root α as above. This means
n = gαr/2|a⊕nr. This gives [pM , nr] = 0 and thus [pM , Y ] = 0, which implies pM = pM,+⊕pM,− =
pM ∩ p+ ⊕ pM ∩ p−. So pM inherits the holomorphic structure and so does n. Since the maps
φ and ψ above are KM -homomorphisms and p+ is given by a choice of positive roots the claim
follows. 
In this section we will prove a general lemma which we will apply to the group M later. So
here we will not assume G connected, but G should be of inner type (see [HC-HA1] Lemma 4.9).
Let (τ, Vτ ) denote an irreducible unitary representation of K. Since G is of inner type, the
Casimir operator CK of K will acts as a scalar τ(CK) on Vτ .
Lemma. 5.1.3 Let (π,Wπ) be an irreducible unitary representation of G and assume that
dim p−∑
p=0
(−1)p dim(Wπ ⊗ ∧pp− ⊗ Vτ )K 6= 0
then we have
π(C) = τ(CK)−B(ρ) +B(ρK).
Proof: Consider p as a subspace of the Clifford algebra Cl(B, p). We will make S = ∧∗p−
a Cl(B, p)-module. For this let x ∈ p− act on S via
x.z1 ∧ . . . ∧ zn =
√
2 x ∧ z1 ∧ . . . ∧ zn,
and y ∈ p+ via
y.z1 ∧ . . . ∧ zn =
√
2
n∑
i=1
(−1)i+1B(y, zi)z1 ∧ . . . zˆi . . . ∧ zn.
This prescription turns S into a nontrivial Cl(B, p)-module. Since there is only one such of
the dimension of S, we conclude that S is the nontrivial irreducible Cl(B, p)-module. Therefore
the argumentations of [AtSch] apply to S and especially the formula of Parasarathy ([AtSch],
(A13)). Note that in [AtSch] everything was done under the assumption of G being connected.
Since G is of inner type, however, π(C) will be a scalar. Writing G0 for the connected compo-
nent, the representation π|G0 will decompose as a finite sum of irreducibles on each of which the
formula of Parasarathy holds. Thus it holds globally. Let d± be defined as in loc. cit. then our
assumption leads to ker(d+d−)∩π⊗S(τ) 6= 0, and therefore 0 = τ(CK)−π(C)−B(ρ)+B(ρK). 
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Lemma. 5.1.4 Assume c = c(H) = 2 and let (σ,Wσ) be an irreducible M -subrepresentation of
∧ln such that Wσ ∩∧ln− 6= 0. Since M is of inner type there is an infinitesimal character λσ of
σ and we have
B(λσ)−B(ρ) = −(1 + 2dim(n−)− l)2B(αr
2
),
where αr is the unique positive real root of tM ⊕ a.
Proof: The assertion follows from Corollary 5.7 of [Kost], here one uses the fact that the
boundary map ∂ of the Lie algebra homology H∗(n) maps
∧∗(n+⊕n−) to nr∧∧∗(n+⊕n−) and
maps
∧∗ n− to zero. 
Lemma. 5.1.5 Assume c = c(H) = 2 and let (τ, Vτ ) be an irreducible KM -subrepresentation of
∧ln−, then the Casimir operator CKM of KM acts on Vτ by the scalar
τ(CKM ) = B(ρ)− (1 + 2dim(n−)− l)2B(
αr
2
)−B(ρKM )−
2lB(ρM,n)
dim(pM,−)
,
where ρM,n is the half of the sum of the noncompact roots of M , so ρM,n = ρM − ρK . In the
case that rank(X) = 1, the last summand does not occur.
Convention. In the case of rank one the last summand is undefined. To keep the formulas
unified we will agree to consider it as zero then.
Proof: Let x1, . . . , xn be a basis of pM,+ consisting of root vectors with respect to tM and
such that B(xj, x
c
j) = 1, where x
c is the complex conjugate of x. Let L be the element of the
Lie algebra of kM defined by
L =
∑
j
[xj, x
c
j ].
Since (xcj) is the dual basis to (xj) it follows that L lies in the center of kM . Furthermore L
is imaginary so that weights will take real values on L.
Consider the KM -module n−. We will show now that the center of kM acts on n− by a
character. To this end recall that t is spanned by tM and X + θ(X), where 0 6= X ∈ nr. Let Z
be a generator of the center of k then
Z = a(X + θ(X)) + bL+R
where R lies in L⊥ ∩ tM . Since the latter is just the dual space of the span of the compact roots
in t∗M it follows R = 0.
Now Z acts as a scalar µ on ψ(n−) and it is easy to see that ab 6= 0. Let Y ∈ gα ⊂ n−. A
computation shows
µY = a[X, θ(Y )] + b[L, Y ].
So it remains to show that Y 7→ [X, θ(Y )] acts as a scalar on n−. To this end let H = [X, θ(X)] ∈
a then
(αr(H)/2)Y = [H,Y ] = [X, [θ(X), Y ]].
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Since root spaces are one dimensional there exists a number c = cY such that [X, θ(Y )] = cY .
Therefore [θ(X), Y ] = cθ(Y ) and (αr(H)/2)Y = c
2Y . By this c is determined up to sign. So
L acts on n− by at most two eigenvalues. Suppose there are two eigenvalues and an according
decomposition
n− = n0− ⊕ n1−,
where n0− corresponds to the character of less absolute value. We will show that g1 ∩ (a ⊕ m ⊕
n0−⊕no c− ⊕ θ(n0−)⊕ θ(no c− ) is an ideal of g1 which cannot be since g1 is simple, thus proving that
there is only one eigenvalue of L on n−. For this it suffices to show [pM,−, n−] = 0. Let X ∈ n−
then X−θ(X) is in p− and therefore [pM,−,X−θ(X)] = 0. But pM also leaves stable the a-root
spaces, therefore [pM,−,X] = 0. We have shown that the center of kM acts be a character χn−
on n−. As for the value of this character recall that the center of kM acts by a character χ on
pM,−. The assumption χ 6= χn− would similarly allow us to construct a nontrivial ideal, hence
it follows χ = χn− .
Recall that each xj is a root vector, say xj ∈ mα then xcj ∈ m−α and [xj , xcj ] = Hα where
Hα ∈ tM is defined by α(H) = B(H,Hα). Therefore
L =
∑
α∈φ+noncompact(tM ,m)
Hα.
So let α be a noncompact negative root in φ(tM ,m). Since L acts on n− by the same scalar
as on pM,− we get
χn−(L) = 2B(ρM,n, α) = −
2B(ρM,n)
dim(pM,−)
.
Now let µ be the lowest weight of τ and let σ be the M -representation generated by τ . We
may assume that σ is irreducible. We claim that µ is the lowest weight vector of σ. To see this
it suffices to see that σ(pM,−)Vτ = 0, which in turn follows from σ(pM,−)n− = [pM,−, n−] = 0.
We thus have shown that µ is the lowest weight vector of σ. So by Lemma 5.1.4 we get
B(µ− ρM )−B(ρ) = −(1 + 2dim(n−)− l)2B(αr
2
).
On the other hand we know τ(CKM ) = B(µ− ρKM )−B(ρKM ). We have
B(µ− ρM ) = B(µ− ρKM − ρM,n).
Note that 2ρM,n is the dual of L. Since L is in the center of kM it follows
B(ρKM , ρM,n) = 0.
Therefore
B(µ− ρM ) = B(µ− ρKM )− 2B(µ− ρM,n)
= B(µ− ρKM )− µ(L)
= B(µ− ρKM ) +
2lB(ρM,n)
dim(pM,−)
.
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From this the claim follows. 
Define fˆ0t ,H as in [HC-S]. Letting b
∗ ∈ B∗ we therefore get in the case that c(H) = 2:
fˆ0t ,H(ν, b
∗) = −etB(ν)
×
dim(n−)∑
l=0
dim pM,−∑
p=0
(−1)p+le−t((1+2 dim(n−)−l)
2B(αr
2
)+
2lB(ρM,n)
dim(pM,+)
)
dim(Vb∗ ⊗ ∧ppM,− ⊗ ∧ln−)KM .
In the other case, c(H) = 1 we get
Lemma. 5.1.6 Assume c(H) = 1 then for πξ,ν as in Lemma 5.1.1 we get
tr(πξ,ν(f
0
t )) = −et(B(ν)+B(ρK∩G2 )+B(ρM1 )−B(ρ))
×(
dim(pM1)∑
j=0
(−1)j dim(Wξ1 ⊗ ∧jpM1)K∩M1)(
dim(pG2,−)∑
k+0
(−1)k dim(Wξ2 ⊗ ∧kpG2,−)K∩G2)
Proof: We have to show that tr(πξ,ν(f
0
t )) 6= 0 implies B(λξ) = B(ρM1 + ρK∩G2). We have
M =M1 ×G2 and thus ξ = ξ1 ⊗ ξ2. Therefore
tr(πξ,ν(f
0
t )) = −etπξ,ν (C)
dim(p−)−1∑
q=0
(−1)q
∑
j+k=q
dim(Wξ1 ⊗ ∧jpM1)K∩M1 dim(Wξ2 ⊗ ∧kpG2,−)K∩G2
= −etπξ,ν(C)(
dim(pM1 )∑
j=0
(−1)j dim(Wξ1 ⊗ ∧jpM1)K∩M1)(
dim(pG2,−)∑
k+0
(−1)k dim(Wξ2 ⊗ ∧kpG2,−)K∩G2)
Now assume tr(πξ,ν(f
0
t )) 6= 0 then Lemma 5.1.3 implies B(λξ2) = B(ρK∩G) whereas Lemma 2.4
in [MS-2] gives B(λξ1) = B(ρM1). 
Therefore in the case c(H) = 1 we get
fˆ0t ,H(ν, b
∗) = fˆ0t ,H(ν, b
∗
1 + b
∗
2) = −et(B(ν)+B(ρK∩G2 )+B(ρM1 )−B(ρ))
(
dim(pM1)∑
j=0
(−1)j dim(Vb∗1 ⊗ ∧jpM1)K∩M1)(
dim(pG2,−)∑
k+0
(−1)k dim(Vb∗2 ⊗ ∧kpG2,−)K∩G2).
Since Γ is the fundamental group ofXΓ, every conjugacy class [γ] in Γ defines a free homotopy
class of closed paths in XΓ. It is known [DKV] that the union Xγ of all closed geodesics which
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are homotopic to [γ] is a smooth submanifold of XΓ. Let χ1(Xγ) denote the first higher Euler
number of Xγ (see [D-Hitors]), i.e.
χ1(Xγ) =
dim(Xγ)∑
p=0
p(−1)pbp(Xγ),
where bp(Xγ) is the p-th Betti number of Xγ .
Now let EH(Γ) denote the set of nontrivial Γ-conjugacy classes, which are in G conjugate to
an element of H. For l ≥ 0 define
bl(H) = (
c(H)
2
+ dim(n)− 1− l)| αr
c(H)
|.
If c(h) = 2 let
dl(H) =
√
bl(H)2 +
2lB(ρM,n)
dim(pM,−)
.
In the case c(H) = 1 we finally set
d(H) =
√
B(ρ)−B(ρK∩G2(H))−B(ρM1(H)).
With an argumentation as in [D-Hitors] we get
Theorem 5.1.1 Let XΓ be a compact locally hermitian space with fundamental group Γ and
such that the universal covering is globally symmetric of the noncompact type. Let △p,q,ϕ be the
Hodge Laplacian on (p,q)-forms with values in a the flat bundle Eϕ, then
Θ(t) =
dimCXΓ∑
q=0
q(−1)qTre−t△0,q,ϕ
=
∑
H/conj.
c(H) = 2
∑
[γ]∈EH(Γ)
lγ0χ1(Xγ)trϕ(γ)
|W (h, gγ)|
∏
α∈φ+γ B(ργ , α)det(1− γ−1|n)
e−l
2
γ/4t√
4πt
dim(n−)∑
l=0
(−1)le−tdl(H)2 ω˜γ(γ
ρMdet(1− γ−1|(k/t)+)tr(γI | ∧l n−))
γρM
∏
α∈φ+I −φ+γ (1− γ
−α)
+
∑
H/conj.
c(H) = 1
∑
[γ]∈EH(Γ)
lγ0χ1(Xγ)
e−l
2
γ/4t√
4πt
e−b0(H)lγetd(H)
2
+f0t (e) dimϕ vol(XΓ),
where ω˜γ is the usual differential operator [HC-DS] p. 33. For unexplained notation we refer
to [D-Hitors].
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The reader should keep in mind that by its definition we have for the term of the identity:
f0t (e) dimϕ vol(XΓ) =
dimC X∑
q=0
q(−1)qtrΓ(e−t△0,q,ϕ),
where trΓ is the Γ-trace (1.2.1). Further note that by the Plancherel theorem the Novikov-Shubin
invariants of all operators △0,q are positive.
Now assume we are given a unitary irreducible representation (τ, Vτ ) of K. The represen-
tation τ defines a G-homogeneous vector bundle Eτ over X = G/K and we will consider the
space of smooth sections of Eτ :
C∞(Eσ) = (C∞(G) ⊗ Vτ )K .
The Casimir operator C of G acts on this space and defines a second order elliptic differential
operator Cτ on Eτ . The methods of [BM] indicate that the heat operator e
tCτ , t > 0, acts by
a smooth convolution kernel hτt which is in the Harish-Chandra Schwartz space S(G). For any
π ∈ Gˆ it follows
trπ(hτt ) = e
tπ(C) dim(Vπ ⊗ Vτ )K .
By Lemma 5.1.3 there is a linear combination gτ of the functions h
τ ′
t such that gτ ∈ S(G)
and
trπ(gτ ) =
dim(p−)∑
p=0
dim(Vπ ⊗ ∧pp− ⊗ Vτ )K .
Similar argumentations as in 5.1.1 lead to trπξ,ν(gτ ) = 0 for any properly induced representation
πξ,ν.
Now let (σ,Wσ) be a finite dimensional irreducible representation of G. Assume Wσ is
furnished with a scalar product such that σ|K is unitary. Lemma 2.4 of [MS-2] says that if
dim p∑
p=0
(−1)p dim(Vπ ⊗ ∧pp⊗Wσ)K 6= 0,
then
B(λπ) = B(λσ).
So there is a function fσ ∈ S(G) such that for any π ∈ Gˆ:
trπ(fσ) =
dim p∑
p=0
(−1)p dim(Vπ ⊗ ∧pp⊗Wσ)K .
Let fσ, gτ as in the previous section. We want to compute orbital integrals of these functions.
Recall that an element g of G is called elliptic if it lies in a compact Cartan subgroup.
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Proposition 5.1.2 Let g be a semisimple element of the group G. If g is not elliptic, the orbital
integrals Og(fσ) and Og(gτ ) vanish. If g is elliptic we may assume g ∈ T , where T is a Cartan
in K and then we have
Og(fσ) =
trσ(g)|W (t, gg)|
∏
α∈Φ+g (ρg, α)
[Gg : G0g]cg
,
for all elliptic g and
Og(gτ ) = trτ(g)
det(1− g−1|p+) ,
if g is regular elliptic. For general elliptic g we have
Og(gτ ) =
∑
s∈W (T,K) det(s)ω˜gg
sλτ∗+ρ−ρK
[Gg : G0g]cgg
ρ
∏
α∈φ+−φ+g (1− g−α)
,
where cg is Harish-Chandra’s constant, it does only depend on the centralizer Gg of g. Its value
is given in [D-Hitors], further ω˜γ is the differential operator as in [HC-DS] p.33.
Proof: The vanishing of Og(fσ) for nonelliptic g is immediate by Harish-Chandra’s formula
for the Fourier transform of orbital integrals [HC-S]. Now let g ∈ K ∩G′, where G′ denotes the
set of regular elements. We apply Lemma 4.3 of [MS-1] to get
Og(fσ) = trσ(g).
This proves the proposition in the regular case. The general case is derived from this by standard
considerations (see [HC-DS], p32 ff.). A word of comment is in order here. In [MS-1] everything
is formulated in terms of a certain subgroup M+ of M . One could either do the same here
or see that Lemma 4.3 in [MS-1] actually holds for M as well since the latter still is in the
Harish-Chandra class (Lemma 4.9 in [HC-HA1]). One sees by Frobenius reciprocity that the
right hand side of Lemma 4.2 in [MS-1] actually gives the same for M as for M+.
The case gτ is treated similarly. 
5.2 A Simple Example
Let m be a natural number and consider the group G = SL2(R)
m. A maximal compact subgroup
is given by K = SO(2)m and we have G/K ∼= H2(R)m. On the latter there is a canonical metric
giving it the curvature −1. To induce this metric we normalize the form B such that B(α) = 1
for every root α. For Haar measure we take the Euler-Poincare´ measure.
The Cartan subgroups of splitrank one are modulo conjugation given by
A× T × . . .× T, T ×A× T × . . .× T, . . . T × . . . × T ×A,
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where
A =
{(
a
a−1
)
, a 6= 0
}
, T = SO(2).
Hence it follows that all the constants c(H) in Theorem 6.1.1 are equal to 12 , all spaces n±
are trivial and thus the summation index l only takes the value zero. As to f0t (e) we have
f0t (e) =
m∑
q=0
q(−1)qtr < x|e−t△0,q,ϕ |x >
= dim(ϕ)
m∑
q=0
q(−1)qtr < x|e−t△0,q |x >
Now let △0 denote the laplacian on H2(R) and let △1 twice the Laplacian on (0, 1)-forms
on H2(R). Then we have
Lemma. 5.2.1
tr < x|e−△1 |x > −tr < x|e−△0 |x >= 1
2
Proof: Write for the moment G = SL2(R) and K = SO(2). Let h
0
t denote the convolution
kernel of e−t△0 in
(C∞(G)⊗ End(p−))K×K
and write h1t for the △1-analogue. Let g0t (x) = trh0t (x) and g1t (x) = trh1t (x), where the trace is
the trace of End(p−). The lemma amounts to
g1t (e) − g0t (e) =
1
2
.
We apply the Plancherel theorem to g0t and g
1
t . For any π ∈ Gˆ we get
trπ(G0t ) = e
tπ(C) dim(Vπ)
K ,
trπ(G1t ) = e
tπ(C) dim(Vπ ⊗ p−)K .
There is, however, only one π ∈ Gˆ for which these two dimensions differ, namely π equals the
discrete series representation with Harish-Chandra parameter λπ = ρ and for this representation
we have with our normalizations:
π(C) = 0, dim(Vπ)
K = 0, dim(Vπ ⊗ p−)K = 1
and dπ =
1
2 , whence the lemma. 
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Now since X = H2(R)m is a product space, the heat kernels can be written as products, so
e−t△0,q =
∑
I⊂{1,...;m}|I|=q
e−t△
1I (1) ⊗ . . . ⊗ e−t△1I (m) ,
where 1I is the characteristic function of I. From this we take
f et (e) = dim(ϕ)
m∑
q=0
q(−1)q
∑
I ⊂ {1, . . . ;m}
|I| = q
m∏
j=1
tr(, x|e−t△1I (j) |x >
= dim(ϕ)
m∑
q=0
q(−1)q
(
m
q
)
g0t (e)
m−qg1t (e)
q
= dim(ϕ)m
m∑
q=1
(
m− 1
q − 1
)
g0t (e)
m−q(−g1t (e))q
= dim(ϕ)m(−g1t (e))(g0t (e)− g1t (e))m−1
= dim(ϕ)m(−1)m(1
2
+ g0t (e))2
1−m
These calculations now easily lead to
Theorem 5.2.1 Let m be a natural number and Γ a nice cocompact lattice in G = SL2(R)
m.
Let ϕ be a finite dimensional unitary representation of Γ. The zeta function
Zϕ(s)
def
=
∏
[γ]prime
R− rank[γ] = 1
∏
k,n≥0
det(1− e(s+n)lγϕ(γ)⊗Ad(γI |Sk(pM,−)))χ1 (Xγ)
extends to a meromorphic function on C. One has
Zϕ(
1
2
+ s) =
m∏
q=0
det(△0,q,ϕ + s2 − 1
4
)q(−1)
q
(
exp(s2)det(P + s)
)−2mdimϕAr(XΓ)
where Ar(XΓ) is the arithmetic genus of XΓ and P =
√
△d + 14 as in Theorem 4.1.1
Corollary 5.2.1 The function Zˆϕ(s) = Zϕ(s)det(P + s− 12)2mdimϕAr(XΓ) satisfies
Zˆϕ(s) = Zˆϕ(1− s).
CHAPTER 5 The Holomorphic Torsion Zeta Function 76
Corollary 5.2.2 The ”factor at infinity” is for Re (s) >> 0 representable as
(
exp(s2)det(P + s)
)−2mdimϕAr(XΓ)
=
m∏
q=0
(
det(2)(△0,q,ϕ + s2 − 1
4
)
)q(−1)q+1
.
Corollary 5.2.3 The function Zϕ vanishes at s =
1
2 up to order
n0 = −2mdimϕAr(XΓ) +
m∑
q=0
q(−1)qh0,q(ϕ),
where hp,q(ϕ) is the (p, q)-th Hodge number. With Rϕ(s) = Zϕ(s)s
−n0 we have
Rϕ(
1
2
) =
Thol(XΓ, ϕ)
T
(2)
hol (XΓ)
dimϕ
.
Further we have
T
(2)
hol (XΓ) =
(
212exp(ζ ′(1))
)−2mdimϕAr(XΓ)
,
where ζ is the zeta function of Riemann. 
In the theorem we assumed Γ to be nice in order to have a simple Euler product. Note that
in the case G = SL2(R) every torsionfree Γ automatically is nice. But the theorem also extends
to the case of nonnice groups as follows:
Let γ ∈ Γ then γ is the power of some prime γ0, but since Γ s not nice, it may happen
that Gγ 6= Gγ0 . But then there is a least power γn0 of γ0 such that Gγn0 = Gγ . Let λγ denote
the length of the geodesic attached to γn0 , the so called generic geodesic in Xγ . Then let
µγ = lγ/λγ the generic multiplicity of γ. For example, assume that the only root of unity of
γ0 is −1, then we have
µγ20n = n µγ20n+1 = 2n+ 1.
Further for γ ∈ Γ let Per(γ) denote the set of orders of nontrivial roots of unity occurring as
eigenvalues of the adjoint representation Ad(γ), so m is in Per(γ) if and only if a primitive m-th
root of unity occurs as an eigenvalue of Ad(γ). We have: Γ is nice if and only if Per(γ) = ∅ for
all γ ∈ Γ.
For any subset I ⊂ Per(γ) let nI denote the least common multiple of the elements of I.
Set n∅ = 1. Consider
Zϕ(s)
def
=
∏
[γ]prime
R− rank[γ] = 1
∏
I⊂Per(γ)
∏
k,n≥0
det(1− enI(s+n)lγϕ(γ) ⊗Ad(γI |Sk(pM,−)))mI (γ),
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where
mI(γ) =
∑
J⊂I
(−1)|I|+|J |+1nJχ(XˆγnJ )/µγnJ .
Here χ(XˆγnJ ) denotes the orbifold Euler characteristic of XˆγnJ = XγnJ /(geodesic flow). Note
that χ(XˆγnJ ) is no longer an integer but a rational number. This cannot cause any trouble
since Euler factors are all close to one and the powers are defined by the principal branch of the
logarithm.
Theorem 5.2.2 With Γ ⊂ SL2(R) torsionfree and cocompact and Zϕ defined as above the pre-
ceding theorem and all corollaries hold as well.
5.3 The Rank One Case
Now assume that the rank of X is one. From the classification of globally symmetric spaces it
follows that X = SU(m, 1)/S(U(m)×U(1)). So that G = SU(m, 1)/center and K = S(U(m)×
U(1))/center. Since it doesn’t change the geometry we will instead work with G = SU(m, 1)
and K = S(U(m)× U(1)). The Lie algebra g0 can be written as
g0 =
{(
Z1 Z2
Z∗2 −trZ1
)
Z1 ∈ Matn(C), Z∗1 = −Z1
Z2 ∈ Cm arbitrary
}
where for a complex matrix A we write A∗ = A¯t. The Lie algebra g0 is considered as a real Lie
algebra but it is formed out of complex matrices. To avoid conflicts with the complexification
we will write Z ∈ g0 as Z = X + IY with X,Y ∈ Matm+1(R) further we write Z¯ = X − IY
whereas Zc will denote the complex conjugation on g as before.
Instead of the Killing form on g we will rather use the form
B =
1
4(m+ 1)
×Killing form.
Then it follows that B(X,Y ) = 12Re(tr(XY)) where Re stands for the real part on g0.
A maximal split torus of g0 is given by
a0 = RH0 where H0 =

 0 0 1
1 0

 .
The Lie algebra k0 is given by
k0 =
{(
Z 0
0 −trZ
)
| Z∗ = −Z
}
,
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and the centralizer of a0 is a0 +m0, where
m0 =



 X 0 00 −12trX 0
0 0 −12trX

 X ∈ Matm−1(C)
X∗ = −X

 .
Let t0 denote the space of diagonal matrices in g0, then T = exp(t0) is a compact Cartan
subgroup of G lying in K. Let tm,o = t0 ∩ m0. This is a Cartan subalgebra of m0 and tm⊕ a
is a Cartan of g. We are going to consider the root system Φ(tm⊕ a, g) of this torus. We have
Φ(tm⊕ a, g) = Φ(tm,m)∪ΦnI(tm⊕ a, g), here nI means nonimaginary roots. There is up to sign
a unique real root αr. We have αr(H0) = 2.
Choose a real parabolic subalgebra a0⊕m0⊕ n0 and fix an ordering on the roots compatible
with the choice of the parabolic. Then the unipotent radical n splits as n = nr ⊕ n−⊕ n+ where
nr = gαr and
n± =
⊕
α ∈ Φ+nI
±α | tm > 0
gα.
We will make use of the results in chapter 4. In chapter 4 we considered the generalized
Selberg Zeta Function:
Zσ,ϕ(s) =
∏
1 6= [γ]
prime
∏
N≥0
det(1− e−slγγ | V).
The product is taken over all nontrivial primitive conjugacy classes in Γ and any γ ∈ Γ induces
an operator, well defined up to conjugacy, on V = Vϕ ⊗ Vσ ⊗ SN (n) via γ 7→ ϕ(γ) ⊗ σ(mγ) ⊗
AdN ((mγaγ)
−1). Let λσ denote the infinitesimal character of σ and let cσ = B(λσ)−B(ρ). The
main result of chapter 4 is the determinant formula
Zσ,ϕ(m+ s) = det(△σ,ϕ + s2 + cσ)
(
det(Dσ + s)exp(Pσ(s
2)
)2(−1)mdimϕχ(XΓ)/χ(Xd)
where △σ,ϕ is a virtual differential operator. Pσ is a polynomial which can be calculated via 1.2
and the fact that logZσ,ϕ tends to zero as s→∞. This will be needed later.
Now fix any K-type τ ∈ Kˆ then it is known [Zel] that τ reduces to M with multiplicity one.
We define Zτ,ϕ =
∏
σ∈Mˆ σ|τ Zσ,ϕ, where the symbol σ | τ means that σ occurs in hermitian
homogeneous vector bundle Eτ over X which pushes down to a bundle Eτ,Γ over XΓ. Let △τ,ϕ
denote the Laplacian corresponding to Eτ,Γ ⊗ϕ. Let τl denote the representation of K on ∧lp+
then it is easy to see that τ |M= σl ⊕ σl−1 where σl is the representation of M on ∧ln+. Let
△l =
∑
n≥0(−1)l+n△τn . Where △σl is defined as in chapter 4. Note that we have △l = △σl+
finite operator. More precisely we get
det(△l + λ) = det(△σl + λ)
l∏
n=0
∏
π∈Gˆd
(π(C) + λ)[π:τn]dimΓ(π)(−1)
l+n
CHAPTER 5 The Holomorphic Torsion Zeta Function 79
a calculation now shows that only for n = l = m we have a nontrivial contribution. Namely for
the π in the discrete series with Harish-Chandra parameter
λπ = ρG
and therefore π(C) = 0. Further we have dimγ(π) = (−1)mAr(XΓ), where Ar(XΓ) denotes the
arithmetic genus of XΓ. From this we get
△l = △σl for l < m and
det(△m + λ) = det(△σl + λ)λ(−1)
mAr(XΓ).
Further let Dl = Dσl , we are going to give this operator a geometric meaning relating to the
dual space later.
Let P = MAN the Langlands decomposition of a minimal parabolic P , fix an irreducible
unitary representation ξ of M with infinitesimal character λξ. Recall that we have for the
Casimir eigenvalue on a principal series representation πξ,ν that πξ,ν(C) = B(ν)+B(λξ)−B(ρ).
Now for l ≥ 0 let Z lϕ denote the zeta function attached to the representation of M on ∧ln−. Let
Zϕ(s) =
m−1∏
l=0
Z lϕ(s+ l)
(−1)l .
Then we easily see that
Zϕ(s) =
∏
1 6= [γ]
prime
∏
N≥0
det(1− e−slγϕ(γ) ⊗AdN(γ−1 | nr ⊕ n−))
Proposition 5.3.1 We have
Zϕ(s) =
m−1∏
l=0
(
det(△l + (s + l−m)2 − (l−m)2)
det(2)(△l + (s + l−m)2 − (l−m)2)dimϕ
)(−1)l
=
m−1∏
l=0
det(△l + (s + l−m)2 − (l−m)2)(−1)l
(
det(Dl + s + l−m)exp(Pl((s + l−m)2)
)(−1)m+ldimϕχ(XΓ)/χ(Xd)
By the second identity Zϕ(s) can be continued to a meromorphic function on the entire plane.
Note that χ(XΓ)/χ(X
d) = Ar(XΓ), the arithmetic genus of XΓ.
We further consider
Z˜ϕ(s) =
m−1∏
l=0
Z lϕ(s+ 2m− l)(−1)
l
.
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It follows that
Z˜ϕ(s) =
∏
1 6= [γ]
prime
∏
N≥0
det(1− e−(s+2)lγγ | V)
where V = Vϕ ⊗ ∧m−1n+ ⊗ (nr ⊕ n−) and γ acts on V as ϕ(γ)⊗Ad(γ−1)⊗AdN (γ−1)
Proposition 5.3.2 We have
Z˜ϕ(s) =
m−1∏
l=0
(
det(△l + (s− l + m)2 − (l−m)2)
det(2)(△l + (s− l + m)2 − (l−m)2)dimϕ
)(−1)l
=
m−1∏
l=0
det(△l + (s− l + m)2 − (l−m)2)(−1)l
(
det(Dl + s− l + m)exp(Pl((s− l + m)2)
)(−1)m+ldimϕχ(XΓ)/χ(Xd)
We want to understand the determinant of the operator Dl from above. It will turn out that
it has a geometric interpretation as a virtual differential operator on the dual space.
Let Xd denote the dual space to X. The decomposition p = p+ ⊕ p− establishes a complex
structure on Xd as well. Let △dp,q denote the Hodge Laplace operator on (p, q)-forms. Further
define △dl by △dl = D2l − (m− l)2.
Theorem 5.3.1 We have det(△dl + s)det(△dl−1 + s) = det(△d0,l + s)Rl(s), where Rl(s) is the
polynomial given by R0(s) = 1 and
Rl(s) =
∏
m
2
≤n≤m+l
2
(4n2 − (m− l)2 + s)Ql(2n)
for l > 0 and l+m even and
Rl(s) =
∏
m≤2n−1≤m+l
((2n − 1)2 − (m− l)2 + s)Ql(2n−1)
for l > 0, l+m odd.
Proof of the theorem: Let τl ∈ Kˆ be the representation of K on ∧lp−. Then the space of
(0,l)-forms on Xd is as G-module equal to (C∞(Gd) ⊗ τl)K . Further we have τl |M= σl ⊕ σl−1
where σ−1 = 0, and the Laplacian is given by the Casimir operator C. Now let λ ∈ (a +
tm)
∗ be a dominant integral weight and let V (λ) ∈ Gˆd denote the corresponding irreducible
representation of the compact group Gd. The representations τl have the following remarkable
property extending Theorem1.7 of [CaWo].
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Lemma. 5.3.1 For λ as above we have that τl occurs in the restriction of V (λ) if and only if
λ |tm is the highest weight of σl or σl−1.
Proof: Lets show the only if part first: Assume τl occurs in V (λ) and letW ⊂ V (λ) denote the
space of τl. Write U(g), U(k), U(n¯), U(a) for the universal enveloping algebras of g, k, n¯, a, where
n¯ is the nilpotent Lie algebra corresponding to the negative roots. The Iwasawa decomposition
g = n¯⊕ a⊕ k and the PBW theorem show U(g) = U(n¯)U(a)U(k). Let Pr denote the projection
on V (λ) to the highest weight space V (λ)λ. Then U(n¯) and U(a) commute with Pr and we get
V (λ)λ = PrV (λ) = Pr(U(g)W ) = Pr(U(n¯)U(a)W ) = U(n¯)U(a)PrW . Which yields PrW 6= 0
and so λ |Tm must occur as a weight of σl or σl−1. But since λ was dominant, λ |tm will be
M-dominant and an inspection shows that the only dominant weight of σl is its highest weight.
This gives the only if direction.
For the if part we will consider the underlying algebraic groups. We also change from the
torus A to a Cayley transform of A lying in K. This doesn’t change highest weight theory. So
let for the moment G = GLm+1,K = GLm × GL1 embedded in G in the obvious manner, let
M = GLm−1 ×GL1 embedded in G as follows: (A, a) ∈ M is mapped to diag(a,A, a), Further
let A = GL1 embedded as a 7→ diag(a, 1, a−1). Under these embedding the natural ordering
on the roots of G will give our chosen ordering. Note that we also have added a center since
we had to consider SLm+1 otherwise. This simplifies argumentation and doesn’t change the
subject. Now τl and σl are given by τl(k, c) = c
−lλlk, the representation space is ∧lCm and
σl(a,A, a) = a
−l ∧lA, the representation space is ∧lCm−1. Let T denote the set of diagonal ma-
trices in G. Any character on T will be of the form χ : diag(a1, . . . , am+1) 7→ aχ11 . . . aχm+1m+1 with
χi ∈ Z. We will write χ = (χ1, . . . χm+1). The condition of dominance is χ1 ≥ χ2 ≥ . . . ≥ χm+1.
Now let λ = (n−l2 , 1, . . . , 1, 0, . . . , 0,
−n−l
2 ) with l-ones after the
n−l
2 . The integrality gives n ≡ l(2)
and the dominance n > l if l > 0 and n ≥ 0 if l=0. We assume n > 0 and we want to show
that V (λ) contains τl and τl+1. Here we want to make use of the Weyl principle which says
that any irreducible representation of GLm+n splits, when reduced to GLm × GLn as a sum⊕
π∈GLirrn π
′ ⊗ π where π′ is an irreducible representation of GLm, each π occurring maximally
once. Now it is easy to see that V (λ) |GL1 contains the weight (-l) and that the correspond-
ing highest weight of K is (1, . . . , 1, 0, . . . , 0,−l) with l-ones, i.e. the highest weight of τl. In
the same manner one exhibits τl+1 as counterpart of (-l-1). The proof of the lemma is finished. 
Proof of the theorem (continued): The Peter-Weyl theorem shows C∞(Gd) =
⊕
π∈Gˆa π⊗π∗,
as a Gd × Gd module. It is known that any π ∈ Gˆd restricts to K with multiplicity one [Zel].
From this we see that, as a G-module
(C∞(Gd)⊗ τl)K =
⊕
π ∈ Gˆd
τl | π
π.
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So that
det(△d0,l + s) =
∏
π ∈ Gˆd
τl | π
(π(C) + s)dim π,
where the product means the zeta regularized product.
Now let λ = (n−l2 , 1, . . . , 1, 0, . . . , 0,
−n−l
2 ) dominant integral and π = πλ the irreducible rep-
resentation of Gd with highest weight λ then π(C) = B(λ+ρ)−B(ρ) = B(n2αr+σl+ρ)−B(ρ) =
(m + n)2 − (m − l)2 and for the dimension of π we have by the Weyl character formula:
dim π = Ql(m + n). Note now that the element γ0 is, in the algebraic setting, given by the
matrix diag(−1, 1,−1) and so we get: σl even ⇔ l +m even. Recall that for λ = σl + n2αr
the dominance condition was n > l so the right hand side of the equality in the theorem does
contain det(△d0,l + s) and all factors with λ not dominant. This gives the assertion. 
We assemble the results of this section to
Theorem 5.3.2 Let X denote a hermitian symmetric space of real rank one and let Γ a tor-
sionfree uniform lattice in the group G of orientation preserving isometries. Let XΓ denote the
quotient Γ\X. Let ϕ denote a finite dimensional unitary representation of Γ and define the zeta
function Zϕ as:
Zϕ(s) =
∏
1 6= [γ]
prime
∏
N≥0
det(1− e−slγϕ(γ) ⊗AdN(γ−1 | nr ⊕ n−)),
then Zϕ admits analytic continuation to a meromorphic function. The function Zϕ(s) has van-
ishing order at zero:
n0 = ords=0Zϕ(s) = (−1)mdimϕAr(XΓ) +
m∑
q=0
q(−1)qh0,q(ϕ)
where hp,q(ϕ) is the (p,q)-Hodge number of XΓ with ϕ-coefficients. The function Rϕ(s) =
Zϕ(s)s
−n0 has the value:
Rϕ(0) =
T (XΓ, ϕ)
T (2)(XΓ)dim ϕ
where T is the Dolbeault torsion and T (2) the L2-Dolbeault torsion. This can also be written
Rϕ(0) = T (XΓ, ϕ)(T (X
d)E(m))(−1)
mdim ϕAr(XΓ)
where Ar(XΓ) =
∑m
q=0(−1)qh0,q(XΓ) denotes the arithmetic genus of XΓ and E(m) is an ele-
mentary factor to be computed in section 4.9.
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Corollary 5.3.1 From the theorem we get a formula joining the L2-torsion to the torsion of
the dual space:
T (2)(XΓ) = (T (X
d)E(m))(−1)
m+1Ar(XΓ).
For the proof we note that the first identities in Prop. 4.4 and 4.5 show that Zϕ(0) = Z˜ϕ(0).
The second identities give
Zϕ(s)Z˜ϕ(−s) =
m−1∏
l=0
det(△l + (s + l−m)2 − (l−m)2)2(−1)l
(
det(D2l − (s + l−m)2)exp(2Pl((s + l−m)2)
)(−1)m+ldimϕχ(XΓ)/χ(Xd)
.
Now Theorem 4.6 gives the assertion. 
We will give the recipe to compute the constant E(m). We have
E(m) =
m−1∏
l=1
Rl(0)
l(−1)lexp(Nm),
where the Rl are the polynomials of Theorem 3.6 and Nm is given as follows: Consider the
polynomial
Fl(x) =
(
m− 1
l
) m−1∏
k=0 k 6=l
(x2 − (m− 2k − l)2)
we get
Ql(x) =
xFl(x)
mF0(m)
=
m∑
j=1
bljx
2j−1.
Let Pl(x) =
∑m
j=1 b
l
jcjx
j , where cj = −1j
∑j
r=1
1
2r−1 , then
Nm = 2
m−1∑
l=0
(−1)lPl((m− l)2).
The Pl’s are the polynomials occurring in th determinant formula in Proposition 3.5. The first
values of E are:
E(1) = exp(−2),
E(2) = exp(−1/2),
E(3) = 2−243−12exp(− 739
3 · 25 ),
E(4) = 2−8953−435exp(− 11 · 277
2 · 33 · 7).
CHAPTER 5 The Holomorphic Torsion Zeta Function 84
5.4 The Generalized Selberg Zeta Function
In this section we may assume X to be an arbitrary globally symmetric space of the noncompact
type. Fix a θ-stable Cartan subgroup H = AB of splitrank 1 and a parabolic subgroup P with
Langlands decomposition P = MAN . Let G act on itself by conjugation, write g.x = gxg−1,
write G.x for the orbit, so G.x = {gxg−1|g ∈ G} as well as G.S = {gsg−1|s ∈ S, g ∈ G} for any
subset S of G. We are going to consider functions that are supported on the set G.(MA). Let
σ be a finite dimensional representation of M . Then let fσ be as in 5.1 but with M taking the
place of G. Now consider for s ∈ C and n ∈ N the function gns on A¯+ given by
gns (a) = l
n+1
a e
−sla,
where la is the length of a, so la = |log(a)|. Choose any η : N → G which has compact support,
is positive and such that ∫
N
η(n)dn = 1.
Given these data, let Φ = Φη,σ,n,s : G→ C be defined by
Φ(knma(kn)−1) = η(n)fσ(m)
gns (a)
det(1− (ma)−1|n) ,
for k ∈ K, n ∈ N , m ∈M and a ∈ A. Further φ(g) = 0 if g is not in G.(MA).
To fix notations let (ϕ, Vϕ) be a finite dimensional unitary representation of Γ and recall
that the group G acts by right shifts unitarily on the Hilbert space L2(Γ\G,ϕ) consisting of all
measurable functions f : G → Vϕ such that f(γx) = ϕ(γ)f(x) and f is square integrable over
Γ\G (modulo null functions). It is known that as a G-representation this space splits as
L2(Γ\G) =
⊕
π∈Gˆ
NΓ,ϕ(π)π
with finite multiplicities NΓ,ϕ <∞.
Proposition 5.4.1 The function Φ is (n − dim(n))-times continuously differentiable. For n
and Re (s) large enough it goes into the trace formula and for any finite dimensional unitary
representation ϕ of Γ we have∑
π∈Gˆ
NΓ,ϕ(π)tr(Φ) =
∑
[γ]
vol(Γγ\Gγ)OMmγ (fσ)
gns (a)tr(ϕ(γ))
det(1− (ma)−1|n) ,
where the sum runs over all classes [γ] such that γ is conjugate to an element mγaγ of MA
+.
Proof: The function fσ is rapidly decreasing [BM], replace for the moment g
n
s by g
n
s χT ,
where χ
T
: A¯+ → [0, 1] is a C∞-function which is constant 1 for la ≤ T and constant 0 for
la ≥ T + 1. Then Φ is rapidly decreasing and it thus goes into the trace formula. Considering
each side of the trace formula separately it is easy to see that, as T tends to infinity, both
converge dominatedly. 
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5.4.1 The generalized Selberg zeta function
Besides the parabolic P = MAN we also consider the opposite parabolic P¯ = MAN¯ . The Lie
algebra of N¯ is written n¯. Let V denote a Harish-Chandra module of G then we consider the
Lie algebra homology H∗(n¯, V ) and cohomology H∗(n¯, V ). It is shown in [HeSchm] that these
are Harish-Chandra modules of the group MA.
We will say that a discrete subgroup Γ ⊂ G is nice if for every γ ∈ Γ the adjoint Ad(γ) has
no roots of unity as eigenvalues. Every arithmetic Γ has a nice subgroup of finite index [Bor].
Let H1 ∈ A+ be the unique element with B(H1) = 1.
We will denote by EH(Γ) the set of nontrivial Γ-conjugacy classes [γ], which are such that γ
is in G conjugate to an element of H. Such an element will then be written aγbγ or aγmγ .
Theorem 5.4.1 Let Γ be nice and (ϕ, Vϕ) a finite dimensional unitary representation of Γ.
Choose a θ-stable Cartan H of splitrank one. For Re (s) >> 0 define the zeta function
ZH,σ,ϕ(s) =
∏
[γ]∈EH (Γ)
∏
N≥0
det(1− e−slγγ|Vϕ ⊗Wσ ⊗ SN (n))χ1 (Xγ ),
where γ acts on Vϕ ⊗ Wσ ⊗ SN (n) via ϕ(γ) ⊗ σ(mγ) ⊗ AdN ((mγaγ)−1). Then ZH,σ,ϕ has a
meromorphic continuation to the entire plane. If s0 is a pole or zero of ZH,σ,ϕ then s0 = λ(H1),
where λ ∈ a∗ is a weight of the a action on the finite dimensional virtual space∑
p,q
(−1)p+q(Hq(n¯, π)⊗ ∧ppM ⊗Wσ∗)KM ,
for some π ∈ Gˆ with NΓ,ϕ(π) 6= 0. Here a only acts on the first tensor factor. Let ms0,π,σ ∈ Z
denote the dimension of the generalized weight space of λ in this virtual module. For the order
of Zσ at s = s0 we have
ords=s0(ZH,σ,ϕ(s)) = −
∑
π∈Gˆ
NΓ,ϕ(π)ms0,π,σ
Remark. To give the reader a better feeling of what this theorem says about the singularities
of ZH,σ,ϕ, we consider a zero or pole s0 of ZH,σ,ϕ. It then follows from Harish-Chandra’s theory
of global characters, that there is an integer k ∈ {0, . . . , 2 dim(n++2)} and a Weyl group element
w ∈W (h, g) such that
s0 = wλπ(H1)− 2|ρ0| − k|αr|/2,
where λπ ∈ h∗ is the infinitesimal character of π.
Furthermore, there has to exist a finite subset E ⊂ Φ+nI(h, g) of the set of nonimaginary
positive roots such that
B(wλπ|b−
∑
α∈E
α|b) = B(λσ˜).
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Proof: From [D-Hitors] we take for Γ nice
χ1(Xγ) =
|W (gγ , h) |
∏
α∈Φ+γ (ργ , α)
λγcγ [Gγ : G0γ ]
vol(Γγ\Gγ),
so that the geometric side of our trace formula will be
∑
[γ]
lγ0χ1(Xγ)trσ(mγ)l
n+1
γ e
−slγtr(ϕ(γ))tr(ϕ(γ))
det(1− γ−1|n) = (−1)
n+1(
∂
∂s
)n+2logZH,σ,ϕ(s).
To understand the spectral side let
(MA)+ = interior in MA of the set {g ∈MA|det(1− ga|n¯) ≥ 0 ∀a ∈ A+}.
Now B is a compact Cartan in M and (M.B)A+ is a subset of (MA)+. It was proven in
[HeSchm] that for any π ∈ Gˆ, writing the character of π as ΘGπ we have for ma ∈ (MA)+ ∩Greg
ΘGπ (ma) =
ΘMAH∗(n¯,π)(ma)
det(1− (ma)−1|n) .
Let f be supported on G.(MA) then applying the Weyl integration formula twice gives∫
G
f(g)dg =
∫
G/MA
∫
MA+
f(gmag−1)|det(1 −ma|n⊕ n¯)dadmdg.
So that for π ∈ Gˆ
trπ(Φ) =
∫
G
ΘGπ (x)Φ(x)dx
= −
∫
MA+
ΘGπ (ma)fσ(m)g
n
s (a)det(1−ma|n)dadm
= −
∫
A+
∑
L
1
|W (L,M)|
∫
L
∫
M/L
fσ(mlm
−1)dmΘGπ (la)det(1− la|n)dmdlgns (a)da,
where the sum runs over all M -conjugacy classes of Cartan subgroups L of M . The integral
over M/L is just an orbital integral of fσ so that in the sum only the compact Cartan B will
survive. Hence
trπ(Φ) = −
∫
MA+
Φ(ma)det(1−ma|n)ΘMAH∗(n¯,π)(ma)dmda
=
∫
MA+
Φ(ma)a2ρdet(1− (ma)−1|n)ΘMAH∗(n¯,π)(ma)dmda
= −
∫
MA+
Φ(ma)det(1− (ma)−1|n)ΘMAH∗(n¯,π)(ma)dmda
= −
∫
MA+
fσ∗(m)ΘMAH∗(n¯,π)(ma)dmg
n
s (a)da,
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where we have used the isomorphism
Hp(n¯, V ) ∼= Hp(n¯, V )⊗∧maxn¯,
([HeSchm], 2.18). This gives
trπ(Φ) = −
∫
A+
tr(a|(H∗(n¯, π)⊗ ∧∗pM ⊗Wσ∗)KM )ln+1a e−slada.
Now let the A-decomposition of (H∗(n¯, π)⊗ ∧∗pM ⊗Wσ∗)KM be⊕
λ
Eλ,
where Eλ is the biggest subspace on which a − eλ(loga) acts nilpotently. Let mλ denote the
dimension of Eλ. Integrating over a
+ instead over A+ we get
trπ(Φ) = −
∫ ∞
0
∑
λ
mλe
(λ(H1)−s)ttn+1dt
= (−1)n+1( ∂
∂s
)n+1
∑
λ
mλ
1
λ(H1)− s
= −
∑
λ
mλ
1
(s − λ(H1))n+2 .
From this the theorem follows. 
The remark following the theorem will follow form the Wigner Lemma [BorWall], Cor 4.2
together with the
Proposition 5.4.2 Let σ be a finite dimensional representation ofM then the order of ZH,σ,ϕ(s)
at s = s0 is
(−1)dim(N)
∑
π∈Gˆ
NΓ,ϕ(π)
dim(m⊕n)∑
q=0
(−1)q dim(Hq(m⊕ n,KM , π ⊗Wσ∗)λ
with λ = s0λ1.
Proof: Extend Wσ∗ to a m⊕ n-module by letting n act trivially. We then get
Hp(n, π)⊗Wσ∗ ∼= Hp(n, π ⊗Wσ∗).
The (m,KM )-cohomology of the module H
p(n, π ⊗Wσ∗) is the cohomology of the complex
(C∗) with
Cq = HomKM (∧qpM ,Hp(n, π) ⊗Wσ∗)
= (∧qpM ⊗Hp(n, π)⊗Wσ∗)KM ,
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since ∧ppM is a self-dual KM -module. Therefore we have an isomorphism of virtual A-modules:∑
q
(−1)q(Hp(n, π)⊗ ∧qpM ⊗Wσ∗)KM ∼=
∑
q
(−1)qHq(m,KM ,Hp(n, π ⊗Wσ∗)).
Now one considers the Hochschild-Serre spectral sequence in the relative case for the exact
sequence of Lie algebras
0→ n→ m⊕ n→ m→ 0
and the (m ⊕ n,KM )-module π ⊗Wσ∗ . We have
Ep,q2 = H
q(m,KM ,H
p(n, π ⊗Wσ∗))
and
Ep,q∞ = Gr
q(Hp+q(m⊕ n,KM , π ⊗Wσ∗)).
Now the module in question is just
χ(E2) =
∑
p,q
(−1)p+qEp,q2 .
Since the differentials in the Hochschild-Serre spectral sequence are A-homomorphisms this
equals χ(E∞). So we get an A-module isomorphism of virtual A-modules∑
p,q
(−1)p+q(Hp(n, π)⊗ ∧qpM ⊗Wσ∗)KM ∼=
∑
j
(−1)jHj(m⊕ n,KM , π ⊗Wσ∗).
5.4.2 The generalized Ruelle Zeta Function
Theorem 5.4.2 Let Γ be nice and choose a θ-stable Cartan subgroup H of splitrank one. For
Re (s) >> 0 define the zeta function
ZRH,σ,ϕ(s) =
∏
[γ]∈EH(Γ)
det(1− e−slγϕ(γ)),
then ZRH,σ,ϕ(s) extends to a meromorphic function on C.
Proof: We consider the logarithm of the Selberg function for ϕ = 1
logZRH,σ,ϕ(s) = −
∑
[γ]
χ1(Xγ)e
−slγ trσ(mγ)tr(ϕ(γ))
µγdet(1− γ−1|n) .
Consider first the case when there is only one positive root αr in the root system Φ(a, g), we
normalize B such that |αr| = 2. Then a acts on ∧ln¯ by a−lαr . Let σl denote the representation
of KM on ∧ln¯ the we get
ZRH,σ,ϕ(s) =
dimN∏
l=0
ZH,σl,ϕ(s+ 2l)
(−1)l
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and hence the claim.
If we have two positive roots, say αr and
αr
2 , with |αr| = 2 then we have n¯ = n¯r ⊕ n¯I where
n¯r has dimension one and a acts on n¯r by a
−αr and on n¯I by a−
αr
2 . Now it follows
ZRH,σ,ϕ(s) =
dimN−1∏
l=0
(
ZH,∧ln¯I ,ϕ(s + l)
ZH,∧ln¯I⊗n¯r,ϕ(s+ l + 2)
)(−1)
l
.
5.5 The holomorphic torsion zeta function
Now let X be hermitian again and let (τ, Vτ ) be an irreducible unitary representation of KM .
Theorem 5.5.1 Let Γ be nice and (ϕ, Vϕ) a finite dimensional unitary representation of Γ.
Choose a θ-stable Cartan H of splitrank one with c(H) = 2. For Re (s) >> 0 define the zeta
function
ZH,τ,ϕ(s) =
∏
[γ]∈EH(Γ)
∏
k≥0
det(1− e−slγγ|V τk )χ1 (Xγ),
where V τk = Vϕ ⊗ Vτ ⊗ Sk(n) and γ acts via ϕ(γ) ⊗ τ(mγ) ⊗ Adk(γ−1). Then ZH,τ,ϕ has a
meromorphic continuation to the entire plane. If s0 is a pole or zero of ZH,τ,ϕ then s0 = λ(H1),
where λ ∈ a∗ is a weight of the a action on the finite dimensional virtual space∑
p,q
(−1)p+q(Hq(n¯, π) ⊗∧ppM,− ⊗Wτ∗)KM ,
for some π ∈ Gˆ with NΓ,ϕ(π) 6= 0. Here a only acts on the first tensor factor. Let ms0,π,σ ∈ Z
denote the dimension of the generalized weight space of λ in this virtual module. For the order
of Zσ at s = s0 we have
ords=s0(Zσ(s)) = −
∑
π∈Gˆ
NΓ,ϕ(π)ms0,π,σ
Proof: The proof proceeds as the proof of Theorem 5.4.1 with gτ1 instead of fσ, where τ
1
denotes the virtual representation τ ⊗ ∧∗pM,−. One makes use of an analogue of Lemma 4.9 in
[MS-2]. 
Extend the definition of ZH,τ,ϕ(s) to arbitrary virtual representations in the following way.
Consider a finite dimensional virtual representation ξ = ⊕iaiτi with ai ∈ Z and τi ∈ KˆM . Then
let ZH,ξ,ϕ(s) =
∏
i ZH,τi,ϕ(s)
ai .
Now for c(H) = 2 let ZH,l,ϕ(s) = ZH,∧ln−,ϕ(s) and
ZH,ϕ(s) =
dim(n−)∏
l=0
ZH,l,ϕ(s+ dl(H)),
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In the case c(H) = 1 let
ZH,ϕ(s) = Z
R
H,ϕ(s+ d(H)),
where ZRH,ϕ denotes the Ruelle zeta function. See 5.1 for the constants.
Proposition 5.5.1 Assume Γ is nice, then for λ > 0 we have the identity
dimCX∏
q=0
(
det(△0,q,ϕ + λ)
det(2)(△0,q,ϕ + λ)
)q(−1)
q
=
∏
H/conj.
splitrank = 1
c(H) = 2
dimn+∏
l=0
(
ZH,l,ϕ(b0(H) +
√
λ+ dl(H)2
)(−1)l
∏
H/conj.
splitrank = 1
c(H) = 1
ZRH,ϕ(b0(H) +
√
λ+ d(H)2).
Proof: The equality is gotten by taking the Mellin transform of the expressions in Theorem
5.1.1. Then one uses the fact that the identity contribution to the trace formula equals the
Γ-trace. 
Now the results in this section assemble to
Theorem 5.5.2 The zeta function ZH,ϕ extends to a meromorphic function on the entire plane.
Let
Zϕ(s) =
∏
H/conj.
splitrank = 1
ZH,ϕ(s+ b0(H)).
Let n0 be the order of Zϕ at zero then Proposition 5.5.1 shows that
n0 =
dimC(X)∑
q=0
q(−1)q(h0,q(XΓ)− h(2)0,q(XΓ)),
where hp,q(XΓ) is the (p, q)-th Hodge number of XΓ and h
(2)
p,q(XΓ) is the (p, q)-th L
2-Hodge
number of XΓ. Let Rϕ(s) = Zϕ(s)s
−n0 then
Rϕ(0) =
T (XΓ, ϕ)
T (2)(XΓ)dimϕ
.
Chapter 6
Higher Fundamental Rank
In this chapter we consider Shimura manifolds XΓ = Γ\G/K, where G is supposed to have a
fundamental rank > 0. Examples are G = SLn(R), where n is > 2.
This is the situation where our definitions of higher torsion and higher Euler characteristics
start to unfold their meaning. It turns out that all torsion numbers of index smaller than the
fundamental rank are trivial. This is paralleled on the geometrical side by the vanishing of the
corresponding Euler numbers.
To define the zeta functions we have to impose a condition on the group Γ which is auto-
matically satisfied in the cases when the fundamental rank is either zero or one.
6.1 ”Good” Groups
In this chapter we will assume Γ to be good in a sense to be explained now: A real reductive
group H is called cuspidal, if H/center has a compact Cartan subgroup. An element g of G is
called cuspidal, if the centralizer Gg of g in G is cuspidal. Note that every semisimple regular
element of G is cuspidal. Further an arbitrary semisimple element g lies in a Cartan subgroup
H = AB where A is the split part and B is compact. According to this decomposition we write
g = agbg. Now suppose H is chosen such that the dimension of A is minimal then g is cuspidal if
and only if ag is regular in A, which means that the centralizer Gag of ag equals the centralizer
GA of A.
An element g of G is called fundamental, if g 6= 1 and g lies in a fundamental Cartan
subgroup. Now the lattice Γ is called good if every nontrivial fundamental element of Γ is
cuspidal.
Note that goodness only depends on the commensurability class of Γ, i.e. when Γ1 and Γ2
are commensurable (⇔ Γ1 ∩ Γ2 has finite index in Γ1 and in Γ1) and torsionfree and Γ1 is good
then so is Γ2.
If G has a compact Cartan subgroup, i.e. G has fundamental rank zero then every lattice is
good. If G has fundamental rank one then every torsionfree lattice is good.
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If G = G1 × G2, Γ = Γ1 × Γ2 and G1, G2 both have no compact Cartan subgroup then Γ
is not good. In this case Γ is reducible. There are however examples examples of irreducible
lattices which fail to be good.
Let p denote an odd prime and G = SLp(R) then any lattice in G is arithmetic [Marg].
So let A denote a central Q-division algebra of degree p [Pierce]. The A ⊗ R ∼= Matp(R) and
the norm-1-subgroup A1 of A∗ maps into G. Any arithmetic subgroup of A1 gives a uniform
lattice in G. Let α denote a nontrivial element of A1. The subfield Q(α) of A must be a strictly
maximal subfield of A. The centralizer of α is a simple algebra over Q(α) inside A, hence it
must coincide with Q(α). Thus the centralizer of α is abelian, so α is regular and Γ is good.
Let G = SL2(C)
d1 × SL2(R)d2 , d1 + d2 > 1 and Γ an irreducible lattice in G. Then there
is a number field K with d1 pairs of conjugate complex places and d2 real places such that Γ is
commensurable to A1, where A is a quaternion algebra over K. We may assume Γ nice. Since
on the one hand SL2(R) has a compact Cartan and on the other every noncentral semisimple
element of SL2(C) is regular we conclude that Γ is good.
An example of a lattice which has nonregular elements but is good can be constructed
similarly in SL4(R) and an example of a nongood irreducible lattice in SL9(R).
6.2 The Heat Trace
Now fix a finite dimensional unitary representation ϕ of Γ. Then ϕ defines a flat hermitian
vector bundle Eϕ over XΓ. Let E denote the pullback of Eϕ to X. Let △ϕ,k,Γ be the Laplace
operator on Eϕ-valued differential forms and △ϕ,k the Laplace operator on E-valued k-forms on
X. The heat operator e−t△ϕ,k has a smooth kernel hkt , which is of rapid decay [BM]. We put
ft =
dim X∑
k=0
(−1)k
(
k
r
)
tr(hkt ),
where r = rank(G)− rank(k) denotes the fundamental rank of G and the trace means pointwise
trace. Since△ϕ,k,Γ is the pushdown of △ϕ,k we get by the Selberg trace formula with d = dimX:
d∑
k=0
(−1)k
(
k
r
)
tr(e−t△ϕ,k) =
∑
[γ]
trϕ(γ) vol(Γγ\Gγ) Oγ(ft),
where the sum on the right hand side is taken over the conjugacy classes [γ] in Γ and Oγ(ft)
denotes the orbital integral:
Oγ(ft) =
∫
G/Gγ
ft(gγg
−1)dg.
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We want to use the Fourier transform formula for orbital integrals as in [HC-S]. Since the
fundamental rank of G is > 0 there is no compact Cartan subgroup in G and hence it suffices to
compute the principal series contributions to the Fourier transform. So let H denote a Θ-stable
Cartan subgroup, let A denote its split component and B the compact component then we have
a product H = AB. Let P denote a cuspidal parabolic subgroup with Langlands decomposition
P = MAN . Let (ξ,Wξ) be an irreducible unitary representation of M and e
ν a quasicharacter
of A. Set πξ,ν = Ind
G
P (ξ ⊗ eν ⊗ 1) the principal series representation.
Similar to Proposition 5.1.1 we get:
Proposition 6.2.1 For the trace of ft under πξ,ν we have:
tr πξ,ν(ft) =
{ −etπξ,ν(C) dim(Wξ ⊗ ∧∗ph)K∩M if H is fundamental
0 otherwise.
Here C is the Casimir operator of G and for a finite dimensional vector space V we write
∧∗V =
dim V∑
k=0
(−1)k ∧k V.
Further ph denotes the orthocomplement of a in p, where a = LieA.
From now on let H = AB be a fundamental Θ-stable Cartan subgroup of G. Since exp : a→
A is an isomorphism we will frequently identify these groups to simplify notation.
As in 5.1 it follows that for an irreducible unitary representation ξ of M with infinitesimal
character ∧ξ we have
(Wξ ⊗ ∧∗pM ⊗ Vµ)K∩M 6= 0⇒ B(∧ξ) = B(µ).
Choose a system of positive roots according to the chosen parabolic P =MAN . Write ρ for
the half sum of the positive roots. Recall that we have
πξ,ν(C) = B(ν) +B(∧ξ)−B(ρ)
Define ′FHf as in [HC-HA1,sec.17]. By Theorem 15 in [HC-S] and the preceding proposition
we get with A∗, B∗ denoting the unitary duals:
′FHft (h) = −|W (g | H)|−1
∑
s∈W (G|H)
∑
B∗∈B∗
ǫI(s)
∫
A∗
B∗(s(B))A∗(s(A))et(B(B
∗)+B(A∗)−B(ρ))dim(H(B∗)⊗ ∧∗pM ⊗ ∧∗n)K∩M0dh∗R.
Here H(B∗) means the discrete series representation of M0 given by B∗. The normalizations of
measures follow [HC-S]. We have∫
A∗
A∗(s(A))etB(A
∗)dA∗ =
e−B(A)/4t√
4πt
r .
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Let CM be the Casimir operator of M with respect to B |M . Let ρM denote the half sum of
positive imaginary roots. Further let
′△M =
∏
α∈Φ+M
(1− ξ−α) = ′△M,n ′△M,c
the c and the n denoting the product over the compact and noncompact imaginary roots and
ξα(h) = e
α(log h) for h ∈ H. Now by Lemma 4.2 in [MS2] and similar computations as in the
proof of Lemma 4.3 in [MS1] we get for h = ab regular in H, where n = Lie N ⊗ C:
′FHft (h) =
e−
B(a)
4t
−t(B(ρ)−B(ρM ))
√
4πt
r
′△M (b)
|′△M,n(b)|2 tr(e
tCM b | ∧∗n).
Now let h ∈ H and write Φh for the set of roots α such that ξα(h) = 1. Write Φh,c and Φh,n for
the compact and noncompact imaginary roots in Φh. Let ch have the same meaning as in 3.2.
Write as an M0-module:
∧ln =
∑
i∈Il
ai,lVλi,l ,
where Vλi,l is an irreducible M
0-module with infinitesimal character λi,l and ai,l denotes the
multiplicity of Vλi,l in ∧ln. Let ω˜ denote the following element of the symmetric algebra S(h)
over h:
ω˜ =
∏
α∈Φ+h
Hα.
Similar to [MS2] we get for the orbital integrals for h ∈ H, h 6= 1:∫
G/Gγ
ft(xhx
−1)dx =
∫
G/G0h
ft(xhx
−1)dx [Gh : G0h]
−1
= [Gh : G
0
h]
−1c−1h
e−(B(A)/(4t))−tB(ρ)
ξρ(h)
∏
α∈Φ+
h,c
(1− ξ−α(h))
dimN∑
l=0
(−1)l
∑
i∈Il
ai,le
tB(λi,l)
∑
w∈WC(M)
ǫ(w)ω˜h(w(λi,l))ξw(λi,l)(B).
We write E2(M0) for the set of discrete series representations of M0 and Ef (Γ) for the set of
conjugacy classes [γ] in Γ such that γ is fundamental in G. By the fact that ft is a pseudocuspform
we conclude that in the trace formula only conjugacy classes in Ef contribute. We write lγ for
the common length of the geodesics in the homotopy class of γ.
We end up with
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Lemma. 6.2.1
Θ(t) =
d∑
k=0
(−1)k
(
k
r
)
tre−t△ϕ,k
=
∑
[1] 6=[γ]∈Ef (γ)
trϕ(γ)
vol(Γγ\Gγ)[Gh : G0h]−1
ξρ(γ)
∏
α∈Φ+−Φ+γ,c(1− ξ−α(γ))
c−1γ
e−(l
2
γ/4t)−tB(ρ)
√
4πt
r
dim N∑
l=0
(−1)l
∑
i∈Il
ai,le
tB(λi.l)
∑
w∈WC(M)
ǫ(w)ω˜h(w(λi,l))ξw(λi,l)(B)
+dim F vol(X)
dim N∑
l=0
(−1)l
∑
i∈Il
ai,l
∑
ξ∈E2(M0)
dim(Wξ ⊗ ∧∗pM ⊗ Vλi,l)K∩M
0
Fξ(t).
Here we wrote
Fξ(t) =
∫
A∗
et(B(A
∗)+B(λi,l)+B(ρ))
and Pξ(ν) is the Plancherel density of the principal series representations πξ,ν. By [HC-HAIII]
we know that Pξ is a polynomial of degree dimN , more precisely
Pξ(ν) = c
∏
α∈Φ+
< λξ + ν, α >,
where c > 0 is given by Theorem 24.1 in [HC-HAIII].
Choosing an orthonormal basis of A∗ we are lead to consider∫
Rr
r−t‖x‖Pξ(x)dx
for a polynomial Pξ. Writing Pξ as linear combination of monomials x
β = xβ11 . . . x
βr
r it is clear
that only those monomials contribute, for which β ∈ 2Z. But for β = 2α we get
∫
Rr
e−t‖x‖x2αdx =
√
π
r
2−|α|
r∏
j=1
(2αj − 1)!!t−|α|−
r
2 ,
where (2n − 1)!! = (2m − 1)(2m − 3) . . . 1 and |α| = α1 + . . . + αr. We conclude, that Fξ(t) is
t−
r
2 times a polynomial in (1t ).
6.3 Decomposition of The Lifted Heat Operator
Recall that for the space Ωk of smooth k-forms on X with values in E we have
Ωk ∼= (C∞(Γ\G,ϕ) ⊗ ∧kp)K .
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Let pM denote the positive part of the Cartan decomposition of M. Write c = a + pM . As
K ∩M0-module we have p ∼= c + n. Let V (λi.l) denote the Vλi,l-isotypic subspace of ∧ln. Let
Pri,j,l : ∧kp→ ∧jc⊗ V (λi,l) denote the projection and Ii,j,l : ∧jc⊗ V (λi,l)→ ∧kp the injection.
Let
Ωi,j,l = 1⊗ Pri,j,l(Ωi+j) ⊂ (C∞(Γ\G,ϕ) ⊗ ∧jc⊗ V (λi,l))K∩M0 .
The space on the left hand side is only in the K ∩M0-invariants and not in the K-invariants,
but e−t△ϕ,k is a convolution operator and may be regarded as an operator from K ∩M0-to
K-invariants. So we may set
hi,j,lt = (1⊗ Pri,j,l) ◦ e−t△ϕ,k ◦ (1⊗ Ii,j,l).
This defines an integral operator e−t△
i,j,l
ϕ .
Lemma. 6.3.1 As K ∩M0-modules we have
dim pM+r∑
j=0
(−1)j+l
(
j + l
r
)
(∧jc⊗ ∧ln) ∼= (−1)l+r(∧∗pM ⊗ ∧ln).
The proof is straightforward.
Set f i,j,lt = tr h
i,j,l
t and
f i,lt =
dim pM∑
j=0
(−1)jf i,j,lt .
Similar to 3.5 we find that f i,lt is a pseudocuspform and for the fundamental principal series we
have
tr πξ,ν(f
i,l
t ) = −e−tπξ,ν(C)dim(Wξ ⊗ ∧∗pM ⊗ V (λi,l))K∩M
0
.
So put Θi,l(t) =
∑
j tr e
−t△i,j,lϕ (−1)j+1.
Proposition 6.3.1 We have
Θ(t) =
dim N∑
l=0
∑
i∈Il
(−1)lΘi,l(t).
This follows from the trace formula since the orbital integrals of both sides coincide.
Note that there is some cancellation in the preceding proposition. To describe this, consider
the M0-decomposition
∧ln =
⊕
i∈Il
ai,lVλi,l
CHAPTER 6 Higher Fundamental Rank 97
Now there is a differential of Lie algebra homology ∂ : ∧ln→ ∧l−1n, making ∧∗n a complex. Let
H∗(n) denote its homology, then, since ∂ is M -equivariant, we have as virtual M -modules
∧∗n ∼= H∗(n).
Now let Jl ⊂ Il be the subset of isotypes which also occur in Hl(n), so
Hl(n) =
⊕
i∈Jl
bi,lVλi,l
for some coefficients 0 < bi,l ≤ ai,l, but we actually have
Lemma. 6.3.2 Suppose i ∈ Jl, then ai,l = bi,l.
Proof: This follows immediately from Corollary 5.7 in [Kost]. 
Proposition 6.3.2
Θ(t) =
dim N∑
l=0
∑
i∈Jl
(−1)lΘi,l(t).

Lemma. 6.3.3 Let i ∈ Jl, then
B(λi,l)−B(ρ) = −B(ρ0 + χi,l),
where ρ0 = ρ|a ∈ a∗ and χi,l ∈ a∗ is the character of a on Vλi,l ⊂ ∧ln.
Analogous to the above we get
Lemma. 6.3.4
Θi,l(t) =
∑
[1] 6=[γ]∈Ef (γ)
trϕ(γ)
vol(Γγ\Gγ)[Gh : G0h]−1
ξρ(γ)
∏
α∈Φ+−Φ+γ,c(1− ξ−α(γ))
c−1γ
e−l
2
γ/4t−tB(ρ)
√
4πt
r ai,le
tB(λi.l)
∑
w∈WC(M)
ǫ(w)ω˜h(w(λi,l))ξw(λi,l)(B)
+dim F vol(X)ai,l
∑
ξ∈E2(M0)
dim(Wξ ⊗ ∧∗pM ⊗ Vλi,l)K∩M
0
Fξ(t).
CHAPTER 6 Higher Fundamental Rank 98
We want to compute the Mellin transform of Θi,l. So we define
M i,lλ =
∫ ∞
0
tz−1e−λtΘi,l(t)dt.
To compute the geodesic terms we need to consider
gab (z) =
∫ ∞
0
tz−1e−(
a
t
+bt)dt, P a, b > 0.
We define ga(z) = g
a
a(z) and find
gab (z) =
√
a/b
z
g√ab(z).
We further see
ga(−z) = ga(z),
zga(z) = a(ga(z + 1)− ga(z − 1)
∂
∂aga(z) = −ga(z − 1)− ga(z + 1),
ga(−12 ) = π
1
2 e−2aa−
1
2 .
For n ≥ 0 define a polynomial Pn(x) by
P0(x) = 1, P1(x) = 1,
Pn+1(x) = Pn−1(x) + (2n − 1)xPn(x).
Note that deg Pn = n− 1, the constant term is 1 and the highest coefficient equals (2n− 3)!! =
(2n − 3)(2n − 5) . . . 1. By the above we get
ga(−2n+ 1
2
) =
√
π
e−2a√
a
Pn+1(
1
2a
).
6.4 The Case of Odd Fundamental Rank
In this section we assume the fundamental rank r of G to be odd. We write
∑
ξ∈E2(M0)
Fξ(t) dim(Wξ ⊗ ∧∗pM ⊗ Vλi,l)K∩M
0
=
dim(N)∑
n=0
ci,ln t
−n− r
2 .
We further write µγ for the quotient lγ/λγ . If we denote by △i.lϕ the operator △∗,i,lϕ on Ω∗,i,l
then by 3.11 we get
log det(△i,lϕ + s2 −B(ρ) +B(λi,l))
=
∑
16=[γ]∈Ef (γ)
tr ϕ(γ) χr(Xγ) Di,l(γ)
(
2s
lγ
)
1
2
(r−1)P[ 1
2
r](
1
slγ
)
√
π
s
e−slγ
µγ
+dim F vol(XΓ)
dim(N)∑
n=0
ci,ln Γ(−n−
r
2
)s2n+r
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with
Di,l =
|WC(Gγ)|−1
∏
α∈Φ+γ (ργ , α)
−1
ξρm
∏
Φ+−Φ+γ (1− ξ−α(γ))
∑
w∈WC(M)
ǫ(w)ω˜γ(w(λi,l))ξw(λi,l)(B).
Now let
Zi,lϕ = exp(
∑
16=[γ]∈Ef (γ)
tr ϕ(γ) χr(Xγ) Di,l(γ)(
2s
lγ
)
1
2
(r−1)P[ 1
2
r](
1
slγ
)
√
π
s
e−slγ
µγ
).
Let
√
. denote the standard branch of the square root and let
Z±ϕ =
∏
i,l
Zi,lϕ (s±
√
B(ρ)−B(λi,l))ai,l(−1)l .
Let Rr denote the rational function
Rr(x, y) = (
2x
y
)
1
2
(r−1)P[ 1
2
r](
1
xy
)x−1.
Proposition 6.4.1 We get
Z±ϕ (s) = exp(
∑
16=[γ]∈Ef (γ)
tr ϕ(γ) χr(Xγ) L
±(s, γ)
e−lγs
µγ
),
where
L±(s, γ) =
tr(Rr(s± |χ+ ρ|, lγ)a±|χ+ρ|γ γI | H∗(n))
tr(γ | H∗(n)) ,
here χ stands for the weight of the A-action and |.| means absolute value on a∗. As usual H∗(n)
means Lie algebra cohomology.
For the proof let T±s,γ denote the operator on ∧∗n acting on V (λi,l) by the scalar
Rr(s ±
√
B(ρ)−B(λi,l), lγ)e∓lγ
√
B(ρ)−B(λi,l).
Analogous to [MS2] we have
∑
ai,l(−1)lRr(s±
√
B(ρ)−B(λi,l), lγ)Di,l(γ) =
tr(T±s,γγI | ∧∗n∗)
det(1− γ | n)
Since T interchanges with the differential on ∧n∗ we have
tr(T±s,γγI | ∧∗n∗) = tr(T±s,γγI | H∗(n)).
By corollary 5.7 in [Kost] we get the claim.
Putting things together we get
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Theorem 6.4.1 Let the fundamental rank r of G be odd. The zeta functions
Z±ϕ (s) = exp(
∑
16=[γ]∈Ef (γ)
tr ϕ(γ) χr(Xγ) L
±(s, γ)
e−lγs
µγ
)
admit analytic continuation to meromorphic functions on the complex plane. They satisfy a
functional equation
Z−ϕ (−s) = Z+ϕ (s)e2P (s)
where P denotes a polynomial of degree 2 dim(N). Around zero we find
Z±ϕ (s) = τr(Eϕ)s
χr (XΓ,ϕ) + higher order terms.
Furthermore we have τ1(Eϕ) = . . . = τr−1(Eϕ) = 1.
6.5 The Generalized Selberg Zeta Function
Let r denote the fundamental rank of G which we assume to be > 0. For γ ∈ Γ let λγ denote
the volume of a maximal compact flat containing the geodesic [γ] and let µγ =
lγ
λγ
denote the
generic multiplicity .
Theorem 6.5.1 Let the lattice Γ be good and nice and consider the zeta function
Zϕ(s) =
∏
[γ] prime,
fundamental
∏
N≥0
det(1− ξ−ρ0(γ)e−slγ |VN )
χr (Xγ )
µγ ,
where VN = Vϕ ⊗H∗(n)⊗ SN (n) and γ acts as ϕ(γ) ⊗Ad(γI)⊗AdN (γ−1).
a) If r = 1 then Zϕ(s) extends to a meromorphic function. If the complex number s0 is a
singularity (pole or zero) then s20 + B(ρ0 + χi,l) is an eigenvalue of △i,l for some l and
some i ∈ Jl. The (vanishing-) order of Zϕ at s0 is
dim(N)∑
l=0
(−1)l
∑
i∈Jl
dim(Eig(△i,l, s20 +B(ρ0 + χi,l)).
b) If r > 1 is odd, the logarithm log(Zϕ(s)) extends to a meromorphic function. The poles of
log(Zϕ(s)) have order
r−1
2 and if s0 is a pole then s
2
0+B(ρ0+χi,l) is an eigenvalue of △i,l
for some l and some i ∈ Jl. The principal of the Laurent series around s0 then is
(
1
s2 − s20
)
r−1
2
√
4π
r−1
dim(N)∑
l=0
(−1)l
∑
i∈Jl
dim(Eig△i,l, s20 +B(ρ0 + χi,l)).
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c) If r > 0 is even, the square of the logarithm, (log(Zϕ(s)))
2 extends to a meromorphic
function. The poles of (log(Zϕ(s)))
2 have order r−1 and if s0 is a pole then s20+B(ρ0+χi,l)
is an eigenvalue of △i,l for some l and some i ∈ Jl. The principal part of the Laurent
series around s0 then is
(
1
s2 − s20
)r−1(4π)r−1(
dim(N)∑
l=0
(−1)l
∑
i∈Jl
dim(Eig△i,l, s20 +B(ρ0 + χi,l)))2.
Proof: We take the formula of Lemma 6.3.4 and multiply both sides with
√
4πt
r−1
. Taking
the Mellin transform now gives on the spectral side
1
Γ(s)
∫ ∞
0
ts−1Θi,l(t)
√
4πt
r−1
etλdt =
√
4π
r−1Γ(s+ r−12 )
Γ(s)
∞∑
n=1
(λn + λ)
−s− r−1
2
where (λn) runs through the eigenvalues of △i,l. From this the theorem follows easily. 
Chapter 7
Dynamical Systems
In this chapter we are going to present a different approach to the zeta function which gives rise
to some interesting speculations concerning possible generalizations.
Let P =MAN be a minimal parabolic of G with M ⊂ K and Lie(A) ⊥ Lie(K). Then M is
the centralizer of A in K, in fact, the group AM will be the total centralizer of A. Note that
the dimension of A is just the R-rank of G or the rank of the symmentric space X = G/K. In
the rank one case the sphere bundle writes
SX = G/M → G/K.
The geodesic flow then is
Φt(gM) = g exp(tH)M,
where H ∈ Lie(A) is an element of norm 1. Now let Γ be a torsionfree uniform lattice in G and
let XΓ = Γ\X. Among other things we considered the Ruelle Zeta Function of the geodesic
flow on SXΓ = Γ\G/M :
R(s) =
∏
c
(1− e−slγ ),
and we have seen that R extends to a meromorphic function which satisfies a determinant
formula, involving Laplace operators on XΓ.
On the other hand we know that the geodesic flow belongs to the very general class of Anosov
flows and that the Ruelle zeta function of an Anosov flow already extends to a meromorphic
function under much more general conditions then ours [Rue]. However, there’s no determinant
formula in general and only very little is known about the analysis of a Ruelle zeta function.
To generalize to arbitrary Anosov flows we would have to get rid of the space XΓ and have
an approach purely in terms of the sphere bundle SXΓ = Γ\G/M . Such an approach indeed
exists, it was discovered by A. Juhl [Ju]. The reason, why it works is the following: In our
approach we had to resort to XΓ because the irreducible representations of G have finite K-type
multiplicities, but not finiteM -type multiplicities. Viewing the G-representation space L2(Γ\G)
as a sheaf over Gˆ this means that the restriction to any K-type τ (for example to p-forms on
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XΓ):
(L2(Γ\G)⊗ τ)K
gives a sheaf with finite dimensional stalks over Gˆ.
On the other hand the group M is the maximal compact subgroup of the Levi group AM
so the same would count for appropriate sheaves on ˆAM . There are natural functors joining Gˆ
to ˆAM . Of special interest to us is one that preserves characters of representations.
7.1 Juhl’s Approach
7.1.1 The Hecht-Schmid Character Formula
For any Lie algebra L and any L-module V we write Hq(L, V ) for the q-th Lie algebra homology
of L with coefficients in V and Hq(L, V ) for the q-the Lie algebra cohomology.
Let G be a real reductive group with maximal compact K and V be a Harish-Chandra
module of G, that is, V is an admissible (g,K)-module, where g is the Lie algebra of G. Recall
that V has a character ΘG(.|V ) defined by Harish-Chandra. ΘG(.|V ) is a distribution on G
given by a locally integrable and conjugation invariant function also denoted by ΘG(.|V ), which
s real analytic on the regular set of G.
Now let P = MAN be a parabolic subgroup of G. Let Φ+(g, a) denote the set of positive
roots according to the choice of P and let A+ denote the positive Weyl chamber in A. Let n be
the Lie algebra of N and let n− = θ(n) where θ is the Cartan involution. Set
(MA)+
def
= interior in MA of the set
{g ∈MA|det(1− ga|n−) ≥ 0 for all a ∈ A+}.
Note that for dim(A) maximal we have (MA)+ =MA+. Hecht and Schmid proved in [HeSchm]:
Theorem 7.1.1 For every Harish-Chandra module V we have that
• Hp(n−, V ) is a Harish-Chandra module for the reductive group MA.
• For all x ∈ (MA)+ ∩Greg, the set of regular elements in MA we have
ΘG(x|V ) =
∑dim(n−)
p=0 (−1)pΘMA(x|Hp(n−, V ))
det(1− x|n−) .
7.1.2 Nice Test Functions
Now assume G semisimple with finite center and K a maximal compact subgroup. Let P =
MAN be the Langlands decomposition of aminimal parabolic subgroup. Then A is a maximal
split torus and we may assume M ⊂ K and Lie(A) ⊥ Lie(K). Let a0 denote the Lie algebra of
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A, a+0 a positive Weyl chamber according to the choice of P , A
+ = exp(a+0 ). Let n
+
0 denote the
Lie algebra of N and n−0 its opposite, i.e.: N
−
0 = θ(n
+
0 ), where θ is the Cartan involution. Let
D±(ma)
def
= det(1−ma|n±0 )
for ma ∈MA. We have the integration formula∫
G
f(g)dg =
∫
MA\G
∫
M
∫
A+
f(g−1mag)|D+(ma)D−(ma)|dadmdg
for f ∈ C∞c (U), where U = {gxg−1|g ∈ G,x ∈ (MA)∩Greg}. All Haar measures in this formula
are supposed to be normalized in the sense of Harish-Chandra ([HC-HAI],sec. 7).
To create our test functions let ϕ ∈ C∞c (A+) and choose η ∈ C∞c (MA\G) such that η ≥ 0
and
∫
MA\G η(g)dg = 1. Define
Φ(g−1mag) = η(g)ϕ(a)|D+(ma)|−1.
Then Φ is well defined, smooth and compactly supported. Further the support of Φ lies com-
pletely in the set of conjugates of elements of MA with regular A-part.
Let π be an irreducible unitary representation of G. By the Hecht-Schmid character formula
we get
trπ(Φ) =
∫
G
ΘG(x|π)Φ(x)dx
=
∫
MA\G
∫
M
∫
A+
η(g)|D−(ma)|ΘG(ma|π)dadmdg
=
∫
A+
ϕ(a)
∫
M
dim(N)∑
p=0
(−1)pΘMA(ma|Hp(n−, V ))dmda
=
∫
A+
ϕ(a)tr(a|H∗(n−, V )M )da.
Note that the space Hp(n
−, V )M is finite dimensional.
7.1.3 The Lefschetz Formula
For any γ ∈ Γ such that γ is conjugate to an element of MA write mγaγ for such an element.
Whenever this notation is used, one has to make clear that it is independent from the particular
mγaγ ∈MA chosen.
Theorem 7.1.2 (Juhl) Let ϕ ∈ C∞c (A+) then we have the identity∑
π∈Gˆ
NΓ(π)
∫
A+
ϕ(a)tr(a|H∗(n−, V )M )da =
∑
[γ]⊂Γ
λγ
ϕ(aγ)
|D+(mγaγ)| ,
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where the sum runs over all γ ∈ Γ that are in G conjugate to an element of MA and λγ =
vol(Γγ\MA) is the volume of a maximal flat containing the geodesic [γ].
Proof: One simply plugs the function Φ into the trace formula. It is clear by the above calcu-
lation that the spectral side gets the above shape. The expression for the geometric side follows
directly from the definition of Φ. 
This Theorem can easily be generalized allowing test functions ϕ which are defined on A+,
vanish on the boundary to a sufficiently high order and are decaying at infinity fast enough.
Corollary 7.1.1 Let ϕ ∈ C∞c (A+) then we have the identity
∑
π∈Gˆ
NΓ(π)
∫
A+
ϕ(a)tr(a|H∗(n−, Vπ)M )da = (−1)dimN
∑
[γ]⊂Γ
λγ
ϕ(aγ)
det(1−mγaγ |n−) ,
where the sum runs over all γ ∈ Γthat are in G conjugate to an element of MA.
Proof: We use the natural isomorphism:
Hp(n
−, V ) ∼= Hd−p(n−, V )⊗ ∧dn−,
([HeSchm] (2.18)) where d denotes the dimension on n. Since M acts trivially on ∧dn− we get
tr(a|H∗(n−, V )M ) = (−1)dtr(a|H∗(n−, V )Mξ−2ρ(a).
So one simply replaces ϕ(a) by ϕ(a)ξ2ρ(a) to achieve the assertion of the corollary out of the
theorem.
By plugging in suitable test functions ϕ, Juhl arrives at expressions involving the Selberg
zeta function. This works well for the rank one situation. For higher rank we may put in
modified test functions as in 5.4
Then we get
Theorem 7.1.3 (Higher rank Lefschetz Theorem) Suppose Γ is nice. Let H = AB any Θ-stable
Cartan subgroup of G with r = dim(A) > 0. Choose a parabolic P = MAN . Then we have an
equality of distributions on the positive Weyl chamber A+:
∑
π∈Gˆ
NΓ(π)tr(a|H∗(n¯, π)⊗ ∧∗pM )KM ) = (−1)dim(N)
∑
[γ]∈EH (Γ)
λγχr(Xγ)
δaγ
det(1−mγaγ |n¯) .
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7.2 The Guillemin Conjecture
The spectral side of the corollary in the last section can be viewed as the A-trace on the complex
0→ (L2(Γ\G) ⊗ (∧0n−)∗)M → (L2(Γ\G) ⊗ (∧1n−)∗)M → . . .
. . .→ (L2(Γ\G) ⊗ (∧topn−)∗)M → 0,
with the Lie algebra differential. But this complex also has a different interpretation. Recall
that the stable bundle on SXΓ = Γ\G/M could be described as
T s = Γ\G×M n−.
so the above complex becomes the stable complex :
o→ L2(∧0T s)→ L2(∧1T s)→ . . .→ L2(∧topT s)→ 0,
and a short computation shows that the differential is just the exterior differential of SXΓ
followed by a projection ∧pT → ∧pT s, where T denotes the tangent bundle of SXΓ. Note that
the stable complex is not elliptic, a fact which is remedied in our situation by the cohomology
having finite multiplicities as a G-representation. Now one might present the following
Conjecture 7.2.1 Let Φt denote a smooth Anosov flow on a compact manifold then the flow
has a distributional trace for t > 0 on the cohomology of the stable complex such that for t > 0
tr(Φt|H∗(L2(∧.T s))) = (−1)dim T s
∑
c
l(c0)δl(c)
det(1− P sc )
.
Here the sum runs over all closed orbits c of Φ and l(c) denotes the length of the orbit c. To an
orbit c let c0 denote the underlying primitive orbit and P
s
c the stable part of the Poincare´ map
around c and δx denotes the delta distribution at the point x.
Compare this to ([Gu], p.504).
Perhaps one should weaken this conjecture in insisting that there should exist, as in our case,
a smooth perfect pairing
Bx : T
s
x × T ux → C
which is invariant under the flow, i.e. BΦtx(DΦtv,DΦtw) = Bx(v,w).
Once having established this conjecture in a particular setting one can proceed as in [Ju]
to finally get an analysis of the Ruelle zeta function in terms of the spectrum of the flow on
the stable cohomology. This would possibly clarify the relation of the Ruelle zeta function to
topological invariants as torsion and Euler characteristics. Further it would show whether the
Ruelle zeta function in general satisfies an analogue of the Riemann hypothesis.
Chapter 8
The Functional Equation of Theta
Series
Geometric zeta functions are defined by geometrical data (closed geodesics) and turn out to
have singularities (zeroes and poles) which are related to spectral data (Laplace eigenvalues).
The theta series to be discussed in this section are dual to the zeta functions in that they are
defined by the very same spectral data and have their singularities at the lengths of the closed
orbits.
8.1 The Rank One Case
For the contents of this subsection compare [CaVo] and [BuOl]. We consider the situation of
chapter 4. So G is the group of orientation preserving isometries of the even-dimensional rank
one symmetric space X, which we identify with G/K where K is a maximal compact subgroup
of G. We fix a torsionfree uniform lattice Γ in G and consider the compact Shimura manifold
XΓ = Γ\X.
In chapter 4 we considered the zeta function
Zσ,ϕ(s) =
∏
[γ] prime
∏
N≥0
det(1− e−slγγ | VN ),
where VN = Vϕ ⊗ Vσ ⊗ SN (n) and γ acts on VN as γ 7→ ϕ(γ) ⊗ σ(mγ) ⊗ AdN ((mγaγ)−1). We
showed (4.3.1) that with cσ = B(λσ)−B(ρ) we have
Z(ρ0 + s) = det(△σ,ϕ + s2 + cσ)(det(Dσ + s) exp(P (s2)))2(−1)m dim(ϕ)χ(XΓ)/χ(Xd).
Now we are going to consider the theta series :
Θσ,ϕ(τ) = tr(e
−τ
√
△σ,ϕ+cσ),
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where the root is positive on R+ and negative imaginary on R−. Let
F (s) = det(△σ,ϕ + s2 + cσ)
=
∏
j≥0
(a2j + s
2)
where aj ≥ 0 or iaj ≥ 0 and the product means regularized product. So, if (λj)j∈N is the
sequence of eigenvalues of the operator △σ,ϕ, then a2j = λj + cσ. Assume that the aj are
numerated in such a way that the sequence a2j is ascending. There are only finitely many aj on
the imaginary axis and there is a p > 0 such that
∑′
j |aj |−p < ∞. Let a > |a0| be arbitrary.
Then the theta series is
Θσ,ϕ(τ) =
∞∑
j=0
e−τaj Re (τ) > 0.
We are further going to consider the dual space theta function :
Θσ,d(τ) = tr(e
−τDσ), Re (τ) > 0.
Since we fix the M -type σ and the Γ-representation ϕ we are going to leave these out in our
notation so we will write Θ = Θσ,ϕ and Θd = Θσ,d. Our first result is
Proposition 8.1.1 The function Θd = Θσ,d extends to a meromorphic function on the entire
plane. It is even, i.e.:
Θd(−τ) = Θd(τ),
its poles are all of order dim(X) and are located at τ = πik, k ∈ Z.
Proof: We first consider the case when σ is even in the sense of 4.3.2:
Θd(τ) =
∞∑
n=1
Qσ(2n)e
−2τn
= Qσ(− ∂
∂τ
)
∞∑
n=1
e−2τn
= Qσ(− ∂
∂τ
)(
1
e2τ − 1)
This gives the meromorphic continuation and the location and order of the poles (recall that
the polynomial Qσ has order dim(X)− 1. To see that Θd is even, recall that
Qσ(x) = xQ˜σ(x
2)
for a polynomial Q˜σ. It follows
Θd(τ) = 2Q˜σ((
∂
∂τ
)2)(
1
(et − e−t)2 ),
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which gives the claim. For σ odd we similarly get
Θd(τ) = Qσ(− ∂
∂τ
)
1
et − e−t ,
which gives the claim in that case. 
Theorem 8.1.1 The theta series Θ = Θσ,ϕ admits a continuation to a meromorphic function
on C. It satisfies a functional equation:
Θ(τ) + Θ(−τ) = 2(−1)m+1 dim(ϕ)χ(XΓ)
χ(Xd)
Θd(iτ).
The function Θ(τ) has simple poles at τ = ±ilγ , γ 6= 1 and the residue at τ = ±ilγ is
− 1
2π
lγ
µγ
trϕ(γ)trσ(mγ)
det(1− γ−1|n) .
The function Θ(τ) further has poles of order dim(X) at the nonpositive poles of Θd(iτ). This
concludes the list of poles of Θ.
Proof: The argument principle shows that
Θ(τ) = n0 +
1
2πi
∫
C
eiτz(
F ′
F
(z)− 2n0
z
)dz,
where n0 = ordz=0F (z) and C is the contour shown at the following picture:
r rr rr
r
r
r
r
☛✟
✡✠
☛✟
✡✠
C
ia0ia1
ia2
ia3
ia4
ia5
−ia0 −ia1
0−a a
❄
✻
✲ ✲
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At first the contour goes from −a + i∞ to −a, then from −a to a circumventing the ±iaj
which are nonzero as shown and then it goes from a to a+ i∞. If one of the aj happens to be
zero, which is equivalent to the fact that n0 6= 0, the contour goes right trough it.
Let C+ = C ∩ {Re (z) > 0} and C− = C ∩ {Re (z) < 0}. Since F is even it follows that the
logarithmic derivative F
′
F is odd and hence
Θ(τ) = n0 +
1
2πi
∫
C+
eiτz(
F ′
F
(z)− 2n0
z
)dz.
Now by the determinant formula we get
F ′
F
(z) − 2n0
z
=
Z ′
Z
(ρ0 + z)− 2n0
z
+ 2αzP ′(z2) +
d
dz
logdet(Dσ + z),
where α = 2(−1)m+1 dim(ϕ)χ(XΓ)
χ(Xd)
.
Therefore Θ(τ) splits as follows:
Θ(τ) = n0 +ΘZ(τ) + Θpol(τ) + Θdual(τ).
Let’s start with the simplest part
1. The polynomial contribution
This is
Θpol =
α
πi
∫
C+
eiτzzP ′(z2)dz
=
α
π
∂
∂τ
P ′(−( ∂
∂τ
)2)(
∫
C+
eiτzdz −
∫
−C−
e−iτzdz)
=
α
π
∂
∂τ
P ′(−( ∂
∂τ
)2)(
i
τ
− i
τ
)
= 0.
So the polynomial contribution vanishes.
2. The zeta contribution
Here we consider
ΘZ(τ) =
1
2πi
∫
C+
eiτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz +
1
2πi
∫
−C−
e−iτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz
=
1
π
∫ a
0
sin(τz)(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz
+
1
2πi
∫ a+i∞
a
e−iτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz
+
1
2πi
∫ a
a−i∞
e−iτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz.
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The first integral should be read as a path integral over a path circumventing the singularities
in the lower half plane. The first summand thus defines an odd entire function in τ . Therefore
it does not contribute to the functional equation.
We may assume a to be large enough so that the Euler product for the zeta function Z
converges at Re (z) = a. Then we get
logZ(ρ0 + z) = −
∑
[γ]prime
∑
N≥0
∞∑
k=1
1
k
e−zklγ trϕ(γk)trσ(mγk)trAd
N ((mγkaγk)
−1|n)
= −
∑
[γ] 6=1
∑
N≥0
e−zlγ
µγ
trϕ(γ)trσ(mγ)trAd
N ((mγaγ)
−1|n)
= −
∑
[γ] 6=1
e−zlγ
µγ
trϕ(γ)trσ(mγ)
det(1− γ−1|n) ,
and so
d
ds
logZ(ρ0 + z) =
∑
[γ] 6=1
bγe
−zlγ ,
where
bga =
lγ
µγ
trϕ(γ)trσ(mγ)
det(1− γ−1|n) .
From this we get
1
2πi
∫ a+i∞
a
e−iτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz +
1
2πi
∫ a
a−i∞
e−iτz(
Z ′
Z
(ρ0 + z)− 2n0
z
)dz
=
1
2πi
∑
[γ] 6=1
bγ(
e(−iτ−lγ )a
−iτ − lγ −
e(iτ−lγ)a
iτ − lγ ).
which is an odd meromorphic function.
To finish the zeta contribution it remains to consider
f(τ)
def
= − 1
2πi
∫ a
a−i∞
e−iτz
2n0
z
dz − 1
2πi
∫ a+i∞
a
eiτz
2n0
z
dz.
We see that f is a primitive of the function 2n0π
sin(aτ)
τ and that limτ→+∞ f(τ) = 0. From this
it follows that f(0) = 2n0π
∫∞
0
sin(x)
x dx = −n0. Since f is the primitive of an even entire function
we conclude that f is entire and
f(τ) + f(−τ) = −2n0,
which makes the 2n0 drop out of the functional equation.
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3. The dual space contribution
We consider
Θdual(τ) =
α
2πi
∫
C+
eiτzdlogdet(Dσ + z) +
α
2πi
∫
−C−
e−iτzdlogdet(Dσ + z).
We replace −C− by C− again and move the contour on to the imaginary axis to get
Θdual(τ) =
α
2πi
∫ i∞
0
eiτz(dlogdet(Dσ + z)− dlogdet(Dσ − z))
=
α
2πi
∫ infty
0
e−τt(
dlogdet(Dσ + z)
dz
|z=it − dlogdet(Dσ − z))
dz
|z=−it)dt
Now we have
d
dz
logdet(Dσ + z) = − d
dz
ζ ′Dσ+z(0)
= − d
dz
d
ds
|s=0ζDσ+z(s)
= − d
ds
|s=0 d
dz
ζDσ+z(s)
=
d
ds
|s=0sζDσ+z(s + 1)
= ζDσ+z(1),
since ζDσ+z(s) is holomorphic at s = 1. Therefore we conclude
Θdual(τ) =
α
2πi
∫ ∞
0
e−τt(ζDσ+it(1)− ζDσ−it(1))dt.
Now assume σ odd and recall that
ζDσ+z(1) =
∫ ∞
0
ts−1e−tzΘd(t)dt|s=1
=
∫ ∞
0
ts−1e−tzQσ(− ∂
∂t
)
1
et − e−t dt|s=1
=
∫ ∞
0
ts−1
1
et − e−tQσ(
∂
∂t
)e−tzdt|s=1
= Qσ(−z)
∫ ∞
0
ts−1e−tz
et − e−t dt|s=1
= Qσ(−z)
∞∑
n=0
∫ ∞
0
ts−1e−t(z+1)e−2ntdt|s=1
= Qσ(−z)
∞∑
n=0
1
(z + 2n+ 1)s
|s=1.
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And thus
ζDσ+it(1)− ζDσ−it(1) = Qσ(−it)(
∞∑
n=0
1
(2n + 1 + it)s
−
∞∑
n=0
1
(2n+ 1− it)s )|s=1
= Qσ(−it)
∞∑
n=0
2it
(2n+ 1)2 + t2
=
π
2
Qσ(−it)i tanh(πt
2
).
So for σ odd we get
Θdual =
α
4
∫ ∞
0
e−τtQσ(−it) tanh(πt
2
)dt
=
α
4
Qσ(i
∂
∂τ
)
∫ ∞
o
e−τt tanh(
πt
2
)dt.
Since
tanh(
πt
2
) = 1 + 2
∞∑
n=1
(−1)ne−πnt,
we get
Θdual(τ) =
α
4i
Q˜σ(−( ∂
∂τ
)2)(
1
τ2
+ 2
∞∑
n=1
(−1)n 1
(τ + πn)2
),
which completes the meromorphic continuation. As for the functional equation one gets
Θdual(τ) + Θdual(−τ) = α
2i
Qσ(i
∂
∂τ
)
∑
n∈Z
(−1)n 1
τ + πn
=
α
2i
Qσ(i
∂
∂τ
)
1
et + e−t
,
which gives the claim.
For even σ one gets analogously
Θdual(τ) =
α
4
∫ ∞
0
e−τtQσ(−it)(coth(πt
2
)− 2
πt
)dt.
The summand with 2πt gives an odd rational function thus does not contribute to the functional
equation. The rest is analogous to the odd case. 
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8.2 Higher Rank
The main ingredients of the proof of the functional equation of the theta series in the rank one
case were the Euler product and the determinant formula for the zeta function. It is easy to
see that the theorem generalizes to all the various situations in the preceding chapters where
we had established these two ingredients. We are not going to bore the reader in listing all the
results. We will just restrict to the case SL2(R)
m.
We take up the situation of 5.2 again, so G = SL2(R)
m for some natural number m, Γ ⊂ G
is a nice cocompact discrete subgroup and (ϕ, Vϕ) is a finite dimensional unitary representation
of Γ. The representation ϕ defines a holomorphic flat hermitian vector bundle Eϕ over XΓ =
Γ\X = Γ\G/K, We denote by △p,q,ϕ the Hodge-Laplace operator on Eϕ-valued (p, q)-forms.
We consider the theta function :
Θϕ(τ) =
m∑
q=0
tre
−τ
√
△0,q,ϕ− 14 , Re (τ) > 0.
To establish a functional equation of this theta series we also need a dual theta series:
Θd(τ) = tre
−τP
=
∞∑
j=0
(2j + 1)e−τ(j+
1
2
).
Then we get
Theorem 8.2.1 The dual theta function Θd(τ)extends to an even meromorphic function. The
poles of Θd are of order 2 and are located at τ = πik, k ∈ Z. The theta function Θϕ(τ) extends
to a meromorphic function on the entire plane which satisfies the functional equation
Θϕ(τ) + θϕ(τ) = 2m dim(ϕ)Ar(XΓ)Θd(iτ).
The poles of Θϕ(τ) are the nonnegative poles of Θd(iτ) and simple poles at τ = ±ilγ γ ∈ Γ−{1},
R− rank(γ) = 1 and the residue at τ = ±ilγ is
− 1
2π
lγ
µγ
tr(ϕ(γ))
det(1− γ−1|n)χ1(Xγ).

The remaining cases of higher rank are left as an exercise to the interested reader.
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