Abstract. In this paper, we consider abelian length categories, a generalization of module categories over Artin algebras. Let A be an abelian length category of colocal type. We show that the lattice S(A) of full additive subobject closed subcategories of A is distributive. Furthermore, we give a characterization of abelian length categories of colocal type.
Introduction
Let A be abelian length category (a generalization of module categories over Artin algebras). In this paper, we give a characterization of abelian length categories of colocal type. Furthermore, we are interested in the lattice S(A) of full additive subobject closed subcategories of A. In particular, we show that S(A) is distributive if A is of colocal type.
Subobject closed subcategories have not yet been extensively studied, but there are connections to different parts of representation theory. For example, let A be a finite dimensional algebra: then every infinite submodule closed subcategory of mod A contains a minimal infinite submodule closed category, as Ringel proved in [11] .
Krause and Prest have used submodule closed subcategories in [8] to show that there is a filtration of the Ziegler spectrum that is indexed by the Gabriel-Roiter filtration.
Furthermore, if A is a hereditary Artin algebra, then there is a natural bijection between the elements of the Weyl group of A and the full, additive cofinite submodule closed subcategories of mod A. This has been proved by Oppermann, Reiten and Thomas in [9] for algebras over finite and algebraically closed fields and in general the author's preprint [6] .
In Section 3, we see that S(A) is distributive if A is of colocal type. Algebras of colocal type have been studied repeatedly: for example, a first characterization dates back to Tachikawa in 1959, see [15] ; two gaps in the proof were filled by Sumioka in 1984, see [14] .
In this paper, we give a new characterisation for abelian length categories of colocal type. Note that we are equating objects with isomorphism classes of objects; in particular, all sums over simple objects are actually sums over isomorphism classes of simple objects.
We define Then we can show the following:
Theorem 1.2. An abelian length category A is of colocal type if and only if the following conditions hold for all simple objects S ∈ A:
(C1) While the last condition is more complicated then the first two, there are several ways to state it, see Proposition 5.9. In particular, it is often equivalent to a condition on the 2-extensions between simple objects.
Furthermore, for algebras of colocal type over algebraically closed fields, we can completely describe the lattice S(mod A).
This paper is organised in the following way: In Section 2, we show that the distributivity of S(A) is equivalent to a condition on the submodule relations in A. We can show in the next section that the following is an even stronger property: every subobject of an indecomposable object in A is itself indecomposable. Such categories are said to be of colocal type.
We characterize these categories in Section 4 to 6: First, we show that two conditions on the Ext-quiver hold. Weaker conditions hold if S(A) is distributive. In Section 5, we give different formulations and a proof of the third condition that abelian length categories of colocal type fulfil. Again, we see that a weaker condition is fulfilled if S(A) is distributive.
In Section 6, we prove that every abelian length category which fulfils the three conditions is of colocal type.
Returning to the lattice S(A), we show in the next section that it is the Cartesian product of certain sublattices.
In Section 8, we give a short summary of some facts about string algebras and their modules, which we need in the next and final section.
There, we assume that A ≡ mod kQ/I for some field k and some quiver Q with an admissible ideal I. In this case, A is of colocal type if and only if A is a string algebra and no vertex in Q is starting point of more than one arrow. For these algebras, we get a complete, explicit description of the lattice S(mod A).
Throughout this paper, we use the notation X | Y if the object X is a direct summand of Y and X ∤ Y if X is not a direct summand of Y . For the length of X, we write l(X).
Furthermore, we use a matrix notation 
Conditions on indecomposable objects
In this section we characterize the abelian length categories A with distributive lattices S(A) in terms of the subobject relations between the objects of A.
We start with the definition of a distributive lattice, as given for example in [12] , p. 69:
Now let S(A) be the set of full additive subobject closed subcategories as in [8] . It is partially ordered by inclusion and a complete lattice.
The join a ∨ b for two categories a, b ∈ S(A) is the smallest subcategory in S(A) which contains both a and b. The meet a ∧ b is the largest category in S(A) that is contained in both a and b.
The meet coincides with the intersection a ∩ b: all subobjects of direct sums of objects in a ∩ b are again objects in a ∩ b, since a and b are subobject closed. The join consists of all subobjects of direct sums of objects in a and b.
Every category in S(A) is completely determined by the isomorphism classes of indecomposable objects it contains.
For a class X of objects let sub X be the category that consists of all subobjects of direct sums of objects in X . This is the smallest category in S(A) that contains X . Furthermore, let sub X := sub{X}.
In the following case, S(A) is not distributive: Lemma 2.2. If there exists an indecomposable object X ∈ A, and objects
Proof. By the assumption
and by definition X ∈ sub X,
, since otherwise there were some objects
We can assume without loss of generality that the components X → X 1 and X → X 2 of f are epimorphisms. Since X / ∈ sub Y i for 1 ≤ i ≤ 2, these are not isomorphisms and l(X i ) < l(X).
Since X 1 ⊕ X 2 ∈ sub X, there is some α ∈ N with a monomorphism
The restriction of this concatenation to X 1 is a monomorphism
:
Then g 1 cannot be a monomorphism, since this would imply X 1 | X α and thus
There is a concatenation of monomorphisms
With X / ∈ sub X 2 , we have 0 = Im(g 1 ). We can set X
Since this is the same situation as before, we get inductively an infinite sequences of non-zero objects
This cannot be true, since l(X 1 ) is finite. So one of these objects is either the zero object or a direct sum of copies of X. Thus X ∈ sub X 1 or X ∈ sub X 2 must hold and the proof is complete.
In fact, we get the following equivalence: Proposition 2.3. The following statements are equivalent:
For all index sets I and categories a i ∈ S(A), i ∈ I we have ind(
is clear. For the other direction, we look at an object
There are objects A i ∈ a i with a monomorphism
and thus X ∈ i∈I sub A i .
The object i∈I A i must be of finite length; thus A i = 0 for all except finitely many i ∈ I. With (2) and an induction, we get X ∈ sub A i for at least one i ∈ I and thus X ∈ a i . So X ∈ i∈I ind a i and ind(
Since a, b, c are completely determined by their indecomposable objects,
and S(A) is distributive.
We can generalize the notion of a distributive lattice as e.g. in [7] , p. 1227: Definition 2.4. A complete lattice Λ is a frame if for all index sets I and elements a, b i with i ∈ I the equation
Obviously, every frame is also distributive. But in general, not every distributive lattice is a frame. An exception are lattices of subobject closed categories:
Corollary 2.5. The lattice S(A) is distributive if and only if it is a frame.
Proof. This follows from part (3) of Proposition 2.3.
Categories of colocal type
Definition 3.1. Let A be a finite length category. An object X ∈ A is called colocal, if its socle is simple. Equivalently, it is colocal if every non-zero subobject of X is indecomposable.
Dually, X is local, if its top is simple or equivalently, if every non-zero factor object of X is indecomposable. Definition 3.2. We call a category A of colocal type if every indecomposable object in A is colocal. If there is some Artin algebra A so that A = mod A, then we also say that A is of colocal type. 
then there is also a monomorphism
Proof. First, we prove that (a) holds: Under the assumptions on V 1 , V 2 , X, there is an exact sequence
Since there exists a monomorphism Ker g X, g induces a monomorphism
The proof of (b) is similar: Under these assumptions, there is a monomorphism f :
So there is an exact sequence 
For such objects, the following sequences are exact for 1 lei, j ∈ 2 and i = j:
Proof. If A is not of colocal type, then there is an indecomposable object X that is not colocal. So there are objects V 1 = 0 = V 2 with a monomorphism
Let S be a simple factor module of Coker f . Then there is some V with V 1 ⊕ V 2 ⊆ V and an exact sequence
If V is indecomposable, then it is of smaller length than X and not colocal. Inductively, we can assume that Coker f = S and V 1 ⊕ V 2 = V . By Lemma 3.3, there is a monomorphism
The object Z 1 can be found by taking the pullback, while Z can be found via the pushout. Then
is the exact sequence η 1 + η 2 .
Furthermore, we need the following result by Gabriel, see [5] , p.81:
. An abelian length category A is equivalent to the module category of an Artinian ring if and only if
(1) A has only finitely many simple objects.
The supremum of the Loewy lengths of the objects in A is finite.
In particular, if condition (2) is fulfilled, then for every finite set of simple objects S 1 , S 2 , . . . , S n and r ∈ N, the subcategory of A that consists of the objects of Loewy length smaller or equal to r with composition factors in {S 1 , . . . , S n } is equivalent to such a module category.
If A contains simple objects S, T with dim
Lemma 4.2. Let A be an abelian length category.
(a) If A is of colocal type, then (C1) is fulfilled. (b) If S(A) is distributive, then for all simple objects S ∈ A, there is at most one
Proof. We begin with the proof of (a). If (C1) is not fulfilled, then there is a finite set T of pairwise non-isomorphic simple objects with S ∈ T and
We can assume that d < ∞ and the subcategory A ′ of objects of Loewy length ≤ 2 with composition factors in T is equivalent to a module category.
In A ′ , there is an indecomposable projective envelope P 2 (S) of S with a socle of length d.
Thus P 2 (S) ∈ A ′ ⊂ A is not colocal and by definition, A is not of colocal type.
To prove (b), we assume that we can choose
and by Lemma 3.5, the lattice S(A) is not distributive.
To show that (C2) holds if A is of colocal type, we use the following auxiliary lemma:
Lemma 4.3. Let A be an abelian category and S, T 1 , . . . , T n simple objects in A so that there are exact sequences with indecomposable middle terms
Furthermore, suppose that 2 ≤ n and for all 1 ≤ i, j ≤ n either
. . .
/ / X n so that g is an epimorphism and g n is an isomorphism.
Then there are
Proof. Let i : S n−2 ֒→ Ker g be the natural injection and F := diag(f 1 , f 2 , . . . , f n−1 ). Then the following diagram is exact, because all rows and the first and second column are exact:
The second row of the diagram is n−1 i=1 η i , while the first row of this diagram is η n .
Thus, there are 1 ≤ i 1 , . . . , i m ≤ n − 1 so that T i1 = T n , . . . , T im = T n and η n is linearly dependent of η i1 , . . . , η im over T n . Now we can show the following: Proof. We start with the proof of (a). If (C2) is not fulfilled, then there is a simple object S so that
So there are three exact sequences
for some indecomposable objects X i ∈ A and simple T i with i ∈ 1, 2, 3. If T i ∼ = T j for some i = j, then we can assume that T i = T j . Furthermore, over End(T i ) op , η i is not a linear combination of the other two exact sequences.
We consider the exact sequence
Since the objects X i are colocal, there is some indecomposable direct summand Y ′ of Y so that the morphism g 1 :
Thus there is at least one i ∈ {2, 3} so that g i is a monomorphism. By Lemma 4.3, this means l(Y ′ ) ≥ 3. The same argument holds for every other direct summand
′ is the only direct summand of Y for which such a monomorphism exists. On the other hand, for
With the arguments above, the image of the concatenation
To prove (b), we assume that T 1 , T 2 and T 3 are pairwise non-isomorphic. Thus, we can assume without loss of generality that
is a monomorphism. So both T 1 and T 2 arise only once as composition factors of
By Proposition 2.3, S(A) is not distributive.
The third condition
In this section, we prove that (C3) holds for all simple S ∈ A if A is of colocal type: (C3) If there is a simple object S ′ with Ext 1 (S, S ′ ) = 0, let
Furthermore, we give some equivalent ways to define T . Proving that (C3) holds if A is of colocal type is more difficult than proving the other conditions. We need some auxiliary lemmas first: is indecomposable or there an isomorphism φ :
Proof. Since Z i is colocal, X i := Coker f i is an indecomposable object of length 2. So there are epimorphisms [ g1 g2 ] : Z 1 ⊕ Z 2 ։ Y and h j : Z j ։ X j so that the diagram below is exact for 1 ≤ i = j ≤ 2, since its rows and the first two columns are exact:
Thus Y 1 is the only direct summand of Y with such a monomorphism. Analogously, there is a monomorphism
Since l(top(Z 1 ⊕ Z 2 )) = 2 and g 1 g 2 induces an epimorphism
both Y 1 and Y 2 are local. So for at least one i ∈ {1, 2}, g i induces an epimorphism
We write g i =:
k1 k2
: Z i Y 1 ⊕ Y 2 and with (5), there is an epimorphism
If l 1 is an epimorphism, then k 1 l 1 is non-zero; in particular it induces an isomorphism top Y 1 → top X j . So Coker k 1 l 1 = 0 and k 1 l 1 is an epimorphism.
It follows that k 2 l 2 = −k 1 l 1 is also an epimorphism. In particular, l 2 is an epimorphism.
Since X j is local, at least one of l 1 and l 2 is an epimorphism by Lemma 3.3. So l 2 is always an epimorphism.
Because of l(Y 2 ) ≤ 2, we see that l 2 is an isomorphism and
Since g 1 f 1 = −g 2 f 2 and g 1 and g 2 induce isomorphisms
Let T be as in the definition of (C3) in the beginning of this section.
Lemma 5.2. Let A be an abelian length category. Suppose that there are simple objects S, S ′ so that
Then for some objects Z 1 and Z 2 of length 3 with socle S ′ and top in T , there are
Proof. Under these assumptions, there are T i ∈ T for 1 ≤ i ≤ 2 with indecomposable objects X i with exact sequences
that are not linearly dependent of each other over End(T 1 ) op . Furthermore, there are objects Z i for 1 ≤ i ≤ 2 with exact sequences
We begin by defining f 1 and f 2 . Then we show that Y := Coker f1 f2
is indecomposable.
If Z 1 ≇ Z 2 , then we can choose arbitrary monomorphisms f i : S ′ Z i for 1 ≤ i ≤ 2. Otherwise, we need to be more careful:
If
Thus, we can define
f2 is either indecomposable or there is some isomorphism φ : Z 1 → Z 2 with f 2 = φf 1 .
In the second case, there is an isomorphism ψ : X 1 → X 2 and a commutative diagram with exact rows
So there is an epimorphism χ which makes the following diagram commutative with exact rows: 
Proof. Let S, S ′ be simple objects with d S ′ (S, S ′ ) = 1. By Lemma 5.2, if we have is indecomposable. Since d S ′ (S, S ′ ) = 1, there is up to isomorphism only one indecomposable object X 3 with an exact sequence of the form
So X 3 must be the kernel of Z 1 ։ T 1 and Z 2 ։ T 2 . Furthermore, every monomorphism S ′ X 3 factors through f . So f 1 and f 2 factor through f . Thus, the following diagram is commutative and exact, since its columns and the first two rows are exact:
To show (a), we suppose that A is of colocal type, but (C3) is not fulfilled for some simple object S ∈ A.
Then there is some S Under certain conditions, the definition of T is much simpler. To show this, we need some auxiliary lemmas. The first one will also be important in the next section, where we prove that every abelian length category that fulfils (C1) -(C3) is of colocal type. 
Since l(X m+1 ⊕ Y ′ ) = l(Y ) + 1, the kernel of this epimorphism is S. So there are morphisms f m+1 : S → X m+1 and f : S → Y ′ with an exact sequence
Since l(Y ′ ) ≥ 2, there is some indecomposable object X m of length 2 with monomorphisms f m : S X m and f
By the inductive assumption, we get objects X i of length 2 and monomorphisms f i : S X i and f
So we can set f
and it remains to show that over End op (Coker f i ) there is no exact sequence with monomorphism f m+1 that is a linear combination of exact sequences with monomorphisms in {f 1 , . . . , f m }:
Otherwise, by definition of the Baer sum (see the beginning of Section 4), there is some object Z so that for F = diag(f 1 , . . . , f m ), there is the following commutative diagram with exact rows:
Analogously, the dual result holds. In particular, we get the following: As with modules, we call an object uniserial if it has a unique composition series. With the corollary above, we can show the following Lemma, which we will use to show the first two simplifications of T :
Lemma 5.6. If (C1) holds for an abelian length category A, then every object in A that is both local and colocal is uniserial.
Proof. Suppose that X is an object that is both local and colocal. Then every nonzero factor object of X is indecomposable. Set X 0 := X and choose X 1 , . . . , X n with epimorphisms
If X is not uniserial, then it has a factor object which is not colocal. In particular, there is some maximal integer m, so that X m is not colocal. For every S | soc X m , the quotient X m /S is uniserial and thus l(soc X m ) = 2.
The kernel X ′ of X m ։ X m+3 has the length 3 and soc X ′ = soc X m . So the Loewy length of X ′ is 2 and by Corollary 5.5 and (C1), l(top
and there is some simple object S | X ′ . For S ′ with soc X ′ = S ⊕ S ′ , the quotient X ′ /S ′ is decomposable. But X ′ /S ′ is the kernel of the epimorphism X m /S ′ ։ X m+3 , which contradicts the assumption that X m /S is uniserial.
So if A fulfils (C1), then every object X that is both local and colocal is also uniserial.
We still need two very different auxiliary lemmas, which we will use to show the final simplification of T :
Recall that the Ext-quiver of A is a quiver that has the simple objects of A as vertices and an arrow between vertices S and T if and only if Ext 1 (S, T ) = 0.
Lemma 5.7. Let A be an abelian length category that fulfils (C1). Suppose that there are simple objects S ′ , T so that no cycle in the Ext-quiver has S ′ as a vertex and there is an indecomposable object Z of length 3 with soc
Proof. By the assumptions on Z, there is a simple object S with
Since no cycle in the Ext-quiver has S ′ as a vertex,
In particular, S ′ ≇ S. Furthermore, an exact sequence
induces a commutative diagram with exact rows
with monomorphisms m 1 and m 2 . Since Ext 2 (S ′ , S ′ ) = 0, the second row of the diagram splits. Thus, the first row also splits and
Since (C1) holds,
So Ext 1 (S, S) = 0 and thus S ≇ T and Ext 1 (T, S ′ ) = 0. Le X be an indecomposable object with exact sequences
The short exact sequence (13) induces a long exact sequence
So Ext 2 (X, S ′ ) = 0 by (10) and (11). Furthermore, (14) induces a long exact sequence
Since Ext 1 (T, S ′ ) = 0, the morphism α is a monomorphism. With (12),
so α must be an isomorphism. We get
and the proof is complete.
The other direction of 5.7 is even more generally true:
Lemma 5.8. Let S, S ′ , T ∈ A be simple objects with
Then there is an object Z of length 3 so that soc Z = S ′ and top T = T .
Proof. By the assumptions, there is an indecomposable object X with an exact sequence 0
This induces a long exact sequence
So there is some indecomposable object Z with an exact sequence
and obviously l(Z) = 3, soc Z = S ′ and top T = T .
The following equivalence holds:
Proposition 5.9. Suppose that A is an abelian length category which fulfils (C1).
For fixed simple objects S and S ′ with Ext 1 (S, S ′ ) = 0, the class
is the same as
If no cycle in the Ext-quiver has S ′ as a vertex, then T = T ′′′ with 
An Equivalence Theorem
In the last sections, we have shown that (C1) -(C3) has to be fulfilled if A is of colocal type. In this section, we prove the other direction.
Reformulating [1] , Chapter V, Theorem 2.6, an Artin algebra A is right serial (that is, every right projective module over A is uniserial) if and only if (C1) holds.
Note that in this case a uniserial object is uniquely determined up to isomorphism by its composition series (see [1] , Chapter V, 2.7); in fact, it is even uniquely determined up to isomorphism by its top and its length:
If T ∈ A is simple, then there is exactly one maximal path in the Ext-quiver of A that starts in T :
. . . Every uniserial object with top T and length n has the socle T n . If we denote this object by U T,n , then we have epimorphisms
On the other hand, suppose that (C2) and (C3) hold. Let · · · → S 3 → S 2 → S 1 = S be a maximal path in the Ext-quiver of A so that there is an object Z with socle S and top S n .
Then there is at most one different maximal path 
and l(Z k ) ≥ 3. By Proposition 5.9, (C3) implies that n ′ ≤ 1 and R
Inductively, there is some U Sm,m with a monomorphism U Sm,m Y . The analogous argument holds for S 
and
Furthermore, we see:
fulfils (C1), then every object that is local is also colocal.
Proof. Let Y be local but not colocal. Then every quotient of Y is local. Inductively, we can assume that every real quotient of Y is local and colocal and thus uniserial by Lemma 5.6. With
has Loewy length 2. Suppose that
Then X/T i is a subobject of Y /T i for 1 ≤ i ≤ 2 and thus uniserial. So X is local and by Corollary 5.5, (C1) does not hold, a contradiction to the assumption.
With this, we can prove the following:
Lemma 6.4. Let A be an abelian length category for which (C1) holds. If g m : U T,m ։ T and g n : U T,n ։ T are epimorphisms and m ≤ n, then g n factors through g m .
Proof. In this case, there is some morphism g ′ n : U T,n ։ T which factors through g m . We show by induction that there is an isomorphism φ on U T,n with g n = g ′ n φ: For n = 1, this is clear and for n = 2, it follows from dim End(T2) Ext 1 (T, T 2 ) = 1. Suppose that the assertion is true for all morphisms U T,n ′ ։ T with 1 ≤ n ′ < n. There is some object Y with an exact sequence
Since l(Y ) = l(U T,n ) + 1 and T n | soc Y , the object Y is either local or of the form U T,n ⊕ T n . In the latter case, there is an isomorphism φ on U T,n with g n = g ′ n φ. The former case is impossible by Corollary 6.3: Since Y is not a subobject of U T,n , it is not colocal by Lemma 3.3.
We can order the objects Y i so that for some m ′ , n ∈ N, we have soc
By Corollary 6.2 and Lemma 6.4, we can choose an epimorphism g n : U T,n ։ T so that f i factors through g n for m ′ < i ≤ m. On the other hand, by Lemma 6.5, f i factors through f 1 for 1 ≤ i ≤ m ′ . It remains to show that g n factors through every epimorphism f 1 . By Corollary 6.2, there is a monomorphism U T,n Y 1 and f 1 induces an epimorphism g n−1 : U T,n−1 ։ T . By Lemma 6.4, g n factors through g n−1 . Thus g n also factors through f 1 .
It follows that f i factors through f 1 for 1 ≤ i ≤ m and
and either m = 1 or X is decomposable, contrary to the assumptions.
The lattice S(A)
We show in this section that the lattice S(A) is in fact the Cartesian product of certain sublattices.
For Artin algebras A of colocal type over algebraically closed fields, we will use this in Section 9, where we completely describe their lattice S(mod A).
We begin with the following lemma:
Lemma 7.1. Suppose X is an indecomposable object and there is an index set I with a monomorphism X i∈I Y i . Set I ′ = {i ∈ I | there is a simple object S with S ⊆ X and S ⊆ X i }.
Then there is a monomorphism
Proof. There is a monomorphism
With i 1 : Ker(f 1 ) X, the concatenation f 2 i 1 must be a monomorphism. So there is no simple S ⊂ Ker(f 1 ) and thus Ker(f 1 ) = 0, which implies that f 1 is a monomorphism.
To simplify the notation, we define:
Lemma 7.3. Let M be a class of indecomposable objects in A. If
then S(M) is a sublattice of S(A).
Proof. We need to show that for C, C ′ ∈ S(M), the join and the meet are again in
On the other hand, the join C ∨ C ′ consists of all subobjects of direct sums of objects in C and
We get the following homomorphism between S(A) and a Cartesian product of sublattices of the form (M):
Lemma 7.4. Let A be an abelian length category. Suppose that there is an index set I, and classes of indecomposable objects M i , i ∈ I exist, so that
where C i is given by
is a lattice homomorphism.
Proof. By Lemma 7.3 and (M3), S(M i ) is a lattice for every i ∈ I and the Cartesian product exists. We have to show that f M preserves meets and joins. Take C, C ′ ∈ S(M i ). Then f M preserves meets, since
, where the last equality holds by the definition of ∧.
The function also preserves joins: For some object X, we have X ∈ ind(C ∨ C ′ ) i if and only if X ∈ M i and there are objects X 1 , . . . , X c ∈ ind C ∪ ind C ′ for some c, ∈ N so that
By Lemma 7.1, we can assume that for all X k , 1 ≤ k ≤ c, there is some simple S ⊂ X with S ⊂ X k . By (M1), there is some j with X k ∈ M j . We get S ∈ M j and S ∈ M i with (M3). Thus X 1 , . . . X c ∈ M i and X ∈ ind(
To show the other direction, we suppose that X ∈ ind(C i ∨ C ′ i ). Then X ∈ M i and X ∈ C ∨ C ′ , since C i and C ′ i are subcategories of C and C ′ respectively. Thus,
and f M is a lattice homomorphism.
Even better, f M is an isomorphism: Proof. By Lemma 7.4, f M is a homomorphism between lattices. To show that f M is an isomorphism, we need to prove that f is injective and surjective.
and by (M2), we have
Since all C i are subobject closed subcategories of A, we have C i ∈ S(A) for all i ∈ I. We will show that
It is obvious that C j ⊆ i∈I C i j for all j ∈ I which implies i∈I
For the other direction, we need to show that i∈I C i j ⊆ C j for all j ∈ I, which is equivalent to
Suppose that X ∈ ind i∈I C i ∩ M j . Then there are objects Y i ∈ C i , so that
By Lemma 7.1, we can assume that for all i ∈ I, there is a simple object S ⊂ X and S ⊂ Y i . Using (M3), we get S ∈ M j and S ∈ M i . So (M2) yields I ′ = {j}. Thus (22) holds, f M is surjective and the proof is complete.
String algebras
A special kind of quiver algebras are string algebras as described in [3] , Section 3:
Definition 8.1. Suppose that Q is a quiver and I an ideal in kQ which is generated by a set of zero relations.
Then A = kQ/I is a string algebra if and only if (1) Any vertex of Q is starting point of at most two arrows.
(2) Any vertex of Q is end point of at most two arrows. (3) Given an arrow β, there is at most one arrow γ with s(β) = e(γ) and βγ / ∈ I. (4) Given an arrow γ, there is at most one arrow β with s(β) = e(γ) and βγ / ∈ I (5) Given an arrow β 1 , there is some bound n(β 1 ) such that any path of the form β 1 β 2 . . . β n(β1) contains a subpath in I.
(6) Given an arrow β, there is some bound n ′ (β) such that any path of the form β 1 β 2 . . . β n ′ (β) with β n ′ (β) = β contains a subpath in I. Definition 8.2. We can take the formal inverse β −1 of an arrow β by defining e(β −1 ) := s(β n ) and s(β −1 ) := e(β). A string is a word w = β 1 β 2 . . . β n so that
• β i is either an arrow or the inverse of an arrow for all 1 ≤ i ≤ n • s(β i ) = e(β i+1 ) for all 1 ≤ i ≤ n • w does not contain a relation in I
The multiplication of strings is analogous to the multiplication of paths of a quiver.
A band is a string w = β 1 β 2 . . . β n such that every power of w is defined and does not contain a relation in I; furthermore w may not be a power of a string w ′ = w.
String algebras are especially useful, since their modules are well known, also from [3] , Section 3: Definition 8.3. Suppose that w = β 1 β 2 . . . β n is a string. Set u(i) = e(β i+1 ), for 0 ≤ i < n, and u(n) = s(β n ).
The string module M (w) is defined as the representation where for every v ∈ Q 0 , the vector space M (w) v has as basis
For all other arrows α, we have f α = 0. Now suppose that w is even a band and φ : Z → Z is an automorphism on a vector space over k.
The band module M (w, φ) is defined as the representation with
where Z i = Z. If β 1 is an arrow and z ∈ Z 1 , then it defines the map
is an arrow and z ∈ Z i−1 , then f β
For all other arrows α, we have f α = 0.
All modules over a string algebra are either string modules or band modules: In the following section, we use a result from [4] , p. 34 about morphisms between tree modules that reduces very nicely to monomorphisms between string modules: To show (b), suppose that A fulfils (C1) -(C3). This is equivalent to the following:
(1) No vertex in Q is starting point of more than one arrow. (2) No vertex in Q is end point of more than two arrows. (3) Given an arrow β, there is at most one arrow γ with s(β) = e(γ) and βγ / ∈ I.
Since A is an Artin algebra, the quiver Q must be finite. By Definition 8.1, it only remains to show that I is an ideal generated by zero relations. Furthermore, every cycle in Q is oriented, since every non-oriented cycle contains a vertex which is starting point of two arrows.
(1) also implies that the vertex i belongs to a cycle, then there is exactly one arrow α with s(α) = i and it belongs to the cycle. So every connected component of Q contains at most one cycle.
If for vertices i and j, there is more than one path ρ with s(ρ) = i and e(ρ) = j, then all except for one of these paths contains an oriented cycle.
In fact, any relation which is not a zero relation is of the following form, where ρ is an oriented cycle, ρ ′ , ρ ′′ are paths with s(ρ ′ ) = e(ρ) = s(ρ) = e(ρ ′′ ), a 1 , . . . , a n ∈ k and α 1 < α 2 < · · · < α n ∈ N:
Now, we use that I is admissible: there must be some t ∈ N, so that ρ t = 0. So for every representation V = (V i , f α ) i∈Q0,α∈Q1 of Q, there is some m so that
We get ρ α1 = · · · = ρ αn = 0, since otherwise
Furthermore, we get some useful properties: Proof. (a) Every non-oriented cycle contains a vertex which is starting point of two arrows.
(b)Since A is a string algebra, there are at most two arrows which end in i by Definition 8.1 (2) . By 8.1 (3), each of those arrows is part of only one maximal path that ends in i.
(c) From definition 8.2, it is obvious that every band corresponds to a cycle without relations. Since I is an admissible ideal, every oriented cycle of Q contains a relation in I. By (a), A = kQ/I has no band modules and ind A consists only of string modules. We use Proposition 7.5 to simplify the problem of describing S(mod A). First, we define a suitable family M.
By Lemma 9.3 (2) , there are at most two maximal paths without relation that end in a vertex m ∈ Q 0 : Definition 9.4. Suppose that there is at most one arrow α with e(α) = m. Then there is only one path that is maximal under the paths without relation that ends in m. We denote its length with k m and set l m := 0.
If there are two arrows that end in m, there are two maximal paths. We denote their lengths with k m and l m . ′ and j ≤ j ′ . So for a submodule closed subcategory C ∈ S(M m ), there are some j 0 , j 2 , . . . , j α so that M (i, j) ∈ C if and only if M (i, j) ⊂ M (i, j i ), which is equivalent to j ≤ j i . In particular, j i ≥ j i+1 for 0 ≤ i < α, since M (i, j i+1 ) ⊂ M (i + 1, j i+1 ).
Because all modules in C are submodules of M (k m l m ), we get l m ≥ j 0 ≥ j 1 ≥ · · · ≥ j α ≥ 0 and α ≤ k m . We define λ C := (j 0 + 1, j 1 + 1, . . . j α + 1). Then λ C is well-defined and
is obviously injective and surjective. We need to prove that f is a lattice homomorphism, that is, that it preserves joins and meets: Since S(M m ) is distributive, for any two categories C 1 , C 2 ∈ S(M m ), we have
and ind(C 1 ∨ C 2 ) = ind C 1 ∪ ind C 2 by Proposition 2.3. From the definition of the joins and meets in Y km+1,lm+1 , it is clear that f preserves them.
