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Capitolo 1
Misura e integrale secondo Lebesgue
1.1 Alcune proprietà delle somme infinite
In questo capitolo utilizziamo le normali convenzioni per le operazioni di somma e pro-
dotto in R ; quindi ∀λ ∈ R si ha +∞ + λ = +∞ e −∞ + λ = −∞ , ∀ ∈ R+ si ha
±∞·λ=±∞ , ∀ ∈R− si ha ±∞·λ=∓∞ . Inoltre poniamo ±∞·0= 0 . Non definiamo
invece l’espressione +∞+ (−∞) .
Nel seguito utilizzeremo somme di una infinità numerabile di numeri reali estesi non ne-
gativi. Se l’insieme degli indici è N e tutti gli addendi sono reali, risulta naturale vedere la
somma come somma di una serie. Se invece l’insieme degli indici è un qualunque insieme
numerabile, ci si può ricondurre alle serie “numerando” gli indici, cioè mettendo in corri-
spondenza biunivoca tale insieme con N . Tuttavia la corrispondenza non è unica, occorre
verificare che cambiandola la somma della serie ottenuta non cambia. Questo è garantito dal
teorema seguente.
Sottolineiamo il fatto che vengono sommati numeri non negativi, nel caso di numeri di
segno arbitrario il discorso fatto sopra non è più valido.
1.1.1 Teorema
Sia (ak)k∈N una successione in [0,+∞[ . Allora
+∞∑
k=0
ak = sup
¨∑
k∈S
ak
 S ⊆N, S finito
«
.
Dimostrazione. Poiché ogni ak è non negativo, qualunque sia S sottoinsieme finito di N
risulta
∑
k∈S ak ≤
∑+∞
k=0
ak , pertanto
sup
¨∑
k∈S
ak
 S ⊆N, S finito
«
≤
+∞∑
k=0
ak .
Dimostriamo ora la disuguaglianza inversa.
Se
∑+∞
k=0
ak = +∞ , allora fissato M ∈ R+ esiste nM ∈ N tale che
∑nM
k=0
ak > M ; quindi∑
k∈{ 0,1,...,nM } ak > M . Pertanto {
∑
k∈S ak | S ⊆N, S finito} è superiormente illimitato e si ha
sup
¨∑
k∈S
ak
 S ⊆N, S finito
«
=+∞=
+∞∑
k=0
ak .
1
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Se
∑+∞
k=0
ak <+∞ , allora fissato ǫ ∈R+ , esiste nǫ ∈N tale che
∑nǫ
k=0
ak >
∑+∞
k=0
ak − ǫ .
Quindi
sup
¨∑
k∈S
ak
 S ⊆N, S finito
«
≥
∑
k∈{ 0,1,...,nǫ}
ak >
+∞∑
k=0
ak − ǫ .
Per l’arbitrarietà di ǫ da qui segue
sup
¨∑
k∈S
ak
 S ⊆N, S finito
«
≥
+∞∑
k=0
ak .
Questo teorema suggerisce come definire la somma di una famiglia infinita di elementi
di R non negativi, indipendentemente dal fatto che gli indici siano ordinati. Anche se uti-
lizzeremo solo somme numerabili, la definizione può essere data per somme di un numero
qualunque di termini.
Definizione
Sia A un insieme e, ∀k ∈A , sia ak ∈ [0,+∞] . Poniamo∑
k∈A
ak = sup
¨∑
k∈S
ak
 S ⊆A , S finito
«
.
Vale il seguente teorema relativo alla somma di somme.
1.1.2 Teorema
Sia A un insieme e, ∀k ∈A , siano ak , bk ∈ [0,+∞] . Allora∑
k∈A
(ak + bk) =
∑
k∈A
ak +
∑
k∈A
bk .
Dimostrazione. Sia S ⊆A finito. Allora∑
k∈S
(ak + bk) =
∑
k∈S
ak +
∑
k∈S
bk ≤
∑
k∈A
ak +
∑
k∈A
bk .
Pertanto ∑
k∈A
(ak + bk) = sup
¨∑
k∈S
(ak + bk)
 S ⊆A , S finito
«
≤
∑
k∈A
ak +
∑
k∈A
bk .
Rimane da dimostrare la disuguaglianza opposta. Se
∑
k∈A (ak + bk) = +∞ essa è certa-
mente vera. Se invece
∑
k∈A (ak + bk)<+∞ , qualunque siano S ,T ⊆A finiti, risulta∑
k∈S
ak +
∑
k∈T
bk ≤
∑
k∈S∪T
ak +
∑
k∈S∪T
bk =
∑
k∈S∪T
(ak + bk) =
∑
k∈A
(ak + bk) ,
quindi
∑
k∈T bk ≤
∑
k∈A (ak + bk)−
∑
k∈S ak . Pertanto∑
k∈A
bk = sup
¨∑
k∈T
bk
 T ⊆A ,T finito
«
≤
∑
k∈A
(ak + bk)−
∑
k∈S
ak ,
cioè
∑
k∈S ak ≤
∑
k∈A (ak + bk)−
∑
k∈A bk . Quindi∑
k∈A
ak = sup
¨∑
k∈S
ak
 T ⊆A , S finito
«
≤
∑
k∈A
(ak + bk)−
∑
k∈A
bk ,
cioè
∑
k∈S ak +
∑
k∈A bk ≤
∑
k∈A (ak + bk) .
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Ovviamente un teorema analogo vale per somme di somme finite. Relativamente alle
somme di somme infinite vale il seguente teorema.
1.1.3 Teorema
Siano A ,B insiemi e, ∀k ∈A , ∀ j ∈B , sia ak , j ∈ [0,+∞] . Allora.∑
k∈A
∑
j∈B
ak , j =
∑
(k , j )∈A×B
ak , j .
Dimostrazione. Sia S ⊆A ×B , finito. Siano SA e SB le proiezioni di S su A e su B ,
rispettivamente, cioè
SA = { k ∈A | ∃ j ∈B : (k , j ) ∈ S} ,
SB = { j ∈B | ∃k ∈A : (k , j ) ∈ S} .
Evidentemente SA e SB sono insiemi finiti e S ⊆ SA × SB , pertanto∑
(k , j )∈S
ak , j ≤
∑
(k , j )∈SA×SB
ak , j =
∑
k∈SA
∑
j∈SB
ak , j ≤
∑
k∈SA
∑
j∈B
ak , j ≤
∑
k∈A
∑
j∈B
ak , j .
Pertanto
∑
(k , j )∈A×B
ak , j = sup
( ∑
(k , j )∈S
ak , j
 S ⊆A ×B , S finito
)
≤
∑
k∈A
∑
j∈B
ak , j .
Viceversa, sia SA ⊆A finito. Allora, per il teorema 1.1.2, si ha∑
k∈SA
∑
j∈B
ak , j =
∑
j∈B
∑
k∈SA
ak , j .
Qualunque sia SB ⊆B risulta∑
j∈SB
∑
k∈SA
ak , j =
∑
(k , j )∈SA×SB
ak , j ≤
∑
(k , j )∈A×B
ak , j .
Pertanto
∑
k∈SA
∑
j∈B
ak , j =
∑
j∈B
∑
k∈SA
ak , j = sup
(∑
j∈SB
∑
k∈SA
ak , j
 SB ⊆B , SB finito
)
≤
∑
(k , j )∈A×B
ak , j .
Quindi
∑
k∈A
∑
j∈B
ak , j = sup
(∑
k∈SA
∑
j∈B
ak , j
 SA ⊆A , SA finito
)
≤
∑
(k , j )∈A×B
ak , j .
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1.2 Misura secondo Lebesgue
Definizione di intervallo compatto di Rn
Chiamiamo intervallo compatto di Rn ogni insieme del tipo
I =
n
×
j=1

a j , b j

con a j , b j ∈R , tali che a j ≤ b j , per j = 1,2, . . . , n .
Osserviamo che nella definizione abbiamo richiesto a j ≤ b j , quindi un intervallo com-
patto può avere interno vuoto; in particolare un insieme costituito da un punto è un inter-
vallo compatto. Questa scelta è utile per semplificare alcuni discorsi successivi. In particolare
l’intersezione di due intervalli compatti, se non è vuota, è un intervallo compatto.
Chiamiamo intervallo compatto degenere un intervallo compatto con interno vuoto.
Definizione di misura di un intervallo compatto
Sia I =×
n
j=1

a j , b j

un intervallo compatto di Rn . Chiamiamo misura di I il numero
mis(I ) =
n∏
j=1
(b j − a j ) .
È evidente che la misura di un intervallo compatto è un numero reale non negativo. Essa
è nulla se e solo se l’intervallo è degenere.
Definizione di ricoprimento lebesguiano
Sia A⊆Rn . Chiamiamo ricoprimento lebesguiano (r. l.) di A ogni famiglia finita o numerabile
di intervalli compatti di Rn { Ik | k ∈A } , tale che
A⊆
⋃
k∈A
Ik .
1.2.1 Osservazione
Poiché l’insieme A degli indici che compare nella definizione di r. l. è finito o numerabi-
le, esso può essere messo in corrispondenza biunivoca con un sottoinsieme di N . Quindi,
cambiando nome agli indici, si può sempre supporre che sia A ⊆ N . Tuttavia in generale
non chiediamo che l’insieme degli indici sia un insieme di numeri naturali, perché in alcune
dimostrazioni risulta naturale considerare insiemi di indici diversi.
1.2.2 Osservazione
Ogni sottoinsieme di Rn ha un r. l. Infatti
⋃
k∈N [−k , k]n = Rn , pertanto, qualunque sia
A⊆Rn , { [−k , k]n | k ∈N} è un r. l. di A .
Definizione di misura esterna
Sia A⊆Rn . Chiamiamomisura esterna di A il numero reale esteso
µ∗(A) = inf
¨∑
k∈A
mis(Ik)
 { Ik | k ∈A } è r. l. di A
«
.
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Poiché ogni insieme ha almeno un r. l., l’insieme di cui si fa l’estremo inferiore in questa
definizione è non vuoto, pertanto la definizione è ben posta.
Definizione di insieme di misura nulla
Sia A⊆Rn . Diciamo che A hamisura nulla quando µ∗(A) = 0 .
Per gli intervalli compatti la misura esterna coincide con la misura già definita; abbiamo
cioè il seguente teorema.
1.2.3 Teorema
Sia I un intervallo compatto di Rn . Allora µ∗(I ) =mis(I ) .
Alla dimostrazione di questo teorema premettiamo alcuni lemmi.
Se E è un insieme finito, indichiamo con #E il numero di elementi di E .
Se N ∈ N∗ , poniamo Z/N = {m/N | m ∈ Z} ; questo è l’insieme dei numeri razionali
che possono essere scritti con denominatore N .
1.2.4 Lemma
Sia I un intervallo compatto di Rn . Si ha
mis(I ) = lim
N→+∞
#
 
I ∩ (Z/N )n
N n
.
Dimostrazione. Consideriamo anzitutto il caso n = 1 .
Siano a, b ∈ R , con a ≤ b . Se [a, b ]∩ (Z/N ) 6=∅ , siano q/N e r/N rispettivamente
il più piccolo e il più grande elemento di [a, b ]∩ (Z/N ) . Si ha # [a, b ]∩ (Z/N )= r −q+1 .
D’altra parte
a ≤ q/N < a+ (1/N ) , b − (1/N )< r/N ≤ b ,
cioè
Na ≤ q <Na+ 1 , N b − 1< r ≤N b ,
da cui segue
N b − 1− (Na+ 1)+ 1< r − q + 1≤N b −Na+ 1 .
Quindi
b − a− 1
N
<
#
 
[a, b ]∩ (Z/N )
N
≤ b − a+ 1
N
.
Se [a, b ]∩ (Z/N ) = ∅ , allora b − a < 1/N , quindi b − a − (1/N ) < 0 < b − a + (1/N ) e
anche in questo caso vale la disuguaglianza scritta sopra.
Pertanto limN→+∞ #
 
[a, b ]∩ (Z/N )/N = b − a .
Consideriamo ora n arbitrario.
Sia I =×
n
j=1

a j , b j

. È evidente che I ∩ (Z/N )n =×nj=1

a j , b j

∩ (Z/N )

, quindi
#
 
I ∩ (Z/N )n= n∏
j=1
#

a j , b j

∩ (Z/N )

.
Allora, per quanto appena dimostrato,
lim
N→+∞
#
 
I ∩ (Z/N )n
N n
=
n∏
j=1
lim
N→+∞
#

a j , b j

∩ (Z/N )

N
=
n∏
j=1
(b j − a j ) =mis(I ) .
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1.2.5 Lemma
Siano I , I1, I2, . . . , Ip intervalli compatti di R
n . Se I ⊆⋃p
k=1
Ik , allora mis(I )≤
∑p
k=1
mis(Ik) .
Dimostrazione. Poiché I ⊆ ⋃p
k=1
Ik , si ha anche I ∩ (Z/N )n ⊆
⋃p
k=1
 
Ik ∩ (Z/N )n

, quindi
#
 
I ∩ (Z/N )n≤∑p
k=1
#
 
Ik ∩ (Z/N )n

, da cui, per il teorema 1.2.4, segue
mis(I ) = lim
N→+∞
#
 
I ∩ (Z/N )n
N n
≤
p∑
k=1
lim
N→+∞
#
 
Ik ∩ (Z/N )n

N n
=
p∑
k=1
mis(Ik).
1.2.6 Lemma
Siano I un intervallo compatto di Rn e ǫ ∈R+ . Allora esiste J intervallo compatto di Rn tale
che I ⊆ int J e mis(J )<mis(I )+ ǫ .
Dimostrazione. Sia I =×
n
j=1

a j , b j

; per δ ∈R+ indichiamo con Jδ l’intervallo compatto
×
n
j=1

a j −δ, b j +δ

. Risulta I ⊆ int Jδ . Inoltre.
mis(Jδ ) =
n∏
j=1
(b j − a j + 2δ)−−→
δ→0
n∏
j=1
(b j − a j ) =mis(I ) .
Pertanto, scegliendo δ opportunamente, risulta mis(Jδ )<mis(I )+ ǫ .
Dimostrazione del teorema 1.2.3. Poiché {I } è un r. l. di I ,
mis(I ) ∈
¨∑
k∈A
mis(Ik)
 { Ik | k ∈A } r. l. di A
«
,
quindi µ∗(I )≤mis(I ) .
Dimostriamo ora che µ∗(I ) ≥ mis(I ) . Per fare questo è sufficiente dimostrare che se
{ Ik | k ∈A } è un r. l. di I allora mis(I )≤
∑
k∈A mis(Ik) .
Se A è finito la disuguaglianza segue dal lemma 1.2.5.
Se A è infinito, per semplificare la notazione possiamo supporre A =N .
Per il lemma 1.2.6, fissato ǫ ∈ R+ , per ogni k ∈ N esiste un intervallo compatto Jk tale
che Ik ⊆ int Jk e mis(Jk)< mis(Ik) + (ǫ/2k) . Allora I ⊆
⋃
k∈N int Jk , quindi { int Jk | k ∈N}
è un ricoprimento aperto del compatto I ; per il teorema di Borel esiste un sottoricoprimento¦
int Jk1 , int Jk2 , . . . , int Jkp
©
finito. Allora, per il lemma 1.2.5, si ha
mis(I )≤
p∑
ℓ=1
mis(Jkℓ)≤
+∞∑
k=0
mis(Jk)<
+∞∑
k=0

mis(Ik)+
ǫ
2k

=
+∞∑
k=0
mis(Ik)+ 2ǫ .
Per l’arbitrarietà di ǫ si ha quindi mis(I )≤∑+∞
k=0
mis(Ik) .
1.2.7 Teorema (proprietà della misura esterna)
Siano A,B ⊆Rn . Allora:
I) µ∗(A) ∈ [0,+∞] ;
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II) se A⊆ B , allora µ∗(A)≤µ∗(B) ;
III) µ∗(∅) = 0 , µ∗(Rn) = +∞ ;
IV) se A è finito o numerabile, allora µ∗(A) = 0 ;
V) se A è limitato, allora µ∗(A)<+∞ .
Dimostrazione. I) È una immediata conseguenza della definizione.
II) Se A⊆ B allora ogni r. l. di B è anche r. l. di A , quindi l’insieme il cui estremo inferiore
è µ∗(A) contiene l’insieme il cui estremo inferiore è µ∗(B) . Pertanto µ∗(A)≤µ∗(B) .
III) Qualunque famiglia di intervalli compatti di Rn è un r. l. di ∅ , in particolare una
famiglia che contiene solo un intervallo degenere. Poiché la misura di un intervallo degenere
è 0 , µ∗(∅) = 0 .
Qualunque sia k ∈N , si ha [−k , k]n ⊆Rn , pertanto, per la II) e per il teorema 1.2.3 si ha
µ∗(Rn)≥µ∗ [−k , k]n=mis [−k , k]n= (2k)n ;
quindi µ∗(Rn) = +∞ .
IV) Se A è finito o numerabile, allora è unione di una famiglia finita o numerabile di punti,
quindi è unione di una famiglia finita o numerabile di intervalli compatti degeneri, tale famiglia
è un r. l. di A tale che la somma delle misure dei suoi elementi è 0 .
V) Se A è limitato, allora esiste k ∈ N tale che A⊆ [−k , k]n . Pertanto { [−k , k]n} è un
r. l. di A , quindi µ∗(A)≤mis [−k , k]n , perciò µ∗(A)<+∞
1.2.8 Teorema (subadditività della misura esterna)
Sia {Ak | k ∈A } una famiglia finita o numerabile di sottoinsiemi di Rn . Allora
µ∗
⋃
k∈A
Ak

≤
∑
k∈A
µ∗(Ak) .
Dimostrazione. Se
∑
k∈A µ
∗(Ak) = +∞ , allora la disuguaglianza è verificata.
Consideriamo il caso
∑
k∈A µ
∗(Ak)<+∞ e, per semplificare la notazione, supponiamo
A ⊆N .
Fissiamo ǫ ∈ R+ . Per definizione di misura esterna, ∀k ∈ A esiste un r. l. di Ak ,¦
Ik , j
 j ∈Bk© , tale che ∑
j∈Bk
mis(Ik , j )≤µ∗(Ak)+
ǫ
2k
.
Aggiungendo eventualmente infiniti intervalli compatti di misura uguale a 0 , possiamo sup-
porre che ciascuno dei ricoprimenti
¦
Ik , j
 j ∈Bk© sia numerabile e, rinominando gli indici,
possiamo supporre Bk =N , per ogni k . Allora⋃
k∈A
Ak ⊆
⋃
k∈A
⋃
j∈N
Ik , j =
⋃
(k , j )∈A×N
Ik , j ,
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e A ×N è numerabile, pertanto
¦
Ik , j
 (k , j ) ∈A ×N© è un r. l. di ⋃k∈A Ak . Quindi, per
il teorema 1.1.3, si ha
µ∗
⋃
k∈A
Ak

≤
∑
(k , j )∈A×N
mis(Ik , j ) =
∑
k∈A
∑
j∈N
mis(Ik , j )≤
∑
k∈A

µ∗(Ak)+
ǫ
2k

≤
≤
∑
k∈A
µ∗(Ak)+
∑
k∈N
ǫ
2k
=
∑
k∈A
µ∗(Ak)+ 2ǫ .
Vista l’arbitrarietà di ǫ il teorema è provato.
Definizione di insieme misurabile secondo Lebesgue
Sia A⊆Rn . Diciamo che A èmisurabile secondo Lebesgue quando, ∀E ⊆Rn , si ha
µ∗(E) =µ∗(E ∩A)+µ∗(E ∩ ∁A) .
Indichiamo con M (Rn) l’insieme dei sottoinsiemi misurabili di Rn .
Se A⊆ Rn è misurabile chiamiamo misura di A , e indichiamo con µ(A) , il numero reale
esteso µ∗(A) .
1.2.9 Osservazione
Per la subadditività della misura esterna si ha sempre
µ∗(E)≤µ∗(E ∩A)+µ∗(E ∩ ∁A) ;
quindi per dimostrare che A è misurabile è sufficiente dimostrare che, ∀E ⊆Rn , si ha
µ∗(E)≥µ∗(E ∩A)+µ∗(E ∩ ∁A) .
1.2.10 Osservazione
Immediata conseguenza della definizione è il fatto che A∈M (Rn) ⇐⇒ ∁A∈M (Rn) .
1.2.11 Teorema
Sia A⊆Rn . Se µ∗(A) = 0 , allora A∈M (Rn) .
Dimostrazione. Sia E ⊆Rn . Per la II) del teorema 1.2.7 si ha
µ∗(E ∩A)+µ∗(E ∩ ∁A)≤µ∗(A)+µ∗(E) =µ∗(E) ,
pertanto A è misurabile.
1.2.12 Teorema
Siano A,B ∈M (Rn) . Allora:
I) A∪B ∈M (Rn) , A∩B ∈M (Rn) , A\B ∈M (Rn) ;
II) se A∩B =∅ , allora µ(A∪B) =µ(A)+µ(B) ;
III) se B ⊆A e µ(B)<+∞ , allora µ(A\B) =µ(A)−µ(B) .
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Dimostrazione. I) Dimostriamo anzitutto che A∪B ∈M (Rn) .
Poiché A,B ∈M (Rn) , qualunque sia E ⊆Rn , si ha
µ∗
 
E ∩ (A∪B)+µ∗ E ∩ ∁(A∪B)=
=µ∗
 
E ∩ (A∪B)∩A+µ∗ E ∩ (A∪B)∩ ∁A+µ∗(E ∩ ∁A∩ ∁B) =
=µ∗(E ∩A)+µ∗(E ∩B ∩ ∁A)+µ∗(E ∩ ∁A∩ ∁B) =
=µ∗(E ∩A)+µ∗(E ∩ ∁A) =µ∗(E) .
Perciò A∪B ∈M (Rn) .
Pertanto anche A∩B = ∁(∁A∪ ∁B) e A\B =A∩ ∁B sono misurabili.
II) Supponiamo A∩B =∅ . Si ha (A∪B)∩ ∁A= B ; poiché A è misurabile risulta
µ(A∪B) =µ∗(A∪B) =µ∗ (A∪B)∩A+µ∗ (A∪B)∩ ∁A=µ∗(A)+µ∗(B) =µ(A)+µ(B) .
III) Supponiamo B ⊆A , allora A= (A\B)∪B e (A\B)∩B =∅ , pertanto, per la II), si ha
µ(A) =µ(A\B)+µ(B) .
1.2.13 Osservazione
Applicando ripetutamente questo teorema, si prova che l’unione e l’intersezione di un numero
finito di insiemi misurabili è misurabile e che la misura dell’unione di un numero finito di
insiemi misurabili a due a due disgiunti è la somma delle misure dei singoli insiemi.
Il teorema seguente ci dà un primo esempio di insiemi misurabili. Da questo e dall’osser-
vazione 1.2.13 segue che ogni intervallo compatto è misurabile.
1.2.14 Teorema
Siano c ∈ R , j ∈ { 1,2, . . . , n} . Allora
¦
x ∈Rn
 x j ≤ c© e ¦ x ∈Rn  x j ≥ c© sono
misurabili.
Dimostrazione. Dimostriamo che
¦
x ∈Rn
 x j ≤ c© ∈M (Rn) ; inmodo analogo si dimostra
che
¦
x ∈Rn
 x j ≥ c© ∈M (Rn) . Indichiamo con A l’insieme ¦ x ∈Rn  x j ≤ c© .
Sia E ⊆Rn . Se { Ik | k ∈A } è un r. l. di E , per k ∈A poniamo
Ik− =
¦
x ∈ Ik
 x j ≤ c© , Ik+ = ¦ x ∈ Ik  x j ≥ c© .
Ciascuno degli Ik− e Ik+ , se non è vuoto, è un intervallo compatto; inoltre si verifica facil-
mente che mis(Ik) =mis(Ik−)+mis(Ik+) . Posto
A− =

k ∈A  Ik− 6=∅	 , A+ =  k ∈A  Ik+ 6=∅	 ,
è evidente che

Ik−
 k ∈ A−	 è un r. l. di E ∩A , mentre  Ik+  k ∈ A+	 è un r. l. di
E ∩ ∁A . Pertanto
µ∗(E ∩A)+µ∗(E ∩ ∁A)≤
∑
k∈A−
mis(Ik−)+
∑
k∈A−
mis(Ik−) =
∑
k∈A
mis(Ik−)+
∑
k∈A
mis(Ik−) =
=
∑
k∈A
 
mis(Ik−)+mis(Ik−)

=
∑
k∈A
mis(Ik)
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Pertanto
µ∗(E ∩A)+µ∗(E ∩ ∁A)≤ inf
¨∑
k∈A
mis(Ik)
 { Ik | k ∈A } r. l. di E
«
=µ∗(E) .
Quindi A è misurabile.
1.2.15 Teorema
Sia I un intervallo compatto di Rn . Allora:
I) I ∈M (Rn) e µ(I ) =mis(I ) ;
II) int I ∈M (Rn) e µ(int I ) =mis(I ) .
Dimostrazione. I) L’intervallo compatto I è intersezione di 2n semispazi chiusi, che sono
misurabili per il teorema 1.2.14. Pertanto, per l’osservazione 1.2.13, I è misurabile. Inoltre,
per il teorema 1.2.3, µ∗(I ) =mis(I ) , quindi µ(I ) =mis(I ) .
II) L’insieme int I è intersezione di 2n semispazi aperti, che sono complementari di semi-
spazi chiusi, quindi sono misurabili. Pertanto, per l’osservazione 1.2.13, int I è misurabile.
Evidentemente µ(int I ) ≤ µ(I ) = mis(I ) . Supponiamo che sia I =×nj=1

a j , b j

. Se
mis(I ) = 0 , allora sia ha a j = b j per almeno un J , quindi int I =∅ e µ(int I ) = 0 . Se invece
mis(I ) > 0 , allora a j < b j per ogni j , quindi se δ ∈ R+ è sufficientemente piccolo si ha
a j +δ < b j −δ e l’insieme Jδ =×nj=1

a j +δ, b j −δ

è un intervallo compatto contenuto
in int I . Pertanto si ha
µ(int I )≥mis(Jδ ) =
n∏
j=1
(b j − a j − 2δ)−−→
δ→0
n∏
j=1
(b j − a j ) =mis(I ) .
Pertanto µ(int I )≥mis(I ) e si ha l’uguaglianza.
1.2.16 Teorema
Sia {Ak | k ∈N} ⊆M (Rn) . Allora:
I)
⋃
k∈NAk ∈M (Rn) ,
⋂
k∈NAk ∈M (Rn) ;
II) se gli Ak sono a due a due disgiunti, allora µ
 ⋃
k∈NAk

=
∑+∞
k=0
µ(Ak) .
Dimostrazione. I) Dimostriamo anzitutto che
⋃
k∈NAk ∈ M (Rn) se gli Ak sono a due a
due disgiunti.
Per l’osservazione 1.2.13, ∀p ∈ N risulta ⋃p
k=0
Ak ∈ M (Rn) , quindi, qualunque sia
E ⊆Rn , si ha
µ∗(E) =µ∗

E ∩
p⋃
k=0
Ak

+µ∗

E ∩ ∁
p⋃
k=0
Ak

. (1.2.1)
Poiché Ap ∈M (Rn) , si ha
µ∗

E ∩
p⋃
k=0
Ak

=µ∗

E ∩
p⋃
k=0
Ak ∩Ap

+µ∗

E ∩
p⋃
k=0
Ak ∩ ∁Ap

;
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risulta
⋃p
k=0
Ak ∩Ap = Ap , inoltre,
⋃p
k=0
Ak ∩ ∁Ap =
⋃p−1
k=0
Ak , perché gli Ak sono a due a
due disgiunti, quindi
µ∗

E ∩
p⋃
k=0
Ak

=µ∗

E ∩Ap

+µ∗
 
E ∩
p−1⋃
k=0
Ak
!
.
Ripetendo il ragionamento si ottiene
µ∗

E ∩
p⋃
k=0
Ak

=
p∑
k=0
µ∗(E ∩Ak) .
Inoltre ∁
⋃p
k=0
Ak ⊇ ∁
⋃
k∈NAk , pertanto da (1.2.1) segue
µ∗(E)≥
p∑
k=0
µ∗ (E ∩Ak)+µ∗

E ∩ ∁
⋃
k∈N
Ak

.
Questa disuguaglianza vale ∀p ∈ N , la serie ∑+∞
k=0
µ∗ (E ∩Ak) è a termini non negativi,
quindi regolare, pertanto risulta
µ∗(E)≥
+∞∑
k=0
µ∗(E ∩Ak)+µ∗

E ∩ ∁
⋃
k∈N
Ak

.
Per la subadditività della misura esterna si ha
+∞∑
k=0
µ∗(E ∩Ak)+µ∗

E ∩ ∁
⋃
k∈N
Ak

≥µ∗
⋃
k∈N
(E ∩Ak)

+µ∗

E ∩ ∁
⋃
k∈N
Ak

=
=µ∗

E ∩
⋃
k∈N
Ak

+µ∗

E ∩ ∁
⋃
k∈N
Ak

≥µ∗(E) .
Pertanto, qualunque sia E ⊆Rn , risulta
µ∗(E) =µ∗

E ∩
⋃
k∈N
Ak

+µ∗

E ∩ ∁
⋃
k∈N
Ak

;
quindi
⋃
k∈NAk è misurabile. Inoltre si ha
µ∗(E) =
+∞∑
k=0
µ∗(E ∩Ak)+µ∗

E ∩ ∁
⋃
k∈N
Ak

. (1.2.2)
Supponiamo ora che gli Ak non siano necessariamente a due a due disgiunti. Poniamo
C0 =A0 e, per p ∈N∗ , Cp =Ap \
⋃p−1
k=0
Ak . Gli insiemi Ck sono a due a due disgiunti e per
l’osservazione 1.2.13 sono misurabili.
Si ha
⋃
k∈NCk =
⋃
k∈NAk . Infatti ∀k ∈N , si ha Ck ⊆ Ak , quindi
⋃
k∈NCk ⊆
⋃
k∈NAk .
Viceversa, se x ∈⋃
k∈NAk , allora x ∈ Cp , con p =min{ k ∈N | x ∈ Ak } . Infatti se p = 0 ,
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allora x ∈ A0 = C0 ; se invece p > 0 , allora x ∈ Ap , ma x /∈ Ak per k = 0,1, . . . , p − 1 , per-
tanto x ∈ Ap \
⋃p−1
k=0
Ak = Cp . Quindi x ∈
⋃
k∈NCk ; questo prova che
⋃
k∈NAk ⊆
⋃
k∈NCk
e quindi vale anche l’uguaglianza.
Per quanto dimostrato sopra
⋃
k∈NCk ∈M (Rn) , quindi
⋃
k∈NAk ∈M (Rn) .
Poiché l’intersezione è il complementare dell’unione dei complementari, l’affermazione
relativa all’intersezione segue subito da quella relativa all’unione.
II) Se gli Ak sono a due a due disgiunti, allora dalla (1.2.2) con E =
⋃
p∈NAp risulta
µ∗
 ⋃
p∈N
Ap
!
=
+∞∑
k=0
µ∗
 ⋃
p∈N
Ap ∩Ak
!
+µ∗
 ⋃
p∈N
Ap ∩ ∁
⋃
k∈N
Ak
!
=
+∞∑
k=0
µ∗(Ak) .
1.2.17 Teorema
Sia {Ak | k ∈N} ⊆M (Rn) .
I) Se ∀k ∈N , si ha Ak ⊆Ak+1 , allora
µ
⋃
k∈N
Ak

= lim
k→+∞
µ(Ak) .
II) Se ∀k ∈N , si ha Ak+1 ⊆Ak e µ(A0)<+∞ , allora
µ
⋂
k∈N
Ak

= lim
k→+∞
µ(Ak) .
Dimostrazione. I) Se esiste ℓ ∈N tale che µ(Aℓ) = +∞ , allora µ
 ⋃
k∈NAk

=+∞ e per
k ≥ ℓ sia ha µ(Ak) = +∞ , quindi limk→+∞µ(Ak) = +∞ e la tesi è verificata.
Se invece ∀k ∈N , µ(Ak)<+∞ , poniamo B0 = A0 e, per k ∈N∗ , Bk =Ak \Ak−1 . Per
la I) del teorema 1.2.12 ciascun Bk è misurabile, si ha µ(B0) = µ(A0) e, per k ∈ N∗ , risulta
µ(Bk) =µ(Ak)−µ(Ak−1) . Inoltre i Bk sono a due a due disgiunti e
⋃
k∈NBk =
⋃
k∈NAk .
Pertanto, per la II) del teorema 1.2.16,
µ
⋃
k∈N
Ak

=µ
⋃
k∈N
Bk

=
+∞∑
k=0
µ(Bk) =µ(A0)+
+∞∑
k=1
 
µ(Ak)−µ(Ak−1)

=
= lim
p→+∞

µ(A0)+
p∑
k=1
 
µ(Ak)−µ(Ak−1)

= lim
p→+∞
µ(Ap) .
II) Poniamo, ∀k ∈N , Ck =A0\Ak . È facile verificare che i Ck verificano le ipotesi della I),
pertanto
µ
⋃
k∈N
Ck

= lim
k→+∞
µ(Ck) . (1.2.3)
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Si ha ⋃
k∈N
Ck =
⋃
k∈N
(A0 \Ak) =A0 \
⋂
k∈N
Ak .
Poiché µ(A0)<+∞ , per la III) del teorema 1.2.12 si ha
µ
⋃
k∈N
Ck

=µ(A0)−µ
⋂
k∈N
Ak

e, per ogni k , µ(Ck) =µ(A0)−µ(Ak) . Pertanto dalla (1.2.3) segue subito la tesi.
1.2.18 Teorema
Sia A⊆Rn aperto. Allora A è unione di una famiglia numerabile di intervalli compatti a due a
due con interno disgiunto.
Gli intervalli possono essere scelti in modo che ognuno di essi abbia tutti i lati di uguale
lunghezza.
Dimostrazione. Per k ∈ N indichiamo con Ck l’insieme degli intervalli compatti prodotto
di intervalli di lunghezza 2−k del tipo

q/2k , (q + 1)/2k

, con q ∈Z . Poniamo quindi
Ck =
(
n
×
j=1

q j
2k
,
q j + 1
2k
  q1, q2, . . . , qn ∈ Z
)
.
Ciascuna delle famiglie Ck è numerabile, perché in corrispondenza biunivoca con Zn . Due
elementi distinti dello stesso Ck hanno interni disgiunti; se I ∈ Ck e J ∈ Cℓ , con k < ℓ
allora o J ⊆ I , oppure I e J hanno interni disgiunti. Inoltre se x , y ∈ I ∈ Ck allora
‖x − y‖ ≤pn 2−k .
Poniamo
D0 = { I ∈C0 | I ⊆A} ,
e, per k ∈N ,
Dk+1 =
(
I ∈Ck+1
 I ⊆A, I 6⊆
k⋃
ℓ=0
 ⋃
J∈Dℓ
J
!)
.
Ciascuna delle famiglie Dk è finita o numerabile, perché inclusa in Ck che è numerabile.
Infine poniamo D =⋃
k∈NDk . La famiglia D è unione numerabile di insiemi finiti o nume-
rabili, quindi è numerabile. Gli elementi di D sono intervalli compatti con i lati di uguale
lunghezza. Per quanto osservato sopra, se I , J ∈D , allora int I ∩ int J =∅ .
Per la definizione dei Dk se I ∈ D , allora I ⊆ A , pertanto
⋃
J∈D J ⊆ A . Dimostriamo
che A⊆⋃
J∈D J . Se x ∈ A , allora, poiché A è aperto, esiste r ∈ R+ tale che B(x , r ) ⊆ A .
Scegliamo k ∈N tale che pn 2−k < r . Sia I ∈Ck tale che x ∈ I ; come osservato sopra ogni
elemento di I ha distanza da x minore o uguale di
p
n 2−k , quindi minore di r . Pertanto
I ⊂ B(x , r ) da cui segue I ⊂A . Quindi o I ∈Dk oppure I ⊆
⋃k−1
ℓ=0
⋃
J∈Dℓ J . In ciascuno dei
due casi I ⊆⋃
J∈D J , quindi x ∈
⋃
J∈D J .
Pertanto A=
⋃
J∈D J .
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1.2.19 Teorema
Sia A⊆Rn .
I) Se A è aperto, allora A∈M (Rn) .
II) Se A è chiuso, allora A∈M (Rn) .
Dimostrazione. I) Per il teorema 1.2.18 ogni insieme aperto è unione di una famiglia nume-
rabile di intervalli compatti che, per la I) del teorema 1.2.15, sono misurabili. Pertanto, per
la I) del teorema 1.2.16, ogni aperto è misurabile.
II) Se A è chiuso è il complementare di un aperto, che è misurabile, per quanto appena
dimostrato. Pertanto A è misurabile (v. osservazione 1.2.10).
Definizione di insieme di tipo Gδ e insieme di tipo Fσ
Sia A⊆Rn . Diciamo che A è un insieme di tipo Gδ quando A è intersezione di una famiglia
numerabile di insiemi aperti. Diciamo che A è un insieme di tipo Fσ quando A è unione di
una famiglia numerabile di insiemi chiusi.
È una immediata conseguenza della definizione e della misurabilità degli insiemi aperti e
chiusi (v. teorema 1.2.19) il seguente teorema.
1.2.20 Teorema
Sia A⊆Rn .
I) Se A è di tipo Gδ , allora A∈M (Rn) .
II) Se A è di tipo Fσ , allora A∈M (Rn) .
1.2.21 Teorema
Sia A⊆Rn . Le seguenti affermazioni sono equivalenti:
I) A∈M (Rn) ;
II) ∀ǫ ∈R+ , esiste G aperto tale che A⊆G e µ∗(G \A)< ǫ ;
III) esiste M ⊆Rn di tipo Gδ tale che A⊆M e µ∗(M \A) = 0 .
Dimostrazione. I =⇒ II) Consideriamo prima il caso µ(A)<+∞ .
Fissato ǫ ∈ R+ , esiste { Ik | k ∈ A } r. l. di A tale che
∑
k∈A mis(Ik) < µ(A) + ǫ .
Aggiungendo infiniti intervalli compatti di misura uguale a 0 , possiamo supporre che il r. l.
sia numerabile e quindi che sia A = N . Per il lemma 1.2.6, ∀k ∈ N , esiste un intervallo
compatto Jk tale che Ik ⊆ int Jk e mis(Jk) ≤ mis(Ik) + (ǫ/2k) . Posto G =
⋃
k∈N int Jk , G è
aperto, perché unione di aperti,
A⊆
⋃
k∈N
Ik ⊆
⋃
k∈N
int Jk =G
e
µ(G)≤
+∞∑
k=0
mis(Jk)≤
+∞∑
k=0

mis(Ik)+
ǫ
2k

≤µ(A)+ 3ǫ .
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Poiché µ(A)<+∞ , per la III) del teorema 1.2.12 risulta
µ(G \A) =µ(G) \µ(A)≤ 3ǫ .
Consideriamo ora il caso µ(A) = +∞ . Poniamo, ∀k ∈N , Ak =A∩{ x ∈Rn | ‖x‖ ≤ k} .
L’insieme Ak è misurabile, perché intersezione di un misurabile con un chiuso, e ha misura
finita, perché è limitato. Fissato ǫ ∈ R+ , per quanto già dimostrato esiste Gk ⊆ Rn aperto,
tale che Ak ⊆Gk e µ(Gk \Ak)≤ ǫ/2k . Poniamo G =
⋃
k∈NGk ; G è aperto, perché unione
di aperti,
A=
⋃
k∈N
Ak ⊆
⋃
k∈N
Gk =G .
Inoltre se x ∈G \A allora esiste k ∈ N tale che x ∈Gk ; poiché x /∈ A⊇ Ak si ha x /∈ Ak ,
quindi x ∈Gk \Ak . Pertanto G \A⊆
⋃
k∈N(Gk \Ak) e risulta
µ(G \A)≤
+∞∑
k=0
µ(Gk \Ak)<
+∞∑
k=0
ǫ
2k
= 2ǫ .
II =⇒ III) Per ogni k ∈N∗ sia Gk un aperto di Rn tale che A⊆Gk e µ∗(Gk \A)< 1/k .
Poniamo
M =
⋂
k∈N∗
Gk .
Allora M è un insieme di tipo Gδ , A ⊆ M e, ∀k ∈ N∗ si ha M \ A ⊆ Gk \ A , quindi
µ∗(M \A)≤µ∗(Gk \A)< 1/k , pertanto µ∗(M \A) = 0 .
III =⇒ I) Si ha M ∈ M (Rn) , perché di tipo Gδ , e M \A∈M (Rn) , perché di misura
nulla; inoltre A=M \ (M \A) , pertanto A∈M (Rn) .
Poiché un insieme è misurabile se e solo se il suo complementare è misurabile, dal teorema
precedente si ottiene facilmente il seguente.
1.2.22 Teorema
Sia A⊆Rn . Le seguenti affermazioni sono equivalenti:
I) A∈M (Rn) ;
II) ∀ǫ ∈R+ , esiste F chiuso tale che F ⊆A e µ∗(A\ F )< ǫ ;
III) esiste P ⊆Rn di tipo Fσ tale che P ⊆A e µ∗(A\ P ) = 0 .
Concludiamo questa sezione con un esempio di insieme non misurabile
1.2.23 Esempio
Sia ∼ la relazione in [0,1] definita da x ∼ y ⇐⇒ x− y ∈Q . È facile dimostrare che questa
è una relazione di equivalenza.
Per l’assioma della scelta, esiste P ⊆ [0,1] a cui appartiene uno e un solo rappresentan-
te di ogni classe di equivalenza per la relazione ∼ . L’insieme P è detto insieme di Vitali.
Dimostriamo che non è misurabile.
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Per q ∈Q poniamo q + P = { q + y | y ∈ P } . Si ha
[0,1]⊆
⋃
q∈Q∩[−1,1]
(q + P )⊆ [−1,2] . (1.2.4)
Infatti, se x ∈ [0,1] allora x appartiene a una delle classi di equivalenza di ∼ , sia y
il rappresentante della classe appartenente a P . Si ha x − y ∈ Q e, poiché x, y ∈ [0,1] ,
risulta x − y ∈ [−1,1] . Pertanto x − y ∈ Q ∩ [−1,1] e x ∈ x − y + P . Quindi si ha
[0,1]⊆⋃
q∈Q∩[−1,1](q + P ) .
Inoltre, se q ∈ Q ∩ [−1,1] e y ∈ P ⊆ [0,1] , allora q + y ∈ [−1,2] , quindi si ha
q + P ⊆ [−1,2] .
Gli insiemi q + P , con q ∈ Q , sono a due disgiunti. Infatti, se q1, q2 ∈ Q sono tali che
(q1+ P )∩ (q2+ P ) 6=∅ , allora esistono y1, y2 ∈ P tali che q1+y1 = q2+y2 , pertanto y1 ∼ y2 .
Poiché in P non esistono due elementi equivalenti distinti, si ha y1 = y2 , quindi q1 = q2 .
Se I e J sono intervalli compatti di R che sono uno il traslato dell’altro, cioè tali che
esiste a ∈R per cui J = { a+ x | x ∈ I } , è evidente che si ha mis(I ) =mis(J ) . Da ciò segue
che il traslato di un insieme misurabile è misurabile e ha la stessa misura.
Supponiamo, per assurdo, che P sia misurabile. Per quanto osservato, ∀q ∈Q∩ [−1,1]
l’insieme q+P , traslato di P , è misurabile con µ(q+P ) =µ(P ) . Inoltre, poiché gli insiemi
q + P sono due a due disgiunti, risulta
µ
 ⋃
q∈Q∩[−1,1]
(q + P )
!
=
∑
q∈Q∩[−1,1]
µ(q + P ) =
∑
q∈Q∩[−1,1]
µ(P ) .
Se fosse µ(P ) = 0 , allora la somma sarebbe 0 , mentre se fosse µ(P ) > 0 la somma sareb-
be +∞ . Entrambi tali casi sono impossibili, perché da (1.2.4) segue
1≤µ
 ⋃
q∈Q∩[−1,1]
(q + P )
!
≤ 3 .
Pertanto P non può essere misurabile.
1.3 Funzioni misurabili
Nel seguito, se f , g : A→ R , useremo la notazione f ≤ g per indicare che ∀x ∈ A , si
ha f (x)≤ g (x ) . Analogamente, se { fk | k ∈ A } è una famiglia di funzioni da A a R ,
indicheremo con supk∈A fk la funzione da A a R che a x fa corrispondere supk∈A fk(x) ;
analogamente per inf , lim ecc.
Definizione di funzione misurabile
Siano A ∈ M (Rn) e f : A → R . Diciamo che f è misurabile secondo Lebesgue quando,
∀c ∈R , { x ∈A | f (x)< c } è misurabile.
1.3.1 Osservazione
Se f : A→R è misurabile, allora gli insiemi { x ∈A | f (x) =−∞} , { x ∈A | f (x ) = +∞}
e { x ∈A | f (x) ∈R} sono misurabili.
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Infatti
{ x ∈A | f (x) =−∞} =
⋂
k∈N
{ x ∈A | f (x)<−k} ,
{ x ∈A | f (x) = +∞} =
⋂
k∈N
{ x ∈A | f (x)≥ k} ,=
⋂
k∈N
∁{ x ∈A | f (x)< k} .
Questi insiemi sono intersezione di famiglie numerabili di insiemi misurabili, quindi, per la I)
del teorema 1.2.16, sono misurabili. Infine
{ x ∈A | f (x) ∈R} =A\  { x ∈A | f (x) =−∞} ∪ { x ∈A | f (x) = +∞} ,
quindi anche { x ∈A | f (x) ∈R} è misurabile.
1.3.2 Osservazione
Se f : A→R è misurabile e B è un sottoinsieme misurabile di A , allora, ∀c ∈R , si ha
{ x ∈ B | f (x)< c } = B ∩ { x ∈A | f (x)< c } ,
che è misurabile. Pertanto f

B
è misurabile.
1.3.3 Teorema
Siano A∈M (Rn) e f : A→R . Le seguenti affermazioni sono equivalenti:
I) ∀c ∈R , { x ∈A | f (x)< c } è misurabile;
II) ∀c ∈R , { x ∈A | f (x)≤ c } è misurabile;
III) ∀c ∈R , { x ∈A | f (x)> c } è misurabile;
IV) ∀c ∈R , { x ∈A | f (x)≥ c } è misurabile.
Dimostrazione. I =⇒ II) Sia c ∈ R Allora, ∀k ∈ N∗ , { x ∈A | f (x) < c + (1/k)} è
misurabile, pertanto, per la I) del teorema 1.2.16,
⋂
k∈N∗
§
x ∈A
 f (x)< c + 1k
ª
= { x ∈A | f (x)≤ c }
è misurabile.
II =⇒ III) L’implicazione segue immediatamente dal fatto che
{ x ∈A | f (x)> c } =A\ { x ∈A | f (x)≤ c } .
III =⇒ IV) La dimostrazione è analoga a quella della prima implicazione.
IV =⇒ I) L’implicazione segue immediatamente dal fatto che
{ x ∈A | f (x)< c } =A\ { x ∈A | f (x)≥ c } .
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1.3.4 Osservazione
Se c ∈R , allora
{ x ∈A | f (x) = c } = { x ∈A | f (x)≥ c } ∩ { x ∈A | f (x)≤ c } ,
quindi, per il teorema precedente, se f è misurabile, allora { x ∈A | f (x) = c } è misurabile.
1.3.5 Teorema
Siano A∈M (Rn) e f : A→R . La funzione f è misurabile se e solo se sonomisurabili f −1(G) ,
per ogni G aperto di R , { x ∈A | f (x) =−∞} e { x ∈A | f (x) = +∞} .
Per la dimostrazione di questo teorema è necessario un lemma sulla topologia di R .
1.3.6 Lemma
Sia G ⊆R . Se G è aperto allora è unione di intervalli aperti con estremi appartenenti a Q . In
particolare è unione di una famiglia finita o numerabile di intervalli aperti e limitati.
Dimostrazione. Poiché G è aperto, se x ∈ G , allora ∃r ∈ R+ tale che ]x − r, x + r [ ⊆ G .
Poiché Q è denso in R , esistono a ∈ ]x − r, x[∩Q e b ∈ ]x, x + r [∩Q e si ha
x ∈ ]a, b [⊆ ]x − r, x + r [⊆G .
Pertanto ogni elemento di G appartiene a un intervallo di estremi razionali incluso in G .
Quindi
G =
⋃
{ ]a, b [ | a, b ∈Q, a < b , ]a, b [⊆G} .
L’ultima affermazione segue dalla precedente, perché Q2 è numerabile.
Dimostrazione del teorema 1.3.5. Supponiamo che sianomisurabili f −1(G) , per ogni G aper-
to di R , { x ∈A | f (x) =−∞} e { x ∈A | f (x) = +∞} . Poiché, ∀c ∈R , si ha
{ x ∈A | f (x )< c } = { x ∈A | f (x) =−∞} ∪ f −1 ]−∞, c[ ,
tale insieme è misurabile. Quindi f è misurabile.
Viceversa, se f è misurabile, allora { x ∈A | f (x) =−∞} e { x ∈A | f (x) = +∞} so-
no misurabili (v. osservazione 1.3.1). Inoltre se G è un aperto di R , allora, per il lem-
ma 1.3.6, esiste una famiglia finita o numerabile di intervalli aperti { ]ak , bk[ | k ∈ A } tale
che G =
⋃
k∈A ]ak , bk[ . Pertanto
f −1(G) = f −1
⋃
k∈A
]ak , bk[

=
⋃
k∈A
f −1
 
]ak , bk[

=
=
⋃
k∈A
 { x ∈A | f (x)> ak } ∩ { x ∈A | f (x)< bk } ,
che è misurabile perché unione numerabile di insiemi misurabili.
Vediamo alcune semplici condizioni che assicurano la misurabilità di una funzione.
Anzitutto, poiché ogni sottoinsieme di un insieme di misura nulla è misurabile, vale il
seguente teorema.
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1.3.7 Teorema
Siano A∈M (Rn) e f : A→R . Se µ(A) = 0 , allora f è misurabile.
1.3.8 Teorema
Siano A∈M (Rn) e f : A→R . Se f è continua, allora f è misurabile.
Dimostrazione. Per ogni c ∈ R , { x ∈A | f (x) < c } = f −1 ]−∞, c[ , che è aperto in A ,
perché f è continua; quindi esiste G , aperto di Rn , tale che { x ∈A | f (x) < c } = A∩G .
Poiché ogni aperto di Rn è misurabile (v. affermazione I) del teorema 1.2.19) e l’intersezione
di misurabili è misurabile, { x ∈A | f (x )< c } è misurabile.
1.3.9 Teorema
Siano A∈M (Rn) , f : A→R , B ⊆R tale che f (A)⊆ B e ϕ : B →R . Se f è misurabile e ϕ
è continua, allora ϕ ◦ f è misurabile.
Dimostrazione. Per ogni c ∈R si ha ϕ  f (x)< c se e solo se f (x) ∈ { y ∈ B | ϕ(y)< c } . Poi-
ché ]−∞, c[ è aperto e ϕ è continua, ϕ−1 ]−∞, c[ è relativamente aperto in B , pertanto
esiste un aperto G di R tale che
{ y ∈ B | ϕ(y)< c } = ϕ−1 ]−∞, c[= B ∩G .
Quindi ϕ
 
f (x)

< c se e solo se f (x) ∈G , cioè x ∈ f −1(G) . Poiché f è misurabile e G è
aperto, per il teorema 1.3.5 f −1(G) è misurabile.
Quindi, ∀c ∈R ,  x ∈A  ϕ  f (x)< c	 è misurabile, pertanto ϕ ◦ f è misurabile.
1.3.10 Teorema
Siano A∈M (Rn) , f , g : A→R misurabili e λ ∈R . Allora, se sono definite, f + g , λ f , f g
e 1/ f sono misurabili.
Dimostrazione. Dimostriamo anzitutto che f + g è misurabile.
Sia c ∈R . Si ha
{ x ∈A | f (x)+ g (x)< c } = { x ∈A | f (x ) =−∞} ∪ { x ∈A | g (x) =−∞} ∪
∪ { x ∈A | f (x ) ∈R, g (x) ∈R, f (x)< c − g (x)} .
Per l’osservazione 1.3.1 i primi due insiemi sono misurabili. Per x ∈A si ha
f (x )< c − g (x) ⇐⇒ ∃q ∈Q : f (x )< q < c − g (x)
⇐⇒ ∃q ∈Q : f (x )< q , g (x)< c − q .
Pertanto
{ x ∈A | f (x) ∈R, g (x) ∈R, f (x)< c − g (x)} =
=
⋃
q∈Q
 { x ∈A | f (x) ∈R, f (x)< q} ∩ { x ∈A | g (x ) ∈R, g (x)< c − q} .
Quindi { x ∈A | f (x) ∈ R, g (x) ∈ R, f (x) < c − g (x)} è unione numerabile di insiemi
misurabili, perciò è misurabile. Questo prova che f + g è misurabile.
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Dimostriamo che λ f è misurabile.
Se λ= 0 la funzione λ f vale costantemente 0 , quindi è misurabile.
Se λ > 0 , allora, ∀c ∈R , si ha
{ x ∈A | λ f (x )< c } =
n
x ∈A
 f (x)< cλ
o
e questo insieme è misurabile.
Analogamente se λ > 0 , allora, ∀c ∈R , si ha
{ x ∈A | λ f (x )< c } =
n
x ∈A
 f (x)> cλ
o
e questo insieme è misurabile.
Per dimostrare che f g è misurabile, è utile dimostrare prima che il quadrato di una fun-
zione misurabile è misurabile. Se c ≤ 0 , allora
¦
x ∈A
   f (x)2 < c© = ∅ , pertanto è
misurabile. Se c > 0 , allora¦
x ∈A
   f (x)2 < c© =  x ∈A  f (x)<pc	 ∩  x ∈A  f (x)>−pc	 ,
che è misurabile. Quindi f 2 è misurabile.
Dimostriamo ora che f g è misurabile. Se c ∈R− ∪ {0} si ha
{ x ∈A | f (x)g (x )< c } =  { x ∈A | f (x) =−∞} ∩ { x ∈A | g (x )> 0}∪
∪  { x ∈A | f (x) = +∞} ∩{ x ∈A | g (x )< 0}∪
∪  { x ∈A | f (x)> 0} ∩ { x ∈A | g (x ) =−∞}∪
∪  { x ∈A | f (x)< 0} ∩ { x ∈A | g (x ) = +∞}∪
∪ { x ∈A | f (x) ∈R, g (x) ∈R, f (x)g (x )< c } ;
se c ∈R+ si ha
{ x ∈A | f (x)g (x )< c } =  { x ∈A | f (x) =−∞} ∩ { x ∈A | g (x )≥ 0}∪
∪  { x ∈A | f (x) = +∞} ∩{ x ∈A | g (x )≤ 0}∪
∪  { x ∈A | f (x)≥ 0} ∩ { x ∈A | g (x ) =−∞}∪
∪  { x ∈A | f (x)≤ 0} ∩ { x ∈A | g (x ) = +∞}∪
∪ { x ∈A | f (x) ∈R, g (x) ∈R, f (x)g (x )< c } .
Poiché f e g sono misurabili, sappiamo che tutti gli insiemi che compaiono sopra, ad ec-
cezione di { x ∈A | f (x ) ∈ R, g (x ) ∈ R, f (x)g (x) < c } , sono misurabili. Proviamo che
anche questo insieme è misurabile. Poniamo B = { x ∈A | f (x) ∈R, g (x ) ∈R} ; per l’osser-
vazione 1.3.1 B è misurabile e per l’osservazione 1.3.2 f

B
e g

B
sono misurabili. Inoltre,
∀x ∈ B , si ha
f (x)g (x ) =
1
4
 
f (x)+ g (x )
2−   f (x)− g (x )2 ;
quindi, per quanto già provato, f

B
g

B
è misurabile, cioè, ∀c ∈R , { x ∈ B | f (x)g (x )< c }
è misurabile e tale insieme è uguale a { x ∈A | f (x) ∈R, g (x) ∈R, f (x)g (x )< c } .
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Dimostriamo ora che 1/ f è misurabile. Sia c ∈R . Si ha
{ x ∈A | (1/ f )(x )< c } =


{ x ∈A | f (x)> 1/c } ∩ { x ∈A | f (x)< 0} , se c < 0,
{ x ∈A | f (x)< 0} , se c = 0,
{ x ∈A | f (x)> 1/c } ∪ { x ∈A | f (x)< 0} , se c > 0.
Quindi in ogni caso { x ∈A | (1/ f )(x )< c } è misurabile, pertanto 1/ f è misurabile.
1.3.11 Teorema
Siano A∈M (Rn) e { fk | k ∈A } una famiglia finita o numerabile di funzioni da A a R . Se,
∀k ∈A , fk è misurabile, allora le funzioni infk∈A fk e supk∈A fk sono misurabili.
Dimostrazione. Sia c ∈ R . Per x ∈ A si ha infk∈A fk(x) < c se e solo se ∃k ∈ A tale che
fk(x )< c , pertanto n
x ∈A
 inf
k∈A
fk(x)< c
o
=
⋃
k∈A
{ x ∈A | fk(x)< c } .
Quindi { x ∈A | infk∈A fk(x)< c } è unione numerabile di insiemi misurabili, perciò è misu-
rabile. Pertanto infk∈A fk è misurabile.
La dimostrazione per l’estremo superiore è analoga, utilizzando la condizione III) del
teorema 1.3.3.
1.3.12 Teorema
Siano A ∈ M (Rn) e ( fk)k∈N una successione di funzioni da A a R . Se, ∀k ∈ N , fk è
misurabile, allora le funzioni maxlimk→+∞ fk e minlimk→+∞ fk sono misurabili.
Dimostrazione. Poiché, ∀x ∈A , si ha
maxlim
k→+∞
fk(x) = inf
k∈N

sup
j≥k
f j (x)

, min lim
k→+∞
fk(x) = sup
k∈N

inf
j≥k
f j (x)

,
il teorema segue immediatamente dal teorema 1.3.11.
Da questo si deduce il seguente teorema.
1.3.13 Teorema
Siano A ∈ M (Rn) e ( fk)k∈N una successione di funzioni da A a R . Se ( fk)k∈N ha limite
puntuale e, ∀k ∈N , fk è misurabile, allora la funzione limk→+∞ fk è misurabile.
1.3.14 Teorema
Siano {Ak | k ∈ A } una famiglia finita o numerabile di sottoinsiemi misurabili di Rn e
f :
⋃
k∈A Ak →R . Se, ∀k ∈A , f

Ak
è misurabile, allora f è misurabile.
Dimostrazione. Poiché, ∀c ∈R , si ha
{ x ∈A | f (x)< c } =
⋃
k∈A
 
Ak ∩ { x ∈A | f (x)< c }

=
⋃
k∈A
n
x ∈Ak
 f 
Ak
(x)< c
o
,
se ciascuna delle f

Ak
è misurabile, allora f è misurabile.
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Definizione di proprietà verificata quasi dappertutto
Siano A ∈ M (Rn) e P (x ) una proposizione significativa per x ∈ A . Diciamo che P è vera
quasi dappertutto in A quando µ
 { x ∈A | P (x ) è falsa}= 0 .
Talvolta anziché dire che una proprietà vale quasi dappertutto in A diremo che vale per
quasi ogni x ∈A ,.
1.3.15 Teorema
Siano A∈M (Rn) e f , g : A→R . Se f è misurabile e f = g quasi dappertutto in A , allora g
è misurabile.
Dimostrazione. Sia B = { x ∈A | f (x) = g (x)} . Per ipotesi A\ B ha misura nulla, quindi
B ∈M (Rn) . Se c ∈R allora
{ x ∈A | g (x)< c } = { x ∈ B | g (x)< c } ∪ { x ∈A\B | g (x )< c } =
= { x ∈ B | f (x)< c } ∪ { x ∈A\B | g (x)< c } .
Il primo insieme è misurabile, perché f

B
è misurabile (v. osservazione 1.3.2), il secondo è
misurabile perché contenuto in A\B che ha misura nulla. Pertanto g è misurabile.
1.3.16 Teorema (di Lusin)
Siano A ∈ M (Rn) e f : A → R . Allora, ∀ǫ ∈ R+ , ∃B ∈ M (Rn) , con µ(B) < ǫ , tale che
f

A\B è continua.
Dimostrazione. Fissiamo ǫ ∈ R+ . Per costruire l’insieme B richiesto, osserviamo anzitutto
che { ]a, b [ | a, b ∈ Q, a < b } è in corrispondenza biunivoca con un sottoinsieme di Q2 ,
quindi è numerabile. Pertanto possiamo indicare i suoi elementi con Ik , con k ∈N .
Poiché f è misurabile, ∀k ∈N l’insieme
f −1(Ik) = { x ∈A | f (x)> inf Ik } ∩ { x ∈A | f (x)< sup Ik }
è misurabile, quindi, per il teorema 1.2.21, esiste Gk ⊆ Rn aperto, tale che f −1(Ik) ⊆ Gk e
µ
 
Gk \ f −1(Ik)

< ǫ/2k+1 . Poniamo
B =
⋃
k∈N
 
Gk \ f −1(Ik)

.
Allora B è misurabile, perché unione numerabile di insiemi misurabili, e
µ(B)≤
∑
k∈N
µ
 
Gk \ f −1(Ik)

<
+∞∑
k=0
ǫ
2k+1
= ǫ .
Dimostriamo che g = f

A\B è continua, provando che l’immagine inversa di aperti è
relativamente aperta.
A tal fine dimostriamo anzitutto che, ∀k ∈N , si ha g−1(Ik) =Gk ∩ (A\ B) . Poiché g è
la restrizione di f a A\B si ha
g−1(Ik) = f
−1(Ik)∩ (A\B)⊆Gk ∩ (A\B) .
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Viceversa si ha
Gk ∩ (A\B) = (Gk ∩A) \
⋃
k j∈N
 
G j \ f −1(I j )
⊆ (Gk ∩A) \  Gk \ f −1(Ik)=
=Gk ∩A∩ ∁
 
Gk ∩ ∁ f −1(Ik)

=Gk ∩A∩
 
∁Gk ∪ f −1(Ik)

=
=
 
Gk ∩A∩ ∁Gk
∪  Gk ∩A∩ f −1(Ik)= f −1(Ik) ;
pertanto Gk ∩ (A\B)⊆ f −1(Ik)∩ (A\B) = g−1(Ik) .
Sia ora U un aperto di R . Per il lemma 1.3.6 esiste A ⊆ N tale che U = ⋃
k∈A Ik .
Allora
g−1(U ) = g−1
⋃
k∈A
Ik

=
⋃
k∈A
g−1(Ik) =
⋃
k∈A
 
Gk ∩ (A\B)

=
⋃
k∈A
Gk

∩ (A\B) .
Poiché
⋃
k∈A Gk è aperto, questo prova che g
−1(U ) è relativamente aperto in (A\B) .
1.3.17 Teorema (di Severini-Egorov)
Siano A∈M (Rn) e ( fk)k∈N una successione di funzioni misurabili da A a R . Se µ(A)<+∞
e la successione ( fk)k∈N converge puntualmente, allora, ∀ǫ∈R+ , ∃B ∈M (Rn) , con µ(B)< ǫ ,
tale che ( fk)k∈N converge uniformemente in A\B .
Dimostrazione. Sia f : A→R la funzione limite puntuale ( fk)k∈N . Per il teorema 1.3.13 f è
misurabile. Per ℓ ∈N e j ∈N∗ poniamo
Bℓ, j =
⋃
k≥ℓ

x ∈A
 | fk(x)− f (x )| ≥ 1j

.
Poiché f e le fk sono misurabili e la funzione valore assoluto è continua, per il teorema 1.3.9
ciascuno dei Bℓ, j è misurabile. Si ha µ(Bℓ, j ) ≤ µ(A) < +∞ , inoltre Bℓ+1, j ⊆ Bℓ, j , quindi,
per la II) del teorema 1.2.17, limℓ→+∞µ(Bℓ, j ) =µ
⋂
ℓ∈NBℓ, j

.
Proviamo che, ∀ j ∈ N∗ , si ha ⋂
ℓ∈N Bℓ, j =∅ . Fissato j ∈ N∗ , sia x ∈ A ; poiché
| fk(x)− f (x)| → 0 , esiste k ∈ N tale che se k ≥ k si ha
 f
k
(x)− f (x)< 1/ j , quindi
x /∈ B
k, j
. Pertanto
⋂
ℓ∈NBℓ, j =∅ .
Risulta quindi limℓ→+∞µ(Bℓ, j ) = 0 , perciò esiste ℓ j ∈ N tale che µ(Bℓ j , j ) < ǫ/2 j .
Poniamo B =
⋃
j∈N∗ Bℓ j , j . Si ha
µ(B)≤
+∞∑
j=1
µ(Bℓ j , j )<
+∞∑
j=1
ǫ
2 j
= ǫ .
Dimostriamo che ( fk)k∈N converge a f uniformemente in A\ B . Se x ∈ A\ B , allora,
∀ j ∈ N∗ , si ha x /∈ Bℓ j , j , quindi, ∀k ≥ ℓ j , si ha | fk(x)− f (x )| < 1/ j . Questo prova la
convergenza uniforme.
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1.4 Funzioni semplici
Definizione di funzione caratteristica di un insieme
Sia B ⊆Rn . Chiamiamo funzione caratteristica di B la funzione
χB : R
n →R , χB(x) =
¨
1 , se x ∈ B ,
0 , se x /∈ B .
Nel seguito chiameremo funzione caratteristica anche la restrizione di una funzione carat-
teristica a un sottoinsieme di Rn , continuando a indicarla con la notazione χB .
1.4.1 Teorema
Sia B ⊆Rn . La funzione χB è misurabile se e solo se B ∈M (Rn) .
Dimostrazione. Segue subito dal fatto che
{ x ∈Rn | χB(x)> c } =


Rn , se c < 0,
B , se 0≤ c < 1,
∅ , se c ≥ 0.
Definizione di funzione semplice
Siano A∈M (Rn) e f : A→R . Diciamo che f è una funzione semplice quando f èmisurabile
e la sua immagine ha un numero finito di elementi.
1.4.2 Teorema
Siano A∈M (Rn) e f : A→R . Sono equivalenti:
I) f è semplice;
II) esistono λ1,λ2 . . . ,λp ∈R , distinti tra loro, e A1, . . . ,Ap ⊆A , non vuoti, misurabili, a due
a due disgiunti, con
⋃p
k=1
Ak =A , tali che f =
∑p
k=1
λkχAk ;
III) esistono λ1,λ2 . . . ,λp ∈R e A1, . . . ,Ap ⊆A misurabili tali che f =
∑p
k=1
λkχAk .
Dimostrazione. I =⇒ II) Sia f (A) =
¦
λ1,λ2, . . . ,λp
©
con i λk numeri reali distinti tra loro.
Posto, per k = 1,2, . . . , p , Ak = f
−1({λk}) , ciascun Ak è non vuoto ed è misurabile per
l’osservazione 1.3.4. Evidentemente se k 6= j allora Ak ∩Aj = ∅ ; inoltre se x ∈ A allora
esiste ℓ ∈ {1,2, . . . , p} tale che f (x) = λℓ , cioè x ∈ Aℓ , pertanto x ∈
⋃p
k=1
Ak , quindi⋃p
k=1
Ak =A . Infine se x ∈Aℓ risulta
p∑
k=1
λkχAk (x) = λℓ = f (x) ,
quindi f =
∑p
k=1
λkχAk .
II =⇒ III) Ovvio.
III =⇒ I) Poiché gli Ak sono misurabili ciascuna funzione χAk è misurabile (v. teore-
ma 1.4.1), perciò f è combinazione lineare di funzioni misurabili, pertanto è misurabile
(v. teorema 1.3.10). Inoltre l’immagine di f è contenuta nell’insieme di tutte le possibili
somme di elementi di
¦
λ1,λ2, . . . ,λp
©
, che è finito. Quindi f è semplice.
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1.4.3 Teorema
Siano A ∈ M (Rn) , f , g : A→ R semplici e λ ∈ R . Allora f + g , λ f e f g sono funzioni
semplici.
Dimostrazione. Per il teorema 1.3.10 somma, prodotto per scalare e prodotto di funzioni misu-
rabili sono misurabili; inoltre somma, prodotto e prodotto per scalare di funzioni a immagine
finita hanno immagine finita. Da queste due osservazioni segue il teorema.
1.4.4 Teorema
Siano A∈M (Rn) e f : A→ [0,+∞] misurabile. Allora esiste ( fk)k∈N successione di funzioni
da A a [0,+∞[ tali che
I) ∀k ∈N , fk è una funzione semplice;
II) ∀k ∈N , fk ≤ fk+1 ;
III) limk→+∞ fk = f .
Dimostrazione. Poniamo, ∀k ∈N ,
fk : A→R , fk(x ) =


[2k f (x)]
2k
, se f (x)< k,
k , se f (x)≥ k.
Evidentemente fk(A) ⊆

ℓ/2k
 ℓ ∈ 0,1, . . . , k2k		 , quindi fk è a valori non negativi
e la sua immagine è finita. Inoltre se ℓ ∈  0,1, . . . , k2k − 1	 si ha fk(x) = ℓ/2k se e solo se
ℓ/2k ≤ f (x)< (ℓ+ 1)/2k , quindi
§
x ∈A
 fk(x) = ℓ2k
ª
=
§
x ∈A
 f (x )≥ ℓ2k
ª
∩
§
x ∈A
 f (x)< ℓ+ 12k
ª
,
che è misurabile. Invece
{ x ∈A | fk(x) = k} = { x ∈A | f (x)≥ k} ,
e anche questo è misurabile. Pertanto fk è semplice ed è verificata la I).
Sia k ∈N . Per t ∈ [0,+∞[ , 2[2k t] è un numero interominore o uguale di 2k+1t , quindi
2[2k t] ≤ [2k+1t] , pertanto [2k t]/2k ≤ [2k+1t]/2k+1 . Perciò, ∀x ∈ A tale che f (x) < k ,
risulta
fk+1(x ) =
[2k+1 f (x)]
2k+1
≥ [2
k f (x)]
2k
= fk(x ) .
Se invece x ∈A è tale che f (x)≥ k , allora
fk+1(x)≥ k = fk(x) .
Perciò è verificata la II).
Sia x ∈ A . Se f (x) < +∞ , allora, per k > f (x) , si ha fk(x) ≤ f (x) < fk(x) + 1/2k ,
quindi limk→+∞ fk(x) = f (x) . Se f (x ) = +∞ , allora, ∀k ∈ N , si ha fk(x) = k , quindi
limk→+∞ fk(x) = +∞= f (x) . Perciò è verificata la III).
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1.5 Integrale di funzioni a valori non negativi
Definizione di integrale di una funzione semplice non negativa
Siano A ∈ M (Rn) e f : A → [0,+∞[ semplice. Chiamiamo integrale di f il numero reale
esteso ∫
A
f (x)d x =
∑
λ∈ f (A)
λµ
 
f −1({λ}) .
Poiché f è semplice, f (A) è finito, quindi la somma che compare nella definizione è som-
ma di un numero finito di addendi non negativi. Tali addendi possono essere uguali a +∞ ,
se λ > 0 e µ
 
f −1({λ}) = +∞ . Quindi l’integrale di una funzione semplice non negativa
appartiene a [0,+∞] .
Per il teorema 1.4.2, una funzione semplice può essere espressa come combinazione lineare
di funzioni caratteristiche. Se si ha f =
∑p
k=1
λkχAk , con i λk diversi tra loro e gli Ak a due
a due disgiunti, allora è immediato dimostrare che
∫
A
f (x)d x =
p∑
k=1
λkµ(Ak) .
Una formula simile vale anche se gli Ak non sono a due a due disgiunti oppure i λk non sono
distinti tra loro. Infatti vale il teorema seguente.
1.5.1 Teorema
Siano A ∈ M (Rn) , A1,A2, . . . ,Ap sottoinsiemi misurabili di A e λ1,λ2, . . . ,λp ∈ [0,+∞[ .
Allora ∫
A
p∑
k=1
λkχAk (x)d x =
p∑
k=1
λkµ(Ak) .
Per la dimostrazione di questo teorema sono necessari alcuni lemmi.
1.5.2 Lemma
Siano A ∈ M (Rn) , B1,B2 ∈ M (Rn) tali che B1 ∪ B2 = A , B1 ∩ B2 = ∅ e f : A→ [0,+∞[
semplice. Allora ∫
A
f (x)d x =
∫
B1
f (x)d x +
∫
B2
f (x)d x .
Dimostrazione. Per definizione∫
A
f (x)d x =
∑
λ∈ f (A)
λµ
 
f −1({λ})= ∑
λ∈ f (A)
λµ
 { x ∈A | f (x) = λ} .
Si ha
{ x ∈A | f (x) = λ} = { x ∈ B1 | f (x) = λ} ∪ { x ∈ B2 | f (x ) = λ} ,
quindi, poiché B1 e B2 sono disgiunti,
µ
 { x ∈A | f (x) = λ}=µ { x ∈ B1 | f (x) = λ}+µ { x ∈ B2 | f (x) = λ} .
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Allora∫
A
f (x)d x =
∑
λ∈ f (A)
λµ
 { x ∈ B1 | f (x) = λ}+ ∑
λ∈ f (A)
λµ
 { x ∈ B2 | f (x) = λ} . (1.5.1)
Se λ ∈ f (A)\ f (B1) , allora { x ∈ B1 | f (x) = λ} è vuoto, quindi µ
 { x ∈ B1 | f (x) = λ}= 0 ,
pertanto ∑
λ∈ f (A)
λµ
 { x ∈ B1 | f (x) = λ}=
=
∑
λ∈ f (B1)
λµ
 { x ∈ B1 | f (x) = λ}+ ∑
λ∈ f (A)\ f (B1)
λµ
 { x ∈ B1 | f (x) = λ}=
=
∑
λ∈ f (B1)
λµ
 { x ∈ B1 | f (x) = λ}=
∫
B1
f (x )d x .
In modo analogo si ha
∑
λ∈ f (A)
λµ
 { x ∈ B2 | f (x) = λ}=
∫
B2
f (x)d x ,
quindi, per la (1.5.1), si ha
∫
A
f (x)d x =
∫
B1
f (x )d x +
∫
B2
f (x)d x .
1.5.3 Lemma
Siano A∈M (Rn) , f : A→ [0,+∞[ semplice e c ∈ R+ . Allora la funzione x 7→ f (x) + c è
semplice a valori non negativi e si ha
∫
A
 
f (x)+ c

d x =
∫
A
f (x)d x + cµ(A) .
Dimostrazione. Il fatto che la funzione x 7→ f (x) + c sia semplice a valori non negativi è
immediato. Indichiamola con g . Si ha
∫
A
g (x)d x =
∑
λ∈g (A)
λµ
 { x ∈A | g (x) = λ}= ∑
λ−c∈ f (A)
λµ
 { x ∈A | f (x) = λ− c }=
=
∑
ρ∈ f (A)
(ρ+ c)µ
 { x ∈A | f (x) = ρ}=
=
∑
ρ∈ f (A)
ρµ
 { x ∈A | f (x) = ρ}+ ∑
ρ∈ f (A)
cµ
 { x ∈A | f (x) = ρ}= ∫
A
f (x)d x + cµ(A) .
Dimostrazione del teorema 1.5.1. Dimostriamo il teorema per induzione rispetto al numero
degli addendi, che indichiamo con p .
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Supponiamo p = 1 . Se A1 =A , allora ∀x ∈A , si ha λ1χA1(x) = λ1 , quindi.∫
A
λ1χA1(x)d x = λ1µ(A) = λ1µ(A1) .
Se A1 6=A , allora
λ1χA1(x) =
¨
λ1 , se x ∈A1,
0 , se x ∈A\A1;
pertanto ∫
A
λ1χA1(x)d x = λ1µ(A1)+ 0 ·µ(A\A1) = λ1µ(A1) .
Supponiamo che per p ∈N∗ sia
∫
A
p∑
k=1
λkχAk (x)d x =
p∑
k=1
λkµ(Ak)
e proviamo la formula per p + 1 . Se Ap+1 =A , allora, per il lemma 1.5.3, si ha
∫
A
p+1∑
k=1
λkχAk (x)d x =
∫
A

p∑
k=1
λkχAk (x)+λp+1

d x =
∫
A
p∑
k=1
λkχAk (x)d x +λp+1µ(A) .
Per ipotesi induttiva questo è uguale a
p∑
k=1
λkµ(Ak)+λp+1µ(Ap+1) =
p+1∑
k=1
λkµ(Ak) .
Se invece Ap+1 6=A , allora, per i lemmi 1.5.2 e 1.5.3, si ha
∫
A
p+1∑
k=1
λkχAk (x)d x =
∫
Ap+1
p+1∑
k=1
λkχAk (x)d x +
∫
A\Ap+1
p+1∑
k=1
λkχAk (x )d x =
=
∫
Ap+1
 p∑
k=1
λkχAk (x)+λp+1

d x +
∫
A\Ap+1
p∑
k=1
λkχAk (x)d x =
=
∫
Ap+1
p∑
k=1
λkχAk (x )d x +λp+1µ(Ap+1)+
∫
A\Ap+1
p∑
k=1
λkχAk (x)d x =
=
∫
A
p∑
k=1
λkχAk (x)d x +λp+1µ(Ap+1) .
Per ipotesi induttiva questo è uguale a
p∑
k=1
λkµ(Ak)+λp+1µ(Ap+1) =
p+1∑
k=1
λkµ(Ak) .
Per il principio di induzione la tesi del teorema è verificata ∀p ∈N∗ .
1.5. Integrale di funzioni a valori non negativi 29
1.5.4 Teorema
Siano A∈M (Rn) e f : A→ [0,+∞[ semplice. Se µ(A) = 0 , allora ∫
A
f (x )d x = 0 .
Dimostrazione. Sia f =
∑p
k=1
λkχAk , dove A1,A2, . . . ,Ap sono sottoinsiemi misurabili di A
e λ1,λ2, . . . ,λp ∈ [0,+∞[ . Poiché Ak ⊆A , si ha µ(Ak) = 0 , per k = 1,2, . . . , p , perciò∫
A
f (x)d x =
p∑
k=1
λkµ(Ak) =
p∑
k=1
0 ·λk = 0 .
1.5.5 Teorema
Siano A,B ∈M (Rn) , con B ⊆A , e f : A→ [0,+∞[ semplice. Allora∫
B
f

B
(x)d x =
∫
A
f (x)χB (x)d x .
Dimostrazione. Sia f =
∑p
k=1
λkχAk , dove A1,A2, . . . ,Ap sono sottoinsiemi misurabili di A
e λ1,λ2, . . . ,λp ∈ [0,+∞[ . Allora f

B
=
∑p
k=1
λkχAk

B
=
∑p
k=1
λkχAk∩B , quindi∫
B
f

B
(x)d x =
p∑
k=1
λkµ(Ak ∩B) .
Inoltre, poiché χAkχB = χAk∩B , si ha∫
A
f (x)χB (x)d x =
∫
A
p∑
k=1
λkχAk (x)χB(x )d x =
∫
A
p∑
k=1
λkχAk∩B (x)d x =
p∑
k=1
λkµ(Ak ∩B) .
Nel seguito, anche se f ha dominio che contiene strettamente B , utilizzeremo il simbolo∫
B
f (x)d x anziché
∫
B
f

B
(x)d x .
1.5.6 Teorema
Siano A∈M (Rn) , f , g : A→ [0,+∞[ semplici e λ ∈ [0,+∞[ . Allora:
I)
∫
A
λ f (x)d x = λ
∫
A
f (x)d x ;
II)
∫
A
 
f (x)+ g (x)

d x =
∫
A
f (x)d x +
∫
A
g (x )d x .
Dimostrazione. Siano f =
∑p
k=1
λkχAk , g =
∑q
k=1
νkχBk , con A1,A2, . . . ,Ap ,B1,B2, . . . ,Bq
sottoinsiemi misurabili di A e λ1,λ2, . . . ,λp , ν1, ν2, . . . , νq ∈ [0,+∞[ .
Allora, per il teorema 1.5.1,∫
A
λ f (x)d x =
∫
A
p∑
k=1
λλkχAk (x)d x =
p∑
k=1
λλkµ(Ak) = λ
p∑
k=1
λkµ(Ak) = λ
∫
A
f (x)d x .
∫
A
 
f (x)+ g (x)

d x =
∫
A
 p∑
k=1
λkχAk (x)+
q∑
k=1
νkχBk (x)

d x =
=
p∑
k=1
λkµ(Ak)+
q∑
k=1
νkµ(Bk) =
∫
A
f (x)d x +
∫
A
g (x)d x .
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1.5.7 Teorema
Siano A∈M (Rn) e f , g : A→ [0,+∞[ semplici. Se, ∀x ∈A , si ha f (x)≤ g (x) , allora
∫
A
f (x )d x ≤
∫
A
g (x)d x .
Dimostrazione. Per il teorema 1.4.3, la funzione g− f è semplice, inoltre essa è non negativa;
per la II) del teorema 1.5.6 si ha∫
A
g (x )d x =
∫
A
f (x)d x +
∫
A
 
g (x)− f (x)d x .
Da qui, poiché
∫
A
 
g (x)− f (x)d x ≥ 0 , segue il teorema.
Definizione di integrale di una funzione misurabile non negativa
Siano A∈M (Rn) e f : A→ [0,+∞] misurabile. Chiamiamo integrale di f il numero reale
esteso ∫
A
f (x)d x = sup
∫
A
ϕ(x)d x
 ϕ : A→ [0,+∞[ semplice, ϕ ≤ f

.
L’integrale di una funzione misurabile non negativa è non negativo, perché estremo supe-
riore di un insieme di numeri non negativi.
Osserviamo che, se f è semplice, questa definizione di integrale coincide con quella di
integrale come funzione semplice.
Infatti, utilizzando il simbolo di integrale nel senso delle funzioni semplici, se la funzione
ϕ : A→ [0,+∞[ è semplice e ϕ ≤ f allora, per il teorema 1.5.7, ∫
A
ϕ(x)d x ≤ ∫
A
f (x)d x ;
quindi
∫
A
f (x)d x è il massimo dell’insieme
∫
A
ϕ(x)d x
 ϕ : A→ [0,+∞[ semplice, ϕ ≤ f

,
pertanto coincide con l’integrale nel senso delle funzioni misurabili.
1.5.8 Teorema
Siano A∈M (Rn) e f , g : A→ [0,+∞] misurabili. Se, ∀x ∈A , si ha f (x)≤ g (x ) , allora
∫
A
f (x )d x ≤
∫
A
g (x)d x .
Dimostrazione. Il teorema segue subito dalla definizione di integrale, poiché
∫
A
ϕ(x)d x
 ϕ : A→ [0,+∞[ semplice, ϕ ≤ f

⊆
⊆
∫
A
ϕ(x)d x
 ϕ : A→ [0,+∞[ semplice, ϕ ≤ g

.
1.5.9 Teorema
Siano A∈M (Rn) e f : A→ [0,+∞] misurabile. Se µ(A) = 0 , allora ∫
A
f (x)d x = 0 .
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Dimostrazione. Ogni funzione semplice non negativa ha integrale nullo su A , per il teore-
ma 1.5.4; dalla definizione di integrale segue subito che anche l’integrale di f è nullo.
1.5.10 Teorema
Siano A∈M (Rn) e f : A→ [0,+∞] misurabile.
I) Se
∫
A
f (x)d x <+∞ , allora f (x)<+∞ per quasi ogni x ∈A .
II) Se
∫
A
f (x)d x = 0 , allora f (x) = 0 per quasi ogni x ∈A .
Dimostrazione. I) Sia B = { x ∈A | f (x ) = +∞} e dimostriamo l’implicazione contrappo-
sta, cioè dimostriamo che se µ(B)> 0 , allora
∫
A
f (x)d x =+∞ .
Per k ∈N , poniamo fk = kχB . La funzione fk è misurabile e fk ≤ f , quindi∫
A
fk(x)d x ≥
∫
A
fk(x)d x = kµ(B) .
Se µ(B)> 0 l’ultimo membro tende a +∞ , per k →+∞ , quindi ∫
A
f (x )d x =+∞ .
II) Sia B = { x ∈A | f (x)> 0} e dimostriamo l’implicazione contrapposta, cioè dimostria-
mo che se µ(B)> 0 , allora
∫
A
f (x)d x > 0 .
Per k ∈ N∗ , poniamo Bk = { x ∈A | f (x) ≥ 1/k} . Poiché (Bk)k∈N è una successione
crescente di insiemi misurabili, per la I) del teorema 1.2.17 risulta
µ(B) =µ
⋃
k∈N
Bk

= lim
k→+∞
µ(Bk) .
Pertanto, se µ(B) > 0 , allora esiste k ∈ N tale che µ(Bk) > 0 . La funzione (1/k)χBk è
misurabile e minore o uguale di f , pertanto
∫
A
f (x)d x ≥
∫
A
1
k
χBk (x)d x =
1
k
µ(Bk)> 0 .
1.5.11 Teorema (della convergenza monotona di Beppo Levi)
Siano A ∈ M (Rn) e ( fk)k∈N successione di funzioni misurabili da A a [0,+∞] , tale che,
∀k ∈N , si ha fk ≤ fk+1 . Allora
lim
k→+∞
∫
A
fk(x)d x =
∫
A
lim
k→+∞
fk(x)d x .
Dimostrazione. Poiché, ∀x ∈ A , la successione ( fk(x))k∈N è crescente, essa ha limite, che
indichiamo con f (x) . La funzione f : A→ [0,+∞] così definita è misurabile, perché limite
di funzioni misurabili (v. teorema 1.3.13).
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Poiché la successione ( fk)k∈N è crescente, anche la successione
 ∫
A
fk(x)d x

k∈N è crescen-
te, quindi ha limite. Inoltre, ∀k ∈N , si ha ∫
A
fk(x)d x ≤
∫
A
f (x )d x , quindi
lim
k→+∞
∫
A
fk(x)d x ≤
∫
A
f (x )d x .
Resta da dimostrare che ∫
A
f (x)d x ≤ lim
k→+∞
∫
A
fk(x )d x ;
per la definizione di integrale è sufficiente provare che qualunque sia ϕ : A→ [0,+∞[ sem-
plice e tale che ϕ ≤ f , risulta ∫
A
ϕ(x)d x ≤ lim
k→+∞
∫
A
fk(x)d x .
Sia quindi ϕ =
∑p
ℓ=1
λℓχAℓ una tale funzione e δ ∈ ]0,1[ .
Per k ∈ N poniamo Bk = { x ∈A | δϕ(x ) ≤ fk(x )} . Poiché δϕ e fk sono misurabili,
Bk ∈M (Rn) . Dimostriamo che la successione dei Bk è crescente e ha unione A . Per k ∈N ,
se x ∈ Bk , allora δϕ(x ) ≤ fk(x) ≤ fk+1(x) , quindi x ∈ Bk+1 ; perciò Bk ⊆ Bk+1 . Infine,
sia x ∈ A . Se ϕ(x) = 0 , allora ∀k ∈N , si ha δϕ(x) = 0 ≤ fk(x ) . Se ϕ(x) > 0 , allora
δϕ(x) < ϕ(x) ≤ f (x) ; pertanto, per k grande, δϕ(x ) ≤ fk(x) . In ogni caso esiste k ∈ N
tale che x ∈ Bk , perciò
⋃
k∈NBk =A .
Poniamo, per k ∈ N , ψk = δϕχBk . Risulta ψk ≤ fk ; infatti se x ∈ Bk , allora si ha
ψk(x) = δϕ(x)≤ fk(x) , mentre se x ∈ A \ Bk , allora si ha ψk(x ) = 0 ≤ fk(x) . Pertanto,
∀k ∈N , ∫
A
ψk(x)d x ≤
∫
A
fk(x)d x . (1.5.2)
Si ha, ∀k ∈N ,
ψk =
p∑
ℓ=1
δλℓχAℓχBk =
p∑
ℓ=1
δλℓχAℓ∩Bk .
Inoltre Aℓ ∩Bk ⊆Aℓ ∩Bk+1 e
⋃
k∈N(Aℓ ∩ Bk) = Aℓ ∩ A = Aℓ , quindi, per la I) del teore-
ma 1.2.17, si ha limk→+∞µ(Aℓ ∩Bk) =µ(Aℓ) . Pertanto∫
A
ψk(x)d x =
p∑
ℓ=1
δλℓµ(Aℓ ∩Bk)−−−→
k→+∞
p∑
ℓ=1
δλℓµ(Aℓ) = δ
∫
A
ϕ(x)d x .
Allora da (1.5.2) segue
δ
∫
A
ϕ(x)d x ≤ lim
k→+∞
∫
A
fk(x )d x .
Questa disuguaglianza vale ∀δ ∈ ]0,1[ , quindi vale anche per δ = 1 , pertanto risulta∫
A
ϕ(x)d x ≤ limk→+∞
∫
A
fk(x)d x .
La dimostrazione è così conclusa.
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Utilizziamo questo teorema per provare che numerose proprietà dell’integrale di funzioni
semplici valgono anche per l’integrale di funzioni misurabili.
1.5.12 Teorema
Siano A,B ∈M (Rn) , con B ⊆A , e f : A→ [0,+∞] misurabile. Allora
∫
B
f

B
(x)d x =
∫
A
f (x)χB (x)d x .
Dimostrazione. Il teorema segue dall’analogo teorema per funzioni semplici (teorema 1.5.5),
scrivendo f come limite di una successione crescente di funzioni semplici (teorema 1.4.4) e
applicando il teorema di Beppo Levi 1.5.11.
1.5.13 Teorema
Siano A∈M (Rn) , f , g : A→ [0,+∞] misurabili e λ ∈ [0,+∞[ . Allora:
I)
∫
A
λ f (x)d x = λ
∫
A
f (x)d x ;
II)
∫
A
 
f (x)+ g (x)

d x =
∫
A
f (x)d x +
∫
A
g (x )d x .
Dimostrazione. Il teorema segue dall’analogo teorema per funzioni semplici (teorema 1.5.6),
scrivendo f e g come limite di una successione crescente di funzioni semplici (teorema 1.4.4)
e applicando il teorema di Beppo Levi 1.5.11.
Utilizzando questo teorema, applicando il teorema di Beppo Levi alla successione delle
somme parziali di una serie di funzioni non negative, si ottiene il teorema seguente.
1.5.14 Teorema
Siano A∈M (Rn) e ∑+∞
k=0
fk una serie di funzioni misurabili da A a [0,+∞] . Allora
+∞∑
k=0
∫
A
fk(x)d x =
∫
A
+∞∑
k=0
fk(x)d x .
1.5.15 Teorema
Siano {Ak | k ∈A } una famiglia finita o numerabile di sottoinsiemi misurabili di Rn a due a
due disgiunti, A=
⋃
k∈A Ak e f : A→ [0,+∞] misurabile. Allora∫
A
f (x)d x =
∑
k∈A
∫
Ak
f (x )d x .
Dimostrazione. Per i teoremi 1.5.12 e 1.5.14
∑
k∈A
∫
Ak
f (x)d x =
∑
k∈A
∫
A
f (x)χAk (x)d x =
∫
A
f (x )
∑
k∈A
χAk (x)d x
Poiché gli Ak sono a due a due disgiunti e la loro unione è A , se x ∈ A , allora esiste uno e
un solo k tale che x ∈ Ak , quindi
∑
k∈A χAk (x) = 1 . Pertanto l’integrale a ultimo membro
è uguale a
∫
A
f (x)d x .
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1.5.16 Teorema
Siano A∈M (Rn) e f , g : A→ [0,+∞] misurabili. Se f = g quasi dappertutto in A allora∫
A
f (x )d x =
∫
A
g (x)d x .
Dimostrazione. Sia B = { x ∈A | f (x) 6= g (x)} . Per ipotesi µ(B) = 0 , quindi, per il
teorema 1.5.9, ogni funzione ha integrale nullo su B . Pertanto, per il teorema 1.5.15,∫
A
f (x)d x =
∫
A\B
f (x)d x +
∫
B
f (x)d x =
∫
A\B
f (x)d x =
=
∫
A\B
g (x )d x =
∫
A\B
g (x )d x +
∫
B
g (x)d x =
∫
A
g (x )d x .
1.5.17 Teorema (Lemma di Fatou)
Siano A∈M (Rn) e ( fk)k∈N successione di funzioni misurabili da A a [0,+∞] . Allora∫
A
minlim
k→+∞
fk(x)d x ≤minlim
k→+∞
∫
A
fk(x)d x .
Dimostrazione. Poniamo, ∀k ∈ N , ∀x ∈ A , gk(x) = inf{ fh (x) | h ≥ k} . Per il teore-
ma 1.3.11 ciascuna funzione gk è misurabile. Inoltre la successione (gk)k∈N è crescente.
Perciò, per il teorema di Beppo Levi 1.5.11∫
A
minlim
k→+∞
fk(x)d x =
∫
A
lim
k→+∞
gk(x)d x = lim
k→+∞
∫
A
gk(x)d x .
Per la definizione di gk , se h ≥ k , si ha gk ≤ fh , quindi, ∀k ∈N , risulta∫
A
gk(x)d x ≤ inf
h≥k
∫
A
fh (x )d x ,
perciò
lim
k→+∞
∫
A
gk(x)d x ≤ lim
k→+∞

inf
h≥k
∫
A
fh (x)d x

=minlim
k→+∞
∫
A
fk(x)d x .
1.5.18 Esempio
Vediamo un caso in cui nella tesi del lemma di Fatou non si ha uguaglianza.
Sia A= ]0,1[ e, ∀k ∈N∗ , poniamo
fk : A→R , fk(x) = kχ]0,1/k[ .
Per ogni x ∈ A , se k ≥ 1/x si ha x ≥ 1/k , quindi fk(x) = 0 , pertanto fk(x) → 0 , per
k →+∞ , qualunque sia x ∈A . Quindi si ha∫
A
lim
k→+∞
fk(x)d x =
∫
A
0 d x = 0 .
Invece ∀k ∈N∗ si ha ∫
A
fk(x)d x = kµ

0,
1
k

= 1 .
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1.5.19 Teorema (assoluta continuità dell’integrale)
Siano A ∈ M (Rn) e f : A → [0,+∞] misurabile e tale che ∫
A
f (x)d x < +∞ . Allora,
∀ǫ∈R+ , ∃δǫ ∈ R+ tale che, per ogni B ∈ M (Rn) sottoinsieme di A con µ(B) < δǫ , si
ha
∫
B
f (x)d x < ǫ .
Dimostrazione. Fissiamo ǫ ∈R+ .
Per la definizione di integrale di una funzione misurabile, esiste ϕ : A→ [0,+∞[ sempli-
ce, tale che ∫
A
ϕ(x)d x >
∫
A
f (x)d x − ǫ
2
,
cioè ∫
A
f (x)d x −
∫
A
ϕ(x)d x <
ǫ
2
.
Poiché ϕ ha immagine finita, ha massimo; sia K =maxϕ . Allora∫
B
f (x)d x =
∫
B
 
f (x)−ϕ(x)d x +∫
B
ϕ(x)d x <
ǫ
2
+
∫
B
K d x ≤ ǫ
2
+Kµ(B) .
Posto δǫ = ǫ/(2K) , se µ(B)<δǫ si ha
∫
B
f (x)d x < ǫ .
1.6 Integrale secondo Lebesgue
Sia f : A→ R , con A⊆ Rn . Nel seguito indicheremo sempre con f + e f − le funzioni
da A a [0,+∞] tali che, ∀x ∈A ,
f +(x) =max{ f (x), 0} , f −(x) =max{− f (x), 0} .
Le funzioni f + e f − sono dette, rispettivamente, parte positiva e parte negativa di f . Si
verifica facilmente che, ∀x ∈A , si ha f +(x)− f −(x) = f (x) , f +(x)+ f −(x) = | f (x)| .
Se f è misurabile, allora le funzioni f + e f − sono misurabili, perché sono massimo di
funzioni misurabili (v. teorema 1.3.11).
Definizione di funzione sommabile e integrale di una funzione sommabile
Siano A ∈M (Rn) e f : A→ R misurabile. Diciamo che la funzione f è sommabile quando∫
A
f +(x)d x <+∞ e ∫
A
f −(x)d x < +∞ . In tal caso chiamiamo integrale di f il numero
reale ∫
A
f (x)d x =
∫
A
f +(x)d x −
∫
A
f −(x)d x .
Se f è a valori non negativi, allora f + = f e f − = 0 , quindi f è sommabile se e solo se∫
A
f (x)d x <+∞ .
1.6.1 Teorema
Siano A ∈ M (Rn) e f : A → R misurabile. La funzione f è sommabile se e solo se | f | è
sommabile e in tal caso si ha 
∫
A
f (x )d x
≤
∫
A
| f (x)| d x .
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Dimostrazione. Se f è sommabile allora∫
A
| f (x)| d x =
∫
A
 
f +(x)+ f −(x)

d x =
∫
A
f +(x)d x +
∫
A
f −(x)d x <+∞ .
quindi | f | è sommabile.
Viceversa, se | f | è sommabile, allora∫
A
f +(x)d x ≤
∫
A
 
f +(x)+ f −(x)

d x =
∫
A
| f (x)| d x <+∞ ;
in modo analogo si prova che
∫
A
f −(x)d x <+∞ , quindi f è sommabile.
Inoltre se f è sommabile, allora
∫
A
f (x)d x
=

∫
A
f +(x)d x −
∫
A
f −(x)d x
≤

∫
A
f +(x)d x
+

∫
A
f −(x)d x
=
=
∫
A
f +(x)d x +
∫
A
f −(x)d x =
∫
A
| f (x)| d x .
1.6.2 Teorema
Siano A ∈ M (Rn) e f : A → R misurabile. Se esiste g : A → [0,+∞] sommabile e tale che,
∀x ∈A , | f (x)| ≤ g (x) , allora f è sommabile.
Dimostrazione. Per il teorema 1.5.8 si ha
∫
A
| f (x )| d x ≤ ∫
A
g (x)d x < +∞ , quindi | f | è
sommabile, pertanto, per il teorema 1.6.1, f è sommabile.
1.6.3 Teorema
Siano A ∈ M (Rn) e f : A → R misurabile. Se µ(A) < +∞ e f è limitata, allora f è
sommabile.
Dimostrazione. Posto K = sup{ | f (x)| | x ∈A} , la funzione | f | è maggiorata dalla funzione
che vale costantemente K , che è sommabile perché il suo integrale è Kµ(A) < +∞ . Per il
teorema 1.6.2 f è sommabile.
1.6.4 Teorema
Siano A ∈ M (Rn) e f : A → R misurabile. Se µ(A) = 0 , allora f è sommabile e si ha∫
A
f (x)d x = 0 .
Dimostrazione. Segue subito dal fatto che, per il teorema 1.5.9, f + e f − hanno integrale
nullo.
1.6.5 Teorema
Siano A∈M (Rn) e f : A→R sommabile. Allora, per quasi ogni x ∈A , f (x) ∈R .
Dimostrazione. Poiché f è sommabile
∫
A
f +(x)d x < +∞ e ∫
A
f −(x)d x < +∞ , quindi,
per la I) del teorema 1.5.10, { x ∈A | f +(x ) = +∞} e { x ∈A | f −(x) = +∞} hannomisura
nulla. Allora { x ∈A | f (x ) ∈ {+∞,−∞}} , che è l’unione dei due insiemi precedenti, ha
misura nulla.
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1.6.6 Teorema
Siano A,B ∈M (Rn) , con B ⊆A , e f : A→R sommabile. Allora f 
B
è sommabile e
∫
B
f

B
(x)d x =
∫
A
f (x)χB (x)d x .
Dimostrazione. Per il teorema 1.5.12 si ha∫
B
f

B
(x)d x =
∫
B
f +

B
(x)d x −
∫
B
f −

B
(x)d x =
∫
A
f +(x)χB (x)d x −
∫
A
f −(x)χB (x)d x =
=
∫
A
( f χB)
+(x )d x −
∫
A
( f χB )
−(x)d x =
∫
A
f (x)χB (x)d x .
1.6.7 Teorema
Siano A∈M (Rn) e f , g : A→R sommabili. Se f ≤ g , allora∫
A
f (x )d x ≤
∫
A
g (x)d x .
Dimostrazione. Se ∀x ∈A si ha f (x)≤ g (x) , allora
f +(x) =max{ f (x), 0} ≤max{ g (x ), 0} = g+(x) ,
f −(x) =max{− f (x), 0} ≥max{−g (x), 0} = g−(x) .
Pertanto
∫
A
f +(x)d x ≤ ∫
A
g+(x)d x e
∫
A
f −(x)d x ≥ ∫
A
g−(x)d x , da cui segue la tesi.
1.6.8 Teorema
Siano A∈M (Rn) , f , g : A→R sommabili e λ ∈R . Allora:
I) λ f è sommabile e
∫
A
λ f (x)d x = λ
∫
A
f (x)d x ;
II) se f + g è definita è sommabile e
∫
A
 
f (x)+ g (x )

d x =
∫
A
f (x)d x +
∫
A
g (x)d x .
Dimostrazione. I) Poiché∫
A
|λ f (x)| d x =
∫
A
|λ| | f (x )| d x = |λ|
∫
A
| f (x)| d x <+∞
per il teorema 1.6.1, µl f è sommabile.
L’uguaglianza segue dall’analoga uguaglianza per funzioni misurabili (v. affermazione I)
del teorema 1.5.13) se λ ≥ 0 . Quindi è sufficiente provarlo per λ = −1 per concludere che
vale anche per λ< 0 .
Si ha (− f )+(x) = max{− f (x), 0} = f −(x) e (− f )−(x) = max{ f (x), 0} = f +(x) , per-
tanto ∫
A
 − f (x)d x = ∫
A
(− f )+(x)d x −
∫
A
(− f )−(x)d x =
=
∫
A
f −(x)d x −
∫
A
f +(x )d x =−
∫
A
f (x)d x .
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II) Poiché ∫
A
| f (x)+ g (x )| d x ≤
∫
A
| f (x)| d x +
∫
A
|g (x)| d x <+∞
per il teorema 1.6.1, f + g è sommabile.
Inoltre, ∀x ∈A , si ha
( f + g )+(x)− ( f + g )−(x) = f (x)+ g (x ) = f +(x)− f −(x)+ g+(x)− g−(x) ,
quindi
( f + g )+(x)+ f −(x)+ g−(x) = ( f + g )−(x)+ f +(x)+ g+(x) .
Poiché la formula che stiamo dimostrando vale per le funzioni misurabili non negative (v. af-
fermazione II) del teorema 1.5.13), si ha
∫
A
( f + g )+(x)d x +
∫
A
f −(x)d x +
∫
A
g−(x)d x =
=
∫
A
( f + g )−(x)d x +
∫
A
f +(x)d x +
∫
A
g+(x)d x ,
quindi
∫
A
( f + g )+(x)d x −
∫
A
( f + g )−(x )d x =
=
∫
A
f +(x )d x −
∫
A
f −(x )d x +
∫
A
g+(x )d x −
∫
A
g−(x)d x .
1.6.9 Teorema (della convergenza dominata di Lebesgue)
Siano A ∈ M (Rn) e ( fk)k∈N successione di funzioni misurabili da A a R convergente pun-
tualmente. Se esiste g : A → [0,+∞] sommabile, tale che, ∀k ∈ N , si ha | fk | ≤ g , allora
limk→+∞ fk è sommabile e
lim
k→+∞
∫
A
fk(x)d x =
∫
A
lim
k→+∞
fk(x)d x .
Dimostrazione. Poniamo, ∀x ∈ A , f (x) = limk→+∞ fk(x) . La funzione f è misurabile
perché limite di funzioni misurabili (v. teorema 1.3.13). Poiché | fk(x)| ≤ g (x) , si ha anche
| f (x)| ≤ g (x) , quindi, per il teorema 1.6.2, f è sommabile.
Poiché, ∀k ∈ N , si ha | fk | ≤ g e | f | ≤ g , risulta | fk − f | ≤ | fk |+ | f | ≤ 2g ; pertanto la
funzione 2g − | fk − f | è a valori non negativi. Per il lemma di Fatou,∫
A
minlim
k→+∞
 
2g (x)− | fk(x)− f (x)|

d x ≤minlim
k→+∞
∫
A
 
2g (x )− | fk(x)− f (x)|

d x ,
che equivale a∫
A

2g (x)−maxlim
k→+∞
| fk(x)− f (x)|

d x ≤
∫
A
2g (x)d x −maxlim
k→+∞
∫
A
| fk(x)− f (x)| d x .
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Poiché | fk(x)− f (x)| → 0 , per k →+∞ , si ha∫
A
2g (x)d x ≤
∫
A
2g (x)d x −maxlim
k→+∞
∫
A
| fk(x)− f (x)| d x ,
quindi maxlimk→+∞
∫
A
| fk(x)− f (x)| d x ≤ 0 . Poiché
∫
A
| fk(x)− f (x )| d x ≥ 0 si ha anche
minlimk→+∞
∫
A
| fk(x )− f (x)| d x ≥ 0 . Pertanto limk→+∞
∫
A
| fk(x)− f (x)| d x = 0 . Poiché,
∀k ∈N , si ha 
∫
A
fk(x)d x −
∫
A
f (x)d x
≤
∫
A
| fk(x)− f (x)| d x ,
risulta 
∫
A
fk(x)d x −
∫
A
f (x)d x
−−−→
k→+∞
0
e il teorema è provato.
L’esempio 1.5.18 mostra che, se non esiste una funzione sommabile g che maggiora
ciascuna delle | fk | , allora il limite dell’integrale può essere diverso dall’integrale del limite.
Dal teorema della convergenza dominata seguono facilmente i seguenti teoremi.
1.6.10 Teorema
Siano A∈M (Rn) e ∑+∞
k=0
fk una serie di funzioni sommabili da A a R convergente puntual-
mente. Se
∑+∞
k=0
∫
A
| fk(x )| d x <+∞ , allora
∑+∞
k=0
fk è sommabile e si ha
+∞∑
k=0
∫
A
fk(x)d x =
∫
A
+∞∑
k=0
fk(x)d x .
1.6.11 Teorema
Siano {Ak | k ∈ A } una famiglia finita o numerabile di sottoinsiemi misurabili di Rn a due
a due disgiunti, A =
⋃
k∈A Ak e f : A → R misurabile. Se, ∀k ∈ N , f

Ak
è sommabile e∑+∞
k=0
∫
Ak
| f (x)| d x <+∞ , allora f è sommabile in A e si ha
∫
A
f (x)d x =
∑
k∈A
∫
Ak
f (x )d x .
1.6.12 Teorema (assoluta continuità dell’integrale)
Siano A ∈ M (Rn) e f : A → R sommabile. Allora, ∀ǫ ∈R+ , ∃δǫ ∈ R+ tale che, per ogni
B ∈M (Rn) sottoinsieme di A con µ(B)<δǫ , si ha
∫
B
| f (x)| d x < ǫ .
Dimostrazione. Segue immediatamente dall’analogo teorema per le funzioni a valori non ne-
gativi con integrale finito (teorema 1.5.19).
1.7 Teoremi di riduzione
In questa sezione consideriamo lo spazio Rn come prodotto cartesiano Rq × Rr . In
generale indichiamo un elemento di tale spazio con (x , y) , intendendo che x ∈Rq e y ∈Rr .
Se A⊆Rq ×Rr e x ∈Rq poniamo Ax = { y ∈Rr | (x , y) ∈A} .
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1.7.1 Osservazione
Se poniamo
Rx : R
r →Rq ×Rr , Rx (y) = (x , y) ,
risulta Ax =R
−1
x (A) . Poiché Rx è continua, se A è aperto, allora Ax è aperto, mentre, se A
è chiuso, allora Ax è chiuso. Da ciò segue che, se A è di tipo Gδ , allora Ax è di tipo Gδ ,
se A è di tipo Fσ , allora Ax è di tipo Fσ .
1.7.2 Teorema
Sia A∈M (Rq ×Rr ) . Allora, per quasi ogni x ∈Rq , Ax ∈M (Rr ) , la funzione x 7→ µ∗(Ax )
è misurabile e
µ(A) =
∫
Rq
µ∗(Ax )d x .
Dimostriamo questo teorema mediante vari lemmi.
1.7.3 Lemma
Sia I un intervallo compatto di Rq ×Rr . Allora:
I) ∀x ∈Rq , Ix ∈M (Rr ) , la funzione x 7→ µ(Ix ) è misurabile e
µ(I ) =
∫
Rq
µ(Ix )d x ;
II) ∀x ∈Rq , (int I )x ∈M (Rr ) , la funzione x 7→µ
 
(int I )x

è misurabile e
µ(int I ) =
∫
Rq
µ
 
(int I )x

d x .
Dimostrazione. I) Sia I = I1×I2 , con I1 intervallo compatto di Rq e I2 intervallo compatto
di Rr . Allora
Ix =
¨
I2 , se x ∈ I1,
∅ , se x ∈ ∁I1;
quindi
µ(Ix ) =
¨
µ(I2) , se x ∈ I1,
0 , se x ∈ ∁I1.
Pertanto la funzione x 7→µ(Ix ) è semplice, quindi misurabile, e∫
Rq
µ(Ix )d x =
∫
I1
µ(I2)d x =µ(I1)µ(I2) =µ(I ) .
II) La dimostrazione è del tutto analoga.
1.7.4 Lemma
Sia G ⊆ Rq × Rr aperto. Allora, ∀x ∈ Rq , Gx ∈ M (Rr ) , la funzione x 7→ µ(Gx ) è
misurabile e
µ(G) =
∫
Rq
µ(Gx )d x .
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Dimostrazione. Consideriamo prima il caso µ(G)<+∞ .
Per l’osservazione 1.7.1, ∀x ∈ Rq , Gx è aperto, quindi è misurabile (v. affermazione I)
del teorema 1.2.19).
Per il teorema 1.2.18, esiste una famiglia numerabile { Ik | k ∈ N} di intervalli compatti
a due a due con interno disgiunto tali che G =
⋃
k∈N Ik . Risulta
⋃
k∈N int Ik ⊆G , pertanto,
∀x ∈Rq , si ha ⋃
k∈N
 
int Ik

x
⊆Gx =
⋃
k∈N
(Ik)x .
Poiché gli Ik hanno interni a due a due disgiunti, da qui segue
+∞∑
k=0
µ
 
(int Ik)x
≤µ(Gx )≤ +∞∑
k=0
µ
 
(Ik)x

. (1.7.1)
Per il lemma 1.7.3 e il teorema 1.5.14, si ha
+∞∑
k=0
µ(int Ik) =
+∞∑
k=0
∫
Rq
µ
 
(int Ik)x

d x =
∫
Rq
+∞∑
k=0
µ
 
(int Ik)x

d x ≤
≤
∫
Rq
+∞∑
k=0
µ
 
(Ik)x

d x =
+∞∑
k=0
∫
Rq
µ
 
(Ik)x

d x =
+∞∑
k=0
µ(Ik) .
Per la II) del teorema 1.2.15, µ(int Ik) = µ(Ik) , quindi si ha
∑+∞
k=0
µ(int Ik) =
∑+∞
k=0
µ(Ik) .
Pertanto
+∞∑
k=0
µ(int Ik) =
+∞∑
k=0
µ(Ik) =
∫
Rq
+∞∑
k=0
µ
 
(int Ik)x

d x =
∫
Rq
+∞∑
k=0
µ
 
(Ik)x

d x .
Inoltre
+∞∑
k=0
µ(int Ik) =µ
⋃
k∈N
int Ik

≤µ(G) =µ
⋃
k∈N
Ik

≤
+∞∑
k=0
µ(Ik) ,
Pertanto
µ(G) =
∫
Rq
+∞∑
k=0
µ
 
(int Ik)x

d x =
∫
Rq
+∞∑
k=0
µ
 
(Ik)x

d x . (1.7.2)
Poiché µ(G)<+∞ si ha
∫
Rq

+∞∑
k=0
µ
 
(Ik)x
− +∞∑
k=0
µ
 
(int Ik)x

d x =
∫
Rq
+∞∑
k=0
µ
 
(Ik)x

d x −
∫
Rq
+∞∑
k=0
µ
 
(int Ik)x

d x = 0 .
Pertanto, per la II) del teorema 1.5.10,
+∞∑
k=0
µ
 
(Ik)x
− +∞∑
k=0
µ
 
(int Ik)x

= 0 ,
cioè
+∞∑
k=0
µ
 
(Ik)x

=
+∞∑
k=0
µ
 
(int Ik)x

,
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per quasi ogni x ∈Rq e, per la (1.7.1), tali funzioni coincidono per quasi ogni x con µ(Gx ) ,
che quindi è misurabile. Inoltre, per la (1.7.2), si ha∫
Rq
µ(Gx )d x =µ(G) .
Consideriamo ora il caso µ(G) = +∞ .
Poniamo, ∀k ∈ N , Gk = G ∩ ]−k , k[q+r . Evidentemente, ∀k ∈ N , si ha Gk ⊆ Gk+1
e
⋃
k∈NGk = G . Gli insiemi Gk sono aperti di misura finita, quindi, per quanto già di-
mostrato, ∀x ∈ Rq risulta (Gk)x ∈M (Rr ) , la funzione x 7→ µ
 
(Gk)x

è misurabile e si
ha µ(Gk) =
∫
Rq
µ
 
(Gk)x

d x . Allora, ∀x ∈ Rq , l’insieme Gx =
⋃
k∈N(Gk)x è unione di
insiemi misurabili, pertanto, per la I) del teorema 1.2.16 è misurabile, inoltre la funzione
x 7→ µ(Gx ) = limk→+∞µ
 
(Gk)x

è limite di funzioni misurabili, pertanto è misurabile (teo-
rema 1.3.13) e, per il teorema di Beppo Levi 1.5.11,
µ(G) = lim
k→+∞
µ(Gk) = lim
k→+∞
∫
Rq
µ
 
(Gk)x

d x =
∫
Rq
lim
k→+∞
µ
 
(Gk)x

d x =
∫
Rq
µ(Gx )d x .
1.7.5 Lemma
Sia M ⊆ Rq ×Rr di tipo Gδ . Allora, ∀x ∈ Rq , Mx ∈ M (Rr ) , la funzione x 7→ µ(Mx ) è
misurabile e
µ(M ) =
∫
Rq
µ(Mx )d x .
Dimostrazione. Consideriamo prima il caso µ(M )<+∞ .
Poiché M è di tipo Gδ , esiste {Gk | k ∈ N} , famiglia di aperti di Rq × Rr , tale
che M =
⋂
k∈NGk . È facile dimostrare che tali aperti possono essere scelti in modo che sia
Gk+1⊆Gk e µ(G0)<+∞ .
Allora, ∀x ∈ Rq , l’insieme Mx =
⋂
k∈N(Gk)x è misurabile (v. affermazione I) del teo-
rema 1.2.16) e la funzione x 7→µ(Mx ) = limk→+∞µ
 
(Gk)x

è misurabile (teorema 1.3.13).
Inoltre, ∀k ∈ N , si ha µ (Gk)x≤µ (G0)x e la funzione x 7→ µ (G0)x è sommabile per-
ché ha integrale µ(G0) , che è reale. Possiamo quindi applicare il teorema della convergenza
dominata 1.6.9, e si ha
µ(M ) = lim
k→+∞
µ(Gk) = lim
k→+∞
∫
Rq
µ
 
(Gk)x

d x =
∫
Rq
lim
k→+∞
µ
 
(Gk)x

d x =
∫
Rq
µ
 
(Mk)x

d x .
Nel caso µ(M ) = +∞ poniamo, ∀k ∈ N , Mk = M ∩ ]−k , k[q+r e ragioniamo come
nell’ultima parte della dimostrazione del lemma 1.7.4.
1.7.6 Lemma
Sia A∈M (Rq ×Rr ) . Se µ(A) = 0 , allora, per quasi ogni x ∈Rq , µ∗(Ax ) = 0 .
Dimostrazione. Per il teorema 1.2.21 esiste M ⊆ Rq ×Rr , di tipo Gδ , tale che A ⊆ M e
µ(M \A) = 0 , quindi anche µ(M ) = 0 . Per il lemma 1.7.5, ∀x ∈ Rq , Mx è misurabile, la
funzione x 7→µ(Mx ) è misurabile e
∫
Rq
µ(Mx )d x =µ(M ) = 0 . Pertanto, per la I) del teore-
ma 1.5.10, µ(Mx ) = 0 per quasi ogni x ∈ Rq , ma 0 ≤ µ∗(Ax ) ≤ µ(Mx ) , quindi µ∗(Ax ) = 0
per quasi ogni x ∈Rq .
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Dimostrazione del teorema 1.7.2. Sia A ∈ M (Rq ×Rr ) . Per il teorema 1.2.21 esiste M , di
tipo Gδ , tale che A⊆M e, posto H =M \A , si ha µ(H ) = 0 .
Per i lemmi 1.7.5 e 1.7.6, per quasi ogni x ∈ Rq , Mx e Hx sono misurabili, quindi
Ax = Mx \Hx è misurabile. Si ha µ(Mx ) = µ∗(Ax ) +µ∗(Hx ) ; poiché µ∗(Hx ) = 0 per quasi
ogni x , risulta µ(Mx ) = µ
∗(Ax ) per quasi ogni x . La funzione x 7→ µ(Mx ) è misurabile,
quindi anche la funzione x 7→µ∗(Ax ) è misurabile e si ha
µ(A) =µ(M ) =
∫
Rq
µ(Mx )d x =
∫
Rq
µ∗(Ax )d x .
Se A è misurabile, per il teorema 1.7.2 la funzione x 7→ µ(Ax ) è misurabile e quindi si ha
il seguente teorema.
1.7.7 Teorema
Sia A∈M (Rq ×Rr ) . Posto
PA= { x ∈Rq | Ax ∈M (Rr ),µ(Ax )> 0} ,
PA è misurabile.
1.7.8 Teorema (di Tonelli)
Sia f : Rq ×Rr → [0,+∞] misurabile. Allora:
I) per quasi ogni x ∈Rq la funzione y 7→ f (x , y) è misurabile;
II) posto H = { x ∈Rq | y 7→ f (x , y) non è misurabile} , la funzione x 7→ ∫
Rr
f (x , y)d y è
misurabile in Rq \H ;
III)
∫
Rq×Rr f (x , y)d (x , y) =
∫
Rq\H
 ∫
Rr
f (x , y)d y

d x .
Qualunque funzione F : Rq → [0,+∞] che coincide con x 7→ ∫
Rr
f (x , y)d y nei punti
di Rq \ H è misurabile, perché coincide con una funzione misurabile al di fuori di un in-
sieme di misura nulla. Inoltre
∫
Rq
F (x)d x =
∫
Rq\H
 ∫
Rr
f (x , y)d y

d x . Pertanto spesso si
scrive
∫
Rq
 ∫
Rr
f (x , y)d y

d x anziché
∫
Rq\H
 ∫
Rr
f (x , y)d y

d x , intendendo che si integra
la funzione x 7→ ∫
Rr
f (x , y)d y prolungata in modo arbitrario ai punti di H .
Dimostrazione. Dimostriamo anzitutto il teorema se f è semplice, successivamente lo pro-
viamo per f arbitraria, considerandola come limite di funzioni semplici.
Sia f =
∑p
k=1
λkχAk , con λ1,λ2, . . . ,λp ∈ [0,+∞[ e A1,A2, . . . ,Ap ∈M (Rq ×Rr ) . Os-
serviamo che, ∀(x , y) ∈ Rq ×Rr , si ha χAk (x , y) = χ(Ak )x (y) . Per k = 1,2, . . . , p poniamo
Hk = { x ∈Rq | (Ak)x non è misurabile} . Per il teorema 1.7.2, si ha µ(Hk) = 0 , quindi, posto
H =
⋃p
k=1
Hk , si ha µ(H ) = 0 e ciascuno degli (Ak)x è misurabile ∀x ∈Rq \H . Allora, se
x ∈Rq \H ,∫
Rr
f (x , y)d y =
∫
Rr
p∑
k=1
λkχAk (x , y)d y =
p∑
k=1
λk
∫
Rr
χ(Ak )x (y)d y =
p∑
k=1
λkµ
 
(Ak)x

La funzione x 7→ µ (Ak)x è misurabile in Rq \ H , perché in tale insieme coincide con
x 7→ µ∗ (Ak)x , che è misurabile per il teorema 1.7.2. Allora la funzione x 7→ ∫Rr f (x , y)d y
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è misurabile e si ha∫
Rq\H
∫
Rr
f (x , y)d y

d x =
∫
Rq\H
p∑
k=1
λkµ
 
(Ak)x

d x =
p∑
k=1
λk
∫
Rq\H
µ
 
(Ak)x

d x =
=
p∑
k=1
λkµ(Ak) =
∫
Rq×Rr
f (x , y)d (x , y) .
Sia ora f : Rq ×Rr → [0,+∞] misurabile e sia ( fk)k∈N una successione crescente di
funzioni semplici convergente puntualmente a f . Poniamo, ∀k ∈N ,
Hk = { x ∈Rq | y 7→ fk(x , y) non è misurabile} .
Per quanto già dimostrato µ(Hk) = 0 , quindi, posto H =
⋃
k∈N Hk si ha anche µ(H ) = 0 .
Sia x ∈ Rq \H ; ∀k ∈ N , si ha x ∈ Rq \Hk , quindi la funzione y 7→ fk(x , y) è misurabile,
pertanto, per il teorema 1.3.13, la funzione y 7→ limk→+∞ fk(x , y) = f (x , y) è misurabile ed
è verificata la I).
Poniamo, ∀k ∈N , ∀x ∈Rq \H , Fk(x) =
∫
Rr
fk(x , y)d y e F (x) =
∫
Rr
f (x , y)d y ; poi-
ché fk è semplice, per quanto già dimostrato, Fk è misurabile. Inoltre, poiché la successione
( fk)k∈N è crescente, per il teorema di Beppo Levi 1.5.11 la successione (Fk)k∈N è puntualmente
convergente e
lim
k→+∞
Fk(x) = lim
k→+∞
∫
Rr
fk(x , y)d y =
∫
Rr
lim
k→+∞
fk(x , y)d y =
∫
Rr
f (x , y)d y = F (x) .
Pertanto F è misurabile ed è verificata la II).
Infine, poiché la successione ( fk)k∈N è crescente, anche (Fk)k∈N è crescente, quindi, per il
teorema di Beppo Levi,∫
Rq×Rr
f (x , y)d (x , y) = lim
k→+∞
∫
Rq×Rr
fk(x , y)d (x , y) = lim
k→+∞
∫
Rq\H
Fk(x)d x =
=
∫
Rq\H
lim
k→+∞
Fk(x)d x =
∫
Rq\H
F (x )d x .
Pertanto è verificata la III).
1.7.9 Osservazione
Il teorema di Tonelli può essere utilizzato per dimostrare che una funzione è sommabile.
Infatti se sappiamo che
∫
Rq
 ∫
Rr
| f (x , y)| d y d x < +∞ , allora, per il teorema di Tonelli,∫
Rq×Rr | f (x , y)| d (x , y)<+∞ , quindi f è sommabile.
Per integrali su sottoinsiemi di Rq ×Rr il teorema di Tonelli prende la forma seguente.
1.7.10 Teorema
Siano A∈M (Rq ×Rr ) , f : A→ [0,+∞] misurabile. Poniamo
PA= { x ∈Rq | Ax ∈M (Rr ),µ(Ax )> 0} .
Allora:
1.7. Teoremi di riduzione 45
I) per quasi ogni x ∈ PA la funzione y 7→ f (x , y) è misurabile;
II) posto H = { x ∈ PA | y 7→ f (x , y) non è misurabile} , la funzione x 7→
∫
Ax
f (x , y)d y è
misurabile in PA \H ;
III)
∫
A
f (x , y)d (x , y) =
∫
PA\H
∫
Ax
f (x , y)d y

d x .
1.7.11 Teorema (di Fubini)
Sia f : Rq ×Rr →R sommabile. Allora:
I) per quasi ogni x ∈Rq la funzione y 7→ f (x , y) è sommabile;
II) posto H = { x ∈Rq | y 7→ f (x , y) non è sommabile} , la funzione x 7→ ∫
Rr
f (x , y)d y è
sommabile in Rq \H ;
III)
∫
Rq×Rr f (x , y)d (x , y) =
∫
Rq\H
 ∫
Rr
f (x , y)d y

d x .
Dimostrazione. Posto
H± = { x ∈Rq | y 7→ f ±(x , y) non è misurabile} ,
per il teorema di Tonelli 1.7.8 si ha µ(H±) = 0 e∫
Rq×Rr
f ±(x , y)d (x , y) =
∫
Rq\H±
∫
Rr
f ±(x , y)d y

d x .
Poiché f è sommabile, si ha
∫
Rq×Rr f
±(x , y)d (x , y) < +∞ ; dalla precedente uguaglianza
segue che le funzioni x 7→ ∫
Rr
f ±(x , y)d y hanno integrale finito su Rq\(H+∪H−) . Pertanto
le funzioni x 7→ ∫
Rr
f ±(x , y)d y hanno integrale finito su Rq \H± . Quindi, posto
G± =

x ∈Rq \H±

∫
Rr
f ±(x , y)d y =+∞

,
per il teorema 1.6.5, µ(G±) = 0 . Poniamo H = H+ ∪H− ∪G+ ∪G− ; H ha misura nulla,
perché unione di insiemi di misura nulla, e ∀x ∈ Rq \ H , si ha ∫
Rr
f ±(x , y)d y < +∞ ,
pertanto y 7→ f (x , y) è sommabile. Quindi è verificata la I).
Poiché f è sommabile, per il teorema 1.6.1 e per il teorema di Tonelli, si ha∫
Rq\H

∫
Rr
f (x , y)d y
 d x ≤
∫
Rq\H
∫
Rr
| f (x , y)| d y

d x =
∫
Rq×Rr
| f (x , y)| d (x , y)<+∞ ,
Pertanto la funzione x 7→ ∫
Rr
f (x , y)d y è sommabile in Rq \H ; quindi è verificata la II).
Infine, ancora per il teorema di Tonelli,∫
Rq×Rr
f (x , y)d (x , y) =
∫
Rq×Rr
f +(x , y)d (x , y)−
∫
Rq×Rr
f −(x , y)d (x , y) =
=
∫
Rq\H
∫
Rr
f +(x , y)d y

d x −
∫
Rq\H
∫
Rr
f −(x , y)d y

d x =
=
∫
Rq\H
∫
Rr
 
f +(x , y)− f −(x , y)d y d x = ∫
Rq\H
∫
Rr
f (x , y)d y

d x ,
pertanto è verificata la III).
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Per integrali su sottoinsiemi di Rq ×Rr il teorema di Fubini prende la forma seguente.
1.7.12 Teorema
Siano A∈M (Rq ×Rr ) , f : A→R sommabile. Poniamo
PA= { x ∈Rq | Ax ∈M (Rr ),µ(Ax )> 0} .
Allora:
I) per quasi ogni x ∈ PA la funzione y 7→ f (x , y) è sommabile;
II) posto H = { x ∈ PA | y 7→ f (x , y) non è sommabile} , la funzione x 7→
∫
Ax
f (x , y)d y è
sommabile in PA \H ;
III)
∫
A
f (x , y)d (x , y) =
∫
PA\H
∫
Ax
f (x , y)d y

d x .
1.8 Cambiamento di variabili
In questa sezione studiamo i cambiamenti di variabili negli integrali.
Con il termine cambiamento di variabili indichiamo una funzione Φ : Ω
su−→
1-1
O , con Ω
e O aperti di Rn , di classe C 1 con inversa di classe C 1 . Una tale funzione è detta dif-
feomorfismo. Condizione necessaria e sufficiente affinché l’inversa sia di classe C 1 è che il
differenziale di f sia invertibile in ogni punto.
Osserviamo che sotto queste ipotesi la funzione Φ−1 è un diffeomorfismo da O su Ω .
Per alcune dimostrazioni utilizzeremo il seguente teorema relativo al calcolo differenziale.
1.8.1 Teorema
Siano B ⊆Rn aperto, F ∈C 1(B ,Rm) e x , y ∈ B tali che il segmento di estremi x e y è incluso
in B . Allora
‖F (x)−F (y)‖ ≤
√√√√ n∑
j=1
m∑
k=1
sup(D j Fk)
2 ‖x − y‖ .
Dimostrazione. Per il teorema del valor medio, per k = 1,2, . . . , m , esiste ξ k , appartenente
al segmento di estremi x e y , tale che Fk(x)− Fk(y) =∇Fk(ξ k) · (x − y) . Quindi
‖F (x )−F (y)‖2 ≤
m∑
k=1
‖∇Fk(ξ k)‖2 ‖x − y‖2 =
m∑
k=1
n∑
j=1
 
D j Fk(ξ k)
2‖x − y‖2 ;
da cui segue il teorema.
Per studiare i cambiamenti di variabile negli integrali è necessario anzitutto studiare come
essi agiscono sulla misura di insiemi. Il seguente teorema fornisce le informazioni necessarie.
1.8.2 Teorema
Siano Ω,O ⊆ Rn aperti, Φ : Ω su−→
1-1
O diffeomorfismo, A⊆ Ω . Si ha A∈M (Rn) è misurabile
se e solo se Φ(A) ∈M (Rn) e in tal caso risulta
µ
 
Φ(A)

=
∫
A
|detJ
Φ
(ξ )| dξ .
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Dimostriamo questo teorema mediante vari lemmi.
Chiamiamo cubo compatto un intervallo compatto che ha tutti i lati della stessa lunghez-
za. Per indicarlo usiamo la notazione seguente. Se x ∈Rn e ℓ ∈R+ , indichiamo con C (x ,ℓ)
il cubo compatto di centro x e lato 2ℓ , cioè
C (x ,ℓ) =
n
×
j=1

x j − ℓ, x j + ℓ

.
Osserviamo che B(x ,ℓ)⊆C (x ,ℓ)⊆ B(x ,pn ℓ) .
1.8.3 Lemma
Sia A⊆Ω ; µ∗(A) = 0 se e solo se µ∗ Φ(A)= 0 .
Dimostrazione. Dimostriamo che se µ∗(A) = 0 allora µ∗
 
Φ(A)

= 0 .
Supponiamo dapprima che esista Q ⊆Ω compatto tale che A⊆ int Q .
Poiché Φ è di classe C 1 e Q è compatto, le derivate parziali di Φ sono limitate in Q .
Poniamo
K =
√√√√ n∑
j=1
n∑
k=1
sup(D jΦk)
2
Se C (x ,ℓ)⊆Q , allora, per il teorema 1.8.1, ∀ξ ∈C (x ,ℓ) , si ha
‖Φ(ξ )−Φ(x)‖ ≤ K‖ξ − x‖ ≤ Kpn ℓ ,
quindi
Φ
 
C (x ,ℓ)
⊆ B Φ(x),Kpn ℓ⊆C  Φ(x),Kpn ℓ .
Poiché Φ
 
C (x ,ℓ)

è compatto, esso è misurabile e si ha
µ
 
Φ
 
C (x ,ℓ)
≤mis C  Φ(x),Kpn ℓ=  2Kpn ℓn =  Kpnn mis C (x ,ℓ) .
Sia ǫ ∈ R+ . Poiché µ(A) = 0 , per il teorema 1.2.21 esiste G aperto, tale che A⊆ G e
µ(G) < ǫ . Possiamo inoltre scegliere G ⊆ intQ . Per il teorema 1.2.18 G =⋃
k∈NCk , con
i Ck cubi compatti a due a due con interno disgiunto. Allora
µ∗
 
Φ(A)
≤µ Φ(G)≤ +∞∑
k=0
µ
 
Φ(Ck)
≤  Kpnn +∞∑
k=0
µ(Ck) =
 
K
p
n
n
µ(G)<
 
K
p
n
n
ǫ .
Vista l’arbitrarietà di ǫ , si ha µ∗
 
Φ(A)

= 0 .
Sia ora A un qualunque sottoinsieme di Ω di misura nulla. Per k ∈N∗ poniamo
Qk =
§
x ∈Ω
 dist x ,∁Ω≥ 1k
ª
∩ [−k , k]n .
Ciascun Qk è compatto, contenuto in Ω e⋃
k∈N∗
int Qk =
⋃
k∈N∗
§
x ∈Ω
 dist x ,∁Ω> 1k
ª
∩ ]−k , k[n

=Ω .
Per ogni k ∈N∗ , A∩int Qk è contenuto nell’interno di un compatto contenuto in Ω , quindi,
per quanto già dimostrato, si ha µ
 
Φ(A∩ intQk)

= 0 . Risulta A∩ intQk ⊆A∩ intQk+1 e
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⋃
k∈N∗(A∩intQk) =A , da cui Φ(A∩intQk)⊆ Φ(A∩intQk+1) e
⋃
k∈N∗Φ(A∩ intQk) =Φ(A) ,
pertanto, per la I) del teorema 1.2.17, si ha
µ
 
Φ(A)

=µ
⋃
k∈N∗
Φ(A∩ int Qk)

= lim
k→+∞
µ
 
Φ(A∩ int Qk)

= 0 .
Viceversa, poiché Φ−1 è un diffeomorfismo, per quanto già dimostrato se µ∗
 
Φ(A)

= 0
allora µ∗(A) =µ∗
 
Φ
−1 
Φ(A)

= 0 .
1.8.4 Lemma
Sia A⊆Ω ; A è misurabile se e solo se Φ(A) è misurabile.
Dimostrazione. Dimostriamo che se A è misurabile, allora Φ(A) è misurabile.
Se A ∈ M (Rn) allora, per il teorema 1.2.21, esiste M di tipo Gδ tale che A⊆M e
µ(M \A) = 0 . Possiamo supporre M ⊆ Ω . Si ha Φ(A) = Φ(M ) \Φ(M \A) . Poiché Φ è un
diffeomorfismo, trasforma aperti in aperti e quindi insiemi di tipo Gδ in insiemi di tipo Gδ ;
pertanto Φ(M ) ∈ M (Rn) . Inoltre, per il lemma 1.8.3, Φ(M \A) ha misura nulla, quindi è
misurabile. Pertanto Φ(A) è differenza di insiemi misurabili, quindi è misurabile.
Viceversa, poiché Φ−1 è un diffeomorfismo, per quanto già dimostrato se Φ(A) ∈M (Rn)
allora A= Φ−1
 
Φ(A)
 ∈M (Rn) .
1.8.5 Lemma
Siano T una trasformazione lineare da Rn a Rn invertibile, D la sua matrice associata e
A∈M (Rn) . Allora µ T (A)= |det D |µ(A) .
Dimostrazione. Ogni trasformazione lineare da Rn a Rn invertibile può essere fattorizzata
nel prodotto di trasformazioni lineari di uno dei seguenti tre tipi.
a) Scambio di coordinate: S i , j , con 1≤ i < j ≤ n , tale che
S i , j (x) = (x1, . . . , xi−1, x j , xi+1, . . . , x j−1, xi , x j+1, . . . , xn) .
La matrice associata è 

1 0 . . . 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0 . . . 0
...
... . . .
... . . .
... . . .
...
0 0 . . . 0 . . . 1 . . . 0
...
... . . .
... . . .
... . . .
...
0 0 . . . 1 . . . 0 . . . 0
...
... . . .
... . . .
... . . .
...
0
1
0
2
. . . 0
i
. . . 0
j
. . . 1
n


,
che ha determinante −1 .
b) Moltiplicazione di una coordinata per una costante: M i ,λ , con 1 ≤ i ≤ n , λ ∈ R \ {0} ,
tale che
M i ,λ(x) = (x1, . . . , xi−1,λxi , xi+1, . . . , xn) .
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La matrice associata è 

1 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0
...
... . . .
... . . .
...
0 0 . . . λ . . . 0
...
... . . .
... . . .
...
0
1
0
2
. . . 0
i
. . . 1
n


,
che ha determinante λ .
c) Somma di un multiplo di una coordinata ad un’altra: C i , j ,λ , con 1 ≤ i , j ≤ n , i 6= j ,
λ ∈R \ {0} , tale che
C i , j ,λ(x) = x +λx j ei = (x1, . . . , xi−1, xi +λx j , xi+1, . . . , xn) .
La matrice associata è 

1 0 . . . 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0 . . . 0
...
... . ..
... . ..
... .. .
...
0 0 . . . 1 . . . λ . . . 0
...
... . ..
... . ..
... .. .
...
0 0 . . . 0 . . . 1 . . . 0
...
... . ..
... . ..
... .. .
...
0
1
0
2
. . . 0
i
. . . 0
j
. . . 1
n


,
che ha determinante 1 .
Se I è un intervallo compatto di Rn , allora S i , j (I ) è un intervallo compatto di R
n e
mis
 
S i , j (I )

= mis(I ) . Da questo segue facilmente che qualunque sia A ∈ M (Rn) si ha
µ
 
S i , j (A)

=µ(A) .
Se I è un intervallo compatto di Rn , allora M i ,λ(I ) è un intervallo compatto di R
n e
mis
 
M i ,λ(I )

= λmis(I ) . Da questo segue facilmente che qualunque sia A ∈ M (Rn) si ha
µ
 
M i ,λ(A)

= λµ(A) .
Per studiare la misura del trasformato di un insieme mediante C i , j ,λ limitiamoci al caso
n = 2 , in modo da evitare complicazioni di notazione.
Si ha, ∀(x, y) ∈ R2 , C1,2,λ(x, y) = (x + λy, y) . Sia I = [a, b ] × [c , d ] un intervallo
compatto di R2 . Se λ> 0 , per ogni (x, y) ∈ I si ha a+λc ≤ x +λy ≤ b +λd , pertanto
C1,2,λ(I )⊆ [a+λc , b +λd ]× [c , d ]
e quindi µ
 
C1,2,λ(I )
≤  b − a+λ(d − c)(d − c) . Se invece λ < 0 , per ogni (x, y) ∈ I si ha
a+λd ≤ x +λy ≤ b +λc , pertanto
C1,2,λ(I )⊆ [a+λd , b +λc]× [c , d ]
e quindi µ
 
C1,2,λ(I )
≤  b − a+λ(c − d )(d − c) . Pertanto si ha in ogni caso
µ
 
C1,2,λ(I )
≤  b − a+ |λ|(d − c)(d − c) .
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Inoltre se, k ∈N∗ , si ha
[a, b ]× [c , d ] =
k⋃
j=1
[a, b ]×

c +
( j − 1)(d − c)
k
, c +
j (d − c)
k

,
quindi, utilizzando ciò che si è appena dimostrato,
µ
 
C1,2,λ([a, b ]× [c , d ])
≤ k∑
j=1
µ

C1,2,λ

[a, b ]×

c +
( j − 1)(d − c)
k
, c +
j (d − c)
k

≤
≤
k∑
j=1

b − a+ |λ| d − c
k

1
k
(c − d ) =

b − a+ |λ| d − c
k

(c − d ) .
Passando al limite per k →+∞ , da qui si ottiene
µ
 
C1,2,λ([a, b ]× [c , d ])
≤ (b − a)(d − c) =mis([a, b ]× [c , d ]) .
Da qui segue facilmente che qualunque sia A ∈M (Rn) , si ha µ C1,2,λ(A) ≤ µ(A) . Poiché
C−1
1,2,λ
=C1,2,−λ , si ha anche
µ(A) =µ
 
C1,2,−λ
 
C1,2,λ(A)
≤µ C1,2,λ(A) ;
quindi µ(A) =µ
 
C1,2,λ(A)

.
In ogni caso, il trasformato di un insieme misurabile A mediante una delle trasformazioni
lineari S i , j , M i ,λ , C i , j ,λ , ha misura uguale a µ(A) moltiplicato per il valore assoluto del
determinante della matrice associata alla trasformazione lineare. Qualunque trasformazione
lineare T è composizione di trasformazioni del tipo elencato sopra, quindi, se A∈M (Rn) ,
allora µ
 
T (A)

è uguale al prodotto dei determinanti delle trasformazioni lineari in cui è
fattorizzata T per µ(A) , ma il prodotto di tali determinanti è il determinante di T . Questo
prova il teorema.
1.8.6 Lemma
Siano x ∈Ω e (Ck)k∈N una successione decrescente di cubi compatti inclusi in Ω che tende a {x} .
Se J
Φ
(x ) è la matrice identità, allora
lim
k→+∞
µ
 
Φ(Ck)

µ(Ck)
= 1 .
Con l’espressione successione decrescente di cubi compatti inclusi in Ω che tende a {x}
intendiamo che, ∀k ∈ N , Ck è un cubo compatto, x ∈ Ck ⊆ Ω , Ck+1 ⊆ Ck e il lato di Ck
tende a 0 , per k →+∞ .
Dimostrazione. Poniamo y = Φ(x) .
Sia ǫ ∈ R+ . La funzione Φ− I è di classe C 1 ha tutte le derivate parziali nulle in x ;
quindi esiste δ1 ∈ R+ tale che per ξ ∈ B(x ,δ1) , j , k = 1,2, . . . , n si ha
D jΦk(ξ ) ≤ ǫ/n .
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Allora, per il teorema 1.8.1, ∀ξ ,η ∈ B(x ,δ1) , si ha
‖(Φ− I )(ξ )− (Φ− I )(η)‖ ≤ ǫ‖ξ − η‖ .
Analogamente, poiché anche J
Φ
−1(y) = (J
Φ
(x))−1 è la matrice identità, esiste δ2 ∈ R+ tale
che ∀ξ ,η ∈ B(y ,δ2) , si ha(Φ−1− I )(ξ )− (Φ−1− I )(η)≤ ǫ‖ξ − η‖ .
Siano α ∈ Rn e ℓ ∈ R+ , tali che C (α,ℓ) ⊆ B(x ,δ1) . Qualunque sia ξ ∈ C (α,ℓ) , per
j = 1,2, . . . , n , si haΦ j (ξ )−Φ j (α)≤ |ξ j −α j |+ (Φ− I ) j (ξ )− (Φ− I ) j (α)≤
≤ |ξ j −α j |+ ‖(Φ− I )(ξ )− (Φ− I )(α)‖ ≤ |ξ j −α j |+ ǫ‖ξ −α‖ ≤ (1+
p
n ǫ)ℓ ;
perciò
Φ
 
C (α,ℓ)
⊆C  Φ(α), (1+pn ǫ)ℓ .
Quindi
µ
 
Φ
 
C (α,ℓ)

µ
 
C (α,ℓ)
 ≤ µ
 
C
 
Φ(α), (1+
p
n ǫ)ℓ

µ
 
C (α,ℓ)
 =  1+pn ǫn. (1.8.1)
Analogamente, se β ∈Rn e m ∈R+ sono tali che C (β, m)⊆ B(y,δ2) , si ha
Φ
−1 C (β, m)⊆C  Φ−1(β), (1+pn ǫ)m ,
cioè, posto α= Φ−1(β) e ℓ= (1+
p
n ǫ)m ,
C
 
Φ(α),ℓ/(1+
p
n ǫ)
⊆ Φ C (α,ℓ) .
Quindi
µ
 
Φ
 
C (α,ℓ)

µ
 
C (α,ℓ)
 ≥ µ
 
C
 
Φ(α),ℓ/(1+
p
n ǫ)

µ
 
C (α,ℓ)
 =  1+pn ǫ−n . (1.8.2)
Indichiamo ora con αk e ℓk il centro e il semilato del cubo Ck . Per ipotesi ℓk → 0 .
Poiché x ∈ Ck = C (αk ,ℓk) , definitivamente rispetto a k , si ha C (αk ,ℓk) ⊆ B(x ,δ1) . Ana-
logamente, definitivamente rispetto a k , si ha C
 
Φ(αk),
p
n ℓk/(1 +
p
n ǫ)
 ⊆ B(y ,δ2) .
Quindi Ck verifica definitivamente (1.8.1) e (1.8.2), cioè si ha
 
1+
p
n ǫ
−n ≤ µ
 
Φ(Ck)

µ(Ck)
≤  1+pn ǫn .
Per l’arbitrarietà di ǫ , questo prova il lemma.
1.8.7 Lemma
Siano x ∈Ω e (Ck)k∈N una successione decrescente di cubi compatti inclusi in Ω che tende a {x} .
Allora
lim
k→+∞
µ
 
Φ(Ck)

µ(Ck)
= |detJ
Φ
(x)| .
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Dimostrazione. Siano T la trasformazione lineare in Rn la cui matrice associata è J
Φ
(x)
e F = T −1Φ . Poiché T −1 è una trasformazione lineare invertibile, F è un diffeomorfismo
da Ω su T−1(O) . Inoltre JF (x) =
 J
Φ
(x)
−1J
Φ
(x) = I . Allora, per il lemma 1.8.6,
lim
k→+∞
µ
 
F (Ck)

µ(Ck)
= 1 ;
inoltre, per il lemma 1.8.5,
µ
 
F (Ck)

=µ
 
T −1
 
Φ(Ck)

=
det(J
Φ
(x )
−1µ Φ(Ck)= |detJΦ(x)|−1µ Φ(Ck) .
Pertanto
lim
k→+∞
µ
 
Φ(Ck)

µ(Ck)
= lim
k→+∞
|detJ
Φ
(x)|µ F (Ck)
µ(Ck)
= |detJ
Φ
(x )| .
1.8.8 Lemma
Siano x ∈Ω e (Ck)k∈N una successione decrescente di cubi compatti inclusi in Ω che tende a {x} .
Allora
lim
k→+∞
1
µ
 
Φ(Ck)
 ∫
Ck
|detJ
Φ
(ξ )| dξ = 1 .
Dimostrazione. Si ha
1
µ
 
Φ(Ck)
 ∫
Ck
|detJ
Φ
(ξ )| dξ = µ(Ck)
µ
 
Φ(Ck)
 1
µ(Ck)
∫
Ck
|detJ
Φ
(ξ )| dξ .
Per il lemma 1.8.7 la prima frazione ha limite |detJ
Φ
(x)|−1 . I rimanenti termini sono la media
della funzione ξ 7→ |detJ
Φ
(ξ )| sul cubo Ck . Poiché la funzione |detJΦ| è continua, e la
successione dei cubi tende a {x} , tale media ha limite |detJ
Φ
(x )| . Questo prova il lemma.
1.8.9 Lemma
Sia C un cubo compatto contenuto in Ω . Allora
µ
 
Φ(C )

=
∫
C
|detJ
Φ
(ξ )| dξ .
Dimostrazione. Dimostriamo il lemma per assurdo. Supponiamo quindi che esista un cubo
compatto C0 ⊆ Ω , per cui la tesi è falsa; cioè si ha
∫
C0
|detJ
Φ
(ξ )| dξ = λµ Φ(C0) , con
λ 6= 1 .
Dimostriamo il lemma nel caso che sia λ > 1 .
Indichiamo con ℓ il lato di C0 ; suddividiamo C0 in 2
n cubi di lato ℓ/2 , a due a due
con interno disgiunto. Indichiamo con B j , j = 1,2, . . . , 2
n questi cubi. Poiché i B j hanno a
due a due intersezione di misura nulla, per il lemma 1.8.3 anche i Φ(B j ) hanno a due a due
intersezione di misura nulla. Perciò si ha
2n∑
j=1
∫
B j
|detJ
Φ
(ξ )| dξ =
∫
C0
|detJ
Φ
(ξ )| dξ = λµ Φ(C0)= λ 2
n∑
j=1
µ
 
Φ(B j )

.
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Quindi, per almeno uno dei B j risulta∫
B j
|detJ
Φ
(ξ )| dξ ≥ λµ Φ(B j ) .
Indichiamo con C1 uno dei cubi per cui vale questa disuguaglianza. Notiamo che C1 ⊆C0 e
il lato di C1 è ℓ/2 .
Il ragionamento può essere ripetuto per trovare un cubo C2 , incluso in C1 di lato ℓ/2
2 ,
tale che ∫
C2
|detJ
Φ
(ξ )| dξ ≥ λµ Φ(C2) .
Proseguendo costruiamo una successione di cubi Ck , di lato ℓ/2
k , con Ck+1 ⊆Ck , e tali che∫
Ck
|detJ
Φ
(ξ )| dξ ≥ λµ Φ(Ck) ,
cioè ∫
Ck
|detJ
Φ
(ξ )| dξ
µ
 
Φ(Ck)
 ≥ λ .
Poiché i Ck sono compatti e Ck+1 ⊆ Ck ,
⋂
k∈NCk è non vuota. Sia x ∈
⋂
k∈NCk . Il lato
di Ck tende a 0 per k →+∞ , quindi abbiamo una successione decrescente di cubi compatti
che tende a {x} , pertanto, per il lemma 1.8.8,
lim
k→+∞
∫
Ck
|detJ
Φ
(ξ )| dξ
µ
 
Φ(Ck)
 = 1 .
Ciò è assurdo perché il quoziente è sempre maggiore o uguale di λ , che è maggiore di 1 .
Se λ < 1 la dimostrazione è analoga.
Dimostrazione del teorema 1.8.2. Sia G ⊆ Ω aperto. Per il teorema 1.2.18, G = ⋃
k∈NCk ,
con i Ck cubi compatti a due a due con interno disgiunto. Poiché l’intersezione di due di
questi cubi ha misura nulla, per il lemma 1.8.3 anche gli insiemi Φ(Ck) hanno a due a due
intersezione di misura nulla. Pertanto, per il lemma 1.8.9,
µ
 
Φ(G)

=
+∞∑
k=0
µ
 
Φ(Ck)

=
+∞∑
k=0
∫
Ck
|detJ
Φ
(ξ )| dξ =
∫
G
|detJ
Φ
(ξ )| dξ .
Sia M ⊆Ω di tipo Gδ .
Supponiamo dapprima che esista Q ⊆Ω compatto tale che M ⊆ intQ . Sia {Gk | k ∈N}
una famiglia di aperti di O tale che M =
⋂
k∈NGk e Gk+1 ⊆ Gk . Possiamo scegliere tali
insiemi in modo che sia G0 ⊆ int Q . Poiché Q è compatto e Φ è continua, Φ(Q) è limitato,
1.8. Cambiamento di variabili 54
quindi Φ(G0) è limitato, pertanto ha misura finita. Dalla II) del teorema 1.2.17 si ottiene
quindi
µ
 
Φ(M )

= lim
k→+∞
µ
 
Φ(Gk)

= lim
k→+∞
∫
Gk
|detJ
Φ
(ξ )| dξ = lim
k→+∞
∫
Ω
|detJ
Φ
(ξ )|χGk (ξ )dξ .
Le funzioni |detJ
Φ
|χGk sono maggiorate da |detJΦ|χG0 , che è sommabile perché il suo
integrale è µ
 
Φ(G0)

. Pertanto, per il teorema della convergenza dominata 1.6.9,
lim
k→+∞
∫
Ω
|detJ
Φ
(ξ )|χGk (ξ )dξ =
∫
Ω
lim
k→+∞
|detJ
Φ
(ξ )|χGk (ξ )dξ =
=
∫
Ω
|detJ
Φ
(ξ )|χM (ξ )dξ =
∫
M
|detJ
Φ
(ξ )| dξ .
Sia ora M un qualunque sottoinsieme di Ω di tipo Gδ . Per k ∈N∗ poniamo
Qk =
§
x ∈Ω
 dist x ,∁Ω≥ 1k
ª
∩ [−k , k]n .
Ciascun Qk è compatto, contenuto in Ω e⋃
k∈N∗
int Qk =
⋃
k∈N∗
§
x ∈Ω
 dist x ,∁Ω> 1k
ª
∩ ]−k , k[n

=Ω .
Inoltre poniamo Mk =M ∩ intQk . Ciascun Mk è di tipo Gδ e contenuto nell’interno di un
compatto di Ω , quindi, per quanto già dimostrato, µ
 
Φ(Mk)

=
∫
Mk
|detJ
Φ
(ξ )| dξ . Poiché
Mk ⊆Mk+1 si ha χMk ≤ χMk+1 , quindi, utilizzando il teorema di Beppo Levi 1.5.11,
µ
 
Φ(M )

= lim
k→+∞
µ
 
Φ(Mk )

= lim
k→+∞
∫
Mk
|detJ
Φ
(ξ )| dξ = lim
k→+∞
∫
Ω
|detJ
Φ
(ξ )|χMk (ξ )dξ =
=
∫
Ω
|detJ
Φ
(ξ )|χM (ξ )dξ =
∫
M
|detJ
Φ
(ξ )| dξ .
Sia infine A un sottoinsieme misurabile di Ω . Per il teorema 1.2.21 esiste M ⊆ Rn , di
tipo Gδ , tale che A⊆ M e, posto H = M \A , si ha µ(H ) = 0 . Possiamo inoltre scegliere
M ⊆ Ω . Per il lemma 1.8.3, µ Φ(H ) = 0 e, per il teorema 1.5.9, ∫
H
|detJ
Φ
(ξ )| dξ = 0 ,
pertanto
µ
 
Φ(A)

=µ
 
Φ(M )

=
∫
M
|detJ
Φ
(ξ )| dξ =
∫
A
|detJ
Φ
(ξ )| dξ .
1.8.10 Teorema (del cambiamento di variabili per funzioni non negative)
Siano Ω,O ⊆Rn aperti, Φ : Ω su−→
1-1
O diffeomorfismo, A⊆O misurabile, f : A→ [0,+∞] . La
funzione f è misurabile se e solo se f ◦Φ |detJ
Φ
| è misurabile e in tal caso si ha∫
A
f (x)d x =
∫
Φ
−1(A)
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
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Dimostrazione. Poiché A∈M (Rn) , per il lemma 1.8.4, Φ−1(A) è misurabile.
Sia c ∈ R . Posto Bc =

ξ ∈ Φ−1(A)  ( f ◦Φ)(ξ ) < c	 e Ac = { x ∈A | f (x) < c } , si ha
ξ ∈ Bc se e solo se Φ(ξ ) ∈Ac , cioè Ac =Φ(Bc ) . Quindi, per il teorema 1.8.2, Ac è misurabile
se e solo se Bc è misurabile, perciò f è misurabile se e solo se f ◦Φ è misurabile. Inoltre
la funzione |detJ
Φ
| è continua, quindi misurabile, e non si annulla mai, pertanto f ◦ Φ è
misurabile se e solo se f ◦Φ |detJ
Φ
| è misurabile.
Dimostriamo ora l’uguaglianza tra gli integrali.
Consideriamo prima il caso A = O e f semplice, quindi si ha f =
∑p
k=1
λkχAk , con
λ1,λ2, . . . ,λp ∈ [0,+∞[ e A1,A2, . . . ,Ap sottoinsiemi misurabili di O .
Si ha (χAk ◦Φ)(ξ ) = 1 se e solo se Φ(ξ ) ∈Ak , cioè ξ ∈Φ−1(Ak) . Pertanto
f ◦Φ=
p∑
k=1
λkχAk ◦Φ=
p∑
k=1
λkχΦ−1(Ak ) .
Per il teorema 1.8.2, si ha∫
O
f (x)d x =
p∑
k=1
λkµ(Ak) =
p∑
k=1
λk
∫
Φ
−1(Ak )
|detJ
Φ
(ξ )| dξ =
=
p∑
k=1
λk
∫
Ω
χ
Φ
−1(Ak )
(ξ ) |detJ
Φ
(ξ )| dξ =
∫
Ω
p∑
k=1
λkχΦ−1(Ak )(ξ ) |detJΦ(ξ )| dξ =
=
∫
Ω
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
Sia ora f una qualunque funzione misurabile non negativa e ( fk)k∈N una successione
di funzioni non negative semplici crescente e convergente puntualmente a f . Allora, per il
teorema di Beppo Levi 1.5.11, si ha∫
O
f (x)d x = lim
k→+∞
∫
O
fk(x)d x = lim
k→+∞
∫
Ω
fk
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ =
=
∫
Ω
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
Infine se A è strettamente contenuto in O consideriamo la funzione g : O → [0,+∞]
che coincide con f in A ed è nulla in O \A . Allora, per quanto già dimostrato,∫
A
f (x)d x =
∫
O
g (x)d x =
∫
Ω
g
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
Se ξ /∈Φ−1(A) allora Φ(ξ ) /∈A , quindi g  Φ(ξ )= 0 , pertanto∫
Ω\Φ−1(A)
g
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ = 0 ,
quindi ∫
Ω
g
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ =
∫
Φ
−1(A)
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
Il teorema è così provato.
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1.8.11 Teorema (del cambiamento di variabili per funzioni sommabili)
Siano Ω,O ⊆ Rn aperti, Φ : Ω su−→
1-1
O diffeomorfismo, A ⊆ O misurabile, f : A→R . La
funzione f è sommabile se e solo se f ◦Φ |detJ
Φ
| è sommabile e in tal caso si ha∫
A
f (x)d x =
∫
Φ
−1(A)
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
Dimostrazione. Per il teorema 1.8.10, se f è sommabile, allora f ◦Φ |detJ
Φ
| è misurabile e
si ha ∫
Φ
−1(A)
 f  Φ(ξ ) |detJ
Φ
(ξ )| dξ =
∫
A
| f (x)| d x <+∞ ,
quindi f ◦Φ |detJ
Φ
| è sommabile. In modo analogo si prova il viceversa.
Inoltre, se f è sommabile, allora∫
A
f (x )d x =
∫
A
f +(x )d x −
∫
O
f −(x)d x =
=
∫
Φ
−1(A)
f +
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ −
∫
Φ
−1(A)
f −
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ =
=
∫
Φ
−1(A)
f
 
Φ(ξ )
 |detJ
Φ
(ξ )| dξ .
