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Abstract. Skew stable Grothendieck polynomials are K-theoretic analogues
of skew Schur polynomials. We give a free-fermionic presentation of skew stable
Grothendieck polynomials through the adjoint action of multiplication. Deter-
minantal formulas for them and their duals are derived. We also show a com-
binatorial method to expand symmetric functions that are obtained through
the adjoint action as a finite sum of (dual) stable Grothendieck polynomials.
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1. Introduction
Symmetric Grothendieck polynomials are K-theoretic analogues of Schur sym-
metric polynomials, which represent a Schubert class in the K-theory of the Grass-
mann variety [18, 19]. Although the Grothendieck polynomials are not stable when
the number of independent variables tends to infinity, it is possible to define a cer-
tain “symmetric function” by taking an appropriate limit, a stable limit [8]. The
symmetric function which is obtained is called the stable Grothendieck polynomial.
For n a natural number, and λ a partition of length r ≤ n, the (β-) Grothendieck
polynomial Gλ(x1, . . . , xn) corresponds to λ can be expressed as follows [12, 16, 27]:
(1) Gλ(x1, . . . , xn) =
det
(
x
λj+n−j
i (1 + βxi)
j−1
)
1≤i,j≤n∏
1≤i<j≤n(xi − xj)
.
For example, G(1)(x1, . . . , xn) =
∑n
i=1 β
i−1ei(x1, . . . , xn), where ei(x1, . . . , xn) is
the i-th elementary symmetric polynomial. Taking the stable limit n → ∞, one
obtains the infinite sum G(1)(x) = e1(x) + βe2(x) + β
2e3(x) + · · · . Here ei(x) is
the i-th elementary symmetric function in infinitely many variables x1, x2, x3, . . . .
We note that the stable Grothendieck polynomials are not polynomials but infinite
series of symmetric functions. By substituting xn+1 = xn+2 = · · · = 0, it reduces
to a symmetric polynomial in n variables.
In [13], the author of the paper introduced an algebraic characterization of the
(β-)Grothendieck polynomials in terms of the boson-fermion correspondence [6, 23]
(see also [1]). It was proved that several determinantal formulas for Grothendieck
polynomials can be derived from this presentation by straightforward calculations.
Our aim in this paper is to generalize this result to (β-) skew stable Grothendieck
polynomials [4] and their duals [17].
The goal of this work is to give:
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• a free-fermionic presentation of two types of skew stable Grothendieck poly-
nomials Gλ/µ(x) and Gλ/µ(x) (Theorems 4.1, 4.2),
• a free-fermionic presentation of skew dual stable Grothendieck polynomials
gλ/µ(x) (Theorem 5.1),
• determinantal formulas for the symmetric functions Gλ/µ(x), Gλ/µ(x),
gλ/µ(x), s
⊥
µGλ(x), s
⊥
µ gλ(x), etc. (Propositions 4.3, 4.4, 4.8, 4.9, 5.2 and
Remark 5.1),
• a combinatorial method to obtain Gλ/µ-expansion and gλ/µ-expansion of
symmetric functions of the form sνGλ/µ(x) and sνgλ/µ(x) (Sections 7 and
8).
1.1. Relation to Previous results. A skew stable Grothendieck polynomialGλ/µ
was defined as a representative of a Schubert variety with 321-avoiding permutation
in the K-theory of the full flag [4, 8]. Their combinatorial presentation was studied
by Buch [4] where an explicit formula for Gλ/µ was given in terms of skew set-
valued tableaux. He also introduced the symmetric function Gλ/µ, which is another
generalization of a skew Schur function.
Determinantal formulas for skew Grothendieck polynomials and their general-
izations can be derived by using techniques based on the geometry of flag bun-
dles [3, 10, 11, 15, 20, 22]. Our determinantal formula for Gλ/µ (Proposition 4.4) is
a special case of that given by Matsumura [22] for the flagged Grothendieck polyno-
mials. These functions are also studied in the context of K-theoretic Brill-Noether
theorem [3, 5].
It is also possible to defineGλ/µ andGλ/µ, as well as the dual stable Grothendieck
polynomials gλ/µ, by using non-commutative Schur functions [27, 28]. In recent
works, Kim [15] and Amanov-Yeliussizov [2] have been developing novel techniques
to study a quite wider class of symmetric functions in purely combinatorial way.
They independently proved a determinantal formula for gλ/µ, which is different
from Proposition 5.2.
Another aspect of this study is the relationship between classical/quantum in-
tegrable systems. Motegi-Sakai [25, 26] proved that the Grothendieck polynomials
(and their variants) can be derived as a wave function of certain quantum integrable
systems. Various algebraic properties of such symmetric functions (for example, de-
terminantal formulas), have been proved in the context of quantum mechanics. See
Motegi [24] and references therein for recent developments of this direction.
1.2. Organization of the paper. In Section 2, we give a quick review of basic
techniques on the boson-fermion correspondence. Some facts are stated without
proof. For readers who are not familiar with this topic, we recommend the review
article [1] by Alexandrov-Zabrodin. We also include some useful lemmas which is
proved by straightforward calculation from definitions.
In Sections 3–5, we deal with a free-fermionic presentation of symmetric functions
and their determinantal formulas. Section 3 is a short review of [13], a previous work
of the author of this paper. A free-fermionic presentation of the stable Grothendieck
polynomials Gλ(x) and their duals gλ(x) is given. In Section 4, we extend our free-
fermionic method to the skew stable Grothendieck polynomials Gλ/µ(x), Gλ/µ(x).
By using the free-fermionic presentation, it becomes a straightforward calculation
to obtain their determinantal formulas. We deal with the skew dual Grothendieck
polynomials gλ/µ(x) in Section 5.
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In Sections 6–8, we study a combinatorial method to expand the symmetric func-
tions sν(x)Gλ/µ(x) (or sν(x)gλ/µ(x)) as a linear combination of skew Grothendieck
polynomials (or skew dual stable Grothendieck polynomials). We will refer these
expansions to Gλ/µ-expansion (or gλ/µ-expansion) simply. In Section 6, we intro-
duce four linear operators ui, vi, Ui, Vi which act on the space of skew diagrams.
By using these operators, we construct a new algorithm to obtain Gλ/µ-expansions
(Section 7) and gλ/µ-expansions (Section 8).
2. Preliminaries for the boson-fermion correspondence
Throughout the paper, we write [A,B] = AB − BA and [A,B]+ = AB +BA.
2.1. The module of free fermions A and the Fock space. For k a field of
characteristic 0, we consider a k-algebra A generated by free fermions ψn, ψ∗n
(n ∈ Z) with
(2) [ψm, ψn]+ = [ψ
∗
m, ψ
∗
n]+ = 0, [ψm, ψ
∗
n]+ = δm,n.
Let |0〉, 〈0| denote the vacuum vectors :
ψm|0〉 = ψ
∗
n|0〉 = 0, 〈0|ψn = 〈0|ψ
∗
m = 0, m < 0, n ≥ 0.
The Fock space (over k) is the k-space F generated by the vectors
(3)
ψn1ψn2 · · ·ψnrψ
∗
m1ψ
∗
m2 · · ·ψ
∗
ms |0〉, (r, s ≥ 0, n1 > · · · > nr ≥ 0 > ms > · · · > m1).
We also consider the k-space F∗ generated by the vectors
(4)
〈0|ψms · · ·ψm2ψm1ψ
∗
nr · · ·ψ
∗
n2ψ
∗
n1 , (r, s ≥ 0, n1 > · · · > nr ≥ 0 > ms > · · · > m1).
It is proved that the set of vectors (3) are linearly independent over k (see, for
example, [14, §4 and §5.2]). The vectors (4) are also linearly independent. Using
(2) repeatedly, we soon prove that F is a left A-module. We can also check that
F∗ is a right A-module.
There exists an anti-algebra involution on A defined by
∗ : A → A; ψn ↔ ψ
∗
n.
Note that (ab)∗ = b∗a∗ and (a∗)∗ = a. We also define the k-linear isomorphism
ω : F → F∗, X |0〉 7→ 〈0|X∗.
2.2. Vacuum expectation value and Wick’s theorem. Let
F∗ ⊗k F → k, 〈w| ⊗ |v〉 7→ 〈w|v〉,
be the vacuum expectation value [23, §4.5], that is, the unique k-bilinear map
that satisfies (i) 〈0|0〉 = 1, (ii) (〈w|ψn)|v〉 = 〈w|(ψn|v〉), and (iii) (〈w|ψ∗n)|v〉 =
〈w|(ψ∗n|v〉). For any expression X , we often use the abbreviations 〈w|X |v〉 :=
(〈w|X)|v〉 = 〈w|(|X |v〉) and 〈X〉 = 〈0|X |0〉.
For m ∈ Z, we denote
|m〉 =
{
ψm−1ψm−2 · · ·ψ0|0〉, m ≥ 0,
ψ∗m · · ·ψ
∗
−2ψ
∗
−1|0〉, m < 0,
〈m| =
{
〈0|ψ∗0ψ
∗
1 . . . ψ
∗
m−1, m ≥ 0,
〈0|ψ−1ψ−2 . . . ψm, m < 0.
Theorem 2.1 (Wick’s theorem (see [1, §2], [23, Exercise 4.2]) ). Let {m1, . . . ,mr}
and {n1, . . . , nr} be sets of integers. Then we have
〈ψm1 · · ·ψmrψ
∗
nr · · ·ψ
∗
n1〉 = det(〈ψmiψ
∗
nj 〉)1≤i,j≤r .
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For sets of integersm = {m1, . . . ,mr} and n = {n1, . . . , ns} withm1 > · · · > mr,
n1 > · · · > ns, we write
δm,n =
{
1, r = s and mi = ni for all i,
0, otherwise.
Corollary 2.2. Assume that m1 > · · · > mr ≥ −r and n1 > · · · > ns ≥ −s. Then
we have
〈−r|ψ∗mr · · ·ψ
∗
m1ψn1 · · ·ψns | − s〉 = δm,n,
where m = {m1, . . . ,mr}, n = {n1, . . . , ns}.
2.3. The boson-fermion correspondence. Let : • : be the normal ordering
(see [1, §2], [23, §5.2]) of free-fermions. We define the operator am (m ∈ Z) by
am =
∑
k∈Z : ψkψ
∗
k+m : which acts on the Fock space F . The operators am satisfy
the following commutative relations
(5) [am, an] = mδm+n,0, [am, ψn] = ψn−m, [am, ψ
∗
n] = −ψ
∗
n+m.
See [23, §5.3] for proofs. We also note that, if |v〉 ↔ 〈w| under the involution ω, we
have an|v〉 ↔ 〈w|a−n.
Let x1, x2, . . . be independent variables. We set
H(x) =
∑
n>0
pn(x)
n
an, where pn(x) = x
n
1 + x
n
2 + · · · .
By using (5), one can soon prove the commutative relation
(6) eH(x)ψn =
(
∞∑
i=0
hi(x)ψn−i
)
eH(x),
where hi(x) is the i-th complete symmetric function (i = 0, 1, 2, . . . ).
Theorem 2.3 ([23, Lemma 9.5], [14, Theorem 6.1]). Let λ = (λ1, λ2, . . . , λr) be a
partition, that is, a weakly decreasing sequence of nonnegative integers. Set |λ〉 :=
ψλ1−1ψλ2−2 · · ·ψλr−r| − r〉. Then, we have sλ(x) = 〈0|e
H(x)|λ〉, where sλ(x) is the
Schur function labeled by λ,
2.4. Hall inner product and adjoint action. Let Λ be the k-algebra of symmet-
ric functions in infinitely many variables. There uniquely exists a non-degenerate
bilinear form 〈·, ·〉 over Λ with 〈sλ, sµ〉 = δλ,µ, which is called the Hall inner product
[21, I,§4]. Given f ∈ Λ, let f⊥ : Λ → Λ be the unique k-linear map that satisfies
〈f⊥g, h〉 = 〈g, fh〉 for any g, h ∈ Λ.
Theorem 2.4 ([23, Theorem 5.1]). Let |v〉 ∈ F and f = 〈0|eH(x)|v〉. Then we
have
p⊥n f = 〈0|e
H(x)an|v〉.
Let sλ/µ(x) = s
⊥
µ sλ(x) be the skew Schur function [21, I,§5]. Let Sλ(P1, P2, . . . )
be the polynomial in P1, P2, . . . that satisfies
(7) Sλ(p1(x), p2(x), . . . , ) = sλ(x).
For example, S(1) = P1, S(2) =
1
2P
2
1 +
1
2P2, S(1,1) =
1
2P
2
1 −
1
2P2, etc.
Put 〈λ| := ω(|λ〉). Since Sµ(a−1, a−2, . . . )|0〉 = |µ〉 and a∗n = a−n, we have
〈0|Sµ(a1, a2, . . . ) = 〈µ|.
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From Theorem 2.4, it follows that
(8) sλ/µ(x) = 〈0|e
H(x)Sµ(a1, a2, . . . )|λ〉 = 〈µ|e
H(x)|λ〉
since [eH(x), ai] = 0 for i > 0. Extending (8) bilinearly, we obtain the following:
Theorem 2.5. For |v〉, |w〉 ∈ F , let f(x) = 〈0|eH(x)|v〉 and g(x) = 〈0|eH(x)|w〉.
Then we have
g⊥f(x) = 〈w|eH(x)|v〉, where 〈w| = ω(|w〉).
2.5. Operators eΘ and eθ. The following two operators play important role in
the theory of [13]:
Θ = βa−1 −
β2
2
a−2 +
β3
3
a−3 − · · · , θ = Θ
∗ = βa1 −
β2
2
a2 +
β3
3
a3 − · · · .
Let ψ(z) =
∑
n∈Z ψnz
n and ψ∗(z) =
∑
n∈Z ψ
∗
nz
n be the generating functions
of ψn and ψ
∗
n with a formal variable z. Since [an, ψ(z)] = z
nψ(z), [an, ψ
∗(z)] =
−z−nψ∗(z), and
eXY e−X = Y + adX · Y +
(adX)
2
2!
· Y +
(adX)
3
3!
· Y + · · ·
(adX · Y = [X,Y ]), we have the following equations
(9) eΘψ(z)e−Θ = (1 + βz−1)ψ(z), eθψ(z)e−θ = (1 + βz)ψ(z).
We give a list of lemmas that are useful in the following sections.
Lemma 2.6. We have the following equations.
(i) eΘψne
−Θ = ψn + βψn+1.
(ii) eθψne
−θ = ψn + βψn−1.
(iii) eH(x)eΘ =
∏∞
l=1(1 + βxl) · e
ΘeH(x).
(iv) eH(x)ψ(z) =
(∑∞
i=0 hi(x)z
i
)
ψ(z)eH(x).
Proof. Every equation can be shown from (6–9) by straightforward calculations. 
For a sequence of integers n = (n1, . . . , nr), set
|n〉G = |n1, . . . , nr〉
G := ψn1−1e
Θψn2−2e
Θ · · ·ψnr−re
Θ| − r〉,(10)
|n〉g = |n1, . . . , nr〉
g := ψn1−1e
−θψn2−2e
−θ · · ·ψnr−re
−θ| − r〉.(11)
Lemma 2.7. The vectors (10–11) satisfy the following equations.
(i) |n1, . . . , nr−1,−1〉G = (−β)|n1, . . . , nr−1, 0〉G,
(ii) | . . . , n− 1, n, . . .〉G = (−β)| . . . , n, n, . . .〉G,
(iii) nr < 0⇒ |n1, . . . , nr〉g = 0,
(iv) | . . . , n− 1, n, . . .〉g = (−β)| . . . , n− 1, n− 1, . . .〉g.
Proof. Equations (i–ii) follow from Lemma 2.6 (i). Equations (iii–iv) follow from
Lemma 2.6 (ii). 
Definition 2.8 (n and n). Let n = (n1, . . . , nr) be a sequence of integers. Define
n = (n1, . . . , nr) and n = (n1, . . . , nr) as
ni = min[ni, ni+1, . . . , nr], ni = min[n1, n2, . . . , ni].
If every element of n is positive, n corresponds to the smallest Young diagram that
contains n, and n corresponds to the largest Young diagram that is contained in n.
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Corollary 2.9. Let n = (n1, . . . , nr) be a sequence of integers with ni−ni+1 ≥ −1
for all i. Then we have
|n〉G = (−β)|n|−|n||n〉G, |n〉g = (−β)|n|−|n||n〉g.
where |n| =
∑r
i=1 ni.
Proof. This corollary follows from Lemma 2.7 (i–iv). 
A rook strip is a skew Young diagram that has at most one box in any row or
column.
Lemma 2.10. Let λ = (λ1, λ2, . . . , λr) be a partition. Then we have
(12) eθ|λ〉g =
∑
λ/µ rook strip
β|λ/µ| · |µ〉g.
This equation is equivalent to
(13) g〈λ|eΘ =
∑
λ/µ rook strip
β|λ/µ| · 〈µ|g.
Proof. From Lemma 2.6 (ii), it follows that
eθ|λ〉g = (ψλ1−1 + βψλ1−2)e
θ(ψλ2−2 + βψλ2−3)e
θ . . . (ψλr−r + βψλr−r−1)e
θ| − r〉g
=
∑
ǫi∈{0,1}
β♯{i | ǫi=1} · |λ1 − ǫ1, . . . , λr − ǫr〉
g.
If the sequence λ1 ≥ λ2 ≥ · · · ≥ λr contains some p such that λp = λp+1, the
contributions of
|λ1 − ǫ1, . . . , λp − 1, λp+1, . . . , λr − ǫr〉
g
and
|λ1 − ǫ1, . . . , λp − 1, λp+1 − 1, . . . , λr − ǫr〉
g
are canceled out because of Lemma 2.7 (iv). Therefore, the only terms |µ1, . . . , µr〉g
that survive must satisfy
λi − µi ∈ {0, 1} and α = λp = λp+1 ⇒ α = µp.
This is equivalent to say that λ/µ is a rook strip. 
3. Stable Grothendieck polynomial and its dual
3.1. The completed ring Λ̂. Hereafter, we always set k = C(β). Let Λ be the
k-algebra of symmetric functions [21, §I.2]. Let Mn (n ≥ 0) be the k-subspace of
Λ that is expressed as
Mn =
∑
ℓ(λ)>n
k · sλ(x),
where ℓ(λ) is the length of a partition λ. As Mn ⊃ Mn+1, there exists an inverse
system Λ/M0 ← Λ/M1 ← Λ/M2 ← · · · of k-spaces. Let Λ̂ := lim
←−
(Λ/Mn) be its
inverse limit. There exists a natural inclusion Λ →֒ Λ̂.
We introduce a k-linear topology on Λ where the family {Mn}n≥0 forms an open
neighborhood base at 0. The inclusion Λ →֒ Λ̂ can be viewed as a completion of
the topological space Λ. Note that
f(x) ∈Mn ⇐⇒ f(x1, . . . , xn, 0, 0, . . . ) = 0(14)
⇐⇒ 〈f(x), sλ(x)〉 = 0 for all ℓ(λ) ≤ n.(15)
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Example 3.1. e0+ e1+ e2+ · · · is contained in Λ̂, while h0+h1+h2+ · · · is not.
Moreover, Λ̂ is indeed a topological k-algebra, over which the multiplication is
also continuous.
For a partition λ, we have 〈Mn, sλ〉 = 0 for any n ≥ ℓ(λ). This implies that the
map Λ → k; f 7→ 〈f, sλ〉 is continuous. Therefore the bilinear form can uniquely
extend to the completed k-space Λ̂ continuously:
〈·, ·〉 : Λ̂× Λ→ k.
Let Λn := k[x1, . . . , xn]
Sn be the k-algebra of symmetric polynomials in n
variables. We often identify Λn with Λ/Mn by sending sλ(x1, . . . , xn) to (sλ(x)
modMn) for ℓ(λ) ≤ n.
Let πn : Λ̂→ Λ/Mn ≃ Λn denote the natural projection. This πn coincides with
the substitution map:
πn(f(x)) = f(x1, x2, . . . , xn, 0, 0, . . . ).
It is convenient to consider the inclusion ιn : Λn →֒ Λ̂ that sends sλ(x1, . . . , xn)
to sλ(x) for ℓ(λ) ≤ n. Obviously, we have πn ◦ ιn = idΛn and Im(ιn) ⊂ Λ ( Λ̂. For
example, we have ιn ◦ πn(e0 + e1 + e2 + · · · ) = e0 + e1 + · · ·+ en. We call the map
ιn ◦ πn : Λ̂→ Λ̂
the n-th truncation map. It is also important to note Im(1− ιn ◦ πn) ⊂Mn.
3.2. Free-fermionic presentation of stable Grothendieck polynomials. A
stable Grothendieck polynomial [8] is a unique element Gλ(x) of Λ̂ that satisfies
Gλ(x1, . . . , xn) = Gλ(x1, . . . , xn, 0, 0, . . . ) (⇔ Gλ(x1, . . . , xn) = πn(Gλ(x))).
In [13], the following presentation is proved:
Proposition 3.2 ([13, Theorem 3.6]). We have Gλ(x) = 〈0|e
H(x)|λ〉G.
Corollary 3.3. We have∑
n∈Z
Gn(x)z
n =
1
1 + βz−1
∞∏
l=1
1 + βxl
1− xlz
,
where Gn(x) = 〈0|eH(x)|n〉G.
Corollary 3.4. Let G(z) =
∑
n∈ZGn(x)z
n. Then we have
eH(x)e−Θψ(z)eΘe−H(x) =
∞∏
l=1
(1 + βxl)
−1 · G(z)ψ(z).
Define
Grλ(x) := ιr(Gλ(x1, . . . , xr)) = ιr ◦ πr(Gλ(x))
for ℓ(λ) ≤ r. We call Grλ(x) the r-th truncation of Gλ(x).
Proposition 3.5 ([13, Proposition 3.1]). The r-th truncation of Grλ(x) satisfies
Grλ(x) = 〈0|e
H(x)ψλ1−1e
Θψλ2−2e
Θ . . . ψλr−re
Θ · e−rΘ| − r〉.
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3.3. Free-fermionic presentation of dual stable Grothendieck polynomi-
als. The dual stable Grothendieck polynomial {gλ}λ ⊂ Λ is a family of symmetric
functions that satisfies
(16) 〈Gλ, gµ〉 = δλ,µ.
Since Λ is a dense subspace of Λ̂, the family {gλ}λ is uniquely determined by (16).
Proposition 3.6 ([13, Proposition 4.1]). We have gλ(x) = 〈0|eH(x)|λ〉g.
3.4. Evaluation of remainder terms. The lemma in this section will be used in
Sections 7–8 to evaluate “remainder terms” which are expected to be “sufficiently
small” in the topological ring Λ̂.
Lemma 3.7. Let n1 ≥ n2 ≥ · · · ≥ nr > 0, s > 0 and i > 0. Then the following
(i–iii) hold.
(i) 〈0|eH(x)ψn1−1ψn2−2 . . . ψnr−r| − r〉 ∈Mr−1.
(ii) 〈0|eH(x)ψn1−1ψn2−2 . . . ψnr−re
sΘ| − r〉 ∈Mr−1.
(iii) 〈0|eH(x)ψn1−1e
Θψn2−2e
Θ . . . ψnr−re
Θa−i| − r〉 ∈Mr.
Proof. (i) follows from Theorem 2.3.
(ii): Let X−r :=
(
s
1
)
βψ−r+
(
s
2
)
β2ψ−r+1+ · · ·+
(
s
s
)
βsψ−r−1+s. Since e
sΘψ−r−1 =
(ψ−r−1 +X−r)e
sΘ, we have
〈0|eH(x)ψn1−1 . . . ψnr−re
sΘ| − r〉
= 〈0|eH(x)ψn1−1 . . . ψnr−r| − r〉+ 〈0|e
H(x)ψn1−1 . . . ψnr−rX−r| − r − 1〉
+ 〈0|eH(x)ψn1−1 . . . ψnr−r(ψ−r−1 +X−r)X−r−1| − r − 2〉
+ 〈0|eH(x)ψn1−1 . . . ψnr−r(ψ−r−1 +X−r)(ψ−r−2 +X−r−1)X−r−2| − r − 3〉+ · · ·
From (i), each term on the right hand side is contained Mr−1. This concludes (ii).
(iii): Since
(17) a−i| − r〉 =
i∑
p=1
(ψ−r−1ψ−r−2 . . . ψ−r−p−1)ψ−r−p+i| − r − p〉,
(iii) follows from (ii) and Lemma 2.6 (i). 
Lemma 3.8. Let r > 0 and s ≥ i > 0. Then the following (i–ii) hold
(i) ψ−r−1ψ−r−2 . . . ψ−r−sa−i| − r〉 = 0.
(ii) ψ−r−1e
−θψ−r−2 . . . e
−θψ−r−sa−i| − r − s〉 = 0.
Proof. (i) follows from (17). (ii) follows from the equation
ψ−r−1e
−θψ−r−2 . . . e
−θψ−r−sa−i| − r − s〉
= e−(s−1)θψ−r−1ψ−r−2 . . . ψ−r−sa−i| − r − s〉.

Remark 3.1. To call the reader’s attention, we note the equation
ψ−r−1e
−θψ−r−2 . . . e
−θψ−r−s e
−θ a−i| − r − s〉 6= 0,
in which the extra e−θ is added at the boxed position.
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4. Free-fermionic presentation of skew (dual) stable Grothendieck
polynomials
Let ∆ : Λ̂ → Λ̂ ⊗ Λ̂ be a coproduct with (∆f)(x, y) = f(x, y). Buch [4] defined
the symmetric function Gλ/µ(x), which satisfies
(18) ∆(Gλ) =
∑
µ⊂λ
Gµ ⊗Gλ/µ.
One proves that (18) is equivalent to Gλ/µ(x) = g
⊥
µGλ(x).
Theorem 4.1 (Free-fermionic presentation of Gλ/µ). We have
Gλ/µ(x) =
g〈µ|eH(x)|λ〉G, where g〈µ| := ω(|µ〉g).
Proof. It soon follows from Theorem 2.5 and Propositions 3.2, 3.6. 
In [4, §6], it is proved the fact that the skew stable Grothendieck polynomials
Gλ/µ(x) are unique symmetric functions that satisfy
Gλ/µ(x) =
∑
µ/σ rook strip
β|µ/σ|Gλ/σ(x).
Theorem 4.2 (Free-fermionic presentation of Gλ/µ). We have
Gλ/µ(x) =
g〈µ|e−ΘeH(x)|λ〉G.
Proof. It is a direct consequence of Lemma 2.10. 
4.1. Determinantal formula for Gλ/µ(x). Let
Φ(z1, . . . , zr, w1, . . . , wr)
:= 〈−r|e−Θψ∗(wr) . . . e
−Θψ∗(w1)e
H(x)ψ(z1)e
Θ . . . ψ(zr)e
Θ| − r〉.
be a “generating function” of the skew stable Grothendieck polynomials Gλ/µ(x).
In fact, the coefficient of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r in Φ(z1, . . . , zr, w1, . . . , wr)
is exactly Gλ/µ(x).
Let
Ai := e
−(r−i+1)Θψ(zi)e
(r−i+1)Θ = (1 + βz−1i )
−(r−i+1)ψ(zi),
Bi := e
−(r−i+1)Θψ∗(wi)e
(r−i+1)Θ = (1 + βwi)
r−i+1ψ∗(wi),
X := e−rΘeH(x)erΘ =
∏∞
l=1(1 + βxl)
reH(x).
Then the series Φ(z1, . . . , zr, w1, . . . , wr) is simply rewritten as
〈−r|Br . . . B2B1XA1A2 . . . Ar| − r〉.
Since eH(x)| − r〉 = | − r〉, this equals to∏∞
l=1(1 + βxl)
r〈−r|Br . . . B2B1(eH(x)A1e−H(x)) . . . (eH(x)Are−H(x))| − r〉.(19)
By Wick’s theorem (Theorem 2.1), (19) is rewritten as∏∞
i=1(1 + βxi)
r det(〈−r|BjeH(x)Aie−H(x)| − r〉)1≤i,j≤r .(20)
By using the relation
eH(x)Aie
−H(x) = eH(x)e−(r−i+1)Θψ(zi)e
(r−i+1)Θe−H(x)
= (1 + βzi)
−(r−i)eH(x)e−Θψ(zi)e
Θe−H(x)
=
∏∞
l=1(1 + βxl)
−1 · (1 + βz−1i )
−(r−i)G(zi)ψ(zi),
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we can cancel out the factor
∏∞
l=1(1 + βxl)
r from (20) and obtain
Φ(z1, . . . , zr, w1, . . . , wr)
= det
(
(1 + βwj)
r−j+1(1 + βz−1i )
−(r−i)G(zi) · 〈−r|ψ
∗(wj)ψ(zi)| − r〉
)
1≤i,j≤r
= det
(
(1 + βwj)
r−j+1(1 + βz−1i )
−(r−i)G(zi)
∞∑
p=−r
zpiw
p
j
)
1≤i,j≤r
.
(21)
Proposition 4.3. We have
Gλ/µ(x) = det
(
∞∑
n=0
{(
i− j + 1
n
)
−∆i,j(n)
}
βnGλi−µj−i+j+n(x)
)
1≤i,j≤r
,
where
∆i,j(n) =
{(
i−r
−1−i+j+n
)
, µj = 0,
0, µj > 0.
Proof. By taking the coefficients of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r on the both sides
of (21), we have
Gλ/µ(x) = det
 ∞∑
n=0
µj−j+r∑
k=0
(
r − j + 1
k
)(
i− r
n− k
)
βnGλi−µj−i+j+n(x)

1≤i,j≤r
.
It suffices to prove
µj−j+r∑
k=0
(
r − j + 1
k
)(
i− r
n− k
)
=
(
i− j + 1
n
)
−∆i,j(n),
which is given by direct calculation. 
4.2. Determinantal formula for Gλ/µ(x). It is quite similar to derive a deter-
minantal formula Gλ/µ(x). Define the formal series
Φ(z1, . . . , zr, w1, . . . , wr)
:= 〈−r|e−Θψ∗(wr) . . . e
−Θψ∗(w1)e
−ΘeH(x)ψ(z1)e
Θ . . . ψ(zr)e
Θ| − r〉,
whose coefficient of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r is Gλ/µ(x).
Let Bi := e
−(r−i)Θψ∗(wi)e
(r−i)Θ = (1 + βwi)
r−iψ∗(wi). Then we have
Φ(z1, . . . , zr, w1, . . . , wr) = 〈−r|Br . . . B2B1XA1A2 . . . Ar| − r〉.(22)
Similar calculation as §4.1 gives
Φ(z1, . . . , zr, w1, . . . , wr)
= det
(
(1 + βwj)
r−j(1 + βz−1i )
−(r−i)G(zi)
∞∑
p=−r
zpi w
p
j
)
1≤i,j≤r
.
Taking the coefficients of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r on the both sides, we ob-
tain:
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Proposition 4.4. We have
Gλ/µ(x) = det
(
∞∑
n=0
(
i− j
n
)
βnGλi−µj−i+j+n(x)
)
1≤i,j≤r
.
Proof. It is given by direct calculation. Note the relation
µj−j+r∑
k=0
(
r − j
k
)(
i− r
n− k
)
=
(
i− j
n
)
.

4.3. Determinantal formula for Gλ/µ(x1, . . . , xm). We have another determi-
nantal formula which describes skew Grothendieck polynomials in finite variables.
Let
Gλ/µ(x1, . . . , xm) = Gλ/µ(x1, . . . , xm, 0, 0, . . . ),
Gλ/µ(x1, . . . , xm) = Gλ/µ(x1, . . . , xm, 0, 0, . . . )
be the symmetric polynomials in the m variables x1, x2, . . . , xm.
Lemma 4.5. Let f(x) ∈ Λ̂. Then f(x) ∈Mn if and only if s⊥λ f(x) ∈Mn−ℓ(λ).
Proof. From (15), it follows that f(x) ∈ Mn ⇐⇒ 〈f, sµ〉 = 0 for all ℓ(µ) ≤ n
⇐⇒ 〈f, sλsµ〉 = 0 for all ℓ(λ)+ ℓ(µ) ≤ n ⇐⇒ 〈s⊥λ f, sµ〉 = 0 for all ℓ(µ) ≤ n− ℓ(λ)
⇐⇒ s⊥λ f(x) ∈Mn−ℓ(λ). 
Corollary 4.6. f(x) ∈Mn if and only if g⊥λ f(x) ∈Mn−ℓ(λ).
Proposition 4.7. Let Grλ(x) be the r-th truncation of Gλ(x). For a permutation
µ and an integer m with m ≤ r − ℓ(µ), we have
(23) Gλ/µ(x1, . . . , xm) = g
⊥
µG
r
λ(x1, . . . , xm),
where g⊥µG
r
λ(x1, . . . , xm) = g
⊥
µG
r
λ(x1, . . . , xm, 0, 0, . . . ).
Proof. Since Im(1 − ιr ◦ πr) ⊂ Mr, we have Gλ(x) − Grλ(x) ∈ Mr, which means
“Gλ and G
r
λ are sufficiently near.” By Corollary 4.6, we have g
⊥
µGλ(x)−g
⊥
µG
r
λ(x) ∈
Mr−ℓ(λ), which is equivalent to Gλ/µ(x1, . . . , xr−ℓ(µ)) = g
⊥
µG
r
λ(x1, . . . , xr−ℓ(µ)). See
(14). 
We define the formal series
Ψ(z1, . . . , zr, w1, . . . , wr)
:= 〈−r|e−Θψ∗(wr) . . . e
−Θψ∗(w1)e
H(x)ψ(z1)e
Θ . . . ψ(zr)e
Θ · e−rΘ| − r〉,
whose coefficient of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r is g
⊥
µG
r
λ(x).
Let
Ci := e
(i−1)Θψ(zi)e
−(i−1)Θ = (1 + βz−1i )
i−1ψ(zi),
Di := e
(i−1)Θψ∗(wi)e
−(i−1)Θ = (1 + βwi)
−(i−1)ψ∗(wi).
Then we have
Ψ(z1, . . . , zr, w1, . . . , wr)
= 〈−r|Dr . . . D2D1e
H(x)C1C2 . . . Cr| − r〉
= 〈−r|Dr . . . D2D1(e
H(x)C1e
−H(x)) . . . (eH(x)Cre
−H(x))| − r〉.(24)
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From Wick theorem (Theorem 2.1), (24) is rewritten as
det(〈−r|Dje
H(x)Cie
−H(x)| − r〉)1≤i,j≤r .
By using the relation
eH(x)Cie
−H(x) = (1 + βz−1i )
i−1eH(x)ψ(zi)e
−H(x) = (1 + βz−1i )
i−1H(zi)ψ(zi),
we obtain
Ψ(z1, . . . , zr, w1, . . . , wr)
= det
(
(1 + βwj)
−(j−1)(1 + βz−1i )
i−1H(zi) · 〈−r|ψ
∗(wj)ψ(zi)| − r〉
)
1≤i,j≤r
= det
(
(1 + βwj)
−(j−1)(1 + βz−1i )
i−1H(zi)
∞∑
p=−r
zpi w
p
j
)
1≤i,j≤r
.
Taking the coefficients of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r , we obtain:
Proposition 4.8. We have
g⊥µG
r
λ(x) = det
 ∞∑
n=0
µj−j+r∑
k=0
(
1− j
k
)(
i− 1
n− k
)
βnhλi−µj−i+j+n(x)

1≤i,j≤r
.
Proof. By direct calculation. 
Let
H(i)p (x1, . . . , xm) :=
∞∑
n=0
(
i
n
)
βnhp+n(x1, . . . , xm).
For m ≤ r − ℓ(µ), Proposition 4.8 is simplified as
Gλ/µ(x1, . . . , xm) = det
µj−j+r∑
k=0
(
1− j
k
)
H
(i−1)
λi−µj−i+j+k
(x1, . . . , xm)

1≤i,j≤r
.
4.4. Determinantal formula for Gλ/µ(x1, . . . , xm). Let
Ψ(z1, . . . , zr, w1, . . . , wr)
:= 〈−r|e−Θψ∗(wr) . . . e
−Θψ∗(w1)e
−ΘeH(x)ψ(z1)e
Θ . . . ψ(zr)e
Θ · e−rΘ| − r〉,(25)
whose coefficient of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r is
∑
µ/σ rook strip g
⊥
σ G
r
λ(x).
Let Di := e
iΘψ∗(wi)e
−iΘ = (1 + βwi)
−iψ∗(wi). Then (25) is written as
〈−r|Dr . . . D2D1(e
H(x)C1e
−H(x)) . . . (eH(x)Cre
−H(x))| − r〉.
Similar calculation as §4.3 gives
Ψ(z1, . . . , zr, w1, . . . , wr)
= det
(
(1 + βwj)
−j(1 + βz−1i )
i−1H(zi)
∞∑
p=−r
zpi w
p
j
)
1≤i,j≤r
.
Proposition 4.9. For m ≤ r − ℓ(µ), we have
Gλ/µ(x1, . . . , xm) = det
µj−j+r∑
k=0
(
−j
k
)
H
(i−1)
λi−µj−i+j+k
(x1, . . . , xm)

1≤i,j≤r
.
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5. Free-fermionic presentation of skew dual stable Grothendieck
polynomials
5.1. Determinantal formula for gλ/µ(x). In this section, we consider the skew
dual stable Grothendieck polynomials gλ/µ(x). It is known (see, for example, Yelius-
sizov [27]) that
∆(gλ) =
∑
µ⊂λ
gµ ⊗ gλ/µ,
which is equivalent to gλ/µ(x) = G
⊥
µ gλ(x). From this, we soon obtain the following
theorem:
Theorem 5.1 (A free-fermionic presentation of gλ/µ). We have
gλ/µ(x) =
G〈µ|eH(x)|λ〉g.
Let us proceed for a determinantal formula. Define the formal series
Ω(z1, . . . , zr, w1, . . . , wr)
:= 〈−r|eθψ∗(wr) . . . e
θψ∗(w1)e
H(x)ψ(z1)e
−θ . . . ψ(zr)e
−θ| − r〉,
whose coefficient of zλ1−11 . . . z
λr−r
r w
µ1−1
1 . . . w
µr−r
r is gλ/µ(x).
By putting
Pi := e
(r−i+1)θψ(zi)e
−(r−i+1)θ = (1 + βzi)
r−i+1ψ(zi),
Qi := e
(r−i+1)θψ∗(wi)e
−(r−i+1)θ = (1 + βw−1i )
−(r−i+1)ψ∗(wi),
we obtain
Ω(z1, . . . , zr, w1, . . . , wr)
= 〈−r|Qr . . . Q2Q1e
H(x)P1P2 . . . Pr| − r〉
= 〈−r|Qr . . . Q2Q1(e
H(x)P1e
−H(x)) . . . (eH(x)Pre
−H(x))| − r〉.(26)
From Wick’s theorem (Theorem 2.1), (26) is rewritten as
det(〈−r|Qje
H(x)Pie
−H(x)| − r〉)1≤i,j≤r .
By using the relation eH(x)Pie
−H(x) = (1 + βzi)
r−i+1H(zi)ψ(zi), we have
Ω(z1, . . . , zr, w1, . . . , wr)
= det
(
(1 + βw−1j )
−(r−j+1)(1 + βzi)
r−i+1H(zi) · 〈−r|ψ
∗(wj)ψ(zi)| − r〉
)
1≤i,j≤r
= det
(
(1 + βw−1j )
−(r−j+1)(1 + βzi)
r−i+1H(zi)
∞∑
p=−r
zpi w
p
j
)
1≤i,j≤r
.
Proposition 5.2. For r ≥ ℓ(λ), we have
gλ/µ(x) = det
(
∞∑
n=0
(
j − i
n
)
βnhλi−µj−i+j−n(x)
)
1≤i,j≤r
.
Remark 5.1. We can also consider the symmetric functions
s⊥µGλ(x) = 〈µ|e
H(x)|λ〉G, s⊥µ gλ(x) = 〈µ|e
H(x)|λ〉g , g⊥µ gλ(x) =
g〈µ|eH(x)|λ〉g.
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By using similar techniques we have just demonstrated, we can derive various de-
terminantal formulas as follows:
s⊥µGλ(x) = det
 ∞∑
k=0
µj−j+r∑
n=0
(
r
n
)(
i− r
k − n
)
βkGλi−µj−i+j−k(x)
 ,
s⊥µGλ(x1, . . . , xm) = det
(
∞∑
n=0
(
i− 1
n
)
βnhλi−µj−i+j+n(x1, . . . , xm)
)
= det
(
H
(i−1)
λi−µj−i+j
(x1, . . . , xm)
)
,
s⊥µ gλ(x) = det
(
∞∑
n=0
(
1− i
n
)
βnhλi−µj−i+j−n(x)
)
= det
(
h
(1−i)
λi−µj−i+j
(x)
)
,
g⊥µ gλ(x) = det
 ∞∑
k=0
µj−j+r∑
n=0
(
1− j
n
)(
1− i
k − n
)
βkhλi−µj−i+j+2n−k(x)

= det
µj−j+r∑
n=0
(
1− j
n
)
h
(1−i)
λi−µj−i+j+2n
(x)
 ,
where
h(i)p (x) =
∞∑
k=0
(
i
k
)
βkhp−k(x).
We do not repeat similar proofs here but leave them to the reader. The list does not
contain “G⊥µGλ” because the bilinear form “〈Gµ, Gλ〉” is undefinable.
6. Non-commutative skew Schur function and its action
In [13], the author of this paper presented a method of calculating the Gλ-
expansion of symmetric functions sλGµ. Here we generalize this result to skew
stable Grothendieck polynomials.
6.1. sλ/µ(u) and sλ/µ(V ). Let X :=
⊕
λQ[β] · λ be the Q[β]-module freely gener-
ated by all partitions λ.
Definition 6.1. Let ei = (0, . . . ,
i
∨
1, . . . , 0) be the i-th fundamental vector. We
define the linear operators ui : X→ X and Vi : X→ X that act on a basis λ as
ui · λ = (−β)|
λ+ei|−|λ+ei| · λ+ ei,
Vi · λ =
{
λ \ {a box in i-th row}, if possible,
−β · λ, otherwise.
By seeing their actions on the basis, one proves that the operators ui satisfy the
Knuth relation:
uiukuj = ukuiuj, i ≤ j < k,
ujuiuk = ujukui, i < j ≤ k.
On the other hand, the operators Vi satisfy the “reverse” Knuth relation:
ViVkVj = VkViVj , i ≥ j > k,
VjViVk = VjVkVi, i > j ≥ k.
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We consider two types of characters 1, 2, 3, . . . , 1′, 2′, 3′, . . . following the order
1 < 2 < 3 < · · · and 1′ > 2′ > 3′ > · · · . Let T be a skew tableau [9] where each
box contains a symbol i. The column word of T is the sequence wT obtained by
reading the entries of T from bottom to top in each column, starting in the left
column and moving to the right. For example, wT = 4331211 for T =
1 1
1 2
3 3
4
.
Let uT be the (non-commutative) monomial defined by
uT := uwT (1)uwT (2) . . . uwT (N).
We have uT = u4u3u3u1u2u1u1 in the above example.
Similarly, we define the non-commutative monomial V T
′
with T ′ a skew tableau
whose entry is j′. For example, V T
′
= V1V2V3V3V4V3V1 for T
′ =
4′ 3′ 1′
3′ 3′
2′
1′
.
Definition 6.2 (Non-commutative skew Schur function). For a skew shape λ/µ,
we define the non-commutative skew Schur functions sλ/µ(um) = sλ/µ(u1, . . . , um)
and sλ/µ(V n) = sλ/µ(V1, . . . , Vn) by
sλ/µ(um) :=
∑
T is of shapeλ/µ,
Each entry of T is in {1,2,...,m}
uT
and
sλ/µ(V n) :=
∑
T ′ is of shapeλ/µ,
Each entry of T ′ is in {1′,2′,...,n′}
V T
′
.
If µ = ∅, we write sλ(um) = sλ/∅(um) and sλ(V m) = sλ/∅(V m).
The following theorem is given by Fomin-Greene [7, Theorem 1.1].
Theorem 6.3. Let u1, . . . , un be a set of non-commutative operators that satisfies
the Knuth relation. Then the canonical map sλ/µ 7→ sλ/µ(un) extends to a homo-
morphism from Λn to the algebra Λn(u) generated by the non-commutative Schur
functions sλ(un). In particular, the sλ(un) commute and the sλ/µ(un) expand
according to the usual Littlewood-Richardson rule.
6.2. Non-commutative Schur function and |n〉G. Let n = (n1, . . . , nr) ∈ Zr
and i > 0. By using (5) and the commutative relations [a−i, e
Θ] = 0, [ai, e
Θ] =
−(−β)ieΘ, we obtain
a−i|n〉
G =
r∑
j=1
|n+ iej〉
G + |δ〉, |δ〉 = ψn1−1e
Θ . . . ψnr−re
Θa−i| − r〉,(27)
{ai + r(−β)
i}|n〉G =
r∑
j=1
|n− iej〉
G.(28)
The vector |δ〉 will be seen as a “remainder term,” that is, a sufficiently small
element in the topological ring Λ̂.
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Let Ei(P1, P2, . . . ) and E
(r)(P1, P2, . . . ) be the polynomial in P1, P2, . . . with
ei(x) = Ei(p1(x), p2(x), . . . ), ei(
r︷ ︸︸ ︷
−β, . . . ,−β, x) = E
(r)
i (p1(x), p2(x), . . . ).
From (27–28), we have
Ei(a−1, a−2, . . . )|n〉
G =
∑
1≤j1<···<ji≤r
|n+ ej1 + · · ·+ eji〉
G + |∆〉,
E
(r)
i (a1, a2, . . . )|n〉
G =
∑
1≤j1<···<ji≤r
|n− ej1 − · · · − eji〉
G,
where |∆〉 is a finite sum of the vectors
(29) ψm1−1e
Θ . . . ψmr−re
Θa−i1a−i2 . . . a−is | − r〉,
with mp ≥ np (p = 1, 2, . . . , r) and i1, i2, . . . , is > 0 (s > 0).
If n = λ is a partition, the vectors |λ+ej1 + · · ·+eji〉
G and |λ−ej1 −· · ·−eji〉
G
satisfy the assumption of Corollary 2.9. Therefore they can be written as
|λ+ ej1 + · · ·+ eji〉
G = (−β)|λ+ej1+···+eji |−|λ+ej1+···+eji ||λ+ ej1 + · · ·+ eji〉
G,
|λ− ej1 − · · · − eji〉
G = (−β)|λ−ej1−···−eji |−|λ−ej1−···−eji ||λ− ej1 − · · · − eji〉
G.
Further, by seeing the actions ui and Vi, they are rewritten as
|λ+ ej1 + · · ·+ eji〉
G = |uji . . . uj2uj1 · λ〉
G,
|λ− ej1 − · · · − eji〉
G = |Vj1Vj2 . . . Vji · λ〉
G.
Therefore, we conclude
Ei(a−1, a−2, . . . )|λ〉
G = |ei(ur) · λ〉
G + |∆〉,
E
(r)
i (a1, a2, . . . )|λ〉
G = |ei(V r) · λ〉
G.
This leads the following proposition.
Proposition 6.4. Let λ be a partition and r ≥ ℓ(λ). For f(x1, . . . , xr) a symmet-
ric polynomial, let f(P1, P2, . . . ) denote the polynomial in P1, P2, . . . that satisfies
f(p1(x), p2(x), . . . , ) = f(x). Put
f (r)(P1, P2, . . . ) = f(
r︷ ︸︸ ︷
−β, . . . ,−β, P1, P2, . . . ).
Then we have
f(a−1, a−2, . . . )|λ〉
G = |f(ur) · λ〉
G + |∆〉, with 〈0|eH(x)|∆〉 ∈Mr,
f (r)(a1, a2, . . . )|λ〉
G = |f(V r) · λ〉
G.
Proof. It suffices to prove 〈0|eH(x)|∆〉 ∈ Mr. Recall the fact that |∆〉 is a sum
of vectors of the form (29). We find they are contained in Mr from Lemma 3.7
(iii). 
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6.3. sλ/µ(v) and sλ/µ(U). Let
vi · λ =
{
λ ∪ {a box in i-th row}, if possible,
−β · λ, otherwise.
Ui · µ =
{
(−β)|µ−ei|−|µ−ei| · µ− ei, µi > 0,
0, µi = 0.
By seeing the action on the basis, we find that the operators vi satisfy the Knuth
relation and the Ui satisfy the “reverse version”:
vivkvj = vkvivj , i ≤ j < k,
vjvivk = vjvkvi, i < j ≤ k.
UiUkUj = UkUiUj , i ≥ j > k,
UjUiUk = UjUkUi, i > j ≥ k.
In the similar way as Definition 6.2, we define the non-symmetric skew Schur poly-
nomials sλ/µ(vr) and sλ/µ(U r).
6.4. Non-commutative Schur function and |n〉g. Let n = (n1, . . . , nr) ∈ Zr
and i > 0. Then we have
{a−i + (r − 1)(−β)
i}|n〉g =
r∑
j=1
|n+ iej〉
g + |δ〉, |δ〉 = ψn1−1e
−θ . . . e−θψnr−ra−i| − r〉,
(30)
ai|n〉
g =
r∑
j=1
|n− iej〉
g,
(31)
Note that |δ〉 is not equal to
ψn1−1e
−θ . . . e−θψnr−r e
−θ a−i| − r〉.
See Remark 3.1. (This is why the coefficient of (−β)i in (30) is not r but r − 1.)
From (30–31), we have
E
(r−1)
i (a−1, a−2, . . . )|n〉
g =
∑
1≤j1<···<ji≤r
|n+ ej1 + · · ·+ eji〉
g + |∆i〉,
Ei(a1, a2, . . . )|n〉
g =
∑
1≤j1<···<ji≤r
|n− ej1 − · · · − eji〉
g,
where |∆i〉 is a sum of the vectors
(32) a−j1 . . . a−jk · ψn1−1e
−θ . . . e−θψnr−ra−s| − r〉
with 0 ≤ s < i and j1, j2, . . . , jk > 0 (k ≥ 0).
If n = λ is a partition, the vectors |λ+ ej1 + · · ·+ eji〉
g and |λ− ej1 − · · · − eji〉
g
satisfy the assumption of Corollary 2.9. Therefore they can be written as
|λ+ ej1 + · · ·+ eji〉
g = (−β)|
λ+ej1+···+eji |−
∣
∣
∣λ+ej1+···+eji
∣
∣
∣
|λ+ ej1 + · · ·+ eji〉
g,
|λ− ej1 − · · · − eji〉
g = (−β)|
λ−ej1−···−eji |−
∣
∣
∣λ−ej1−···−eji
∣
∣
∣
|λ− ej1 − · · · − eji〉
g.
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Further, by seeing the actions vi and Ui, they are rewritten as
|λ+ ej1 + · · ·+ eji〉
g = |vji . . . vj2vj1 · λ〉
g ,
|λ− ej1 − · · · − eji〉
g = |Uj1Uj2 . . . Uji · λ〉
g.
Then we conclude
E
(r−1)
i (a−1, a−2, . . . )|λ〉
g = |ei(vr) · λ〉
g + |∆i〉,
Ei(a1, a2, . . . )|λ〉
g = |ei(U r) · λ〉
g.
Proposition 6.5. Let λ be a partition and r ≥ ℓ(λ). For f(x1, . . . , xr) a symmetric
polynomial, define f(P1, P2, . . . ) and f
(r−1)(P1, P2, . . . ) as in Proposition 6.4. Then
we have
f (r−1)(a−1, a−2, . . . )|λ〉
g = |f(vr) · λ〉
g + |∆f 〉,
f(a1, a2, . . . )|λ〉
g = |f(Ur) · λ〉
g ,
where |∆f 〉 is a “remainder term” with |∆sν 〉 = 0 for ℓ(λ) + ℓ(ν) ≤ r.
Proof. Let f = sν . Since |∆f 〉 is a sum of vectors of the form (32), we have, by
Lemma 3.8 (ii), |∆f 〉 = 0 if λr = λr−1 = · · · = λr−ℓ(ν) = 0. This is equivalent to
r ≥ ℓ(λ) + ℓ(ν). 
7. Gλ/µ-expansion
7.1. The module of skew shapes. By definition, a skew shape λ/µ is identified
with the pair of partitions (λ, µ) satisfying λ ⊃ µ. We extend the action of the
linear operators ui, vi, Ui, Vi to the Q[β]-module
⊕
λ⊃µQ[β] · (λ, µ) of skew shapes
by letting ui and vi act on λ and Ui and Vi act on µ:
ui · (λ, µ) := (ui · λ, µ), vi · (λ, µ) := (vi · λ, µ),
Ui · (λ, µ) := (λ, Ui · µ), Vi · (λ, µ) := (λ, Vi · µ).
Example 7.1.
u1 · = , u2 · = −β · , u3 · = ,
U1 · = −β · , U2 · = , U3 · = 0.
Example 7.2.
v1 · = , v2 · = −β · , v3 · = ,
V1 · = −β · , V2 · = , V3 · = −β .
Obviously, as linear operators on
⊕
λ⊃µQ[β] · (λ, µ), the operators ui, vi, Uj, Vj
satisfy the commutative relation:
(33) Uiuj = ujUi, Vivj = vjVi
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7.2. Supersymmetric Schur functions. Let x = (x1, x2, . . . ) and y = (y1, y2, . . . )
be two sets of indeterminate. The supersymmetric Schur function sλ(x/y) [21, I,
§5, Example 23] (see also [9, §6.1, Exesise 8]) is the rational function that associates
with the elementary supersymmetric functions e0(x/y), e1(x/y), . . . defined by
∞∑
n=0
en(x/y)t
n :=
∏
i
(1 + xit)
∏
j
(1 + yjt)
−1.
Equivalently, we define
(34) ei(x/y) = h0(y)ei(x) − h1(y)ei−1(x) + · · ·+ (−1)
ihi(y)e0(x).
In [21, I, §5, Excesice 23, (1)], Macdonald shows the following useful formula:
(35) sλ(x/y) =
∑
µ⊂λ
(−1)|λ/µ|s(λ/µ)′(y)sµ(x),
where (λ/µ)′ is the transpose of λ/µ.
For any symmetric function f(x), one can define the supersymmetric function
f(x/y) by seeing the expansion of f in Schur polynomials. For example, the i-th
super power sum pi(x/y) is expressed as
(36) pi(x/y) = (x
i
1 + x
i
2 + · · · )− (y
i
1 + y
i
2 + · · · ).
7.3. Non-commutative super Schur function.
Definition 7.3 (Non-commutative supersymmetric Schur function). We define the
non-commutative supersymmetric Schur functions sλ(um/Un), sλ(vm/V n) by
sλ(um/Un) :=
∑
µ⊂λ
(−1)|λ/µ|s(λ/µ)′(Un)sµ(um),
sλ(vm/V n) :=
∑
µ⊂λ
(−1)|λ/µ|s(λ/µ)′(V n)sµ(vm).
If λ = (1i) = (
i︷ ︸︸ ︷
1, . . . , 1), we write ei(um/Un) := s(1i)(um/Un). If λ = (i), we
write hi(um/un) := s(i)(um/Un).
7.4. Gλ/µ-expansion of sνGλ/µ. Let G/ :
⊕
λ⊃µQ[β] · (λ, µ) → Λ̂ be the Q[β]-
linear map that sends a skew diagram (λ, µ) to Gλ/µ(x). The following proposition
provides an algorithm to express the product sν(x)Gλ/µ(x) as a linear combination
of skew stable Grothendieck polynomials.
Proposition 7.4. For r ≥ ℓ(λ) and s ≥ ℓ(µ), the equation
sν(x)Gλ/µ(x) ≡ G/ (sν(ur/U s) · (λ, µ)) mod Mr−s
holds. In other words, we have
sν(x1, . . . , xn)Gλ/µ(x1, . . . , xn) = G/ (sν(ur/U s) · (λ, µ))|xn+1=xn+2=···=0
for n ≤ r − s.
Proof. From Proposition 6.3, it suffices to prove
pi(x)Gλ/µ(x) ≡ G/ (pi(ur/Us) · (λ, µ)) mod Mr−s
for i = 0, 1, . . . , ℓ(ν). Since
pi(x)e
H(x) = [eH(x), a−i],
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we obtain
pi(x)Gλ/µ(x)
= g〈µ|eH(x)a−i|λ〉
G − g〈µ|a−ie
H(x)|λ〉G
= g〈µ|eH(x)|Pi(ur) · λ〉
G + g〈−Pi(U s) · µ|e
H(x)|λ〉G + g〈µ|eH(x)|∆〉G
The last term is a “remainder term” which does not give a good symmetric function.
However, from Lemma 4.5 and Proposition 6.4, we say
g〈µ|eH(x)|∆〉G ∈Mr−s.
Then it follows that
pi(x)Gλ/µ(x) ≡
g〈µ|eH(x)|Pi(ur) · λ〉
G + g〈−Pi(U s) · µ|e
H(x)|λ〉G mod Mr−s
= G/ (pi(ur/Us) · (λ, µ))
by (34). 
Example 7.5. Let r = 4, s = 1, ν = , λ = , and µ = . We have
s (u4/U1) = h0(U1)e1(u4)− h1(U1)e0(u4)
= u1 + u2 + u3 + u4 − U1.
By using this, we obtain (sλ = sλ(x1, x2, x3), Gλ/µ = Gλ/µ(x1, x2, x3))
s G = G +G +G − βG −G .
8. gλ/µ-expansion
Let g :
⊕
λ⊃µQ[β] · (λ, µ) → Λ be the Q[β]-linear map defined by (λ, µ) 7→
gλ/µ(x).
Proposition 8.1. For r ≥ ℓ(λ) + ℓ(ν), we have
sν(x)gλ/µ(x) = g(sν(vr+1/V r) · (λ, µ)).
Proof. The proof is similar to Proposition 7.4. From Proposition 6.3, it suffices to
prove
pi(x)gλ/µ(x) = g(pi(vr+1/V r) · (λ, µ))
for i = 0, 1, . . . , ℓ(ν). Since
pi(x)e
H(x) = eH(x)a−i − a−ie
H(x)
= eH(x){a−i + r(−β)
i} − {a−i + r(−β)
i}eH(x),
we have
pi(x)gλ/µ(x)
= G〈µ|eH(x)P
(r)
i (a−1, a−2, . . . )|λ〉
g − G〈µ|P
(r)
i (a−1, a−2, . . . )e
H(x)|λ〉g
= G〈µ|eH(x)|Pi(vr+1) · λ〉
g + G〈−Pi(V r) · µ|e
H(x)|λ〉g
= g(pi(vr+1/V r) · (λ, µ)).

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Example 8.2. Let r = 1, ν = (n), λ = µ = ∅. Then s(n)(v1/V 0) = hn(v1) = v
n
1 .
Therefore, s(n)(x) · g∅(x) = g(v
n
1 · ∅) = g(n)(x).
Example 8.3. Let r = n, ν = (1n), λ = µ = ∅. Then
s(1n)(vn+1/V n) = h0(V n)en(vn+1)−h1(V n)en−1(vn+1)+· · ·+(−1)
nhn(V n)e0(vn+1).
Since
ei(vn+1) · ∅ =
i∑
k=0
(−β)i−k
(
n− k
i− k
)
· (1k), hj(V n) · ∅ = (−β)
j
(
j + n− 1
j
)
· ∅,
Therefore, s(1n)(x)·g∅(x) = g
(∑n
k=0
∑
i+j=n(−β)
n−k(−1)j
(
n−k
i−k
)(
j+n−1
j
)
· (1k)
)
=
g(
∑n
k=0 β
n−k
(
n−1
n−k
)
· (1k)) =
∑n
k=0 β
n−k
(
n−1
n−k
)
g(1k)(x).
Example 8.4. Let r = 3, ν = , and λ/µ = . Since
sν(v4/V 3) = e0(V 3)h2(v4)− e1(V 3)h1(v4) + e2(V 3)h0(v4).
Since
h2(v4) · = + + − β · − β ·
+ − β · − β · + + β2 ·
e1(V 3)h1(v4) · = e1(V 3)
 + + − β ·

= + + − β ·
− 2β · − 2β · − 2β · + 2β2 ·
e2(V 3) · = −2β · + β
2
Therefore, we have
s g = g + g + g + g − g
− g − g + βg + βg − βg .
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