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We use large-scale molecular dynamics simulations of a simple glass-forming system to investigate
how its liquid-gas phase separation kinetics depends on temperature. A shallow quench leads to a
fully demixed liquid-gas system whereas a deep quench makes the dense phase undergo a glass tran-
sition and become an amorphous solid. This glass has a gel-like bicontinuous structure that evolves
very slowly with time and becomes fully arrested in the limit where thermal fluctuations become
negligible. We show that the phase separation kinetics changes qualitatively with temperature, the
microscopic dynamics evolving from a surface tension-driven diffusive motion at high temperature
to a strongly intermittent, heterogeneous and thermally activated dynamics at low temperature,
with a logarithmically slow growth of the typical domain size. These results shed light on recent
experimental observations of various porous materials produced by arrested spinodal decomposition,
such as nonequilibrium colloidal gels and bicontinuous polymeric structures, and they elucidate the
microscopic mechanisms underlying a specific class of viscoelastic phase separation.
I. INTRODUCTION
The behavior found in nonequilibrium kinetic phenom-
ena such as self-assembly [1], pattern formation [2], and
phase ordering kinetics [3] is typically much richer than
the one encountered in equilibrium since a broader range
of morphologies and a more complex relaxation dynamics
can be observed in systems that are far from equilibrium.
While this has been an active research area since many
decades [2, 4], the field has seen a surge of interest in the
last few years, since progress in the synthesis of colloidal
particles with complex shapes and tunable pairwise in-
teractions permits the self-assembly of materials of ever
growing complexity, i.e. systems that exist only if one
masters their intricate formation process [1].
One of the most important phenomenon occurring in
nonequilibrium systems is spinodal decomposition [3, 5].
The case of shallow temperature quenches has been stud-
ied in great detail using theory as well as experiments.
Various regimes for the time evolution of the average do-
main size have been predicted, and observed in controlled
experiments and simulations of simple fluids using a mul-
titude of computational approaches [6–10]. However, a
much greater complexity can be expected if the dense
phase is not a simple liquid [11] but is itself a “com-
plex” fluid [12]. Of particular importance is the so-called
“viscoelastic phase separation” [13, 14] which is charac-
terized by a strong physical (mainly, rheological) asym-
metry between the two coexisting phases. For instance,
one can study the phase separation between two fluids
of unequal viscosities, or the coexistence between a solid
and a fluid phase. In the following we shall be concerned
with a situation intermediate between these two, where
one component will evolve from being a simple fluid to
become a highly viscous liquid or an amorphous glass
phase, thus giving rise to the phenomenon of a glass-gas
phase separation [15–18].
The phase ordering process between a fluid and an
amorphous solid can be expected to display a complex
phenomenology, since even the equilibrium bulk behav-
ior of (homogeneous) amorphous glasses is not well un-
derstood [19, 20]. When suddenly quenched from high
temperature to below the glass temperature, a glass-
forming material evolves slowly with time, undergoing a
nonstationary aging dynamics characterized by intermit-
tent, heterogeneous dynamics occurring far from equilib-
rium [20–24]. It is not clear how this aging glass state
will evolve if it is given by the dense phase in the complex
bicontinuous structure formed during spinodal decompo-
sition. Since a glass behaves mechanically like a solid, one
can expect that the bicontinuous structure formed after
the quench into the coexistence region becomes rigid, and
as a result will become kinetically arrested into a bicon-
tinuous porous structure [16]. In that case, the glass-
gas phase separation would thus be a conceptually very
simple way of producing porous media. However, one
can also expect that the aging of the glass phase enables
intermittent, thermally activated microscopic rearrange-
ments, which could potentially make the porous material
very fragile. To advance our understanding regarding
these questions we present here the results of our study
concerning the interplay between phase separation kinet-
ics and aging behavior resulting from deep quenches at
low temperatures in a simple glass-forming model.
Although our main motivation is to obtain a funda-
mental understanding of the glass-gas phase separation
kinetics, there are also several experimental considera-
tions that motivate such a study. Firstly, a number of
colloidal systems and protein solutions can be modelled
as spherical particles with nearly hard-core repulsion and
longer-ranged attraction, whose range and strength can
be controlled. Thus, they will undergo a phase sepa-
ration in some part of the phase diagram, which might
possibly interfere with the colloidal glass formation oc-
curring at higher densities. Therefore, the idea that, at
least in some materials, gelation results from a kineti-
cally arrested glass-gas spinodal decomposition has been
explored in several experimental works [25–33]. This pro-
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2cess has also been the subject of a number of numeri-
cal studies, mostly aimed at reproducing realistic coarse-
grained pair interactions characterizing colloidal systems
that were specifically studied experimentally [27, 34–39].
More recent studies, in line with our own work [15], have
considered more diverse systems, such as the phase sep-
aration kinetics of a coarse-grained model for buckyball
C60 carbon molecules [40]. Moreover, bicontinuous dis-
ordered structures reminiscent of the ones obtained in
spinodal decompositions may also be found in colorful
bird feathers, and were recently interpreted as incom-
pletely phase separated polymeric glasses [41, 42], thus
demonstrating the broad relevance of the problem of the
glass-gas phase separation. Finally, even more complex
mixtures that are relevant to food processing [43] or solar
cell technology [44–46] also exhibit kinetically arrested
spinodal decompositions, that might result from the fact
that one component becomes mechanically rigid.
There are several possible ways to study coarsening
processes by means of theory [3]. One efficient approach
is to study a coarse-grained model of a biphasic material
using a Ginzburg-Landau free energy functional of the
two-phase system complemented with phenomenological
dynamical equations to incorporate relevant dynamical
and mechanical properties of each phase [13, 47]. For sim-
ple fluids, this amounts to studying model H in the classi-
fication scheme proposed by Hohenberg and Halperin [4].
Possible extensions to viscoelastic materials have indeed
been considered in the past [13], and numerically inte-
grated to obtain insights into some specific viscoelastic
phase separation processes. Still, it remains difficult to
faithfully incorporate in this approach the complex (typ-
ically highly nonlinear and history dependent) physical
properties of real glass-forming materials in their aging
regime. Moreover, such coarse-grained equations cannot
provide direct information on the microscopic dynamics
responsible for the evolution of such bicontinuous mate-
rials.
To avoid this drawback we use here a microscopically
realistic description of the homogeneous glass using an
atomistic model combined with molecular dynamics tech-
niques. We study its behavior during phase separation
over a broad range of control parameters, mainly density
and temperature. Indeed, numerous successful atomic-
scale simulations of the simpler situation of a liquid-gas
spinodal decomposition have been reported [6, 8, 48, 49].
In Ref. [50], a Lennard-Jones system was quenched to low
temperature in the coexistence region, and the resulting
crystal-gas phase separation was studied, but no kinetic
arrest was reported (see Ref. [51] for a recent related ex-
perimental study). Simulations of realistic colloidal in-
teractions have been reported in Refs. [34, 35, 37, 38],
but the quenches have been performed to very low
temperatures and hence particles aggregate nearly irre-
versibly and thermal fluctuations play little role, which
corresponds effectively to zero-temperature quenches in
our approach. Thus, a careful study of the crossover
regime between ordinary spinodal decomposition and ir-
reversible aggregation is so far not available.
In this work, we fill this gap and provide a detailed nu-
merical study of the phase separation kinetics between a
gas and a glass-forming material at various temperatures
encompassing the glass transition of the bulk material.
We describe how the phase separation kinetics changes
qualitatively with temperature, the microscopic dynam-
ics evolving from the well-known diffusive motion driven
by surface tension for shallow quenches, to a qualitatively
different coarsening regime in which dynamics becomes
strongly intermittent, spatially heterogeneous and ther-
mally activated at low temperature, leading to logarith-
mically slow growth of the typical domain size. A short
account of our results has been published [15].
Our paper is organized as follows. In Sec. II we define
the model, provide technical details about our numerical
simulations, and discuss the phase diagram of the sys-
tem and the relevant parameters to be explored in this
work. In Sec. III we provide a qualitative description
of the temperature influence on the spinodal decompo-
sition kinetics. In Sec. IV we present several structural
characterizations of the bicontinuous structures and in
Sec. V we discuss the time evolution of these structures,
characterizing in detail the influence of temperature on
the growth law. In Sec. VI we provide insights into the
microscopic mechanisms responsible for the coarsening
structures at high and low temperatures. In Sec. VII we
discuss the nature of the coexistence line below the glass
transition temperature, that was the subject of a recent
controversy in the literature. In Sec. VIII, we close the
paper with some perspectives for future work.
II. MODEL AND PHASE DIAGRAM
In this section, we describe details of the Lennard-
Jones model used in this study and provide some tech-
nical informations about the numerical simulations. We
then describe the relevant features of the phase diagram
of the model. Finally we introduce a coarse-grained den-
sity field that will be useful to the analysis of the simu-
lations.
A. Model and technical details
To study the interplay between liquid-gas phase sepa-
ration and the liquid-glass transition we consider a sim-
ple Lennard-Jones model for a liquid that was first de-
vised to study the dynamics of glass-forming materials
in the bulk [52]. The model is a 80:20 binary mixture
of Lennard-Jones particles with asymmetric interaction
parameters chosen such that the minority component
frustrates, and therefore efficiently prevents, the crys-
tallization of the majority component. The details of
the interaction parameters are as in the original pub-
lication [52]. In the following we use Lennard-Jones
units corresponding to the majority component, express-
3ing length in units of the particle diameter, σ, and time
in units of τ =
√
mσ2/, where m is the particle mass
and  the energy scale of the Lennard-Jones interaction
between particles of the majority component.
We integrate Newton’s equation of motion using
LAMMPS [53] for N particles enclosed in a volume V ,
working with periodic boundary conditions. We work at
constant number density, ρ = N/V , and adjust the tem-
perature T using periodic velocity rescaling as a simple
thermostatting procedure. The equations of motion are
integrated using a standard velocity Verlet scheme, us-
ing a discretization time step of 0.01 in reduced Lennard-
Jones units.
To study the kinetics of phase separation, we first pre-
pare homogeneous samples at the desired density ρ, work-
ing at high temperature, T = 3.0, well above the critical
point Tc ≈ 1.2, until thermal equilibrium is reached. We
then instantaneously quench the temperature T to the
desired final value, where the phase separation dynam-
ics starts. In the following we will denote as the “age”
of the system the time elapsed since the quench to the
final temperature. To improve the statistics of our quan-
titative measurements and the robustness of our findings,
we have repeated simulations at each state point using 5
to 10 samples, using independently prepared samples at
high temperatures.
Specific attention has been paid to system size. While
numerical studies of the glass transition in the homoge-
neous liquid typically require simulating about N = 103
particles, we have found that up to N = 106 particles are
needed to obtain results devoid of finite size effects dur-
ing the phase separation. We have obtained most of our
quantitative results using N = 3 · 105 particles. Where
appropriate, we will discuss the N -dependence of our nu-
merical results.
B. Coarse-graining the density
Since the bicontinuous structures produced during a
spinodal decomposition are characterized by a typical
length scale that is often much larger than the typical
particle size, the local structure of the fluid is largely irrel-
evant. Therefore, it will prove useful to first coarse-grain
the density field before quantifying the spatial fluctua-
tions of the obtained field [54, 55]. This coarse-grained
density will also be used to facilitate the visualizations of
the particle configurations.
We start from the microscopic density field, which is
defined as
ρmicro(r) =
N∑
i=1
δ(r− ri), (1)
where ri is the position of particle i. Our first step is
to discretize space by dividing it into boxes of linear size
ξb, so that continuous space is now replaced by a discrete
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FIG. 1: Probability distribution function of the coarse-
grained density field for ρ = 0.6 for both a homogeneous fluid
configuration at T = 1.75 and for a phase separating system
at T = 0.1. The dashed lines are a fit with a Gaussian.
lattice containing V/ξ3b sites. We consider a discrete den-
sity, ρ(r), defined for discrete positions r located at the
center of the boxes described above, as
ρ(r) =
3
4piξ3s
N∑
i=1
θ(ξs − |r− ri|), (2)
where θ(x) is the Heaviside function and a second coarse-
graining length, ξs, is introduced. Thus, the density at
position r takes into account all particles located in a
sphere of radius ξs centered at r.
Finally, we obtain the desired coarse-grained density
ρ¯(r) by using the following weighted average of ρ(r) over
the boxes surrounding r:
ρ¯(r) =
1
8
[
2ρ(r) + ρ(r + ξbex) + ρ(r + ξbey) + ρ(r + ξbez)
+ρ(r− ξbex) + ρ(r− ξbey) + ρ(r− ξbez)
]
. (3)
Here eα is a unit vector in direction α.
The procedure described by Eqs. (2, 3) is easy to im-
plement. It returns for each lattice site a coarse-grained
density field which is a much smoother function than the
microscopic density field ρmicro(r) in Eq. (1). The two
coarse-graining length scales ξb and ξs can be adjusted
by seeking a compromise between having a smooth field
without losing too much spatial resolution. After having
tried several combinations [56], we have settled to the
values ξb = σ/2 and ξs = σ, so that the lattice spac-
ing is equal to the particle radius, while the density field
is coarse-grained by taking into account the immediate
neighbourood of each particle.
Having defined the coarse-grained density field ρ¯(r),
we can now easily transform a set of particle coordinates
from a single particle configuration into the probability
distribution of the coarse-grained density, p(ρ¯). In Fig. 1,
we show this distribution for two configurations obtained
4at density ρ = 0.6. The first example is measured for
T = 1.75, where the system is in the homogeneous fluid
phase. As shown by the dashed line, the distribution is
well described by a Gaussian functional form with a max-
imum located at ρ¯ = 0.6, as expected. More interesting
is the second case at T = 0.1 where the system is in
the phase coexistence region. For this low temperature,
complete phase separation is not reached. The distribu-
tion p(ρ¯) directly reflects this phase coexistence, since it
is characterized by two peaks. One peak is located at
very low density, representative of the gas phase (whose
very small density is not resolved in the scale chosen in
Fig. 1). A second peak corresponds to the dense phase
and has a maximum near ρ ≈ 1.2 in this specific ex-
ample. In between these peaks, the distribution is nearly
flat. We checked that this intermediate density band cor-
responds to sites located near the interfaces between the
two phases where the density can take any value com-
prised between the ones of the gas and fluid phases.
These observations can be used for two purposes: First,
by adjusting the peak at high density to a Gaussian dis-
tribution, we can directly measure the average density of
the dense phase and follow its evolution during a quench
to the coexistence region. This will be used for instance
in Sec. VII to determine the coexistence line at low tem-
perature where complete phase separation is not reached
at long times, see also the binodal curve in the phase
diagram of Fig. 2.
A second application is the possibility to clearly dis-
tinguish, using ρ¯ and p(ρ¯), between cells that belong to
either of the two phases, and those belonging to the in-
terfaces. To this end, we need to determine a threshold
density delimiting the dense phase from the gas phase.
By careful visual inspections of several configurations at
various state points, we have chosen ρ¯ = 0.42 as giving
the most faithful representation of the particle configura-
tions. Thus, we define from now on cells with ρ¯ > 0.42 as
belonging to the fluid phase, and cells with ρ¯ < 0.42 as
those forming the gas phase. Interfaces are represented
by cells that are in the dense phase and that have at least
one neighboring cell that is not in the dense phase. We
have used for instance these definitions to produce the
images shown in Figs. 4 and 5, where only cells belong-
ing to the interfaces were shown, using different colors
for gas and fluid phases.
C. Phase diagram
Using a combination of direct visual inspection of
equilibrium configurations coupled to more quantitative
methods to analyze the morphology of biphasic atomistic
configurations (as described above), we have determined
the phase diagram shown in Fig. 2, which we comple-
ment with some relevant literature data. In this phase
diagram, the control parameters are the temperature, T ,
and the number density, ρ.
When density is high enough, roughly ρ ≥ 1.2, the
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FIG. 2: Temperature-density phase diagram of the binary
Lennard-Jones mixture, showing the fluid, liquid and glass
homogeneous phases. The “glass transition line” has been ob-
tained from a mode-coupling analysis of the glassy dynamics
in the liquid phase [57]. The “binodal” line separates homoge-
neous from biphasic states. It is obtained by direct inspection
of the state points marked by symbols at high temperature,
and from the evaluation of the density in the dense phase of
biphasic states at low temperature. The “spinodal” line is
taken from Ref. [58].
system is always homogeneous. Similarly, the system is
a homogeneous fluid at high temperature, T ≥ Tc ≈ 1.2,
which corresponds to the critical temperature. At large
density and temperature, the system is a simple liquid,
but its dynamics slows down dramatically as tempera-
ture decreases, without showing sign of crystallization.
Therefore, the system undergoes a glass transition from
a viscous liquid to an amorphous glass as temperature
is decreased at constant density. This process has been
extensively studied before [52]. To set the typical tem-
perature scale for the glass formation, we include in Fig. 2
the density dependence of the temperature obtained by
analyzing the dynamics in the framework of the mode-
coupling theory of the glass transition [57]. This temper-
ature was determined by a power-law fit to the growth
of the equilibrium relaxation time. It is known to repre-
sent a useful temperature scale below which it becomes
difficult to reach thermal equilibrium in a standard nu-
merical simulation. Thus, for all practical purposes the
system is in a homogeneous glass phase below the “glass
transition line” shown in the phase diagram of Fig. 2.
For temperatures below Tc ≈ 1.2 and low enough den-
sities, ρ ≤ 1.2, the homogeneous system is unstable and
phase coexistence is observed, see Fig. 2. To determine
the shown binodal line we have performed quenches to a
number of state points (symbols in the figure) and an-
alyze whether the system remains homogeneous at very
long times, i.e. we determined whether or not the distri-
bution of coarse-grained density discussed in the previous
subsection has only one peak. Very close to the binodal,
we payed attention to metastability and hysteretic ef-
5fects and performed additional numerical tests to assess
the location of the binodal [56]. Unfortunately, this di-
rect method becomes inefficient if temperature becomes
small, T ≤ 0.4, because complete phase separation does
not occur in the limited time window of our simulations,
and hysteresis effects become more pronounced at lower
temperatures. In this region, therefore, the coexistence
line has been determined by performing quenches well
within the coexistence region, and by measuring the av-
erage density of the dense phase of the biphasic config-
urations, using the method described above in Sec. II B.
We have made sure that both methods yield consistent
results in the vicinity of T = 0.4 where we switch from
one approach to the other.
Let us mention here that there exists a controversy in
the literature about the nature and the behavior of the
coexistence line below its intersection with the bulk glass
transition line. While one group claims that the binodal
line is little affected by its intersection with the glass tran-
sition line [26, 27], another group reports that the den-
sity dependence of the binodal evolves non-monotonically
with decreasing temperature, and becomes slaved to the
glass transition line at low temperatures [28–30]. We
shall specifically come back to this point below, and so
we describe here only briefly our own findings in Fig. 2,
which are somewhat intermediate between the two situ-
ations described in the literature. While the binodal line
we have determined is not slaved to the glass transition
line, its temperature dependence is nevertheless clearly
affected by the intersection with this line, so that the
measured binodal becomes nearly independent of density
at low temperatures, as shown in Fig. 2.
III. QUALITATIVE OVERVIEW OF RESULTS
In this section we present a general overview of the dis-
tinct types of morphologies obtained in the course of our
numerical studies. We then describe qualitative aspects
of the kinetics of the phase separation process at various
state points.
A. Biphasic morphologies at long times
We start by discussing the morphologies observed when
we quench the system to various state points in the co-
existence region of the phase diagram in Fig. 2. Fig-
ures 3 and 4 show that for a broad range of densi-
ties, 0.2 ≤ ρ ≤ 1.0, and for low enough temperatures,
T ≤ 0.1, the morphologies obtained at long times af-
ter the quench to the final temperature, t = 104, are
bicontinuous gel-like structures. These particle configu-
rations are strongly reminiscent of the nonequilibrium
colloidal gels observed for instance using confocal mi-
croscopy [26, 31]. By changing the density and the tem-
perature, the typical length scales characterizing these
FIG. 3: Snapshots of representative bicontinuous gel-like
configurations obtained at long time, t = 104, for T = 0.1
and densities ρ = 0.2 (left) and ρ = 0.6 (right). For the sake
of clarity, these snapshots show only a small fraction (about
16 %) of the total number of particles.
porous structures change and a central goal of the present
paper is to quantify these changes.
As can be noticed from the snapshots shown in Fig. 3,
it is not trivial to visualize the complex morphologies
of porous, bicontinuous materials in three dimensions.
Therefore, to ease the visualization, we have implemented
a numerical method to localize the two phases, and no-
tably the interfaces between them. The procedure relies
on the definition of a coarse-grained density field, as ex-
plained above in Sec. II B. While we primarily developed
this procedure to quantitatively characterize the numeri-
cally obtained bicontinuous structures (described below),
we find that it is also useful for visualization purposes, as
demonstrated in Fig. 4 where now the entire simulation
box is shown and the geometries are more easily visual-
ized than by showing particle configurations directly.
In the left column of the figure we show representa-
tive configurations obtained at long times for a low tem-
perature, T = 0.1 (recall that the critical temperature
is Tc ≈ 1.2) and various densities. For low density,
ρ = 0.15, one obtains disconnected droplets of dense
fluids that slowly coarsen with time. For ρ ≥ 0.2, a
bicontinuous structure is obtained, with a dense phase
which occupies an increasing fraction of the total vol-
ume as density increases from ρ = 0.2, to ρ = 0.4 and
ρ = 0.8. For ρ ≥ 1.0 (not shown), it is the low-density
gas phase which now occupies disconnected bubbles in-
side the dense phase.
In the right column of Fig. 4 we show the evolu-
tion of the final morphology obtained in our simulation
for t = 104 for quenches at fixed intermediate density,
ρ = 0.6, and different temperatures. While the phase sep-
aration proceeds rapidly for shallow quenches, T ≥ 0.5,
it is not complete for a deeper quench at T = 0.4, see
Fig. 4. (Note that the fact that in this panel the final
configuration is not the expected spherical object might
also be a finite size effect.) Decreasing further the tem-
perature, T ≤ 0.2, one observes that even at the end
of our simulations an intricate bicontinuous structure re-
mains apparent, indicating that phase separation is far
6FIG. 4: Representative configurations obtained at long
times, t = 104, and various state points indicated in the fig-
ure. Left: constant low temperature, T = 0.1, and various
densities. Right: constant intermediate density, ρ = 0.6, and
various temperatures. For all snapshots, periodic boundary
conditions are used, as is obvious for instance in the bottom
right configuration.
from being reached. Even smaller domains are obtained
at large times for very low temperatures, T = 0.015. It is
therefore clear that at low T the phase separation kinetics
is slowed down dramatically and thus the typical domain
size remains relatively modest even at very long times. In
the subsequent sections of the paper we will characterize
these observations in a quantitative manner.
B. Kinetics of phase separation
We now make a qualitative description of the kinetics
of the phase separation process at various state points,
as illustrated in the time series shown in Fig. 5. Each
snapshot in a given row is separated from the previous
one by a factor of 10 in time.
The first column in Fig. 5 reproduces the typical time
evolution observed in molecular dynamics studies of the
liquid-gas spinodal decomposition [6, 10, 48]. For this
density, ρ = 0.4, the gas and liquid phases occupy sim-
ilar volumes. The temperature is T = 0.5, about half
the critical temperature Tc, and thus the quench is not
very deep. Using the phase diagram in Fig. 2, we see
that the liquid phase is still well above the glass transi-
tion line. It thus behaves as a simple liquid, and so the
spinodal decomposition takes place with no interference
from the physics related to the glass transition. Indeed,
one observes that a bicontinuous structure forms over a
very short time, t ≈ 10, and then coarsens slowly with
time. For a finite system as the one used in our numer-
ical simulations, the phase separation proceeds until a
simple geometry is reached with a flat interface separat-
ing the two phases. For an infinite system, of course,
spinodal decomposition would proceed indefinitely in a
scale-invariant manner [3].
When temperature is decreased to T = 0.3 as in the
second column in Fig. 5, the initial stages of the phase
separation process are little affected and similar bicon-
tinuous structures are formed at early times. This is
expected since dynamics at short times mainly results
from the well-known spinodal instability [1]: The homo-
geneous state being fully unstable, a density modulation
develops with a dominant wavevector. Therefore, tem-
perature plays little role in this initial process. However,
the coarsening dynamics which follows is now clearly af-
fected by the temperature, since the final configuration is
no longer a fully demixed system but remains a complex
bicontinuous structure. That the coarsening slows down
is reasonable since the self-diffusion constant of the dense
liquid phase decreases when temperature is lowered, and
is expected to be already very small at T = 0.3 [52]. On
the basis of these snapshots alone, it cannot be decided
whether the phase separation kinetics changes nature, or
is simply slowed down by a trivial factor in time which
could for instance be absorbed in a rescaling t with the
diffusion constant. We shall see later that such a simple
rescaling is insufficient.
At even lower temperature, T = 0.1 (third column
in Fig. 5), the situation is much less ambiguous: While
the phase separation for early times, t ≤ 102, proceeds
as before, the slowing down is now dramatic, as demon-
strated by the fact that the two snapshots for t = 103
and t = 104 are virtually identical (at least to the eye).
This implies that at this temperature phase separation is
7FIG. 5: Time evolution of the phase separating system after a temperature quench at various state points indicated in each
column. The selected timescales are identical in the four column. From top to bottom, t = 1.45, 13.2, 120, 1096, and 104.
8nearly arrested at intermediate times, and well before the
typical domain size has reached the system size. Finally
the fourth column in Fig. 5 illustrates that a similar slow-
ing down of the phase separation is observed for a broad
range of densities, the example shown being ρ = 0.8 at
T = 0.1 where again the last two panels look identical but
are separated by one order of magnitude in timescales.
These observations show that at low temperatures, the
domain growth is strongly slowed down, and indicate that
the physics of the coarsening process at low temperatures
cannot be explained by a simple rescaling of the time
scale.
Below, we will establish that the phase separation is
in fact not fully arrested at low temperature, but that
instead it has changed nature in the sense that the ob-
served growth law depends qualitatively on temperature.
Another point that will be carefully considered is whether
the near-arrest observed in the low temperature images
of Fig. 5 results from a finite size effect, or if it survives
in the thermodynamic limit.
IV. STRUCTURAL ANALYSIS
To quantify the above qualitative observations we must
first characterizate the observed bicontinuous structures
in terms of quantitative observables and then determine
how these depend on time and temperature. In this sec-
tion we introduce and compare several structural indi-
cators, and show that the so-called “chord length distri-
bution” represents an efficient choice to describe phase
separating systems in our particle-based numerical sim-
ulations.
A. Pair correlation function
Since we know at each timestep of the simulation the
position of all the particles, an obvious choice of a mi-
croscopic function to quantity the large scale structures
is to record the pair correlation function, defined as [11]
g(r, t) =
1
ρN
N∑
j=1
N∑
k=1
〈δ(r− (rj(t)− rk(t)))〉 , (4)
where the brackets represent an average over indepen-
dent initial conditions and trajectories, and rj(t) is the
position of particle j at time t. Since our configura-
tions are isotropic we further perform a spherical aver-
age and divide by the phase space factor 4pir2 to obtain
g(r = |r|, t). We have considered also partial pair corre-
lation functions, specializing the sums in Eq. (4) to either
one of the two species of the binary Lennard-Jones mix-
ture. However, since we are interested in the large-scale
structure of the configurations, we shall only discuss the
total pair correlation described by Eq. (4). Note that the
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FIG. 6: Time evolution of the pair correlation function g(r, t)
for a quench at ρ = 0.6 and T = 0.1, and various logarithmi-
cally separated times. The inset shows a zoom of the small
amplitude oscillation around g(r, t) ≈ 1 which can serve as a
measure of the average domain size (see main text for details).
pair correlation function is frequently measured in col-
loidal experiments using confocal microscopy techniques
and hence is a quantity that is experimentally accessible.
In Fig. 6 we show examples of the time evolution of
g(r, t) for a quench to ρ = 0.6 and T = 0.1. By definition,
g(r, t) is proportional to the probability to find a parti-
cle at distance r from a particle located at the origin.
Therefore g(r, t) describes for short distances the local
amorphous structure of the dense phase. Accordingly,
it shows a pronounced first peak corresponding to inter-
particle distances (occurring at r ≈ 1.0 and not shown in
the figure), followed by quickly decaying and smooth os-
cillations representative of an amorphous structure that
has no long-range crystalline order.
The difference with a homogeneous liquid appears at
larger distances: While in a homogeneous liquid g(r, t)
rapidly converges to unity if r increases, for the hetero-
geneous phase separating systems it shows oscillations
around unity even at large distances, as shown in Fig. 6.
If t is large, the first oscillation below 1 represents the
average distance between a particle taken at random in a
dense domain to a neighboring gas region. This physical
interpretation suggests that a possible quantitative defi-
nition of the average domain size, L(t), can be obtained
from g(L(t), t) = 1. The data shown in Fig. 6, however,
indicate that the oscillations of g(r, t) around unity at
large r have a rather small amplitude, in particular if t is
large (see Inset in Fig. 6). Our simulations have shown
that the above definition is physically sensible, in that it
coincides well with the typical domain size seen in the
snapshots [56]. However, we also noticed that this mea-
surement is prone to very large statistical fluctuations,
since the amplitude of the oscillations in g(r, t) is very
small. As a result, the use of this method to follow the
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FIG. 7: Time evolution of the static structure factor, Eq. (5),
for a quench at ρ = 0.6 and T = 0.1, and various logarithmi-
cally separated times. The lines are fits using Eq. (6).
time evolution of the phase separating systems does re-
quire a very large numerical effort since highly accurate
pair correlation functions must be measured.
Additional visual inspections indicate that the large
distance behavior of g(r, t) is in fact strongly influenced
by a small number of very large domains found in the sys-
tem, whose statistical properties strongly fluctuate from
one run to another. Therefore, although this two-point
function is a simple structural correlation which corre-
sponds also to the quantity usually analyzed in theo-
retical calculations, our work suggests that, at least for
particle-based numerical simulations, it does not repre-
sent the most practical choice to determine the average
domain size.
B. Structure factor
Since the static structure factor is the Fourier trans-
form of the pair correlation function [11], it carries a
priori the same physical content. It is, however, more
easily accessible to experiments using for instance light
scattering techniques. It is defined as
S(q, t) =
1
N
N∑
j=1
N∑
k=1
〈exp[iq · (rj(t)− rk(t))]〉 . (5)
As for the pair correlation function, we perform a spher-
ical average to obtain S(q, t) = S(|q|, t). In Fig. 7, we
show the results for the structure factor for the same
set of parameters as for the pair correlation function pre-
sented in Fig. 6. An advantage of S(q, t) over the pair cor-
relation function is that the local structure of the dense
phase at short-distance and the inhomogeneous bicontin-
uous structure present at large scales show up in S(q, t)
at very different wavevectors and thus can easily be stud-
ied independently: While the local structure appears as
a sharp peak near q ≈ 2pi/σ ≈ 6, the large domains at
larger scale produce a signal at much lower wavevectors,
and it is this low-q range which is shown in Fig. 7.
As reported in previous work on spinodal decomposi-
tion in fluids [6, 48], the static structure factor develops at
low wavevector a peak whose maximum intensity, S?(t),
grows and whose peak position, q?(t), moves to lower
q as time increases. The peak position directly reveals
the typical domain size in the phase separating system,
L(t) ≈ 2pi/q?(t), and the q-dependence near the peak can
be adjusted using the following empirical formula [59]:
S(q, t) = S?
3(q/q?)2
2 + (q/q?)6,
, (6)
where the numerical factors are chosen such that S(q =
q?, t) = S?. This formula interpolates in a simple manner
between the expected quadratic behavior at low q, S(q 
q?, t) ∝ q2, and Porod’s law describing the structure of
the interfaces at larger q, namely S(q  q?, t) ∝ q−4, in
a three dimensional space. We have used Eq. (6) to fit
the data shown in Fig. 7, which gives us direct access to
the growing length scale L(t) characterizing the spinodal
decomposition.
We have found that this approach is much more re-
liable to obtain a quantitative estimate of the average
domain size than using the function g(r, t), since the
large-scale signal is better resolved in Fourier than in
real space. Also, we have noticed that fluctuations are
less pronounced in S(q, t) than in g(r, t), which implies
a reduced numerical effort. The drawback of this sim-
ple measurement of the domain size is however readily
observed in Fig. 7. Since with increasing time the peak
position shifts to lower q, for large t the peak appears at
the border of the accessible wavevector range, which is
bounded at low q by the system size, i.e. q ≥ 2piL . This is
paradoxical at first sight, because the snapshots shown
in Fig. 5 seem to indicate that even at large times the
average domain size remains quite a bit smaller than the
box size.
The reason for this is that the behavior of the structure
factor is, just as for the pair correlation function, strongly
dominated by the largest domains in the system. There-
fore, despite the several advantages mentioned above for
the structure factor, it suffers from the practical draw-
back that accurate measurements of this two-point corre-
lation function require system sizes that are considerably
larger than the typical domain size. To circumvent this
difficulty, we have turned to a slightly more complicated
observable, as we now describe.
C. The chord length distribution
The definition of the coarse-grained density field, given
by Eq. (3), allows to locate the position of the interfaces
separating the two phases in the course of the phase sep-
aration process. This information can then be used to
10
FIG. 8: Chords are defined by the intersection of straight
lines with the interfaces in the phase separating system. In
this bidimensional example the red segments belong to the
dense phase (yellow areas) and their length give the chord
length of the dense phase.
measure the distribution of the domain size in the bicon-
tinuous structures.
To this end, we measure the so-called chord length dis-
tribution (see Fig. 8) [60, 61]. We define chords by two
consecutive intersections of a straight line with the in-
terfaces present in the system. In practice, we measure
chords along the three axis of the lattice used to coarse-
grain the density, and measure the length ` of the seg-
ments belonging either to the gas or to the dense phase.
For this one has of course to take into account the peri-
odic boundary conditions.
By repeating this measurement over the entire lattice
used to determine the coarse-grained density, we obtain
the distribution of chord lengths P (`), either for chords
in the gas phase, or for chords in the dense phase. Rep-
resentative results for the time evolution of these dis-
tributions after a quench to ρ = 0.6 and T = 0.1 are
shown in Fig. 9. These data indicate that, apart the
extremely short times when the bicontinuous structure
with well-defined interfaces has not yet developed, the
two distributions are remarkably similar. They show a
maximum, which corresponds to the most probable chord
length in each phase, and beyond this length they decay
asymptotically with an exponential tail, as observed in
many porous media [60, 61]. The sharp peak located
near ` = L/2 for the latest time in Fig. 9 is due to fi-
nite size effects. Such a clear signature is useful, since
it allows to distinguish between measurements that are
affected by finite size effects from those which are not.
While either the location of the maximum or the in-
verse of the slope of the exponential decay can be used
as a good quantitative definition of the average domain
size, we have decided to gather all the information stem-
ming from the chord length distribution into one single
number, and defined the average domain size as the first
moment of the distribution:
L(t) =
∫ ∞
0
d` P (`, t)`. (7)
In addition, although equivalent at long times, we find
that the distribution of chord length in the gas phase
yields more accurate results at short times than the one
of the dense phase, see Fig. 9. Therefore, in the rest
of this paper we shall use Eq. (7) for the chord length
distribution in the gas phase as our quantitative deter-
mination of the average domain size characterizing our
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FIG. 9: Time evolution of the chord length distributions
measured in the gas phase (a) and in the dense phase (b)
after a quench to ρ = 0.6 and T = 0.1.
phase separating structures.
V. TEMPORAL EVOLUTION
In this subsection, we analyze the temporal evolution
of the phase separation process, and study how the ki-
netics depends on the state point chosen for the quench,
focusing in particular on the influence of temperature.
A. Finite size effects
One of the central question we wish to answer is
whether or not the phase separation kinetics is arrested
at sufficiently low temperatures. In the previous sections
we have shown that decreasing T does indeed lead to a
strong slowing down of the relaxation dynamics. Before
one starts to characterize this slowing down in a more
quantitative manner it is, however, important to recall
that this relaxation dynamics does depend to some ex-
tent on the size of the system and hence one has to check
the influence of these finite size effects. In particular, we
find that coarsening stops earlier if the systems size is
small. The reason for this is that the interfaces are frus-
trated by the periodic boundary conditions which con-
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FIG. 10: Influence of system size on the growth of the average
domain size for a quench to ρ = 0.6 and T = 0.1, and system
size between N = 8·103 and N = 106. The data for LS(q)(t) =
2pi/q? are deduced from the analysis of the structure factor
shown in Fig. 7. Note that this data has been multiplied by
0.38 in order to match the length scale L(t) at intermediate
times.
strain and slow down their motion. This remark is also
experimentally relevant for studies of phase separation in
confined geometries [62]. Therefore, before concluding on
the possibility of kinetically arrested phase separations, it
is important to make sure that our results do not depend
crucially on the chosen system size.
To this end, we have performed a systematic study of
the influence of a finite system size on the growth of the
average domain size. Some of these results are presented
in Fig. 10 for a quench to ρ = 0.6 and T = 0.1. These
results confirm that the average domain length reached
at a given time after the quench increases with increasing
the system size. However, we find that this effect does
not influence the results in a strong manner. For the par-
ticular case shown in Fig. 10, the domain size increases
by about 10 % when N increases by more than 2 orders
of magnitude. Furthermore we find no N dependence
within the error bars for the final sizes shown in Fig. 10.
Therefore we have decided to perform most of our studies
using N = 3 · 105, as a compromise between a very large
system, and a broad time window in which the dynamics
can be probed.
Another finding documented in Fig. 10 is that the
growth of the length scale extracted from the chord
length distribution, Eq. (7), matches the one obtained
from the length scale extracted from the dominant
wavevector q? in the static structure factor, Eq. (6). In
the graph we have multiplied the latter by a constant
factor 0.38 and find that at short and intermediate times
the two curves do indeed track each other. Thus one can
conclude that the chord length distribution represents an
efficient and accurate way of extracting the average do-
main size in phase separating systems.
100 101 102 103 104
t
100
101
L ( t
)
T=0.015T=0.05T=0.1
T=0.2
T=0.3
T=0.4t1 T=0.6
T=0.5
t1/2
t1/3
ρ=0.6
(a)
102 103 104 105 106
t
0
10
20
30
40
L ( t
) ρ=0.3
ρ=0.2
ρ=0.4
ρ=0.6
ρ=0.8
(b)
FIG. 11: a) Influence of temperature on the domain growth
for ρ = 0.6. Various power-laws are included as well. b)
Influence of the density on the domain growth for T = 0.1.
B. Growth of domain size
We now study how the density and temperature for
the quench influence the kinetics of the phase separa-
tion process. Our numerical results are summarized in
Fig. 11.
We first discuss the influence of temperature for a given
density, ρ = 0.6, see Fig. 11a. For a relatively shallow
quench, T = 0.5, the data shows an upward curvature in
this double logarithmic representation before it saturates
at long times at a system size dependent value, indicat-
ing complete phase separation. For relatively early times,
the domain growth is approximated well by L(t) ∼ t1/2,
crossing over to a faster growth at larger times before
the saturation. Such an apparent square root time de-
pendence has been found in earlier work on the liquid-gas
phase separation [6, 48, 49]. Its physical interpretation is
that it represents an effective power-law growth [7] inter-
polating between two regimes, L(t) ∼ t1/3 at short times
followed by L(t) ∼ t at longer times, which are theoret-
ically expected power-laws controlling spinodal decom-
position at early and late times [5]. These regimes have
indeed been separately observed in specifically dedicated
simulations [9]. Whereas the first regime corresponds to a
surface-tension driven domain growth limited by particle
diffusion, the second one is observed when hydrodynam-
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ics becomes relevant. We note that our data in Fig. 11
are consistent with this scenario, but do not exhibit con-
vincing power-law regimes over broad and distinct time
windows.
The situation for deeper quenches at lower tempera-
ture is more unusual. For T ≤ 0.3 we observe at inter-
mediate times again an algebraic domain growth with an
exponent around 1/2. Since, however, this t−dependence
crosses over to one that is significantly slower, one can-
not argue that the exponent 0.5 is related to a cross-over
behavior to the hydrodynamic regime. In fact, due to
the very large viscosity of the liquid at low T it must be
expected that hydrodynamics ceases to play a role [13].
What is a somewhat surprising is that at long times the
growth is even slower than the usual t1/3 law. This in-
dicates that at low temperatures surface tension is no
longer the main mechanism that drives the coarsening
process when the domain size becomes large and that in-
stead a different coarsening regime sets in. This result
is in agreement with the snapshots presented in Fig. 3
that show that at low temperatures the interface can be
rather rough (see also Fig. 13).
When temperature becomes very small, T ≤ 0.2, the
data in Fig. 11 indicates that the domain growth at long
times is not well described by a power-law dependence,
as the curves appear to be bent in this log-log repre-
sentation. This indicates that at these low temperatures
the growth is logarithmic, a functional form that is found
quite often in glassy systems. For very low temperatures,
T = 0.015 (which is about 1 % of the critical tempera-
ture), the domain size ceases to grow at long times and
becomes nearly constant within our statistical accuracy.
The observation of very slow domain growth at low
temperature is quite generic, as demonstrated in Fig. 11b,
where the density is varied for a constant low tempera-
ture T = 0.1. The data for ρ = 0.2 up to ρ = 0.8
basically follow the same time dependence, the rapid ini-
tial domain growth becoming logarithmically slow at long
times. In contrast to temperature, density has a rela-
tively simple influence on the typical domain size at long
times, since to a first approximation denser systems have
just smaller domains (see Fig. 5).
The main conclusion of this section is that for deep
quenches, i.e. below the glass temperature of the dense
phase, the nature of the coarsening process at long times
becomes qualitatively different from the standard liquid-
gas phase separation. Instead of the usual power-laws
we observe a logarithmically slow domain growth, and
this domain growth is only fully arrested in the limit
of vanishing temperature. This suggests that thermal
fluctuations remain relevant and control the slow domain
growth during the glass-gas phase separation.
This qualitative change has two important conse-
quences: First, it indicates that the microscopic mech-
anisms governing the phase separation are different at
low temperature from the standard surface tension driven
diffusive dynamics observed for shallow quenches. This
will be the subject of Sec. VI below. Second, it suggests
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FIG. 12: Time evolution of the surface of the interface (a)
and potential energy (b) during the phase separation at ρ =
0.6 and various temperatures.
that the reported observation of gels formed by “kinet-
ically arrested” spinodal decomposition in colloidal sys-
tems [26, 28] is likely only an approximation (albeit a
physically relevant one) resulting from the combination
of deep quenches and short observation timescales.
C. Energy density and area of interfaces
Before discussing the details of the microscopic dynam-
ics at low temperature, we present two additional observ-
ables that are useful to characterize the dynamics of the
system: The energy density and area of interfaces.
The time evolution of these two quantities is shown
in Fig. 12 for the density ρ = 0.6 and various temper-
atures. The area of the interface is here expressed as
the fraction of the lattice points that are considered as
interface, see the coarse-graining procedure described in
Sec. II B. Both observables are indicators related to the
amount of interfaces in the system, and therefore on how
far the phase separation process has advanced. Indeed,
the energy density or the amount of topological defects
are sometimes used as quantitative indicators of the av-
erage domain size during coarsening processes [3].
At short times the t−dependence of these two quan-
tities is of course very different: The energy density de-
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creases rapidly since it is dominated by the bulk behav-
ior of the fluid which must thermalize at low temper-
ature after the sudden quench from the high tempera-
ture. By contrast, because the system must first create
a large quantity of interfaces right after the quench from
a homogeneous initial state, the amount of interfaces is
non-monotonous in that it first increases rapidly at early
times, before the coarsening process starts and the sur-
face decreases again, see Fig. 12a.
For times t > 10 the evolution of these quantities is
more similar, and follows from similar physical consider-
ations. At large times, the area of the interface decreases
slowly as a result of the coarsening process which elimi-
nates small domains and generates larger ones. The en-
ergy density has a more complicated behavior because it
receives contributions from both the energetically costly
interfaces as well as from the bulk of the dense domains.
Since both contributions decrease slowly with time, the
energy density also decreases with increasing t. If one
assumes that interfaces dominate the time dependence
at long times, then the energy density should display a
time dependence that is very similar to the one of the
fraction of interfaces, as confirmed by the data in Fig. 12
at high T . However, since we have seen that at low tem-
peratures the size of the domains is not governed by the
surface tension (cf. discussion on Fig. 11) one can expect
that at low T the time dependence of the energy and of
the surface are not the same.
The time dependence of the surface as well as of the
energy depends strongly on temperature in that the re-
laxation becomes slower, in agreement with our find-
ings regarding the size of the domains. Figure 12a
shows that the amount of surface at a given (large)
time increases monotonically with decreasing tempera-
ture, showing that at low T the system has more smaller
domains and their surface is rougher. At the lowest tem-
peratures the time dependence of the surface is compat-
ible with a logarithmic decay, in agreement with our re-
sults on the growth of the domain sizes.
The increasing fraction of small domains at low tem-
peratures has an implication on the value of the energy at
a given (large) time: Since the energy of the dense phase
decreases with T , one finds that for intermediate tem-
peratures the energy at large t decreases if T is lowered.
However, at even lower T , the system starts to have so
many small domains that are rough and that cost energy,
that the overall energy starts to increase again, leading
to a non-monotonic T−dependence of that quantity (see
Fig. 12b).
VI. INTERMITTENT DYNAMICS AT LOW
TEMPERATURES
In this section we provide evidence that the qualitative
change in the growth law at low temperatures is also ac-
companied by a qualitative evolution of the microscopic
mechanisms driving the coarsening dynamics.
A. How domains coarsen
If temperature is not very low, the microscopic dy-
namics of coarsening is well understood. At early times
of the spinodal decomposition, a bicontinuous structure
emerges rapidly, which is characterized by a well-defined
length scale that reflects the intrinsic instability of the ho-
mogeneous system after the quench into the coexistence
region. Moreover this bicontinuous structure is charac-
terized by curved interfaces that store a large amount
of potential energy. In this case surface tension is the
main driving force for the phase separation process that
follows the spinodal instability, and domains coarsen in
order to reduce the curvature of the interfaces and their
total area. At the microscopic scale, this process can pro-
ceed because particles can easily move within the dense
phase in response to this driving force.
At low temperature, we observe that surface tension
becomes unable to advance the coarsening process, be-
cause the dense phase is now an (aging) glassy mate-
rial that has a very high viscosity and is in fact visco-
elastic [22, 63]. As a consequence, surface tension is no
longer able to relax in a significant manner the curved
interfaces formed during the phase separation process.
In a recent experimental work on attractive col-
loids [33], it has been found that particles located near
the interface of the bicontinuous structure have a mobil-
ity which is larger than the one of particles in the bulk
of the domains. Therefore it has been concluded that
surface-enhanced mobility provides an important contri-
bution to the dynamics for deep quenches [33]. We have
investigated whether this effect is also relevant for our
simulations. First of all we point out that, due to en-
ergetic considerations, it is more favorable for the sys-
tem to put the A particles at the interface (since the
A-B interaction is stronger than the A-A interaction).
Thus such a micro-segregation would a priori give rise
to an enhanced mobility of the particles at the interface.
However, despite this we have not found that for deep
quenches particles at the interfaces are significantly more
mobile than the ones inside the dense phase. This result
is in fact consistent with earlier studies of the present
binary Lennard-Jones in inhomogeneous geometries [64].
While particles near surfaces are in general indeed more
mobile than particles in the bulk at equivalent thermo-
dynamic conditions, one should also notice that this dy-
namical difference is usually only relevant in the narrow
range of temperatures which corresponds to the inter-
val between bulk and surface glass temperatures, where
bulk diffusion is already arrested while surface diffusion
is not. The quench depth should therefore be specifically
adjusted to have conditions for which surface-enhanced
diffusion is as effective as it seems to be the case in the
experiments of Ref. [33].
Although we do find in our low-temperature simula-
tions that slow coarsening persists, this domain growth
is driven neither by surface tension nor by interface-
enhanced particle diffusion. Instead, the complex bi-
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FIG. 13: Time series showing the breaking of two thin do-
mains in a quench at ρ = 0.4 T = 0.1. Only a small fraction
(16 %) of the entire system is shown for clarity, and about
3000 particles with the largest mobility are highlighted, they
are located near the breaking points. The first breaking oc-
curs between t = 50 and 1100 and the second one between
t = 1300 and 2100.
continuous structure formed at long times continues to
evolve by intermittent breaking of thin necks, which in
turn allows the structure to relax further [38, 65]. We
illustrate this process in the time series of Fig. 13, where
the most mobile particles over the considered time win-
dow are highlighted. Visual inspection shows that for
this low temperature, T = 0.1, particles located at the
interface of a dense domain are nearly arrested. A sec-
ond observation is that the interfaces are relatively rough,
which confirms that surface tension is no longer efficient
at low temperatures, and that it is unable to relax inter-
faces that are very curved. A third observation is that
the time evolution of the overall structure occurs when
thin domains suddenly break, which occurs twice in this
specific time series, first near t ≈ 1100 and then near
t ≈ 2100 in Fig. 13. These sudden events are followed by
a slower visco-elastic relaxation of the structure, which
eventually gives rise to an increase of the typical domain
size.
The reason for this type of relaxation behavior is re-
lated to the fact that domains in the bicontinuous struc-
ture are under mechanical tension. The stress field
present in the glassy structure can be expected to be very
inhomogeneous because this is already a characteristic
feature in bulk amorphous solids [66] and the presence
of a complex geometry will certainly increase this het-
erogeneity. Due to these stress inhomogeneities and the
thermal fluctuations the system will release the stored
mechanical stress by breaking domains. These events
presumably occur most likely at the weak spots of the
structure, i.e. where domains are thin or highly stressed.
Once a domain is broken, the system can relax a certain
amount of mechanical constraint, and it will reach a new
metastable configuration, until another breaking event
will occur. This interpretation suggests that it should
become more and more difficult to find weak spots to
break in the system, or equivalently, that energy barriers
that have to be crossed during these events grow with
time. This interpretation naturally accounts for a log-
arithmic growth law for the domain size, as is typically
found in many systems with quenched disorder [67].
Interestingly, the qualitative description of the coars-
ening process occurring in our simulations at low tem-
peratures, which results from the intermittent release of
mechanical constraints is reminiscent of the physical sce-
nario put forward by Cipelletti and coworkers to account
for the unusual aging dynamics observed via light scat-
tering in a number of soft materials [24, 68, 69]. These re-
searchers put forward the idea that some “internal stress”
is stored and intermittently released during the aging
process, thus giving rise to the particular relaxation dy-
namics found in these systems. This analogy suggests
that it would be very interesting to study scattering func-
tions for the present system, and compare the results with
the behavior reported experimentally using light scatter-
ing techniques.
B. Intermittent dynamics in space and time
In this subsection we provide further evidence for a
qualitative change in the microscopic dynamics between
shallow and deep quenches. In the previous section we
have argued that at low T coarsening proceeds by in-
termittent domain breaking. However, even for shallow
quenches domains grow and thin domains can break. The
main difference between the two situations is that at low
temperatures, mobility is highly localized in space and
time, and domain breaking appears very rarely, whereas
at high T no such localization is observed.
This difference is illustrated in Figs. 14 and 15, where
the 1 % most mobile particles over different time inter-
vals are marked by spheres, and their displacements are
represented by a vector. The rest of the particles are
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FIG. 14: Most mobile particles (1 % of all particles, shown
as spheres) and their displacements (shown as cylinder) for a
given time interval, t ∈ [38.5, 40.5] after a quench to ρ = 0.4
and T = 0.5.
represented by small dots. The time intervals are chosen
so that the images are taken for comparable evolutions
of the average domain size. As a consequence, the times
are much shorter at the high temperature (Fig. 14) than
at the lower one (Fig. 15), and time windows become
broader with increasing time in Fig. 15.
At high temperature (T = 0.5, Fig. 14) the most mo-
bile particles appear anywhere in the system (both at
interfaces and in the bulk domains where mobility is
high) and their displacements are essentially uncorre-
lated. This picture is representative of shallow quenches
and indicates that dynamic heterogeneity at the particle
scale is not very relevant for ordinary phase separations.
This behavior is in strong contrast with the one found
at low temperature, T = 0.1 in Fig. 15. In this figure
we show mobile particles and their displacements over
three different time intervals of the same run, at early,
intermediate, and large times. Mobile particles are now
clearly clustered, and directly reveal the locations in the
system where the geometry of the domains has changed
over a given time interval. Furthermore one recognizes
that these mobile particles also exhibit highly correlated
displacements.
Another remarkable feature is that from one image to
the next, clusters of mobile particles appear at different
locations, which directly reveals that domain breaking is
a spatially and temporally intermittent process. Finally,
we notice that mobile particles almost never appear in
the interior of the domains, in contrast to the behavior
found at high temperatures. Such bulk-like relaxation
appears only at very long times, because domain breaking
becomes less and less probable as the aging proceeds.
The findings in this subsection suggest that phase sep-
aration kinetics for deep quenches is highly intermittent
FIG. 15: Most mobile particles (1 % of all particles, shown
as spheres) and their displacements (shown as cylinder) for
three given time intervals, t ∈ [209, 363], t ∈ [1905, 3311],
t ∈ [5754, 10000] (top to bottom), after a quench to ρ = 0.2
and T = 0.1. The small dots are the remaining 99% of the
particles.
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in space and time, and should therefore display a high
degree of dynamic heterogeneity. It would be interest-
ing to apply the tools developed to study spatially het-
erogeneous dynamics in glassy materials [70] to quantify
further the present observations.
VII. RELATION BETWEEN BINODAL AND
GLASS LINES
In this last section, we provide more details and dis-
cussion about the determination and behavior of the co-
existence line at low temperatures in the phase diagram
of Fig. 2.
Why is this an issue? In the phase diagram of Fig. 2,
the binodal line crosses the glass transition line near the
point ρ ≈ 1.15 and T ≈ 0.35. This implies that for
temperatures lower than T = 0.35, we cannot determine
the coexistence line using standard equilibrium simula-
tions, and we have to rely on nonequilibrium protocols
to extend the binodal down to T = 0. Therefore the low-
temperature extension of the coexistence line changes na-
ture at low temperature since it is not uniquely defined
anymore but is instead dependent on the protocol.
Because of this difficulty, two experimental groups have
investigated this issue in more detail [26, 28]. In both
cases the measurements proceed as follows: The system
is first quenched into the coexistence region where phase
separation takes place, and becomes nearly arrested on
experimental timescales. Then the volume occupied by
the dense phase is determined experimentally, from which
the density is determined. Different methods have been
used to measure the evolution of this density as a function
of quench depth, and two qualitatively distinct results
were found, as mentioned above in Sec. II C.
For the case of our numerical simulations we have fol-
lowed a similar approach to determine the coexistence
line. After quenching the system to a given state point
we determined the density of each phase using the coarse-
grained density field described in Sec. II B. Following this
procedure, we obtained for each configuration both the
volume occupied by the dense phase as well as the num-
ber of particles it contains, from which the density is
easily deduced. Note that for a given temperature, the
density of the dense phase will depend in principle on
both the time spent since the quench, and on the to-
tal density of the system at which the quench has been
performed.
In Fig. 16a we demonstrate that after the quench the
measured density converges very rapidly to its asymp-
totic value. This is an important result since it shows
that the heterogeneous nature of the configurations does
not preclude a quantitative determination of the density
of the glass phase. In other words, the time dependence
of the glass density is not an issue. Therefore, for a given
density, here ρ = 0.6, we can vary the quench depth
and obtain the temperature evolution of the glass den-
sity, which we can include in the ρ − T phase diagram,
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FIG. 16: a) Density of the dense phase during phase separa-
tion at ρ = 0.6 and various low temperatures. b) Coexistence
lines obtained from quenches at various densities are reported
in the phase diagram, together with the glass transition line,
and the glass density obtained in zero pressure homogeneous
glasses in Ref. [71].
see Fig. 16b. In this representation, we focus directly
on the relevant temperature region below the intersec-
tion with the glass transition line. We observe that the
coexistence line determined using quenches at ρ = 0.6
changes slightly its curvature at low temperatures, per-
haps as a result of crossing the glass transition line, but it
is clearly very different from the glass line itself. There-
fore our results are closer to the ones of Ref. [26], which
determine the density of the glass phase using confocal
microscopy and a postprocessing which is not very differ-
ent from ours. We note that the different results reported
in Ref. [28] use a more indirect technique to measure the
glass density and the coexistence line.
In Fig. 16b we also document the influence of the
quench density on the measured coexistence line, varying
the quench density over a broad range between ρ = 0.2
and ρ = 0.8. We find that all densities produce very sim-
ilar coexistence lines, with differences in density of about
2 % between the two extremes, the larger quench density
producing a smaller glass density.
Finally we compare the results for the coexistence line
with a very different numerical approach. In Ref. [71], the
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present Lennard-Jones binary mixture was used to study
the influence of cooling rates on the structure of the glass.
These quenches were done at constant pressure, which
was zero. Thus, the produced homogeneous glass config-
urations were adjusting their densities to maintain a zero
pressure, and these densities were recorded numerically.
We have included the temperature evolution of these den-
sities in Fig. 16b as well and we see that they compare
very well with our determination of the coexistence re-
gion. This is expected because the dense phase in our
phase separating systems coexists with a gas phase with
vanishing pressure. This comparison seems to confirm
our finding that the coexistence line does not exhibit a
reentrant behavior as a result of the crossing of the glass
transition line.
VIII. SUMMARY AND CONCLUSION
We have used large-scale molecular dynamics simula-
tions to study the influence of a temperature quench on
the liquid-gas phase separation kinetics in a Lennard-
Jones fluid, and therefore the competition between the
phase separation kinetics and the glass transition occur-
ring at low temperature in bulk liquids. This represents
therefore an example of a viscoelastic phase separation.
Our main finding is the observation that the phase
separation kinetics changes qualitatively with decreas-
ing temperature: The microscopic dynamics evolves from
a diffusive motion driven by surface tension for shallow
quenches, to a qualitatively different coarsening regime
in which the dynamics becomes strongly intermittent,
spatially heterogeneous and thermally activated at low
temperature, leading to logarithmically slow growth of
the typical domain size.
The microscopic description of the coarsening pro-
cess occurring in our simulations at low temperatures,
which results from the intermittent release of mechan-
ical constraints, is strongly reminiscent of the physical
scenario put forward to explain experimental and simu-
lation results obtained in a broad variety of soft glassy
materials for which unusual aging dynamics has been re-
ported [24, 68, 69, 72]. In future work, it would be in-
teresting to compare time correlation functions measured
in numerical simulations such as ours to the outcome of
light scattering experiments performed in soft glassy ma-
terials in their aging regime. Such studies would allow to
obtain a better understanding how these soft glass ma-
terials are related to the gel-like structures investigated
here.
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