Abstract. Class polynomials attached to affine Hecke algebras were first introduced by X. He in [He1] . They play an important role in the study of affine Deligne-Lusztig varieties. Motivated by [He2], we compute the class polynomials attached to an affine Hecke algebra of type (twisted) A 2 . Using these class polynomials we prove a conjecture of Görtz-Haines-Kottwitz-Reuman for the general linear group, unitary group and division algebra of semisimple rank 2. Furthermore, we discuss some interesting patterns on affine Deligne-Lusztig varieties.
Introduction
In this paper, we study class polynomials of affine Hecke algebras and apply them to the study of affine Deligne-Lusztig varieties in some affine flag varieties.
Let's recall the classical Deligne-Lusztig variety first. It was introduced by Deligne and Lusztig in 1976 , which was used to construct linear representations of finite groups of Lie type (see [DL] ). Let F q be a finite field and k be its algebraic closure. Let G be a reductive group defined over F q with a Frobenius automorphism σ and let B be a Borel subgroup defined over F q . We have the Bruhat decomposition G = w∈W BwB, where W is the Weyl group. The Deligne-Lusztig variety associated with w ∈ W is defined by
It is a locally closed subvariety of the flag variety G/B of dimension ℓ(w). The notion of an affine Deligne-Lusztig variety was first introduced by Rapoport in [R] , which is an analogue of Deligne and Lusztig's classical construction. For simplicity, let G be as above and let L = k((ǫ)) be the field of the Laurent series. Again we denote σ by the automorphism on the loop group G (L) . Let I be a σ-stable Iwahori subgroup of G (L) . We have the Iwahori-Bruhat decomposition G(L) = w∈ W IwI where W is the Iwahori-Weyl group. By definition, the affine Deligne-Lusztig variety Xw(b) associated withw ∈ W and b ∈ G(L) is defined as
The affine Deligne-Lusztig variety Xw(b) plays an important role in the study of the reduction of Shimura varieties with Iwahori level structure. More precisely, it is related to the intersection of the Newton stratum and the Kottwitz-Rapoport stratum. On the special fiber of a Shimura variety there are two important stratifications: one is the Newton stratification whose strata are indexed by certain σ-conjugacy classes [b] ⊂ G (L) ; the other is the Kottwitz-Rapoport stratification whose strata are indexed by specific elementsw of the extended affine Weyl group W (see [GHKR1] , [H] and [R] for details).
We are particularly interested in the following questions:
• When is Xw(b) ∅? • If Xw(b) is nonempty, what is dim Xw(b)? It has been studied by many other authors see [GHKR2] , [GH] , [GHN] , [He2] , [Re1] , [Re2] and [V] . But an explicit answer for these questions is still unknown for generalw and b.
In [He2] , He obtained a remarkable breakthrough in the study of affine Deligne-Lusztig varieties in affine flag varieties, and He showed that the emptiness/nonemptiness pattern and dimension formula for affine DeligneLusztig varieties can be deduced by class polynomials of affine Hecke algebras. Thus, we can reduce questions in arithmetic geometry and number theory to questions in representation theory and Lie theory.
In this paper, we obtain the following results:
• We calculate class polynomials of the affine Hecke algebra of type (twisted) A 2 .
• Using class polynomials we obtain emptiness/nonemptiness pattern of Xw(b) and its dimension formula for GL 3 , U 3 and D × 3 (see §3.1 for details).
• We verify a conjecture of Görtz-Haines-Kottwitz-Reuman for the general linear group, unitary group and division algebra of semisimple rank 2 (see Theorem 3.12).
• We obtain a close formula for suberbasic b on the number of the rational points in Xw(b).
• Based on information of class polynomials and the reduction method, it is expected that the irreducible components of Xw(b) of maximal dimension are controlled by the leading coefficient of the corresponding class polynomial. Then we describe the leading leading coefficients of corresponding class polynomials. Here, we give a quick review of the content of this paper. In §1, we recall some definitions, e.g. Coxeter systems, (affine) Hecke algebras, loop groups, class polynomials and affine Deligne-Lusztig varieties. We also explain the algorithm of computation of class polynomials. We recall the "Dimension=Degree" theorem as well. Section §2 is the most technical part (see my PhD thesis [Y] for more detailed calculations). We first classify all the conjugacy (δ-conjugacy) classes of W, then we calculate the class polynomials. In §3, we apply class polynomials to the study of affine Deligne-Lusztig varieties.
1. Preliminary data 1.1. Coxeter systems and Hecke algebras. To provide some context, let's recall Hecke algebras of Coxeter groups first. We follow [Bo] , let W be a group with identity 1 and S be a set of generators of W such that S = S −1 and 1 S. Every element of W is the product of a finite sequence of elements of S. We also assume that every element of S is of order 2. In this condition, we call W a Coxeter group. Let (W, S) be a Coxeter system and w ∈ W. We recall the length of w (with respect to S), denoted by ℓ S (w) or simply by ℓ(w) is the smallest integer r 0 such that w is the product of some (or equivalently, any) sequence of r elements of S.
We keep notations as in [HY] §1.1. Let H be a group of automorphisms of the group W that preserves S. Set W ′ = W ⋊ H. Then an element in W ′ is of the form wδ for some w ∈ W and δ ∈ H. We have that (wδ)(w ′ δ ′ ) = wδ(w ′ )δδ ′ ∈ W ′ with δ, δ ′ ∈ H. For w ∈ W and δ ∈ H, we set ℓ(wδ) = ℓ(w), where ℓ(w) is the length of w in the Coxeter group (W, S). Thus H consists of length 0 elements in W ′ . For J ⊂ S, we denote by W J the standard parabolic subgroup of W generated by s j for s j ∈ J and by W J (resp. J W) the set of minimal coset representatives in W/W J (resp. W J \W).
Let δ ∈ H. For each δ-orbit in S, we pick a single element. Let g be the product of these elements (in any order) and put c = gδ ∈ W ′ . We call c a Coxeter element of W ′ (see [Spr] ). Let O be a δ-conjugacy class of W ′ , by definition O is called Coxeter if it contains a Coxeter element of W ′ . Let (W, S) be a Coxeter system and R 0 be a commutative ring with 1 (in abuse of notation), and let q ∈ C * .
Definition 1.2. The Hecke algebra H (with identity T 1 ) associated to the Coxeter system (W, S) over R 0 is the associative R 0 -algebra which is given by the following presentations:
• Generators: T s , s ∈ S;
• Relations: T 2 s = (q − 1)T s + qT 1 and (T s T t ) m st = (T t T s ) m ts for all s, t ∈ S.
1.2. Twisted loop groups. Let k be the algebraic closure of a finite field F q . Let F = F q ((ǫ)) and L = k((ǫ)) be the fields of Laurent series. Let G be a connected reductive group over F and splits over a tamely ramified extension of L. Let S ⊂ G be a maximal L-split torus defined over F, T = Z G (S ) be its centralizer and N be the normalizer of T . Since k is algebraically closed, G is quasi-split over L. Furthermore, T is a maximal torus.
Definition 1.3. The algebraic loop group
LG associated with G is the indgroup scheme over k representing the functor
on the category of k-algebras.
Let σ ∈ Gal(L/F) be the Frobenius automorphism. It induces an automorphism on G (L) , and we denote the induced automorphism by the same symbol.
Let A be the apartment of G (L) corresponding to S and a C be a σ-invariant alcove in A. Let I ⊂ G(L) be the Iwahori subgroup corresponding to a C over L and S be the set of simple reflections at the walls of a C .
By definition, the finite Weyl group W associated with S is
and the Iwahori-Weyl group W associated with S is
where
Let Γ be the absolute Galois group Gal (L/L) and P be the Γ-coinvariants of X * (T ). By [HR] , and by choosing a special vertex in A we identify T (L)/T (L) 1 with P. We also obtain a split short exact sequence 1 −→ P −→ W −→ W −→ 1 and a semi-direct product W = P ⋊ W . The automorphism σ on G (L) induces an automorphism on W and we denote it by δ. The map gives a bijection on S. We choose a special vertex in A such that the previous split short exact sequence is preserved by δ. Thus δ induces an automorphism on W and we denote it by the same symbol.
Let Φ be the set of roots of (G, S ) over L and Φ a be the set of affine roots. Let S be the set of simple roots in Φ. We identify S with the set of simple reflections in W, then S is a δ-stable proper subset of S. We denote by Φ + the set of positive roots of Φ and ρ the half of the sum of all positive roots in Φ.
Let G 1 be the subgroup of G(L) generated by all parahoric subgroups. We take N 1 = N(L) ∩ G 1 , then by [BT] , the quadruple (G 1 , I, N 1 , S) is a double Tits system with affine Weyl group
We identify W a to the Iwahori-Weyl group of the simply connected cover G sc of the the derived group G der of G. Let T sc be the maximal torus of G sc giving by T . Thus we have W a = X * (T sc ) Γ ⋊ W. It showed that there exists a reduced root system ∆ such that 
Note that the map Tw → T δ(w) defines an A-algebra automorphism of H, and we still denote it as δ.
For anyw,w ′ ∈ W are said to be δ-conjugate ifw ′ =xwδ(x) −1 for somex ∈ W. Forw,w ′ ∈ W and s i ∈ S, we writew
We say thatw,w ′ ∈ W are elementarily strongly δ-conjugate if ℓ(w) = ℓ(w ′ ) and there existsx ∈ W such thatw ′ =xwδ(x) −1 and ℓ(xw) = ℓ(x)+ℓ(w) or ℓ( wδ( x) −1 ) = ℓ(x) + ℓ(w). And we call thatw,w ′ are strongly δ-conjugate if there is a sequencew =w 0 ,w 1 , · · · ,w n =w ′ of elements in W such that for any i,w i−1 is elementarily strongly δ-conjugate tow i . We writew∼ δw ′ if w andw ′ are strongly δ-conjugate. In [HN] , He and Nie proved that minimal length elements w O of any δ-conjugacy class O of W satisfy some special properties, generalizing the results of Geck and Pfeiffer [GP] on finite Weyl groups. These properties play a key role in the study of affine Deligne-Lusztig varieties and affine Hecke algebras. In [He2] and [HN] , it is showed that for any δ-conjugacy class O, we can fix a minimal length representative w O and the image of T w O inH/ [H,H] δ where [H,H] δ is the A-submodule (we regardH as a left A-module) ofH generated by all δ-commutators (i.e. for any h, h
. Moreover, T w O is independent of the choice of w O and forms a basis ofH/ [H,H] δ . It is proved in [HN, Theorem 6.7 Ifw is a minimal length element in a δ-conjugacy class of W, then we set
Ifw is not a minimal length element in its δ-conjugacy class and for anỹ w ′ ∈W with ℓ(w ′ ) < ℓ(w), fw′ ,O is constructed. By [HN] , there exists w 1 ≈ δw and s i ∈ S such that ℓ(s iw1 s δ(i) ) < ℓ(w 1 ) = ℓ(w). In this case, ℓ(s iw ) < ℓ(w) and we define fw ,O as
1.4. The "Dimension=Degree" theorem. We keep the notations as be- 
Remark 1.8. The affine Deligne-Lusztig variety Xw(b) (k) is a finite-dimensional k-scheme and locally of finite type over k.
We call an elementw ∈ W a δ-straight element if and only if for any n ∈ N we have ℓ(wδ(w) · · · δ n−1 (w)) = nℓ(w). We call a δ-conjugacy class in W straight if it contains some straight element. We denote by · σ the σ-conjugation action on G (L) and it is defined by that for any g, g
. We have the following Kottwitz's classification of σ-conjugacy classes B(G) on G (L) . Theorem 1.9 (Kottwitz, He) . For any straight δ-conjugacy class O of W, we fix a minimal length representativew O . Then
here O runs over all the straight δ-conjugacy classes of W.
Let (P/Q) δ be the δ-coinvariants on P/Q, let
be the natural projection. We call κ the Kottwitz map.
Let P Q = P ⊗ Z Q and P Q /W be the quotient of P Q by the natural action of W. We can identify P Q /W with P Q,+ = {χ ∈ P Q | α(χ) 0, f or all α ∈ Φ + }. Let P δ Q,+ be the set of δ-invariant points in P Q,+ . Since the image of W ⋊ δ in Aut(W) is a finite group, for eachw = t χ w ∈ W, there exists n ∈ N such that δ n = 1 and wδ(w)δ
Let νw = λ/n ∈ P Q and νw be the corresponding element in P Q,+ . Note that νw is independent of the choice of n. Letνw be the unique element in P Q,+ that lies in the W-orbit of νw.
withw →νw the Newton map. We define
, f is constant on each δ-conjugacy class of W. We denote the image of the map by B( W, δ). The "Dimension=Degree" theorem is a main result in [He2] , we quote it as follows: Theorem 1.11 (He) Theorem 1.11 relates the dimension of affine Deligne-Lusztig varieties to the degree of the class polynomials which provides both the theoretic and practical way to determine the dimension of affine Deligne-Lusztig varieties. It shows that the dimension and emptiness/nonemptiness pattern of affine Deligne-Lusztig varieties Xw(b) only depend on the data ( W, δ,w, f (b)) and thus independent of the choice of G. And it implies that the emptiness/nonemptiness and dimension formula of affine Deligne-Lusztig varieties [ H, H] .
As you will see that the whole section is the most technique part in this paper, we'd like to make some comments here. It is quite hard to calculate class polynomials and we know little about them in general. And till now, we have found neither an efficient nor a systematic way to calculate them in general situations. Even in the following low rank cases (of type (twisted) A 2 ), the calculations are quite difficult and highly nontrivial. From the definition of a class polynomial fw ,O , two parameters are involved: an extended affine Weyl group elementw and a (δ-) conjugacy class O in W. As we know that for anyw we can be weakly reduced tow
′ is a minimal length element in the (δ-) conjugacy class O ofw [HN] . To calculate class polynomials, we will by way of doing the reduction procedure, and thus there are quite lot paths involved which cause enormous complexities and extreme difficulties. There is an illusion that the calculations in the coming subsections looks routine. Since for different w we have to work hard on choosing correct path to make the calculations work, actually, those calculations are very subtle and difficult and you will see how in the following subsections. 
Lemma 2.4. For any λ ∈ P + ∩ Q sh , i.e. λ = mα 1 + nα 2 where m, n ∈ Z and 1 m n 2m − 1 or 1 n m 2n − 1. We set
Lemma 2.5. 
If ℓ(w 1 ) < ℓ(w), by induction we are done. If ℓ(w 1 ) = ℓ(w), we setw 2 = s i 2w 1 s i 2 = s i 3 · · · s i r t µ ys i 1 s i 2 and
By the same argument, we can reduce to the casew = t µ s 1 s 2 or t µ s 2 s 1 with µ ∈ Q ∩ P + . Now ifw = t mα 1 +nα 2 s 1 s 2 with 1 m 
where λ ∈ P + ∩ Q, and i ∈ N + . Proof. Following Lemmas 2.2, 2.3, 2.4, 2.5 and
, we obtain the theorem directly.
Before the calculating of class polynomials, for convenience, we fix some notations. We set I = {t
to be the W-conjugacy class contains t λ s 1 , and let O t λ s 1 to be the set of all C i with ℓ(C i ) ℓ(C(t λ s 1 )). Similarly, let to be the set of all
. We calculate directly and obtain the following class polynomials. In the following, since the computations are quite similar, we list some typical calculations and others are easily obtained by similar methods. For other detailed calculations see [Y, Chapter 3] .
Proof. Since O λ only has finitely many elements for each λ and any two elements in O λ are∼, the proposition follows directly from the definition of class polynomials.
In the following sections, for anyw,w ′ ∈ W, we will always write
otherwise.
Here we give a proof of 2.8. Symmetrically, we obtain 2.9.
Proof of Proposition 2.8.
For (1), we have
Thus (1) is proved. By
Proposition 2.10. For k ∈ N + , we have
Proposition 2.11. For k ∈ N + , we have
The proof of 2.11 is quite similar to that of 2.10, and thus we just give a proof of 2.10.
Proof of Proposition 2.10. Since
and hence
It is sufficient to considerw = t kα 1 +(2k−1)α 2 s 2 s 1 where k 2. Along with Proposition 2.8 (2),
The proposition is proved.
For λ ∈ Q ∩ P + , we set
And we set
To avoid of repetition, we just prove 2.12.
Proof of Proposition 2.12.
For (2) we combine (1) to obtain
Corollary 2.14.
Proof. For anyw which lies in the Corollary, if we takew
At this time,w ′ appears in the previous propositions. Thus combining the previous propositions, we obtain the Corollary.
Proposition 2.15. (1) Ifw
Proof. We prove (1) and the proof of (2) is similar. Since any element w ∈ O 1 with ℓ(w) = 4k − 1 is∼ to an element in {w = t kα 1 s 1 | k ∈ N + }, it is enough for us to considerw = t kα 1 s 1 (k ∈ N + ).
Along with Proposition 2.13 (1), we get
(1) is proved.
Also, the proofs of 2.16 and 2.17 are similar. We choose 2.16 to prove and leave the other one.
Proof of Proposition 2.16. Since (3) is an easy consequence of (2), we prove (1) and (2). Any elementw ∈ C i with i ∈ N + is∼ to an element in {t 
(2) We consider the casew = t (2i+k)α 1 +iα 2 s 1 , with k 1
Together with Proposition 2.13 (1), then (2) is proved.
2.2. Class polynomials for elements in W a τ. We set 
Lemma 2.19. For any λ ∈ P + Q and λ 2mα 1 + mα 2 (m ∈ N) i.e. λ = mα 1 + nα 2 where 1 m n 2m or 1 n < m 2n − 1, we set
If 2 m n 2m − 1 or 1 n < m < 2n − 1, then
Since the approach of proving the above lemmas 2.18, 2.19 and 2.20 are quite similar, here we give a proof of 2.20 as an example. 
Proof of Lemma 2.20. (1) We set
From the proof of (1), it is sufficient for us to consider thatw ∈ {t kα 1 +iα 2 s 1 s 2 s 1 τ | k ∈ Z}. Now we takew = t kα 1 +iα 2 s 1 s 2 s 1 τ. (a) For i > 0 and i is odd. If k 2i, then we takew 1 = s 0 ·(w). Then ℓ(w 1 ) = ℓ(w)−2, thus by inductionw is W-conjugate to t
⌋, then we takew 1 = s 1 ·(w). Then ℓ(w 1 ) = ℓ(w)−2, thus by inductionw is W-conjugate to t
⌋ − 1 thenw 1 is as before, and thusw is W-conjugate to t (⌊ i 2 ⌋+1)α 1 +iα 2 s 1 s 2 s 1 τ. If i 0, the argument is similar we omit it here. By (1) and (2), the lemma is proved. Proof. Follows directly from Lemmas 2.18, 2.19 and 2.20. Proposition 2.22. For anyw ∈ O λ,τ where λ ∈ P + Q and λ 2mα 1 + mα 2 (m ∈ N). Then
Proof. Following the definition of class polynomials, the proposition is obvious.
For λ = mα 1 + nα 2 ∈ P + ∩ Q sh , we set
Proposition 2.23. (1) Let
Proof.
(1): If λ = kα 1 +(2k−1)α 2 or λ = (k+1)α 1 +2kα 2 where k ∈ N + , theñ w = t λ s 1 s 2 s 1 τ is already of minimal length in its W-conjugacy class. Thus it is sufficient to consider those λ = mα 1 + nα 2 ∈ P + ∩ Q sh with n 2m − 3, in this case we have
(2): If λ = (2k−1)α 1 +kα 2 , thenw = t λ s 1 τ is a minimal length element in its W-conjugacy class. Thus it is sufficient to consider λ = mα 1 +nα 2 ∈ P + ∩Q sh with m 2n − 2, thus by a similar argument we have
Thus (2) is proved.
Note:w = t 2kα 1 +kα 2 s 1 τ for k ∈ N + is a minimal length element of O 1−2k,τ .
Proposition 2.24. Ifw = t kα 1 +2kα 2 τ with k ∈ N. Then
Proof. If k = 0, there is nothing to prove. If k = 1, then
If k 2, then
Proposition 2.25. Ifw = t kα 1 +(2k−1)α 2 s 1 s 2 τ with k ∈ N + . Then
Proposition 2.26. Ifw = t kα 1 +(2k−1)α 2 τ with k ∈ N + . Then 
Proposition 2.29. Ifw = t 2kα 1 +kα 2 τ where k ∈ N + . Then
We prove 2.28, and since the proofs of 2.29 and 2.30 are similar, we omit them.
Proof of Proposition 2.28. If
Proposition 2.32. Letw = t mα 1 +nα 2 τ where m, n ∈ N + , mα 1 +nα 2 ∈ P + ∩Q sh , m 2n − 1 and n 2m − 1. Then
Proposition 2.33. Letw = t mα 1 +nα 2 s 1 s 2 τ where m, n ∈ N + , λ ∈ P + ∩ Q sh , m 2n − 1 and n 2m − 1, n 2m − 2. Then
We prove 2.32, and the proof of 2.33 is similar which will be omitted.
Proof of Proposition 2.32. If n is odd, then
If n is even, then by a similar argument
Combine them together, the proposition is proved.
Remark 2.34. Ifw = t mα 1 +nα 2 τ where n 1, m 2n + 1 or n 0, m + n 1, and we setw 1 = s 2w s 2 = t (m+1)α 1 +(m−n)α 2 s 1 s 2 τ. Then ℓ(w 1 ) = ℓ(w),w∼w 1 and hence Tw ≡ Tw 1 . We know thatw 1 is contained in the situation we considered above.
Corollary 2.35. (1) Ifw
(2) Ifw = t (2n+2)α 1 +nα 2 τ where n ∈ N + . Then
(3) Ifw = t mα 1 +nα 2 τ where n 1, m 2n + 3 or n 0, m + n 1. Then
Remark 2.36.
Corollary 2.37.
(2) Ifw = t (2k+2)α 1 +kα 2 s 1 s 2 τ where k ∈ N + , then
(4) Ifw = t mα 1 +nα 2 s 1 s 2 τ where n ∈ N + , m 2n + 3 or n ∈ Z 0 , m + n 3 then
Proofs of Corollary 2.35 and 2.37. We choose 2.35 (1) and 2.37 (4) to prove. For 2.35 (1), it follows directly from
And for 2.37 (4), we obtain the class polynomials form
We calculate class polynomials for Proposition 2.38. Symmetrically, we obtain them for Proposition 2.39.
Proof of Proposition 2.38. Since (3) is easily deduced from (2), it is sufficient for us to prove (1) and (2). We set A = {t
Then we can check directly that any element in O i,τ is∼ to a unique element in A. Hence it is sufficient to consider those elements in A. For (1) It is sufficient to consider that
For (2), it is sufficient to consider thatw = t (2i−1+k)α 1 +(i+k)α 2 s 2 τ where k ∈ N. If k 3, we calculate the class polynomials one by one, now if k 4, then
We go further to obtain the class polynomials from the righthand side which is actually
2.3. The quasi-split case. At first we classify the δ-conjugacy classes in W. In this section we set · to be the usual W-conjugation (i.e. x · y = xyx −1 ) and · δ be the δ-conjugation (i.e., x · y = xyδ(x) −1 ). Let
For m ∈ N + , we set Proof. We prove (1) and others are similar. We check easily that for anỹ w ∈ W, thenw · δ O 0,δ ⊂ O 0,δ . Then we need to show that for any elementw ∈ O 0,δ ,w is δ-conjugate to id. By 2.40, it is sufficient to consider thatw ∈ {t
Proof. By the definitions of
and we use induction on the length. Itw = id, there is nothing to prove.
2 ) s 2 s 1 or t k(2α 1 +α 2 ) s 1 s 2 where k ∈ N + , and we setw 1 = s 0w s 0 , then ℓ(w 1 ) = ℓ(w) − 2, thusw 1 is δ-conjugate to id, so isw. Ifw = t k(α 1 −α 2 ) or t −k(α 1 +2α 2 ) s 2 s 1 where k ∈ N + , and we setw 1 = s 2w s 1 then ℓ(w 1 ) = ℓ(w) − 2, thusw 1 is δ-conjugate to id, so isw. Ifw = t k(α 2 −α 1 ) or t −k(2α 1 +α 2 ) s 1 s 2 where k ∈ N + , and we setw 1 = s 1w s 2 then ℓ(w 1 ) = ℓ(w) − 2, thusw 1 is δ-conjugate to id, so isw. Hence (1) Proof. We use induction on the length ℓ. We first prove thatw,w ′ ∈ O 1,δ . If ℓ(w) = ℓ(w ′ ) = 1, obviously. Now if ℓ(w) = ℓ(w ′ ) = 2k + 1 where k ∈ N + and we assume for anyw 1 ,w
It is sufficient to show that ifw 1 = s iw δ(s i ) and ℓ(w 1 ) = ℓ(w) − 2, then s iw is a minimal length element in O 2k,δ . If 
. Thus for O 0,δ is proved. If w ∈ O 2m,δ and ℓ(w) = 2m + 2k for some k ∈ N + . Ifw = t λ s 2 s 1 , then we havẽ 
Proof. This follows directly from the proof of Lemma 2.42 and Theorem 2.43.
Proposition 2.45. Ifw ∈ O 0,δ and ℓ(w) = 2k where k ∈ N. Then
Proof. Forw ∈ O 0,δ and ℓ(w) = 2k where k ∈ N. If k = 0, it is obvious. For k > 0, there exist s i with i = 0, 1 or 2 such that
Here s iw ∈ O 1,δ with ℓ(s iw ) = 2k − 1 and ℓ(s iw δ(s i )) = 2k − 2. Use Proposition 2.44 and calculate inductively we have
Proposition 2.46. Let m ∈ N + , ifw ∈ O 2m,δ and ℓ(w) = 2m + 2k where k ∈ N. Then
Proof. The proof is quite similar to that of Proposition 2.45 and we will omit it.
Ifw,w ′ ∈ O ′ 1,δ lie in the critical strip and ℓ(w) = ℓ(w ′ ), then Tw ≡ Tw′. Moreover, ifw ∈ O ′ 1,δ with ℓ(w) = 2k + 1 where k ∈ N, then Proof. Following the "Dimension=Degree" Theorem 1.11, we go back to §2 to check those nonzero class polynomials.
Once the affine Deligne-Lusztig variety Xw(b) ∅, we do have a neat dimension formula. (
Proof. By the "Dimension=Degree" theorem, if b = 1, then
We check the degree of those class polynomials in §2.1, and the theorem is proved.
Remark 3.3. Symmetrically, we have a similar description of the emptiness/nonemptiness pattern and dimension formula of Xw
In the following, the proofs of theorems of the emptiness/nonemptiness pattern and dimension formula are similar to that of Theorem 3.1 and 3.2, and we will omit them. Now we assume that b ∈ U 3 (L). (
we have a similar dimension formula. Theorem 3.7.
( (L) . Let I 1 be the Iwahori subgroup of GL n (L) described in Chapter 2, and let I 2 be the corresponding Iwahori subgroup of PGL n (L) . Let W 1 (or W 2 , respectively) be the IwahoriWeyl group. Letw ∈ W 1 and b ∈ GL n (L), such that κ(w) = κ(b). Then the affine Deligne-Lusztig variety Xw(b) in the affine flag variety of GL n (L) is isomorphic to the affine Deligne-Lusztig variety X π(w) (π(b)) in the affine flag variety of PGL n (L) (see [GHN] for more details). Further more, we have fw ,O = f π(w),π(O) . Since we already know the emptiness/nonemptiness pattern and the dimension formulas of the affine Deligne-Lusztig variety for PGL 3 (L), we have the same pattern and dimension formulas for GL 3 (L) .
In a different way, if the automorphism σ :
is the group of units of the division algebra D 3 (i.e. D × 3 ). As it is described in [GHN] , the affine Deligne-Lusztig variety Xw τ (τ) for PGL 3 is isomorphic to the affine Deligne-Lusztig variety Xw(1) for the group D Applying Proposition 3.9 to the group G = PGL 3 , we can obtain an explicit formula. Theorem 3.12. The Conjecture 3.11 is true for the following groups:
Proof. By §3.3, it is enough for us to check it for the group PGL 3 (L) and U 3 (L) . By §3.1, we know the emptiness/nonemptiness pattern for basic b ′ . For nonbasic b, using the Dimension=Degree theorem and class polynomials in Chapter 3, ifw ∈ W with sufficiently large length, we check caseby-case that Xw ( For other cases, the methods are quite similar and we will omit them.
3.6. Affine Deligne-Lusztig varieties in the affine Grassmannian. We recall the affine Deligne-Lusztig variety in the affine Grassmannian first. We keep the notations as in Section §1. Let G be the smooth affine group scheme associated with the special vetex of the Bruhat-Tits building of G. We denote by L + G(R) = G(R [[ǫ] ]) the infinite dimensional affine group scheme. The twisted affine Grassmannian is defined by the fpqc quotient Gr = LG/L + G. We have the Cartan decomposition
Definition 3.13. Let b ∈ G(L) and µ ∈ P + , the affine Deligne-Lusztig variety X µ (b) in the affine Grassmannian Gr is defined by
Let w 0 be the longest element in W. We notice that any W × W-coset of W contains a unique maximal element and this element is of the form w 0 t λ for some λ ∈ P + . An element in this double coset is of the form xt λ y for x ∈ W and y ∈ I(λ) W. Here I(λ) W = {s i ∈ S | λ, α i = 0}. Letw = w 0 t λ , and λ ∈ P + . For the special element w 0 t λ , we have 
