Abstract-Feature selection is a fundamental problem in machine learning and data mining. How to choose the most problem-related features from a set of collected features is essential. In this paper, a novel method using correlation coefficient clustering in removing similar/redundant features is proposed. The collected features are grouped into clusters by measuring their correlation coefficient values. The most class-dependent feature in each cluster is retained while others in the same cluster are removed. Thus, the most class-related and mutually unrelated features are identified. The proposed method was applied to two datasets: the disordered protein dataset and the Arrhythmia (ARR) dataset. The experimental results show that the method is superior to other feature selection methods in speed and/or accuracy. Detail discussions are given in the paper.
I. INTRODUCTION
Feature selection aims to select the most problemrelated features and to remove unnecessary features [1] . The unnecessary features include both noisy and redundant features. We can say that if a feature cannot help improve the classification accuracy, the feature is useless and unnecessary. The noisy feature is especially meant to harm the classification results. If the class classification result is improved by removing some features, we can say that these features could be noisy features. But one important question is how to find these noisy features? The wrapper mode feature selection model could be helpful [2] . However, it is usually very time consuming, because it combines some learning machines which are the core of selecting features [3] [4] . Features which lower the overall accuracy by the learning machine will be removed from the original feature set. The procedure would be progressively repeated until the classification accuracy cannot be further improved. This procedure needs complicated computation and always takes a lot of time.
In this paper we focus on reducing repeated or redundant features. The targeting features may not be exactly the same, but they are closely related. Similar features inputted to the classifier not only increase the computation time, but also decrease its classification capability. There are several measures which are helpful in finding the redundant features. For example, mutual information, correlation coefficient, and chi-square can be used to find the dependency between two features. However, for a large amount of features, this pairwise dependency information is not enough for us to find the features which are close to each other in groups. Hence, clustering analysis is applied here. It is a very useful technique to divide a feature set into subsets within which features are closely related to each other. If we can separate the collected features into such groups, we need to keep only one feature in each group because they are almost the same. Therefore we can greatly reduce the number of features by removing those redundant features.
Clustering analysis usually uses Euclidean distance as the similarity measurement. But measurements based on the information theory could be more helpful in finding dependency between two variables than simply measuring the distance in space. In this research, the correlation coefficient instead of the Euclidean distance is used for clustering analysis. The correlation coefficient of two random variables is a quantity that measures the mutual dependency of the two variables. Hence, when two features are mutually dependent, it means the occurrence and variation of the two features must be almost the same. For a classification problem, we need to keep only one of them since they share almost the same characteristics.
For hundreds or even thousands of collected features, there must be features that are very similar to each other, and we can take these features as the same kind of features. We certainly do not need to use all features of the same kind for classification. After clustering analysis identifies all different kinds of features, we can remove a great number of redundant features. The classification performance in both the computational speed and the classification accuracy can be improved with the removal of these redundant features. A novel feature selection algorithm based on the above-mentioned correlation coefficient clustering is proposed in this paper. Support vector machines (SVMs) [5] are used as the classifier for testing the feature selection results on two datasets: disordered protein data and Arrhythmia (ARR) data. Details are given in the subsequent sections.
The rest of this paper is organized as follows. Section II introduces related work. Section III presents the proposed clustering feature selection mechanism. Section IV describes the SVM learning model and the datasets. Section V shows experimental results and discussions. Finally, Section VI draws a brief conclusion.
II. RELATED WORK
Feature selection methods have been applied to classification problems in order to select a reduced feature set that makes the classifier faster and more accurate. Roughly speaking, the feature selection model contains two different modes: filters and wrappers [2] . The filters measure the information of features [6] [7] (e.g., information gain) to decide the feature selection result. This kind of model works fast, but the classification result is not always satisfied. Because the filters contain no error rate controlling technique, the result of filters is not always stable. On the other hand, the wrappers combine a learning model in it. The wrappers perform the feature selection through two main steps: feature searching and classification error rate measurement. The feature searching procedure selects features from the original feature set and input them into the next classification procedure to test their prediction error rate. The wrappers work slowly because both the two main steps are very time-consuming. Moreover, complex calculation makes it difficult to perform the wrappers on applications with a large number of features.
In our previous research, we combined the filters and the wrappers to solve the applications with a large number of features [8] . At first, we use the fast filter models with two information measurement: information gain and F-score. These two models can filter out a lot of features not that related to the problem. As mentioned above, the filter might not provide a satisfied classification result. Hence, we perform the wrappermode feature selection to improve the classifier's prediction result. The hybrid mechanism was applied to the protein disordered region prediction problem which is to find out the unstructured regions of proteins. The learning model used in it was the support vector machine. In the experimental results, 350 features were selected from the original 440 features and the prediction accuracy was 82.72%.
One way to solve the problem of redundant or repeated features is to use some kind of feature dependency measurements, such as mutual information (MI), correlation coefficient, or chi-square.
A mutual information feature selection mechanism was proposed by Huang et al. [9] . They used a filter approach to perform the feature selection. In their point of view, there are two types of input features perceived as being unnecessary. They are features completely irrelevant to the output classes and features redundant given other input features. By using the mutual information performed on class-related and feature-related features, feature selection can be done. The concept is from the information theory which analyzes the relationship between features and classes to remove the redundant features and the most irrelevant features to the class.
Another feature dependency measurement feature selection was proposed by Peng et al. [10] . They also used mutual information to perform feature selection. Their original feature selection concept is based on features max dependency (MaxDep) [11] which measures the feature sets' statistical dependency with the target class. MaxDep selects m features that jointly have the largest dependency on the target class. The final selected features have the maximal dependency values that are calculated from some similarity measurements, for example, correlation coefficient or mutual information. However, the estimation of MaxDep is very hard due to its multivariate dependency measurement which is retrieved from a high dimensional space. Both feature searching and information measuring are quite timeconsuming. In order to improve MaxDep, Peng et al. designed a two-stage feature selection algorithm by combining the minimal-redundancy-maximal-relevance criterion (mRMR) and other more sophisticated feature selectors. It calculates the features with the maximal class-related value while this feature is in the minimal redundancy with all the already selected features. It then performs optimal first-order incremental selection to improve the classification result. By using some wrapper kind of feature selection model (e.g., forward/backward floating search), they get the final compact feature set with the highest classification accuracy. The results confirm that mRMR leads to promising improvement on feature selection and classification accuracy.
For the feature dependency measurement techniques, the correlation coefficient also plays an important role though it has not been used as often as mutual information. From the definition, the correlation coefficient provides a quantitative measurement that represents the strength of a linear relationship between two sequences of observations. Hence, for most variables relationship tests, calculating correlation coefficients would be the first step to determine if they are linearly dependent. On the other hand, mutual information is based on the knowledge measurement, which handles the test of how much knowledge one can gain of a certain variable by knowing the value of another variable. Mutual information helps reduce the range of the probability density function for a random variable x if the variable y is known. Therefore, if we only want to test the dependency between two variables instead of testing the knowledge gain, it is preferable to use the correlation coefficient. In the next section, we introduce the correlation coefficient based feature selection model which can find out redundant features by testing pairwise feature dependency.
III. CORRELATION COEFFICIENT CLUSTERING FOR FEATURE SELECTION
To find related feature groups is not an easy task. The pairwise similarity measurements of the whole feature set are hard to be realized due to a large amount of huge calculations. Besides, the result of pairwise measurements cannot be used to identify multiple similar features. Thus we propose to use clustering analysis to group the most related features together. This could divide the feature set into groups of multiple features.
The Euclidean distance is the most used similarity measurement in clustering analysis. However, it does not fit our feature selection goal. Therefore, we replace the distance measurement with the correlation coefficient in clustering. Next, feature selection within feature clusters is also an important problem. This is also an important procedure of feature selection. One representative feature needs to be picked from each feature cluster. In previous researches, little attention was paid to this problem. The researchers thought that since the features in the same cluster are almost the same, any of them can be chosen and the classification results would be about the same. But there exists difference among those similar features. Here we propose to choose the feature most related to the class in each feature cluster. The feature that has the highest correlation coefficient value with the class label is picked.
The following subsections introduce the clustering mechanism, the correlation coefficient, and the proposed correlation coefficient clustering algorithm for feature selection.
A. Clustering
Clustering is one of the most widely used techniques for exploratory data analysis. It also can be considered as the most important unsupervised learning problem. Practically, clustering analysis finds a structure in a collection of unlabeled data. Hence, it separates the original dataset into smaller datasets called clusters. Data in each cluster are close to each other. Fig.1 demonstrates such separation of data. Clustering algorithms can be classified as hierarchical clustering, overlapping clustering, exclusive clustering, and probabilistic clustering [12] . In our research, we only consider the exclusive clustering, and that means each node in the Fig.1 can only belong to one cluster. There are also many clustering algorithms. Among them, Kmeans is the classical one. For K-means clustering, it works on separating n observations into k clusters, and each observation belongs to the nearest mean's cluster. Usually the Euclidean distance is used as the distance metric to calculate the observations' relationship. Kmeans clustering works as the following steps. is fixed. Finally, each cluster could represent a different collection from the other clusters. By using this kind of clustering models, the observations could be easily separated according to the Euclidean distance measurement. This is much better than measuring the distance between each pairs for all the observations considering the time complexity. However, the Euclidean distance can only measure the space distance between observations. The observations' dependency cannot be revealed. Hence, in this paper, we apply the correlation coefficient in clustering to measure the dependency of all observations.
B. Correlation Coefficient
In statistics, the correlation coefficient indicates the strength and direction of a relationship between two random variables. The commonest use refers to a linear relationship. In general statistical usage, correlation or corelation refers to the departure of two random variables from independence. Equation (1) shows the calculation of the correlation coefficient between two variables x and y. There are totally n observations. Two variables have strong dependency when their correlation coefficient value is close to 1 or -1. When the value is 0, it means that the two variables are not related at all. In our research, strong dependency is what we are looking for, no matter it is positive or negative. Therefore, in the measurement procedure, the absolute value of the correlation coefficient | r | is used.
C. Correlation Coefficient Clustering Algorithm
In this study, we combine the correlation coefficient with clustering analysis for feature selection. Instead of using the Euclidean distance, we choose the correlation coefficient as the similarity measurement as discussed in the previous subsection. Moreover, clustering analysis can separate the whole feature set into different groups. Closely related features can be put together after the first clustering steps. The features are divided into different kinds of groups according to their dependency. And each kind of groups can represent a part of the feature space.
For the final goal of feature selection, we must choose the most relevant and non-redundant features from the original feature set to reduce the number of features. In this approach, only one feature is needed from each kind/cluster of features. The reason is that features in the same cluster are very close to each other and we do not need to use more than two features of the same kind to perform the classification task. Fig. 2 shows the concept of the proposed feature selection model. In the clustering procedure, we use the correlation coefficient as the similarity measurement to check the dependency among features. A problem comes up here regarding how to pick the representative feature for each feature cluster. That is, which feature in a cluster should we keep? We propose to pick the most class-dependent feature in each cluster as the representative one. The correlation coefficient can also be used to decide the class-feature dependency. The most class-dependent features from all clusters can certainly help improve the overall classification accuracy. The pseudocode of the proposed correlation coefficient clustering feature selection algorithm is as follows. Next, we make a brief comparison of the proposed method with mRMR. First, mRMR only choose the most informational features, i.e., the most class-related features. As we know the "the m best features are not the best m features" [13] , the result by mRMR might ignore features which are not so closely related to the class label, but can complement other features to improve the classification result. In the proposed method, no such features would be missed. Secondly, the Min-Redundancy step of mRMR only randomly keeps one of the Max-Relevance features. On the other hand, the proposed method retains the most class-related feature in each feature cluster by calculating the correlation coefficients between the features and the class. Other features in the same cluster are then removed.
IV. LEARNING MODEL AND DATASETS
A machine learning method is needed when we apply the proposed feature selection in classification problems. The support vector machine (SVM) was chosen for the experiments in this research due to its advantages in the use of kernels for nonlinear problems and the optimization of the separating margins. Furthermore, it can avoid the local minima problems during the training process. In this section, the datasets used for the experiments in this research are also introduced.
A. Support Vector Machine
The SVM is based on the SV (support vector) learning. That means the SVM does not always compare the prediction target with all the existing training nodes. In contrast, the SVM selects a group of nodes as its SVs, and uses these SVs to judge the label of the classification target. In the testing stage, the SVM model uses the SVs to do the classification. These SVs locate near the hyperplanes that cause the maximum margin of class separation. Fig. 3 demonstrates the maximum margin between two classes which are separated by the hyperplane in the SVM model. H 1 and H 2 are the boundaries. And the nodes which are located near these two lines are support vectors. a 2, a 3, a 4 ,………., a n B. Datasets Protein disordered region prediction is the first problem tried in this research. In proteomics, a protein's function is always strongly related to its structure. While some parts of a protein have a fixed definite structure, such as α-helix, β-sheet, or coil, other parts are not associated with well-defined conformations. Previously, these so-called disordered regions were not thought to have a specific function of their own. But, recent studies suggest that some disordered regions may have important signaling or regulatory functions. In addition, some critical diseases are strongly related to these disordered regions. Thus, protein disordered region prediction is an important problem. However, the most relevant features in this problem are yet to be determined [14] [15] .
Our ordered and disordered sequences were collected from the PDB [16] and DisProt [17] databases. The proteins in DisProt are all with disordered regions. The protein sequences collected from PDB contain mostly ordered regions. Those data selected from DisProt are taken as positive training data, and the negative training data are derived from PDB_Select_25 [18] which is a non-redundant dataset of the Protein Data Bank (PDB). Finally, 119 protein sequences with 440 features were collected and there are totally 21676 residues. The 440 features were determined from related researches [8] .
In order to compare the proposed method with MaxDep and mRMR, the Arrhythmia (ARR) dataset from UCI machine learning archive [19] was also used. The aim of this dataset is to distinguish between the absence and presence of cardiac arrhythmia and to classify a datum into one of the 16 classes. However, we can only consider two states: normal and abnormal. 
V. EXPERIMENTAL RESULTS
A software tool has been implemented for the proposed feature selection method (Fig. 4) . C#.NET in MS Visual Studio was used to develop the tool. The user can determine the number of clusters, the similarity measurement, and the clustering method in our tool.
As for the determination of the number of clusters in the experiments, several methods have been tried, namely, gap statistic [20] , Calinski-Harabasz index [21] , Krzanowski-Lai index [22] , and Hartigan statistic [23] . Most of them compare the values of between-cluster sums of squares and the values of within-cluster sums of squares to detect the distribution of data. Following their distribution, the number of clusters can be estimated. There are two main problems. First, these methods can only give estimates and sometimes perform not so precisely. Secondly, in our experiment, the number of clusters is also the final number of remained features. According to the past researches, with only main classrelated features the classifier might not perform well.
Sometimes it is necessary to include some additional features to improve the classifier's discrimination ability. Therefore, in our experiments, although we had the estimated number of clusters from these models, we still tried several different numbers of clusters. It is much better than the result produced by our previous work with a hybrid feature selection model [8] . The best result in [8] was 82.72% with 350 features. The number of features is further reduced by 34% ((350-200)/440) and the classification accuracy is raised by 3.58%. This demonstrates the usefulness of the proposed feature selection method. Next, we compare the proposed method with mRMR and MaxDep [10] on the ARR dataset. Fig. 5 shows that the proposed method is better than MaxDep and comparable to mRMR in classification accuracy. The number of selected features ranges from 5 to 55 (from the original 279 features). The proposed method provides a better and more stable result than MaxDep. In the procedure of feature searching, MaxDep has to search through the whole feature set with different combinations. This procedure also takes time.
The proposed method did not perform better than mRMR. The reason is that mRMR incorporates the wrapper mode in the second stage of its feature selection procedure. The wrapper mode works as a post modification step which can further improve the classification accuracy by repeatedly using a learning machine. This repeated process is very time-consuming. On the other hand, our method only uses clustering analysis once. It is more like a filter mode feature selection procedure that does not require very complex calculations. From the experimental results, we can observe that the number of features can be greatly reduced by the proposed method on both datasets. The advantage of the proposed method is that it can execute much faster than the wrapper-mode feature selection methods while maintaining comparable classification accuracy. Clustering analysis is very helpful in finding maximal dependency among features. Each cluster can represent a different kind of features.
VI. CONCLUSION
In this paper, a novel feature selection method is proposed. The key characteristic of the method is to apply clustering analysis in grouping the collected features. Only one representative feature is needed from each feature group. This can greatly reduce the total number of features. In the method, the correlation coefficient is used to find similar features with maximum dependency. It is also used to identify the most class-dependent feature as the representative feature in each feature cluster.
Filter-mode feature selection methods only focus on identifying the most class-related features without considering redundancy among these features. Also, some removed features are actually helpful to the overall classification performance, but are viewed as not so classrelated and removed just because their measures are low. On the other hand, feature selection methods involved with the wrapper mode require a lot of computations. The proposed method is advantageous to both filter-mode and wrapper-mode methods.
This method is yet to consider the removal of noisy features which can be harmful to the overall performance. One simple way to identify possible noisy data is to look for the representative features which have a low correlation coefficient value with the class. A representative feature with a near zero correlation coefficient value should definitely be removed. But experiments are needed to carefully examine the threshold setting. This is one future direction of this research. He has published over 80 referred papers and book chapters, as well as participated in many international academic activities. His current research interests are in the areas of machine learning, data mining, bio-medical informatics, ambient intelligence, and multimedia processing. He is a senior member of the IEEE. 
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