In this paper Quintic Spline is defined for the numerical solutions of the fourth order linear special case Boundary Value Problems. End conditions are also derived to complete the definition of spline.The algorithm developed approximates the solutions, and their higher order derivatives of differential equations. Numerical illustrations are tabulated to demonstrate the practical usefulness of method.
Introduction
Spline functions are used in many areas such as interpolation, data fitting, numerical solution of ordinary and partial differential equations. Spline functions are also used in curve and surface designing. Riaz A. Usmani [1] , considered the fourth order boundary value problem to be the problem of bending a rectangular clamped beam of length l resting on an elastic foundation. The vertical deflection w of the beam satisfies the system
where D is the flexural rigidity of the beam, and k is the spring constant of the elastic foundation and the load q(x) acts vertically downwards per unit length of the beam. The detail of the mechanical interpretation of (1.1) belongs to a general class of boundary value problems of the form where α i , β i ; i= 0,1 are finite real constants and the functions f(x) and g(x) are continuous on [a,b] . The analytic solution of (1.3) for special choices of f(x) and g(x) are easily obtained, but for arbitrary choices, the analytic solution cannot be determined. Numerical methods for obtaining an approximation to y(x) are introduced. [5] have developed a cubic spline method, similar to that proposed by Daniel and Swartz [6] for second order problems. In this paper a quintic spline method is described for the solution of (1.3). The end conditions for quintic spline interpolation, at equally spaced knots are derived which uniformly converge on [a,b] to O(h 6 ), which is discussed in the next section.
Quintic Spline
Let Q be a quintic spline defined on [a, b] with equally spaced knots
Moreover for i=0,1,2,. . . , k, taking
and
Also, let y(x) be the exact solution of the system (1.3) and y i be an approximation to y(x i ), obtained by the quintic spline Q(x i ). It may be noted that the Q i (x), i = 1, 2, 3, . . . , k can be defined on the interval [x i−1 , x i ], integrating
four times w.r.t. x, which gives
To calculate the constants of integrations, the following conditions are used.
The identities of quintic splines for the solution of (1.3) can be written as
( 2. 12 ) [7] . The uniqueness of Q can be established showing that any of the four (k + 1) × (k + 1) linear systems, obtained, using one of the relations (2.9), (2.10), (2.11) and (2.12)together with the four end conditions. In this paper the linear system corresponding to (2.12) has been chosen and has a unique solution for N i s , i = 0, 1, ..., k. Equation (2.13) and (2.19), or (2.19) and (2.21) give the parameters M i s , i = 0, 1, ..., k. Consider the system (2.12)
where
The above system gives (k − 3) linear algebraic equations in the (k − 1) unknowns (y i , i = 1, 2, ..., k − 1). Two more equations are needed to have complete solution of y i s which are derived in section 3.
It may be noted that Papamichael [5] needed two consistency systems for the solution of boundary value problem (1.3) but the method developed in this paper, needs only one such system. Taking forward difference operator E = e hD , equation (2.12) can be rewritten as 
Papamichael [7] proved the following lemma to determine the end conditions in terms of first derivative of quintic spline Lemma 1
Using the above lemma along with equation(2.12) and with Taylor series expansion about the point x i , the following lemma can easily be proved, for the case discussed in this paper.
Lemma 2
Let
Finally the required end conditions are derived in the following section.
End Conditions
Consider end conditions of the form
a i y i + bhy and
where the scalars α, β, γ , a i , i=0,1,2,3, b and c i , i=0,1,...,4 can be determined with the assumption that Q exists uniquely and
For this let
Since it is supposed that y ∈ C 10 [a, b], therefore the equations (2.12), (3.1) and (3.2) give,
where and
and, from lemma 2
Following Papamichael [7] , the required end conditions may be written as The quintic spline solution of the system (1.3) is defined in the next section.
Quintic Spline Solution
The quintic spline solution of (1.3) is based on the linear equations (2.12), (3.9) and (3.10). Let Y = y i , C = c i , e = e i . Then the parameters y i of Q satisfy the following matrix equation
where Y, C, e are (k − 1) dimensional column vectors and A, B, F are (k − 1) × (k − 1) matrices, where 
and e i = O(h 6 ) i = 1, ..., k − 1 Extending the method for the solution of sixth, eighth and higher order boundary value problems, is in process.
To implement the method for the quintic spline solution of the boundary value problem (1.3), three examples are discussed in the following section.
Numerical Examples
In this section numerical technique discussed in section 4 is illustrated, by the following three boundary value problems of the type (1.3).
Example 1
Consider the following boundary value problem y iv + 4y = 1, y(−1) = y(1) = 0,
The analytic solution of the above problem is
The results are summarized in Table 1 . The analytic solution of the above differential system is
The observed maximum errors (in absolute value) associated with y (µ)
i , µ = 0, 1, 2, 3, 4 , for the system 5.2 are briefly summarized in Table 2 . 
