Introduction
An efficient algorithm computing the rank of a group (that is, the size of a minimum generating subset) benefits mathematicians, who use numerical algebra systems for research, cryptographers, who rely on algebraic systems for proofs of security, and theoretical computer scientists, who seek to understand which problems can be solved in a particular model of computation. Before now, the best algorithm for computing the rank of a group required a polylogarithmic amount of space, which induces a superpolynomial (hence, inefficient) algorithm. We reduced the best upper bound on the complexity of the group rank problem and provide a theoretically efficient algorithm for it. This paper proves that with very short certificates of correctness, the group rank problem can be verified by highly restricted models of computation.
We prove that the problem of deciding whether the rank of a finite group, given as a multiplication table, is smaller than a specified number is decidable not only by a circuit of depth O(log log n) augmented with O(log 2 n) nondeterministic bits, but also by a Turing machine using O(log n) space and O(log 2 n) bits of nondeterminism. These models of computation are extremely limited in computational power, and hence can be simulated by a deterministic Turing machine in polynomial time. Using limited nondeterminism and restrictive models of computation as verifiers may be useful in examining other algebraic problems.
by a deterministic Turing machine that uses O(log 2 n) space. NL is the class of languages decidable by a nondeterministic Turing machine that uses O(log n) space. β 2 L is the subclass of NL in which the nondeterministic Turing machine uses at most O(log 2 n) nondeterministic bits. FOLL is the class of languages decidable by a L-uniform family of circuits with polynomial size, unbounded fanin, and O(log log n) depth. β 2 FOLL is the class of languages decidable by FOLL circuits that have been augmented with O(log 2 n) nondeterministic bits (gates with no inputs and one output). In general, the class β 2 C is the class of languages decidable by C machines augmented with O(log 2 n) bits of nondeterminism. A quasigroup is a set G with a binary operation · such that for each a and b in G there exist unique elements x and y in G such that a · x = b and y · a = b.
(In other words, each quasigroup element appears exactly once in each row and each column of the multiplication table of G.) If the quasigroup is nonempty and associative, then it is a group. A parenthesization P of a sequence of quasigroup elements (g 0 , . . . , g k ) is a binary tree that has the quasigroup elements as its leaves (in the order indicated by the sequence). The parenthesized product of a sequence of quasigroup elements (g 0 , . . . , g k ) with parenthesization P , denoted P (g 0 , . . . , g k ), is the quasigroup element that results from performing the quasigroup product in the order indicated by the parenthesization. A generating sequence of size k + 1 of a quasigroup G is a finite sequence (g 0 , . . . , g k ) with a corresponding parenthesization P such that
The rank of a quasigroup is the length of a minimum generating sequence. If the quasigroup is a group, the operation is associative, so the parenthesization is superfluous, and the rank is simply the size of a minimum generating set. If S is a subset of group elements, the subgroup generated by S, denoted S , is the set of all group elements that can be expressed as a product of any number of elements of S.
Efficient computation of quasigroup rank
The Quasigroup Rank problem is defined as follows. Given the multiplication table of a quasigroup and an integer k in binary, decide whether the rank of the quasigroup is k or less. The Group Rank problem is defined similarly.
The Quasigroup Isomorphism problem is the problem of determining whether there is a bijection between two quasigroups (again, given as multiplication tables) that preserves the quasigroup operation. This problem is in β 2 FOLL [5, Theorem 3.4]. Implicit in that algorithm is a β 2 FOLL algorithm for Quasigroup Rank.
Theorem 1 (Implicit in [5, Theorem 3.4] ). Quasigroup Rank is in β 2 FOLL.
Proof. By [5, Theorem 3.3] , each finite quasigroup with n elements has a generating sequence of size O(log n) with a parenthesization of depth O(log log n).
The β 2 FOLL algorithm works as follows on input quasigroup G with n elements (given as a multiplication table) and integer k, guaranteed to be in O(log n).
1. Nondeterministically choose a sequence of quasigroup elements (g 0 , . . . , g k ) and a parenthesization P of depth O(log k).
2. For each quasigroup element a, in parallel:
(a) For each binary sequence ( 1 , . . . , k ) ∈ {0, 1} k , in parallel: Since each quasigroup element can be represented using O(log n) bits, and since k is in O(log n), this algorithm uses O(log 2 n) bits of nondeterminism to guess the generating sequence and parenthesization. In step 2, there are n group elements so we create n parallel subcircuits. In step 2(a), since k is in O(log n) there are a polynomial number of binary sequences of length k, so we create a polynomial number of parallel subcircuits. The innermost subcircuit that decides whether P (g 0 , g 1 1 , . . . , g k k ) = a requires a O(log log n) depth circuit to compute the parenthesized product, plus a constant depth circuit to perform the equality comparison. In step 2(b), we use a single or gate (with unbounded fan-in). In step 3, we use a single and gate (with unbounded fan-in). Overall, the total size of this circuit is polynomial in n and the depth is O(log log n). The correctness of the circuit follows from the fact stated at the beginning of the proof, so we conclude that Quasigroup Rank is in β 2 FOLL.
This theorem gives an immediate improvement over the previous best upper bound for Group Rank, which was L 2 [7] (see [1, Proposition 3] for a brief description of the algorithm). Figure 1 shows the chain of inclusions that demonstrates how great an improvement this is. This also immediately improves the result of [1, Theorem 7] , which shows Nilpotent Group Rank is in P, since
However, the relationship between FOLL and L remains unknown (the best inclusion known is the uninteresting inclusion FOLL ⊆ AC 1 ), so the relationship between β 2 FOLL and β 2 L is unknown as well.
The complexity of Group Rank contrasts with the related problem of computing the rank of a subgroup of a free group. That problem is P-complete, so is not even in NC unless NC = P [2, Theorem 4.9] (see also [6, Problem A.8 .11]).
Proof of Corollary 2. Since a group is a quasigroup, Group Rank is in β 2 FOLL because Quasigroup Rank is. Thus, it suffices to show a β 2 L algorithm for Group Rank. The algorithm proceeds as follows on input group G of order n given as a multiplication table and integer k guaranteed to be in O(log n).
1. Nondeterministically choose S, a subset of G of cardinality k.
Accept if and only if
G has rank k or less if and only if it has a generating set S of size k or less if and only if each element of G is in the subgroup generated by S. Hence this algorithm is correct as long as the algorithm for deciding subgroup membership is correct. This algorithm uses O(log 2 n) bits of nondeterminism, since each group element can be represented using O(log n) bits, and k is in O(log n). In step 2, enumerating each v requires only O(log n) bits of space, since the space can be reused after each iteration. The subgroup membership problem is in SL [3, Section 3], and SL = L [8] , so the algorithm for deciding subgroup membership can be implemented using only O(log n) space as well. Therefore this is a correct algorithm for deciding Group Rank in β 2 L.
Although, the precise relationship between FOLL (and between FOLL 2 ) and L is unknown, FOLL does not contain any class containing the Parity problem. Since Parity is in L, we know FOLL does not contain L. Stated in a slightly more general way, neither FOLL nor FOLL 2 can be hard under AC 0 many-one reductions for any complexity class that contains Parity [4, Proposition 2.1]. This is true even when the circuit is augmented with a polylogarithmic number of nondeterministic gates [5, Section 4] . This gives an immediate improvement to the upper bound of the Quasigroup Rank problem.
Theorem 3. Quasigroup Rank is not hard under AC 0 many-one reductions for any complexity class containing Parity.
Specifically, Quasigroup Rank is not hard for any of the classes in the inclusion chain
Future work
Is Quasigroup Rank in β 2 L? Is Quasigroup Rank reducible to Quasigroup Isomorphism? Is the converse true?
Certainly Quasigroup Rank reduces to the problem of computing a minimum generating sequence, by simply computing the length of the computed minimum generating sequence. Is the converse true? It seems unlikely that knowing the rank of a quasigroup would yield any information about the contents of a minimum generating sequence.
