Sidereal filtering for multi-GNSS precise point positioning and deformation monitoring by Cowles, Philippa Catherine
   
i 
 
 
 
Sidereal Filtering for Multi-GNSS Precise Point Positioning 
and Deformation Monitoring 
 
 
 
 
 
 
 
 
 
 
Philippa Catherine Cowles 
 
 
 
Thesis submitted for the Degree of Doctor of Philosophy 
 
 
 
 
School of Civil Engineering and Geosciences 
Newcastle University 
June 2017 
 
   
i 
 
Abstract  
For earthquake and tsunami early-warning, it is crucial that displacements resulting from 
earthquakes are recorded with speed and accuracy. Traditional methods based on 
seismometer data often suffer from errors during integration which results in the maximum 
displacement not being accurately recorded. In contrast, Global Navigation Satellite Systems 
(GNSS) can measure permanent static displacement directly; however it too is subject to 
errors, the main error of which is multipath. Multipath can lead to errors in the 
measurement of small displacements or mask the displacement completely. 
Multipath is dependent on the geometry of the GNSS constellation orbits and the antenna’s 
surrounds. GPS satellites have an orbital period of half a sidereal day with a near-sidereal 
repeating ground track. Similarly, the GLONASS constellation geometry repeats about once 
every eight sidereal days thus the satellite-reflector geometry will repeat with these same 
periods. By accurately determining the repeat periods it is possible to remove the multipath 
error by analysing data from the previous repeat periods. This method is known as sidereal 
filtering and can be used to improve the precision of GNSS coordinate time series and hence 
improve displacement measurements.  
This thesis looks to find the optimum geometry repeat period for the GLONASS constellation, 
which was found to be 689248 s and combine GPS and GLONASS for observation domain 
near-sidereal filtering. GLONASS-only filtering improves GLONASS coordinate solution 
standard deviations, on average, by 22.3%, 18.1% and 17.6% in the East, North and Up, 
whereas GPS and GLONASS combined filtering improves GPS and GLONASS standard 
deviations by 21.2%, 23.4% and 25.1%. The average maximum stability improvement, in 
terms of Allan deviation for all components is approximately 21.0% for GLONASS-only and 
29.0% for combined filtering. Combined filtering produces more stable coordinate time 
series for averaging intervals over a few hundred seconds. It also reduces coordinate time 
series standard deviations and thus aids the measurement of small coordinate 
displacements and reduces the number of false alarms by half during displacement 
detection. Filtering improves the accuracy and precision of displacement estimates on 
average by about 2 mm, in terms of the difference between filtered and unfiltered RMSD 
and mean displacement values. 
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Chapter 1. Introduction 
1.1 Chapter Overview 
This chapter begins with describing the main driving force behind this thesis: to improve the 
accuracy and speed of displacement measurements from earthquakes, to aid earthquake 
and tsunami early-warning, using Global Navigation Satellite Systems (GNSS), as opposed to 
more traditional methods based on accelerometer and seismometer data. The limitations of 
current early-warning methods are given in section 1.2.1 and the requirements for GNSS 
enabled methods given in section 1.2.2. 
1.2 Motivation 
Over the past 10 years there have been a large number of high magnitude earthquakes that 
have occurred, as seen in Table 1.1. Considering the fact that tsunamis typically occur when 
an earthquake is larger than 6.3 in moment magnitude, shallow in depth and in close 
proximity to the ocean there are many earthquakes annually that could potentially trigger a 
tsunami event (Roger and Gunnell, 2012). When tsunamis do occur they cause destruction 
on a national scale, statistics of which can be seen in Table 1.2. Take the 2011 M 9.0 Tohoku-
oki earthquake in Japan for example: it ruptured a fault area of approximately 500 km by 
200 km causing fault displacement at the Japan Trench of up 50 m, sea-floor uplift of nearly 
9 m and sea-floor subsidence of up to 2 m. This resulted in a tsunami with peak height of 
40.5 m and run-up of 10 km inland, 24,000 people being reported as dead or missing, a 
nuclear disaster and an estimated ¥25 trillion (£18.6 trillion) worth of damage (Mimura et 
al., 2011; Simons et al., 2011).  
Even though Japan does have a tsunami warning system in place the people in Tokyo only 
received a warning one minute before the earthquake was felt in Tokyo and the tsunami in 
coastal areas propagated inland in just 8 minutes. The Japan Meteorological Agency (JMA) 
originally estimated the earthquake at  7.2 just 30 seconds after the event. However it 
took 20 minutes for longer period seismic waves to propagate to further afield stations for 
the true earthquake size to be realised (   9.0), using the W-phase method (Melgar et al., 
2013). The W-phase is a very long period wave (100-1000 s) which arrives in between the P 
and S-waves, described in more detail in section 1.2.1. 
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The 2004 M 9.2 Sumatra-Andaman earthquake which triggered an ocean wide tsunami, was 
also initially underestimated, and resulted in over 250,000 deaths (Sobolev et al., 2007). The 
tsunami waves swept the Indian Ocean at speeds of 700 km/h and inundated the coast of 
Indonesia in under 30 minutes and the coast of Sri Lanka and Thailand in just 2 hours. The 
tsunami caused maximum run-up heights in these areas of 10.9 m, 20.0 m and 48.9 m 
respectively (Choi et al., 2006). The initial earthquake size estimate, 11 minutes after rupture 
was   8.0; it took a further 50 minutes for surface wave data to arrive which increased the 
estimate to   8.5 which is powerful enough to cause an ocean-wide tsunami (Blewitt et al., 
2006). It was not until days later that the actual size of the earthquake was fully realised. If 
the full tsunami potential of the earthquake had been realised sooner, the lives of many 
people in neighbouring coastal areas, such as Indonesia could have been saved. 
As demonstrated there is a need for a rapid and more reliable early-warning system to help 
with future disaster mitigation and relief. Melgar et al. (2013) demonstrate how the Global 
Positioning System (GPS) could be used to enhance early-warning by supplementing seismic 
data with GPS displacements reducing accurate magnitude determination time to 2 minutes.  
Table 1.1: Earthquake Statistics (USGS, 2016) 
Magnitude Total Number of Earthquakes between 2005-2015 
8.0+ 16 
7.0-7.9 161 
6.0-6.9 1,608 
5.0-5.9 19,475 
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Table 1.2: Tsunami Statistics from 1995 to 2015 (Centre for Research on the Epidemiology of 
Disasters, 2016). 
Event Number of Deaths Number of People Affected 
22 Other Events 1,695 695,747 
1998 Papua New Guinea 2,182 9,867 
2004 Sumatra 226,402 2,426,783 
2011 Tohoku-oki 19,846 368,820 
 
1.2.1 Current Warning System Limitations 
Before the use of GNSS, earthquake and tsunami warning systems relied on seismometer 
data. A seismometer’s response to ground acceleration is dependent on the amplitude and 
time period of the incoming elastic waves produced during the energy release from an 
earthquake. Due to this, seismometers are designed to record a specific frequency range. 
The principle of measuring the relative displacement of the mass in a passive seismometer is 
only used in short-period seismometers. At low frequencies it becomes harder to maintain 
an inertial reference of a seismometer as the mass tends to move with the base, resulting in 
the ground motion appearing smaller. Therefore broadband seismometers, which are 
commonly used for early-warning, use a force balancing mechanism in order to keep the 
mass stationary. This is normally in the form of an electrically generated compensating force 
from a feedback system that acts as a damper to reduce nonlinearity and increase 
sensitivity. The feedback force applied is proportional to the ground acceleration 
experienced, thus allowing ground motion displacement to be calculated through 
integration. Hence the dynamic range of the seismometer is imposed by the dynamic range 
of the electronic feedback system. 
However, even with a feedback mechanism, seismometers can saturate (clip), due to delays 
in the electronics of the system and high frequency interference developing from the 
resonance effects of the system. This results in peak displacement remaining constant once 
the frequencies exceed a certain size. Hence, the maximum displacements will not be 
accurately recorded and the signal becomes distorted during the time interval where 
clipping happens (Wielandt, 2012).  
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To add to this there are numerous ways to compute the size of an earthquake. The concept 
of a logarithmic magnitude scale was introduced by C.F Richter in 1935, based on maximum 
amplitude (in microns) recorded by a 12 Hz Wood-Anderson seismometer. This magnitude 
scale is referred to as a local Magnitude scale, (  ) for the Southern California region only. 
Seismometers tend to saturate for large earthquakes above   7.0, hence this magnitude 
scale has limited use and is unsuitable for large magnitude earthquakes (Crowell et al., 
2013). Since then, the measurements of magnitude have expanded worldwide to 
earthquakes of all manner of depths, distances and to both surface and body waves (Aki and 
Richards, 2002). For example, short-period body wave magnitude (  ), is determined at 
periods of 1-5 s from teleseismic P-waves, whereas the surface wave magnitude (  ), is 
determined at a period of 20 s from teleseismic surface waves. The scales take into account 
ground motion amplitude, wave period, angular distance and focal depth of the earthquake 
as outlined by Geller (1976). Hence, different magnitude scales are used to measure the 
seismic energy released at different time periods.  
A limitation of the magnitude scales mentioned is that they saturate once earthquakes 
exceed a certain size;   > 6.2 and   > 8.3 or when the spatial extent of the rupture 
exceeds 100 km in length (Geller, 1976; Kanamori, 1977). Saturation of the magnitude scale 
occurs because the seismometers become non-linear and leads to an underestimation of the 
earthquake magnitude. Saturation can also be caused by using a time window that is smaller 
than the duration of the rupture during calculation and/or the length scale of the rupture 
being bigger than the wavelength of the data causing the amplitude of the wave to be 
insensitive to the rupture extent. To estimate the size of larger earthquakes, magnitude 
scales that use longer period waves are thus required (Bormann and Saul, 2009). The quick 
and accurate magnitude estimation and slip distribution for large undersea earthquakes is 
especially vital for reliable tsunami early-warning, due to seafloor displacement being 
directly related to the tsunami size (McCloskey et al., 2007).  
The Moment magnitude (  ) is obtained from the scalar seismic moment (  ), and 
therefore, unlike the empirical scales previously discussed, expresses the earthquake size in 
relation to physical earthquake source parameters as given overleaf (Hanks and Kanamori, 
1979): 
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Figure 1.1: Illustration of static and transient earth surface displacement, applicable to any East, 
North or Up component from a seismogram. 
(1.1) 
   
 
 
             
where the total inelastic energy (Nm), required for rupturing and ground displacement from 
an earthquake can be defined as the Seismic Moment given by: 
(1.2) 
       
where µ  is shear modulus (Pa), A the area of the fault (m²) and u the average permanent 
displacement (m) on the fault (Fowler, 2004). The constant value in equation (1.1) was 
chosen to be consistent with the magnitude values produced by earlier scales, such as the 
Richter scale. The required parameters are determined from waveform analysis of multiple 
seismograms created by an earthquake. The permanent displacement of the ground caused 
by an earthquake is also referred to as coseismic displacement. Note this is different from 
the transient displacement caused by the passage of seismic waves as depicted in Figure 1.1. 
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The moment magnitude can be seen as a more reliable measure of earthquake size and does 
not saturate towards the top of the scale compared with other forms of magnitude, as fault 
geometry and observer azimuth are included in the computation and moment does not have 
an inherent upper bound. Also relations to the tectonic effects of an earthquake, such as 
average permanent displacement, make it more suitable for tsunami potential assessment.  
Earthquake deformation which causes strain over a region to be localised into a fault can be 
described in the form of fault geometry and used as an input for tsunami generation. Faults 
are normally approximated as a plane whose orientation is described by its strike, dip and 
rake. As seen in Figure 1.2, the strike is the angle at the intersection of the fault plane and a 
horizontal plane, whereas the dip describes the inclination of the plane above or below the 
horizontal measured perpendicular to the strike. The rake on the other hand measures the 
slip direction on the fault plane. As much of the energy from an earthquake is released as 
teleseismic waves the Earth can be seen as having elastic behaviour over short time periods, 
which allows static deformation to be modelled in terms of static-elastic dislocation theory. 
Hence, earthquake induced sea-floor displacements can be calculated using the Okada Static 
dislocation point-source solution for multiple points across the fault which requires the 
following inputs: fault plane location, depth, strike, dip, slip, length, width, seismic moment 
and rigidity (Okada, 1985).  
Tsunami wave height calculations are based on the equations of motion and continuity 
requiring sea-floor displacement as an input, which can be gained with reduced 
computational power and time from GNSS direct displacement measurements during 
seismic moment computation, as opposed to inverted data from seismic sources. Due to the 
Figure 1.2: Earthquake Fault Geometry 
 
 
 
 
Dip 
Rake 
Strike 
Depth below 
surface 
Total depth 
below surface 
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assumptions made during seismic moment computation, however, such as using a single 
point source model, a minimum seismic wave period of 200 s, and an average rupture 
velocity, the wavelength used can be much shorter than the total rupture length for large 
earthquakes. This can still result in the underestimation of moment magnitude in extreme 
cases which can have devastating consequences (Bormann and Saul, 2009). Due to the use 
of a logarithmic scale an underestimation of one unit of magnitude is equivalent to an 
increase of 10 times the amplitude recorded by a seismograph and about 30 times the 
energy. 
In addition to this, moment magnitude takes a few tens of minutes to calculate as it relies on 
long-period surface waves reaching distant seismometer sites. For early-warning where time 
is of the essence, the moment magnitude from P-waves (   ) can be calculated quickly as 
an alternative, at a period of 10-200 s, just after the arrival of the first P-waves. The Pacific 
Tsunami Warning Centre (PTWC), for example, is able to derive    estimates within 2-3 
minutes for local events and in under 10 minutes for teleseismic events (Hirshorn et al., 
2013). The P-wave seismic moment is calculated from either the first peak or first peak and 
trough (     ) of the integrated vertical component of a seismogram, given by: 
(1.3) 
      (|  | |     |)
      
  
 
where   and   are the density and velocity along the propagation path of the P-wave,   is 
the distance from the earthquake’s epicentre and    the radiation pattern. When compared 
to high accuracy, but slower   estimates, Whitmore et al. (2002) found that    tends to 
overestimate the magnitude of earthquakes less than 6.8, but underestimate earthquakes 
with magnitudes over 6.8. Hence the addition of a linear correction to the P-wave moment 
magnitude formula: 
(1.4) 
                                  ⁄  
Although faster to compute, this technique still underestimates the magnitude for 
earthquakes larger than 8.0. Therefore for large earthquakes, seismic moment estimation 
can benefit from using GNSS as it does not have this problem of saturation. There is also no 
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need to wait for longer period waves to propagate to further afield sites when using GNSS as 
GNSS can directly measure static permanent displacements rather than relying on integrated 
acceleration and velocity data, as outlined fully in section 2.1.  
1.2.2 GNSS Early-Warning System Requirements  
Recent advancements in GNSS hardware and software have made 1 Hz and higher GNSS 
data collection and near-real-time processing now routinely possible; hence the use of GNSS 
for rapid and reliable earthquake monitoring and tsunami early-warning systems such as 
those operated by JMA and NASA Jet Propulsion Laboratory (JPL).  
Blewitt et al. (2006) demonstrated in a simulated real-time scenario, that a magnitude 
estimate of   9.0 for the 2004 Sumatra earthquake could have been obtained using 30 s 
GPS data from 38 sites, within 7,500 km of the earthquake epicentre within just 15 minutes 
of earthquake rupturing. They were able to estimate static displacement with a 10 mm 
accuracy to determine the magnitude, mechanism and earthquake rupture extent. 
Melgar et al. (2012) demonstrated for the 2011 Tohoku-Oki event, how 1 Hz GPS 
displacement estimates can aid accurate inversion of the moment tensor much quicker than 
existing seismic methods alone. By replaying recorded GPS data of the event in a simulated 
real-time mode, they obtained a   value of 8.2 just 170 seconds after the initial rupture of 
the earthquake. In comparison it took the National Earthquake Information Centre (NEIC) 90 
minutes to achieve a final Centroid Moment Tensor solution of   8.3, from seismic only 
data. Also, for the Tohoku-Oki earthquake, Wright et al. (2012) showed how 1 Hz GPS data 
from 414 sites, post-processed in real-time PPP mode can give an accurate earthquake 
moment in under 2 minutes by using static displacements, as outlined fully in section 2.1.   
For early-warning systems a high accuracy short-term GNSS station position computed from 
carrier-phase measurements at a continuous static receiver is required in order to prevent 
the occurrence of false alarms, the period of a few tens to hundred seconds is of most 
interest for a rapid solution. The ability of GNSS to measure accurate ground displacements 
is improved by using multiple satellite constellations to increase sky coverage but is limited 
by several GNSS errors, the most problematic source of error being multipath interference. 
Multipath can mask transient displacement signals and introduce phase measurement errors 
at frequencies and amplitudes similar to seismic waves produced by earthquakes and 
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tsunamis, which thus results in earthquake and tsunami magnitude being initially 
underestimated. Multipath can also overestimate earthquake size which gives rise to false 
alarms leading to reduced confidence in the system. An underestimation of earthquake and 
resulting tsunami size can lead to delays and inefficient evacuation warnings being given 
which could mean the difference between life or death. 
1.3 Aims and Objectives 
Multipath is still one of the main limiting errors of GNSS accuracy. Research to date has 
focused mainly on the mitigation of GPS multipath. This project looks to mitigate multipath 
in Globalnaya Navigazionnaya Sputnikovaya Sistema (GLONASS) and a combined GPS and 
GLONASS solution based on the orbital repeat geometry of both constellations with 
applications for earthquake and tsunami early-warning. A combined solution is desirable as 
it offers a more robust solution for short-term positioning. To achieve the project’s aims, the 
objectives of this study are as follows: 
 Validate GPS satellite multipath geometry repeat periods and sidereal filtering in the 
observation domain using the Precise Point Positioning (PPP), approach. 
 Investigate GLONASS satellite multipath geometry repeat periods using correlation 
methodology. 
 Combine GPS and GLONASS filters for use in PPP. 
 Investigate filter use based on satellite elevation angle thresholds. 
 Explore the effect of multipath mitigation for use in earthquake and tsunami early-
warning using a case study simulation.  
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1.4 Chapter Outline 
This thesis is organised as follows: 
Chapter 1 gives a brief introduction to the nature of this work, the motivation behind it and 
outlines the main aims and objectives. 
Chapter 2 presents an introduction to GNSS and reviews the GNSS positioning techniques 
that are currently available. The major error sources limiting GNSS for high accuracy 
applications, such as early-warning systems, are also outlined. 
Chapter 3 reviews previous research and multipath mitigation techniques for GPS. 
Methodology for determining optimum multipath orbital geometry repeat for GPS and filter 
creation is outlined and validated against previous GPS sidereal filtering studies. 
Chapter 4 investigates the optimum multipath orbital geometry repeat for GLONASS and 
tests the successfulness of GLONASS multipath filtering. The considerations and results of 
combining GPS and GLONASS multipath filters are also assessed. It also details investigations 
of filter optimisation by using lag correlation strength and satellite elevation thresholds.   
Chapter 5 evaluates the use of multipath mitigation for earthquake and tsunami early-
warning using an antenna on a moving platform as a case study. It investigates the use of 
GNSS to measure small static displacement measurements, such as those likely to occur 
from an earthquake. 
Chapter 6 summarises the research presented and details conclusions drawn. 
Recommendations for future work building on the results provided by this project are also 
included.
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Chapter 2. GNSS, Processing Strategies and Error Sources 
2.1 Use of GNSS in Seismology 
Earthquake magnitude has traditionally been computed from seismometer data in the 
immediate aftermath of an earthquake. Improvements in satellite coverage from the 
introduction of GLONASS, receiver technology and data storage capabilities, has made it 
possible for near-real-time GNSS observations to be made with sampling rates up to 50 Hz 
with sub-decimetre accuracy, which is suitable for seismic studies (Genrich and Bock, 2006). 
There are a number of studies that have successfully used GNSS for seismic research, using a 
variety of different positioning techniques. The two most commonly used positioning 
techniques are relative positioning and PPP which are described later in section 2.3. As 
shown by Elósegui et al. (2006), 1 Hz GPS relative displacements computed from a static 
antenna and an antenna on a moving platform, on average, agree within 2.5 mm of 
displacements simulated by a shaking platform, with <5% having a difference of over 5 mm.  
Using the instantaneous positioning method over three short baselines with a common 
reference station, Bock et al. (2004) observed surface waves from the 2002   7.9 Denali 
earthquake at 3900 km away from the epicentre of the earthquake using 1 Hz GPS data. 
They similarly found that relative horizontal displacements agree with integrated velocities 
recorded by nearby broadband seismometers, with a Root Mean Square (RMS) difference of 
2 to 3 mm at periods longer than 1 s. However, the reference station used was also affected 
by the earthquake and hence displacements at the other sites were biased by this ignored 
movement. 
A GNSS receiver is able to directly measure ground displacements, whereas accelerometers 
are more useful at recording strong ground shaking but accumulate errors over time, which 
can introduce biases after double integration to displacements. It has been demonstrated 
that errors associated with the double integration of the noise inherent in accelerometers, 
from instabilities in sampling rates, for example, increase with the square of the integration 
time and vary with the system’s sampling frequency (lower sampling frequencies suffer 
greater from numerical integration than high sampling rate), as described in Thong et al. 
(2002); Stiros (2008). Broadband seismometers on the other hand are more sensitive to 
ground motion but may become saturated during large earthquakes, causing the instrument 
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to be unable to record the full amplitude of the earthquake signal. GNSS does not suffer 
from this effect, nor is it greatly affected by tilt offsets which can introduce horizontal 
acceleration biases into seismometer readings due to a change in gravity surrounding the 
instrument. The effect of tilt can be reduced in seismometers by applying a high-pass filter, 
as described by Allen and Ziv (2011). However this can remove genuine static permanent 
displacement which can lead to erroneous earthquake and tsunami magnitude estimates 
being made.  
Blewitt et al. (2009) demonstrated using corner frequencies (the frequency at the 
intersection between low and high frequency trends in the amplitude of radiated waves), 
how seismometer magnitude scales saturate for large earthquakes as the corner frequencies 
move to the lower end of the frequency spectrum which are below those used for   and 
   magnitude scales. This is due to larger earthquakes’ sources taking more time to occur 
and causing destructive interference between separate source parameters at frequencies 
larger than the corner frequency of the source. On the other hand, GNSS can measure the 
static permanent displacement of a GNSS receiver which can be seen as a zero frequency 
wave, allowing the actual strength of the earthquake to be computed without saturation in 
agreement with long-period seismic source information, hence demonstrating the suitability 
of using GNSS for seismic studies (Wang et al., 2007). 
Blewitt et al. (2006) showed for the 2004   9.2 Sumatra earthquake, how relative 
positioning from 38 GPS stations up to 7500 km from the epicentre, with a sampling rate of 
30s, could be used to estimate static co-seismic displacements averaged over a 15 minutes, 
with a 10 mm accuracy, in a simulated real-time scenario. They were then able to use these 
displacements to accurately determine the magnitude, mechanism, and spatial extent of the 
earthquake rupture from just the first 15 minutes of GPS data following the earthquake.   
More recently, for the 2011   9.0 Tohoku-Oki earthquake, Wright et al. (2012) showed 
how 1 Hz GPS data from 414 sites, post-processed in real-time PPP mode can give an 
accurate earthquake moment in under 2 minutes by also using static co-seismic 
displacements. The earthquake moment was able to be estimated quickly by using an 
evolving slip model that treats the displacements derived at each epoch as if they were the 
final, static displacement, removing the need to wait for the earthquake to fully rupture. For 
the smaller 2010   7.2 El Mayor‐Cucapah earthquake, GPS was able to compute, in under 
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a minute, a comparable magnitude of   7.0 for the much smaller rupture zone, 
demonstrating that the period of interest for GNSS early-warning applications is the first 
tens to hundred seconds (Allen and Ziv, 2011). PPP can provide centimetre to decimetre 
accuracy without the need of a nearby reference station, as is the need for relative 
positioning. In relative positioning one station acts as a reference and is tightly constrained 
to known coordinates and the relative displacement of each station is computed with 
respect to the reference. Biases often propagate into relative displacement measurements 
due to the reference station experiencing seismic motion during large earthquakes. PPP is 
hence often preferred as it does not suffer from this effect, as explained fully in section 2.6. 
These studies demonstrate the ability of a GPS only solution to quickly and accurately 
determine the magnitude of seismic events using static permanent displacements varying 
from a few centimetres to a few metres in size. However, GNSS is still less receptive to small 
ground motion, when compared to seismometers as GNSS can only detect displacement of a 
few centimetres. In order to prevent false alarms from noisy GPS data, Wright et al. (2012) 
suggested waiting until at least one GPS site experiences a displacement of over 8 cm before 
sending out a warning, which is sufficient  for earthquakes over magnitude 7.0.  
A number of studies have also outlined the feasibility of using high-rate GPS to reconstruct 
seismic waves caused by earthquakes, such as for the 2008   8.0 Wenchuan earthquake 
(Shi et al., 2010). For the 2011   9.0 Tohoku-Oki, Psimoulis et al. (2015) showed how 1 Hz 
PPP GPS data was able to reconstruct seismic displacement waveforms to within 1-2 cm of 
closely spaced strong-motion sensors, for stations further than 400 km away from the 
earthquake epicentre. Other studies combine high-rate GPS with strong motion 
seismographs and recommend filtering and smoothing techniques to improve the accuracy 
of displacements recorded by 1 Hz GPS receivers (Davis and Smalley, 2009; Bock et al., 
2011). Davis and Smalley (2009) also showed how 1 Hz GPS data from kinematic relative 
positioning can be used to measure surface wave dispersion curves from the 2004   9.2 
Sumatra earthquake with results comparable to those from broadband seismometers.  
More notably, high-rate GPS derived displacements have been used for earthquake source 
parameters and fault slip distribution inversions as described fully in section 5.3. Allen and 
Ziv (2011) used on‐the‐fly 1 Hz relative displacements to explore the use of high‐rate GPS 
displacement data for the 2010   7.2 El Mayor‐Cucapah earthquake. They found that most 
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collated seismic instruments (broadband velocity channels) clipped due to the arrival of S-
waves. The GPS antennas at the same location however were unaffected. In comparison 
with double integrated accelerometer data, the horizontal components of the GPS 
waveforms showed a great degree of similarity, with aligned phase and comparable 
amplitudes. Using a short-term average/long-term average-type algorithm, they were able 
to extract static offsets shortly after the S‐wave arrival and compute the magnitude of the 
earthquake. Their algorithm was based on a short-term average window of 2 s and a long-
term average window of 100 s, where the short-term average needed to be 10 times greater 
than the long-term average to signify an earthquake had been triggered. This was done using 
a static slip inversion scheme requiring a priori knowledge of the fault plane geometry. The 
first seismic P-wave magnitude estimate was 5.9, 13 s after the earthquake, whereas the 
first GPS magnitude estimate was 6.9, 36 s after the earthquake. Hence, they showed how 
earthquake early-warning becomes more reliable with the contribution of GPS‐based 
magnitude estimates. This is particularly notable for larger earthquakes such as the 2011   
9.0 Tohoku-oki event, where the rapid P‐wave‐based magnitude method faces greater 
limitations.  
Melgar et al. (2012) demonstrated also how 1 Hz GPS displacements can be used to 
accurately invert for the moment tensor much quicker than existing seismic methods for the 
2011 Tohoku-oki event. The National Earthquake Information Centre (NEIC) took 90 minutes 
to achieve a final Centroid Moment Tensor (CMT) solution of   8.3. The centroid in this 
method refers to the centre of the earthquake moment distribution in time and space, 
defined by four parameters (centroid latitude, longitude, depth, and centroid time), in 
addition to six moment-tensor elements (linear vector dipoles and force couples with 
moment) which provides a point-source CMT model of an earthquake (Ekström et al., 2012).  
Replaying recorded GPS data of the event in a simulated real-time mode, Melgar et al. 
(2012) obtained a   value of 8.2 just 170 seconds after the initial rupture of the 
earthquake. The delay from using seismic data alone is due to having to wait for very long 
W-phase waves to reach further afield stations before a robust seismic estimate of 
magnitude can be computed. As static permanent displacement is essentially a zero-
frequency wave, GPS data can provide improved resolution at these lower frequencies in 
comparison to seismic data. Melgar et al. (2012) used P-wave data to compute origin time 
and hypocentre of the earthquake, the CMT solution is then computed using coseismic 
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displacement measurements extracted from the seismic waveforms at each station. This 
information along with a Green’s functions mathematically describing the layered Earth is 
used to determine the centroid, as outlined fully in the study. Seismic data is often unstable 
at stations in close proximity to the earthquake, due to the reasons mentioned earlier in 
section 1.2; hence these measurements are supplemented by GPS data which offers greater 
robustness, allowing more accurate magnitude estimates to be computed in a shorter 
amount of time.    
In addition to using the CMT solution which requires no prior knowledge of a region, Crowell 
et al. (2012) also investigated the benefit of using predefined fault planes for earthquake 
parameter inversions, in regions with known, well-defined faulting. They found that both 
methods are capable of rapidly and reliably modelling both the 2003   8.3 Tokachi-oki and 
the 2010   7.2 El Mayor-Cucapah earthquake in under 2 minutes, thus demonstrating the 
feasibility of using GPS to obtain accurate earthquake solutions within the first minutes of 
rupture.  
Smalley (2009) indicated the importance of having a GPS sample rate high enough to capture 
the complete temporal history of Earth surface displacements, especially  when stations are 
close to the earthquake epicentre. To ensure aliasing does not happen, most applications 
oversample the data, digitally low-pass filter the oversampled time series, and then 
decimate the time series to the desired lower sampling rate. Genrich and Bock (2006) 
showed how sub 1 mm relative displacement time series precision is possible at 1 Hz, by 
using this method with data originally sampled at 50 Hz. Sampling at rates higher than 
required however, increases the cost of data transmission, processing and storage. It can 
also cause latency issues for real-time applications, such as in earthquake early-warning.   
Smalley (2009) demonstrated that 1 Hz GPS recordings of displacements from sites less than 
10 km from the epicentre of small magnitude 6 earthquakes are aliased, and affect the 
reliability of  earthquake source parameters from GPS data inversions. At stations over 
10 km away from the epicentre, aliasing does not occur at 1 Hz sampling rates, as the Earth 
attenuates the signal by naturally applying an anti-alias low-pass filter. Hence 1 Hz GPS data 
is reliable for earthquake studies provided that sites are over a certain distance away from 
the epicentre; which is largely dependent on earthquake size as outlined fully in Smalley 
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(2009). For sites closer to the epicentre, there is a trade-off between using higher rates but 
at a higher economic and logistical expense. 
All the studies mentioned so far only use GPS which can suffer from poor satellite geometry 
due to a limited number of satellites in the constellation. The geometry of the satellite 
constellation is often quantified using the Geometric Dilution Of Precision (GDOP) or 
Position Dilution Of Precision (PDOP). GDOP is an easily calculated function involving the 
formal errors of the relative coordinates of the GNSS receiver and satellites    
    
    
  , the 
formal errors of the measured range,   , receiver clock bias estimate,    , and speed of light, 
  as given below: 
(2.1) 
        
√                 
 
  
⁄  
It is often used to indicate how errors in the observations will affect the final coordinate 
solution; it is a measure of the quality of the satellite configuration which can increase or 
reduce other GNSS errors. Satellites arranged close together with small angular separation 
have a high GDOP value as similar positional information is relayed from each satellite. 
Satellites spaced more evenly and further apart with larger angular separation help to 
minimise trilateration error and therefore have a smaller GDOP value which is more 
desirable. 
The addition of other satellite constellations as outlined in full in section 2.2, is set to 
increase the number of visible satellites in the future by 70%, from the currently available 70 
satellites to over 120 new satellites originally planned for 2020. This addition increases the 
potential of receiving satellite signals with strong geometry and offers redundancy in a 
solution, hence the use of GLONASS satellites in this study. Pandey et al. (2016) for example, 
show how the addition of GLONASS with GPS in a PPP static solution improves satellite 
geometry by more than 30% when compared with a GPS only solution, due to, on average, 
increasing the number of visible satellites by 60%.  
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2.2 GNSS 
At present there are four planned or fully operational Global Navigation Satellite Systems. 
The US GPS, Russian GLONASS, European Galileo and Chinese BeiDou. In addition to global 
coverage systems, regional satellite systems, such as the Indian Regional Navigation Satellite 
System (IRNSS) and the Japanese Quasi-Zenith Satellite System (QZSS) also exist. All systems 
aim to deliver global or regional positioning, navigation and time transfer services self-
sufficiently. In this section the contrasts between the systems are outlined and 
considerations that must be made to integrate multiple GNSS are examined. 
The IRNSS which became fully operational in 2016 is a 7 satellite constellation consisting of 3 
Geostationary Orbit satellites (GEO) and 4 Geosynchronous Orbit satellites (GSO) which 
cover an area range of 30° to 130° longitude and 30° South to 50° North latitude. A 
comparative analysis of IRNSS and GPS by Vasudha and Raju (2017) showed that the IRNSS 
consists of sufficient number of satellites for regional positioning and can improve 
positioning performance when combined with GPS. The QZSS on the other hand, is expected 
to consist of 4 satellites in Quasi-zenith orbits (QZO) by 2018 with the intention that at least 
3 satellites will be visible in the Asia-Oceania regions at all times. Again this system is 
intended to compliment the GPS constellation, bringing the total number of satellites in the 
area to eight or more (six GPS satellites and three QZSS) enabling more stable and higher-
precision positioning (Cabinet Office, 2017). 
BeiDou is China’s second generation satellite navigation system which is planned to consist 
of 35 satellites in total made up from: 5 Geostationary Orbit satellites, 3 inclined 
Geosynchronous Orbit satellites (IGSO) and 27 Medium Earth Orbit satellites (MEO), with the 
latter two satellite groups being arranged in 3 orbits inclined at an angle of  55°. The first 
BeiDou satellite was launched in April 2007, 20 operational satellites are currently available 
with the completion of a global coverage system planned by 2020 
(http://www.beidou.gov.cn.html). The BeiDou GEO satellites are roughly situated over the 
Equator, covering the longitude of the whole area of China, whereas the IGSO satellites 
move from the northern to the southern hemispheres over the same region, improving the 
regional accuracy of the system over China and its neighboring countries. 
Similar to BeiDou, the completion date for the Galileo constellation is planned for 2020. The 
Galileo system is planned to consist of 30 MEO satellites with an orbit inclination of 56°. The 
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first four satellites were designed to validate the ground and space segments of the Galileo 
system and reached the In-Orbit Validation phase in October 2012. In August 2014 the first 
two of the fully operational satellites were launched but unfortunately did not successfully 
reach their intended orbital positions (European-Commission, 2015). As of 2016 there are 
now 14 full-operational capability satellites in orbit. As BeiDou and Galileo are not currently 
fully operational and IRNSS and QZSS only regional, they will not be discussed further and 
their data are not considered in this thesis.  
GLONASS originally reached Full Operational Capability (FOC) in January 1996. However, due 
to funding issues satellite availability soon declined to under eight satellites (Hofmann-
Wellenhof et al., 2008). In the early 2000’s restoration began and the system since 
December 2011 has been restored to FOC with 24 satellites. 
GPS on the other hand was declared FOC in July 1995 with 24 satellites and since 2010 has 
been modernised to include 32 satellites in total. The main properties of the GPS and 
GLONASS systems can be seen in Table 2.1 and are discussed below. 
GLONASS satellites transmit the same pseudo-random noise code signal but on their own 
carrier frequencies, implementing the Frequency Division Multiple Access (FDMA) technique 
to identify each satellite. Satellites that are positioned in antipodal slots of a single orbital 
plane share the same frequency. Each satellite transmits two frequencies, L1 and L2, 
centered on two base frequencies. The nominal values of the FDMA carrier frequencies are 
defined as: 
(2.2) 
            
            
where   is the frequency channel number of each satellite. The constants are    
        for the GLONASS L1 band,               the frequency separation between 
GLONASS carriers in the L1 band,            for the GLONASS L2 band and     
           the frequency separation between GLONASS carriers in the L2 band. Since 2005 
the channel numbers, for any given satellite, provided in the almanac as part of the 
GLONASS navigation message, were limited to the range of -7 to +6. This was due to the 
original channel numbers (+1 to +24) causing interference with radio astronomy and satellite 
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communication frequency bands. The ratio between the two carrier frequencies  
          ⁄⁄  is constant for all values of   (Hofmann-Wellenhof et al., 2008). 
Table 2.1: Main characteristics of GPS and GLONASS (Groves, 2013). 
 GPS GLONASS 
Constellation   
Orbital Planes 6 3 
Orbital Height 20,180 km 19,100 km 
Orbital Period 11 hr 58 min 11 hr 15 min 48 sec 
Inclination 55° 64.8° 
Semi-Major Axis 26,580 km 25,500 km 
Satellite Differentiation  CDMA FDMA 
Ground Track Repeat 
Periods 
1 Sidereal Day 8 Sidereal Days 
Signal Properties    
Carrier frequencies 1575.42 MHz 1602+0.5625*k MHz 
 1227.60 MHz 1246+0.4375*k MHz 
Code Frequencies  C/A code: 1.023 MHz C/A code: 0.511 MHz 
 P code: 10.23 MHz P code: 5.11 MHz 
Reference System    
Reference Frame WGS-84 PZ-90 
Time System GPS time GLONASS time 
 
The FDMA technique has the advantage of being more resistant to narrowband interference 
due to the wider radio spectrum band used. It also has low cross-correlation between 
different GLONASS signals. The new GLONASS-K satellites, launched from 2011, include a 
new L3 band with Code Division Multiple Access (CDMA) capabilities in addition to the 
system’s traditional FDMA signals, and hence they will have similar signals to the GPS 
constellation. This will improve integration with GPS which also uses CDMA, so the systems 
will share more similar processing strategies.   
Unlike GLONASS, GPS satellites all transmit on the same carrier frequency. Satellites are 
identified by unique pseudo-random noise (PRN) codes generated by each satellite and 
transmitted with the navigation message using CDMA. For GPS, due to the CDMA signal 
structure, any receiver hardware frequency dependent biases in the signal will be the same 
for all satellites. As the bias is the same for all satellites the biases are absorbed into the 
receiver clock biases. 
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Figure 2.1: GLONASS availability: (https://www.glonassiac.ru/en/GLONASS/CumulativeAvailability.php ) 
 
The biases for GLONASS on the other hand are different for each satellite and, if ignored, will 
increase the error of the observed pseudoranges and hence affect the positioning solution. 
The code inter-frequency biases can reach up to 5 m and the carrier-phase biases can 
surpass the L1 and L2 wavelength values and reach up to 73 cm (Yamada et al., 2010; 
Wanninger, 2012). Receiver dependent calibration values have been proposed to mitigate 
the contribution of these biases, Wanninger (2012) found that in general carrier-phase 
biases for different manufacturers’ equipment can be modelled by linear functions of 
frequency. They also found that biases were similar between different manufacturer’s 
equipment for both L1 and L2 frequencies, and stable over a 6 month period. 
GPS and GLONASS also use different underlying coordinate systems to reference satellite 
positions and likewise satellite offsets are referenced to different time systems. Using 
satellite orbit and clock products in the same reference frame removes the need to 
transform between the two coordinate systems. For example, The European Space Agency 
(ESA) products are given in the International Terrestrial Reference Frame (ITRF), the current 
version is called IGb08. 
The orbit repeat and inclination also differs between GPS and GLONASS. GLONASS has a 
higher inclined orbital plane for better coverage over higher latitudes such as Russia, and the 
coverage of the GLONASS constellation can be seen in Figure 2.1. 
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The GPS orbital repeat period is such that the GPS satellites circle the Earth twice during one 
Earth rotation causing the satellites to be in resonance with the Earth’s gravitational 
potential. Resonance can cause daily drift rates in the satellite semi-major axis of up to 7 m 
per day and orbital perturbations of up to 4 m per day (Ferreira and de Moraes, 2009). Due 
to this resonance regular satellite manoeuvres are necessary to maintain them in their 
nominal orbits. The closer the inclination of the GNSS satellite is to 56.06° or 63.40°, the 
stronger the effect of resonance will be hence, the GLONASS satellites experience weaker 
resonance, as their ground track repeats every eight days and their orbits are at a higher 
incline (Sanchez et al., 2015). 
In brief, the GLONASS FDMA method causes GLONASS to have additional receiver inter-
frequency biases and, if combining GLONASS and GPS, an additional time system offset 
parameter in the solution. Although they have different terrestrial reference frames, precise 
orbit and clock products from the International GNSS Service (IGS), are provided in the same 
frame for both. Both constellations can be used for GNSS positioning, as outlined in the next 
section. 
2.3 GNSS Positioning  
The location of a GNSS receiver can be determined by using known modulated codes from a 
group of four or more GNSS satellites orbiting the Earth and measuring the range from the 
receiver to each of the satellites.  
The satellites are able to generate and transmit single or multiple coded signals on single or 
multiple radio frequencies using high precision clocks. Provided that the time of generation 
and signal code are known by the receiver, the receiver can measure the reception time of 
the code against its own less precise clock and hence determine the propagation time of the 
code between the satellites to the receiver. The propagation time measured can be 
converted to a range measurement by multiplying by the speed of light in space.  
The range measurement contains the receiver to satellite range plus additional biases and 
random noise. Therefore the observed range measurement is known as a ‘pseudorange’. A 
single pseudorange measurement relates to the surface of a sphere upon which the receiver 
could lie. A minimum of three pseudoranges would be required to determine the coordinate 
position of a receiver based on trilateration. However, to account for the receiver clock 
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offset a fourth pseudorange is in reality required. Biases present in the pseudorange 
decrease the accuracy of the position and are often considered as errors. These errors can 
be split into three main categories: satellite dependent errors, receiver dependent errors 
and signal propagation errors, which will be discussed later in this chapter. 
To gain the most accurate position possible the errors affecting the observations must be 
reduced. Numerous GNSS positioning methods can be used to try to mitigate or recognise 
and ignore the restrictions of these errors. These methods are described in the following 
sections: 2.4, 2.5 and 2.6. 
2.4 Single Point Positioning 
Single Point Positioning (SPP) was the first positioning technique GNSS was designed for and 
the most simplistic form which only requires a GNSS receiver and no other apparatus. The 
receiver computes the pseudorange to four or more satellites by measuring the code 
observation, allowing the receiver clock offset and receiver position to be solved for. The 
satellites broadcast orbital and clock navigation data, which is computed by the master 
control station and uploaded to each satellite every four hours. The infrequency of the 
navigation data upload period limits the accuracy and quality of the satellite orbit data and 
makes it the most significant restriction in this positioning technique, leading to other error 
sources being ignored. Typical accuracies for static SPP over a 24 hr period, using dual-
frequency GPS and precise orbit products, is around 1 m in all coordinate components. For 
kinematic single-epoch solutions the accuracies worsen, to 5.2 m and 9.7 m in the horizontal 
and vertical components respectively. Thus, this approach is not accurate enough for 
earthquake studies (Satirapod et al., 2001) .  
The other major error source is caused by the ionosphere. However, satellites also broadcast 
the Klobuchar ionosphere model which decreases about 50% RMS of the ionospheric range 
error worldwide when using single frequency receivers (Klobuchar, 1987).  
2.5 Relative Positioning 
Relative positioning relies on the assumption that many of the biases in the pseudorange 
measurements are spatially and temporally correlated. Using one or more reference 
receivers with known positions the biases on rover receiver measurements can be mitigated 
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by differencing the measurements, when the receivers are observing the same satellites 
simultaneously. Inadequate determination of relative error parameter modelling will 
degrade the position accuracy of the rover as will larger baselines, as the biases are no 
longer correlated with the rover biases. Hence, reference receiver specific biases such as 
multipath must be mitigated before data differencing is computed. For real-time 
applications a data link is also required, such as radio links at frequencies ranging from 
below 300 kHz to 2000 MHz and higher, or an internet connection (Kaplan and Hegarty, 
2006).  
2.5.1 Carrier-phase Based Positioning 
Relative positioning can either be computed from the code or carrier-phase observations. 
Multipath and tracking errors are the main limiting factors of using code-based positioning 
when a rover and reference receiver are in close proximity, due to the frequency of the code 
chipping rate. Carrier-phase tracking where the number of phases of the incoming carrier 
wave is counted, however, if more precise and less susceptible to multipath errors due its 
shorter wavelength. Hence only carrier-phase positioning is mentioned in this study. The 
observation error of carrier-phase is <2.5 mm compared with 2.9 m observation error from 
the code signal (Hofmann-Wellenhof et al., 2008). It is possible to measure both the code 
and the phase of the carrier wave on which the code signal is modulated. 
The carrier-phase is inherently ambiguous due to the sinusoidal nature of the carrier wave 
making successive waveforms indistinguishable from one another. The addition of a time-
free phase bias allows pseudoranges to be computed from the carrier-phase. The phase bias 
( ̅) is comprised of three parts,  ̅         
   where  is the integer carrier-phase 
ambiguity, and     and   
   are the Fractional Cycle Biases (FCBs) for the receiver and 
satellite respectively. The integer carrier-phase ambiguity is unknown and different for each 
receiver-satellite pair. Provided that the receiver does not lose lock with the satellite signal 
during observation,  will remain constant. The loss of signal lock between receiver and 
satellite is called a cycle slip and if a slip occurs a new integer ambiguity must be solved for, 
separately from the original integer ambiguity. 
The method of resolving the phase bias is used to categorise carrier-phase positioning 
techniques. If ̅ is estimated with other parameters then it is known as a float solution, if it 
can be separated from the fractional parts, it known as a fixed solution. If the bias can be 
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successfully estimated or resolved then more precise positioning is possible. The following 
sections outline different carrier-phase positioning techniques. 
2.5.2 RTK 
Local area Real-Time Kinematic (RTK) positioning involves a single reference station 
transmitting its location and code and carrier-phase observations at frequencies L1 and L2 
for each visible satellite to the rover. The rover station uses the reference station 
information to remove the satellite clock bias by differencing observations made to the same 
satellite by each receiver, assuming that the bias is the same at the marginally different 
times that the signal was transmitted to the reference and rover receiver. A single difference 
observation is formed and satellite and atmospheric delay biases are reduced. The receiver 
clock bias still remains; therefore, single difference observations to each satellite are 
differenced to form double-difference observations. In the double-difference combination 
the carrier-phase ambiguity is an integer and can be solved quickly, assuming the two 
receivers are sufficiently close enough so that the ionospheric differential delay is small 
when compared with the carrier-phase wavelength. If the reference and rover receiver are 
however further apart, or have a large altitude difference the atmospheric delay biases are 
no longer similar enough for the integer ambiguity to be resolved, limiting this technique to 
baseline lengths of less than 20 km (Hofmann-Wellenhof et al., 2008).  
2.5.3 Network RTK  
Network RTK allows larger distances between rover and reference receivers by reducing the 
distance dependent biases in the RTK solution by using multiple reference stations in a 
network to observe the spatial distribution of these biases.  
Garrido et al. (2011) demonstrated that both the Virtual Reference System (VRS) and the 
Master Auxiliary Concept (MAC) techniques, when used in a five station network with 
maximum radius between stations of 15 km, can provide accuracies of <2.5 cm and <5.0 cm 
in the horizontal and vertical respectively. The VRS solutions on average, however, have a 
smaller range in precision in the East, North and Up compared to the MAC solution. 
Similarly Edwards et al. (2010) showed that the accuracy of NRTK in large networks with 
average inter-station spacing of over 60 km, can also reach the level of  <2 cm in the 
horizontal and <3.5 cm in the vertical, at one-sigma. However, NRTK solutions were found to 
   
25 
 
degrade for sites at the network extents due to extrapolating rather than interpolating 
corrections. Hence, the baseline length is limited to the extent covered by the reference 
station network.  
2.6 Precise Point Positioning  
Precise Point Positioning has grown in popularity as it provides centimetre to decimetre 
accuracy without the need for a nearby reference station. PPP was first created for static 
applications as an enhancement of the SPP technique (Zumberge et al., 1997), but has 
advanced recently to be used for kinematic applications e.g. Kouba and Héroux (2001a).  
In PPP, undifferenced code and carrier-phase observations from dual-frequency receivers 
are combined with external network derived correction products and models to reduce 
GNSS errors and estimate coordinates. Carrier-phase ambiguities are often difficult to 
calculate due to the initial carrier-phase offset in satellites and hardware biases in the 
receiver. Therefore, most PPP techniques estimate the ambiguity as a float solution. The 
time taken for ambiguities to be adequately determined in static PPP to allow decimetre 
level accuracy is roughly 30 minutes and over twice as long for centimetre level accuracy 
(Bisnath and Collins, 2012). The initialisation time is often referred to as the convergence 
period and can depend on factors such as satellite geometry, environmental conditions, 
receiver quality and observation rate and duration. When using continuously operating 
reference stations for monitoring (where stations positions are constantly being computed) 
convergence is less of an issue.   
Soycan and Ata (2011) demonstrated, using 30 second data from 60 GPS Ordnance Survey 
stations, how the accuracy of static PPP improves with observation time. After 1 hour of 
observation, the mean values of RMS errors are 27 mm, 84 mm and 55 mm in latitude, 
longitude and ellipsoidal height respectively; after 3 hours they reduce to 15 mm, 23 mm 
and 17 mm. After 24 hours these errors are reduced further to 3 mm, 7 mm and 7 mm which 
is comparable to values gained by relative positioning of long baselines from IGS stations 
over the same time period (2 mm, 6 mm and 4 mm). Hence, PPP can provide centimetre 
level precision, with a few hours of observation data, comparable in precision to relative 
positioning.  
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The IGS regularly generates a variety of precise orbit and clock products, which differ 
primarily by their latency and the coverage of the tracking network used for their calculation 
as seen in Table 2.2. Products from different analysis centres which use solutions based on 
different networks are compatible; Springer and Dach (2010) showed that GLONASS clock 
products from ESA and Information-Analytical Center (IAC) of Roscosmos, Moscow, Russia 
agree at the 80 picosecond level. The final IGS products have the highest accuracy, for GPS 
only (<3 cm orbits) and interval rate (orbits: 15 mins, satellite clocks: 30 s), but the longest 
latency (12-18 days). ESA alternatively offer combined GPS and GLONASS products with 
interval rates also of 15 mins and 30 s for the orbits and clock respectively. The achievable 
accuracy of PPP is hence limited by accuracy of the products used. 
PPP encounters large ionospheric effects which can cause metre level range errors. To 
compensate for these effects, un-differenced code and carrier-phase observations at two 
frequencies are used in an ionospheric-free linear combination. Combined with precise orbit 
and clock products along with models for other error sources, Zumberge et al. (1997) were 
the first to demonstrate it was possible to reduce the main contributing errors to allow 
centimetre accuracy static positioning. The main influencing factor on accuracy was the 
improvement in clock quality. 
With improvements in the IGS satellite orbit and clock products over the last 20 years, the 
accuracy of the final orbit product has improved from 30 cm to <2 cm, the clock quality has 
also improved to <2 cm (Kouba, 2009). Kinematic PPP is increasingly being used in research 
and applications, particularly in sparsely populated areas with no local reference network or 
receivers. Kinematic applications include building structural monitoring (Yigit, 2014), 
airborne surveying (Zhang et al., 2008), glaciology (Zhang and Andersen, 2006), offshore tidal 
studies and tsunami and earthquake detection (Li et al., 2014; Takahashi et al., 2014). 
Zhang and Andersen (2006) for example, outline how a PPP approach overcomes the 
limitations of a double-difference approach for ice flow and tidal investigations of the Amery 
ice shelf in Antarctica. The main three limitations were said to be firstly, the lack of a base 
station under 200 km away to collect synchronised GPS observations at the same time as the 
receiver on the Amery ice shelf. Secondly, the propagation of errors during static processing 
due to the observed site not being static but moving at a rate of a few metres per day on the 
ice shelf. Lastly, due to previous observations only taking place a couple of times a year due 
to logistical constraints, the instantaneous velocities of the ice shelf are not retrieved; only 
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the average yearly velocities are recorded. Their study demonstrated how PPP can be used 
to reduce logistic complexity and used to explore short-timescale kinematics, similar to 
those required in earthquake monitoring.  
Takahashi et al. (2014) outlined how PPP on a buoy-based system can be integrated with 
seafloor pressure sensors and an array of seafloor transponders for tsunami and crustal 
deformation monitoring. Their system was designed to sense tsunami and crustal 
deformation of 8 m with a resolution of 5 mm. Previous studies for high precision sea 
surface observations using a double-difference approach have had limited geographic 
coverage due to the need for short baselines, restricting the studies to within the vicinity of 
coasts, lakes and rivers. Fund et al. (2013) showed that PPP coordinates from a buoy-based 
system within close proximity to a radar gauge are not significantly biased with respect to 
radar gauge data and are consistent with double-difference processing at the sub-
centimetre precision level in the horizontal plane. 
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Table 2.2: A review of a variety of orbit and clock products (Enderle and Springer, 2015; IGS, 2015; Dach et al., 2016). 
Provider and Type Latency Clock RMS (ns) Orbit RMS (cm) Clock interval (s) Orbit interval (s) Constellation 
IGS Ultra Rapid Predicted 3 5 900 900 GPS 
IGS Rapid 17 h to 41 h 0.15 2.5 300 900 GPS 
IGS Final 12 d to 18 d 0.075 2.5/3 30 900 GPS and GLONASS 
ESA Final 12 d to 18 d - - 5 900 GPS and GLONASS 
CODE Rapid 10 h - - 300 900 GPS and GLONASS 
CODE Final 12 d - - 5 900 GPS and GLONASS 
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Use of PPP for kinematic applications is more complicated as the station location is not 
assumed to be fixed over time. The majority of PPP software handles estimating parameters 
with a changing state by using a Kalman filter estimation technique which is recursive and 
estimates the state of a process by minimising the mean of the squared error of the 
residuals (Welch and Bishop, 1995). A dynamic model aims to describe the time evolution of 
a set of observables, formed from modelling position, velocity, receiver clock offsets, 
atmospheric corrections, ambiguities using precise orbit and clock products and additional 
models as described later in this chapter. The modelled and real measurements, along with 
the estimated system describing parameters (state vector) and measurement covariances, 
are combined by the Kalman filter to update the state vector with the information gained 
from the current epoch’s observations. Its recursive nature means it can be used in real-time 
using only the current input measurements and previously calculated state and covariances. 
A selection of different PPP software is reviewed in Table 2.3 and the PANDA software, used 
in this Thesis, is discussed in detail later in section 3.7. 
Colombo et al. (2004) evaluated the performance of kinematic PPP at fixed sites and on a 
moving vehicle using 30 second clock rate products. They noted 3D RMS position errors of 
4.3 cm to 9.3 cm at the fixed sites and 5.5 cm to 7.7 cm on the moving vehicle with typical 
convergence times of 40+ minutes. They also noted the importance of using clock products 
at the same rate as positioning so that short term variability in the satellite clocks could be 
corrected for. An improvement in static PPP of 30% was found when 30 second clock 
products were used in comparison with 5 minute clock products when comparing results 
with a baseline solution. Interpolated clock rates faster than 30 seconds, however, were 
found not to further improve positional error or convergence times in kinematic PPP when 
using 1 second carrier-phase observations (Hesselbarth and Wanninger, 2008).
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Table 2.3: A review of a variety of currently available PPP software. 
Software GNSS Observation Processing mode Institute Online Service Reference 
PANDA GPS+GLONASS+BeiDou+Galileo  Static/Kinematic Wuhan University - (Jing-nan and Mao-rong, 
2003) 
GIPSY GPS+GLONASS Static/Kinematic JPL/NASA APPS (Zumberge et al., 1997) 
Bernese GPS+GLONASS Static/Kinematic University of Bern - (Dach et al., 2015) 
gLAB GPS+GLONASS Static/Kinematic ESA/UPC - (Hernandez-Pajares et 
al., 2010) 
GAPS GPS+BeiDou+Galileo Static/Kinematic University  Of New Brunswick GAPS (Leandro et al., 2007) 
Magic GPS+GLONASS+Galileo Static/Kinematic GMV MagicGNSS (Tobías et al., 2014) 
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The IGS has also been at the forefront of real-time product development since 2007, when 
the IGS Real-Time Pilot Project was initiated. In April 2013 they launched the Real-Time 
Service (RTS), allowing subscribed users to stream PPP orbit and clock corrections in the 
Radio Technical Commission for Maritime Services (RTCM), State Space Representation (SSR) 
format. The IGS RTS products are received by the users via the Network Transport of RTCM 
by Internet Protocol (NTRIP) and have a sampling rate of 5 seconds, typical latency of 25 
seconds and orbit accuracy of 5 cm (Grinter and Roberts, 2013). 
The reliability of the reception of the orbit and clock corrections is essential for real-time PPP 
to work. In kinematic PPP especially, signal interruption is more likely, preventing the 
receiver from receiving corrections and causing a disruption in satellite tracking. Any 
disruption in satellite tracking, such as an impeded sky view, high receiver dynamics or 
interference causing discontinuity in the system (cycle slips), requires the carrier-phase 
biases to be re-estimated in a period of reconvergence.  
Before advancements in PPP, relative kinematic positioning was used to measure seismic 
waves, as described in Bock et al. (2004) , where one station acts as a reference and is tightly 
constrained to known coordinates and the relative displacement of each station is computed 
with respect to the reference. For large earthquakes however, the reference station may 
also be affected by seismic motion and hence introduce biases into the other station’s 
relative displacement measurements. Positioning accuracy of relative positioning degrades 
with increasing baseline length as discussed in Ge et al. (2006). PPP is usually considered to 
be free from this limitation; however PPP relies on network-based satellite products which 
could affect PPP positioning accuracy in a similar way. For example, Geng et al. (2010b) 
investigated the effect of satellite clock product and uncalibrated phase delays (UPDs) 
accuracy in PPP, when the radial distance of a circular reference network, centred around a 
receiver on a marine vessel, is increased. Satellite clock estimates were differenced from the 
Center for Orbit Determination (CODE) ‘Final’ clock products, for a large, medium and small 
circular reference network, with radii of approximately 3,600, 2,000 and 900 km. The mean 
RMS of all three networks was within 0.02 ns of each other, with the smallest circular 
network having the largest mean RMS of ≈0.041 ns. Hence, the increase in distance from 
reference network does not worsen satellite clock estimates as they are extremely close to 
those produced by CODE from a global network. The UPD estimates however were affected 
by the increase in network radius.  
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Additionally, Geng et al. (2010b) also compared the positioning accuracy of kinematic PPP 
and relative positioning on the same marine vessel. The RMS values for ambiguity-fixed PPP 
using the large circular reference network are 55.6%, 56.6% and 13.5% smaller in the East, 
North and Up respectively than those from relative ambiguity-fixed positioning for a 
2,800 km baseline. When using an ambiguity-float solution however, relative positioning 
performs better in the East and Up; this could be attributed to the longer distance used for 
PPP between receiver and reference network. The RMS values for relative positioning 
increased at a higher rate than for PPP as the base station distance to reference stations 
grew. Hence ambiguity-fixed PPP out performs relative positioning for separation distances 
over a few thousand kilometres away.   
Therefore, PPP is the preferred technique for large station separation distances. Even though 
ambiguity-float PPP can be less accurate than relative positioning and orbit and clock errors 
can propagate into the PPP solution, as they are held fixed, these factors are out weighted 
by the cost effective advantages of PPP. PPP only requires a single dual-frequency GNSS 
receiver, without the need for communication to multiple GNSS stations in a network for 
their data and error corrections. PPP is not limited by separation distance to other sites, so 
can be used in remote and hostile environments, such as on buoys at sea. For relative 
positioning, Bock et al. (2011) showed that a dense network with site separation distance of 
20-40 km is required for the computation of large earthquake magnitudes. Whereas for PPP, 
Wright et al. (2012) were able to sufficiently compute magnitude estimates using just 10 
stations separated by 100 km, which makes GNSS for early-warning more economically 
feasible.  
PPP also does not suffer from reduced satellite availability, due to the need of relative 
positioning to simultaneously see the same set of satellites. This possibly gives PPP an 
advantage when used in an urban environment, when satellite visibility is already limited 
due to high rise buildings impeding the sky view. Hence PPP has reduced equipment and 
logistical costs when compared to relative positioning, as well as providing absolute station 
coordinates, unaffected by reference station movement which can occur during large 
earthquakes. Thus PPP has been deemed most suited for this study. 
Recent advancements in satellite orbit and clock products has made PPP accuracies 
comparable with relative positioning techniques with the advantage of positioning in a 
dynamic global reference frame without the need for reference receivers nearby. However, 
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long convergence times are required for centimetre accuracy to initially be reached and 
similar length re-convergence times required when the sky view is impeded and 
reconvergence is necessary due to loss of lock with satellites, causing a reduction in satellite 
numbers and hence poor satellite geometry which further increases convergence times. The 
convergence period occurs as the solution changes from a pseudorange-only solution to a 
float ambiguity carrier-phase solution and can be seen as the time necessary for the 
ambiguity estimates to reach a unique set of ambiguity parameters with a certain level of 
accuracy. Despite this, PPP has a wide range of uses and below two approaches to reduce 
convergence time are discussed. Fixing the ambiguities to integer values to form a fixed 
ambiguity solution is discussed in the next section; integrating GPS with other navigation 
systems, in particular GLONASS, is covered in section 2.6.2.  
2.6.1 PPP with Fixed Ambiguity Resolution  
As mentioned in section 2.5.1, carrier-phase ambiguities are computed of the integer part 
and FCBs associated with the receiver and satellite. Provided that the FCBs can be 
determined, the integer part can be fixed to the correct value and the carrier-phase used as 
an unambiguous measurement allowing centimetre accuracy PPP to be obtained. Float 
solutions can only reach centimetre accuracy after long convergence periods.  
Ge et al. (2008) and Laurichesse et al. (2009) showed that it is possible to fix undifferenced 
carrier-phase ambiguities to integer values for receivers not in the additional network 
solution by utilizing network-estimated FCBs for each satellite, which were shown to be fairly 
stable in time and space. 
Ge et al. (2008) estimated the satellite and receiver ambiguity by deconstructing the 
ambiguities into widelane and narrowlane ambiguities by differencing and adding the L1 and 
L2 phase observations. The RMS of the East component compared to the IGS weekly 
solutions was improved by 30% using this method, as outlined fully in Ge et al. (2008). 
Collins et al. (2008) and Laurichesse et al. (2009) further developed and simplified the 
approach by redefining the satellite clock products, known as integer-recovery clocks (IRCs), 
by absorbing the corresponding narrowlane FCBs into the clock products to ensure that the 
narrowlane biases have integer characteristics that can be directly fixed. Their methods 
differ slightly as Collins et al. (2008) estimate the receiver clock carrier-phase and code-
phase FCBs separately before fixing the wide and narrowlane ambiguities, sometimes 
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referred to as the Decoupled Satellite Clock method, which requires post-processing. 
Laurichesse et al. (2009) on the other hand do not decouple the receiver clock estimates and 
their method can be implemented in real-time. 
Geng et al. (2010a) investigated the effects of increasing static observation periods on 
ambiguity-fixed PPP position accuracy and found that after one hour the 3D RMS of a float 
solution is 5.0 cm, and reduced to 1.6 cm by a fixed solution and after 4 hours reduced from 
1.4 cm to 0.9 cm. They indicated that an observation period of 3 hours or more is required 
for vertical components to achieve better than 1 cm accuracy. Laurichesse et al. (2009) also 
noted long convergence times of around 30 minutes for  static positioning and 90 minutes 
for kinematic positioning. The long period of time is required for the narrowlane biases to be 
estimated as float values so that the ambiguities can be fixed to integers from the relatively 
noisy pseudoranges. 
2.6.2 GPS and GLONASS PPP 
The addition of GLONASS increases the number of satellites in view and hence strengthens 
satellite geometry and redundancy in the PPP solution and therefore can speed up the 
convergence time of ambiguity float PPP. The additional of GLONASS reduces the effect of 
random errors, which has the potential to improve the position solution in terms of 
accuracy, provided that there are no systematic errors present. However, GLONASS orbit 
products, for example, are less accurately determined than GPS products, as seen in Table 
2.2 and there is more uncertainty surrounding GLONASS signal biases, predominantly due to 
using FDMA for satellite identification. When comparing GPS-only and GPS and GLONASS 
PPP solutions in a non-optimal environment, Alkan et al. (2015) found that positioning 
precision only improves if the overall satellite geometry is improved with the addition of 
GLONASS satellites. If the geometry is not improved there is little improvement in the 
positioning estimate. Furthermore, Chen et al. (2016) show how, in a dynamic setting, a GPS 
and GLONASS PPP solution provides more accurate and robust coseismic displacements in a 
non-optimal environment when compared to GPS-only.  
Li and Zhang (2014) used a single difference approach, selecting a GPS satellite with high 
elevation and a healthy epoch as a reference to cancel out GPS receiver clock offsets. Thus, it 
left just the GPS and GLONASS time offset to be estimated for the GLONASS observations. 
They investigated the effect of using GLONASS on ambiguity float and ambiguity fixed 
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solutions where GLONASS is kept as float but the GPS is fixed, in both static and kinematic 
scenarios. From 178 IGS stations over a 7 day period the convergence time on average for 
ambiguity float PPP was reduced by 45.9% from 22.9 to 12.4 minutes in static mode and by 
57.9% from 40.6 to 17.7 minutes in kinematic mode with the addition of GLONASS. For fixed 
ambiguity PPP, the time taken to gain the first ambiguity fix was also reduced, by 27.4% from 
21.6 to 15.7 minutes in static mode and by 42.0% from 34.4 to 20.0 minutes in kinematic 
mode. Li and Zhang (2014) also investigated the extent of improvement in convergence time 
with the number of satellites visible in the sky and found that adding GLONASS reduces the 
convergence time more when fewer GPS satellites are visible. 
Similar results were found by Cai and Gao (2013) using an undifferenced approach. The 
approach assigns the code observations a comparatively small weight compared with that 
assigned to the carrier-phase observations, allowing the inter-frequency bias to be neglected 
and error assimilated into the code residuals instead. Using five IGS stations the convergence 
time on average for ambiguity float PPP was reduced by 39%, 30% and 60% for the East, 
North and Up coordinate components respectively in kinematic mode. 
Banville et al. (2013) suggest that carrier-phase biases can be modelled as formal integer 
parameters to allow natural convergence to integer values instead of calibrating 
observations to allow for GPS and GLONASSS ambiguity fixed solutions. However, they found 
that their method degraded the solution compared with using external calibrations but 
showed potential for use in real-time network processing without the reliance on external 
corrections. In a GLONASS float PPP solution the constant biases can be combined with the 
ambiguity term so does not degrade the positioning solution. This method is commonly used 
in GLONASS PPP software as the development in GLONASS fixed PPP is still on going. 
It has been demonstrated that in practice it is possible to decrease the convergence time of 
GPS ambiguity float and fixed PPP by the addition of GLONASS. At present there are no 
publicly available combined GPS and GLONASS ambiguity fixed PPP products. Therefore, only 
ambiguity float PPP is used in this study. As a consequence of only using a float PPP solution 
the coordinate estimates computed by PPP will be less precise than those from relative 
positioning over short baselines. However, for measuring earthquake static displacements 
over short periods of time (several seconds to minutes) the relative change of the Earth’s 
surface position is of more importance than the absolute accuracy of the coordinate 
solution. Considering the majority of PPP errors vary slowly in time, such as satellite orbits 
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and clocks, as outlined next in section 2.7, and phase biases remain constant, these errors 
can be assumed to be stable over a short period of time. Therefore, a float PPP solution is 
still able to measure small static displacements with the required sub decimetre accuracy for 
earthquake and tsunami early-warning applications.  
Even though GPS ambiguity fixed products (FCB and IRC) can be used in real-time and 
increase positioning accuracy once converged, positioning errors can still occur due to the 
assumptions made when products are estimated within a network. Different conventions 
adopted in the network solution and by the user may result in erroneous ambiguities being 
fixed. It is also common when using products in real-time for the fixed ambiguities to 
change, when satellites move in and out of view, which can cause large coordinate shifts 
(Seepersad and Bisnath, 2015). These shifts could be detected as genuine Earth surface 
movements and give rise to false alarms, which is undesirable and hence best avoided. 
2.7 Satellite Dependent Errors  
As mentioned in the previous section, GNSS signals are subjected to various error sources. In 
order to achieve high-accuracy positioning results it is necessary to understand these error 
sources and how to mitigate their effect in PPP. Most of these errors can be mitigated to 
some extent by modelling, estimating as an unknown parameter or forming different linear 
observables. The key errors and their handling strategies for PPP are now described. 
2.7.1 Satellite Orbits and Clocks 
The PPP technique relies on the use of precise GNSS orbit and clock products. Each GPS 
satellite transmits Keplerian orbital elements (rate, drift and clock offset parameters) which 
have been computed by the GPS ground segments and uploaded to the satellites on a daily 
basis. The ephemeris is available at the time of observation with accuracies of about 100 cm 
for the orbit and 5 ns for the clocks (IGS, 2015). The GLONASS satellites transmit 
coordinates, velocities and accelerations which are also immediately available at the time of 
observation. Accuracies in the coordinates range from 20 m in the along track to 1.5 m in the 
radial component and velocities range from 0.2 cm/s to 0.05 cm/s (GLONASS, 2008). 
The accuracy of the broadcast ephemeris is limited by the control segment upload 
frequency, downlink bandwidth and satellite storage capabilities. For more accurate 
positioning post-processed ephemerides are required. 
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Precise ephemerides are calculated from data collected by a globally distributed network of 
continuous receivers whose coordinates are precisely known. These products are available 
from IGS Analysis Centres or commercially at a range of different latencies and accuracies as 
mentioned earlier in this chapter and outlined in Table 2.2. 
Real-time products are produced by extrapolating satellite orbits and clock products forward 
over a small period of time which reduces the accuracy of the product.  
In this thesis, ESA GPS and GLONASS combined ‘Final’ orbit and clock products are used as 
ESA was one of the first agencies to produce combined products, and the first agency to 
provide 30 second clock products for GLONASS. The products are calculated in 24 hour 
periods from a network of 150 receivers and uploaded weekly in daily files with a clock 
sampling rate of 30 seconds (Jean and Dach, 2013). The importance of using clock products 
at the same rate as positioning was noted in Colombo et al. (2004) to capture the high 
frequency noise that occurs in satellite clocks. Therefore the clock products used in this 
study are the highest rate currently available which is unfortunately not at the same rate as 
positioning (1 Hz) due to product computation time and storage issues. Bock et al. (2009) 
showed how using 30 second clocks for 1 Hz positioning degraded 3D coordinate RMS by 
30%, whereas deterioration was <2% when 5 second clock rates were used.  
2.7.2 Satellite Orientation  
For PPP it is important to know the GNSS satellite orientation as precise orbit and clock 
products are estimated using dynamic force models which refer to the satellite’s centre of 
mass; the code and carrier-phase observations from satellites however refer to the antenna 
phase centre so must be corrected. To correct for this difference in reference point the 
offset between the centre of mass and antenna phase centre (phase centre offset) of the 
satellite must be known. The IGS provides GPS satellite antenna offset corrections that have 
been used in this study.  
2.8 Signal Propagation Errors 
A major error component of PPP is due to the impact of the atmosphere on GNSS 
transmitted signals. As GNSS signals pass through the atmosphere layers they are delayed 
and deflected, these propagation effects and time offsets need to be accounted for in order 
to achieve high-accuracy positioning, as described in this section. 
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2.8.1 Tropospheric Delay 
The electrically-neutral atmosphere (troposphere) is the lower part of the Earth’s 
atmosphere which extends to a height of about 40 km and contains the majority of the 
atmosphere’s mass (80%). It is non-dispersive with respect to radio waves for frequencies 
below 15 GHz, therefore propagation is frequency independent and the effect cannot be 
eliminated by L1 and L2 linear combinations (Hofmann-Wellenhof et al., 2008). 
The tropospheric path delay is often separated into hydrostatic dry and wet components as 
shown by Hopfield (1969). The former accounts for roughly 90% (240 cm zenith delay at sea 
level), of the tropospheric path delay and is a function of pressure and temperature. The 
latter is related to water vapour in the troposphere, which is a function of humidity, and only 
contributes around 10% (40 cm zenith delay at sea level), of the total tropospheric path 
delay but causes the most difficulty in forming tropospheric path delay mitigation models as 
it is highly variable in time and space (Leick, 2004). The magnitude of the wet delay is larger 
at lower elevation angles due to traveling a longer path through the troposphere. 
The difficulty in modelling this tropospheric path delay is dependent on many factors such as 
water vapour pressure, atmospheric pressure, temperature, site altitude and satellite 
elevation angle. The delay occurs due to the refractive index of the neutral atmosphere 
slowing down the radio waves, contrary to the assumption that the waves are traveling at 
the speed of light in a vacuum.  
The tropospheric path delay is normally expressed as a product of the zenith path delay 
scaled by a mapping function for a given elevation angle. There are many different 
tropospheric models such as Hopfield, UNB3 and Saastamoinen, with minor differences 
between models for zenith angles less than 75° (Hopfield, 1969; Saastamoinen, 1972; Collins, 
1999). There are also many mapping functions used to determine the amount of error that 
occurs from traveling longer path lengths when the satellite is not at the zenith. Modern 
mapping functions such as the Vienna Mapping Function 1 (VMF1) seek to reduce errors by 
using a large temporal range of input data (6 hour resolution) not limited by seasonal or 
constant values. VMF1 was originally site specific for IGS, International VLBI Service (IVS) and 
International DORIS Service (IDS) stations only, but around a year later the more widely used 
global gridded version became available at 2.5° by 2.0° resolution with a latency of less than 
24 hours (Boehm and Schuh, 2004). The Global Mapping Function (GMF) is a lower 
resolution (15° by 15°) version of the VMF1 created by a spherical harmonic fit to the 
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seasonal average VMF1 parameters. The GMF has the advantage that no external input files 
are required and only the approximate station coordinates and day of the year are required 
as input parameters, making it suitable for real-time PPP (Boehm et al., 2006).  
In PPP the hydrostatic tropospheric path delay error is corrected through tropospheric 
modelling, whereas the wet component is estimated as an unknown parameter due to its 
high variability which makes it difficult to model. The zenith delays are mapped to satellite 
elevation angles using a mapping function and elevation dependent weighting is often 
applied to reduce errors at lower elevation angles where higher levels of error occur (Luo et 
al., 2009).  
2.8.2 Ionospheric Delay 
The ionosphere is the upper part of the Earth’s atmosphere which extends between about 
70 km and 1000 km above the Earth’s surface and is a dispersive medium at radio 
frequencies. Within this layer are charged particles, electrons and positive ions, which are 
produced by coronal mass ejections and ultraviolet solar radiation causing ionization of the 
gas molecules in the layer. These free electrons affect radio wavelengths in a frequency 
dependent way. The carrier-phase is advanced so satellites appear closer (phase advance), 
whereas the code signal is delayed so satellites appear further away (group delay). The 
magnitude of the ionospheric delay is equal for both carrier-phase and code signal but in 
opposite directions and can cause range errors of around 0.1 m at night and up to 100 m 
during the day (Hofmann-Wellenhof et al., 2008). 
The ionospheric delay is directly proportional to the Total Electron Content (TEC) 
encountered along slant paths from the satellite to receiver location, meaning that the delay 
is larger at lower elevation angles. TEC however is highly spatially and temporally variable 
and is a function of geographical location, local time, season and geomagnetic and solar 
activity, making it difficult to remove by modelling.  
For dual-frequency receivers, the first order ionospheric effects can be eliminated through 
forming the ionospheric-free linear combination (LC) of L1 and L2 measurements, making 
use of the ionosphere’s dispersive properties as outlined in Kouba and Héroux (2001b).  
The higher order effect usually contributes to less than 0.1% of the total ionospheric delay so 
is often ignored in PPP and is absorbed by the satellite clock corrections. The second-order 
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ionospheric delay terms and the difference of slant TEC (STEC) between the actual slightly 
bent paths versus the straight line propagation terms are the main contributors to the 
remaining ionospheric delay. Their combined effect on the precise GNSS satellite products 
cause errors in the satellite Z coordinates of up to 11 mm and more than ±20 ps in the 
satellite clocks and therefore need to be mitigated if obtaining coordinate with sub-
decimetre accuracy (Hernández-Pajares et al., 2014). 
2.8.3 Differential Code Biases 
The differential code bias is a pseudorange bias between the C1 and P1 code signals 
transmitted, unique for each satellite as the signals travel different routes to get from 
satellite to antenna. The magnitude of the P1-C1 biases is of the order 2 ns (0.6 m) for GPS; 
however biases have a significant time varying component. Satellite differential code biases 
remain stable over one day but can vary by 0.5 ns between consecutive days. Receiver 
differential code biases are more variable and can vary by 1.0 ns between days (Sardón and 
Zarraoa, 1997). Therefore, pseudorange biases need to be continuously monitored over time 
and are hence estimated on a monthly basis for GPS by the IGS (Kouba, 2009).  
GLONASS differential code biases are more complex to calculate as they are unique to each 
satellite-receiver pair as signals are transmitted at different frequencies, resulting in 
different code biases to be computed for each channel, as previously mentioned in section 
2.2. 
2.9 Receiver Dependent Errors 
Receiver dependent errors are often caused by receiver hardware and electronic limitations. 
These include receiver clock drifts due to receivers containing less stable oscillators, and 
errors arising from the difference between the physical and electrical antenna phase centre.  
2.9.1 Receiver Clock Offset 
As previously stated in section 2.3, receiver clock biases affect the ranges of all receiver 
signals equally. This is due to receivers using cheap quartz crystal oscillators to keep cost, 
size and power consumption to a minimum. The receiver clocks drift according to the quality 
of the oscillator by about 0.1 ns/s relative to the stable atomic clocks used in the GNSS 
satellites. The majority of receivers aim to keep the offset below a predefined magnitude, 
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usually within 1 ms of GPS time. The receiver can steer the internal oscillator to push the 
clock drift to close to zero or alternatively the receiver introduces discrete jumps in the 
receiver’s clock time estimates (Hofmann-Wellenhof et al., 2008).  
In PPP the receiver clock offset is estimated as an unknown parameter along with the 
receiver position. For combined GPS and GLONASS receivers the receiver clock offset 
between the two different time systems is handled by solving for two separate clocks 
offsets, one for each system, or by solving for one receiver clock offset and then the offset to 
the other time system (Cai and Gao, 2009). 
2.9.2 Antenna Phase Centre Variation 
The receiver antenna phase centre is an electromagnetic property which is dependent on 
the elevation and azimuth angle, intensity and frequency of an incoming signal. A mean 
position of the electrical antenna phase centre is determined for the purpose of offset 
calibration. Numerous different calibration methods exist, such as relative, anechoic 
chamber and robot calibrations which agree with one another at the 1 mm level (Görres et 
al., 2006). Without correcting for antenna phase offsets and variations, potential errors of up 
to 8 cm in the vertical and 4 cm in the horizontal can occur which could lead to Earth surface 
displacement being undetected (El-Hattab, 2013). 
The IGS provides GNSS receiver antenna phase calibrations tables at 5° elevation intervals 
and satellite calibrations at 1° intervals which can be interpolated for the required elevation 
angle and found in the IGS08.atx file, available from: 
https://igscb.jpl.nasa.gov/igscb/station/general/igs08.atx. The satellite calibrations are 
calculated from 17 years of GPS data from five analysis centres. In comparison, only 8 years 
and 2.5 years of GLONASS data from two analysis centres are used respectively, with only 
70% of IGS station antennas having been robotically calibrated. The antenna phase offset 
and variation coordinate vector corrections can be applied to the receiver position vector 
after conversion to geocentric coordinates. However, GLONASS corrections are not yet 
widely available and are hence often not used in PPP processing.  
2.9.3 Phase Windup 
Radio wave signals transmitted from GNSS satellites are right-hand circularly polarized and 
can be pictured as a rotating electric vector field propagating from satellite to receiver which 
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rotates 360° with every wave cycle. Phase-windup occurs due to relative rotations of the 
receiver or satellite antenna around their bore axis which influences the carrier-phase 
measurements as an apparent variation in range. Satellites can rotate up to one revolution 
in less than half an hour during eclipse periods when reorienting their solar panels towards 
the sun (Wu et al., 1993). 
The effect of phase windup for relative positioning is around 1 cm so is often ignored, but for 
PPP the effect is significant as over half a wavelength (>10 cm for GPS) can be reached. A 
phase windup correction can be applied as outlined by Wu et al. (1993). 
For kinematic receivers there is an additional windup error due to receiver motion, which for 
GPS satellites will apply to all satellites by roughly the same magnitude. This is therefore 
normally ignored and absorbed into the receiver clock bias estimate or is sometimes 
estimated as an additional parameter (Hernández-Pajares et al., 2004). 
GLONASS signals however are transmitted at different frequencies; therefore phase windup 
error will be different for each satellite carrier-phase and can range from 1.9 mm to 0.5 mm 
with one rotation. In PPP satellite phase windup is normally mitigated by modelling using the 
above mentioned correction, whereas receiver phase windup is often not accounted for. As 
static sites are being used for this study, receiver phase windup does not need to be 
accounted for as the receiver remains in the same orientation.  
2.10 Relativistic Effects 
PPP is based on effectively observing the time difference between the transmitted signal of a 
satellite and reception of the signal at a ground-based receiver. Relativity effects in GNSS 
measurements are caused by the motion of the satellite with respect to the receiver, causing 
the satellite clock to appear to run faster to an observer on the Earth than it would to an 
observer at the satellite due to the weaker effects of the Earth’s gravity field on the satellite 
than on the Earth’s surface.  
2.10.1 Sagnac Effect 
The Sagnac effect occurs due to GNSS satellites having a coordinate frame in an inertial 
system but observations in an Earth-Centred, Earth-Fixed (ECEF) system, causing the receiver 
to rotate, with a velocity up to 500 m/s at the equator with the Earth whilst satellite signals 
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propagate to the receiver. The magnitude of the satellite clock error due to this effect can 
reach 10 ns in 3 hours which is equivalent to 30 cm range error (Hofmann-Wellenhof et al., 
2008). The Sagnac effect for the receiver clock can be modelled as outlined by Ashby (2003) 
and the correction applied in precise orbit and clock products. Therefore, it must also be 
corrected for in PPP processing to maintain uniformity (Kouba, 2009). 
Also in PPP processing the space-time curvature of the satellite signal caused by the 
gravitational field must be accounted for as errors can reach up to 18.6 mm (Hofmann-
Wellenhof et al., 2008).  
2.11 Geophysical Errors  
Sub-daily periodic signals at different frequencies can propagate into GNSS position 
estimates due to unmodelled geophysical forces acting on the Earth. These include earth 
tides and ocean tide loading which can cause large localised variation in surface 
displacements which could be misinterpreted as movements caused by an earthquake and 
give rise to false alarms. 
2.11.1 Earth Tide 
Earth tides occur due to the response of the pliable Earth to the gravitational attraction and 
temporal variations of the Sun, Moon and other celestial bodies. The solid Earth tide 
generates periodic site displacements which can reach up to 30 cm in amplitude and 5 cm in 
the vertical and horizontal components respectively. Neglecting Earth tide effects can result 
in systematic position errors of up to 12.5 cm in the radial and 5 cm in the North direction 
(Kouba, 2009).  
Diurnal and semi-diurnal tides dominate and can be partially averaged out of static 
positioning over 24 hours. However, the is not the case for short observation periods of PPP 
(Kouba and Héroux, 2001b). The effect of the Earth tide is dependent on station latitude, 
tide frequency and sidereal time and can be computed and corrected using models, such as 
provided in the IERS Conventions 2010. 
2.11.2 Ocean Tide Loading 
Ocean tide loading similarly occurs due to the redistribution of ocean water from ocean 
tides, deforming the sea floor and coastal land. Stations along the coastline such as in 
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Cornwall can experience peak-to-peak localised surface displacements of up to 15 cm in the 
vertical and 2 cm in the horizontal direction over a 6 hour period. The extent of 
displacement varies globally and changes slowly over time with a dominant period of around 
half a lunar day (12hr 25mins). This error is normally mitigated by applying ocean tide 
loading corrections, such as FES2012, computed from tidal hydrodynamic equations, 
altimetry and tide gauge data assimilations, convolved with a solid Earth response model 
(Kouba and Héroux, 2001b; Lyard et al., 2006). Ocean tide loading could be interpreted as 
apparent ground displacement caused by an earthquake over short time periods if not 
corrected for.  
2.12 Multipath Overview 
This section gives a brief introduction to multipath error; Chapter 3 next, describes multipath 
and techniques for mitigating multipath in full. 
Multipath error occurs due to reflecting surfaces near the receiving antenna causing 
transmitted signals to arrive via more than one path (Hofmann-Wellenhof et al., 2008). The 
reflected signals impede the reception and processing of the direct signal at the receiver, 
causing errors to occur in both the code and carrier-phase measurements, which produce 
errors in the final position solution. For precise applications, such as seismology, the carrier-
phase multipath is of most importance to mitigate, as code measurements are often 
weighted lower during GNSS data processing. It is vital that carrier-phase multipath error is 
mitigated as it has very similar characteristics to the surface waves generated by an 
earthquake, such as a cyclic nature over small periods of a few seconds with amplitudes of a 
few centimetres, as described below.  
Carrier-phase multipath   can be represented by the additional multipath signal path, 
carrier wavelength and the ratio of direct signal amplitude to multipath indirect signal 
amplitude (damping factor) as: 
(2.3) 
        {
     
       
} 
where θ is the phase shift of the reflected multipath signal with respect to the direct signal 
phase and β is the damping factor of the reflected signal to the direct signal        , 
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where 0 represents no reflection and 1 represents that the reflected signal is the same 
strength as the direct signal.  
The phase shift ( ) of the reflected multipath signal can be described by     the separation 
distance between the antenna and reflecting object and  , the satellite incident angle of the 
reflected point from an entirely vertical or horizontal surface, i.e. tilt = zero, as seen in Figure 
2.2: 
(2.4) 
  
  
 
        
 
 
 
If however the reflecting surface is tilted, additional parameters    angle of incident at the 
surface, and    tilt angle of the surface, are required to compute the elevation angle as given 
by: 
(2.5) 
      
As satellites are constantly on the move the geometry of the reflector with respect to the 
satellite and receiver does not stay constant over time. This causes the carrier-phase 
multipath error to have cyclic variations as the phase difference θ changes gradually. 
Figure 2.2: Multipath geometry of satellite signal, receiver antenna and reflecting obstructions.  
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Characteristically, carrier-phase multipath can reach up to 4.8 cm on the L1 carrier-phase 
and 6.1 cm on the L2, which equates to roughly a quarter of the signal cycle. This occurs 
when β = 1 and θ = 90°, in reality a multipath signal with an amplitude this big is very 
unlikely. Code-phase multipath on the other hand is essentially limitless (Wanninger and 
May, 2001).  
For use of GNSS in seismology, these oscillating small multipath errors can hinder the 
accurate measurement of small static permanent displacements, in particular those from 
small earthquakes or stations far from the earthquake epicentre. There is also a risk that 
transient surface waves at far away stations (>1000 km) can be mistaken as multipath 
interference when small in amplitude and over periods of tens of seconds (Ogaja and 
Satirapod, 2007).  
There are numerous different techniques that can be used to mitigate multipath including 
signal modelling and multipath signal absorption, as described in Chapter 3. 
2.13 Summary 
This chapter has given an overview of several GNSS positioning techniques, their achievable 
accuracies and methods used to reduce error sources. It illustrates the practicalities and 
benefits of using PPP for seismic studies, the only positioning method capable of delivering 
centimetre accuracy positioning on a global scale. Research into recent PPP developments, 
such as GPS ambiguity-fixed PPP, has been considered and found to offer high levels of 
accuracy but at the expense of long initial convergence periods. Convergence periods can be 
reduced in the future with the addition of GLONASS, which also improves accuracy.  
The contrast between the GLONASS and GPS systems has been discussed and the 
considerations that must be implemented when integrating the two systems for PPP 
multipath mitigation. A review of combined GPS/GLONASS PPP demonstrates improved 
accuracy and convergence times compared with GPS only, and the benefits it brings when 
there is low satellite availability which has provided motivation for using this combined 
system for earthquake ground displacement derivation. 
The main error sources affecting positioning accuracy in PPP have also been outlined. The 
ionosphere introduces the largest range bias; the first order effects are removed by using 
ionosphere free linear combinations of code and carrier-phase observations due to the 
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absence of appropriate models. Models are however effective for removing solid Earth tides, 
phase centre variation and offset, phase windup and relativistic effects. Other parameters 
such as receiver clock offsets, hardware bias and wet troposphere zenith delay are 
estimated during the PPP solution instead.  
Given that there is not yet a universal way of mitigating multipath error, Chapter 3 and 
Chapter 4 investigate the use of a combined GPS and GLONASS sidereal filtering approach to 
mitigate the effect of multipath at stationary receivers.
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Chapter 3. Sidereal Filtering  
As mentioned in the previous chapter, one of the main remaining errors that still exist in PPP 
is multipath. This chapter outlines the characteristics of multipath, reviews the currently 
applicable mitigation techniques and validates the application of a sidereal filter for GPS 
carrier-phase observations using the PANDA implementation of PPP. 
3.1 Multipath 
Multipath is caused by transmitted signals arriving at an antenna via more than one path, 
preventing the receiver from accurately determining the range. The multipath effect on the 
carrier-phase is lower than in pseudorange measurements. The maximum multipath effect 
on the carrier-phase occurs when the multipath attenuation factor is less than or equal to 
unity, which corresponds to a maximum range error of roughly a quarter of the signal cycle, 
as discussed in section 2.12. When multipath delay after the direct signal is brief (tens or 
hundreds of nanoseconds) and reflected signal strength strong, the receiver cannot resolve 
the signal due to distortion of the correlation function between the received and receiver-
generated reference carrier-phase signal (Kaplan and Hegarty, 2006). As well as being 
delayed, the reflected signal arrives at the antenna with weakened amplitude, caused by 
travelling additional path lengths (Axelrad et al., 2005). The extent of the above mentioned 
processes occurring depends on the incidence angle of the reflector, its material and 
polarization properties.  
Materials with high multipath reflectance located close to an antenna, under 1 m away, will 
cause multipath signals with long periods to occur and conversely short wavelength signals 
occur from distant objects over 50 m away (Yi et al., 2011). This can be demonstrated by 
incorporating the time-dependant behaviour of the multipath phase into equation (2.4), i.e. 
taking the time derivative of .   
(3.1) 
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Figure 3.1: Elevation of GPS satellite 24 from OS Net receiver OBAN, 2014, day 306.  
 
 
For example, as seen in Figure 3.1, the GPS satellite rises from 10° to 80° in 2 hours and 45 
minutes or at a mean rate (
  
  
) of 0.007°/s. Consider this satellite rising E = 10° over a 
horizontal reflector at a distance of 2 m from a receiving antenna (S = 2 m). For the GPS L1 
carrier signal (λ = 0.19 m) the rate of change of multipath phase (
  
  
), as given by the 
equation above, is approximately  0.91°/s, i.e. a period of 395 s (6m 35s). If the same 
reflector were placed further away (20 m) the rate of change of the multipath phase would 
be much bigger (9.1°/s) and which has a shorter period of 40 s. Hence signals reflected from 
nearby objects results in 
  
  
  being small, therefore frequency is low and wavelength long, 
when 
  
  
  is large the opposite is true; the multipath signal frequency is high with a short 
wavelength (Bilich and Larson, 2007). It can be seen how carrier-phase multipath from 
strong but far-away reflectors needs to be mitigated for PPP to be used in seismic studies, 
due to the frequency of this multipath error being very similar to the frequency of seismic 
waves, or even low enough to be mistaken for static displacement.  
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Assuming that the GNSS antenna remains static in the same environment, the multipath 
effect will essentially depend on the satellite’s orientation in the sky (azimuth and elevation 
angle). Multipath error generally increases as satellite elevation decreases due to signals 
reflected from glancing incidence angles producing strongly reflected signals. Transmitted 
signals from low elevation satellites near the horizon are also more affected by tropospheric 
path delay than high elevation satellites due to travelling through the troposphere for longer 
(Leick, 2004). For this reason it is common to process GNSS data with an elevation cut off 
angle of 10° or more to remove the strong multipath signals from low elevation satellites. 
However, this reduces the GDOP and the number of observations available, which results in 
reduced redundancy in a position solution, or in a worst case scenario, the solution failing to 
compute if satellite numbers drop below the minimum of four.  
Reflections from rough surfaces produce ‘diffuse multipath’ which is uncorrelated in time 
and has random noise-like properties which typically produce rapidly fluctuating errors of 
several millimetres. This kind of multipath can be removed by the receivers’ hardware and 
by filtering through averaging over long observation periods of several days; this however 
does not benefit seismic studies. 
Reflections from large, smooth surfaces with consistent electrical properties, on the other 
hand, produce specular multipath. This causes systematic time-correlated errors in both the 
pseudorange and carrier-phase measurements due to the relative motions of the satellites, 
receiver and reflectors. Extensive specular error may lead to range errors in the order of 
metres for the pseudorange and several centimetres for the phase measurements 
(Kamatham et al., 2012). This type of multipath unfortunately cannot be dealt with by 
dynamic filtering as used for diffuse multipath, so presents a larger problem. Numerous 
different techniques however have been proposed by researchers to mitigate and reduce 
this error as outlined in the following sections. 
3.2 Mitigation 
3.2.1 Antenna Mitigation 
A simple multipath mitigation method is to reduce or avert reflections in the area of the 
antenna with appropriate site selection or using microwave absorbing materials. Elósegui et 
al. (1995) demonstrated how using microwave absorbing materials between the user and 
reference station antenna could reduce code multipath errors in the vertical antenna 
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position coordinates by 75%. Similarly Ning et al. (2011) showed that over 80% of multipath 
effects could be removed by placing a microwave absorber ring under the antenna on a 
microwave absorber sheet. They saw vertical coordinate component variations reduced 
from 27 mm to 4 mm. 
Other mitigation methods can be related to the design of the antenna to improve the 
antenna gain pattern. Choke-ring antennas are common practice and reduce the majority of 
the code multipath by modifying the radiation patterns of the receiver antenna by using 
careful design and microwave absorbing materials. They are designed to attenuate reflected 
signals coming from negative elevation angles with respect to the antenna horizon. They do 
this by having a sharp cut off point below a certain elevation angle and lower gain for Left 
Hand Circular Polarized (LHCP), reflected signals. As mentioned in section 2.9.3, GNSS 
satellite signals are circularly polarized; incoming signals that have been reflected a single 
time from a highly specular reflector have their polarisation changed from right-hand to left-
hand circular. This however only occurs if their angle of incidence with the reflector is less 
than Brewster's angle, as outlined in Groves (2013). Choke-ring antennas, however, do not 
mitigate multipath signals coming from positive elevation angles very well. The concentric 
ring formation of the antenna allows control over the acceptance and rejection of low 
elevation, direct and indirect signals and the balance between phase pattern features, gain 
and polarisation segregation with more recent designs using variable choke ring depth 
(Tranquilla and Al-Rizzo, 1994; Filippov et al., 1998). The antennas, however, do not mitigate 
the carrier-phase multipath as effectively, as the code and multipath signals that have been 
reflected more than once and have been poorly attenuated, are still able to pass through the 
polarization filter and cause ranging errors.  
Multiple closely-spaced antennas (<2 cm apart), can also be used to reduce multipath by 
forming small antenna arrays. Based on the assumption that reflected signals are highly 
correlated between closely-spaced antennas, the relative multipath amplitude, phase, as 
well as the geometry of the reflector, can be estimated at each of the antennas in the array, 
thereby reducing the number of unknown parameters in the Least-Squares Adjustment. The 
carrier-phase error due to the multipath signal can then be calculated and subtracted from 
the carrier-phase residuals of each antenna. Using this method, Ray et al. (1998) showed 
that 73% of carrier-phase multipath could be removed. 
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Signal processing techniques that take place within the receiver architecture can also be 
used to reduce this type of error. The initial approach of this category demonstrated that 
long additional multipath signals could be filtered out by reducing the spacing of the early 
and later correlators in the receiver hardware from 1 chip to 0.1 chip. Provided that the early 
and late correlators are processed simultaneously the noise element of the early and late 
signals caused by multipath are correlated so can be cancelled out. This technique is 
recognised as the narrow-correlator and reduces multipath and noise by over 80% (Van 
Dierendonck et al., 1992).  
Other receiver approaches use a mixture of correlator spacing and numerous early and late 
correlators. The Strobe correlator, for example, uses two contrasting narrow correlator 
discriminators but originally only provided code correlation for C/A code (Garin et al., 1996). 
The Enhanced Strobe correlator however provides carrier-phase correction as well as code 
correction for C/A code and showed improved performance over previous methods (Garin 
and Rousseau, 1997). 
Similarly to the techniques mentioned above, the Multipath Estimating Delay Lock Loop 
(MEDLL) approach can reduce the delay-lock-loop code multipath error by 90%. MEDLL 
utilises the maximum likelihood criterion and recursive Least-Squares method to estimate 
features of the multipath signal (magnitude, phase and delay) and remove them from the 
received signal (Van Nee et al., 1994). Nevertheless, receiver internal mitigation techniques 
still have difficulties in mitigating short extra multipath signals (less than 30 m or 0.1 PN code 
chip) and introduce noise and interference to the signals, which is not desirable (Kaplan and 
Hegarty, 2006). 
3.2.2 Post Processing  
The majority of approaches mitigate multipath error at the post-processing stage. 
Wanninger and May (2001) proposed an estimation procedure to approximate carrier-phase 
multipath by using double-difference residuals from regional networks, using the correlation 
of multipath effects spaced one sidereal day apart. Carrier-phase corrections were applied to 
undifferenced observations that were used to form the double-difference residuals at the 
two stations to reduce the multipath error in the linear combinations. Corrections were 
stored as gridded azimuth and elevation hemisphere site templates of average double-
difference standard deviations. However, multipath is not reduced in the original L1 and L2 
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observations and it is not always possible to allocate the multipath signature to a specific 
site or satellite due to the use of double-differencing and the need to ideally have a 
multipath free site or low multipath site in the network.  
The concept of station calibration for multipath mitigation has also been presented, where 
antennas are moved robotically to try to randomize the multipath effect. Although 
operational costs are high for this method so it is not often used, in-situ calibration has been 
successful in removing far-field multipath effects which gives an insight into near-field 
multipath effects (Wübbena et al., 2010). 
Analysing the Signal-to-Noise Ratio (SNR) of GPS signals can also be used to produce time-
constant azimuth and elevation multipath correction maps for GPS raw data on both the L1 
and L2 frequencies. This is due to SNR being related to multipath error. The frequency and 
magnitude content of various multipath elements of the SNR time series can be extracted 
using wavelet analysis and any changes in the SNR linked to phase multipath, which can be 
used to determine which satellites and segments of the antenna environment are 
contributing most to multipath error and at which frequencies. The error patterns can then 
be projected on to hemisphere templates representing the antenna’s reflective 
surroundings. The method is useful when observation periods are short as it does not rely on 
data from previous days. The method shows a 20% reduction in post-fit residual RMS at 
elevation angles lower than 20° and reduced spectral power in kinematic positions (Bilich 
and Larson, 2007; Bilich et al., 2008b). The method is restricted by unavailability, 
inconsistency and precision in SNR units and definitions from different antenna/receiver 
manufacturers. Errors using wavelet analysis can also occur if aliasing occurs between 
multipath and genuine site movement frequencies, as it becomes difficult to separate the 
two components using frequency thresholds as this method employs. The phenomenon of 
aliasing can occur when signals with different frequencies are sampled at a uniform rate, 
leading to the under sampling of each signal, causing signal reconstruction substitution 
mistakes which could mask genuine site movement.  
More advanced correction-mapping approaches account for the arc of the horizontal circle 
decreasing with increasing elevation angle by using congruent cells which allow for finer 
resolution at high elevation angles where signals can be heavily affected by near-field 
multipath effects. The standard deviations of carrier-phase observation residuals were found 
to reduce by up to 35% in high multipath environments, as defined in Knöpfler et al. (2010), 
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using dynamic cells (Fuhrmann et al., 2015). However, even with varying cell size, high-
frequency multipath effects are not captured effectively using this method of averaging 
measurement residuals into cells (Atkins and Ziebart, 2015).  
SNR-based observation weighting in improved stochastic modelling has proved effective in 
reducing multipath effects by down-weighting phase data affected by multipath. Wieser and 
Brunner (2002) used conventional outlier detection methods with additional measured SNR 
values as a quality indicator to reweight parameter estimations in an iterative Least-Squares 
Fuzzy system. However, this approach does not account for the fact that although multipath 
error and SNR are correlated, there is a 90° or 270° phase difference between the two and 
they are orthogonal to one another. Due to this phase difference, data without multipath is 
often down-weighted by mistake as the cyclic nature of the signal is unaccounted for. Hence, 
the use of SNR can provide incorrect information for the quality of the phase measurement.  
The cyclic nature of the phase multipath can be seen by expressing the damping factor of the 
reflected signal to the direct signal (β), from equation (2.3) in terms of the amplitude of the 
direct signal (  ), and multipath signal (  ), as given below: 
(3.2) 
        {
      
         
} 
 
The amplitude of the combined direct and multipath signal,    is given in Lau and Cross 
(2006) as: 
(3.3) 
  
    
    
     
   
      
Figure 3.2 shows this relationship between the direct and multipath signal in terms of 
amplitude and phase. As explained in detail by Lau and Cross (2006), when the multipath 
signal is orthogonal to the direct signal (      or       , the amplitude of the combined 
multipath and direct signal is closest to the nominal signal and the carrier-phase multipath 
error is at a maximum and hence modulation distortion is at a minimum. The measured SNR 
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signal however is also close to the nominal SNR when no multipath is present, thus the 
incorrect weighting of multipath free signals occurs.  
 
Lau and Cross (2006) described an SNR-based stochastic model which applies a modified SNR 
to form the stochastic model and phase measurement quality checker, which is determined 
by using empirical and calibrated data. The modified SNR accounts for the fact that phase 
multipath errors and SNR are orthogonal. Improvements of up to 35% were noted in the 
RMS of the coordinates in comparison with the standard Least-Squares method when used 
in a double-differencing positioning approach. 
A Vondrak filter with cross-validation can also be used for mitigation. The filter can be used 
to separate carrier-phase signal from noise and cross-validation used to find the optimum 
smoothing factor. Improvements in the coordinate RMS values are between 20% and 40%. 
However, this approach can only be used when the noise level is lower than the magnitude 
of the signal. Genuine high-frequency signals related to station movement from an 
earthquake, for example, could be filtered out at high noise levels (Zheng et al., 2005).  
The approaches identified all have their disadvantages as outlined, making them inapplicable 
or inappropriate for real-time situations. For real-time early-warning an accurate GNSS 
displacement measurement is required within a few minutes of an earthquake rupturing. 
Station movement due to an earthquake can produce high-frequency signals, which fall into 
Figure 3.2: Phasor diagram showing the relationship between the direct, multipath and composite 
signals. The multipath phase errors depend on the amplitude (A) and carrier- phase (ϕ) of the 
multipath phasor where relative phase is denoted by θ and I and Q refer to the in-phase and 
quadrature components.  
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the same frequency range as multipath. When SNR levels are high, approaches using SNR or 
the Vondrak filter can remove signals from actual station movement, which could result in 
earthquake size being underestimated or worse, not being registered. Using a double-
difference approach also limits the effectiveness of these approaches, as pre-computed 
multipath maps cannot be assigned to a certain satellite or site which could cause 
complications if communications of multiple sites in a network are affected by an 
earthquake. The main limitation of using SNR techniques for PPP however, is the need to 
have up to date hardware data of entire networks. This makes multipath mitigation very 
computationally intensive as different parameters are needed to reflect each individual 
station’s hardware. Bilich and Larson (2007) also noted that raw SNR observables can suffer 
from quality issues such as quantisation, the process of converting a signal into a signal with 
a smaller set of values that closely approximates the original signal, which can complicate 
power spectral map creation. 
3.3 Sidereal Filtering  
Other approaches to these described above, take advantage of the sidereal day (nominally 
23h 56m 04s, 86164 s) repeating patterns of the GPS geometry, causing multipath at a site 
to be highly correlated across successive sidereal days. This is due to GPS satellites having an 
orbital period of half a sidereal day with a daily repeating ground track. This means that 
satellite visibility from any point on earth is the same from day to day and satellites appear 
in the same positions approximately 4 minutes (236 s) earlier each day, due to the time 
difference between the sidereal and solar day. Similarly, the GLONASS constellation 
geometry repeats about once every eight sidereal day so consecutive satellites will be seen 
in the same position as the previous satellite on consecutive days in each orbital plane and 
the same satellite will be in the same position eight sidereal days later. 
Provided that the station remains fixed, the surroundings and antenna should not change 
significantly across consecutive days, therefore multipath signals are expected to strongly 
repeat over sidereal periods over the short time period of the filter’s lifetime, as explained 
later in this section. The day to day repeatability of the multipath can hence be exploited 
using ‘sidereal filtering’ to improve positioning accuracies and mitigate the multipath error 
(Genrich and Bock, 1992; Nikolaidis et al., 2001). This method allows an estimate of 
multipath signal at every epoch to be constructed and then subtracted from the time series 
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of subsequent days. The filters may also be stacked (averaged), before subtraction to 
improve precision and robustness. The technique can be used to filter errors either in the 
observations or the coordinate components and does not suffer from the effect of frequency 
aliasing. Coordinate domain filtering refers to extracting the coordinates of the previous day, 
with no significant station displacements occurring. Then shifting the extracted coordinates 
by the optimum sidereal repeat period and subtracting the extracted coordinates from the 
coordinate time series lagged by the optimum repeat period. In observation domain filtering 
on the other hand, the multipath filter is computed and subtracted from the carrier-phase 
observations, not the coordinate time series. 
Bock et al. (2000) used coordinate sidereal filtering in continuous GPS crustal deformation 
monitoring with a set sidereal period of 86160 s to correlate positional errors. They 
investigated the effect of using different size stacking windows and found that a 3-sidereal 
day stack provided optimum noise reduction in the coordinate time series by about 50% in 
all components, when using instantaneous relative positioning with 30 second data.  
As described in Choi et al. (2004), however, filtering is more effective when the correct 
satellite geometry repeat interval is used. They proposed a modified sidereal filter technique 
that uses the mean sidereal day of the GPS satellite constellation to correct positional errors. 
Due to the Earth’s oblateness a secular nodal drift is produced westwards by 14.665° per 
year which affects the ground track repeat of the GPS orbit (Axelrad et al., 2005). In order to 
compensate for this orbital plane motion, the average semi-major axis of the satellite orbits 
is set marginally lower, causing the orbital period to be about 4 seconds shorter than half a 
sidereal day. The satellite geometry hence does not repeat sidereally and the correct 
satellite geometry repeat interval can be used to improve filtering. An accurate repeat 
interval is particularly important for high-accuracy positioning at high rates (greater than 
1 Hz), as multipath can change considerably over a few seconds; it can however also affect 
lower rate positioning. Ragheb (2007) showed how using the optimum repeat interval can 
improve observation domain filtering by 4% compared to when using the nominal repeat 
period for double-difference 1 Hz data. 
Other studies have focused on determining the actual GPS satellite geometry repeat interval 
of individual satellites using satellite orbits and satellite residuals and found that applying 
the correct time shift is crucial for effective multipath mitigation. Axelrad et al. (2005) 
analysed three different methods of estimation for the correct individual sidereal repeat 
   
58 
 
period per satellite. The first method involves finding the average orbit repeat time shift (  ) 
using the broadcast ephemeris and the orbital mean motion (  ) deduced from Kepler’s 
third law of planetary motion, as outlined below: 
(3.4) 
  √         
(3.5) 
                 
where    is the Earth’s universal gravitational parameter,   is the orbit semi-major axis and 
  the mean motion. 
The second method finds the orbital time shift by using a Lagrangian interpolator to 
interpolate precise orbit products (SP3 files) to the equator crossing on successive days. 
The third approach is based on the local geometry at the receiver on the ground. The 
optimum time shift is found when the dot product between the two receiver-to-satellite unit 
vectors associated with the current epoch measurement, and the prospective correction 
derived from the previous day’s measurement, is at a maximum, as outlined fully in Axelrad 
et al. (2005).  
Agnew and Larson (2007) used the broadcast ephemeris in the same way to find orbit repeat 
periods but compared their results to the aspect repeat method. The aspect repeat method 
is similar to the third approach outlined by Axelrad et al. (2005) but uses the topocentric 
instead of the geocentric-vector position of satellites to find the repeat interval. Similarly, 
Hung and Rau (2013) obtained the optimum average repeat times of GPS satellites by 
estimating the repeat time for each satellite using polynomial interpolation from the ECEF 
positions of each satellite.  
Ragheb (2007) on the other hand used the day-to-day autocorrelation of coordinate and 
double-differenced 1 second carrier-phase residuals. Due to using a double-difference 
approach however, the repeat times computed are associated to satellite pairs, so do not 
fully represent each individual satellite’s ground track repeat period. 
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Larson et al. (2007) developed an Aspect Repeat Time Adjustment (ARTA) method, based on 
the cross-correlation of coordinate residuals to determine the best GPS satellite repeat 
intervals, which can be varied to accommodate changes in the multipath environment. This 
approach emphasizes the fact that the application of coordinate component filtering will 
degrade the positioning solution if the repeat periods of the satellites differ greatly. Also 
satellites experience different levels of multipath and therefore contribute differently to the 
position estimates, something which will need to be considered when post-processing GNSS 
data. 
The studies mentioned show that the repeat period for individual satellites can be computed 
by different methods which agree with each other to three seconds very often and to one 
second most of the time. Agnew and Larson (2007) mentioned that the optimum correction 
from filtering is obtained by using separate repeat times for individual satellites as opposed 
to the mean for the whole constellation. Most individual satellite lag periods were found to 
be within 5 seconds of the mean and remain fairly stable over an extended period of time, as 
shown by Agnew and Larson (2007) who computed the orbital periods for a ten year period. 
However, it can also be seen in Figure 3.3 how some orbital periods are very different, this is 
most likely due to orbit maintenance manoeuvres required to ensure the satellite’s 
trajectory stays within a specified tolerance. When manoeuvres do occur satellites are 
flagged as unhealthy and are not used in a positioning solution. 
Ragheb (2007) suggested that the optimum precision of a sidereal filter can be achieved 
from a 7-day stack, which saw a reduction in the time series variance of 61%. This study also 
highlighted the importance of the sidereal filter lifetime, the time period in which the filter 
remains useful in improving the precision of site coordinates. The filter lifetime starts to 
degrade from day 1, at day 30 there is no difference in precision from unfiltered cases. This 
could have a significant effect on the effectiveness of using a GLONASS filter created using 
data 8 sidereal days apart. Dai et al. (2014) showed how systematically updating the sidereal 
filter on a daily basis benefits its effectiveness by an improvement difference in coordinate 
accuracy of over 50% in comparison with traditional wavelet filtering techniques.  
As well as investigating sidereal filter lifetime, Ragheb et al. (2007b) also compared 
coordinate and observation domain filtering approaches. They use 1 second GPS data with a 
double-difference strategy, for three short baselines formed from four sites across the 
Newcastle University campus. Due to using a double-differenced approach, as mentioned 
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earlier, the observation domain filtering orbit repeat periods are the averaged orbit repeat 
periods of the satellites. They are not the optimum orbit repeat period for each individual 
satellite, as maybe the case in PPP strategies. Ragheb et al. (2007b) found that there is little 
difference in 3D coordinate standard deviation improvement between the coordinate and 
observation domain filtering with average variance reduction of the three baselines being 
35% and 32% respectively. Although the coordinate domain filter performance is slightly 
better, the computation time for this method was found to be longer and varied greatly with 
the severity of the multipath at the site. For a high multipath scenario, the total coordinate 
filtering time was about 6 times longer than observation domain filtering. Observation 
domain filtering computation time was unaffected by multipath severity or low sky visibility 
and resulting loss of lock of satellites. Hence, if using a double-difference approach for 
tsunami early-warning, observation domain filtering would be the preferred method in 
terms of speed, accuracy and adaptability to the multipath environment.  
Figure 3.3: Orbital repeat times of the GPS satellite constellation found from broadcast ephemerides 
for the period between January 1st 1996 and April 3rd 2006 (Agnew and Larson, 2007). The top plot 
shows the full range of periods, whereas the bottom plot zooms in to show the most common repeat 
periods in relation to the sidereal-day repeat period, given by the dashed line. Both axes are in 
seconds where the left axis shows the daily advance relative to 24 hours. 
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Lau (2012) showed that positioning improvements for observation domain and coordinate 
domain filtering are very similar to one another (less than 7% difference) when a double-
difference positioning approach over a short baseline is used. In contrast to Ragheb et al. 
(2007b), the mean and individual satellite orbit repeat periods were obtained by Lau (2012) 
from the broadcast ephemeris using the semi-major axis and the correction to the mean 
motion. 
The lack of enhanced improvement from the observation domain filtering was speculated to 
be due to lack of high-frequency multipath occurring at the selected sites. Furthermore, on 
average, they found that positioning accuracy can be improved by about 40% with either 
filtering approach with efficiency being greatly dependent on the severity of multipath 
effects. The limiting factor of the sidereal filtering technique was shown to be changing 
weather conditions that affect the wetness of surfaces near the antenna. However, sidereal 
filtering has been shown to be more suitable for high-rate GNSS applications where high-
frequency multipath is present compared to techniques such as hemispheric mapping which 
suit lower-frequency multipath mitigation (Dong et al., 2015).  
More recently Atkins and Ziebart (2015) compared the effectiveness of observation and 
coordinate domain filtering in undifferenced carrier-phase measurements, using 1 Hz data 
and with a PPP approach for two different receivers and multipath environments. They used 
the same methodology as in Lau (2012) to compute mean and individual orbit repeat 
periods. The observation domain filtering was out-performed by the coordinate domain 
filtering for time periods longer than 1000 s. This is believed to be due to the low frequency 
components of observation domain filtering corrections being applied inside the Kalman 
filter and probably being absorbed during the Kalman filter process into other parameters 
rather than into the residuals. Over short time periods (<1000 s) however, they found that 
the observation domain filter on average was 5%-16% more stable in terms of Allan 
deviation than the coordinate domain filtering. Hence, observation domain filtering would 
be more suitable when analysing periods of just a few minutes, which is the requirement for 
earthquake and tsunami early-warning systems.  
Atkins and Ziebart (2015) also confirmed the findings of Larson et al. (2007) and Agnew and 
Larson (2007), that there is little difference between using different methods to calculate 
satellite repeat times. Conversely, they argued that techniques that use mean corrections 
from multiple days to improve filter robustness, such as the technique used by Ragheb et al. 
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(2007b), could reduce filter effectiveness of correcting for high-frequency multipath. This is 
due to satellite sky tracks changing slightly over adjacent days, causing corrections to be out 
of phase. This is something that even an accurate satellite repeat time cannot correct for 
and is due to the complex nature of multipath itself and has yet to be accounted for in 
multipath mitigation techniques.   
As mentioned, sidereal filtering can be applied to the observation or coordinate components 
and it can also be applied using residuals from double-, single- or un-differenced approaches. 
Instead of using double-differenced residuals as in Ragheb (2007), Zhong et al. (2010) used a 
satellite-specific single-differenced approach to establish multipath models to be subtracted 
from single-differenced residuals of subsequent days. Coordinates were processed using the 
corrected single-differenced residuals in a double-differenced solution. Based on this 
method, Ye et al. (2015) went on to show how the method can be applied to satellite 
systems with vastly different orbital repeat periods within the same satellite constellation 
and applied to more than one satellite system at the same time.  
The individual orbital repeat times for each BeiDou satellite in orbit at the time were 
calculated by Ye et al. (2015) using the method described in Agnew and Larson (2007), 
where periods of the GEO and IGSO were found to be near 1 sidereal day, but roughly 7 
sidereal days for the MEO satellites. Multipath mitigation improved the RMS error of the 
coordinate components of the BeiDou satellites on average by 51% and the combined GPS 
and BeiDou solution by 65%. This demonstrates the adaptability of sidereal filtering for 
combined satellite systems for use in high-rate seismological studies that require a high level 
of precision.  
Using a double- or single-difference approach requires the multipath model to be frequently 
updated when observed satellites differ between subsequent days. The measurement 
residuals are also associated with satellite pairs meaning certain generalisations have to be 
made in order to calculate the repeat period for individual satellites. Using an approach such 
as PPP removes the limitation mentioned as measurements are commonly undifferenced. 
Geng et al. (2013), however, alternatively used a single-differenced PPP approach to help 
remove clock and receiver hardware delay errors. PPP is also not limited by the need to 
completely remove any mutual atmospheric, clock or orbital errors prior to multipath 
mitigation as for a double-difference solution (Reuveni et al., 2012). This is due to PPP using 
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global orbit and clock products and modelling atmospheric corrections for each site 
individually, thus the majority of the residuals are due to the contribution of multipath error. 
As reviewed above sidereal filtering is an effective way of removing multipath error. The 
effectiveness relies on sites having a strong multipath signal, with the surrounding 
environment remaining relatively unchanged over successive days with comparable weather 
conditions.   
Coordinate and observation domain filtering both prove to be effective in mitigating 
multipath error in either a double-difference or PPP positioning approach. Observation 
domain filtering however is shown to be more stable over short time periods and quicker to 
implement (Ragheb et al., 2007a; Atkins and Ziebart, 2015). Hence, for early-warning 
systems, observation domain filtering is the preferred choice as a displacement 
measurement is required rapidly at the slight expense of accuracy.  
The performance of observation domain filtering, particularly for high-rate data, relies on 
the ability to accurately determine the individual repeat time for each satellite. The various 
methods mentioned for finding the optimum repeat time for GPS satellites are in agreement 
with one another by +/- 3 seconds. The double-difference correlation approach used in 
Ragheb et al. (2007b) was limited due to using mean repeat periods. In contrast, orbital 
parameter methods are not universal for different satellite constellations which make 
GLONASS orbital repeat methodology harder to validate. Therefore, correlation of the day to 
day carrier-phase residuals in a PPP solution has been deemed the most suitable method for 
this thesis as it can be used for both GPS and GLONASS constellations to find individual 
satellite repeat times.    
3.4 GPS Sidereal Lag Investigation 
As discussed above satellite geometry repeat periods are not the same as the sidereal day 
(23h 36m 04s) therefore it is necessary to calculate the lag of the repeating errors in the 
residuals caused by the receiver’s reflective environment. The GPS constellation geometry 
repeats once every near sidereal day, so the same satellite is seen about the same time 
every day from a fixed location.  
Accordingly a script was established in MATLAB for the GPS satellite constellation to 
determine the optimum value of the ‘sidereal’ lag for the filtering application. For this, a 
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correlation methodology is used, where satellite residuals (carrier-phase and code) are 
correlated against subsequent epochs. This is straightforward as each satellite residual is 
correlated against the residual in the same data set that is roughly a sidereal day apart. 
Correlation    a value between -1 and 1 for each lag value    can be calculated as follows: 
(3.6) 
     
∑       
 
    ⁄
√  
     
 
 
(3.7) 
  
  
∑        
  
   
 
 
(3.8) 
   
∑   
 
   
 
 
where    is the carrier-phase residual from the current epoch,    is the lagged carrier-phase 
residual and  is the number of epochs in each window.   
  and   
  give the variance for the 
current epoch and lagged residuals in each window, and similarly    is the mean, given here 
just for the current epoch as the lagged variance and mean are computed in the same way. 
The correlation value is computed for all valid epochs for chosen lag values ranging around 
the nominal lag. 60 lag values were considered for GPS with one second separation, ranging 
from 23h 55m 30s (86130 s) to 23h 56m 30s (86190 s) based on previous research (Ragheb, 
2007). The correlation was computed from 8 days of GPS data. A 2 hour window size 
(         in the above equations) was used as Ragheb (2007) deemed usable values 
could be obtained for a 2 hour window with at least 97% of the values being the same as 
those computed from longer window sizes which are more computationally intensive. The 
highest mean correlation value closest to 1 from all windows hence corresponds to the 
optimum value of lag and the lag value to be used in the filter. Optimum lag values were 
calculated and applied individually for each site, satellite and signal.  
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3.5 Stacking Methodology 
Once the sidereal lag is known, the residuals can be stacked to create a sidereal filter. 
Stacking is the process of averaging residuals at epochs separated by multiples of the 
optimum sidereal value, over a selected number of days. A stack of 7 days for GPS has been 
used in this thesis as Ragheb et al. (2007a) showed how the 24 hour coordinate variance of a 
time series decreases with the number of days added into the filter stack and is at a 
minimum at 7 days. A 5 second moving average is also applied to smooth the filter values, to 
help minimise the amplification of high-frequency measurement noise when the correction 
filter is applied.  
3.6 Application of Filter 
The stacking of residuals at all epochs for each individual satellite forms a sidereal filter 
which can be applied to each satellite carrier-phase and code residual during processing. 
Each residual is matched to the correct time tag and filter value in the filter file and the 
correction subtracted at the observation equation level as expressed below: 
(3.9) 
  
            
where   is the epoch,    
    
 is the filtered residual,    is the observed residual, and     is the 
sidereal filter as mentioned previously. The station coordinates are then computed from the 
corrected observation residuals in PPP using the exact same approach as for unfiltered 
residuals. This methodology was implemented in to the PANDA software by Dr Ian Martin. 
An outlier detection element to the filter to remove outliers, such as those due to the effects 
of the daily orbital products which lack continuity across the day boundaries, was required 
to ensure only multipath is being removed by the near-sidereal filter. This was created in 
MATLAB, based on the Median Absolute Deviation (MAD). This method was chosen over 
other outlier detection methods such as the mean and standard deviation, as it is not 
sensitive to the presence of outliers. 
The MAD can be calculated as seen overleaf: 
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(3.10) 
        |           
 | 
where    refers to calculating the median of the data set     
 , {        }, where    is 
an individual value in the data set. The MAD can additionally be multiplied by a constant 
value (b) of 1.4826 which ensures that the MAD will converge to σ for a normally distributed 
data set. For data that follows another distribution, b is equal to the inverse of the 75th 
centile of the raw MAD (Leys et al., 2013). 
If a value is more than a certain number of MADs away from the median of the residuals, 
that value is categorised as an outlier. Three rejection criteria, deviations of 3, 2.5 and 2, as 
outlined in Miller (1991), were tested. A deviation of 3 was found to remove the orbital 
defects from the time series most effectively and is a common deviation value used for 
outlier detection methods (Liu et al., 2004). Using a threshold of 3 deviations, the decision 
criterion can be seen as: 
(3.11) 
                       
Any epoch where a value fails to meet this criterion is rejected and does not contribute to 
the averaged values in the filter or contribute to any of the statistical analysis between 
unfiltered and filtered cases. 
3.7 Data Handling and PPP Processing using PANDA Software 
To assess the levels of multipath at the selected sites, characterisation of the multipath 
environment at each site was performed using carrier-phase residuals grouped in 3° by 3° 
bins of the sky; 30 bins for elevation angles between 0°-90° and 120 bins for the azimuth 
between 0°-360°. The RMS error was computed for each of these bins. Sites HUNG, KILN, 
OBAN, MACY and PADT from the OSGB GNSS network were selected due to their relatively 
high carrier-phase residual RMS and site REDU mentioned later in section 3.9.1, due to its 
lower RMS values, as seen in Figure 3.4. To ensure that the dominant signal in the residuals 
is in fact multipath and not say due to the troposphere, the carrier-phase residual RMS 
values were normalised and plotted against azimuth and elevation angles under 30° where 
multipath is strongest. As seen from Figure 3.5 and Figure 3.6, the normalised carrier-phase 
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residual RMS values are elevation dependent; they are higher at lower elevation angles, 
which are in keeping with multipath characteristics, as outlined in section 3.1. The gaps 
around the azimuth angle extents, particularly at higher elevation angles can be attributed 
to the lack of GPS satellites directly overhead due to the inclination of the GPS satellite 
orbits. The gap at site KILN at low elevation angles between azimuth angles 80°-160˚ is likely 
due to an obstruction blocking the satellite signals. The behaviour of the RMS values 
surrounding this gap again point to multipath being the dominant signal in the residuals, as 
the values are high, elevation and azimuth angle dependent and vary greatly, indicating 
multipath from signals reflecting of the obstruction. The troposphere on the other hand, 
although highly elevation dependent would not be expected to fluctuate this much between 
azimuth angles within such a small area and time. 
  
Figure 3.4: Percentage breakdown of GPS-only carrier-phase residuals RMS at all elevation angles. 
Empty bins occur when there is no data available due to no satellites being seen at a particular 
elevation and azimuth angle bin. 
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Figure 3.5: GPS-only carrier-phase residual normalised RMS variation with elevation angles up to 30° 
and azimuth angles, for sites HUNG (top), KILN (middle) and MACY (bottom).  
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The OS sites are installed with a Leica AR25 antenna, a Leica GRX1200+GNSS receiver which 
has full GNSS signal tracking capabilities and use firmware versions 8.20/MEv4.007. The 
location of the selected OS sites can be seen in Figure 3.7. 
For accurate optimum lag period determination a 1 Hz data set was collected over a 
continuous 22 day window in November 2014 (days of the year, 306 to 327). A low elevation 
mask angle (10°) was used to allow typically higher multipath error generating low elevation 
satellites to be included, to ensure that the robustness of the sidereal filtering could be 
easily tested. 
Figure 3.6: GPS-only carrier-phase residual normalised RMS variation with elevation angles 
up to 30° and azimuth angles, for sites OBAN (top), PADT (bottom). 
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Data was firstly processed in static PPP mode using the PANDA (Positioning And Navigation 
Data Analyst) software which was developed by Wuhan University. As outlined in Table 2.3, 
PANDA is capable of processing GNSS data from multiple satellite constellations and has 
been used by numerous international research institutes to determine precise satellite 
orbits, such as for CHAMP (CHAllenging Minisatellite Payload), GRACE (GRAvity Climate 
Experiment) and COSMIC (Constellation Observing System for Meteorology Ionosphere and 
Climate). Hwang et al. (2009), for example, use PANDA to validate orbits determined by 
different software, the Bernese software. PANDA has also been used in numerous research 
studies; Geng et al. (2009) use PANDA to improve the speed of integer ambiguity resolution 
for single GPS receivers. Shi et al. (2010) use PANDA software to estimate the displacement 
from the 2008 Wenchuan earthquake using 1 Hz position time series from GPS data, and 
similarly, Chen et al. (2016) measure displacements from the 2015   8.3 Illapel earthquake 
using a combination of GPS and GLONASS data processed using PANDA software. 
Figure 3.7: OS Net site locations in the UK 
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Like the majority of PPP software packages PANDA contains the following modules: data pre-
processing (Turbo-Edit method used to remove gross outliers and detect large cycle slips) 
(Blewitt, 1990), orbit integration, residual-editing (used to remove smaller cycle slips and 
outliers), parameter estimation and the option for GPS ambiguity-fixing. The software is able 
to be used for real-time and post-mission processing and therefore has two different 
estimators, a Square Root Information Filter for real-time and a Least-Squares (batch) 
estimator for post. In this study the recursive Least-Square estimator was used with back 
smoothing. The structure and modules of PANDA are outlined in more detail in Shi et al. 
(2008b). The parameters estimated by PANDA for this study were the coordinates, receiver 
clock biases, wet tropospheric delay and an inter-frequency bias term to account for the 
difference in GPS and GLONASS signals at the receiver (inter-system bias), and satellite and 
frequency dependent code bias. ESA ‘Final’ orbit and clock products, as discussed in Table 
2.2, were used for the majority of this study unless otherwise stated, to demonstrate the full 
potential (i.e. through the use of accurate orbit and high-rate GPS and GLONASS clocks) of 
the sidereal filtering methodology to remove multipath error. For a real-time application, 
such as tsunami early-warning, real-time products would need to be used; however 
erroneous satellite clock offsets could mask the true effectiveness of the sidereal filter so the 
real-time products have not been used in this study. It is expected that real-time orbit and 
clock products should improve with the addition of more stable clocks onboard future GNSS 
satellites, and hence, advance the use of sidereal filtering for real-time scenarios. Initial 
results for one hour real-time GPS orbit estimates are better than 5 cm and clocks better 
than 0.2 ns when compared to IGS ‘Final’ products, so improvement in the future looks 
promising (Shi et al., 2008a). A cutoff elevation of 10° was used to remove multipath error 
from very low elevated satellites which typically produce higher levels of multipath, as 
outlined in section 3.1. The error sources discussed in Chapter 2 were also considered, Table 
3.1 lists the relevant parameter estimation strategies and correction details used in PANDA 
for this study. 
The GPS carrier-phase and code residuals output from PANDA were separately correlated to 
find the optimum for each satellite in the constellation, using the MATLAB script as 
described in section 3.4. Figure 3.8 shows a system diagram outlining the overall filtering 
process implemented using the PANDA software.  
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Figure 3.8: Diagram of filter implementation into the PANDA software. Please refer to the main text 
for description. 
Start inputs: RINEX files, orbit and clock products, models etc 
GLONASS-only PPP GPS and GLONASS PPP GLONASS-only PPP 
Run PANDA for the time period 
being processed plus 8/16 days 
prior in static and kinematic mode 
Run PANDA for the time 
period being processed 
plus 7 days prior in static 
and kinematic mode 
Elevation dependant 
filtering? 
Extract elevation angles from static 
mode and create epoch flags, 
combine with outlier flags if used 
  
Remove outliers? 
Extract coordinates from kinematic 
mode and create epoch flags from 
outliers 
Extract satellite residuals from static mode. 
Correlate satellite residuals over the total 
time period using specified lag ranges for 
either GPS or GLONASS 
Extract individual satellite 
optimum lag values for each 
satellite constellation and signal  
Create filter for each satellite 
constellation and signal using static 
residuals, calculated lag values and epoch 
health flags 
Run PANDA for the time period for 
interest in kinematic filtering mode, 
filter is applied to the observations 
Outputs: Coordinates and satellite residuals 
Apply a sidereal 
filter? 
Mean filter? 
Run PANDA for the time period for 
interest in kinematic mode 
Yes 
No 
Yes No 
Yes No 
Yes No 
Extract mean satellite optimum 
lag values for each satellite 
constellation and signal  
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Table 3.1: GPS and GLONASS PANDA PPP processing strategy 
Item Models and Constraints 
Observations GPS and GLONASS LC/PC 
Elevation Angle Cutoff 10° 
Sampling Rate 1 s 
Weighting Strategy Elevation dependent weighting for observations under 30° 
according to:     ⁄      
GPS and GLONASS Weighting 
Strategy 
The GPS and GLONASS constellations both contribute 
equally to the overall positioning solution  
Orbit and Clock Products Fixed, ESA ‘Final’ GPS and GLONASS products (15 mins and 
30 s) 
Satellite Antenna PCO/PVC igs08.atx 
Phase Windup Corrections applied 
Receiver Antenna PCO/PCV igs08.atx 
Tropospheric Model Saastamoinen model for wet and dry hydrostatic delay, 
estimated every 1 h 
 ZTD Process Noise 0.020 m/sqrt(s) 
Mapping Function GMF 
Ionosphere 1st order eliminated by ionosphere-free linear combination 
Solid Earth Tides IERS Conventions 2010 
Solid Earth Pole Tides IERS Conventions 2010 
Ocean Tides FES2012 
Time System GPS Time 
Terrestrial Frame IGb08 
Coordinate Sigmas 5 m 
XYZ Process Noise 0.5 m/sqrt(s) 
Receiver Clock Process Noise 900.0 m/sqrt(s) 
 
3.8 Optimum GPS Lag Period 
GPS filtering was conducted separately at first to validate the correlation methodology for 
finding the optimum lag period for individual satellites in the constellation. As seen from 
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Figure 3.9 the correlation curves for the carrier-phase residuals are generally broad, with the 
exception of site KILN, which has a steep sided curve, with correlation varying more rapidly 
with lag period. The difference in correlation pattern at KILN is likely due to the difference in 
site environment compared to the other sites. As seen in the photographs in Appendix A, 
KILN is located on a pillar above grassland next to a metal fence, whereas, the other 
antennas are mounted on top of roofs made with highly reflective manmade materials. It is 
expected that the rooftop sites will experience specular multipath where reflected signals 
are strong and systematic, KILN on the other hand, due to the vegetation, will experience 
diffuse multipath where signals are randomly scattered. The multipath at KILN is thus less 
systematic and hence shows weaker correlation values. The mean lag period for the whole 
GPS constellation for all 5 sites peaks between 86155 s and 86156 s for the 8 day time span 
considered. These are comparable to the mean values computed from previous studies, as 
outlined in Table 3.2. This validates that the correct correlation methodology has been 
implemented. The studies mentioned have all used varying methodologies, time periods and 
sites as outlined in Table 3.2, hence the slight variation in mean between them. The majority 
of the studies mentioned have used individual satellite orbits and satellite residuals to 
compute the optimum lag period. They include in brief: finding the average orbit repeat time 
using the broadcast ephemeris and the orbital mean motion; interpolating precise orbit 
products to the equator crossing on successive days; finding when the dot product between 
two receiver-to-satellite unit vectors associated with the current epoch measurement and 
the prospective correction derived from the previous day’s measurement is at a maximum; 
and using the day-to-day autocorrelation of coordinate and carrier-phase residuals as 
explained in section 3.3. 
Along with the mean for the whole constellation, the optimum lag periods per satellite were 
also computed to increase the filter’s effectiveness, as mentioned in section 3.3. Tables 3.3 
and 3.4 show how for all sites the individual satellites’ optimum lag values only vary on 
average from the constellation mean by just over 3.5 s for the carrier-phase residuals and 
slightly higher for the code residuals. Figure 3.10 shows a visual representation of finding the 
optimum lag value for individual satellites using carrier-phase residual correlation for site 
MACY. It can be seen how the correlation strength is satellite dependent with variations 
within the constellation ranging from 0.4 to 0.85 for this site. The individual satellites’ 
optimum lag values for the carrier-phase and code residuals for all sites can be seen in 
Tables 3.3 and 3.4 respectively. The carrier-phase and code residuals have slightly different 
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Figure 3.9: Mean GPS satellite constellation carrier-phase residual correlations at a range of near-
sidereal lag values, for a selection of OS Net sites, 2014, days 320 to 327. 
optimum lag values for individual satellites with the code values showing slightly more 
variations from the constellation mean, this is most likely due to the code being less accurate 
than the carrier-phase.  
In order to validate the correlation methodology is able to correctly compute optimum lag 
values, the aspect repeat method, as outlined in Agnew and Larson (2007), was also used to 
computed lag values for this time period. The FORTRAN script ‘asprep.f’ taken from the 
above mentioned study was used to compute lag values for the aspect repeat method. As 
seen in Table 3.3, the correlation and aspect repeat method agree with one another within 
less than 2 s most of the time and the method was able to compute optimum lag values for 
satellites that the correlation method could not, such as G08. The aspect repeat lag values 
for satellites G04 and G13 however, are over a 100 s different to the mean values found by 
the correlation method and the constellation mean. As well repeat time, ‘asprep.f’ also 
computes the angular separation between repeated satellites passes which indicates how 
close the satellites positions are between each repeat period. The smaller the separation 
angle, the closer the satellite is to being in the same position, which hence shows a genuine 
repeat. Satellites G04 and G13 both show angular separation values ten times larger than 
the majority of the constellation, which indicates that the method has not calculated a 
genuine repeat period. This could be due to a satellite maneuver or the orbits being at a 
different incline or more elliptical than the rest of constellation which alters the orbit repeat 
period. 
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Table 3.2: Mean lag periods of the GPS constellation by different authors using a range of  different methodologies for sidereal filtering.
Study Methodology Mean lag period Calculation period 
Axelrad et al. (2005) Line-of-sight unit vector maximum dot product 86154 s to 86156 s 01/01/04-31/12/04 
Larson et al. (2007) Broadcast ephemeris average orbit repeat 
Line-of-sight unit vector maximum dot product 
Time of equator crossings interpolation from precise orbits 
86155 s 25/09/04-29/09/04 
Agnew and Larson (2007) Broadcast ephemeris average orbit repeat 
Aspect repeat time 
86153 s to 86154 s 01/01/96-30/04/06 
Ragheb et al. (2007b) Observation residuals correlation 86154 s 04/04/05-08/04/05 and 13/12/05-17/12/05 
Hung and Rau (2013) Aspect repeat time 86153 s 08/03/11-11/03/11 
This Study Observation residuals correlation 86155 s to 86156 s 02/11/14-23/11/14 
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Table 3.3: Standard deviations of the GPS carrier-phase residuals, optimum lag values per satellite at 
selected OS Net sites, and the optimum lag values calculated using the aspect repeat method, 2014, 
days 306-327. All values are given in seconds. 
Site HUNG KILN MACY OBAN PADT Sat Mean Sat 
St.dev 
Aspect 
Repeat 
Opt lag value St.dev 3.82 3.50 3.30 3.20 3.92 - - - 
Sat 01 86154 86154 86154 86154 86154 86154.00 0.00 86154 
Sat 02 86157 86157 86156 86157 86156 86156.60 0.49 86156 
Sat 03 - - - - - - - - 
Sat 04 86142 86166 86145 - 86142 86148.75 10.03 86039 
Sat 05 86158 86158 86158 86158 86157 86157.80 0.40 86157 
Sat 06 86152 86152 86152 86152 86152 86152.00 0.00 86152 
Sat 07 86151 86150 86151 86150 86151 86150.60 0.49 86151 
Sat 08 - - - - - - - 86057 
Sat 09 86156 86156 86156 86156 86157 86156.20 0.40 86157 
Sat 10 86153 86152 86153 86153 86152 86152.60 0.49 86152 
Sat 11 86157 86156 86156 86156 86156 86156.20 0.40 86156 
Sat 12 86162 86161 86161 86162 86161 86161.40 0.49 86161 
Sat 13 86160 86160 86160 86161 86162 86160.60 0.80 86290 
Sat 14 86158 86160 86158 86159 86160 86159.00 0.89 86159 
Sat 15 86160 86161 86158 86163 86162 86160.80 1.72 86162 
Sat 16 86157 86157 86157 86157 86157 86157.00 0.00 86156 
Sat 17 86155 86155 86155 86155 86155 86155.00 0.00 86154 
Sat 18 86158 86159 86158 86159 86158 86158.40 0.49 86158 
Sat 19 86155 86155 86154 86155 86154 86154.60 0.49 86154 
Sat 20 86155 86155 86155 86156 86155 86155.20 0.40 86155 
Sat 21 86152 86153 86153 86153 86153 86152.80 0.40 86153 
Sat 22 86158 86158 86158 86158 86157 86157.80 0.40 86157 
Sat 23 86157 86156 86156 86157 86157 86156.60 0.49 86157 
Sat 24 86154 86155 86155 86155 86156 86155.00 0.63 86156 
Sat 25 86160 86159 86160 86158 86159 86159.20 0.75 86160 
Sat 26 86156 86156 86155 86156 86156 86155.80 0.40 86155 
Sat 27 86155 86155 86155 86155 86155 86155.00 0.00 86155 
Sat 28 86157 86156 86156 86156 86156 86156.20 0.40 86156 
Sat 29 86152 86151 86151 86151 86151 86151.20 0.40 86150 
Sat 30 86152 86153 86152 86152 86153 86152.40 0.49 86153 
Sat 31 86155 86155 86155 86155 86154 86154.80 0.40 86154 
Sat 32 86151 86151 86151 86151 86152 86151.20 0.40 86151 
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Table 3.4: Standard deviations of the GPS code residuals and optimum lag values per satellite at 
selected OS Net sites, 2014, days 306-327. All values are given in seconds. 
Site HUNG KILN MACY OBAN PADT Sat Mean Sat St.dev 
Opt lag value St.dev 4.29 3.38 3.90 3.68 4.03 - - 
Sat 01 86160 86155 86154 86155 86154 86155.60 2.24 
Sat 02 86155 86158 86157 86157 86155 86156.40 1.20 
Sat 03 - - - - - - - 
Sat 04 86142 86149 86142 - 86142 86143.75 3.03 
Sat 05 86158 86156 86157 86158 86157 86157.20 0.75 
Sat 06 86153 86153 86151 86152 86150 86151.80 1.17 
Sat 07 86148 86151 86149 86150 86151 86149.80 1.17 
Sat 08 - - - - - - - 
Sat 09 86157 86155 86156 86157 86156 86156.20 0.75 
Sat 10 86154 86157 86154 86152 86153 86154.00 1.67 
Sat 11 86159 86154 86156 86156 86155 86156.00 1.67 
Sat 12 86164 86159 86160 86161 86161 86161.00 1.67 
Sat 13 86160 86146 86160 86160 86160 86157.20 5.60 
Sat 14 86157 86160 86161 86160 86160 86159.60 1.36 
Sat 15 86160 86161 86159 86165 86163 86161.60 2.15 
Sat 16 86154 86156 86157 86157 86155 86155.80 1.17 
Sat 17 86155 86155 86155 86154 86153 86154.40 0.80 
Sat 18 86159 86160 86160 86160 86157 86159.20 1.17 
Sat 19 86157 86155 86154 86154 86154 86154.80 1.17 
Sat 20 86159 86155 86155 86155 86155 86155.80 1.60 
Sat 21 86152 86151 86153 86152 86153 86152.20 0.75 
Sat 22 86157 86156 86159 86158 86156 86157.20 1.17 
Sat 23 86159 86157 86156 86157 86156 86157.00 1.10 
Sat 24 86155 86155 86154 86157 86155 86155.20 0.98 
Sat 25 86160 86159 86159 86162 86161 86160.20 1.17 
Sat 26 86156 86155 86155 86156 86156 86155.60 0.49 
Sat 27 86157 86156 86154 86156 86155 86155.60 1.02 
Sat 28 86154 86156 86156 86157 86156 86155.80 0.98 
Sat 29 86150 86153 86151 86150 86150 86150.80 1.17 
Sat 30 86152 86151 86152 86152 86153 86152.00 0.63 
Sat 31 86154 86154 86154 86154 86157 86154.60 1.20 
Sat32 86153 86151 86152 86151 86151 86151.60 0.80 
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3.9 GPS Sidereal Filter Performance 
Once the optimum lag period was determined separately for each site, satellite and signal, 
individually, sidereal filters for carrier-phase and code residuals were made by stacking the 
static residuals at the individually computed lag periods for each site, as given in Table 3.3 
and Table 3.4. The filters were then included into PANDA where they were subtracted from 
the original observation residuals, and processed in kinematic mode, as outlined previously 
in section 3.6. 
The coordinate differences from the known coordinate positions of the filtered and 
unfiltered kinematic time series are shown for HUNG in Figure 3.11 after outlier detection. 
The best epoch from both scenarios, the coordinate closest to the known coordinate 
position (zero), is also plotted to act as a visual reference guide. The standard deviation and 
the coordinate RMS percentage decrease of each coordinate time series was computed 
along with the 3D RMS percentage decrease for statistical analysis. In addition to this the 
standard deviation of the unfiltered and filtered carrier-phase residuals for each individual 
Figure 3.10: Mean correlation values of GPS carrier-phase residuals at different near-sidereal lag 
ranges at MACY, 2014, days 320 to 327. 
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satellite are plotted along with the mean standard deviation for the whole GPS satellite 
constellation.  
Upon examination of Figure 3.11, it can be seen how consecutive days show similar 
variations in coordinates in all three dimensions over periods of a few minutes and over 
larger periods of a few hours. For example there is a distinct sidereal repetition in the North 
coordinate at roughly 6.45am each day where the coordinate error fluctuates from 7 cm in 
the space of about 20 minutes as highlighted by the red ellipse.  
 
The sidereal filter of individual lag values, computed per satellite and site, can be seen to 
produce more precise results than the unfiltered coordinates, indicating that the filter has 
been successful in reducing high-frequency errors of the order of a few minutes. The 
standard deviations for all three dimensions are significantly smaller according to an F-test 
conducted at the 95% confidence level when the filter is applied, as represented in the 
Figure 3.11 by an asterisk above the individual filter standard deviation. The standard 
deviations for the other sites can be seen in Table 3.5, and all show similar improvements 
Figure 3.11: Coordinate comparison at site HUNG of unfiltered GPS PPP processing, in dark blue, and 
GPS-only sidereally filtered PPP processing, in orange, 2014, days 321 to 327. The best epoch from 
both scenarios, the coordinate closest to the known coordinate position (zero) is also plotted, in cyan. 
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(decreases) in standard deviations, after individual filter application. The results also show as 
expected, how the vertical components of the OS sites are noisier than the horizontal due to 
only seeing satellites in one hemisphere overhead. The majority of the North coordinates, 
both unfiltered and filtered, are also noisier than the East coordinates. This is as a result of 
the high UK latitude in comparison to the GPS satellite inclination angle, resulting in less 
visible satellites in the North-South direction than the East-West. Table 3.5 also shows how 
individual filter values produce greater coordinate standard deviation improvement when 
compared with constellation mean filter values, which is consistent with the Agnew and 
Larson (2007) study. The 3D RMS has also decreased by 32.77% due to individual filter 
application for site HUNG. For all the sites it can be seen in Table 3.6 how the 3D RMS of the 
coordinates decrease on average by about 33.5% with individual filter application. Individual 
filter application, again, on average out performs mean filter application, hence why only 
individual filter values are from this point on used.  
Table 3.5: Standard deviations, in millimetres, of coordinates from unfiltered GPS PPP processing and 
PPP processing with GPS-only mean and individual sidereal filtering. 
Site Processing Method East St.dev North St.dev Up St.dev 
HUNG PPP unfiltered 12.38 16.64 40.08 
HUNG PPP Mean filtered 9.35 12.25 25.53 
HUNG PPP Indv filtered 9.23 12.11 25.96 
KILN PPP unfiltered 17.39 17.92 43.97 
KILN PPP Mean filtered 13.00 16.73 34.76 
KILN PPP Indv filtered 11.59 14.81 31.94 
MACY PPP unfiltered 11.83 16.50 39.00 
MACY PPP Mean filtered 9.63 11.47 27.15 
MACY PPP Indv filtered 9.60 11.47 27.08 
OBAN PPP unfiltered 18.17 16.63 37.08 
OBAN PPP Mean filtered 10.73 11.84 25.76 
OBAN PPP Indv filtered 10.58 11.66 25.73 
PADT PPP unfiltered 22.94 24.00 55.09 
PADT PPP Mean filtered 10.34 12.06 25.03 
PADT PPP Indv filtered 10.24 11.86 25.03 
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Table 3.6: 3D RMS percentage decrease of coordinates with PPP processing with GPS-only mean and 
individual sidereal filter application. 
Site 3D RMS filter % decrease 
 PPP Mean filtered PPP Indv filtered 
HUNG 33.64 32.77 
KILN 21.76 28.62 
MACY 28.76 28.98 
OBAN 32.47 32.68 
PADT 44.56 44.30 
 
Filtering can also be seen to reduce the standard deviation of the carrier-phase residuals to 
which it has been directly applied, as seen for site HUNG in Figure 3.12. The average 
percentage decrease in carrier-phase residuals’ standard deviation for all five sites is about 
29.5% as listed in Table 3.7 which is similar to the improvement seen in the coordinates. As 
demonstrated by the above statistics the precision of the coordinate time series for GPS has 
been improved by sidereal filtering, by a comparable amount to studies mentioned earlier in 
this section.  
Although the standard deviation gives an indication of the overall variability of the data set 
as a whole, it does not take into consideration non-stationary noise processes. These non-
stationary processes may exist in the time series and have time varying statistics, such as, 
variance and mean. Standard deviation is not able to converge when flicker noise is present 
for example; it increases with the number of epochs used to determine it. 
The Allan deviation statistic, however, can be used to assess time series stability. For early-
warning applications the improvement in stability of a period of a few hundred seconds to 
minutes is of most interest for rapid and reliable displacement measurements. The Allan 
deviation is also able to characterise non-stationary noise processes; it remains relatively 
constant in the presence of flicker noise (Riley, 2008). Standard deviation can be seen to be 
centered on individual measurements to mean measurement variation whereas the Allan 
deviation is centered on measurement to measurement variation. The stability of the time 
series is important to assess for early-warning applications, in order to prevent the 
occurrence of false alarms from erroneous time series measurements from an unstable data 
set.  
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Figure 3.12: Comparison of standard deviations, at site HUNG, 2014, days 321 to 327 for unfiltered 
and GPS-only sidereally filtered carrier-phase residuals ordered by satellite correlation strength, 
strongest on the left, weakest on the right. Horizontal lines represent the mean of the constellation 
carrier-phase residuals standard deviations for the unfiltered, in blue and filtered in green, scenarios. 
The asterisk signifies that the filtered residuals’ standard deviations are significantly smaller than the 
unfiltered, at the 95% confidence level and the horizontal line behind them indicates if a filter was 
applied to that particular satellite (green) or not (red).  
 
Table 3.7: Carrier-phase residuals average standard deviation percentage decrease with GPS-only 
mean and individual sidereal filter application. 
  
Site LC residuals average standard deviation % decrease 
 PPP Mean filtered PPP Indv filtered 
HUNG 26.38 29.95 
KILN 9.35 31.43 
MACY 25.05 27.36 
OBAN 26.42 29.61 
PADT 26.09 29.03 
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The Allan deviation was first developed in the 1960s to analyse the frequency stability of 
precision oscillators (Allan, 1966), but has since been used to analyse the error 
characteristics of GNSS positioning solutions (Niu et al., 2014). Allan variance (  
 ), the 
square of the Allan deviation, for N samples in a time series taken regularly, in this case 
every    seconds, is defined in Ferre-Pikal and Walls (2005) as: 
(3.12) 
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To make maximum use of the data set the overlapping Allan deviation can be used where all 
available overlapping samples at each averaging time are formed. This is the most common 
measure of time-domain frequency stability and has a higher confidence estimate and 
performs better over long averaging intervals than the normal Allan deviation (Riley, 2008). 
For numerous sampling times      , the overlapping Allan deviation is given by: 
(3.13) 
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where   becomes a variable for the estimator whose value must remain less than the 
number of data epochs halved. The size of   increases with increasing averaging intervals 
which results in a less consistent average for the Allan variance value. This is due to a smaller 
number of terms being included in the summation and hence why averaging intervals 
between 1 s and 7200 s (2 hours), are only used in this thesis.  
The overlapping Allan deviation is small for stable coordinate time series across the specified 
time intervals but large for less stable data sets. Hence, the filtered data should have a 
smaller Allan deviation as the mitigation of multipath is expected to increase time series 
stability. Ferre-Pikal and Walls (2005); Riley (2008); Friederichs (2010) all offer a more 
comprehensive overview of using the Allan deviation statistic for stability analysis if further 
information is required. 
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In order to quantify an increase in time series stability from filtering, Allan deviation values 
were computed across the above mentioned averaging intervals for each of the East, North 
and Up coordinate time series components, as seen for site HUNG in Figure 3.13. It can be 
seen that the filter is successful in increasing the stability of the coordinate time series over 
averaging intervals roughly larger than 300 s for the horizontal components and 250 s for the 
vertical component. The Allan deviation curve for the horizontal unfiltered components 
show an overall gradient of -1 at the lower averaging intervals, indicating that the dominant 
noise process is white or flicker noise. At the larger averaging intervals the unfiltered curve 
has peaks and troughs, indicating a periodic component to the signal which is most likely due 
to strong carrier-phase multipath interference as this pattern does not occur in the filtered 
curve.  
To aid analysis the percentage reduction of the filtered Allan curve relative to the unfiltered 
Allan curve was computed for each averaging interval using the following equation: 
(3.14) 
                     
                                      
                   
 X 100 
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Figure 3.13: Allan deviation plots of the corresponding coordinate time series (East, North and Up) at 
site HUNG. 
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Figure 3.14: Percentage improvement (reduction), in Allan deviation at site HUNG after sidereal 
filtering corresponding to the Allan deviation curves. 
Table 3.8: Maximum percentage improvement in Allan deviation with GPS-only sidereal filter 
application. 
Site  Maximum percentage improvement in Allan deviation  
 East  North Up 
HUNG 36% 39% 39% 
KILN 32% 20% 33% 
MACY 28% 35% 35% 
OBAN 40% 37% 31% 
PADT 43% 45% 53% 
 
As seen from Figure 3.14 the maximum improvement for all three components is about 38%, 
with a steady increase in percentage between the intervals of around 100-1000 s, which 
corresponds to typical periods of multipath error. At around interval 2000 s the 
improvement dips to 21% for the vertical component and 33% for the horizontal 
components and then continues to fluctuate for larger averaging intervals. The maximum 
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Figure 3.15: Power spectral density comparison of computed GPS coordinates at site HUNG, of 
unfiltered GPS PPP processing, in dark blue, and GPS-only sidereally filtered PPP processing, in 
orange, 2014, days 321 to 327. 
improvements of the other sites can be seen in Table 3.8 where the average maximum for all 
sites and coordinates is 35%-38%.    
For intervals smaller than 300 s the filter degrades the stability of the time series, this is 
most likely due to the filter amplifying high-frequency noise during periods where there is 
little or no multipath hence effectively the filter could be adding noise rather than removing 
it.  
The power spectral density of unfiltered and filtered solutions was also computed to 
evaluate filter performance at different frequencies. As seen in Figure 3.15 for site HUNG, 
and in Appendix B for all other sites, the filter substantially improves the position estimates 
at frequencies below 0.001 Hz, (the orange curve is lower than the blue), but increases noise 
at frequencies greater than 0.02 Hz, (the orange curve is higher than the blue). This indicates 
that the precision of the filter solution is improved at lower frequencies. The sidereal filter 
has also whitened the spectra of the positions, which is consistent with the results found by 
Bilich et al. (2008a).  
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3.9.1 Application of GPS Filter in a Low Multipath Environment 
Prior to this section, the filter has only been applied to OS sites which experience high-level 
multipath (LC residuals RMS >20 mm) as seen in Figure 3.4. Sites like HUNG, which have a 
higher proportion of high-level multipath showed greater improvement with filtering than 
sites with lower levels of multipath, like site MACY. Hence, filtering effectiveness appears to 
be dependent on the amount of multipath present at the site. If there is little to no 
multipath the filter will be capturing noise rather than a genuine multipath signal and result 
in noise being added to the solution rather than multipath being removed. To explore this 
theory an IGS site REDU in Belgium was selected, as IGS sites are carefully chosen and 
equipped to have low multipath and interference environments. To ensure this was the case 
multipath levels at site REDU were assessed using the same method as described in section 
3.7. As seen in Figure 3.4, REDU has a lower proportion of high-level multipath than the OS 
sites; the majority of multipath at REDU has a RMS value below 10 mm.  
Figure 3.16 shows the coordinate solution at REDU for the same time period used for the OS 
sites (days 321 to 327, 2014), without filtering has much lower standard deviations, almost 
half the size of the OS site unfiltered standard deviations, as previously seen in Table 3.5. 
The effect of filtering at REDU is minimal; it only has a 3D RMS percentage decrease of 7.8% 
compared with an average decrease at the OS sites of 33.7% as seen in Table 3.6. The 
average percentage decrease in carrier-phase residual standard deviations as seen in Figure 
3.17, is also about 10 percentage points less than the OS sites average in Table 3.7.  
As seen from the Allan deviation plots in Figure 3.18 and Figure 3.19 the filter has been 
successful in improving the stability of the coordinate time series over averaging intervals of 
over about 145 s in all components. However, the maximum improvement in stability is only 
16% and 22% in the horizontal and vertical components respectively, compared with 35% 
and 38% at the OS sites. Hence, multipath mitigation is very much site dependant as it 
depends on the multipath environment surrounding the antenna. High-level multipath sites 
like the OS sites benefit more from filtering than low multipath sites, such as REDU, which 
are in a low multipath environment.
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Figure 3.16: Coordinate comparison at site REDU of unfiltered GPS PPP and GPS-only sidereally 
filtered PPP processing, 2014, days 321 to 327. Symbology as explained in Figure 3.11. 
Figure 3.17: Comparison of standard deviations at site REDU, 2014, days 321 to 327 for unfiltered 
and GPS-only sidereally filtered carrier-phase residuals per satellite. Symbology as explained in 
Figure 3.12. 
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Figure 3.18: Allan deviation plots of the corresponding coordinate time series (East, North and Up) at 
site REDU. 
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Figure 3.19: Percentage improvement (reduction), in Allan deviation at site REDU after GPS-only 
sidereal filtering. 
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3.10 Application of Filter using Elevation Angle Threshold 
The effect of satellite elevation angle is taken into consideration when applying the GPS filter 
in this section. Prior to this section the filter has been applied to all elevation angles between 
0°-90°. It is expected that when satellites are at lower elevation angles they will experience 
higher levels of multipath; therefore only applying the filter at times of low satellite 
elevation should prevent adding or amplifying noise at times experiencing little to no 
multipath. To explore this theory, high-level multipath (LC residual RMS >20 mm) for all five 
sites was sorted into two elevation angle categories, elevations of 30° or less and elevations 
of over 30° to 90°. The percentage of values in each category from the total was then 
computed. It is clear from Figure 3.20 that the majority of high-level multipath does occur at 
low elevation angles, on average 90.8% of the sites’ high-level multipath occurs at elevation 
angles of 30° or less. This value is higher for site HUNG where about 98.2% of the total high 
level multipath occurs at elevation angles 30° or less compared to only 83.4% for site MACY. 
Both these sites were hence selected to test the effect of limiting filter application to epochs 
where satellite elevation is 30° or less. 
The statistics in Table 3.9 show that the coordinates for site HUNG yield slightly higher 
standard deviations, about 2.15 mm on average for all three components, for 30° filter 
application (epochs with elevation angles of 30° or less) compared to the 90° filter (epochs 
with elevation angles between 0°-90°). The overall 3D RMS improvement of the time series 
has also been reduced by about 8.53%. MACY also shows that thresholding filter application 
to lower elevation angles has not improved filter performance, instead causing the 
coordinate time series standard deviations to increase by about 2.6 mm in the horizontal 
components and over 6 mm in the vertical component. The 3D RMS improvement is also 
17% less than for the 90° application. 
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Table 3.9: Comparison of elevation angle filter thresholding statistics; coordinate standard deviations, 
percentage decrease in 3D coordinate RMS and percentage decrease in GPS-only carrier-phase 
residuals standard deviations, for sites HUNG and MACY. 
 
  
Site Processing 
Method 
East 
St.dev 
(mm) 
 North 
St.dev 
(mm) 
Up 
St.dev 
(mm) 
3D RMS filter 
% decrease 
LC residuals 
St.dev % 
decrease 
HUNG 90° filter 9.23 12.11 25.69 32.77 29.95 
HUNG 30° filter 10.85 12.92 29.72 24.24 28.45 
HUNG 35° filter 10.67 12.43 28.70 24.53 29.34 
HUNG Indv filter 10.32 12.66 29.28 24.47 29.03 
MACY 90° filter 9.60 11.47 27.08 28.98 27.56 
MACY 30° filter 11.64 14.56 33.21 11.59 12.82 
Figure 3.20: Percentage breakdown of elevation angles with GPS-only carrier-phase residuals RMS 
>20 mm. 
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As well as the precision in coordinate time series, the stability has also not improved at site 
HUNG when using a 30° filter. It can be seen from the Allan deviation plots in Figure 3.23 
how the 30° filtered results consistently have a lower Allan deviation value than the 90° filter 
curve for all coordinate components under averaging intervals of 250 s. However, the 
unfiltered case has the lowest Allan deviation during these periods. Above this averaging 
interval both filters have a lower Allan deviation then the unfiltered case, but the 90° filter 
has the lowest. Around the averaging internal of 500 s the 30° filter shows similar stability 
improvement as the 90° filter, and again at round 2500 s in the East component. The 
percentage improvement in Allan deviation plot as seen in Figure 3.24, more clearly shows 
the comparison of stability improvement between the two filters. The improvement in 
stability at shorter averaging intervals using the 30° filter implies that the filter is not 
amplifying as much high-frequency noise at the higher elevated satellites as the 90° filter.  
The Allan deviation curves seen in Figure 3.25 for site MACY, also show that the 30° filter 
reduces the amplification of high-frequency noise at the short averaging intervals. The 
stability of the 30° filter is lower than the 90° filter for averaging intervals smaller than about 
100 s where both filters have greater Allan deviations than the unfiltered case. After this 
interval the 90° filter Allan deviations gets notably smaller than the unfiltered curve whereas 
there is very little reduction in Allan deviation from the 30° filter in comparison. Again this is 
more evident from the percentage improvement in Allan deviation plots as was seen in 
Figure 3.24, where both filters gradually increase before fluctuating at averaging intervals 
over 1200 s, with the 90° filter showing about 5% higher maximum improvements. 
For site MACY this is mostly likely, as hypothesised, due to about 17% of the high-level 
multipath at MACY occurring at elevations greater than 30° so are not filtered when using 
the elevation angle threshold filter of 30° or less. Although site HUNG only has 2% of high-
level multipath occurring at elevations greater than 30°, the effect of not mitigating this 
multipath error is noticeable.  
3.10.1 Application of Filter at Elevation Angles of 35° or less  
The lack of improvement at site HUNG from using a filter elevation of 30° or less indicates 
that the threshold used might have been too harsh as an arbitrary value was used. Therefore 
sidereal filtering elevation angle thresholding was investigated further by calculating the 
optimum elevation angle for filter application for the constellation as a mean and for 
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individual satellites at site HUNG. Optimum elevation angles were computed by correlating 
the optimum lag value for each satellite, first by using a broad range of elevation angles 
ranging between 20°-90° incremented by 10° intervals. Based on these results the range was 
then narrowed to 20°-50° incremented by 2° intervals. As with finding the optimum lag 
period, the elevation angle which gives the highest correlation value is deemed the 
optimum. As seen from Figure 3.21, the optimum elevation angle varies for each satellite 
and has a mean value of 35° at site HUNG. The filter was hence recomputed and only applied 
to epochs with elevation angles of 35° or less. 
As seen from the statistics in Table 3.9, the 35° or less filter reduces the coordinate standard 
deviations in all three components on average by 0.5 mm in comparison with the 30° or less 
filter. However, the improvement is still less than the 90° filter. The 3D RMS improvement 
has decreased by 8.2% and the average reduction in carrier-phase residuals standard 
deviations has decreased to 29.3%, which is only 0.7 of a percentage point less than for the 
90° or less filter. Due to one elevation threshold value for the whole constellation not 
improving the filter results, a filter with individual elevation thresholds for each individual 
satellite was computed to account for the variability of elevation between satellites, as seen 
in Figure 3.22. 
Figure 3.21: Correlation values of GPS carrier-phase residuals at a range of elevation angle 
thresholds at HUNG, 2014, days 320 to 327. Straight lines show elevation constellation mean values. 
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3.10.2 Application of Filter at Optimum Elevation Angles for each Satellite 
As seen from Figure 3.21, the optimum elevation angles for the constellation at site HUNG 
vary from 22° to 50° for individual satellites. The statistics in Table 3.9 show that using 
individual elevation thresholds for individual satellites does not appear to improve the 
accuracy of the coordinate time series compared to using the constellation mean elevation 
angle threshold or no elevation threshold. This could be as optimum elevation angles are 
based on using the optimum lag periods calculated from using residuals with elevation 
angles from 0°-90° rather than recalculating the optimum lag value at the elevation 
threshold which could affect the results. These lag values were used because it would be 
unlikely that a lag value could be computed for all the satellites when only using for 
example, 30% of the available data during correlation. This is evident as data gaps in Figure 
3.21, as correlations for some satellites could not be computed using the 0°-90° elevation 
angle optimum lag values with certain elevation threshold values. Lack of computed 
optimum lag values would lead to certain satellites not being filtered at all, which would 
heavily reduce filter effectiveness. By using the 90˚ lag values the same number of satellites 
will be filtered making the results more comparable.  
Figure 3.22: GPS satellite elevation angle variation at site HUNG, 2014, days 320 to 327 for RMS 
>20mm. 
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The lack of improvement with elevation dependent filtering could be due to the way PANDA 
weights the satellites signals. As seen in Table 3.1, PANDA applies elevation dependent 
weighting on satellites below an elevation angle of 30˚. Weighting strategies such as this are 
normally applied to account for the increasing noise and modelling errors with increasing 
zenith distance. Hence, the filtering at lower elevation angles could be improving the 
residuals but not strongly contributing to the overall coordinate solution due to the 
weighting strategy.  
Another thought is the tropospheric signal could be more dominant in the residuals than the 
multipath signal, which you would not expect to be vastly improved by elevation 
thresholding. As seen in Figure 3.5 and Figure 3.6 however, this does not seem to be the 
case as the residuals are strongly elevation dependent which is a characteristic of multipath.  
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Figure 3.23: Comparison of elevation angle filter thresholding Allan deviation plots for GPS-only, site 
HUNG. 
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Figure 3.24: Comparison of elevation angle filter thresholding percentage improvement in Allan 
deviation for GPS-only, sites HUNG (top) and MACY (bottom) for a 90° and a 30° or less filter. 
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Figure 3.25: Comparison of elevation angle filter thresholding Allan deviation plots for GPS-only, site 
MACY. 
   
102 
 
3.11 Conclusion 
From the above analysis it has been shown that the method implemented in this study is 
capable of finding the optimum repeat period of individual GPS satellites, as values are in 
keeping with those found from previous studies, as listed in Table 3.2. 
Using a PPP processing strategy in the PANDA software has allowed each satellite to be 
filtered with an individual optimum repeat period which has improved the 3D RMS of 
coordinate difference values on average by 33.5% with filter application. The GPS sidereal 
filter has also increased the accuracy and stability of the PPP coordinate time series with 
sites showing an average maximum improvement in Allan deviation of around 35-38% in all 
coordinate components. This indicates that the filter has been implemented correctly and 
the methodology is valid. The filter has, hence, been developed further for use for GLONASS 
satellites as outlined next in Chapter 4.  
Elevation angle filter thresholding was investigated to try and reduce the amplification of 
high-frequency noise, to increase time series stability at short averaging intervals. This was 
found not to be very effective for the GPS satellites; neither the individual elevation 
threshold or the constellation mean threshold improved the coordinate time series precision 
or stability better than when the filter was applied to all elevation angles at site HUNG and 
MACY. This could be due to the high variability of elevation between satellites or the lag 
periods not being optimum for the elevation thresholds used.  
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Chapter 4. GLONASS Sidereal Filtering  
Chapter 3 outlined the successful use of GPS sidereal filtering in the observation domain 
using a PPP processing strategy in the PANDA software. This chapter develops the use of 
filtering further by including GLONASS observation domain filtering into the PPP solution. 
The benefit for GLONASS filtering and the feasibility of combining GLONASS and GPS 
multipath filters is investigated and analysed in this chapter. 
4.1 GLONASS Sidereal Lag Investigation 
Similar to the GPS constellation geometry repeat mentioned in the previous chapter, the 
GLONASS constellation geometry repeats about once every eight sidereal days. This means 
satellites will be in the same position relative to a receiver, eight sidereal days later. For 
GLONASS a longer time span is required for computing correlations to account for the larger 
lag separation period. Therefore, residuals were correlated over a 18 day period instead of 
the 8 day span used for GPS to allow at least two passes of the GLONASS satellites to have 
occurred. 80 lag values were considered for GLONASS ranging from 689210 s to 689290 s (7d 
23h 26m 50s to 7d 23h 28m 10s). Due to a lack of prior research into GLONASS lag values a 
much larger lag range was initially used but then reduced to 80 values to reduce 
computation time. The larger lag range did extend to eight sidereal days (689312 s) but no 
peak correlations were found. Hence, it was not further considered.   
The methodology used for GLONASS filter creation follows the same outline as described for 
GPS apart from a longer stacking window being required due to the longer lag periods. The 
GLONASS filter is, hence, created using 17 days of data prior to the week being processed so 
that the stack will include the average of two multipath residuals roughly eight and sixteen 
sidereal days prior to the epoch being processed. The same five sites and data collection 
period were used for GLONASS as for GPS, as outlined in section 3.7. The percentage 
breakdown of GLONASS-only carrier-phase residual RMS can be seen in Figure 4.1 and show 
a larger percentage of higher carrier-phase residual RMS (RMS >10 mm) than for GPS-only, 
as previously seen in Figure 3.4. This indicates either more multipath is present in the 
GLONASS observations or observations in general are noisier. Sites HUNG and KILN suffer 
more from extreme multipath (RMS >30 mm) whereas site MACY experiences very little 
extreme multipath, assuming multipath is the cause for the majority of the larger residuals. 
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As seen in Figure 4.2 and Figure 4.3 the normalised carrier-phase RMS values for GLONASS 
show a similar pattern to GPS in Figure 3.5 and Figure 3.6. Unlike a tropospheric signal which 
you would expect to remain fairly stable over a small area and time the RMS values fluctuate 
from one bin to the next across the azimuth angles and increase with decreasing elevation 
angles, which indicates multipath is the dominant signal in the residuals. GLONASS has more 
coverage over the azimuth extents than GPS due to its higher orbital inclination providing 
more coverage directly overhead in the UK. However, due to a fewer number of satellites in 
the GLONASS constellation there are more gaps in the sky coverage, as seen by the 
systematic stripped pattern. 
  
Figure 4.1: Percentage breakdown of GLONASS-only carrier-phase residuals RMS at all elevation 
angles. 
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Figure 4.2: GLONASS carrier-phase residual normalised RMS variation with elevation angles up to 
30° and azimuth angles, for sites HUNG (top), KILN (middle) and MACY (bottom).  
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4.2 Optimum GLONASS Lag Period 
GLONASS filtering was conducted separately at first to find the correct lag period for 
individual GLONASS satellites. As seen from Figure 4.4 the correlation curves are generally 
broad with the exception of site KILN, which was also the case for the GPS satellites, as in 
Figure 3.9. As seen in the photographs in Appendix A, site KILN is the only site not situated 
on top of a roof; it is on a high pillar above grass covered ground with a metal railing close by 
which may explain the difference in correlation curve from the other sites. The mean lag 
period for the whole GLONASS constellation for all five sites peaks around 689248 s (7d 23h 
Figure 4.3: GLONASS carrier-phase residual normalised RMS variation with elevation angles up to 30° 
and azimuth angles, for sites OBAN (top), PADT (bottom). 
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27m 28s) for the 22 day time span correlated. This is roughly 8 times the sidereal period of 
86156 s which is the mean repeat period found for the GPS-only satellites for the same data 
set. The mean peak correlation strength of the GLONASS constellation for all sites is roughly 
0.51, ranging from 0.42-0.63, whereas for GPS the mean correlation is higher (0.67) and 
values between sites are less scattered. The lower correlation values for GLONASS are 
expected due to the longer lag periods used, which increases the potential for the 
environment around the site to change during the time span considered, reducing the 
correlation strength. 
It can be seen from Figure 4.5 which shows the carrier-phase residuals for satellite R01 at 
site OBAN, selected as the best example for clarity, how the residuals have a similar 
repeating pattern every near 8 sidereal days. Once lagged by 689248 s it can be seen how 
similar the residual pattern is at this repeat period from the zoomed in plot, bottom, hence 
the successful correlation of GLONASS-only residuals. 
Along with the mean for the whole constellation, the optimum lag periods per satellite were 
also computed to increase the filter effectiveness. The individual GLONASS satellite optimum 
lag values for carrier-phase residuals for all the sites have a similar spread from the mean as 
those for GPS, a value just below 3.5 s, as given in Table 4.1. The code residual lag spreads 
 
Figure 4.4: Mean GLONASS satellite constellation carrier-phase residual correlations at lag values 
near eight sidereal days, for a selection of OS Net sites, 2014, days 306 to 327. 
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Figure 4.5: Satellite R01 carrier-phase residuals 8 sidereal day repeat pattern at site OBAN, 2014, 
days 306 to 327 (top). The same R01 carrier-phase residuals lagged by 689248 s, zoomed in at day 
314 (bottom). 
are also slightly higher, as for GPS, as seen in Table 4.2. Figure 4.6 shows the optimum lag 
values for individual satellites using carrier-phase residual correlation for site MACY. Site 
MACY has the most defined peaks, hence, used as the example here; the other sites also 
show similar peak correlation strengths at similar lag periods. The peak correlation strength 
ranges within the constellation from 0.25-0.60, which is slightly smaller than the GPS range 
in seen Figure 3.10. The correlation curves for GLONASS are also slightly steeper and more 
consistent within the constellation when compared to GPS. 
As for GPS, in order to validate the correlation methodology the aspect repeat method, as 
outlined in Agnew and Larson (2007), was also used to compute lag values from ESA 
combined orbits, for this time period, for GLONASS. The FORTRAN script ‘asprep.f’ taken 
from the above mentioned study, was edited to allow for the addition of GLONASS and a 
near 8 day repeat period, then used to compute lag values for the aspect repeat method. As 
seen in Table 4.1, the correlation and aspect repeat method agree with one another within 
less than 2 s most of the time which indicates the correlation methodology has been 
implemented correctly and is thus valid.  
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Table 4.1: Standard deviations of the GLONASS carrier-phase residuals, optimum lag values per 
satellite at selected OS Net sites and the optimum lag values calculated using the aspect repeat 
method, 2014, days 306-327. All values are given in seconds. 
 HUNG KILN MACY OBAN PADT Sat Mean Sat 
St.dev 
Aspect 
Repeat 
Opt lag 
value St.dev 3.43 3.83 3.33 3.58 3.26 - - - 
Sat 01 689245 689245 689245 689244 689244 689244.60 0.49 689245 
Sat 02 689250 689250 689250 689249 689250 689249.80 0.40 689250 
Sat 03 689250 689249 689249 689250 689250 689249.60 0.49 689250 
Sat 04 689248 689250 689250 689250 689251 689249.80 0.98 689250 
Sat 05 689248 689249 689249 689249 689249 689248.80 0.40 689249 
Sat 06 689250 689251 689251 689250 689249 689250.20 0.75 689250 
Sat 07 689251 689251 689251 689250 689251 689250.80 0.40 689250 
Sat 08 689250 689249 689250 689248 689248 689249.00 0.89 689249 
Sat 09 689248 689249 689248 689248 689248 689248.20 0.40 689248 
Sat 10 689249 689249 689249 689249 689249 689249.00 0.00 689249 
Sat 11 689249 689249 689250 689249 689249 689249.20 0.40 689249 
Sat 12 689242 689248 689247 689248 689248 689246.60 2.33 689248 
Sat 13 689249 689249 689248 689248 689249 689248.60 0.49 689249 
Sat 14 689253 689252 689252 689253 689252 689252.40 0.49 689252 
Sat 15 689246 689241 689243 689241 689243 689242.80 1.83 689242 
Sat 16 689249 689250 689249 689250 689249 689249.40 0.49 689249 
Sat 17 689248 689248 689248 689248 689249 689248.20 0.40 689248 
Sat 18 689243 689243 689244 689243 689244 689243.40 0.49 689244 
Sat 19 689240 689237 689238 689238 689239 689238.40 1.02 689239 
Sat 20 689239 689240 689242 689241 689241 689240.60 1.02 689241 
Sat 21 - - - - - - - - 
Sat 22 689248 689249 689249 689248 689248 689248.40 0.49 689248 
Sat 23 689249 689250 689249 689249 689248 689249.00 0.63 689249 
Sat 24 689248 689248 689249 689248 689248 689248.20 0.40 689248 
 
 
  
   
110 
 
Table 4.2: Standard deviations of the GLONASS code residuals and optimum lag values per satellite at 
selected OS Net sites, 2014, days 306-327. All values are given in seconds. 
 HUNG KILN MACY OBAN PADT Sat Mean Sat 
St.dev 
Opt lag value 
St.dev 5.46 4.18 4.02 3.74 4.90 - - 
Sat 01 689243 689245 689244 689244 689245 689244.20 0.75 
Sat 02 689250 689250 689249 689249 689246 689248.80 1.47 
Sat 03 689254 689247 689249 689250 689249 689249.80 2.32 
Sat 04 689259 689251 689249 689248 689251 689251.60 3.88 
Sat 05 689247 689247 689249 689248 689244 689247.00 1.67 
Sat 06 689248 689249 689251 689250 689249 689249.40 1.02 
Sat 07 689250 689250 689250 689249 689252 689250.20 0.98 
Sat 08 689246 689250 689250 689248 689254 689249.60 2.65 
Sat 09 689250 689249 689248 689247 689249 689248.60 1.02 
Sat 10 689253 689249 689248 689249 689257 689251.20 3.37 
Sat 11 689253 689250 689249 689249 689258 689251.80 3.34 
Sat 12 689242 689247 689248 689249 689258 689248.80 5.19 
Sat 13 689246 689249 689251 689248 689251 689249.00 1.90 
Sat 14 689255 689252 689252 689252 689257 689253.60 2.06 
Sat 15 689241 689240 689240 689240 689242 689240.60 0.80 
Sat 16 689254 689250 689250 689247 689255 689251.20 2.93 
Sat 17 689249 689250 689248 689247 689249 689248.60 1.02 
Sat 18 689241 689243 689243 689243 689238 689241.60 1.96 
Sat 19 689240 689237 689236 689237 689249 689239.80 4.79 
Sat 20 689238 689237 689240 689239 689251 689241.00 5.10 
Sat 21 - - - - - - - 
Sat 22 689252 689249 689248 689247 689248 689248.80 1.72 
Sat 23 689250 689248 689248 689249 689259 689250.80 4.17 
Sat 24 689249 689247 689249 689247 689251 689248.60 1.50 
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4.3 GLONASS Sidereal Filter Performance 
Once the individual optimum lag periods were determined, sidereal filters for the carrier-
phase and code residuals were made by stacking the static residuals at the desired lag 
periods as outlined before for GPS. Upon examination of Figure 4.5 which shows the 
coordinates for site OBAN as an example, the filter can be seen to produce less noisy results 
than the unfiltered coordinates, visually indicating that the filter has been successful in 
reducing multipath. For example, the rise and fall in the East component spanning about 7 
hours starting around 09.30 on day 322 (322.4), as seen in the red ellipse, is reduced from a 
range of about +60 mm/-50 mm to +40 mm/-40 mm with filter application. The standard 
deviations for all three dimensions are significantly smaller and the 3D RMS decrease is 
28.0% which is 4.5 percentage points less than the improvement from GPS-only filtering as 
seen in Table 3.4. The greatest improvement in RMS is in the East; the North and Up 
components have similar slightly smaller levels of improvement as one another, which is also 
the case for GPS-only filtering at this site. 
Figure 4.6: Mean correlation values of GLONASS carrier-phase residuals at different near 8 sidereal 
day lag ranges at MACY, 2014, days 306-327. 
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For site HUNG, however, similar patterns of improvement from GLONASS-only filtering 
cannot be seen, as for GPS filtering. For GPS-only filtering, as previously seen in Figure 3.6, 
the Up coordinate benefited most from sidereal filtering, whereas in the GLONASS-only case 
the North coordinate shows most improvement for site HUNG, Figure 4.8. The 3D RMS 
decrease for GLONASS filtering at HUNG is also less, 27.4%, than for GPS filtering. For all sites 
it can been seen in Table 4.3 how the 3D RMS of the coordinates decreases on average by 
about 17.9% with GLONASS-only filter application. HUNG and KILN show the least 3D RMS 
improvement with filter application and reduce the mean decrease by nearly 6 percentage 
points. As mentioned earlier in this chapter, the performance of GLONASS-only filtering is 
expected to be less efficient than GPS filtering due to the longer lag periods used to create 
the multipath filters, so a smaller improvement in filtering in the coordinates is not a 
surprise.  
Figure 4.7: Coordinate comparison at site OBAN of unfiltered PPP and GLONASS-only sidereally 
filtered PPP processing, 2014, days 321 to 327. 
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Figure 4.8: Coordinate comparison at site HUNG of unfiltered PPP and GLONASS-only sidereally 
filtered PPP processing, 2014, days 321 to 327. 
The standard deviations of the coordinate time series for all the sites can be seen in Table 
4.4; the standard deviations in the East component in general, are improved the most by 
GLONASS-only filtering and the Up component the least. This is due to the GLONASS 
constellation having a higher inclination angle than the GPS constellation; the North 
coordinates are on average less noisy than the East coordinates for the UK sites. The 
opposite is the case for the GPS coordinate time series as discussed in section 3.9.  
The standard deviations for the Up component are larger for both the unfiltered and filtered 
time series when compared with the horizontal components, as is the case for GPS. This is 
attributed to poor satellite geometry resulting from only seeing satellites in one hemisphere, 
due to the Earth blocking the view of satellites from underneath the receiver.  
The average decrease in carrier-phase residual per satellite standard deviation for all sites is 
about 14.7% as seen in Table 4.5. Site HUNG, which had the lowest 3D RMS coordinate 
improvement out of the five sites (5.35%), actually has the largest average reduction in 
carrier-phase satellite residuals standard deviation of 22.2%. In contrast, site PADT had a 
reasonable 3D RMS coordinate improvement of 21.7% but a low average reduction in 
carrier-phase satellite residuals standard deviation of 6.8%. Hence, for GLONASS, the 
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percentage reduction in satellite residuals does not seem to correlate with the overall 
improvement in the coordinate time series. On closer inspection it can be seen from Figure 
4.9 how all the satellites at site HUNG in the GLONASS constellation, including R21 which 
had no filter applied, indicated by the red horizontal line, are improved by filter application. 
The improvement in R21 is likely a result of the overall improvement in all other satellite 
residuals from filtering. Also the amount of improvement at each satellite does not seem to 
correlate with the strength of the correlation of the residuals when finding the optimum lag 
period. For site PADT, however, as seen in Figure 4.10, even with filters being applied to 
them, not all satellite residuals are improved by filtering (take satellites R06 and R15 as an 
example). The lack of improvement in residual standard deviation from filtering could be due 
to the relatively low correlation of satellite R15 residuals (0.21). The difference in 
effectiveness of the filtering as seen at site HUNG and PADT between the coordinate and 
residual filtering could be due to the different contribution of each satellite to the overall 
coordinate solution during processing, as mentioned in Larson et al. (2007).  
 
Table 4.3: 3D RMS filter percentage decrease of coordinates with PPP processing with GLONASS-only 
sidereal filtering application. 
Site 3D RMS filter % decrease 
HUNG 5.35% 
KILN 13.03% 
MACY 21.45% 
OBAN 28.02% 
PADT 21.66% 
 
Table 4.4: Standard deviations, in millimetres, of coordinates from unfiltered PPP processing and PPP 
processing with GLONASS-only 8 sidereal day filtering. 
Site Processing Method East St.dev  North St.dev Up St.dev 
HUNG PPP unfiltered 18.13 15.26 37.92 
HUNG PPP filtered 16.03 13.04 36.39 
KILN PPP unfiltered 18.15 15.60 38.90 
KILN PPP filtered 15.28 14.32 33.53 
MACY PPP unfiltered 17.65 16.64 43.70 
MACY PPP filtered 15.64 13.60 32.90 
OBAN PPP unfiltered 20.59 17.12 45.53 
OBAN PPP filtered 13.89 12.80 30.83 
PADT PPP unfiltered 33.99 18.99 46.03 
PADT PPP filtered 20.30 14.42 39.90 
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Table 4.5: Carrier-phase residuals average standard deviation percentage decrease with GLONASS-
only sidereal filter application. 
 
 
 
 
 
 
 
 
Site LC residuals average standard deviation % 
decrease HUNG 22.20% 
KILN 16.09% 
MACY 11.17% 
OBAN 17.37% 
PADT 6.79% 
Figure 4.9: Comparison of standard deviations at site HUNG, 2014, days 321 to 327 for unfiltered 
and GLONASS-only sidereally filtered carrier-phase residuals per satellite. Symbology as explained in 
Figure 3.10. 
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As with the GPS analysis, the Allan deviation of the coordinate time series is used to assess 
the change in stability with filter application. An improvement in stability at periods of a few 
hundred seconds is beneficial for early-warning. Site PADT has the largest maximum 
percentage improvement in Allan deviation with GLONASS-only filter application whereas 
site HUNG shows the least improvement, as seen in Table 4.6. The East coordinate Allan 
deviation plots for PADT and HUNG can be seen in Figure 4.11 and show for PADT, 
increasingly larger improvements in the East coordinate stability for time intervals greater 
than 700 s, with the maximum improvement peaking at the maximum 2 hour averaging 
interval. Site HUNG, on the other hand, shows an increase in stability from averaging 
intervals over 450 s with maximum improvement around the averaging interval of 15 
minutes. The filtered Allan deviation curve remains relatively smooth as it decreases with 
increasing averaging intervals. The unfiltered curve however oscillates at averaging intervals 
of over 450 s which causes a dip in the percentage improvement in stability at the 30 minute 
interval, as seen in Figure 4.14. 
For the North coordinates, site MACY has the largest maximum percentage improvement in 
Allan deviation with GLONASS-only filter application, whereas site KILN shows the least 
improvement. The North coordinate Allan deviation plots for MACY and KILN can be seen in 
Figure 4.12. Both the unfiltered and filtered Allan deviation curves for MACY are smooth and 
Figure 4.10: Comparison standard deviations at site PADT, 2014, days 321 to 327 for unfiltered and 
GLONASS-only sidereally filtered carrier-phase residuals per satellite. Symbology as explained in 
Figure 3.10. 
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show an increase in the North coordinate difference stability from filtering after averaging 
intervals of just 90 s, which indicates GLONASS sidereal filtering is capable of reducing high-
frequency multipath. The stability improvement increases steadily until the 1000 s averaging 
interval where it peaks then slowly plateaus before decreasing at the larger averaging 
intervals as shown in Figure 4.14. For KILN however, the filter shows improvement in 
stability from just 40 s but the improvement increases very slowly across the larger 
averaging intervals to a maximum of just 9%. 
Table 4.6: Maximum percentage improvement in Allan deviation with GLONASS-only sidereal filter 
application. 
 
 
 
 
 
For the Up component, site OBAN has the largest maximum percentage improvement in 
Allan deviation with GLONASS-only filter application, whereas site PADT shows the least 
improvement. The Up coordinate Allan deviations plots for OBAN and PADT can be seen in 
Figure 4.13. The Allan deviation curve shows the stability of the Up coordinate improvement 
with filtering for averaging intervals of larger than 200 s for site OBAN. The improvement in 
stability (Figure 4.14) increases steadily until about averaging interval 700 s where it crests. 
This then forms a trough at 1400 s before continually fluctuating and coming to a maximum 
at the largest averaging interval of 2 hours. For site PADT however, the Allan deviation curve 
shows no improvement in stability for averaging intervals below 1 hour and 10 minutes. The 
maximum improvement of stability of 5% is at averaging interval 1 hour and 20 minutes 
which rapidly decreases to near zero again in just 20 minutes.  
 
 
 
Site Maximum percentage improvement in Allan deviation  
 East  North Up 
HUNG 17% 21% 20% 
KILN 18% 9% 13% 
MACY 21% 24% 29% 
OBAN 32% 23% 30% 
PADT 43% 13% 5% 
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Figure 4.11: Allan deviation plots of the corresponding coordinate time series for the East coordinate 
at site PADT (top) and HUNG (bottom). 
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Figure 4.12: Allan deviation plots of the corresponding coordinate time series for the North 
coordinate at site MACY (top) and KILN (bottom). 
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Figure 4.13: Allan deviation plots of the corresponding coordinate time series for the North 
coordinate at site OBAN (top) and PADT (bottom). 
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From looking at the percentage improvement in Allan deviation curves for all sites after 
GLONASS-only filtering shown in Figure 4.14, it can be seen how time series stability 
improvement is very much site dependent, showing similar patterns for all three coordinate 
components at an individual site. Sites HUNG, MACY and OBAN show an initial trough of 
deterioration in stability from filtering which steadily rises to a crest of near maximum 
improvement at around 1000 s, which then dips to lower levels of improvement before 
fluctuating at the larger averaging intervals. The variable performance of the filter at these 
larger averaging intervals of thousands of seconds could be due to more non-multipath 
errors contributing to the measurement residuals at these periods. It is plausible that lower-
frequency multipath errors could be being soaked up by other slowly varying parameters, 
such as the wet tropospheric delay during the Kalman filter process. Hence, there is less 
multipath present at these periods in the residuals which are being used to create the 
multipath mitigation filters. 
PADT also shows a similar pattern to the three sites previously mentioned, but only in the 
North and Up coordinates; the stability of the East coordinate on the other hand rapidly 
increases from time intervals 100 s to over 2500 s for GLONASS-only filtering. This difference 
at PADT could be due to the nature of the environment surrounding the antenna at this site; 
it has a large metal mast next to the GNSS antenna on a roof at one side, as seen in the 
antenna installation pictures in the Appendix A. Also, as mentioned earlier in section 4.1, the 
reduction in Allan deviation for site KILN is poor and hence has a different percentage Allan 
deviation curve in comparison to the other sites. This can be attributed to KILN having less 
high-level multipath (LC residual RMS >20 mm) in comparison to the other sites as seen in 
Figure 4.1. Thus it is expected to yield less striking results as there is less multipath to 
remove. The lower levels of multipath at this site can perhaps be attributed to the grassy 
surrounds of the antenna as opposed to smooth more reflective manmade materials 
surrounding the other sites’ antennas, as seen in Appendix A.  
Overall it can be seen how GLONASS filtering has, on average, reduced the standard 
deviations for all five sites by 5.5 mm, 3.1 mm and 7.7 mm in the East, North and Up 
coordinates, which is equivalent to about 22.3%, 18.1% and 17.6% improvement 
respectively. The 3D RMS of the coordinate time series has also been improved by just fewer 
than 18%. As well as improving the coordinate precision, GLONASS multipath filtering has 
also increased the stability of the coordinate time series in terms of a smaller Allan deviation 
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value. The average maximum improvement in Allan deviation for all five sites in the three 
coordinates is roughly 21% which indicates that the GLONASS filter has been successful in 
mitigating the majority of GLONASS multipath at these sites. The success of GLONASS 
multipath filtering appears to be site specific; OBAN shows the greatest improvement in 
coordinate standard deviations; 3D RMS and average maximum improvement in Allan 
deviation being 30%, 28% and 28% average values respectively. Whereas site HUNG shows 
the worst improvement; 10%, 5% and 19% values respectively, as previously stated. HUNG 
was also out-performed by site OBAN when considering all the statistics mentioned, when 
just using GPS observations and filtering was considered, as described in section 3.9. The 
main reason for this difference is that site OBAN has more high-level multipath (GLONASS LC 
residual RMS over 10 mm) than site HUNG as seen in Figure 4.1. This is evident from the 
surrounding environment at each site; OBAN is on top of a sloping roof with nearby 
reflecting objects, whereas HUNG is on a large flat roof with no obstructions nearby, as seen 
in the antenna installation pictures in Appendix A. Hence, it is expected that OBAN will 
experience more multipath from reflections from these nearby objects whereas site HUNG 
will only experience reflections from the roof itself from very low elevation angles, which 
should largely be reduced by the use of a choke ring antenna. Thus, OBAN yields more 
dramatic results as it is more strongly affected by multipath so there is more multipath to 
remove. 
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Figure 4.14: Percentage improvement (reduction), in Allan deviation for all sites, (HUNG, KILN, MACY, 
OBAN and PADT) after GLONASS-only filtering, corresponding to Allan deviation curves. 
OBAN 
PADT 
OBAN 
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Figure 4.15: Power spectral density comparison of computed GLONASS  coordinates at site HUNG of 
unfiltered GLONASS PPP processing, in dark blue, and GLONASS-only sidereally filtered PPP 
processing, in orange, 2014, days 321 to 327. 
 
As seen in Figure 4.15 for site HUNG, and in Appendix C for all other sites, the GLONASS-only 
filter improves the position estimates at frequencies below 0.0001 Hz, (the orange curve is 
lower than the blue), but increases noise at frequencies greater than 0.0025 Hz, (the orange 
curve is higher than the blue). GLONASS filtering shows similar results to GPS filtering in the 
spectrum, however, it is effective over a smaller range, frequencies below 0.0001 Hz 
compared to 0.001 Hz, as seen for GPS in section 3.9. 
GLONASS-only filtering in general differs from GPS-only filtering, as the improvement with 
filtering in terms of 3D RMS and carrier-phase residual standard deviation improvement, 
varies more between sites. The standard deviations for GLONASS-only filtering between all 
five sites is 8.8 mm and 5.9% in terms of 3D RMS and carrier-phase residual standard 
deviation percentage improvement, compared to 6.4 mm and 1.5% for GPS-only filtering. 
One reason for more variation in improvement across sites could be due to more variation in 
GLONASS-only carrier-phase residuals with RMS values greater than 40 mm across sites, 
than compared with GPS-only residuals, as seen in Figure 3.4 and Figure 4.1. Additionally, 
due to the longer lag values used for GLONASS filter creation, certain sites may be more 
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prone to changing weather conditions, which affects the reflectance of surfaces near the 
antenna and hence the effectiveness of filtering, as mentioned in section 3.3. 
4.3.1 Application of GLONASS Filter in a Low Multipath Environment 
Prior to this section, the GLONASS filter has only been applied to OS sites which experience 
high-level multipath (LC residuals RMS >20 mm) as seen in Figure 4.1. The IGS site REDU was 
selected in section 3.9.1 to explore the application of GPS filtering in a low multipath 
environment. To ensure REDU also has a low-level of GLONASS multipath the GLONASS 
multipath levels at site REDU were assessed. Figure 4.1 shows how only 4% of the carrier-
phase residual RMS values are over 20 mm and 16% between 10 mm and 20 mm at site 
REDU compared with 8% and 24% respectively, at site HUNG. 
As seen in Figure 4.17, the unfiltered coordinate solution at REDU, for the same time period 
as used for the OS sites (days 321 to 327, 2014), standard deviations are on average 27 % 
lower than the OS site equivalents, as given in Table 4.4. Filtering at REDU has not improved 
the coordinate solution but instead has made the standard deviations larger in all 
components and caused the 3D RMS to worsen by 14.7 percentage points. This is due to the 
GLONASS carrier-phase satellite residual standard deviations only being improved by 3.8%, 
as seen in Figure 4.16. As discussed in the previous section, GLONASS filtering is naturally 
less effective than GPS filtering due to the longer lag periods used in filter creation. In a low 
multipath environment especially, the multipath signal is even harder to replicate which 
explains why the GLONASS filter has been less effective at site REDU than the GPS filter in 
section 3.9.1. 
As seen from the Allan deviation plots in Figure 4.18 and Figure 4.19 the filter has not 
improved the coordinate solution stability, in fact it has caused the stability to worsen by 
over 20% in the East component. The lack of improvement in neither precision nor stability 
by GLONASS filtering at REDU is likely due to the filter being unable to distinguish the low 
multipath signal from noise, coupled with the high potential of the environment changing 
between long lag periods. This thus causes noise to be added to the signal rather than the 
true multipath signal being subtracted during filter application. Hence, GLONASS filtering 
effectiveness suffers greater than GPS filtering in a low multipath environment and filtering 
should only be used if a high-level of multipath is expected. 
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Figure 4.16: Comparison of standard deviations at site REDU, 2014, days 321 to 327 for unfiltered 
and GLONASS-only sidereally filtered carrier-phase residuals per satellite. Symbology as explained in 
Figure 3.12. 
Figure 4.17: Coordinate comparison at site REDU of unfiltered PPP and GLONASS-only sidereally 
filtered PPP processing, 2014, days 321 to 327. Symbology as explained in Figure 3.11. 
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Figure 4.18: Allan deviation plots of the corresponding coordinate time series (East, North and Up) at 
site REDU. 
   
129 
 
4.4 Application of Filter using Elevation Angle Threshold 
The effect of satellite elevation angle is taken into consideration when applying the 
GLONASS filter in this section. Prior to this section the filter has been applied to all elevation 
angles between 0° and 90°. It is expected that when satellites are at lower elevation angles 
they will experience higher levels of multipath; therefore only applying the filter at times of 
low satellite elevation should prevent adding or amplifying other noise at times experiencing 
little to no multipath. To explore this theory, high-level multipath (LC residual RMS >20 mm) 
for all five sites was sorted into two elevation angle categories; elevation angles of 30° or 
less and angles between 30° and 90°. The percentage of values in each category from the 
total was then computed. It is clear from Figure 4.20 that the majority of high-level 
multipath for GLONASS satellites does occur at low elevation angles, as was the case for GPS 
satellites seen in section 3.9.1. On average 87.2% of the sites’ high-level multipath for 
GLONASS occurs at elevation angles of 30° or less, which is only 4% less than the average for 
GPS. This value is higher for site HUNG where about 96.4% of the total high level multipath 
occurs at elevation angles 30° or less, compared to only 80.6% for site MACY. Both of these 
sites were hence selected to test the effect of limiting the filter application to epochs where 
satellite elevation is 30° or less.  
Figure 4.19: Percentage improvement (reduction), in Allan deviation at site REDU after GLONASS-
only sidereal filtering. 
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4.4.1 Application of filter at elevation angles of 30° or less 
The statistics in Table 4.7 show that the coordinates for site HUNG yield slightly lower 
standard deviations, about 0.6 mm on average for all three components, for 30° filter 
application (epochs with elevation angles of 30° or less) compared to the 90° filter (epochs 
with elevation angles between 0° and 90°). The overall 3D RMS improvement of the time 
series has also increased by about 2.61%, which may seem small but could prove important 
when measuring small displacements such as those required for accurate earthquake and 
tsunami magnitude estimates. For MACY on the other hand, thresholding filter application to 
lower elevation angles has not improved filter performance, instead causing the coordinate 
time series standard deviations to increase by about 2 mm in the horizontal components and 
over 10 mm in the vertical component. The 3D RMS improvement is also 20% less than for 
the 90° application.  
As well as the precision in coordinate time series, the stability has also improved at site 
HUNG when using a 30° filter. It can be seen from the Allan deviation plots in Figure 4.21 
how the 30° filtered results consistently have a lower Allan deviation value than the 90° filter 
curve for all coordinate components. The 30° filter also shows improvement in stability at 
Figure 4.20: Percentage breakdown of elevation angles with GLONASS-only carrier-phase residuals 
RMS >20 mm. 
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shorter averaging intervals, about 3 mins shorter than for the 90° filter. This implies the filter 
is either better at removing high-frequency multipath or high-frequency noise is more likely 
not being amplified at the higher elevated satellites by filter application. The percentage 
improvement shown in the Allan deviation plot in Figure 4.22, more clearly exhibits this 
improvement. Although the low elevation filter yields greater stability throughout the 
averaging intervals, the maximum improvement in Allan deviation is similar in magnitude 
and averaging interval to the filter applied to all elevation angles, as seen in Table 4.8. This 
reiterates the fact that the majority of high-level multipath occurs at lower elevation angles 
at this site, from the assumption that the maximum improvement is due to more multipath 
being mitigated, due to there being higher levels of multipath to mitigate at this period.  
The Allan deviation curves for site MACY as seen in Figure 4.23 also show that the 30° filter 
reduces the amplification of high-frequency noise at the short averaging intervals. The 
stability of the 30° filter is lower than the 90° filter for averaging intervals smaller than about 
200 s where both filters have greater Allan deviation than the unfiltered case. After this 
interval the 90° filter Allan deviations get notably smaller than the unfiltered curve, whereas 
in comparison there is very little reduction in Allan deviation from the 30° filter. Again this is 
more evident from the percentage improvement in Allan deviation plots as was shown in 
Figure 4.22, where the 90° filter can be seen to rapidly improve stability whereas the 30° 
filter slowly increases before plateauing. This is mostly likely, as hypothesised, due to about 
20% of the high-level multipath at MACY occurring at elevations greater than 30° so they are 
not filtered when using the elevation angle threshold filter of 30° or less. The GLONASS 
results for site MACY are in keeping with the results found when using GPS filtering at this 
site. 
Table 4.7: Comparison of elevation angle filter thresholding statistics; coordinate standard deviations, 
percentage decrease in 3D coordinate RMS and percentage decrease in carrier-phase residuals 
standard deviations, for sites HUNG and MACY. 
Site Processing 
Method 
East 
St.dev 
(mm) 
 North 
St.dev 
(mm) 
Up 
St.dev 
(mm) 
3D RMS filter 
% decrease 
LC residuals 
St.dev % 
decrease 
HUNG 90° filter 16.03 13.04 36.39 5.35 22.20 
HUNG 30° filter 15.48 12.53 35.56 7.96 23.86 
HUNG 38° filter 15.36 12.47 34.96 8.80 24.62 
HUNG Indv filter 15.37 12.61 35.48 7.88 23.97 
MACY 90° filter 15.64 13.60 32.90 21.45 11.17 
MACY 30° filter 17.46 15.91 43.37 1.05 5.56 
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Table 4.8: Comparison of elevation angle filter thresholding maximum percentage improvement in 
Allan deviation for sites HUNG and MACY. 
Site Processing 
Method 
Maximum percentage 
improvement in Allan deviation 
  East  North Up 
HUNG 90° filter 17% 21% 20% 
HUNG 30° filter 20% 21% 21% 
HUNG 38° filter 21% 23% 22% 
HUNG Indv filter 20% 21% 21% 
MACY 90° filter 21% 24% 29% 
MACY 30° filter 8% 9% 6% 
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Figure 4.21: Comparison of elevation angle filter thresholding Allan deviation plots for GLONASS-
only, site HUNG. 
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Figure 4.22: Comparison of elevation angle filter thresholding percentage improvement in Allan 
deviation for GLONASS-only, sites HUNG (top) and MACY (bottom) for a 90° and a 30° or less filter.  
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Figure 4.23: Comparison of elevation angle filter thresholding Allan deviation plots for GLONASS-only, 
site MACY, East, North and Up respectively. 
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4.4.2 Application of filter at elevation angles of 38°or less 
The improvement at site HUNG from using a filter elevation of 30° or less indicates that 
sidereal filtering for GLONASS can additionally be enhanced by calculating the optimum 
elevation angle for filter application as well as using individual optimum lag periods. This 
theory was investigated further by calculating the optimum elevation angle for filter 
application for the constellation as a mean and for individual satellites at site HUNG. 
Optimum elevation angles were computed by correlating the optimum lag value for each 
satellite using elevation angles ranging initially from 20° to 90° incremented by 5° intervals. 
This range was then reduced to angles ranging from 20° to 40° incremented by 2° intervals. 
As with finding the optimum lag period, the elevation angle which gives the highest 
correlation value is deemed the optimum. As seen from Figure 4.25 the optimum elevation 
angle varies for each satellite and has a mean value of 38° at site HUNG. The filter was hence 
recomputed and only applied to epochs with elevation angles of 38° or less. 
As seen from the statistics in Tables 4.7 and 4.8, the 38° or less filter reduces the coordinate 
standard deviations in all three components on average by 0.3 mm in comparison with the 
30° or less filter which is itself an average reduction in standard deviation of 2.85 mm from 
the unfiltered case. The 3D RMS improvement has also increased to 8.8% and the average 
reduction in carrier-phase residuals standard deviations has increased to 24.62%, which is 
just under 1 percentage points more than for the 30° or less filter.  
From the percentage improvement in Allan deviation plot shown in Figure 4.26, the increase 
in maximum improvement in time series stability on average of about 1 percentage point 
can be seen. However the improvement in time series stability at shorter averaging intervals 
has not been improved by the 38° or less filter, which indicates that high-frequency noise is 
still being amplified for certain satellites. Hence a filter with individual elevation thresholds 
was computed and tested to see if noise amplification could be reduced further. The 
constellation mean elevation threshold value has enhanced filter application for GLONASS 
satellites but did not improve GPS filter application, as discussed in section 3.10.1. This could 
be due to more variability in GPS satellite elevations than in GLONASS satellites, as seen in 
Figure 3.22 and Figure 4.24.  
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4.4.3 Application of filter at optimum elevation angles for each satellite 
As seen from Figure 4.25 the optimum elevation angles for the constellation at site HUNG 
vary from 24° to 40° for individual satellites. The statistics in Tables 4.7 and 4.8 show that 
using individual elevation thresholds for individual satellites does not appear to improve the 
accuracy of the coordinate time series compared to using the constellation mean elevation 
angle threshold, nor does it improve the stability of the time series at the short time 
intervals, which was also the case for GPS filtering. This could be, as stated before in section 
3.10.2, since optimum elevation angles are based on using the optimum lag periods 
calculated from using residuals with elevation angles between 0° and 90° rather than 
recalculating the optimum lag value at the elevation threshold. 
For site HUNG it has been shown that GLONASS filtering can be improved by tailoring the 
filter by elevation angle, which prevents the amplification of high-frequency noise at higher 
elevation angles where less multipath is present. The effectiveness of this is site specific and 
should be tailored to individual sites, which although more time consuming produces more 
precise and stable results. For site HUNG the precision increased by 3.5 percentage points 
and stability by 2.5 percentage points on average, when using a mean elevation angle 
Figure 4.24: GLONASS satellite elevation angle variation at site HUNG, 2014, days 306-327 for RMS 
>20mm. 
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threshold for filtering rather than applying the filter to all elevation angles. Reducing the 
elevation cutoff of site MACY to 30° or less however reduced filter performance drastically 
by 20 percentage points in accuracy and 17 percentage points in stability which for 
earthquake and tsunami applications could make a large difference to the overall 
earthquake and tsunami size magnitude estimates. Therefore elevation angle thresholding 
for filter application is recommended to be investigated but cannot be generalised for all 
sites as evident from the 30° angle or less filter at site MACY, so must only be used if 
computed first. 
  
Figure 4.25: Correlation values of GLONASS carrier-phase residuals at a range of elevation angle 
thresholds at HUNG, 2014, days 306-327. Straight lines show elevation constellation mean values.  
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4.5 GPS and GLONASS Combined Filtering Performance 
Due to the difference in GPS and GLONASS satellite geometry repeat periods, the filter 
algorithm was created to be independent for each constellation. This allows the filter to be 
used during single constellation processing or dual constellation processing and to be 
expanded for multiple constellations and repeat periods. To see if a combined GPS and 
GLONASS (GR), solution would benefit from GPS and GLONASS multipath filtering rather 
than just a GPS or GLONASS filtering alone, using the same method as described previously, 
a GPS filter was created and applied to all elevation angles, as was a GLONASS filter for a GR 
PPP solution. For the same GR PPP solution, just the GPS-only filter was applied to assess the 
improvement made by the addition of GLONASS filtering.  
As seen from the coordinate standard deviations in Table 4.9, there is an improvement in 
positioning solution from the combined use of GPS and GLONASS when compared with both 
the GPS-only and GLONASS-only unfiltered solutions. Using a GR solution has decreased the 
unfiltered coordinate standard deviations when compared with the GPS-only solutions by 
35.6% and by 39.0% when compared with the GLONASS-only solution, Table 3.5 and Table 
Figure 4.26: Comparison of elevation angle filter thresholding percentage improvement in Allan 
deviation for GLONASS-only at site HUNG for a 30 ° and a 38° or less filter. 
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4.4 respectively. Thus the use of GPS and GLONASS enhances position performance for these 
sites even without filtering, when compared to single constellation solutions. 
As seen from the coordinate standard deviations in Table 4.9, GR filtering improves the 
standard deviation in the horizontal components for all sites on average by 2.6 mm (22.0%) 
and 7.0 mm (25.1%) in the vertical component. When only using GPS filtering in the 
combined GR solution however, the standard deviations are only improved on average by 
1.8 mm (15.1%) and 4.9 mm (17.2%) in the horizontal and vertical components. The 
combined GR filtering improves filtering by 7.5 percentage points on average for all sites in 
terms of coordinate standard deviation in comparison with just GPS filtering alone. The 
combined GR filtering improves the coordinate standard deviations in comparison with just 
the GPS-only, GPS filtered solutions by 24.7%, and the GLONASS-only, GLONASS filtered 
solutions by 43.2%. Hence a GR filtered solution is advised for these five sites if optimum 
coordinate precision is to be gained.    
The difference between GR and GPS-only filtering for the 3D RMS coordinate difference is a 
similar size with GR filtering showing around 5.8 percentage points more improvement, with 
an average of 21.4% for all sites. 
As an example, it can be seen from the GR coordinates for site PADT shown in Figure 4.27, 
how consecutive days show similar variation in coordinates in all three components over 
periods of a few minutes and to a few hours. In the East component there is a distinct near-
sidereal pattern which peaks at about 0.04 m, which extends over 5 hours and starts at 
around 19:00 each day. The sidereal filter can be seen to smooth this crest which indicates 
that the filter has been successful in reducing low-frequency multipath in the order of a few 
hours. The standard deviations for site PADT show the largest improvements with GR 
filtering of 38.8% on average for all three coordinates and a 3D RMS improvement of 32.1%. 
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Table 4.9: Standard deviations, in millimetres, of coordinate from unfiltered PPP processing, GR PPP 
processing with GR filtering and GR PPP processing with GPS-only filtering. 
Site Processing Method East St.dev  North St.dev Up St.dev 
HUNG PPP unfiltered 8.83 10.23 24.33 
HUNG GR filtered 8.42 8.79 21.06 
HUNG GPS-only filtered 8.62 9.30 21.74 
KILN PPP unfiltered 10.38 10.56 24.92 
KILN GR filtered 8.76 9.28 20.83 
KILN GPS-only filtered 8.95 9.70 21.86 
MACY PPP unfiltered 10.06 11.85 25.38 
MACY GR filtered 8.09 8.99 19.48 
MACY GPS-only filtered 8.56 10.04 21.76 
OBAN PPP unfiltered 10.31 10.88 26.56 
OBAN GR filtered 7.37 7.90 17.91 
OBAN GPS-only filtered 8.49 9.18 21.35 
PADT PPP unfiltered 14.46 13.82 33.26 
PADT GR filtered 9.02 8.42 20.01 
PADT GPS-only filtered 10.76 9.87 23.49 
   
Table 4.10: Comparison of GR and GPS-only filtering statistics; percentage decrease in 3D coordinate 
RMS and percentage decrease in carrier-phase residuals standard deviations. 
  
Site Processing Method 3D RMS filter 
% decrease 
G LC residuals 
St.dev % decrease 
R LC residuals 
St.dev % decrease 
HUNG GR filtered 11.89 36.15 26.70 
HUNG GPS-only filtered 8.97 33.29 4.81 
KILN GR filtered 14.47 27.60 19.03 
KILN GPS-only filtered 11.82 25.41 3.71 
MACY GR filtered 21.37 28.34 14.31 
MACY GPS-only filtered 14.75 25.08 4.66 
OBAN GR filtered 27.37 35.28 22.09 
OBAN GPS-only filtered 16.26 31.38 4.67 
PADT GR filtered 32.05 31.13 14.65 
PADT GPS-only filtered 26.31 28.37 5.87 
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Combined filtering can also be seen to reduce the standard deviation of the carrier-phase 
residuals to which the filter has been directly applied, as seen in Figure 4.28 for site PADT. 
The standard deviations of the GPS residuals at PADT have, on average, been reduced by 
31.1% from 14.4 mm to 9.8 mm and the GLONASS residuals by 14.7% from 15.0 mm to 
12.8 mm. The smaller reduction in GLONASS residuals compared to GPS residuals is again 
most likely due to the longer lag periods used for GLONASS filter creation, making it less 
effective. When only the GPS filter was applied to the GR solution the GPS residual standard 
deviations were reduced by 2.8 percentage points less, when compared to GR filtering. The 
GLONASS residuals, although no filter was directly applied to them during GPS-only filtering, 
were also reduced by 5.9 percentage points. This shows that GR filtering has improved the 
GLONASS residual standard deviations by over 8% when compared to GPS-only filtering. The 
improvement in GLONASS residuals, even though no filter was applied, could be due to the 
improvement in GPS residuals increasing the overall accuracy of the solution as a whole. The 
average increase in improvement across all five sites in GLONASS residual standard 
deviations is 14.6 percentage points from GR filtering compared to GPS-only filtering, as 
seen in Table 4.10.   
Figure 4.27: Coordinate comparison at site PADT of unfiltered GR PPP processing and GR filtered GR 
PPP processing, 2014, days 321 to 327. 
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As with the GLONASS-only analysis, the Allan deviation of the coordinate time series is used 
to assess the change in stability with filter application. Site PADT has the largest average 
maximum percentage improvement (reduction) in Allan deviation with GR filter application, 
whereas site KILN shows the least improvement, as seen in Table 4.11. For GPS-only filtering 
however, it is site MACY that shows the least improvement in stability, but the most 
improved site is again PADT. 
  
Figure 4.28: Comparison of standard deviations at site PADT, 2014, days 321 to 327 for unfiltered GR 
and GR filtered carrier-phase GPS (top) and GLONASS (bottom) residuals per satellite. Symbology as 
explained in Figure 3.12. 
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Figure 4.29: Comparison of standard deviations at site PADT, 2014, days 321 to 327 for unfiltered GR 
and GPS only filtered carrier-phase GPS (top) and GLONASS (bottom) residuals per satellite. 
Symbology as explained in Figure 3.10. 
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The coordinate Allan deviation plots for sites PADT and MACY can be seen in Figure 4.30 and 
Figure 4.31 respectively. The East coordinate Allan deviation plot for PADT shows that the 
GR filter increases the stability of the East component of the coordinate time series for 
averaging intervals larger than 380 s with maximum improvement at the largest averaging 
interval as shown in Figure 4.32. The GPS-only filter gives a more stable time series than the 
GR filter for intervals smaller than 800 s, when both filtered results are less stable than the 
unfiltered case. Again the reason for this instability is likely due to the filters amplifying high-
frequency noise at short averaging intervals. The GPS-only filter improves the stability of the 
time series from averaging intervals about 2 minutes smaller than for the GR filter but is less 
stable than the GR filter at averaging intervals over 800 s. As seen from Figure 4.32, the East 
percentage improvement in Allan deviation for the GPS-only filter has more distinct peaks 
and troughs at the longer averaging intervals than the GR filter, indicating that a periodic 
component to the signal is still present which is likely due to strong GLONASS multipath still 
being present.  
The East coordinate Allan deviation plot of MACY Figure 4.31 shows that the GR filter initially 
increases the stability of the coordinate time series for averaging intervals less than 2 s, 
before worsening the stability until averaging intervals of over 120 s. The maximum 
improvement for the GR filter occurs at around 1120 s, as seen in Figure 4.32. The 
improvement in stability at these short averaging intervals implies that high-frequency 
multipath has been successfully removed by the GR filter in the East component at this site. 
The GPS-only filter also shows success in filtering high-frequency multipath as the stability is 
better than the unfiltered case for 1-6 s averaging intervals, which is 4 s longer than for the 
GR filter. This indicates that the GLONASS filter is causing more high-frequency noise to be 
amplified with the additional filter application. The GPS-only filtering also shows a more 
stable time series than the unfiltered case for averaging intervals over 60 s, with maximum 
improvement at the same averaging interval as for the GR filter, but with a reduction in 
improvement of about 8 percentage points.  
The North coordinate Allan deviation plot for PADT shows the GR filter increases the stability 
of the North component of the coordinate time series for averaging intervals larger than 
380 s, similar to the East component, with maximum improvement at 3160 s averaging 
interval as seen in Figure 4.30 and Figure 4.32. The GPS-only filter increases the stability for 
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averaging intervals from 160 s, with a maximum improvement peaking at the same interval 
as the GR filter, but with a reduction in improvement of about 10 percentage points.  
The North coordinate Allan deviation plot of MACY, Figure 4.31, shows that the GR filter 
increases the stability of the coordinate time series for averaging intervals over 80 s, with a 
maximum improvement peaking at averaging intervals around 890 s which is roughly 230 s 
before the East GR filter maximum improvement occurs. The GPS-only filter however, much 
like in the East coordinate, shows improvement in the North component of the time series 
stability between averaging intervals of 1-8 s, then again for averaging intervals over 50 s. 
Again this indicates that high-frequency noise is being amplified less by using a single 
constellation filter rather than the dual filter, and that high-frequency GPS multipath is being 
filtered.  
The Up coordinate Allan deviation plot of PADT shows the GR filter improves stability from 
averaging intervals of 295 s, which is an interval that is 85 s shorter than for the horizontal 
coordinate components. Much like the East component, the maximum percent increase in 
stability is at the largest averaging interval. This implies that the GR filter is stable over very 
long averaging intervals. The GPS-only filter again shows reduced improvement in stability 
compared to the GR filter but only after averaging intervals of 640 s. The GPS-only filter 
shows better stability than the unfiltered case from averaging intervals over 160 s which was 
the case for the GPS-only filter in the North component. The maximum percent 
improvement in Allan deviation for the GPS-only filter is also at the maximum averaging 
interval but reduced by 13 percentage points in comparison to the GR filter.  
The Up coordinate Allan deviation plot of MACY, Figure 4.31, shows the GR filter improves 
the stability in the Up coordinate from averaging intervals of 115 s, which is similar to that 
for the East coordinates at this site. The maximum improvement occurs at averaging 
intervals around 4470 s, which is longer than the horizontal coordinate components, as seen 
in Figure 4.32. Again, the GPS-only filter shows better stability than the GR filter at the 
shorter averaging intervals where both filtered cases are less stable than the unfiltered case. 
The GPS-only filter improves the stability of the time series for averaging intervals greater 
than 82 s and the maximum improvement peaks at the same interval as for the GR filter, but 
with a reduction in improvement of about 10 percentage points. 
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From looking at the percentage improvement in Allan deviation plot for site PADT and 
MACY, Figure 4.32, it can be seen that the GR filter improvement curves show less 
fluctuation at the longer averaging intervals in comparison with the GPS-only filter curves. 
This is most likely due to GLONASS multipath error causing oscillations in the position time 
series with periods greater than 1000 s, as no filter has been applied to the GLONASS 
residuals. It can also be seen for site MACY how the filter performance appears to 
deteriorate after averaging intervals over 2000 s. The variable performance of the filter at 
larger averaging intervals could be due to more non-multipath errors contributing to the 
measurement residuals at these periods. It is plausible that lower-frequency multipath could 
be being absorbed into other slowly varying parameters, such as receiver clocks, ambiguity 
resolution and wet tropospheric delay during the Kalman filter process. Hence, there is less 
multipath present at these periods in the residuals which are being used to create the 
multipath mitigation filters. 
 
Table 4.11: Maximum percentage improvement in Allan deviations for GR filtered and GPS-only 
filtered GR PPP processing.  
Site Processing Method Maximum Percentage 
Improvement in Allan Deviation  
  East  North Up 
HUNG GR filtered 27% 32% 29% 
HUNG GPS-only filtered 18% 21% 21% 
KILN GR filtered 22% 16% 23% 
KILN GPS-only filtered 17% 11% 19% 
MACY GR filtered 21% 30% 24% 
MACY GPS-only filtered 13% 17% 14% 
OBAN GR filtered 27% 28% 32% 
OBAN GPS-only filtered 19% 17% 19% 
PADT GR filtered 35% 41% 43% 
PADT GPS-only filtered 23% 31% 30% 
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Figure 4.30: Comparison of GR PPP unfiltered (blue), GR filtered (orange) and GPS only  filtered (lilac), 
Allan deviation plots for site PADT coordinate time series, for the East, North and Up components 
respectively. 
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Figure 4.31: Comparison of GR PPP unfiltered (blue), GR filtered (orange) and GPS only filtered (lilac), 
Allan deviation plots for site MACY coordinate time series, for the East, North and Up components 
respectively. 
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Figure 4.32: Comparison of GR PPP GR filtered and GPS-only filtered percentage improvement in 
Allan deviation at site PADT (top) and MACY (bottom). 
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As seen in the power spectral density plots, Figure 4.33,  for site HUNG and in Appendix D for 
all other sites, the GPS and GLONASS filter improves the position estimates for frequencies 
roughly between 0.00002-0.002 Hz. Filtering has least effect at more extreme frequencies, 
either very low or very high. The result for GPS and GLONASS combined filtering are in 
keeping with the results found from individual constellation filtering, as discussed in section 
3.8 and 4.3. 
 
  
Figure 4.33: Power spectral density comparison of computed GR coordinates at site HUNG of 
unfiltered GR PPP processing, in dark blue, and GR sidereally filtered PPP processing, in orange, 2014, 
days 321 to 327. 
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4.6 Conclusion 
The above analyses were devised to test the feasibility of observation domain GLONASS near 
8 sidereal day filtering in PPP processing, both in a GLONASS-only and GPS and GLONASS 
combined solution, from continuously operating GNSS stations in contrasting environmental 
surroundings. The following conclusions from the analyses can be made: 
-The GLONASS carrier-phase residuals were found to have an optimum mean lag period of 
689,248 s for the five sites used in this study which roughly equates to 8 days, with a near-
sidereal period of 86156 s. Individual satellite optimum lag periods for GLONASS range from 
689238 s to 689253 s across all five sites and were found to be more effective in filtering 
than using a mean optimum lag period.  
-GLONASS sidereal filtering has been shown to be most effective when observations are 
strongly affected by multipath. The greatest improvement with GLONASS filtering in a 
GLONASS-only PPP solution was found to be at site OBAN which has a high proportion of 
carrier-phase residuals with RMS values greater than 10 mm. On the other hand, GLONASS 
observations at site HUNG were not affected by strong multipath signals as given by the 
percentage breakdown of GLONASS-only carrier-phase residuals RMS, Figure 4.1, and hence 
did not yield as large improvement from filtering as site OBAN. Average improvement in 
coordinate time series 3D RMS for all five sites was found to be just under 18%. Despite the 
reduced improvement at site HUNG, the GLONASS filter was successful at increasing the 
stability of the PPP coordinate time series over averaging intervals starting between 30-700 s 
depending on the particular site. The improved stability of a coordinate time series of over 
just a few tens to hundreds of seconds is advantageous for earthquake and tsunami early-
warning systems which require accurate and often small earthquake surface displacement 
measurements at low latency (within minutes of an event). 
-The effectiveness of GLONASS filtering is dependent on multipath strength, the higher the 
level of multipath the better the filter works. If little to no multipath is present then the filter 
adds noise rather than subtracting a genuine multipath signal.  
-The effectiveness of GLONASS filtering is dependent on the satellite elevation angle, as the 
majority of strong signal multipath arises from low elevation satellites. Thresholding the 
filter application to epochs under a certain elevation angle reduces the problem of high-
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frequency noise being amplified by filter application at elevations experiencing little to no 
multipath. Thus coordinate time series stability is improved, particularly at short averaging 
intervals which are of most importance for early-warning systems as previously mentioned.  
-For averaging intervals over about 2000 s the performance of GLONASS-only and GPS and 
GLONASS filtering becomes less stable as fluctuations in the percentage improvement Allan 
deviation plots occur at larger averaging intervals. As previously mentioned, low-frequency 
multipath error is probably being absorbed into other slowly varying parameters, such as the 
wet tropospheric delay. The fixing of the GPS and GLONASS carrier-phase integer 
ambiguities, as mentioned in section 2.6.1, could potentially enhance filter performance by 
refining the overall accuracy of the coordinates, wet tropospheric delay and clock terms.  
This could not be investigated further due to GPS and GLONASS ambiguity fixed PPP 
software not being available or used for this thesis. 
-A GPS+GLONASS PPP solution improves the total precision, in terms of standard deviation 
of the unfiltered coordinate time series, for all five sites on average by 35.6% when 
compared with the GPS-only solutions and 39.0% when compared with the GLONASS-only 
solutions. 
-A GPS+GLONASS PPP GR filtered solution also improves the total precision in terms of 
standard deviation of the filtered coordinate time series for all five sites. Precision is on 
average improved by 24.7%, when compared with the GPS-only, GPS filtered solutions and 
42.3%, when compared with the GLONASS-only, GLONASS filtered solutions. Hence for 
highest precision coordinates a combined GR filter should be applied to a GPS+GLONASS PPP 
solution.  
-The inclusion of GLONASS filtering into a GPS+GLONASS PPP solution improves the total 
precision, in terms of standard deviation and 3D RMS improvement, of the coordinate time 
series for the five sites on average by 23.2% and 21.4%, respectively. When just using GPS 
filtering in a GR PPP solution, the filter performance is reduced by 7.5 and 5.8 percentage 
points compared with the above-mentioned statistics. The maximum improvement in Allan 
deviation signifying coordinate time series stability is also reduced on average by 9 
percentage points with the exclusion of GLONASS filtering. Hence, it is feasible to combine 
GPS and GLONASS observation domain filtering of PPP processing which offers enhanced 
performance over just GPS filtering alone.  
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Chapter 5. Measurement of Static Permanent Displacement 
5.1 Introduction 
The previous two chapters have indicated that applying near-sidereal filters in the 
observation domain can increase the precision and stability of GNSS coordinate positions of 
static receivers. A combined GR solution with GR filtering was found to yield the highest 
precision solution in terms of coordinate standard deviations out of the various solutions 
and filter combinations tested. As described in Chapter 2, determining the static permanent 
displacement induced by a seismic event with precision and speed is crucial for earthquake 
and tsunami early-warning systems. In this chapter a method is devised to evaluate the 
performance of near-sidereal filtering in an artificial dynamic situation where the true 
displacement is known, to demonstrate the enhancement of precision in detecting and 
measuring static permanent displacements of the order of a few millimetres to centimetres.  
5.2 Experimental Design and Data Collection 
In order to assess the precision of GNSS static permanent displacement measurements, an 
experiment took place on the flat rooftop of the Newcastle University Drummond Building. A 
secure rooftop location was chosen as it has a relatively unobscured view of the sky, and the 
Drummond Building already has the facilities to host multiple GNSS receivers. The roof is 
surrounded by parapet walls on three sides and another floor on the fourth side, clad with 
corrugated metal, as seen in Figure 5.1. The four corners of the roof contain concrete pillars, 
two of which were occupied by Leica GS10 receivers with Leica AS10 antennas which use 
firmware versions 5.501418/6.403 and Leica CS20 controllers. One receiver was mounted on 
to the South East concrete pillar directly and acts as a reference, Drummond Base (DRMB); 
the other was mounted to a moveable platform on top of the North East pillar, Drummond 
Shake (DRMS). The locations of both receivers can be seen in Figure 5.1 and the mounts in 
Figure 5.2. The platform DRMS was able to move in three directions using a manual turning 
handle. The location of DRMS was selected as it is in close proximity to multiple metal 
structures and signal reflecting objects as seen in Figure 5.3; thus there is a high-level of 
multipath present. The location of DRMB offers a relatively simple multipath environment 
and is used as a control receiver only. 
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Data collection took place over 13 consecutive days: 5th-18th November 2016 (days of year 
310-323), to allow the GLONASS satellite orbits to repeat a whole 8 day cycle and hence 
provide single filter values as opposed to averaged filter values used in the previous 
chapters. The receivers were set to log GPS and GLONASS code and carrier-phase data at a 
1 Hz rate for the whole data collection period. On day 322, the DRMS antenna was moved 
horizontally by increasing amounts at half hour intervals, as given in Table 5.1. On day 323, 
DRMS again was moved by the same amounts and time intervals as previously stated, but 
this time in the vertical direction. The antenna movement was recorded using a micrometre 
which acted as the known ‘true’ value of movement. This can be compared to the GNSS 
receiver values once post-processed in PPP kinematic mode and filtered, using the same 
methods outlined in Chapter 3 and Chapter 4. The timing of movement was recorded 
approximately, but due to the time taken to complete each manoeuvre could not be 
described exactly. Using a moving platform is similar to the method used by Ragheb et al. 
(2010) to assess the measurement of small displacements when using single-epoch switched 
antenna array GPS with sidereal filtering in a double-difference processing mode. Ragheb et 
al. (2010) were able to reduce the overall RMS of the coordinate residuals in the horizontal 
plane to 4.5 mm from 13.0 mm which was achieved from much longer observation periods. 
It is noted that in this method the antenna’s relative position to surrounding reflectors will 
change. In a real seismic event however, it is assumed that relative positions will remain 
unchanged provided that there is minimum damage and reflectors are of solid structure. 
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Figure 5.2: a) DRMB antenna and concrete pillar mount, looking South. b) DRMS antenna, concrete 
pillar and moving platform mount, looking North. 
a) b) 
Figure 5.1: Aerial photograph of the Drummond building’s flat roof, outlined in purple. The North 
East antenna location (DRMS) is in red and the South East antenna location (DRMB) in yellow. 
Copyright Google. 
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Table 5.1: Antenna time interval offsets from 10:00 on days 322 and 323 and displacements for 
horizontal and vertical movements. 
Time Offset (h) 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 
Displacement (mm) 1 -1 2 -2 5 -5 10 -10 20 -20 50 -50 
 
5.3 Pilot Study 
GLONASS and GPS near-sidereal filtering of a static receiver was first tested at the 
Drummond roof site before the main experiment took place, to ensure that the site would 
benefit from near-sidereal filtering. The same Leica antenna and receiver as mentioned in 
section 5.2 was set up on the Drummond North East concrete pillar, for the 22 day data span 
as used in Chapter 3 and Chapter 4, i.e. November 2nd-23rd 2014, days of year 306 to 327. 
The antenna occupied the same pillar as DRMS, but was not mounted to the movable 
platform so is denoted as site DLNE to differentiate between pillar and platform mount and 
different observation periods. The data was processed and filtered using the same 
methodology as described in Chapters 3 and 4. 
a) b) 
Figure 5.3: a) DRMS antenna environment looking North West. b) DRMS antenna environment 
looking North East. 
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Figure 5.4: Mean GLONASS satellite constellation carrier-phase residual correlations at a range of 
near eight sidereal lag values for DLNE site, 2014, day of year 306 to 327. 
5.3.1 Optimum GLONASS Lag Period 
GLONASS filtering was first conducted separately to find the correct lag period for individual 
GLONASS satellites at this site (DLNE). As seen from Figure 5.4, the mean lag period for the 
whole GLONASS constellation at site DLNE peaks around 689,248 s (7d 23h 27m 28s) for the 
22 day time span correlated. This is the same repeat period that was found for the five OS 
sites in Chapter 4 for this time span. The mean peak correlation strength of the GLONASS 
constellation at this site is roughly 0.53, which is within the range found in Chapter 4. 
Along with the mean for the whole constellation, the optimum lag periods per satellite were 
also computed to increase the filter’s effectiveness. The individual GLONASS satellite 
optimum lag values for carrier-phase and code residuals at site DLNE have a similar spread 
from the mean as those from the OS sites, as seen in Table 5.2.  
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Table 5.2: Standard deviations of the GLONASS carrier-phase and code residuals and optimum lag 
values per satellite at site DLNE, 2014, days 306-327. All values are given in seconds. 
 Carrier Code 
Opt lag value St.dev 3.92 4.48 
Sat 01 689244 689242 
Sat 02 689250 689250 
Sat 03 689250 689249 
Sat 04 689250 689252 
Sat 05 689249 689242 
Sat 06 689251 689250 
Sat 07 689251 689252 
Sat 08 689249 689251 
Sat 09 689249 689249 
Sat 10 689250 689258 
Sat 11 689250 689250 
Sat 12 689248 689256 
Sat 13 689249 689249 
Sat 14 689252 689252 
Sat 15 689242 689247 
Sat 16 689250 689254 
Sat 17 689247 689247 
Sat 18 689243 689247 
Sat 19 689236 689241 
Sat 20 689240 689241 
Sat 21 689245 689244 
Sat 22 689249 689252 
Sat 23 689249 689250 
Sat 24 689248 689249 
5.3.2 GLONASS Sidereal Filter Performance at site DLNE 
Once the optimum lag period was determined, sidereal filters for the carrier-phase and code 
residuals were made by stacking the static residuals at the desired lag periods as outlined 
before in Chapters 3 and 4. Upon examination of Figure 5.6, which shows the coordinates for 
DLNE, the filter can be seen to produce smoother results than the unfiltered coordinate 
differences. The standard deviations for all three dimensions are significantly smaller and 
the 3D RMS decrease is 24.3%, which is 6.4 percentage points more than the mean 
improvement of the five OS sites. This is most likely due to a high multipath environment 
being selected hence there is more multipath to mitigate. The greatest improvement in RMS 
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is in the East; the North and Up components have similar slightly smaller levels of 
improvement as one another, which is also the case for the OS sites. 
The average decrease in carrier-phase satellite residuals standard deviation for all the OS 
sites is about 14.7%. DLNE has an average reduction in carrier-phase satellite residuals 
standard deviation of 18.3% as seen in Figure 5.5, which is 3.6 percentage points higher than 
the OS sites’ average. 
As with previous analysis the Allan deviation of the coordinate time series is used to assess 
the increase in stability with filter application. The coordinate Allan deviation plots for DLNE 
can be seen in Figure 5.7 and show increasingly larger improvements in the East coordinate 
stability for time intervals greater than 50 s and greater than 100 s for the North and Up 
coordinates. The maximum improvement for all components peaks at the maximum 2 hour 
averaging interval and ranges between 25%-30% as seen in Figure 5.8, which is similar to the 
OS site results.  
Overall it can be seen how GLONASS filtering has improved the coordinate standard 
deviations at DLNE in the East, North and Up by 5.7 mm, 4.2 mm and 10.8 mm respectively, 
and has improved the stability of the coordinate time series, which should enhance the 
measurement of small static permanent displacements. 
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Figure 5.5: Comparison of standard deviations, at site DLNE, 2014, days 321 to 327 for unfiltered and 
GLONASS-only sidereally filtered  carrier-phase residuals, where the blue horizontal lines represent 
the mean of the constellation carrier-phase residuals standard deviations for the unfiltered, in blue 
and filtered in green, scenarios. The asterisk signifies that the filtered residuals’ standard deviations 
are significantly smaller than the unfiltered, at the 95% confidence level and the horizontal line 
behind them dictates if a filter was applied to that particular satellite (green) or not (red). 
Figure 5.6: Coordinate comparison at site DLNE of unfiltered PPP and GLONASS-only sidereally filtered 
PPP processing, 2014, days 321 to 327. 
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Figure 5.7: Allan deviation plots for GLONASS-only filtering, site DLNE, East, North and Up 
respectively. 
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5.3.3 GPS and GLONASS Sidereal Filter Performance at site DLNE 
The improvement from applying a GPS and GLONASS filter to a GR solution was also tested 
for site DLNE. Figure 5.9 shows the standard deviations for all three coordinate dimensions 
are significantly smaller when filtered; the horizontal components are on average, improved 
by 28.6% and the vertical by 19.2%. The horizontal components show greater improvement 
than the OS site average, mentioned in section 4.6, but smaller improvement in the vertical. 
The North coordinate shows greater improvement than the East which is likely due to the 
location of the reflective air conditioning units at the front (North) of the antenna.  
The 3D RMS decrease is 21.4% which is the same as the mean improvement of the five OS 
sites. The average decrease in GPS carrier-phase satellite residuals standard deviation for all 
the OS sites is about 31.3%. DLNE has an average reduction in GPS carrier-phase satellite 
residuals standard deviation of 33.9% as seen in Figure 5.10, which is slightly higher than the 
OS sites’ average. This is also the case for the GLONASS carrier-phase satellite residuals 
standard deviation which shows a 19.9% decrease. 
The coordinate Allan deviation plots for DLNE can be seen in Figure 5.11 and show 
improvements in the East coordinate stability for time intervals greater than 90 s and 
Figure 5.8: Percentage improvement (reduction), in Allan deviation for site DLNE, after GLONASS-only 
filtering, corresponding to Allan deviation curves. 
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greater than 65 s for the North and Up coordinates. The maximum improvement for the East 
components peaks around the averaging interval 1120 s, whereas the North and Up peak at 
the longest averaging interval. The maximum improvement ranges from 25% to 30% as seen 
in Figure 5.12, which is similar to the OS site results.  
Overall it can be seen how GPS and GLONASS filtering has improved the coordinate standard 
deviations at DLNE in the East, North and Up by 2.9 mm, 3.7 mm and 5.5 mm respectively 
and has improved the stability of the coordinate time series. The reduction in standard 
deviation is less than for GLONASS-only filtering due to the GR coordinate time series 
benefitting from increased sky coverage, producing more precise unfiltered coordinates than 
GLONASS-only coordinates.  
  Figure 5.9: Coordinate difference comparison at site DLNE of unfiltered PPP and GR sidereally filtered 
PPP processing, 2014, days 321 to 327. 
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Figure 5.10: Comparison of standard deviations at site DLNE, 2014 days 321 to 327 for unfiltered and 
GR and GR filtered carrier-phase GPS (top) and GLONASS (bottom) residuals. Symbology as explained 
in Figure 5.6. 
   
166 
 
 
  
Figure 5.11: Allan deviation plots for GR filtering, site DLNE, East, North and Up respectively. 
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5.3.4 Filter Performance at Moving site DRMS and Static site DRMB 
Figure 5.13 shows the results of GR filtering at site DRMS for the two day period when the 
antenna was moved as described in section 5.2. The standard deviations for all three 
coordinate dimensions are smaller when filtered; the horizontal components are on average, 
improved by 17.9% and the vertical by 5.2%. For site DRMB on the other hand as seen in 
Figure 5.14, filtering has not improved the East standard deviation, and has only improved 
the North and Up components on average by 6.3%. This could be due to the comparatively 
low multipath environment of DRMB site when compared to DRMS. The improvement with 
filtering at DRMS is less than the pilot study; this could be due to using ‘Final Rapid’ orbits 
and the antenna and surrounding environment relative position changing with antenna 
movement, which is unavoidable. CODE ‘Final Rapid’ products as the name suggests are 
generated with less latency then ‘Final’ products, they are generated daily, but at the cost of 
reduced accuracy, as seen in Table 2.2, (Dach et al., 2016). ‘Final Rapid’ products use the 
middle of the long-arc solution computed from the ‘Rapid’ orbits on the current and 
previous day with the addition of the ‘Ultra-Rapid’ solution from the following day. The 3D 
RMS decrease is 7.63% and the average decrease in GPS and GLONASS carrier-phase satellite 
Figure 5.12: Percentage improvement (reduction), in Allan deviation for site DLNE, after GR filtering, 
corresponding to Allan deviation curves. 
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residuals standard deviations are 21.68% and 6.52% respectively, as seen in Figure 5.15. The 
poorer GLONASS performance could be due to the limited availability of three of the 
satellites, reducing the filter application. These satellites were not in view of the antenna for 
long enough periods to compute filter values for; this could be due to obstructions impeding 
the sky view. 
It should be noted that even with the application of near-sidereal filtering the standard 
deviation of the vertical component is still double that of the horizontal components due to 
worse satellite geometry. For this reason only the horizontal component is analysed in terms 
of antenna displacement detection as movement should be more apparent and hence easier 
to detect as background coordinate noise levels are lower.  
The coordinate Allan deviation plots for DRMS can be seen in Figure 5.16 and show 
improvements in the East coordinate stability for time intervals greater than 110 s and 
greater than 60 s for the North and Up coordinates which is similar to the pilot study results. 
The maximum improvement for the East component peaks round the averaging interval 
3550 s, whereas the North and Up components peak at a much smaller averaging interval, 
220 s. The Up component improvement in stability also sharply decreases from averaging 
intervals over 3550 s which could be due to the noisier nature of the Up component masking 
the multipath error. The maximum improvement in stability ranges between 14%-18%, as 
seen in Figure 5.17, which again is smaller than the pilot study which could be due to using 
‘Final Rapid’ orbits and single filter values.  
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Figure 5.13: Coordinate comparison at site DRMS of unfiltered PPP and GR sidereally filtered PPP 
processing, 2016, day of year 322 to 323. 
Figure 5.14: Coordinate comparison at site DRMB of unfiltered PPP and GR sidereally filtered PPP 
processing, 2016, day of year 322 to 323. 
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Figure 5.15: Comparison of standard deviations at site DRMS, 2016 days 322 to 323 for unfiltered 
and GR and GR filtered carrier-phase GPS (top) and GLONASS (bottom) residuals. Symbology as 
explained in Figure 5.6. 
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Figure 5.16: Allan deviation plots for GR filtering site DRMS East, North and Up respectively. 
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5.4 Detection and Measurement of Displacement 
Earthquake warning is the detection of present earth movement and the rapid alert to those 
in harm’s way without giving rise to false alarms. To assess the effect of sidereal filtering on 
displacement measurements, an algorithm was written to alert for antenna movement and 
measure the movement once a warning has been triggered. Although the data set here has 
been post-processed, the algorithm has been written such that it could be used in real-time.  
The alert to antenna movement algorithm was loosely based on the algorithm proposed in 
Allen and Ziv (2011) to detect GNSS displacement from the 2010,   7.2 El Mayor‐Cucapah 
earthquake. In their study, earthquake arrival or the start of Earth surface displacement is 
assumed to be when a short term moving average, 2 s prior, exceeds a given threshold of a 
long term moving average, 100 s prior. In this study however, the antenna is not assumed to 
have moved instantaneously due to the time taken to manually wind the platform to each 
position. Therefore a propagation period of 1 minute (60 s) was included to allow for 
transient disturbances to subside before computing the displacement, as demonstrated in 
Figure 5.18. For a real earthquake situation, this propagation time would allow surface wave 
shaking to subside which could mask the true size of the static permanent displacement. 
Figure 5.17: Percentage improvement (reduction), in Allan deviation for site DRMS, after GR filtering, 
corresponding to Allan deviation curves. 
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Only the 1 Hz East coordinate time series from section 5.3.4 is used in this movement study 
as the Up coordinates standard deviations, are larger in both the unfiltered and filtered time 
series when compared with the horizontal components, as seen in Tables 3.5, 4.4 and 4.9. 
Similarly the majority of the North coordinate standard deviations for the OS UK sites are 
larger than the East coordinates for unfiltered and filtered time series. The noisier vertical 
component can be attributed to the correlation with tropospheric and ionospheric effects 
and poor satellite geometry resulting from only seeing satellites in one hemisphere, as 
described in section 4.3. The noisier North coordinates on the other hand are due to the 
relatively high latitude of the UK in comparison to satellite inclination, resulting in less 
satellites being visible in the North-South direction than the East-West. Hence the higher 
noise levels in the North and Up are more likely to prevent small displacement 
measurements from being detected and are not used for this experiment.  
Using the East coordinate time series and a propagation period of   seconds, the static 
permanent displacement     ̂ using long term averaging windows of length   seconds 
(          ) tested in increments of 300 s and short term averaging windows of 
length   seconds (        ) tested in increments of 30 s, can be computed as follows: 
(5.1) 
    ̂             
(5.2) 
               
    
(5.3) 
                  
     
 
where    refers to calculating the median of the data set     
 , {        }. 
The threshold to alert for displacement was set to be when the median difference is over 1.5 
times the standard error of the difference (            ), as given below: 
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Figure 5.18: Diagram showing the computation of median displacement using long and short 
averaging windows, separated by a propagation time to ensure high amplitude transient waves are 
not erroneously measured. The green shows the true displacement that should be measured. Blue 
shows how the displacement is underestimated by not allowing the displacement to propagate to its 
true potential. Red shows how the propagation size allows an estimate closer to the true 
displacement to be observed. 
(5.4) 
             √        
         
  
where the    is calculated and scaled to give the equivalent of the standard deviation in 
the same way as given equation (3.10).  
The median was chosen to be used over the mean for each of the windows, as the mean 
would change gradually as the displacement propagates, whereas the change in coordinates 
should be more apparent or step like using the median, thus making the change in 
displacement easier to detect. The moving median suitability for the task of step recovery is 
demonstrated in Thun et al. (2015). The threshold of 1.5 times the standard error was 
selected by testing error ranges for all averaging window sizes between the values of 0.5-3, 
incremented in 0.5 steps. As demonstrated in Figure 5.19, the computed median difference, 
in vermillion peaks above one and a half times the standard error, in dark blue, at the six 
largest antenna movement times. The median difference peaks above the standard error 
threshold, in yellow, many times and rarely peaks above the standard error doubled, in cyan. 
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Figure 5.19: Absolute standard error thresholds for the computed absolute median displacements 
using a long term window of 600 s and a short term window of 60 s. Triggers are shown for the 1.5 
standard error threshold only. 
 
 
The value of 1.5 was able to pick out the six largest antenna movements with the fewest 
number of false alarms and therefore hereafter used.  
To reduce the number of false alarms, an additional threshold was used based on the 
number of consecutive alerts that have occurred. An alert was defined as any epoch where 
the median difference was larger than the standard error threshold. A warning is then 
triggered if this alert threshold is exceeded. The filtered East coordinate data from 00:20-
06:10 of the same day (day 322) was used to assess the level of background noise in the data 
where no antenna movement is known to have occurred. The alert algorithm was run for 12 
non overlapping 20 minute periods during this time span. On average, there were 6.25 alerts 
groups resulting in false alarms made per hour during this 4 hour time span. By taking the 
95% percentile of the number of consecutive alerts in this time span, it is 95% certain that 
this number of alerts is due to noisy data and not displacement. Hence the algorithm only 
triggers a warning after this number has been breached. From analysis of all the long and 
short term windows used, a long term window of 600 s and a short term window of 60 s 
were deemed the most suitable. A short term window of 60 s was chosen as the stability of 
all coordinate components was found to be improved by filtering at averaging intervals of 
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Figure 5.20: Number of consecutive epochs alerted due to East coordinate noise and its 95% 
percentile. 
60 s and over, as discussed in section 5.3.4. For a long term window of 600 s and a short 
term window of 60 s an alert threshold of 75 consecutive alerts or more was computed using 
the methodology described, as seen in Figure 5.20. As seen from Figure 5.22 and Figure 5.21, 
reducing the size of the short term median window to 30 s increases the number of alerts 
and allows the short term median to vary more rapidly which leads to a greater variation in 
calculated displacement measurements and thus displacement uncertainty. Increasing the 
size of the short term median window to 120 s, as seen in Figure 5.23, on the other hand,  
increases the warning latency as seen at 15:00, and does not detect the movement at 11:30 
which the 60 s window size was able to detect. Reducing the long term median window to 
300 s as seen in Figure 5.24, increases the number of alerts and number of movements 
undetected. The higher variability in long term median also causes multiple closely spaced 
separate triggers to occur; such is the case for the movement at 15:30. This could reduce 
confidence in the system if the movement is thought to have subsided. Increasing the long 
term median window to 1200 s, as seen in Figure 5.25, produces a very smooth long term 
medium time series which leads to movements being undetected and warnings being 
triggered for longer periods of time.  
Once a warning has been triggered from the alerts the static permanent displacement was 
computed and updated every ten seconds until the alerts subside.  
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Figure 5.21: Platform movement detection using a long term median window of 600 s and a short 
term median window of 30 s. 
Figure 5.22: Platform movement detection using a long term median window of 600 s and a short 
term median window of 60 s. Alerts refers to any epoch where the median long term and short term 
difference is larger than the standard error threshold and a warning is only triggered when there has 
been more than consecutive 75 alerts. 
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Figure 5.23: Platform movement detection using a long term median window of 600 s and a short 
term median window of 120 s. 
Figure 5.24: Platform movement detection using a long term median window of 300 s and a short 
term median window of 60 s. 
   
179 
 
 
5.5 Displacement Detection and Measurement Results 
Figure 5.26 shows how the algorithm is able to pick out the six largest antenna movements 
from the filtered East coordinate data set. After the additional alert to trigger threshold had 
been implemented the total number of false alarms for the filtered case is reduced to just 4, 
compared to 9 for the unfiltered case. It can be seen how filtering in the East coordinate has 
reduced the number of false alarms by just over half. Note that the incentive here is to 
assess the precision of static permanent displacements measured using PPP with and 
without near-sidereal filtering applied, not to find the optimum window sizes for 
displacement detection. 
A visual comparison of Figure 5.27 shows how the filtered coordinates produce more precise 
results than the unfiltered coordinates, as seen from the tighter cluster of estimates. The 
filtered coordinate estimates are also more accurate which is particularly evident at time 
15:30, where the estimates are closer to the known movement of the platform. It should be 
noted that the movement at 14:30 is not included in this results section due to equipment 
Figure 5.25: Platform movement detection using a long term median window of 1200 s and a short 
term median window of 60 s. 
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failure at this time, preventing the actual antenna movement from being known. Table 5.3 
shows the Root Mean Square Difference (RMSD) of the difference between   estimates and 
the known truth value of movement, as computed by: 
(5.5) 
     √
∑                      
 
 
The RMSD shows how on average the filtered coordinate displacements are estimated with 
higher precision than the unfiltered based on the first trigger point and the 10 second 
updates thereafter. The filtered displacement estimates have an average RSMD value of 
5 mm compared to 7 mm for the unfiltered estimates. The unfiltered coordinate estimates 
using just the first trigger points, estimate three out of the five movements with better 
accuracy then those coordinates that have been filtered. On average however, the filtered 
coordinates have a lower RMSD value for all five movements based on just the first trigger 
points. The average computed displacements in the East component for both the filtered 
and unfiltered case are given in Table 5.4. 
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Figure 5.26: East coordinate time series between times 08:00 and 16:00 on day 322 2016 for DRMS 
receiver resulting from PPP GR unfiltered processing (top) and near-sidereally filtered processing 
(bottom). The magenta line shows the true platform movement and has been offset by 0.05 m for 
clarity.  
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Figure 5.27: East coordinate computed displacements between times 08:00 and 16:00 on day 322 
2016 for DRMS receiver resulting from PPP GR unfiltered processing (top) and near-sidereally filtered 
processing (bottom). 
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Table 5.3: RMSD values for sidereally filtered and unfiltered computed East coordinate platform 
displacements.  
Platform Movement (mm) -2 10 -10 20 50 -50 
Unfiltered       
All triggers RMSD - 2 12 6 12 5 
1st Trigger RMSD - 0 10 0 20 2 
Filtered       
All triggers RMSD 12 1 6 5 10 2 
1st Trigger RMSD 12 0 6 2 16 3 
 
Table 5.4: Mean computed platform displacement values from sidereally filtered and unfiltered East 
coordinate GR PPP.  
Platform Movement (mm) -2 10 -10 20 50 -50 
Unfiltered       
Mean Displacement (mm) - 11 -21 15 38 -53 
Filtered       
Mean Displacement (mm) 10 11 -16 16 40 -50 
 
5.6 Conclusion 
It has been demonstrated from the above results that it is possible to automatically detect 
antenna movements in the East component of size 1-5 cm using combined GPS and 
GLONASS PPP. The application of combined GPS and GLONASS near-sidereal filtering reduces 
the occurrence of false alarms to around half and improves the accuracy and precision of the 
displacement estimates on average by about 2 mm, in terms of the difference between 
filtered and unfiltered RMSD and mean displacement values. Even though near-sidereal 
filtering on average improves the precision and stability of a coordinate time series, it does 
not necessarily always improve the accuracy of the computed permanent static 
displacements, in some cases the unfiltered data outperformed the filtered data. This could 
be due to errors in the satellite orbit and clock models from using CODE ‘Final Rapid’  orbits 
to assess the feasibly of near real-time displacement detection. The use of long averaging 
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windows to compute the median displacement could also have a smoothing effect on high 
frequency multipath interference which could be decreasing the effectiveness of the near-
sidereal filters at these frequencies. Also, as mentioned in section 5.2, during this 
experiment the antenna’s relative position to surrounding reflectors changed as the antenna 
movements were made relative to the concrete pillar. This could reduce filter performance 
as the relative position of the antenna with respect to the reflecting objects has changed 
between filter creation and application. During an actual earthquake the concrete pillar 
would move with the antenna and thus the actual relative positions would remain largely 
unchanged. Hence, GNSS could be used in addition to seismic data to help prevent the 
occurrence of false alarms, the underestimation of static permanent displacements and thus 
the under estimation of earthquake and resulting tsunami magnitude.   
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Chapter 6. Conclusions 
The research presented in this thesis has focused on sidereal filtering for multi-GNSS PPP, in 
particular GPS and GLONASS. The optimum geometry repeat period for the GLONASS 
constellation was determined and has allowed GLONASS-only and GPS and GLONASS 
observation domain, near-sidereal filtering in PPP. Filtering has been assessed both in a 
static and dynamic scenario for small displacement detection and measurement 
applications. This chapter will review the research undertaken and the conclusions drawn. 
6.1 Review of Work 
The limitations of early-warning systems at present and the requirements for GNSS enabled 
methods were introduced in Chapter 1. The benefit of the inclusion of GNSS data for early-
warning systems was outlined and the current limitations of using GNSS highlighted in 
Chapter 2. The main limitation of GNSS, multipath and its mitigation methods were reviewed 
in Chapter 3.  
The aims and objectives of this thesis were developed to provide research on the mitigation 
of GLONASS multipath in a GLONASS-only and GPS and GLONASS coordinate PPP solution, 
based on the orbital repeat geometry of both constellations. Emphasis was placed on how 
filtering improves the coordinate solution stability over short periods of time (a few tens to 
hundreds of seconds) for use in deformation monitoring, in particular the detection and 
measurement of small static displacements such as those induced by earthquakes.  
The practicalities of combining GPS and GLONASS for near-sidereal filtering to fulfil the aims 
and objectives of the project were outlined in Chapters 3 and 4, along with a description of 
data collection and methodology validation. To enable near-sidereal filtering to be applied in 
the observation domain an amendment to the PANDA software was undertaken by Dr Ian 
Martin. An option was included to select if a filter was to be applied, and if so to which 
constellation(s) and satellite(s). An experiment to test the performance of the combined 
near-sidereal filter in a dynamic scenario was also conducted as outlined in Chapter 5, to 
assess the use of filtering to aid in the detection and measurement of small static 
displacements. 
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6.2 Summary of Results 
-The method implemented in this study for finding the optimum repeat period of individual 
satellites is valid for PPP, as values computed for the GPS satellite constellation are in 
keeping with those found from previous research, which use a variety of different 
methodologies and processing strategies such as PPP or relative positioning. Optimum 
repeat period methods include in brief: finding the average orbit repeat time using the 
broadcast ephemeris and the orbital mean motion; interpolating precise orbit products to 
the equator crossing on successive days; finding when the dot product between two 
receiver-to-satellite unit vectors associated with the current epoch measurement and the 
prospective correction derived from the previous day’s measurement is at a maximum; and 
using the day-to-day autocorrelation of coordinate and carrier-phase residuals 
-The constellation mean optimum repeat period for the GLONASS constellation was found to 
be around 689,248 s which is roughly 8 days with a near-sidereal period of 86156 s. 
-GPS-only near-sidereal filtering improves the 3D RMS of coordinates on average by 33.5%. 
The horizontal component standard deviations are on average reduced by 6.1 mm and the 
vertical by 15.9 mm, which is equivalent to about 33.0% and 35.7% improvement 
respectively. GPS filtering also increases the accuracy and stability of PPP coordinate time 
series, on average maximum improvement in Allan deviation was around 35%-38% in all 
coordinate components peaking at averaging intervals of about 1000 s. 
-GLONASS-only near-sidereal filtering improves the 3D RMS of coordinate difference values 
on average by 17.9%. The horizontal component standard deviations are on average reduced 
by 4.3 mm and the vertical by 7.7 mm, which is equivalent to about 20.2% and 17.6% 
improvement respectively. GLONASS filtering also increases the accuracy and stability of PPP 
coordinate time series, on average maximum improvement in Allan deviation was around 
19%-26% in all coordinate components at averaging intervals ranging from 650 s to the 
largest averaging interval of 2 hours. 
-GPS and GLONASS near-sidereal filtering improves the 3D RMS of coordinate difference 
values on average by 21.4%. The horizontal component standard deviations are on average 
reduced by 2.6 mm and the vertical by 7.0 mm, which is equivalent to about 22.3% and 
25.1% improvement respectively. GPS and GLONASS filtering also increases the accuracy and 
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stability of PPP coordinate time series, on average maximum improvement in Allan deviation 
was around 26%-30% in all coordinate components at similar averaging intervals as GPS-only 
filtering. 
-Near-sidereal filtering was not very effective at removing errors which oscillate with periods 
of less than roughly 300 s. This is likely due to the filter amplifying high-frequency noise 
during periods where there is little to no multipath (see section 3.9). 
-Near-sidereal filtering was also not as effective at removing errors which oscillate with 
periods exceeding a few thousand seconds. This could be due to more non-multipath errors 
contributing to the measurement residuals at these periods. It is plausible that lower-
frequency multipath errors could be being soaked up by other slowly varying parameters, 
such as the wet tropospheric delay, during the Kalman filter process (see section 4.3). 
-The elevation angle of filter application was investigated to try to reduce the amplification 
of high-frequency noise, to increase time series stability at short averaging intervals. The 
effectiveness of elevation angle thresholding was found to be site specific and more 
effective for GLONASS filtering than GPS filtering and did not benefit from individual 
elevation thresholds for each satellite. This could be due to a number of reasons, such as 
elevation dependant weighting in PANDA at low elevations angles or lack of the use of the 
optimum lag values for individual elevation threshold angles, as discussed in more detail in 
section 3.10.2. Section 4.4.3 however, does show that GLONASS-only filtering does benefit 
from only applying the filter to low elevation angle satellites.  
-The automatic detection of small (up to <5 cm) artificially induced displacements using a GR 
PPP solution was investigated to assess the effectiveness of filter application in a dynamic 
situation. It was possible to create a displacement detection algorithm based on using long 
term and short term medians which could automatically detect displacements of 1 cm or 
larger from a filtered and unfiltered combined GPS and GLONASS East coordinate time 
series. The application of combined GPS and GLONASS near-sidereal filtering was found to 
reduce the occurrence of false alarms during automatic displacement detection by just over 
half. Filtering was found to improve the accuracy and precision of displacement estimates on 
average by 2 mm in terms of the difference between filtered and unfiltered RMSD and mean 
displacement values. 
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Overall this research has demonstrated the benefits of using combined GPS and GLONASS 
near-sidereal filtering for a GR PPP coordinate solutions and demonstrates the potential of 
using GNSS to aid in the detection and measurement of displacements such as those induced 
by an earthquake. Near-sidereally filtered GNSS offers enhanced coordinate time series 
stability, precision and reduces the number of false alarm that arise during displacement 
detection. It is hoped that the inclusion of near-sidereally filtered GNSS data would be able 
to reduce the occurrence of false alarms from early-warning systems which wholly use 
seismic data, and/or GNSS data that is strongly affected by multipath. The improvement 
from filtering could allow permanent static earth surface displacements to be estimated with 
a higher level of accuracy and hence prevent the underestimation of earthquake and 
resulting tsunami magnitude as well as improve warning response times.    
6.3 Recommendations for Future Work 
The potential of using sidereal filtering for multi-GNSS PPP with applications in deformation 
monitoring has been demonstrated in this thesis. A number of suggestions to expand this 
work further are outlined below: 
-As mentioned in section 2.2, the positional accuracy of GNSS improves with the number of 
satellites included in the solution. With a larger number of satellites in the sky there is higher 
satellite availability and hence improved satellite geometry. Including satellites from other 
GNSSs such as Galileo and BeiDou when they become fully operational could be used to 
increase the positional accuracy of PPP (Cai et al., 2015). The correlation method used in this 
research could easily be used to calculate the different geometry repeat periods of the 
Galileo and BeiDou constellations, especially the BeiDou constellation which consists of 
satellites with three different orbital repeat periods. The filters for GPS and GLONASS have 
been implemented separately in this research; therefore the method can be expanded to 
apply separate filters for the two additional constellations as PANDA already has the 
capabilities of processing multi-GNSSs in PPP.   
-The results from thresholding filter application to lower elevation angles were inconclusive. 
A potential reason for this was due to using optimum elevation angles based on the 
optimum lag periods calculated from using residuals with elevation angles between 0° and 
90°. Recalculating the optimum lag periods for each elevation threshold may help to give a 
more conclusive result. 
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-The PANDA software and PPP processing method used in this research does not fix the 
ionosphere-free phase ambiguity values; they are allowed to slowly change in the Kalman 
filter. PPP techniques where the GPS ambiguities can be fixed have recently been developed, 
which improves positional accuracy as mentioned in section 2.6.1. As well as the positional 
accuracy, slow varying parameter estimates such as the troposphere also benefit from 
ambiguity fixing. As discussed in section 4.3, filtering performed poorly at long averaging 
intervals due to lower-frequency multipath errors being soaked up by other slowly varying 
parameters, such as the troposphere. If the tropospheric delay could be better estimated 
then potential multipath will not be absorbed into this parameter and hence be filtered 
more effectively.  
-Filter application was predominantly investigated using post-processed ESA ‘Final’ or CODE 
‘Final Rapid ’ orbit and clock products, to show its full potential. Real-time products could 
conceal the true effectiveness of filtering due to erroneous satellite clock offsets. For 
tsunami early-warning near-real-time PPP processing and products are required. Since 2013 
the IGS Real-time Service has allowed users to stream PPP orbit and clock corrections at a 
sampling rate of 5 seconds with typical latency of 25 seconds and orbit accuracy of 5 cm 
(Grinter and Roberts, 2013). Commercial products are also available, e.g. Fugro were the first 
to offer a real-time service using GLONASS and have recently enhanced their product to 
include Galileo and BeiDou (Tegedor et al., 2015). In addition to multi-GNSS real-time 
products now being available, the atomic clocks on-board new GPS satellites (Block IIF) are 
more stable than those on previous GPS blocks over short time intervals. The BeiDou and 
Galileo rubidium atomic frequency standards and passive hydrogen maser clocks are also 
more stable than the old GPS and GLONASS clocks (Griggs et al., 2015). Hence near-real-time 
sidereal filtering in PPP should be possible at the required decimetre accuracy, provided that 
optimum satellite repeat periods are precomputed and near-sidereal filter values kept up to 
date.  
-GLONASS satellite observations have low cross-correlation between each other due to inter-
frequency biases from using the FDMA signal structure as opposed to CDMA which GPS uses. 
The new GLONASS-K satellites, the first operational satellite of which was launched in 2014, 
however, have an additional L3 band with CDMA capabilities. During this research GLONASS 
optimum repeat period correlations were weaker than GPS correlations due to their longer 
geometry repeat period (eight near-sidereal days). Previous research has found that filter life 
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time degrades from day 1 and at day 30 there is no coordinate improvement from filtering 
(Ragheb et al., 2007a). Therefore the longer the repeat period the more likely environmental 
changes can occur and reduce the effectiveness of the filter. Hence, GLONASS filtering could 
benefit from using near-sidereal repeat periods of adjacent GLONASS satellite pairs rather 
than an eight near-sidereal repeat period for single satellites when the new GLONASS CDMA 
enabled satellites become operational.  
-The use of GNSS near-sidereal filtering to enhance the measurement of small static 
displacements was only tested in this study using a simulated scenario, moving a platform by 
a known amount. Filtering was not tested for a real seismic event due to the lack of 1 Hz GPS 
and GLONASS data and ground truth displacement data being available, for an event with 
earthquake induced centimetre-level Earth surface displacements. Filtering could be applied 
to a variety of seismic events with varying magnitudes and fault rupture mechanisms. 
Provided that the ‘true’ displacement is known for the event to assess the performance of 
near-sidereal filtering, the computed static permanent displacements could then be used to 
estimate and compare earthquake magnitude and tsunami wave height.   
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Appendix A 
OS Net sites’ local environment 
HUNG-Hungerford 
 
 
  
HUNG antenna installation which is approximately 5m above ground level. 
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KILN-Killin 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
KILN antenna installation which is approximately 2m above ground level. 
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MACY-Machynlleth 
  
MACY antenna installation which is approximately 12m above ground level. 
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OBAN-Oban 
  
OBAN antenna installation which is approximately 15m above ground level. 
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PADT- Padstow 
All images are from: http://www.bigf.ac.uk/files/network_maps/script_all_pcsn_30s.html 
  
PADT antenna installation which is approximately 5m above ground level. 
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Appendix B 
Power spectral density plots of OS Net sites, GPS-only filter 
KILN 
 
  
Power spectral density comparison of computed GPS coordinates at site KILN of unfiltered GPS PPP 
processing, in dark blue, and GPS-only sidereally filtered PPP processing, in orange, 2014, days 321 to 
327. 
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MACY 
  
Power spectral density comparison of computed GPS coordinates at site MACY of unfiltered GPS PPP 
processing, in dark blue, and GPS-only sidereally filtered PPP processing, in orange, 2014, days 321 to 
327. 
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OBAN 
  
Power spectral density comparison of computed GPS coordinates at site OBAN of unfiltered GPS PPP 
processing, in dark blue, and GPS-only sidereally filtered PPP processing, in orange, 2014, days 321 to 
327. 
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PADT 
  
Power spectral density comparison of computed GPS coordinates at site PADT of unfiltered GPS PPP 
processing, in dark blue, and GPS-only sidereally filtered PPP processing, in orange, 2014, days 321 to 
327. 
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Appendix C 
Power spectral density plots of OS Net sites, GLONASS-only filter 
KILN 
  
.Power spectral density comparison of computed GLONASS coordinates at site KILN of unfiltered 
GLONASS PPP processing, in dark blue, and GLONASS-only sidereally filtered PPP processing, in 
orange, 2014, days 321 to 327. 
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MACY 
  
Power spectral density comparison of computed GLONASS coordinates at site MACY of unfiltered 
GLONASS PPP processing, in dark blue, and GLONASS-only sidereally filtered PPP processing, in 
orange, 2014, days 321 to 327. 
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OBAN 
  
Power spectral density comparison of computed GLONASS coordinates at site OBAN of unfiltered 
GLONASS PPP processing, in dark blue, and GLONASS-only sidereally filtered PPP processing, in 
orange, 2014, days 321 to 327. 
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PADT 
  
Power spectral density comparison of computed GLONASS coordinates at site PADT of unfiltered 
GLONASS PPP processing, in dark blue, and GLONASS-only sidereally filtered PPP processing, in 
orange, 2014, days 321 to 327. 
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Appendix D 
Power spectral density plots of OS Net sites, GR filter 
KILN 
  
Power spectral density comparison of computed GR coordinates at site KILN of unfiltered GR PPP 
processing, in dark blue, and GR sidereally filtered PPP processing, in orange, 2014, days 321 to 327. 
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MACY 
Power spectral density comparison of computed GR coordinates at site MACY of unfiltered GR PPP 
processing, in dark blue, and GR sidereally filtered PPP processing, in orange, 2014, days 321 to 327. 
   
218 
 
OBAN 
  
Power spectral density comparison of computed GR coordinates at site OBAN of unfiltered GR PPP 
processing, in dark blue, and GR sidereally filtered PPP processing, in orange, 2014, days 321 to 327. 
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PADT 
  
Power spectral density comparison of computed GR coordinates at site PADT of unfiltered GR PPP 
processing, in dark blue, and GR sidereally filtered PPP processing, in orange, 2014, days 321 to 327. 
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