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Abstract
The positive link prediction (PLP) problem is formulated in a system identification framework:
we consider dynamic graphical models for auto-regressive moving-average (ARMA) Gaussian random
processes. For the identification of the parameters, we model our network on two different time scales:
a quicker one, over which we assume that the process representing the dynamics of the agents can
be considered to be stationary, and a slower one in which the model parameters may vary. The latter
accounts for the possible appearance of new edges. The identification problem is cast into an optimization
framework which can be seen as a generalization of the existing methods for the identification of ARMA
graphical models. We prove the existence and uniqueness of the solution of such an optimization problem
and we propose a procedure to compute numerically this solution. Simulations testing the performances
of our method are provided.
Index Terms
Covariance extension, System identification, Optimization, Stochastic systems.
I. INTRODUCTION
The widespread use of online social networks (e.g. Facebook, Twitter, YouTube, etc.) and the
availability of a huge amount of high-quality data related to them, have raised an increasing
interest on network analysis research. The nature of big data coming from social networks
is rather complex due to the dynamical behavior of the network, responsible of changes in
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2topological and non-topological features of the network over time. In this scenario, the so
called link prediction problem has been of great interest in the research community over the
recent years [1], [2], [3]. Given a certain network, link prediction problems can be divided in
two categories: predicting edges that appear or disappear in the future and detecting edges in
the current social network that are still unobserved. Link prediction techniques find important
applications in recommending systems, in finding business collaborators in e-commerce networks
[4], academic social networks (describing co-authors relations) [5], security-related networks [6],
e-mails networks [7], or gene-expression networks in biology [8]. The most part of the research
effort has been focused on the positive link prediction (PLP) problem which consists either
in detecting newly appeared edges or in predicting unobserved links that are likely to appear,
depending on the perspective we are adopting.
Most of the literature on PLP concerns the design of similarity measures between nodes that
are unconnected according to the current network topology: an edge is added if the similarity
measure between the corresponding nodes is sufficiently large with respect to some problem-
dependent criterium. Many similarity measures have been proposed in the literature: common
neighbors, Adamic/Adar, Katz, spreading activation, etc, most of which are designed either by
taking into account the topological behavior exhibited in the past by the real network, or on the
basis of some properties the real network is expected to have, see [1], [2] and references therein.
For instance, the real network might posses the so-called “small world” property, meaning that
most pairs of nodes are related through short chains and the network has an elevated clustering
coefficient, a couple of unconnected nodes having several common neighbors should have a high
similarity score. There are, however, some “unfriendly prediction networks”, for which most of
the similarity measures provide unsatisfying prediction accuracy, e.g. Facebook, UC Irvine, see
[9].
In this paper we consider Gaussian graphical models whose nodes are modeled as autoregressive,
moving-average (ARMA) dynamical models and an edge between two nodes means that they are
conditionally dependent given the other nodes of the network. Our aim is to propose a new data-
driven PLP paradigm leading to a similarity measure which exploits the current graphical model
and some available noisy data. Hence, the properties on the underlying network are dictated from
the data rather than from properties the network is expected to have. The development of such
similarity measure is rephrased in the context of system identification with prior: we search
the updated graphical model which explains the data and that is as much close as possible
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3to the current graphical model (i.e. the prior). The identification paradigm is then cast into
an optimization problem for which we prove the existence and uniqueness of the solution. The
similarity measure our method induces does not only exploits the topology of the current network
(as the classic similarity measures do), but also the model of the current network making it more
accurate for prediction.
It is worth noting that our contribution actually considers a detection problem in which the pre-
diction exploits both the past information (the current network) and a noisy piece of information
(data) coming from the network where the new link has already appeared. The prediction scheme
we propose is based on integrating the current network with the data and is therefore ready for a
recursive implementation. Starting from the time-series data, we also propose an online learning
scheme for the parameters of a graphical model describing the network for which we want to
detect new links. The modeling of our network has been carried on over two different time
scales: a quicker one, over which we assume that the process representing the dynamics of the
agents can be considered to be stationary, and a slower one in which the model parameters may
vary.
Our work can be naturally cast in the context of identification of dynamic graphical models
that are particularly interesting in modeling high-dimensional data [10], [11], [12], [13], [14].
Particularly appropriate for big-data applications are in fact sparse graphical models that are
characterized by a reduced number of model’s parameters, thus reducing the risk of overfitting in
the estimation scheme. The problem of identifying graphical models is a major topic in statistics
and it has been tackled in various ways. Songsiri et al. [15], for instance, proposed to carry out
the identification of dynamic sparse graphical models associated to Gaussian autoregressive (AR)
processes solving a regularized maximum likelihood problem. A Bayesian reformulation of the
latter has been proposed in [16]. Concerning the identification of ARMA graphical models, we
mention [12] in which the identification of Gaussian ARMA models has been addressed. Here,
the MA part is introduced as prior and it has a particular structure. The identification is carried
over by employing a convex optimization approach solving a generalized moment problem like
the ones studied in many papers over the recent years; see [17], [18], [19], [20], [21], [22],
[23], [24], just to name a few. We will show that our system identification paradigm with prior
generalizes the ARMA graphical model identification framework of [12].
The paper is organized as follows: the notation and the background material on static and
dynamic graphical models used throughout the paper is recalled in Section II. Section III starts
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4with the introduction of the PLP problem in terms of a regularized optimization problem. An
interesting maximum likelihood interpretation and a recursive version of the optimization problem
just mentioned are reported in Section III as well. In Section IV the existence and the uniqueness
of the solution of the optimization problem previously set-up is proved. Section V reports results
of some numerical experiments meant to test the performances of the proposed method. Finally,
in Section VI we draw the conclusions and analyze some possible further extensions of the
present work.
II. NOTATION AND BACKGROUND
A. Notation
Given a matrix F , F> will denote the transpose of F , and F∗ its transpose-conjugate. If F is
square of dimension p, tr(F), det(F), F−1 stand for the trace, the determinant and the inverse
of F , respectively; moreover, diag(F) denotes the p-dimensional vector whose entries are the
diagonal elements of F while F ≥ 0 and F > 0 denote that F is positive semi-definite or positive
definite, respectively. Ip denotes the p× p identity matrix. We denote by Hp the real vector space
of Hermitian matrices of dimension p× p and by L∞(T,Hp) the Banach space of essentially
bounded functions defined on the unit circle T := {eiθ : θ ∈ [−pi,pi]} and taking values in Hp.
For any function in L∞(T,Hp), when it is clear from the context, we will drop the explicit
dependence on θ and we use the short-hand notation
∫
F for for the integral
∫ pi
−pi F(eiθ )
dθ
2pi . In
this paper we will deal in particular with functions in
S+p :=
{
F ∈ L∞(T,Hp) : F−α Ip ≥ 0 a.e. on T, ∃α > 0
}
namely, we will consider coercive, bounded functions defined on T. The operator PΩ : L∞(T,Hp)→
L∞(T,Hp) that maps a function F to its projection PΩ(F) onto a certain support Ω⊆{1, . . . , p}×
{1, . . . , p}, is defined as
[PΩ(F)]i j =
0 if (i, j) ∈Ω
c
Fi j if (i, j) ∈Ω
where Ωc denotes the complement of Ω in {1, . . . , p}×{1, . . . , p}. We define the following finite
dimensional vector space of matrix pseudo-polynomials
Pp,n :=
{
P ∈ L∞(T,Hp) : P(eiθ ) =
n
∑
k=−n
Pk eiθk, P−k = P>k ∈ Rp×p
}
April 30, 2020 DRAFT
5endowed with the norm
‖P‖P :=
∫ pi
−pi
|νp(eiθ )| dθ2pi , (1)
where νp(eiθ ), θ ∈ [−pi,pi], is the eigenvalue of P having maximum modulus. For a function
f defined in some metric space X and taking values in R, we denote by epi( f ) its epigraph
namely, the subset of X×R defined by
epi( f ) := {(x,β ) ∈ X×R : f (x)≤ β} .
The symbol E[·] denote the mathematical expectation.
B. Preliminaries on Graphical models
A static undirected graphical model is a graph G= (V,E) associated to a certain m-dimensional
Gaussian random vector x∼N(0,Σ), Σ= Σ> > 0, having vertexes V = {1, . . . ,m} representing
the components x1, . . . ,xm of x and edges E ⊂ V ×V describing the conditional dependence
relations between the components through the following equivalent relations
(i, j) /∈ E ⇐⇒ xi ⊥ x j |{xk}k 6=i, j ⇐⇒ (Σ−1)i j = 0, (2)
see for instance [10] for further details. Following [25], [11], [12] it is possible to provide a
dynamic counterpart of relation (2). In fact, let y := {y(t), t ∈ Z} be an m-dimensional, purely
non-deterministic, Gaussian stationary process and let Φ(eiθ ) its power spectral density defined
for θ ∈ [−pi,pi]. For any index set I ⊂ V , define as XI := span{x j(t) : j ∈ I, t ∈ Z} the closure
of the set containing all the finite linear combinations of the variables x j(t), j ∈ I, so that for
any i 6= j, the notation
X{i} ⊥ X{ j} |XV\{i, j}
means that for all t1, t2, xi(t1) and x j(t2) are conditionally independent given the space linearly
generated by {xk(t), k ∈V \{i, j}, t ∈ Z}. One can prove that
X{i} ⊥ X{ j} |XV\{i, j} ⇐⇒ [Φ(eiθ )−1]i j = 0, (3)
for any θ ∈ [−pi,pi]. The latter generalizes the static relation (2). Accordingly, we can construct
the undirected graph G = (V,E) representing the conditional dependence relations between the
components of the process y by defining the set of edges as follows:
(i, j) /∈ E ⇐⇒ X{i} ⊥ X{ j} |XV\{i, j}. (4)
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6In this framework, the graph G is completely characterized by the inverse power spectral density
of the process however, the information enclosed on the inverse spectrum Φ−1 is richer than the
one carried by the couple G= (V,E).
III. PARAMETRIC POSITIVE LINK PREDICTION
In this section the positive link prediction (PLP) problem is introduced in the simplest possible
setting. This will serve as a starting point to rephrase the PLP problem for dynamic systems,
starting from undirected graphical models for Gaussian time-series recalled in the previous
section. To the best of our knowledge, this point of view has not yet been considered in the
link-prediction community; we think, however, that it could be an interesting way to look at the
problem from a different angle. The main motivations come from the following considerations:
- it seems very reasonable that a similarity measure should take into account the dynamics
of nodes and edges and the relation between the two (and thus not only the topology of
the network) in predicting if a connection between them will appear;
- we want to detect pair of nodes that are directly connected while avoiding to detect a
link between nodes that exhibit correlated behaviors due to common connection with other
nodes. For this reason, our similarity score is not induced by dependence but rather by
conditional dependence. As we have seen, this is equivalent to detect the vanishing entries
in the inverse of the (matricial) spectral density. Notice that, by modifying a single entry
of the spectral density the whole zero pattern of its inverse may change completely so that
our similarity score accounts for the information distributed on the whole networks and has
therefore a global nature. This contrasts with other data driven approaches (see, e.g. [6])
where the similarity score is induced by a local property involving only the pair of nodes
under scrutiny or, at most, a neighborhood of the target nodes.
Dynamic conditional independence networks cover both aspects; in fact the presence of a link
between two nodes is established on the basis of the whole network’s dynamics. The approach
we propose is therefore quite different from the classic link prediction techniques: we consider
a time-series model for the nodes dynamics and our similarity measure is computed not only
from from the information on the current network topology but also from the current network
model through the collected data. The following example aims to introduce the PLP problem.
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7Example 1: The network in Figure 1 represents five agents a, b, c, d, e, as nodes, and their
reciprocal friendship relations at a certain time σ > 0 as solid edges. Suppose that at time τ > σ
agents b and d became friends with c, i.e. the dashed-red edges will appear in the network.
The PLP problem consists in detecting these red edges based on the information on the network
available at the previous time σ and some noisy data at time τ .
a
b
cd
e
G = (V,E)
edges already existing
at time σ
newly appeared edges
at time τ > σ
Fig. 1: Network of Example 1.
Hereafter we formalize our PLP problem. Let y := {y(t), t ∈Z} be an m-dimensional, Gaussian
stochastic process and suppose that in a sufficiently small time interval [σ−α, σ+α], for some
σ ∈Z+, α > 0, the process can be considered to be stationary [26] so that it can be approximated
by the parametric ARMA representation
n
∑
k=0
A j y(t− k) =
n
∑
k=0
B j e(t− k), e(t)∼N(0, Im), (5)
where A j, B j ∈Rm×m for j = 0,1, . . . ,m, and A0 = Im. Denote with Rk :=E[y(t)y(t−k)>], k ∈Z,
its k-th covariance lag, so that the power spectral density of the process is the Fourier transform
of the sequence (Rk)k∈Z,
Φσ (eiθ ) =
∞
∑
k=−∞
Rk e−iθk, R−k = R>k , θ ∈ [−pi,pi]. (6)
Accordingly, in the interval [σ −α, σ +α] a graphical model G(σ) = (V, Eσ ) associated to the
process y is defined. In light of what we have said in the previous section, the edges of G(σ) are
completely characterized by the support Ωσ ⊆ {(i, j) : i, j = 1, . . . ,m} of the inverse spectrum of
the process Φ−1σ ,
Ωσ =
{
(i, j) : [Φ−1σ (e
iθ )]i j 6= 0, for all θ ∈ [−pi,pi]
}
.
Notice that G(σ) represents the current network so both Φσ and Ωσ are assumed to be known.
Such model can be the result of previous studies on the network like for instance the so-called
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8huge prospective investigations carried out in medical research [27], [28], or it can be the outcome
of a previous reliable estimation, more on this second case is developed in Section III-B. Let
G(τ) = (V,Ωτ), τ > σ , be the graphical model associated to the process y over another time
interval [τ−β , τ+β ], β > 0, where the process can be considered stationary and can be described
by an ARMA representation as (5), of course with different model parameters A˜ j, B˜ j ∈ Rm×m
for j = 0,1, . . . ,m, and A˜0 = Im. For our application it is very reasonable to assume that the
model parameters do not change very much as the time interval change, see Remark 1 below.
As above, G(τ) corresponds to the support Ωτ of Φ−1τ : notice that both Φ−1τ and its support
Ωτ are uknown. Our aim is to estimate Φτ corresponding to a certain support Ωτ . Here G(σ)
represents the known current network while G(τ) plays the role of the new network, whose
edges we want to predict. By virtue of relations (3) and (4), the PLP scenario corresponds to
the case in which Ωσ ⊆Ωτ , i.e. the network described by Φ−1τ should have more edges than the
network described by the prior spectrum Φ−1σ . Suppose now that N observations y(1), . . . ,y(N)
of the process over the interval [τ−β , τ+β ] are given as well. Natural interpretations of this
nodes-related information are statistics coming from questionnaires or interviews, very diffuse
in the social networks framework. The available observations allow us to compute an estimate
of the first n+1 covariance lags R0, . . . ,Rn of y as
Rˆk =
1
N
N
∑
t=k
y(t)y(t− k)>, t ∈ [τ−β , τ+β ], k = 0,1, . . . ,n. (7)
so that the truncated periodogram
Φˆn,τ(eiθ ) =
n
∑
k=−n
Rˆk e−iθk, Rˆ−k = Rˆ>k , (8)
represents an estimate of the spectrum Φτ based on the data. Notice that Φˆn,τ is not positive
definite in general and, even if it were, Φˆ−1n,τ would not be sparse, in other words, it cannot be
the estimate we are looking for. Our PLP problem can then be formalized as follows.
Problem 1: Given the prior power spectral density Φσ and the observations y(1), . . . ,y(N),
estimate the spectrum Φτ and the support Ωτ of its inverse, such that Ωτ ⊇Ωσ , Φτ is as close
as possible to Φσ , and the moments constraints
∫
eiθkΦτ = Rˆk, are satisfied for k = 0,1, . . . ,n.
Remark 1: Figure 2 attempts to give an intuitive explanation of the problem set-up. We stress
the fact that, except for technical details, the framework is precisely the one informally presented
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9in Example 1. It is worth to note that the two intervals cannot be too far away from each other
otherwise the model could be completely different depending on the interval that is selected.
Considering the application this assumption is not as restrictive as it seems indeed, for instance,
real life considerations tell us that it is very rare that edges on a social network change drastically
over a relatively short period of time. This could happen after some ground-braking events that
can be safely considered outliers (e.g. social media after the death of Michael Jackson, see for
instance [29]).
σ − α σ σ + α τ − β τ τ + β
G(σ) ≈ Φ−1σ G(τ) ≈ Φ−1τ
Fig. 2: Pictorial clarification of the PLP set-up presented so far.
Having in mind the set-up just explained, we propose to reach the solution to Problem 1
through the following steps:
1) Consider a positive link selection problem: a simplified version of the PLP problem in
which the support Ωτ is known and only the model dynamics described by Φ−1τ needs to
be estimated.
2) Solve Problem 1 by combining step 1) with the estimation of the support Ωτ from
observations.
In order to ease the presentation, let us call Ψ :=Φσ the prior spectral density such that PΩcσ (Ψ)=
0, Φ := Φτ the spectrum we want to estimate and Φˆn := Φˆn,τ the corresponding truncated
periodogram (8). Moreover, we assume that Φ,Ψ ∈ S+m and that Ψ is rational. It is worth noting
that most of the results of this paper could be extended to a non-rational Ψ at the price of
technical complications that would obscure the presentation.
In light of the previous observations, we start by assuming the support Ωτ to be known.
Accordingly, Problem 1 reduces to the estimation of the spectral density Φ, whose inverse needs
to have the specified support Ωτ , given the prior Ψ and the observations y(1), . . . ,y(N). This
scenario is appropriate for setting-up the following link-selection problem:
argmin
Φ∈S+m
D(Φ‖Ψ)
subject to PΩτ
(∫
eiθkΦ− Rˆk
)
= 0, k = 0,1, . . . ,n.
(9)
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where
D(Φ‖Ψ) := 1
4pi
∫ pi
−pi
− logdetΦ+ logdetΨ+ tr(Ψ−1Φ)dθ −m (10)
is the multivariate form of Itakura-Saito pseudo-distance among power spectral densities Φ and
Ψ, employed in signal processing [30]. Computational-complexity arguments and rationality
constraints on the spectra motivate the choice of (10) as cost functional to be minimized in these
kind of problems, see [31], [32] for a deeper discussion on that.
Remark 2: It is worth noticing that the support’s constraints on the moments in Problem (9)
are the natural way to make the problem accounting the information provided by the observations
y(1), . . . ,y(N), that has to be used in the identification procedure, together with the prior Ψ. In
fact, we do not impose that Φ matches entirely the estimated moments Rˆk, k = 0,1, . . . ,n. The
condition in (9) has indeed the following interpretation: we believe that only the covariances
between the nodes in Ωτ are reliable.
Starting from [33], [34], Dempster problems have been developed, progressively generalized
and adapted to different frameworks in a blooming stream of literature including [17], [18], [19],
[20], [21], [22], [35], [36], [37], [38]. However, generalized Dempster problems in graphical-
models scenarios always involve maximum entropy problems in which some kind of entropic
functional is maximized under linear constraints [12], [13], [15], [14], [39]. In this respect,
Problem (9) in which a relative entropy functional is minimized, appears to be an original
approach for graphical models applications.
As in Dempster’s setting [33], [40], the natural representation of our problem is given in terms
of inverse power spectral densities. Duality theory proves to be the right tool for re-parametrize
the problem. The Lagrangian for Problem (9) is
L(Φ, Λ˜) =D(Φ‖Ψ)−
n
∑
k=0
〈
PΩτ
(
Rˆk− 12pi
∫ pi
−pi
Φeiθk dθ
)
, Λ˜k
〉
,
where Λ˜= [Λ˜0 Λ˜1 · · · Λ˜n], Λ˜−k = Λ˜>k ∈Rm×m, encloses the Lagrange multipliers. Recalling
that the projection operator is self-adjoint, we can rewrite the Lagrangian as
L(Φ,Λ) =D(Φ‖Ψ)−
n
∑
k=0
〈
Rˆk− 12pi
∫ pi
−pi
Φeiθk dθ , Λk
〉
,
where Λ = [Λ0 Λ1 · · · Λn] with Λk := PΩτ (Λ˜k), k = 0,1, . . . ,n, are the new multipliers.
Moreover, from
Rˆk =
1
2pi
∫ pi
−pi
Φˆn eiθkdθ , k = 0,1, . . . ,n,
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we get
L(Φ,Λ) =D(Φ‖Ψ)− 1
2pi
∫ pi
−pi
n
∑
k=0
tr
[
Λ>k
(
Φˆn−Φ
)
eiθk
]
dθ
=
1
4pi
∫ pi
−pi
− logdetΦ+ logdetΨ+ tr(Ψ−1Φ)
+2
n
∑
k=0
tr
(
Λ>k Φ
)
eiθk−2
n
∑
k=0
tr
(
Λ>k Φˆn
)
dθ −m.
By defining the pseudo-polynomial
Q(eiθ ) :=
n
∑
k=−n
Qk e−iθk, with Qk :=
2Λ0 if k = 0,Λ>k if k 6= 0,
we can re-parametrize the Lagrangian as
L(Φ,Q) =
1
4pi
∫ pi
−pi
− logdetΦ+ logdetΨ
+ tr
[(
Ψ−1+Q
)
Φ
]− tr(QΦˆn) dθ −m
Notice that by construction, Q = Q(eiθ ) has support Ωτ , i.e. PΩcτ (Q) = 0. Thanks to the mono-
tonicity of the integral, it suffices to minimize the integrand (strictly convex in Φ),
f (Φ,Q) :=− logdetΦ+ logdetΨ
+ tr
[(
Ψ−1+Q
)
Φ
]− tr(QΦˆn) .
If δ f (Φ,Q;δΦ) denotes the Gaˆteaux derivative of f in a certain direction δΦ ∈ L∞(T,Hm) we
have that
δ f (Φ,Q;δΦ) = 0, ∀δΦ ∈ L∞(T,Hm),
if and only if
Φ=Φo =
(
Ψ−1+Q
)−1
, (11)
provided that Q∈Pm,n is chosen such that Ψ−1+Q> 0 on [−pi,pi]. Observe that Φ−1o computed
as in (11), has support Ωσ ∪Ωτ = Ωτ which agrees with the positive link prediction set-up.
Accordingly, the dual problem readily follow
argmax
Q∈Q+Ψ
1
4pi
∫ pi
−pi
logdet
(
Ψ−1+Q
)− tr(QΦˆn) dθ
subject to PΩcτ (Q) = 0,
(12)
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where
Q+Ψ :=
{
Q ∈ Pm,n : Ψ−1(eiθ )+Q(eiθ )> 0, ∀θ ∈ [−pi,pi]
}
is the domain of optimization, open and unbounded. In view of (11) and (12) the solution to
Problem (9) is such that its inverse has support Ωτ , i.e. we have more (conditional) dependencies
between the variables in the new network. We refer the reader to Section IV, Theorem 2, for
the discussion of existence and uniqueness of the solution of Problem (9).
Remark 3: It is interesting to note that Problem (9) solves the problem of identifying an ARMA
graphical model with topology Ωτ provided that the prior spectral density Ψ corresponds to a
graphical model having topology Ωσ ⊆ Ωτ . It is worth noting that a similar problem has been
addressed in [12] with the following formulation:
argmax
Φ∈S+m
− tr
∫
ψ log(ψΦ−1)
subject to PΩτ
(∫
eiθkΦ− Rˆk
)
= 0, k = 0,1, . . . ,n,
(13)
where ψ is a scalar spectral density a priori known. Notice that (13) is equivalent to minimize
DKL(ψ Im‖Φ) := tr
{∫
ψ log(ψΦ−1)−ψIm+Φ
}
where the last two terms are constant, as ψ is known and the moments constraint in (13) ensures
that tr
∫
Φ = tr(Rˆ0). Using arguments similar to the ones in [41], it is not difficult to see that
DKL(ψIm‖Φ) is actually a pseudo-distance between ψIm and Φ (DKL(ψIm‖Φ)≥ 0 with equality
if and only if ψIm = Φ), representing the natural extension of the Kullback-Leibler divergence
between multivariate power spectral densities in which the first argument has the particular
structure ψIm. Therefore, our problem is in the same spirit of Problem (13). In particular, if we
take Ψ = Im in (9) and ψ = 1 in (13), then the two problems do coincide, i.e. they maximize
the entropy rate of the process. In our setting, however, the scalar prior ψIm would correspond
to a graphical model with disconnected nodes. In principle, one could extend Problem (13) to a
prior corresponding to a graphical model having topology Ωσ ⊆Ωτ . However, in this case, the
variational analysis cannot not be carried out.
The second step of our solution consists in combining Problem (12) with the estimation of the
support Ωτ in order to obtain an optimization problem for the solution of Problem 1. Following
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[15], [14], we propose to perform this step by resorting to a regularized version of Problem (12),
namely1
argmin
Q∈Q+Ψ
JΨ(Q) (14)
where
JΨ(Q) : =
∫ [− logdet(Ψ−1+Q)+ tr(QΦˆn)]+λ h∞σ (Q)
=
∫
tr
[
QΦˆn− log
(
Ψ−1+Q
)]
+λ h∞σ (Q)
and
h∞σ (Q) = ∑
(h,k)∈Iσ
max
{
|(Q0)hk|, max
j=1,...,n
|(Q j)hk|, max
j=1,...,n
|(Q j)kh|
}
,
with Iσ := {(h,k) ∈V ×V \Ωσ : k > h}, plays the role of the `1-norm used to induce sparsity
on vectors and it has been proposed in [15] for inducing group-sparsity to Q0, . . . ,Qn. It is worth
noticing that the sparsity-inducing regularization, tuned by the parameter λ > 0, acts only on the
elements of the Qks in positions that are not contained in the support Ωσ , according to the fact
that Ωσ ⊆Ωτ . This allow us to reduce the bias introduced by the regularization in the estimation
procedure. Indeed, regularization here is used to decide whether an edge is present or not. Since
we already know the presence of the edges in Icσ , we do not need regularization for them. The
proof of the existence and the uniqueness of the solution to Problem (14) is devoted to Section
IV.
We are aware that at first sight, our set-up may seems far apart with respect to the typical
settings adopted in the link prediction community. However, if we have a closer look to the
problem we readily find out that we are actually just proposing a different choice of score
matrix to decide how much a pair of nodes are inclined to get connected. Our approach suggests
that a suitable similarity measure should be an indicator of the conditional dependence between
the variables. In order to introduce such a measure, we define the partial coherence of the
predicted spectrum Φ−1τ as
Γτ(eiθ ) := diag[Φτ(eiθ )]1/2Φ−1τ (e
iθ ) diag[Φτ(eiθ )]1/2, (15)
for all θ ∈ [−pi,pi]. This is a standard tool the frequency-domain analysis of time series and
it measures the dependence between two time series after removing the linear time invariant
1Notice that in order to deal with convex functions, instead of maximizing the objective function (as in Problem (12)) we are
now minimizing the opposite function (multiplied by a factor 2).
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effects of a the other series [25], [11], [15]. The similarity measure that is naturally induced by
our approach in order to rate an edge is therefore
(Gτ)i j :=
√∫ pi
−pi
|[Γτ(eiθ )]i j|2 dθ , (i, j) ∈V ×V \Ωσ ,
and the matrix Gτ := [(Gτ)i j] represents our score matrix. As the score matrix Gτ will have
some small entries but, in general, will not be exactly sparse, a thresholding procedure is needed
in order to obtain an estimate of the support Ωτ that defines a network topology according to
relations (3)-(4). More precisely, we will consider the edge (i, j) ∈V ×V \Ωσ to be in Ωτ only
if its score is greater than a certain threshold tr > 0 (to be suitably selected) namely,
(i, j) ∈Ωτ ⇐⇒ (Gτ)i j > tr.
To conclude, it is interesting to note that given a pair (i, j) ∈ V ×V \Ωσ , one can get a
straightforward interpretation of (Gτ)i j in term of best (linear) predictors of yi and y j, namely
yˆi(t) := E
[
yi
∣∣YV\{i, j}] and yˆ j(t) := E[y j ∣∣YV\{i, j}]
respectively, where YV\{i, j} := span{yk(t) : k∈V \{i, j}}. Then (Gτ)i j is related to the correlation
between the estimation errors ε i(t) := yi(t)− yˆi(t) and ε j(t) := y j(t)− yˆ j(t) by noticing that
(Gτ)i j =
∥∥∥∥∥ Φε i,ε j√Φε iΦε j
∥∥∥∥∥
2
,
where Φε i , Φε j are the spectra of ε i, ε j and Φε i,ε j is the corresponding cross spectrum.
A. Maximum Likelihood Interpretation
In this section we show that Problem (12) has a nice interpretation as (regularized) maximum
likelihood problem. This interpretation is based on an frequency approximation of the likelihood
function of a Gaussian sample, firstly introduced by Whittle [42], [43] for scalar stationary
processes. Over the years, the so-called Whittle likelihood approximations have been generalized
to multivariate stationary processes [44] and also extended to the non-stationary case [26].
Consider process (5) having power spectral density Φ as in (6), and let Φˆn as in (8) be its trun-
cated periodogram computed on the basis of N given observations of the process y(1), . . . ,y(N).
The assumptions on model (5) that guarantee the following to hold are to some extent classical,
however, they require a quite technical presentation that the interested reader can find in [44,
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Sec. 2]. Let yN = [y(1)> · · · y(N)>]>, then the N-dimensional probability density p(yN ;Φ) :=
p(y(1), . . . ,y(N);Φ) of the random variables y(1), . . . ,y(N) has the well-known form
p(yN ;Φ) =
1√
(2pi)N detTN(Φ)
exp
{
−1
2
y>N TN(Φ)
−1yN
}
where TN(Φ) = E[yN y>N ] is the mN×mN Toeplitz matrix whose (h,k)-th block is defined as
T (Φ)hk =
∫ pi
−pi
Φ(eiθ )ei(h−k)θ
dθ
2pi
= Rh−k, 1≤ h,k ≤ N+1.
The corresponding negative log-likelihood (up to scaling factors and constant terms) is
˜`N(Φ) =
1
N
logdetTN(Φ)+
1
N
y>NTN(Φ)
−1yN . (16)
Various frequency approximations of (16) may be introduced [44], [45]. In order for us to define
one of those, we introduce the discrete Fourier transform of the data
YN(eiθ ) =
1√
N
N
∑
p=1
y(p)e−iθ p
such that
ΦˆN(eiθ ) = YN(eiθ )YN(eiθ )∗ =
N−1
∑
k=−(N−1)
Rˆk e−iθk,
where Rˆk, such that Rˆ−k = Rˆ>k , k = 0,1, . . . ,N− 1, computed as in (7), is the periodogram of
the process y. With these definitions it can be shown [44] that
( ˜`N− `∞)→ 0 almost surely as
N→ ∞, where
`∞(Φ) =
∫ pi
−pi
− logdetΦ(eiθ )−1+ tr
[
Φ(eiθ )−1 ΦˆN(eiθ )
] dθ
2pi
. (17)
In this sense Problem (12) can be interpreted, at least asymptotically, as a (regularized) maximum
likelihood problem, in which we have to minimize `∞(Φ) with Φ belonging to the parametric
family
PΨ,Q :=
{
Φ=
(
Ψ−1+Q
)−1
: Q ∈ Q+Ψ
}
,
for a given Ψ ∈ S+m . Notice that
Q(eiθ )ΦˆN(eiθ ) =
N−1
∑
k,h=−(N−1)
Qk Rˆh e−iθ(k+h),
where Qk = 0 for k = n+1, . . . ,N−1, because Q ∈ Pm,n. Hence,
Q(eiθ )ΦˆN(eiθ ) =
n
∑
k,h=−n
Qk Rˆh e−iθ(k+h) = Q(eiθ )Φˆn(eiθ )
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where Φˆn is the truncated periodogram (8) of the process. Accordingly, minimizing (17) over
PΨ,Q is equivalent to minimize∫ pi
−pi
− logdet(Ψ−1+Q)+ tr(QΦˆn) dθ2pi (18)
over Q+Ψ. Save for the regularization term, (18) is precisely the index JΨ of (12).
B. Recursive Positive Link Prediction
Our approach can be easily embedded in a recursive approach that perfects the previous
estimation given new available data. Suppose that we want to study a certain network over
the time interval [0, T ]. We refer to the time window [k−α,k+α], α > 0, k > 0, as the time
window τ = k, see the beginning of this section. Moreover, we assume that at time τ = 0 a prior
information concerning the whole network is summarized in the spectrum Φ0 whose inverse has
support Ω0 and observations y(1)(1), . . . ,y(1)(N1) related to the present time window τ = 1 are
available. Then we can find Q1 by solving Problem (14) so that the predicted network at time
τ = 1 is given by Φ−11 =Φ
−1
0 +Q1. The same reasoning applied at time k+1 leads to
Qk+1 = argmin
Q∈Q+Φk
JΦk(Q) (19)
from which
Φ−1k+1 =Φ
−1
k +Qk+1 =Φ
−1
0 +
k+1
∑
l=1
Ql(eiθ ),
Ql ∈Pm,n, l = 1, . . . ,k+1, being Φk the output for the estimation procedure at step k. Therefore,
Problem (19) is equivalent to
Qk+1 = argmin
Q∈Q+Φ0
J˜Φ0,k(Q),
where
J˜Φ0,k(Q) :=
1
4pi
∫ pi
−pi
logdet
(
Φ−10 +Q
)− tr(QΦˆn,k) dθ .
What we just saw implies that the upper-bound on Mcmillan degree of Φk is constant and finite
with respect to k, more precisely
deg(Φk)≤ deg(Φ0)+n, ∀k > 0.
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It is worth noticing that, thanks to the latter upper-bound, the complexity of the model is
guaranteed not to explode even if the number of iterations gets considerably high (potentially
infinite). The corresponding iterative scheme is represented in Figure 3:
- Initialization. Initial prior Φ0 and observations y(1)(1), . . . ,y(1)(N1).
- Iteration. Given y(k+1)(1), . . . ,y(k+1)(Nk+1) for k = 1,2, . . . ,T compute Qk+1 by solving
(19).
solve
optimization
(19)
... observations
prior network estimated
network
Φˆ(k+1)n
Φ(k) Φ(k+1)
k + 1← k
time update
Fig. 3: Iteration k of recursive DPLP scheme.
IV. EXISTENCE AND UNIQUENESS OF THE SOLUTION
This section is devoted to the proof of the existence and uniqueness of the solution for the
regularized dual Problem (14). The idea of the proof is the following. We first extend the
definition of JΨ(Q) to the boundary of Q+Ψ and show that this extended function do admit a
unique minimum there. We then show that this minimum cannot be on the boundary. Let
∂Q+Ψ :=
{
Q ∈ Pm,n :Ψ−1(eiθ )+Q(eiθ )≥ 0 and singular,
∃θ ∈ [−pi,pi]
}
be the boundary of Q+Ψ and introduce the sequence of functions
(
JnΨ
)
n≥1 over
Q¯+Ψ : = Q
+
Ψ∪∂Q+Ψ
=
{
Q ∈ Pm,n : Ψ−1(eiθ )+Q(eiθ )≥ 0, ∃θ ∈ [−pi,pi]
}
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defined as
JnΨ(Q) :=
∫ pi
−pi
tr
[
QΦˆn− log
(
Ψ−1+Q+
1
n
Im
)]
dθ
2pi
+λ h∞σ (Q)
for n≥ 1. Notice that JnΨ is a strictly-convex and continuous function on Q¯+Ψ, therefore epi
(
JnΨ
)
is convex and closed on Q¯+Ψ×R for any n≥ 1. Moreover, the sequence
(
JnΨ
)
n≥1 is monotonically
increasing so the pointwise limit
J∞Ψ(Q) := limn→∞ J
n
Ψ(Q),
exists and it is a strictly-convex and continuous function over Q¯+Ψ because epi
(
J∞Ψ
)
=∩n≥1epi
(
JnΨ
)
.
First of all we ensure that J∞Ψ coincides with the original JΨ on its domain of definition Q
+
Ψ:
Lemma 1: The following relation holds on Q+Ψ:
J∞Ψ ≡ JΨ. (20)
Proof: The result can be proved by using the dominated-convergence theorem: let
fn(θ) :=− tr log
(
Ψ−1+Q+
1
n
Im
)
, n≥ 1,
f (θ) :=− tr log(Ψ−1+Q) ,
defined for θ ∈ [−pi,pi]. Clearly fn is a continuous and therefore measurable function of θ , for
any n≥ 1, and moreover fn ↑ f pointwise (recall that Ψ−1 and Q are continuous functions of θ )
ensuring that the limit f is itself measurable. In addition, | fn| ≤ g pointwise (and therefore a.e.)
for any n≥ 1, where g = | f | ∈ L1(T,Hm) since Q ∈ Q+Ψ. By Lebesgue’s dominated-convergence
theorem, f ∈ L1(T,Hm) and
lim
n→∞
∫
− tr log
(
Ψ−1+Q+
1
n
Im
)
= lim
n→∞
∫
fn
=
∫
lim
n→∞ fn =
∫
− tr log(Ψ−1+Q)
where the last equality follows from continuity of tr(·) and log(·). The conclusion is now
straightforward:
J∞Ψ(Q) = limn→∞J
n
Ψ(Q) =
∫
tr
[
QΦˆn
]
− lim
n→∞
∫
tr log
(
Ψ−1+Q+
1
n
Im
)
+λ h∞σ (Q)
= JΨ(Q).
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for any Q ∈ Q+Ψ.
We now show our existence and uniqueness result for the extended function J∞Ψ.
Lemma 2: The function J∞Ψ admits a unique minimum on Q¯
+
Ψ.
Proof: Since we have already seen that J∞Ψ is strictly convex on Q¯
+
Ψ, it is sufficient to show
that it is also proper on Q¯+Ψ. First, notice that J
∞
Ψ is not identically +∞ on Q¯
+
Ψ, and it is easy to
see that for any n≥ 1,
JnΨ(Q)≥ cost.+
∫ pi
−pi
µ1
m
∑
i=1
λi− 1µ1 log
(
λi+
1
n
)
dθ
2pi
(21)
≥ cost.+ 1
µ21
+
1
n
>−∞,
where µ1(eiθ ) is the minimum eigenvalue of Φˆn while λ1(eiθ )≤ ·· · ≤ λm(eiθ ) are the eigenvalues
of Ψ−1+Q. Taking the limit for n→ ∞ on both sides, we conclude that J∞Ψ >−∞ on Q¯+Ψ. The
last step consists in proving that
J∞Ψ(Q
(k))→+∞ when (Q(k))k≥1 ⊆ Q¯+Ψ : ‖Q(k)‖P→ ∞.
Let (Q(k))k≥1⊆ Q¯+Ψ be such that ‖Q(k)‖P→∞ as k→∞ and denote by λ (k)1 (eiθ )≤ ·· · ≤ λ (k)m (eiθ )
the eigenvalues of Ψ−1+Q(k) for any k≥ 1. With ξi(eiθ ) and ν(k)i (eiθ ), i= 1, . . . ,m, we denote the
eigenvalues of Ψ−1 and Q(k) respectively, assumed to be ordered as the λ (k)i s. For the sequence
(Q(k))k≥1 we have ‖Q(k)‖P → ∞ as k→ ∞. Starting from (21) and applying Weyl’s Theorem
[46, Section 4.3] we get
JnΨ(Q
(k))≥ cost.+
∫ [
µ1
m
∑
i=1
(ξ1+ν
(k)
i )−
1
µ1
log
(
ν(k)i +ξm+
1
n
)]
≥ cost.+µ1
∫ [
ξm+ν
(k)
m − mµ1 log
(
ν(k)m +ξm+
1
n
)]
≥ cost.+µ1
∫ [
ν(k)m
]
− m
µ1
log
(∫
ν(k)m +ξm+
1
n
)
,
(22)
where the last step follows from the Jensen’s inequality. Now observe that
‖Q(k)‖P =
∫
|ν(k)m |=
∫
V
(k)
+
ν(k)m +
∫
V
(k)
−
(−ν(k)m ), (23)
where
V
(k)
+ :=
{
θ ∈ [−pi,pi] : ν(k)m (eiθ )> 0
}
,
V
(k)
− :=
{
θ ∈ [−pi,pi] : ν(k)m (eiθ )< 0
}
.
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From Weyl’s Theorem −ν(k)m ≤ ξm, therefore the second integral in (23) is bounded above and
‖Q(k)‖P→ ∞ =⇒
∫
V
(k)
+
ν(k)m → ∞.
From (22) the inequality
JnΨ(Q
(k))≥ cost.+µ1
∫ [
ν(k)m
]
−µ1
∫
V
(k)
−
[
−ν(k)m
]
− m
µ1
log
(∫ [
ν(k)m
]
−
∫
V
(k)
−
[
−ν(k)m )
]
+ξm+
1
n
)
holds for any n≥ 1. Taking the limit for k→+∞ on both sides we obtain that JnΨ(Q(k))→+∞
when ‖Q(k)‖P→ ∞ for any n ≥ 1 and therefore also when n→ ∞, i.e. J∞Ψ(Q(k))→ +∞ when
‖Q(k)‖P→∞. Given the fact that the index J∞Ψ is strictly convex over Q¯+Ψ, a Weierstrass’-theorem
argument [47, pp. 35] allows to conclude that J∞Ψ admits unique minimum point Q¯
+
Ψ.
The last step consists in showing that the minimum of J∞Ψ cannot be on the boundary.
Lemma 3: The minimum of J∞Ψ is attained in Q
+
Ψ.
Proof: Let Qo ∈ ∂Q+Ψ. For any ε > 0, Qo+εIm ∈ Q¯+Ψ and h∞σ (Qo+εIm) = h∞σ (Qo). Bringing
the limit inside the integral, we can find an upper-bound to the right Gaˆteaux derivative of J∞Ψ
in direction δQ = Im, i.e.
δJ∞Ψ(Qo; Im) = limε↓0
J∞Ψ(Qo+ εIm)−J∞Ψ(Qo)
ε
.
Notice that δJ∞Ψ(Qo; Im) = dF/dε where
F(ε) :=
∫ pi
−pi
tr
[
(Qo+ εI)Φˆn− log
(
Ψ−1+Qo+ εI
)] dθ
2pi
,
defined for any ε > 0. In fact, notice that
f (θ ,ε) := tr
[
(Qo+ εI)Φˆn− log
(
Ψ−1+Qo+ εI
)]
is integrable for each ε > 0 and, by a similar argument as the one used in (22),∣∣∣∣∂ f (θ ,ε)∂ε
∣∣∣∣≤ ∣∣ tr(Φˆn)∣∣+(λm+1)∣∣ tr(Ψ−1+Qo+ εI)∣∣=: g(θ),
with g ∈ L1(T,Hm), for any ε > 0 and θ ∈ [−pi,pi]. Accordingly, F is differentiable and
δJ∞Ψ(Qo; Im) =
dF(ε)
dε
=
∫ ∂ f (θ ,ε)
∂ε
=
∫
tr
(
Φˆn
)− tr[I+ (Ψ−1+Qo)−1]
≤ m
∫
µm
dθ
2pi
−
∫
tr
[
I+
(
Ψ−1+Qo
)−1]
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where µm(eiθ ), θ ∈ [−pi,pi], is the maximum eigenvalue of Φˆn. Inasmuch Qo ∈ ∂Q+Ψ, tr(Ψ−1+
Qo)−1 is a positive rational functions having poles on T, accordingly
∫
tr(Ψ−1+Qo)−1→+∞
and therefore δJ∞Ψ(Qo; Im)→−∞. Hence, for ε > 0, sufficiently small, J∞Ψ(Qo + εI) < J∞Ψ(Qo)
so that Qo cannot be the minimum. Equivalently, the minimum cannot belong to ∂Q+Ψ.
As a result of the previous steps, we have the following result that provides a solid theoretical
ground to our work:
Theorem 1: Problem (14) admits a unique solution Qo ∈ Q+Ψ.
Before concluding the section, it is worth noticing that Problem (14) is a regularized (and
thus more complex) version of Problem (12). Thus, by following the same steps of the proof
of Theorem 1, we can extend also the objective function of Problem (12) to the closure of the
original domain Q+Ψ. Hence, we can apply Weierstrass Theorem and conclude that Problem (12)
admits a minimum in the closed domain. Then, by resorting to the same argument of Lemma
3 we can show that the minimum is actually attained on Q+Ψ i.e. it cannot be achieved on the
boundary. Finally, by duality occurring between Problem (9) and Problem (12), we have the
following ancillary result that, as discussed in Remark 3, solves the problem of identifying an
ARMA graphical model with topology Ωτ thus extending to a general prior the work [12].
Theorem 2: Problem (9) admits a unique solution.
V. SIMULATION RESULTS
In this section we present some numerical examples illustrating the performances of the
proposed method for positive link prediction problems. More specifically, the experiments test the
proposed algorithm over a network of agents in two directions: the case in which the underlying
dynamics can be well approximated by an AR model, i.e. the involved spectra are trigonometric
polynomials, and the case in which the approximation is made through an ARMA model.
AR dynamics: Suppose that the dynamic of the agents composing the network is described
by model (5) with Bk = 0 and Fk =−A−10 Ak for all k > 0,
y(t) =
n
∑
k=1
Fk y(t− k)+e(t), (24)
i.e. by the AR process y(t) = F(z)y(t)+e(t) in which F(z) =∑nk=0 Fk z
−k, the dimension of the
process is m = 10 and the order of the process is n = 2. The set-up for this test is the one of
Recursive PLP explained in Section III-B, for a window of length T = 2. The initial information
of the network is enclosed in a prior spectral density Φ0 whose inverse has support Ω0 and the
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supports Ω1 and Ω2 of the spectra Φ−11 and Φ
−1
2 need to be estimated according to the iterative
scheme
Φ0 Φ1 Φ2,
outlined in Section III-B. Figure 4 depicts the poles of the shaping filter [I−F(z)]−1 of model
(24) at times τ = 0,1,2 from left to right respectively, while Figure 5 reports the support of Φ−10
(left) and the supports of the spectra Φ−11 (center) and Φ
−1
2 (right) that have to be estimated. It
is worth noting that we are dealing with an unfriendly prediction network. Indeed, being Ni the
set of neighbors of agent i according to the network topology of G(0), consider the common
neighbors similarity measure at time τ = 1,
(CN0)i j = card(Ni∩N j),
where card(Ni∩N j) denotes the cardinality of set Ni∩N j. It is not difficult to see that (CN0)i j = 0
for any edge (i, j) appearing in G(1), while (CN0)i j = 1 for any (i, j)∈ΩCN1 := {(2,6), (3,7), (3,9)(5,10),(7,9)}
and ΩCN1 contains edges not appearing in G(1). A similar scenario happens for the prediction
time τ = 2 revealing that the common neighbors measure leads to low prediction accuracy for
this kind of network.
0 0.5 1 0 0.5 1 0 0.5 1
Fig. 4: Poles the shaping filter [I−F(z)]−1 of the AR model: time τ = 0 (left), time τ = 1
(center), time τ = 2 (right).
In regard to our method, the computation of the estimates Ωˆ1 and Ωˆ2 of the respective supports
Ω1 and Ω2, exploits the information coming from N1 =N2 = 1000 data samples together with the
previously estimated spectrum and it is performed by solving Problem (19) for each estimation
step using the CVX package of Matlab [48], [49]. As mentioned in Section III the estimates of
the inverse spectra produced by our method are close to be sparse. Figure 6 displays the score
matrices Gτ , τ = 1,2, obtained by evaluating the partial coherence-based similarity measure with
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Ω0 Ω1 Ω2
= no edge
= edge since time 0
= edge appeared at time 1
= edge appeared at time 2
Fig. 5: Support of the prior Φ−10 (left), and true supports of the spectra Φ
−1
1 (center) and Φ
−1
2
(right) that have to be estimated.
G1 G2
0
0.2
0.4
0.6
0.8
1
Fig. 6: Score matrices G1 and G2 for estimation of the supports Ω1 and Ω2, respectively.
regularization parameter λ = 0.0427 that has been kept constant for both the estimation steps.
Accordingly, the estimates of the supports, namely the estimated network topologies, have been
obtained by a thresholding procedure that sets to zero all the entries in position (i, j)∈V×V \Ωσ
such that (Gτ)i j < tr. The threshold value for this simulation is tr = 3 ·10−4, kept constant for
both the estimation steps.
Figure 7 displays the resulting support estimates for different values of the regularization param-
eter λ , that has been kept constant for both the estimation steps. The value λ = 0.0427 is a good
choice in that the procedure has reached the perfect recovery of Ω1 and only one non-zero entry
is missing in the estimate Ωˆ2 when compared to Ω2. To give a wider view on the performances
of the proposed algorithm, Figure 7 reports also the results for λ = 0.09 (left column), which
results in excessively sparse estimates, and the results for λ = 0.02 (right column) in which a
weak regularization effect is highlighted.
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= no edge
= edge since time s
= edge appeared at time t1
= edge appeared at time t2
λ = 0.09 λ = 0.0427 λ = 0.02
Ωˆ1
Ωˆ2
Fig. 7: Estimates of the supports Ω1 and Ω2 for different values of the regularization parameter
λ .
ARMA dynamics: This test illustrates the performances of the proposed method when the
model used to fit the data is an ARMA model of the type of (5) in which the dimension of
the process is m = 4 while the order of the polynomial part Q is set to n = 4. This experiment
generalizes the approach proposed in [15] to the case of a vector MA part. To relate our results
with [15], we actually consider the solution of Problem (14) in two different cases: the case in
which an ARMA prior spectral density Ψ−1 and its support Ωσ are available, and the case in
which Ψ≡ Im (and Ωσ = Im) namely, the regularized maximum likelihood estimator of [15], in
which we require our estimation procedure to fit the ARMA model (5) with an AR model of
order n = 6 (so that to have a comparable number of parameters). Figure 8 reports the inverse
of the ARMA prior power spectral density chosen for the first test (above) with its support Ωσ
(below left), and the support Ωτ of Φ−1 that has to be estimated (below right). The results of
the simulations corresponding to λ = 0.04 are illustrated in Figure 9 where the true Φ−1 (blue)
is compared to its estimates obtained from the two different priors. In particular, the red line
represents the estimate Φˆ−1ARMA of Φ
−1 computed from the ARMA prior Ψ depicted in Figure 8
while the estimate Φˆ−1AR6 computed without prior information is represented with the green line.
Also for these set of simulations, the supports of the estimated spectra has been computed on the
basis of the partial coherence-based similarity measure followed by the thresholding procedure
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0
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−pi 0 pi−1
0
1
−pi 0 pi0
5
·10−2
−pi 0 pi0
1
2
|Ψ
−
1
|
arg
(Ψ
−
1)
Ωσ Ωτ
= no edge = edge since time σ = edge appeared at time τ
Fig. 8: Inverse of the ARMA prior (above), prior’s support (below left) and true support of Φ−1
(below right).
(with tr = 0.1) and we can see from Figure 9 how the estimation procedure is able to recover the
true support Ωτ with both priors. However, it can be noticed that the presence of the prior leads
to an enhancement of the estimation capabilities of the proposed procedure. This is particularly
highlighted by the comparison between the entries in position (4,1) in Figure 9. The proposed
algorithm has been tested also in the case in which the true model has been tested also on an
AR model of the same order n = 4 of the ARMA model used for the estimation. As expected,
the resulting estimate ΦˆAR4 has turned out to be worse than the estimate ΦˆAR6 .
VI. CONCLUSIONS
In this work, positive link prediction as detection problem is approached as an identification
problem for ARMA graphical models when some a-priori information is available. The main
contribution of this work is the introduction of a similarity measure that instead of relying on
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Fig. 9: Comparison between the true Φ−1 and its estimate Φˆ−1ARMA computed from the ARMA
prior and its estimate Φˆ−1AR6 computed with no prior information.
properties that the network is expected to fulfill, it relies on noisy observations of the network
at the current time, setting the proposed link-detection method in the context of (partially) data-
driven approaches. The positive link prediction problem was rephrased as a suitable optimization
problem whose solution has been formally proved to exist and to be unique. Although this
work is mainly theoretically-focused, the solution has been computed numerically for different
synthetic-data case studies and the method has been compared with the existing methods for the
identification of graphical models showing an improvement of the performances with respect to
the case in which no a-priori information is available.
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