Abstract. This article examines lower bounds for the representation growth of finitely generated (particularly profinite and pro-p) groups. It also considers the related question of understanding the maximal multiplicities of character degrees in finite groups, and in particular simple groups.
Introduction
The representation growth of residually finite (particularly profinite) groups is a relatively new area of research ( [15] , [11]) , not yet as rich as the study of subgroup growth [16] . In this work we study lower bounds for the representation growth of pro-p and profinite groups, and the connected topic of character degree multiplicities for finite groups.
Let G be a finitely generated, residually finite group, and let r n ðGÞ be the number of inequivalent, complex irreducible representations of G of dimension n, whose kernels have finite index. If G is a finitely generated profinite group, r n ðGÞ is the number of continuous complex irreducible representations of dimension n. When we say 'finitely generated, residually finite group', we allow the case where G is a finitely generated profinite group. The main aim of representation growth is to relate the arithmetic properties of the sequence ðr n ðGÞÞ with algebraic properties of the group. A group G is FAb (short for 'finite abelianizations') if all finite-index subgroups of G have finite abelianizations; it is well known [1, Proposition 2] that all of the r n ðGÞ are finite if and only if G is FAb.
We begin with two contrasting theorems on bounding from below the sequences ðr n ðGÞÞ and ðR n ðGÞÞ, the latter being the partial sums of the sequence ðr n ðGÞÞ.
Theorem A. There exists a function f : N ! N such that f ðxÞ ! y as x ! y with the following property: for any infinite, finitely generated, residually finite group G with FAb, r n ðGÞ is greater than f ðnÞ infinitely often. In particular, for any such G, the sequence ðr n ðGÞÞ contains a subsequence that tends to infinity.
Theorem B. Let f be a divergent, non-decreasing function. There exists an infinite, finitely generated profinite group G such that R n ðGÞ < f ðnÞ for infinitely many n. In other words, there is no divergent, non-decreasing function f such that f ðnÞ < R n ðGÞ for every infinite, finitely generated profinite group G, and for all su‰ciently large n.
These theorems suggest that requiring r n ðGÞ (or R n ðGÞ) to be less than a function f infinitely often should be the 'correct' concept of a lower bound for representation growth.
Our next result concerns groups G for which at least one, but only finitely many, of the numbers r n ðGÞ are infinite.
Theorem C. Let G be an infinite, finitely generated, residually finite group. Let I ðGÞ be the set of all natural numbers i such that r i ðGÞ ¼ y. The following are equivalent:
(1) I ðGÞ is finite and non-empty;
(2) r i ðGÞ ¼ 0 for all su‰ciently large i; and (3) G is virtually abelian.
Using Theorems A and C, we get the following tetrachotomy for finitely generated, residually finite groups.
Corollary D. Let G be a finitely generated, residually finite group. Let I ðGÞ be the set of all natural numbers i such that r i ðGÞ ¼ y. Exactly one of the following possibilities holds:
(1) I ðGÞ ¼ q and only finitely many of the r i ðGÞ are non-zero; (2) I ðGÞ ¼ q and the sequence ðr i ðGÞÞ contains a subsequence that tends to infinity; (3) 0 < jI ðGÞj < y, and only finitely many of the r i ðGÞ are non-zero; and (4) I ðGÞ is infinite.
In the first case, G is finite, in the second, G has FAb and is infinite, and in the third case G is infinite and virtually abelian.
In the final case, using simply the sequence ðr n ðGÞÞ, and its associated objects like zeta functions, it seems unlikely that very much can be said. (We should note that if G is a finitely generated nilpotent group, we can study so-called twist isoclasses: see [14, Theorem 6.6] . ) We move on to symmetric groups; the process in [3] to generate irreducible characters with the same degree is constructive, and in Section 4 we derive an explicit bound, proving the following result.
Theorem E. Let n be an integer, and let X ðnÞ denote the multiset of the degrees of the irreducible characters of the symmetric group S n . Let mðnÞ denote the largest of the multiplicities of the elements of X ðnÞ. For all su‰ciently large n, mðnÞ d n 1=7 .
In Section 4 we derive a more complicated explicit bound. We conjecture that a similar upper bound holds.
Conjecture F. Let n be an integer, and let X ðnÞ denote the multiset of the degrees of the irreducible characters of the symmetric group S n . Let mðnÞ denote the largest of the multiplicities of the elements of X ðnÞ. There are positive constants e 1 and e 2 such that, for all su‰ciently large n, n e 1 < mðnÞ < n e 2 :
When one considers the order of the symmetric group instead of the degree of the symmetric group, then all the functions n e become functions of the same order; this conjecture would yield the exact rate of growth of mðnÞ in terms of jS n j ¼ n!. In Section 5, we compare this growth (or rather, that of the alternating groups A n ) to that of the other finite simple groups, and prove that the alternating groups are the finite simple groups G for which the maximum mðGÞ of the r n ðGÞ grows slowest relative to the order of the group G.
In Section 6 we turn our attention to p-groups, using known results on conjugacy classes of p-groups to derive bounds for the growths of r n ðGÞ and the partial sums R n ðGÞ. After considering r n ðGÞ and R n ðGÞ for powerful pro-p groups and the Nottingham group, we consider all pro-p groups. The strongest result that we derive here is a consequence of a remarkable recent theorem of Jaikin-Zapirain [8] (stated here as Theorem 6.5), which resolves a problem first posed by Pyber in [19] .
Theorem G. There exists a constant c such that, if G is an infinite, finitely generated pro-p group, then for all su‰ciently large n, R p n ðGÞ d cn log p n log p log p n :
and for infinitely many n, r p n ðGÞ d 2c log p n log p log p n :
A weaker result than the second part of Theorem G first appeared in [7] .
Proof of Theorem A
The main tool for the proof of Theorem A is the following result from [3] , itself depending on results from [7] and [17] .
There exists a function f such that, if G is a finite group, and mðGÞ denotes the maximum of the set fr n ðGÞ : n A Ng, then jGj c f ðmðGÞÞ.
We will briefly mention how this theorem is proved. It relies on two special cases of this result, for p-groups and for finite simple groups. For p-groups, this is Theorem G, and for simple groups Sections 4 and 5 give the result (see also [17] and [3] ). Using these two explicit computations, we can firstly give a bound for soluble groups, and then extend this to all finite groups using the generalized Fitting subgroup.
Write l : N ! N for the function lðnÞ ¼ min jGjdn mðGÞ:
By Theorem 2.1, this function is well defined and non-decreasing. Also, for every finite group G of order n, we have r i ðGÞ d lðnÞ for some i < ffiffi ffi n p . In fact, since jGj d r j ðGÞ j 2 for all j, we see that
Thus if H is a quotient of G, and H has order n, then there exists i c ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n=lðnÞ p such that r i ðGÞ d lðnÞ.
Now let G be an infinite, finitely generated, residually finite group, and suppose that G is FAb. There is an infinite sequence H 1 ; H 2 ; . . . of finite quotients of G with jH i j < jH iþ1 j for all i. For H i of order n i , let j i denote the natural number, at most ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
and thus the r j i ðGÞ form a subsequence of the r m ðGÞ that tends to infinity, bounded below by lðn i Þ, proving Theorem A. This theorem proves that the sequence ðr n ðGÞÞ contains a subsequence that tends to infinity, but for the R n ðGÞ, we can get reasonable growth bounds that are likely to be close to sharp. Using a theorem of Pyber from [19] , it is easy to show that R n ðGÞ d c log n ðlog log nÞ 8 for infinitely many n, since he proves that for all finite groups G of order at least 4, we have kðGÞ d c logjGj=ðlog logjGjÞ 8 for some c > 0, where kðGÞ is the number of conjugacy classes of G. However, a more involved argument, due to Andrei JaikinZapirain, proves something considerably better. Proposition 2.2. There is a constant c > 0 such that if G is an infinite, finitely generated profinite group with FAb, then there are infinitely many integers n for which R n ðGÞ d c log nðlog log nÞ 1Àe ;
for any e > 0. , and so therefore does G for infinitely many n ¼ jHj. This is well above the bound needed.
Thus we may assume that G possesses only finitely many maximal subgroups, in which case G is virtually pro-nilpotent, with pro-nilpotent subgroup H of finite index. In this case, Theorem G proves that R n ðHÞ grows at least as quickly as c log nðlog log nÞ 1Àe for any e > 0, and hence so does R n ðGÞ, as required. (To move between R n ðHÞ and R n ðGÞ, we note that if N is a normal subgroup of a finite group G, then kðGÞ d kðNÞ=jG : Nj (see e.g. [19, Lemma 2.1 (ii)]), so if jG : Hj is fixed, R n ðGÞ grows with the same order as R n ðHÞ.) r It seems that pro-nilpotent groups (or pro-p groups) are the bounding case in this result. In particular, if G is an infinite, finitely generated group with many simple quotients, then 2 cðlog nÞ 1=8 is the slowest that R n ðGÞ can grow, at least for infinitely many n. We will return to this concept of only being able to bound infinitely many R n ðGÞ from below in Section 7.
Proof of Theorem C
We start with a lemma, which gives us extra information in the case where r 1 ðGÞ ¼ y.
Lemma 3.1. Let G be a finitely generated group. If r 1 ðGÞ ¼ y then for all n, either r n ðGÞ ¼ 0 or r n ðGÞ ¼ y.
Proof. Suppose that G has a representation f of degree n, with kernel K, and let c be a 1-dimensional representation, with kernel H. If f n c ¼ f, then it must be that H contains K, since otherwise the kernel of f n c would not be K. Thus for each representation f of degree n, there are only finitely many 1-dimensional representations c such that f n c ¼ f, and so r n ðGÞ ¼ y, as claimed. r
We now prove Theorem C. Firstly, if G is infinite and virtually abelian, then it has some infinite abelian subgroup H of index n. If r is a representation of G, then an irreducible constituent f of r # H is 1-dimensional, and so by Frobenius reciprocity r has dimension at most n, giving (iii) implies (ii); that (ii) implies (i) is clear.
Suppose that I ðGÞ is finite and non-empty; since G is not FAb, choose a subgroup H of index n with jH=H 0 j infinite. Suppose that there are infinitely many i such that r i ðHÞ ¼ y, and write I ¼ I ðHÞ. Let J ¼ I ðGÞ be the corresponding (finite) set for G. We will derive a contradiction, proving that I is finite.
Let r be an irreducible representation of H, of dimension m. Since ðr " G Þ # H has r as a constituent, there is some constituent c of r " G such that r is a constituent of c # H ; thus m c dim c. Note that r " G has dimension nm, and so dim c c nm. Let a A I be greater than any element of J. There are infinitely many (inequivalent) representations r i of H of dimension a, and thus there must be infinitely many representations c i such that r i is a constituent of c i # H and dim c i lies between a and am.
Since there are only finitely many constituents of a given representation, this implies that r c ðGÞ is infinite for some a c c c am, a contradiction. Thus I ðHÞ is finite, and so by Lemma 3.1 we have r i ðHÞ 0 0 for only finitely many i; let c be the largest dimension of an irreducible representation of H. By a well-known theorem of Jordan [9] , for each finite quotient H=K of H, there is an abelian normal subgroup W =K such that jH=W j is bounded by d ¼ f ðcÞ for some non-decreasing function f . Since H is finitely generated, there are only finitely many subgroups of index at most d, so let A be the intersection of all such subgroups, necessarily a normal subgroup of finite index in H. We claim that A is residually (finite abelian), and is hence abelian. This proves that H, and hence G, is virtually abelian, as required.
Let
be a descending sequence of normal subgroups of finite index of H such that 
Degree multiplicity for symmetric groups
This section relies on work of the author in [3] , and we will briefly recall what is involved there. There is a standard bijection between the irreducible characters of the symmetric group of degree n and the partitions of n, with the degree of a particular character calculable from the corresponding partition, via hook numbers. We presume that the reader is familiar with this method, and we will pause to fix notation only. If l is a partition, write jlj for the number of which l is a partition, and l 0 for the conjugate of l. Let tðlÞ be the sum of the number of rows of l and the number of columns of it. Let HðlÞ denote the multiset of all hook numbers of l. If HðlÞ ¼ HðmÞ, then the characters corresponding to l and m have the same degree.
To any partition, one may associate the enveloping partition EðlÞ, which is constructed in [3] , and is illustrated here by example. One takes a square of length tðlÞ, appends a copy of l to the left and to the bottom of the square, and removes a reflected copy of l from the bottom-right portion of the square. This is the enveloping partition of ð5; 3; 3; 2Þ:
If l is a partition, and t ¼ tðlÞ, then write EðlÞ i for the partition got from EðlÞ by incrementing the first t rows of EðlÞ by i. In [3] , the following theorem is proved. If we start with a partition l that is not self-conjugate, then the partitions l and l 0 0 l have the same hook numbers. From these two partitions, we may construct four partitions with the same hook numbers, namely
If jlj ¼ n and t ¼ tðlÞ, then all four of these partitions are partitions of n þ t 2 þ t. This procedure can be iterated, to produce, given a partition l, a set of 2 i partitions with the same hook numbers. Here we will calculate the smallest integer N such that it can be guaranteed using this procedure that for all n d N, there are 2 i di¤erent partitions of n, each of which has the same hook numbers.
Firstly, given a partition l with jlj ¼ n and tðlÞ ¼ t, we need to calculate the size of the partition got by applying the above procedure of taking m 7 ! EðmÞ 1 a number, say i, of times. Let f denote the function on the set of all partitions given by f ðmÞ ¼ EðmÞ 1 , and write n 1 ¼ n and t 1 ¼ t. It is clear that
Therefore, if n i and t i denote the size and row and column sum of f ðiÀ1Þ ðlÞ (i.e., f applied i À 1 times to l), we see that
The first recurrence is easily solved to get
and solving the second recurrence relation yields
The equations above imply that given a partition l that is not self-conjugate with jlj ¼ n and tðlÞ ¼ t, one may construct 2 i partitions with row and column sum t i , and by extending the first t iÀ1 rows by j each, they may be taken to have sizes n i þ jt iÀ1 for all j d 0.
The idea is to find t iÀ1 partitions, each of which has the same row and column sum t, and whose sizes cover the t iÀ1 congruence classes modulo t iÀ1 . Therefore for some integer N we would have found 2 i partitions of size N with the same hook numbers, and for all subsequent integers as well.
Suppose that a partition l has tðlÞ ¼ t. Furthermore, suppose that t is odd (so that l is definitely not self-conjugate), and write t ¼ 2r þ 1. Then the largest that jlj can be is ðt 2 À 1Þ=4 (which is a rectangle of sides r and r þ 1), and the smallest that jlj can be is t À 1 (which is a hook). Furthermore, it is easy to see that every possible size between these two can be given by a partition that is not self-conjugate. Thus given a row and column sum t, there are ðt 2 À 4t þ 7Þ=4 di¤erent possibilities for n, and these possibilities form an interval.
Finally, since t iÀ1 ¼ 3 iÀ2 t þ ð3 iÀ2 À 1Þ=2, we see that there are enough partitions if
Using the quadratic formula, we get the exact solution
and we take the approximate solution
which guarantees that there are enough partitions. Notice that the smallest value of n is t À 1, and therefore substituting these values into the equation for n i gives
Thus we have proved that the symmetric group S n has 2 i irreducible characters of the same degree if
as required. This is far from optimal. In [3] , it was shown that for all n d 22 there are four partitions with the same hook numbers, whereas this strategy proves it only for n d 98. For eight partitions, this method requires n d 3078, and while the real bound is not known precisely, it is known to be true for n d 200. In general, however, there appears to be no easy improvement on the method above.
The other finite simple groups
Apart from the alternating groups, the finite simple groups are the sixteen classes of groups of Lie type, together with the twenty-six sporadic simple groups. In terms of asymptotic group theory, the sporadic groups are unimportant, but we briefly mention the maximal degree multiplicities of the sporadic groups in a table, derived from the information in [2] . (We include the Tits group T ¼ 2 F 4 ð2Þ 0 here, since it is 'semi-sporadic', and not really one of the Ree groups 2 F 4 ð2 2nþ1 Þ.) What is interesting here is that, with the exception of the Lyons and smallest Fischer groups, all of the sporadic groups have maximal multiplicity either 2 or 3. In particular, if G is a finite simple group and mðGÞ ¼ 2, then jGj is at most that of the Baby Monster, and if mðGÞ ¼ 3, then jGj is at most that of the Monster.
For the alternating groups, it is easy to see that 2 5 mðS n Þ c mðA n Þ c 5 2 mðS n Þ;
using Cli¤ord theory. Proof. Firstly assume that n ¼ 1. Suppose that there are m characters of G of the same degree. There are pi of them that restrict to i irreducible characters c of N (as p of them restrict to each such c), and m À pi of them that do not restrict to an irreducible character, and instead restrict to pðm À piÞ characters of N (with the same degree). The case where there are the fewest characters of the same degree in N is when i ¼ pðm À piÞ, and so i ¼ mp=ðp 2 þ 1Þ. Hence mðNÞ d mðGÞ Á p=ð p 2 þ 1Þ. However, by Frobenius reciprocity the situation is exactly the same for induction from N to G, and so mðGÞ d mðNÞ Á p=ð p 2 þ 1Þ. A simple induction completes the proof. r
Of course, this leaves only the groups of Lie type, so fix a Lie-type group G ¼ GðqÞ. It is known [12, Theorem 1.7] that the orders, character degrees, and character degree multiplicities, of G are polynomials in q (dependent on the type, but just the Lie rank of the group determines a lot). For the exceptional groups, these polynomials are known, and have been collated by Lü beck; they are currently available on his website [13] . However, these data are only for the adjoint and simply connected versions of the groups, and so the simple group is not given for e E 6 ðqÞ and E 7 ðqÞ (for certain values of q). Using some elementary Cli¤ord theory and the tables of character degrees, it is possible to still get the maximal multiplicities for the simple groups.
For the general group of Lie type, the polynomials are in the order q of the finite field over which the group lies. For the Suzuki and Ree groups 2 B 2 ðqÞ, 2 G 2 ðqÞ, and 2 F 4 ðqÞ we use the notation q 2 ¼ p 2nþ1 , where p is either 2 or 3. In [12] , Liebeck and Shalev prove that if the Lie rank of GðqÞ is l, then mðGðqÞÞ is a polynomial with degree l; in the tables below, we reproduce the exact polynomial for mðGðqÞÞ (and the character degree at which it is attained) for each of the exceptional groups, and describe afterwards the small values of q for which the table is incorrect.
For the simple group GðqÞ, with q odd, the multiplicities are given in Table 5 .1, and for q even, the multiplicities are given in Table 5 .2.
We should describe briefly how to determine the values in the table for e E 6 ðqÞ and E 7 ðqÞ when there is a non-trivial centre. For E 6 ðqÞ for example, there are m ¼ ðq 4 À 1Þðq 2 À 1Þ=8 characters f of the degree given in the table for the adjoint group E 6 ðqÞ:3, and since there are no characters of degree ðdeg fÞ=3 for the simply connected group 3 Á E 6 ðqÞ, there are m=3 characters of degree deg f for the simple group E 6 ðqÞ. Also, if c is a character of 3 Á E 6 ðqÞ then there are no characters of degree deg c=3 for 3 Á E 6 ðqÞ, and so it su‰ces to consider those character degrees for E 6 ðqÞ:3 whose multiplicities exceed m=3; in all cases it is easy to see that one gets fewer than m characters with the same degree for the simple group. The technique is similar for 2 E 6 ðqÞ and E 7 ðqÞ.
Note that the maximal multiplicity of character degrees for E 7 ðqÞ is realized by two di¤erent sets of characters, as suggested in the table: the first one has the smaller degree, and is also more naturally expressed as a product of polynomials of the form ðq i À 1Þ. There are obviously some small exceptions, and these are summarized in Table 5 .3. The only unresolved case is E 7 ð3Þ, for which the multiplicity lies between 78 and 80. Naïve Cli¤ord theory and the information for the adjoint and simply connected versions of E 7 ð3Þ appears to be not enough to determine the multiplicities.
For the classical groups, there is no known general formula for the maximal multiplicity of the character degrees, and so we use the lower bounds given in [17] , as displayed in Table 5 .4. (The choice of d in the table below is influenced by the requirement that the numerator in each multiplicity should be the same.) Group Degree Multiplicity We aim to prove that each of these grows faster (in terms of jGj) than the symmetric groups can possibly do, proving that the symmetric groups are definitely the simple groups with the slowest-growing function mðGÞ in terms of jGj. We will prove that, for su‰ciently large jGj, for symmetric groups, logðlog mðGÞ þ log logjGjÞ < ðlog logjGjÞ=2; whereas for groups of Lie type the opposite inequality holds. This shows that the growth of mðGÞ with respect to jGj is slower for the symmetric groups than for the groups of Lie type, proving our claim.
The number of partitions of m is asymptotically where f ðnÞ ¼ log n=log log n. By removing b from the denominator, we get a function that is definitely larger than mðS m Þ for su‰ciently large m. Taking logarithms yields log mðS m Þ c a ffiffiffiffiffiffiffiffiffi f ðnÞ p À log f ðnÞ ¼ a ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi log n=log log n p À logðlog n=log log nÞ c a ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi log n=log log n p À log log n:
Thus logðlog mðS m Þ þ log log nÞ c logða ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi log n=log log n p Þ ¼ log a þ 1 2 ðlog log n À log log log nÞ < 1 2 log log n for su‰ciently large n. This proves the first assertion. Moving on to the groups of Lie type, let G be a group of Lie type of the form in the table above, and let m be the dimension of the natural module for G (so that m ¼ d for SL d ðqÞ, m ¼ 2d þ 1 for PW 2dþ1 ðqÞ, and so on). If G is untwisted, write n ¼ q . In all cases, n > jGj since n is equal to the total number of m Â m matrices over F q (or F q 2 in the twisted case).
Let us firstly consider the groups G ¼ PSL d ðqÞ, with n ¼ q 
log n :
(The middle inequality holds for all q (even q ¼ 2) since q log q=ðq À 1Þ > 1 for all q d 2.) Taking logarithms gives log mðGÞ d log q ddÀ1 log n ¼ ðdd À 1Þ log q À log log n;
and thus logðlog mðGÞ þ log log nÞ d logððdd À 1Þ log qÞ
since log log n ¼ 2 log d þ log log q. The same argument works for the other classical groups, completing the proof of our claim.
Representation growth of p-groups
For powerful p-groups (i.e., groups G for which G 0 c G p if p is odd and G 0 c G 4 if p ¼ 2) one can get very good bounds on the number of conjugacy classes. Using this, it is very easy to give a lower bound for powerful pro-p groups, and in fact a slightly larger class of pro-p groups. Proposition 6.2. Let G be a d-generator pro-p with FAb, and suppose that G has powerful finite images of arbitrarily large order (in particular, this holds if G is an infinite, powerful pro-p group). For all powers n of the prime p,
where c ¼ ð1 À p À1 Þ.
Proof. Let N be a normal subgroup such that G=N is powerful of order p m where m is even. (Since quotients of powerful groups are powerful, we can do this for all even m.) We have kðG=NÞ d cjG=Nj 1=d ; each of the irreducible representations of G=N is of dimension less than p m=2 , and so
writing n ¼ p m=2 we get R n ðGÞ d cn 2=d . r
If one wants a result on the numbers r n ðGÞ rather than R n ðGÞ, then this is easy now. Corollary 6.3. Let G be a d-generator pro-p with FAb, and suppose that G has powerful finite images of arbitrarily large order (in particular, this holds if G is an infinite, powerful pro-p group). For infinitely many powers n of the prime p, r n ðGÞ d 2cn 2=d log p n ;
This follows simply because there are at most ðlog p nÞ=2 degrees of irreducible representations of G at most n.
A similar result can be obtained for some groups that are not powerful, like the Nottingham group. For all finitely generated pro-p groups, until recently only a logarithmic bound for R n ðGÞ was available. However, in [8] , Jaikin-Zapirain proved the following theorem. Theorem 6.5 (Jaikin-Zapirain [8] ). There is a constant c > 0 such that, for all finite pgroups G, we have kðGÞ > c log p jGj log p log p jGj log p log p log p jGj :
Using this result, it is very easy to prove Theorem G, via the same methods used for Proposition 6.2.
Jaikin-Zapirain has suggested the following slight improvement to Theorem G, if one relaxes the condition that all su‰ciently large n satisfy the bound to just infinitely many n: in this case, one can get R p n ðGÞ d cn log p n for infinitely many n and some constant c (independent of the group G). To see this, suppose that G is an infinite, finitely generated pro-p group. If G is p-adic analytic, then G contains a powerful subgroup of finite index, and hence the result follows by Proposition 6.2 (for any c > 0). If G is not virtually powerful, then all dimension subgroups are distinct (see [4, Theorem 11.5] ); write a n ¼ jG : D 2 n ðGÞj. For infinitely many n we have a n =a nÀ1 d a nÀ1 =2; let H ¼ G=D 2 n for some such n. Note that we have
Using the proof of [8, Claim 3.5] (which states that if G is a finite p-group with maximal powerful normal subgroup P, then kðG=FðPÞÞ d pm log p m=24, where m ¼ dðPÞ), one sees that if P is a powerful normal subgroup containing D 2 nÀ1 ðHÞ (which is elementary abelian as D 2 n ðHÞ ¼ 1) then dðPÞ d b=3, where jHj ¼ p b , and so the claim is proved.
Constructing groups of slow representation growth
Theorem A states that the sequence ðr n ðGÞÞ has a subsequence that tends to infinity, and Proposition 2.2 states that the sequence ðR n ðGÞÞ strays above log nðlog log nÞ 1Àe infinitely often. In some sense therefore there is a 'global' lower bound to the representation growth of a profinite group. However, Theorem B asserts that there is no function f that tends to infinity such that R n ðGÞ > f ðnÞ for all su‰ciently large n and all infinite, finitely generated profinite groups G.
In [18] , Neumann constructed finitely generated profinite groups whose finite images are iterated wreath products of finite simple groups. Kassabov and Nikolov, in [10] , constructed profinite groups with finite images consisting of precisely direct products of specified finite simple groups.
More specifically, let S be any infinite collection of finite simple groups, where each group may appear with a finite multiplicity. In [10] it was proved that, under suitable conditions for the multiplicities, there is a finitely generated profinite group whose finite images are exactly the finite direct products of elements of S. (One such suitable condition that we will use later is that all elements of S have multiplicity 1.)
The Kassabov-Nikolov examples have representation growths that are reasonably easy to compute. Using alternating groups of varying degrees, Kassabov and Nikolov constructed profinite groups G for which R n ðGÞ is bounded between n b and n bþe for any b > 0 and e > 0 (and n su‰ciently large), so that the abcissca of convergence of the zeta function is exactly b. (It could be that the representation growth of G is, for example, n b log n.) For functions f that are supermultiplicative (i.e., f ðxÞ f ðyÞ d f ðxyÞ), grow faster than any polynomial, and are below n!, it was also proved [10, Theorem 1.8 (a)] that there is a finitely generated profinite group G such that R n ðGÞ=f ðnÞ ! 1 as n ! y. One can achieve even faster growth by constructing groupsĜ G, such that the finite quotients are extensions of elementary abelian subgroups by simple groups, using the same technique. Thus there can be no upper bound on the rate at which the sequence ðR n ðGÞÞ may grow.
Let S ¼ fA n 1 ; A n 2 ; . . .g be a collection of alternating groups, with n i < n iþ1 . Suppose that sequence ðn i Þ grows very quickly; more precisely, suppose that
