Abstract-The precision used in an algorithm affects the error and performance of individual computations, the memory usage, and the potential parallelism for a fixed hardware budget. This paper describes a new method to determine the minimum precision required to meet a given error specification for an algorithm consisting of the basic algebraic operations. Using this approach, it is possible to significantly reduce the computational word-length in comparison to existing methods, and this can lead to superior hardware designs. We demonstrate the proposed procedure on an iteration of the conjugate gradient algorithm, achieving proofs of bounds that can translate to global wordlength savings ranging from a few bits to proving the existence of ranges that must otherwise be assumed to be unbounded when using competing approaches. We also achieve comparable bounds to recent literature in a small fraction of the execution time, with greater scalability.
I. Introduction N UMBER SYSTEMS are usually restricted to some finite precision, and as a result, rounding will often occur so as to represent values using the chosen number system. While the error introduced by the rounding of any single value may be small, over the course of an algorithm the accumulation of these errors can cause a significant deviation from the nominal result, and this could impact issues such as the convergence of a computation.
Given that these rounding errors are dependent on the precision used in the number system, users will often use a higher precision than necessary to avoid problems resulting from the accumulation of round-off error. However, it is important to have a method to quantify the precision necessary, given that an increase in precision will imply a decrease in the performance of the hardware, an increase in the data movement, and an increase in memory use. As an example, recent figures for the difference in performance, in terms of peak theoretical floating point operations per second, between single and double precision is approximately a factor of 1 to 2 for a Manuscript received March 6, 2011 ; revised June 2, 2011; accepted June 6, 2011. Date of current version October 19, 2011 . This work was supported in part by EU FP7 Project REFLECT and EPSRC, under Grants EP/G031576/1, EP/I020357/1, and EP/I012036/1. This paper was recommended by Associate Editor R. Marculescu.
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CPU [1] , 9 for a graphics processing unit (GPU) [2] , and 14 for the IBM Cell multiprocessor [3] . As well as this performance hit, the memory use doubles when moving from single to double precision, and any data transfer will take twice as long.
For hardware platforms such as field-programmable gate arrays (FPGAs) or application-specific integrated circuits, the choice of precision will affect far more factors: the silicon area, clock speed, latency, memory use, and data transfer. These factors, especially silicon area which has implications on the potential for parallelism, can have a great impact on performance. As it is possible to use a number system with any precision on these platforms, the effect of fine-tuning an algorithm taking into account precision has been examined in several areas ranging from digital signal processor (DSP) [4] , [5] to control theory [6] , with the latter paper reporting performance gains of up to a factor of 36 .
Unfortunately, such fine-tuning is often difficult because simulation-based methods cannot guarantee the given error estimate and there are no known methods that can tractably calculate tight bounds for the error or range of any variable within an algorithm, given that they are affected by both input ranges and finite precision effects. Consequently, analytical tools to estimate this error tradeoff quality of bounds for execution time, and the existing methods currently lie at the extreme of this spectrum. This paper describes a new method which we show to be capable of calculating bounds on the range or relative error for a variable in an algorithm consisting of the basic algebraic operations ( ∈ {+, −, * , /}) that are, in general, tighter in comparison to traditional methods at the cost of execution time and scalability for large algorithms, and bounds that are comparable to more recent literature in an execution time that is orders of magnitude smaller. The motivation for the focus on floating-point hardware is partially due to the relative lack of existing work discussing word-length optimization for floating-point designs in comparison to fixed-point, and partially due to the recent trends showing that floatingpoint designs are becoming highly efficient in hardware [7] , and the growing collection of publications of floating-point custom hardware implementations [8] , [9] . We note, however, that the background theory and heuristic described in this paper could easily be adapted to word-length optimization for fixed-point designs by using a different model of error.
We also note that this tool could be of value in proving whether it is safe to move to single precision for use on alternative hardware accelerators, such as GPUs, but the relative 0278-0070/$26.00 c 2011 IEEE lack of control over the precision in these devices, except at a coarse level, leads us to present results here for FPGA architecture. This paper elaborates on previous work by the authors published in [10] with a more detailed description of the search heuristic, several new tests to illustrate the various contributions of this paper, as well as new comparisons against existing literature, and a broader discussion of its potential for word-length optimization and limitations. A summary of the main contributions of this paper are as follows.
1) The description of a new method, based upon a result from real algebra, to find provable bounds for any variables within a sizeable computational kernel given input data ranges and a precision specification. 2) Results showing that applying our approach to an example (the conjugate gradient algorithm) generally leads to tighter bounds that translate to global word-length reductions in comparison to traditional analytical approaches. 3) Results demonstrating our approach can calculate bounds comparable to a sophisticated existing solver for range analysis [11] [12] [13] , in a fraction of the compute time. 4) A discussion of the limitations of our approach and its scalability relative to existing approaches. This paper is organized as follows. It first discusses the current literature regarding methods to calculate error bounds for use in word-length optimization in Section II. The new approach, along with a description of the source of floatingpoint error, a general method to represent this error using polynomials, and some relevant background theory, is then put forward in Section III. Section IV discusses the methods to test the results, which are then shown in the following section, Section V. Finally, Section VI discusses the conclusions of this paper and its limitations to be addressed in the future.
II. Background
Due to the potential benefits on silicon area, clock speed, and power that can be obtained by optimizing the precision used throughout a circuit, there exists a large amount of literature on word-length optimization, summaries of which can be found in [14] and [15] , as well as optimization strategies to create mixed fixed and floating point precision designs [13] , and a class of work in practical tools for precision analysis [16] . One fundamental aspect of these solvers is that they require a method that can both validate that overflow will not occur, and calculate the cost in terms of the error observed in the final computational result, for a chosen word-length. Unfortunately, despite the wealth of optimization strategies, only a handful of methods can perform this function. For comparative purposes, these methods, simulation, interval arithmetic (IA), affine arithmetic (AA), and more recently, satisfiability modulo theories, will be elaborated in this section. Our approach is not based on any of these schemes, but rather on results from real algebra which will be introduced in Section III.
The most straightforward way to estimate an error is through simulation. The aim of any simulation-based approach is to find the inputs which will cause the extreme ranges of the data set. Unfortunately, the size of the search space for the inputs will generally be too large to explore exhaustively, and hence the simulation will either require random sampling of the input data space [17] , statistical profiling [18] , or be based upon a representative training data set [5] , [6] . However, while the quality of the estimate can be improved by increasing the size of the training set or the search time, in either case, the estimate does not form a bound because corner cases can be missed. We also note that while it is possible to use methods to avoid precision errors a posteriori at run-time, at a cost of execution time [19] , our goal is to calculate bounds a priori so as to design hardware with the minimum precision.
To calculate true bounds for general algorithms, traditionally, the main analytical approach is IA [20] . IA represents every value as lying within some interval [x 1 , x 2 ], where x 1 and x 2 are the lower and upper bounds, respectively. The intervals are then propagated through the computation according to basic rules, given in (1), which calculate at each stage the new worst case bound. In order to create safe bounds, the intervals will also have to be outwardly rounded to the nearest number representable in the chosen number system at each stage [x 1 ;
However, IA suffers from the so-called dependency problem, where if the same variable is used twice, information is lost. A trivial example is the following: for a variable x which lies in the interval [x 1 , x 2 ], perform the operation x − x. The interval should be [0, 0], but the result using IA would be
Several simple examples can demonstrate how this problem may cause bounds that are significantly wider than the tightest bounds [21] . As a result of these problems, there is an active community of researchers in robust computing who have developed ways to mitigate this problem. One approach is to attempt to modify algorithms to make them "IA friendly" at the cost of computational complexity or average case numerical robustness [22] . However, while such approaches are useful to obtain reliable proofs using IA, the modifications to the algorithm do not necessarily improve the true numerical stability, instead the modifications simply reduce the sensitivity to which IA bounds this error. Ideally, it is preferable to find proofs of tighter bounds for the unmodified algorithm, unless it can be proven that the numerical properties of the modified algorithm have been improved.
For this reason, some methods that reduce dependencies while avoiding modifying the algorithm should be mentioned. The first of these uses Taylor models with interval remainder bounds [23] . This method represents any function over a set of bounded variables by a Taylor model of order ρ, T ρ , and an interval remainder term that bounds the remaining higher order terms in the Taylor series, I ρ . Operations on functions in this form (T ρ +I ρ ) are initially performed symbolically, before using IA to evaluate any of the resultant terms involving the interval remainders and using an appropriate method to bound the new terms that are of degree greater than ρ, such as the Lagrange remainder [24] . After repeating this process throughout an algorithm, the bounds for the final function could be found by applying IA to the symbolic variables of this function and adding the interval remainder bound. This method also has the advantage of being able to handle complex functions such as division, sine, cosine, and logarithms by using Taylor formulas, but unfortunately, the complexity of computing the Taylor series approximation for these functions grows exponentially in ρ. Furthermore, while propagating the variables symbolically may reduce the effect of the dependency problem as it allows cancelations, the final polynomial is likely to still involve many dependencies and must still be bounded using IA, and any terms involving the interval remainder bounds will still suffer from the dependency problem in the same way as IA in its traditional form. To illustrate this point, one can consider that IA in its traditional form is equivalent to Taylor models where ρ = 0. The second tool based upon reducing the number dependencies works by converting the interval constraints throughout an algorithm into logical propositions and attempting to remove dependencies by performing standard logical manipulations internally before finally finding the tightest bounds for which these propositions still hold according to the rules of IA [25] . However, it is important to note that while both these approaches may reduce the number of dependencies, they do not necessarily remove all dependencies. This means that since both approaches then require IA to find the final bounds, they are both still subject to the limitations of IA, and hence they will often fail to find the tightest bounds.
AA [26] is a method which mitigates the dependency problem. It works by representing every variable in an affine form given by (2) consisting of a known central value (x 0 ), coefficients of known value (x i ), and noise symbols ( i ) that are only known to lie in the interval [−1, 1] as follows:
AA then performs all operations on these coefficients, ensuring the result is also in affine form. The problem with AA is that many functions, including general multiplication, are not affine and hence approximations must be made. Methods to perform these approximations can trade the size of the error for computational complexity [27] , but in all cases, there will still be a widening of the derived bounds.
Given the limitations of IA and AA, recently, a new approach has been published which uses satisfiability-modulo theories (SMT) [11] [12] [13] to refine the bounds given by IA or AA by searching for a set of inputs breaking the bounds, using a satisfiability (SAT) solver. This bound is iteratively refined depending upon the results of this test, using a binary search method. The main problem with this approach is that conditions the SAT solver checks within the inner loop of this method are created by propagating constraints using IA and splitting the input intervals to improve the bounds [28] . Though interval splitting can significantly improve bounds, using a basic approach of applying n s splits to every variable of a problem consisting of n variables, the number of intervals to be evaluated grows O(n n s ), ensuring this approach is not scalable in its current form. This issue, in general, limits the use of global optimization strategies which use interval analysis because they also rely on interval splitting to obtain tighter bounds [29] .
This run-time issue limits the SMT approach to consider only the so called "range analysis" problem which involves ensuring that over the range of input data, there is sufficient dynamic range to prevent overflow. However, when optimizing word-lengths, determining the range as a result of the inputs is only a part of the problem; it is also important to perform "precision analysis," which is typically described as ensuring that the error at the output, caused by the use of a finite precision, lies below a threshold. As such, several of the optimization strategies perform range analysis as a first step before precision analysis [15] , but these are all targeted toward DSP systems which do not include division. However, we argue that for a word-length optimizer targeted toward a general algorithm, these problems cannot be viewed independently because the range can be heavily affected by the finite precision errors. This is typically because these errors may cause a divisor to approach closer to zero than under infinite precision, resulting in a larger range; such effects will be seen in Section V-A. Combining range and precision analysis in a single wordlength optimizer can therefore be seen as an added benefit of our approach for it allows us to choose the minimum exponent width that will span the desired range and ensure that the hardware will not overflow and also use less silicon area. This paper describes a new general analytical approach which can provide provable bounds. It is argued in this paper that this method can achieve significantly tighter bounds than both IA and AA, while running significantly faster, with better scalability, than the SMT approach.
III. Proposed Algorithm
The aim of this paper is, for a given floating-point precision, to find bounds on the value of any chosen variable within an algorithm, and hence bound the worst-case computational error induced. The suggested method to achieve this consists of several stages. We first create a polynomial for the variable of interest, a function of new bounded variables representing input ranges and round-off errors introduced after a specific operation. This polynomial is then simplified into a canonical form, from which bounds for the extrema of the polynomial can be found algorithmically. An optional final stage extends the approach for polynomials to rational functions, allowing all algorithms consisting of the basic operators {+, −, * , /} to be automatically analyzed.
Notation: To formalize the discussion of the method, some simple notation is used. We consider polynomials in n variables δ 1 , δ 2 , . . . , δ n . We use the notation δ λ for a term, which is a product of the variables raised to some integer powers (3) , where λ is a vector collecting the exponents (4). We denote by |λ| the degree of the term, given by (5) 
A monomial is defined as a term multiplied by some real coefficient, i.e., cδ λ , and a polynomial is the sum of one or more monomials. Finally, to allow a formal description in the following sections, in this paper the terms in a polynomial are ordered. δ μ < δ λ denotes that δ μ precedes δ λ , according to degree lexicographical order, described in (6) [30] 
A. Creating a Polynomial Representation of Potential Range
It can be shown that for a real value x, the closest radix-2 floating-point approximationx of x can be expressed as in (7) [31], where η is the number of mantissa bits used (referred to as the precision), provided there is no underflow (note our approach could easily be extended to support any radix by changing this equation). As mentioned in the background section, our approach can ensure underflow will not occur. It is similarly possible to specify that the radix-2 floating-point result of any scalar operation ( ∈ {+, −, * , /}) is bounded as in (8) , provided the exponent is sufficiently large to span the range of the result. Operations complying with IEEE standard arithmetic exhibit this behavior
In our approach, a simple compiler takes input pseudo code and applies this model of floating-point error on the result of every computation throughout an algorithm such that every output variable can be represented by a single polynomial in all the error variables, as shown for a simple example in Table I . We currently focus on straight-line code algorithms consisting of {+, −, * , /} operators, meaning that we unroll any loops, which is a reasonable approach for real-time computation where the loop bounds are known. Any conditional statements do not directly affect our bounds procedure if they do not operate on any of the rounded variables.
B. Minimizing the Polynomial
Given a polynomial representing the value of a variable, as in Table I , f (δ), we want to find γ lower = inf |δ i |≤ f (δ), the lower bound on the variable or function of intent, and γ upper = sup |δ i |≤ f (δ). Unfortunately, this is a non-convex optimization problem, which is NP-hard, meaning traditional approaches are unsuitable. For example, calculus style approaches toward bounding a polynomial of order ρ by searching for turning points are unsuitable because finding the solutions for f (δ) = 0 for a general multivariate polynomial is also NP-hard. Alternatively, an approach such as finding zeros by Bernstein polynomials, has been shown to have computational complexity of O(nρ n+1 ) for a polynomial of order ρ consisting of n variables [32] . As a result, we focus on finding a computationally tractable lower boundγ lower ≤ γ lower and upper boundγ upper ≥ γ upper .
In this paper, a new approach is taken to find bounds where γ lower −γ lower andγ upper −γ upper are as small as possible. Here, we first describe the background theory, which is based upon a result from real algebra discovered by Handelman, after which a new heuristic based upon this theory is proposed.
Theorem 1 [33] : A polynomial p(x) is non-negative over the compact set of linear inequalities g i ≥ 0, i.e., S = {x ∈ R n |g i (x) ≥ 0}, if and only if p has a Handelman representation
where each c α is a non-negative constant and N is the set of natural numbers. This theorem can be applied to find lower and upper bounds to satisfyγ lower ≤ f (δ) ≤γ upper by considering that we are trying to show that the functions f (δ) −γ lower andγ upper − f (δ) are non-negative over the compact set of inequalities specifying the bounds on δ given in (10) . By Theorem 1, this is equivalent to showing f (δ) −γ lower has a Handelman representation of the form (11), or similarly satisfying (12) for the upper bound. We note the number of constants c α in the summation in (9) is unbounded because the Handelman representation is only guaranteed to converge as the number of α vectors tends to infinity [33] . However, when using this theory to search for bounds, a practical approach to find such a representation, such as linear programming (LP), restricts the number of constants to a finite amount [34] , at the cost of potentially not finding the optimal bound
For our purposes, it will be easier to work with a generalized version of the Handelman representation that we propose, given in (13), which we refer to as a generalized Handelman representation (GHR).
Theorem 2: A polynomial p ghr is non-negative over the compact set S, defined in (10), if and only if p ghr can be represented by a GHR of the form (13)
where each μ i,j is an arbitrary integer vector and each c j , α i,j , β i,j is a non-negative constant. Proof: ⇒: If p ghr is non-negative over the compact set S, then it has a Handelman representation; by choosing μ i,j = i, it also has a GHR.
⇐:
If p ghr has a GHR, then because any individual variable δ i is bounded by |δ i | ≤ , any term can also be bounded over the set S, |δ λ | ≤ |λ| . This means |λ| + δ λ ≥ 0 and |λ| − δ λ ≥ 0, and because c i ≥ 0, it holds that p ghr ≥ 0, i.e., non-negative over the set S.
Using this theorem, if we can find GHRs to satisfy (14) and (15) , then the left-hand side is non-negative over the set of inequalities (10) , and from this a guaranteed bound follows:
1) Example: In order to demonstrate the use of this theory, we will consider the function f (δ 1 ) = δ 2 1 − δ 1 over the set |δ 1 | ≤ 1/2. For this simple function of one variable, we can first derive lower and upper bounds using familiar calculus arguments. We will then demonstrate that IA is unable to calculate the same bounds, before finally showing that GHRs can be used to prove the ideal bounds.
Using calculus to calculate bounds of f (δ 1 ) = δ 2 1 − δ 1 , we know that because this is a convex function, the minimum will lie where the derivative f (δ 1 ) = 0 and the maximum will lie at one of the extremes of the range of δ 1 . Thus by differentiating f (δ 1 ) to get f (δ 1 ) = 2δ 1 − 1, we find the minimum lies at δ 1 = 1/2, leaving the maximum to be where δ 1 = −1/2; this gives the range of f (δ 1 ) to be [−1/4, 3/4]. In comparison, IA is unable to calculate the optimal lower bound, as shown in (16) 
To find bounds using the theory presented in this section, we want to search for GHRs to satisfy (14) and (15) . Two such GHRs are p lower ghr = (1/2 − δ 1 ) 2 and p upper ghr = (1/2 − δ 1 )(1/2+δ 1 )+(1/2+δ 1 ). After equating these respective functions, as shown in (17) and (18), we findγ lower = −1/4 andγ upper = 3/4. Finally, by Theorem 2, we now know that f (δ 1 ) − (−1/4) ≥ 0 and 3/4 − f (δ 1 ) ≥ 0 or that −1/4 ≤ f (δ 1 ) ≤ 3/4, thus recovering the optimal bounds
2) Finding GHRs: Unfortunately, in general, it is difficult to find GHRs to satisfy (14) and (15) and ensure that the calculated bounds forγ lower andγ upper are as tight as possible. The existing method of computing Handelman representations is to use LP [34] . This is achieved by setting the objective to either min(γ lower ) or max(γ upper ), and creating a single linear constraint for each monomial in p lower ghr or p upper ghr , to match the corresponding monomial in the desired polynomial f . The linear program would then be able to calculate all the values for the variables c j , and the desired bound γ. It is important to note at this stage that using this method, it is impossible to guarantee the global minimum will be found, since Handelman representations are only guaranteed to converge to the global optimum as the maximum order tends to infinity [34] . Therefore, in order to ensure we get a result in tractable time, we must first restrict the maximum order for p ghr to some value ρ. However, while choosing this value of ρ will trade execution for quality of bounds, the value of ρ must be greater than or equal to the degree of f in order to satisfy (14) or (15) .
Upon formulating a linear program using this method, the scalability quickly becomes a significant problem. For an arbitrary polynomial f of order ρ consisting of n variables, the number constraints is ρ+n n and variables is ρ+2n 2n . Clearly, while this is efficient for small problems, the size of the linear program quickly grows too large for existing LP tools. For example, consider a problem consisting of approximately n = 30 variables where the maximum order of f is restricted to ρ = 6. This would consist of almost 2 million constraints and over 90 million variables, which is unsolvable using current LP solvers.
Due to this limitation of LP, in this paper we propose a new heuristic which is guaranteed to terminate at the same time as aiming to find practically useful bounds.
3) Our Approach: The proposed algorithm to bound a polynomial is based upon finding GHRs to satisfy (14) and (15), similar to the earlier example. To achieve this, we first express f (δ) in a canonical form, as a sum of monomials in which each term appears at most once. In order to demonstrate this step, consider the earlier example from Table I ; the polynomial representation for the variable c in this example can be expanded into the polynomial (19) when neglecting the variable δ 3 , since the worst-case value of this variable is trivially known to lie at the extremes
After this expansion, it is possible to "cancel" each individual monomial from the left-hand side of (14) and (15), using a polynomial of the form (20) , and we then note that the sum of polynomials created in this fashion would be a GHR. After canceling all the monomials, we would be left with a constant from which the boundγ lower andγ upper could be derived in a similar fashion to the earlier example
The complexity of this approach is that there are many monomials in f (δ) to cancel, and many ways to cancel any given monomial using polynomials of the form (20) . For example, consider again the polynomial given in (19), Table II illustrates several possible choices of these polynomials that could be used to cancel the highest order monomial (−x 2 y 2 δ 2 1 δ 2 ) from this example. Our proposed heuristic attempts to make the best choices of these polynomials. It is based on the idea that while canceling a high order monomial, it is possible to reduce the coefficients of lower order monomials at the same time, as shown in Table II ; this will result in tighter bounds than canceling each monomial independently. In order to ensure termination, detailed in Section III-C, the heuristic selects the highest order monomials and chooses polynomials to remove the higher order monomials in such a way that they also reduce the absolute value of the coefficient of lower order monomials. The overall heuristic is formally given in Fig. 1 ; the rest of this section gives a high level discussion of the rationale behind the various stages of the heuristic. a) Selecting Cancelation Terms: The first stage involves choosing which lower order monomials are suitable to be modified at the same time as attempting to cancel a higher order monomial. Even for the simple example given in (19) , the choice of cancelation terms will always depend upon the input. If 2xy > 1, the first approach from Table II would be the best of the four approaches as it would decrease the term δ 1 toward zero. On the other hand, if 2xy = 1 the third approach would be the best of the four as the term δ 1 would already be zero and hence the first two approaches would create a new monomial δ 1 , which is a low order monomial that would have to be later removed. Thus the heuristic searches for nonzero monomials in f whose product will equal the desired higher order term. It performs this search initially looking to build a set using lower order terms as these are the most desirable terms to reduce, and uses higher order terms if necessary. b) Selecting a Subset of Cancelation Terms: If we were to create a monomial which reduces all the terms selected in the previous stage, the size of the canonical representation of the form (20) grows exponentially in the number of terms. As a result, a tuning factor has been added which checks if the number of terms found from the previous stage exceeds a user chosen maximum m. If the number of terms exceeds this maximum, a subset of m terms from the previous stage are chosen, and a single extra high order term is added to ensure the desired monomial still gets canceled. This tuning factor allows the user to trade execution time for the quality of the bound, and is discussed in more detail in Section V-C. c) Choosing Signs: Having chosen the terms that will be used to create the polynomial, the next stage chooses the signs. The signs are chosen to reduce as many of the chosen low order monomials as possible, as well as the original highest order term to ensure algorithm termination. For example, from Table II, if 2xy < 1, the second approach would be best as it would decrease the coefficient of the monomial δ 1 , whereas the first approach would increase this coefficient. This is a scalar chosen to be as large as possible while ensuring that when the polynomial is added to f , no coefficient in f changes sign. This ensures that at least one coefficient gets canceled at every iteration of the algorithm.
C. Algorithm Termination
At each iteration of the loop in Fig. 1 , a polynomial h is formed which reduces the absolute value of the coefficient of the highest order monomial in f . The minimum reduction is determined by q, as defined in Fig. 1 , which is a function of terms present in both f and h. After the update, the term from f which determines this minimum reduction value is removed from f . The algorithm then repeats the process.
Termination is guaranteed because at each iteration of the loop, the absolute value of the coefficient of the highest order monomial in f is reduced by a factor q, which is a function of the absolute values of the coefficients of monomials in f and the cancelation polynomial h, and no higher order monomials are created. If new lower order terms are created, the value of q to remove these while canceling the same high order term will be the same as the value of q which created them, so because q does does not decrease, eventually the highest order monomial will be canceled, ensuring termination.
D. Division
Because Theorem 2 only applies to polynomials, the above method cannot be directly applied to algorithms including division. However, we note that any computation which consists of the basic operators {+, −, * , /} can be converted into a rational function by first applying the multiplicative model of error and then performing simple algebraic manipulation, an example of such manipulation is shown in (21); we can then perform an iterative refinement to calculate a bound
Assuming the rational representing the range of the chosen variable is of the form n/d, where n and d are polynomials, then we need to show n/d ≥γ lower inside the compact set of intent. For d > 0, this could be rewritten as n − dγ lower ≥ 0, which is a polynomial inequality. The previous approach can then attempt to find a GHR for n − dγ lower ; if a representation is found for a value ofγ lower , we tighten the valueγ lower , if it fails then one can loosen the valueγ lower . A similar approach can be taken for the upper bound.
In order to minimize this search time, this is performed as a binary search with the initial range given by (22) , where the ranges of n and d are found using the original method on the numerator and denominator polynomials alone. Using this range also has the added benefit of checking that the denominator does not include the zero value. Note that if the denominator does contain a zero not canceled by a zero in the numerator, then no such bound exists in any case 
E. Combining Handelman Representations with Existing Approaches to Bound Error
The main benefit of our approach is that it can take into account dependencies between variables within a polynomial when calculating bounds, unlike IA. Since AA (when bounding non-affine terms), Taylor series with remainder bounds (when bounding the final polynomial as well as high order terms and any actions with the remainder bounds), and global optimization methods using interval analysis, including the inner loop of SMT (inside the HySAT solver), are all dependent upon IA to some degree, replacing IA by our approach within these methods could potentially improve the final bounds, albeit at the cost of increased execution time. However, as AA and Taylor series with remainder bounds control the scalability by controlling the size of the polynomial, the size of this increase in execution time would also be controlled. Furthermore, a combined method would be able to handle nonpolynomial functions such as square roots and exponentials. However, in the remainder of this paper, we have decided to focus on the algorithm described in this section so as to quantify its benefits and limitations directly with the existing methods.
IV. Testing Methodology
In order to characterize the performance of this paper, it has been compared over several tests using a variety methods. The test cases are those described in the comparative works [11] , [12] , [27] as well as an iteration of the conjugate gradient algorithm [35] applied to a "toy" matrix of order two (the operations given in Fig. 2) ; the interest behind the choice of the conjugate gradient algorithm is to demonstrate our approach can be applied to an example of a real algorithm that is used in finding the solution to a system of linear equations. Though it is acknowledged that for such a small matrix order, the conjugate gradient algorithm is unlikely to be used, it is large in terms of total operations compared to the results reported in [11] , [12] , and [27] , and it provides a simple real example on the effects of limited precision computations as well the highlighting the scalability issues. The inputs for the test are shown in Fig. 2 , these are chosen to ensure the matrix is symmetric positive definite, a property required for the convergence of the conjugate gradient algorithm, while the input vector is specified as an interval to demonstrate the algorithm can calculate bounds dependent upon input ranges and finite precision. As mentioned in Section II, the test cases from the comparative works are based on the range analysis problem as opposed to the effects of finite precision, but are included to show that our approach is also applicable to this problem and performs well in comparison. We then illustrate the greater scalability of our approach relative to these comparative works by demonstrating that it can still find bounds when adding finite precision effects to these problems.
The methods to which our paper is compared help to determine where our approach lies within a hierarchy of error bounds, given in Fig. 3 , where the higher the relative error the worse the bound.
The initial aim of our results is to demonstrate that our approach is better than existing analytical methods that provide bounds (distance a from Fig. 3 ). To this end, we compare our approach against IA, AA, and Taylor models with interval remainder bounds restricted to first, second, and third order where possible. The reason we are restricted to these small orders is that the Taylor model for inversion is found according to (23) , where int(f (x)) is the range of f (x) calculated using IA, and when a large multivariate polynomial is raised to a high power when calculating (T ρ +I ρ ) i , the number of monomials grows too large to compute in a reasonable execution time
It is also desirable to find out how far our approach lies from the ideal bound (as shown by distance b). Unfortunately, finding the ideal bound is computationally intractable, for it would involve calculating the potential values of every variable and from these values determining the worst case error loss for every precision. Instead, this is approximated by Monte Carlo simulation using the MPFR multiple precision floating library [36] (distance c). However, one must note that such an approach no longer returns a provable bound, and the difference between our approach and this bound is a function of three factors: the quality of our calculated bound, the simulation time, and the accuracy of the standard multiplicative model of floating-point error. The model of error used in this paper, and throughout the numerical analysis literature, is in practice a conservative approximation because each δ i is a function of the input variables, but this information is lost; as an example, multiplying any value by any power of two will be error free in the absence of overflow or underflow. Therefore, there will exist a distance d between the ideal bound and the best any approach using this model of error could possibly achieve. As such, we are most interested to find out how far our approach differs from the best possible bound achievable using the model of floatingpoint error generally used in numerical analysis literature (distance e). Unfortunately, as has been discussed in Section II, finding the best bound under the multiplicative model of floating-point error involves polynomial optimization, which is NP-hard. Therefore, this too is approximated under our test labeled "random sampling over poly," where we apply Monte Carlo simulation over the relevant ranges for all the variables to the polynomial we created which bounds the range or relative error of the result (distance f ). It should be noted that if distance f can be shown to be small, this will imply our approach lies close to the optimal bound achievable e (since it is known a priori that f ≥ e ≥ 0). Finally, distance c is also reported, so as to gain an approximate estimate of the appropriateness of the multiplicative model of error. As both c and f are simulated values, it cannot be guaranteed that c ≥ f , but if c is much larger than f , it is likely to be a result of the conservative nature of the multiplicative model.
As our approach consists of several stages, the main stages of which are creating a simplified polynomial and finding a bound for this polynomial using Handelman representations, to help quantify the contribution of each of these stages, we compare the result of bounding the polynomial in canonical form using IA against our full approach. One should note that for algorithms which do not include division, the test of bounding the simplified polynomial using IA is comparable to applying Taylor models approach without any intermediate bounding of higher order terms, which would give the tightest bound achievable using Taylor models. For algorithms which do involve division, our test which bounds the simplified polynomial using IA bounds the numerator and denominator polynomial separately and performs IA on these two results instead of using the approximation given by (23) . This, however, remains an interesting test as it focuses on quantifying how our method of applying Handelman representations to bound a rational function can find tighter bounds than any approach that is fundamentally based upon IA. Fig. 4(a) highlights the effect precision has on the conjugate gradient algorithm and the quality with which our approach can characterize this effect. It shows how the bounds on the range of the variable d 1 after an iteration of the conjugate gradient algorithm (operation 31 from Fig. 2 ) changes as a function of the precision, for the tests mentioned in Section IV. On these graphs, the vertical dotted lines illustrate the values of precision for realizable word-lengths, i.e., the difference in word-length between any two adjacent dotted lines is one bit. It is clear to see there is a significant difference between the ranges computed by all the analytic approaches, as well as the simulation estimates, in comparison to IA. In comparison to other approaches, our approach generally finds the tightest bounds, the exception being when the precision is very small where AA and Taylor series methods can calculate bounds where our approach fails. This is because in these cases, bounds for the error variables are proportional to the bounds on the input ranges, so the first order approximation of division retains most of the information, whereas our heuristic struggles without such a simplification.
V. Results

A. Analysis on Our Approach on an Iteration of the 2 × 2 Conjugate Gradient Algorithm
1) Effects of Finite Precision on Range:
It is also interesting to note that this graph demonstrates that both stages of our approach provide significant benefits toward obtaining a better bound, for performing IA on the simplified polynomial is significantly better than IA in the traditional sense, while bounding the simplified polynomial using Handelman representations improves this bound even further.
In order to view how these results translate to actual hardware savings on a FPGA, Table III shows the number of slices required, latency, and maximum frequency achievable 
when using single or double precision units, or by performing optimization for a given bound on range using all approaches targeting a desired range of 600. In this test, these figures are post place and route results where the floating point components are generated using Xilinx Coregen [37] . From this table, our approach can achieve a reduction in slices in comparison to optimizing the design using the other approaches, and significantly larger savings in comparison to using full IEEE single or double precision arithmetic. It also demonstrates the design would run at a faster frequency and an iteration would complete in fewer cycles by performing the optimization. 2) Effect of Finite Precision on Relative Error: Fig. 4(b) demonstrates the bound on relative error. This figure clearly demonstrates that the relative error decreases with precision, and that our algorithm is capable of tracking this relationship well, unlike all the other methods operating on the original code. The reason the other approaches cannot track this relationship is that almost all of the relative error terms will be of second order or greater because they will be a function of the input variables multiplied by some finite precision error. However, IA retains no information about the polynomial, while AA only retains first order information and approximates higher orders, and the tests using Taylor models only retain first and second order information. As a result, the bounds reported will be based on approximations of higher order terms, and these approximations must be treated independently, therefore all dependencies are lost. In contrast, by retaining all the information throughout forming the polynomial, as shown by applying IA on the simplified polynomial, it is possible to obtain better bounds, while the benefit of our approach in handling dependencies within the polynomial using Handelman representations results in even tighter bounds.
3) Finite Precision Effects Throughout an Algorithm: Fig. 4(c) demonstrates how the error as a result of using a chosen finite precision grows throughout the conjugate gradient algorithm. The abscissa represents the operation in the algorithm corresponding to the line numbers given in Fig. 2 . This demonstrates that as the number of dependencies grow, the relative error grows, along with the difficulty to bound this error. This graph also highlights some of the deficiencies of simulation methods; at several points, the relative error is high for both the simulation methods, but undefined using the two analytical approaches. Upon further inspection, it can be shown that over the specified input range, the denominator in the relative error term (nd) can legitimately include zero. This demonstrates the limitation of the simulation approach.
4) Execution Time of Our Approach on Conjugate Gradient:
It should however be mentioned that analyzing bounds on the range of the variable d 1 or d 2 (lines 31 or 32) and the relative error for the value r 1 or r 2 (lines 24 or 25) after one iteration was as far through the conjugate gradient algorithm that our approach could calculate bounds in a reasonable amount of time. The times for all approaches to calculate the polynomial, calculated as an average over many test runs on an Intel Xeon E5345, are given in Table IV. In this table, because the conjugate gradient algorithm includes division, Range widths found for the benchmarks using our approach and AA are normalized with respect to the "ideal" values stated in [27] . (b) Comparison versus SMT. Range widths found for the benchmarks using our approach and AA are normalized with respect to the values stated in [12] and [13] .
our approach requires the iterative refinement mentioned in Section III-D, so we have separated the computation time for our approach into two stages: set-up time-the time to calculate the initial bounds to perform the iterative refinement, and the time for each iterative refinement. As many iterative refinements are required to calculate the bounds for each point on the graph, this is as far through the algorithm that we could calculate in a reasonable time, especially given the scalability issues which will be discussed in Section V-D. In comparison to IA and AA, our approach is significantly longer as these approaches significantly limit the number of monomials in the polynomial, allowing a faster solution, where in contrast, when finding the range of d 1 , our heuristic was applied to a polynomial consisting of approximately 2 million monomials. The execution time of our approach is more comparable to Taylor models of higher orders first because they retain many more monomials and second because the time to compute the approximation for division is large. While the execution time for computing the relative error in Table IV appears much smaller, we cannot bound a variable further through the conjugate gradient algorithm because the function representing relative error is much larger in degree and number of monomials than the associated polynomial representing range. To explain this, let us describe the nominal value of the rational function by n/d, and the rational function including floating-point error byn/d. Using this notation, for the graph in Fig. 4(a) , we find the bounds of the rational functionn/d for the upper and lower bounds, whereas when finding the relative error in Fig. 4(b) , we find bounds of the rational function
With this larger function, the squaring operation (operation 27 in Fig. 2 ) results in a polynomial that is too large to compute in tractable time. This additional complexity also affects other approaches, notably the computation of 1/(r 1 ) takes too long and too much memory to compute using a third order Taylor approximation. Note, however, that the size of this benchmark is still significantly greater than those reported in [11] [12] [13] . Fig. 5 (a) and (b) shows the performance relative to the approaches given in related works, with the actual values given in Tables V and VII. In Fig. 5(a) , the ranges for the various approaches are normalized against what is quoted as the ideal range given in [27] . It is interesting to note that in many of the test cases our approach matches the ideal, and in all but one our approach is superior to the other methods.
B. Range Analysis Versus Other Works
As these examples do not include any finite precision effects, this difference is not a function of the model of error, rather the fact that our approach does not perform well in this one case demonstrates that our heuristic does not always find the best Handelman representation. This is a likely to be a result of targeting our heuristic mainly toward minimizing finite precision errors as opposed to range analysis. Once again, this graph also illustrates that both stages in our algorithm have significant effects on the final quality of the bound, since simply applying the first stage to create the polynomial and using IA on this polynomial can give comparable results to the existing methods for many of the benchmarks, while applying the second stage improves the bound further. It is also important to note at this stage that all the test cases in Fig. 5 (a) and some in Fig. 5(b) are only for polynomials, and hence the results for IA on the simplified polynomial are equivalent to the best one could achieve using Taylor models without any intermediate bounding of higher order terms, and this demonstrates how our approach outperforms this method. Finally, the random sampling of values of δ on the simplified polynomial is included to show that the difference between simulation and the best possible bound [distance (c-b) from Fig. 3 ] exists even for these simple examples consisting of only three variables. This helps to emphasize that the bounds found in the conjugate gradient analysis are very accurate, given that they consist of up to 25 variables for the polynomial minimized in Fig. 4(a) .
In Fig. 5(b) , the various approaches are normalized against the ranges given in [11] and [12] , which given sufficient run time, should be optimal. Interestingly, our approach in some cases gives slightly superior results. This is likely to be a result of the fact the SMT is a refinement process which is potentially time consuming and hence the refinement stops once at a given level of accuracy. On the contrary, it is important to note that in some cases SMT does outperform our approach to the extent that in some cases our work gives unbounded results, whereas SMT solver returns bounds. Furthermore, our approach either outperforms or is equivalent to AA in all but two of these benchmarks. Similarly to the previous example, this is a limitation of the method at finding the best Handelman representation, and while achieving better bounds is possible, it would require a more sophisticated search for Handelman representations, which will be time consuming. However, it should be mentioned that our solver calculates these values within a hundreds of milliseconds, as shown in Tables VI and VIII, whereas in [12] , the results for each value are reported as around the order of 100 s on a comparable machine. Furthermore, one should also note that our approach could be used as an input to the SMT solver, which uses initial estimates based on IA or AA, to decrease the time to find a good solution. Tables V and VII give a list of various results over the benchmarks mentioned earlier, along with the addition of finite precision effects. This is included both to provide data for future works to compare to, as well as to demonstrate how finite precision can affect such bounds. It also shows the benefit of this approach over those given in the comparative works seeing as ours is far more scalable as it can find a solution over many more variables in tractable time; most values are still calculated within hundreds of milliseconds (on a standard desktop with an Intel Core2Duo E6850 processor), as seen in Tables VI and VIII. Though there are some values that take significantly longer (up to half a minute), these are due to the iterative refinement to compute bounds for division, with the number of iterations of the algorithm proportional to the desired precision of the bound.
1) Benchmark Tests in Finite Precision:
C. Choosing the Maximum Number of Cancelation Terms
The choice of the number of cancelation terms, the value of the variable "m" in Fig. 1 , has been chosen experimentally. Fig. 6(a) and (b) shows how the execution time and error, respectively, change with m. This section discusses how they were used to select a value of "m."
The execution times plotted in Fig. 6(a) are the average time to compute the variables j, h, q and f from Fig. 1 , as the rest of the execution time should be independent of the variable m. The growth in execution time, as can be seen in Fig. 6(a) , is approximately exponential in m. This is expected given that the number of monomials in h(= n i=1 j i ) is worst-case exponential in m, and this means the number of computations to choose the value q and perform the update of f will also grow exponentially. The deviations from the line of best fit are likely to be caused by the fact that n ≤ m, as opposed to exactly equal to m, changing the number of computations for some iterations. The computation time for m = 1 is so low because this case is equivalent to performing IA on the expanded polynomial, which is significantly faster. Finally, one should note that the choice of m can also impact the number of iterations of the algorithm, but this is hard to quantify for practical examples as it is highly dependent upon the input polynomial.
Because it is impractical to calculate ideal bounds, in order to gain an insight into the quality of the GHR as m increases, the algorithm in Fig. 1 is applied to a polynomial with various values of m and the difference is calculated between the bound for each value of m and the tightest bound out of all the tested values of m returned for that polynomial. This process is then repeated over several polynomials to obtain an average, which is plotted in Fig. 6(b) . From this figure, it is clear that when m = 1, the result is significantly worse, demonstrating again the value of applying our procedure as opposed to performing IA on the polynomial. However, for m ≥ 3, the quality of the best bound is unclear, as seen in Fig. 6(b) . This demonstrates the intricacies involved in choosing the best GHRs. Our algorithm was based upon the idea of reducing the coefficients of lower order monomials at the same time as canceling higher order monomials. When m is larger, it will create more monomials and these can potentially reduce more lower order monomials, but while the algorithm is designed to attempt to choose these terms to reduce the coefficients of the monomials in f , it is not guaranteed, indeed it is even possible to create some unwanted higher order monomials that are products of the lower order monomials. However, more importantly, when m is large, many of these terms created in h will be very small as they will be multiplied by raised to high powers, meaning that for m > 3, it is expected that there will be little quantifiable gain in quality of result, and since the execution time grows exponentially with m, the choice of m = 3 would appear to be ideal in practice. Fig. 7 demonstrates how the execution time of our heuristic to bound the polynomial grows with the number of monomials in the polynomial g. It is clear from this graph that execution time grows at a steady rate with the number of monomials. The rate of growth is slightly super-linear, which is a result of typically creating a GHR for each term and the complexity of creating a GHR increasing for higher degree monomials and the polynomials with more monomials containing more higher degree monomials. However, while the execution time is only slightly superlinear in the number of monomials used for the canonical polynomial representation, the number of monomials grows significantly faster. This is because in order to correctly bound the error introduced by the use of floating point precision, the polynomial representing the result of any operation is multiplied by the function (1 + δ i ), according to the multiplicative model of error used throughout the numerical analysis literature, doubling the number of monomials in the representation. For example, the floating-point error model for an algorithm consisting of a series of floating-point multiplications, an example pseudo code for which is shown in Fig. 8 , will have a polynomial representation as in (24) ; the number of monomials in this polynomial, when expanded into canonical form, is exponential in n x 1 x 2 ....x n (1 + δ 1 )(1 + δ 2 )... (1 + δ n ) .
D. Scalability of Our Approach
However, in many algorithms, this worst case does not occur, first because results are often not accumulated using a single variable throughout the course of the algorithm, and second because it is highly likely that a large amount of cancelation will occur.
VI. Conclusion
This paper has demonstrated a heuristic, based upon a result from real algebra, that can be used to find analytical bounds for any value within an algorithm. We have demonstrated that our approach takes into account dependencies within a polynomial representing the range of a variable when calculating bounds, and this can not only lead to much better bounds than a naïve implementation of IA, but also more sophisticated techniques such as AA or Taylor series with remainder bounds.
While this research has shown a high degree of utility, there are several limitations that would benefit from further research. These include scalability, highlighted in Section V-D, improving the heuristic to obtain better Handelman representations, discussed in Section V-B, as well as extending the method to handle non-polynomial functions such as square roots and exponentials. However, as mentioned in Section III-E, we could create a combined approach which uses polynomial simplification or polynomial models for complex functions throughout the algorithm, such as those used for AA or Taylor models with interval remainder bounds, but replaces any intermediate or final bounding of a polynomial by IA with our approach, to both address these issues and improve the overall bounds. Similarly, this could be integrated within a global optimization framework that uses interval analysis as an additional tool to improve bounds.
The Handelman representation is just one special case of "theorems of alternatives" in which real algebraic geometry is rich. In particular, the proposed approach can be seen as a search over a particular form of Positivstellensatz refutation [38] , an insight which could lead to further sophisticated algorithms developed in this field.
