Deering's model of Internet group communication, in spite of its simplicity and elegance, imposes limits on the complete development of IP multicast, due either to the profusion of contradictory requirements of applications, or to the reduced support provided by the network core for technical or economic reasons. Even if some of these difficulties may be resolved at the transport or application layers, thus remaining outside the scope of the present model, there also appear defects within this model, mainly due to interdomain routing, involving address management, to QoS insensitivity and to loss of functionality. The recognition of these defects has already led to the solution presented by the MASC/BGMP project, which involves a transition from the present model. However there are many who argue that the success of unicast applications in TCP/IP will only be repeated in multicast applications through the use of much simpler solutions than the existing ones, or by including greater intelligence in the network interior. With this in mind, we analyse here the proposals RAMA and XCAST, which may be seen to demonstrate greater simplicity. We also look at AIM, designed for organising receivers into subgroups with similar interests. Leveraging Internet group applications will certainly involve one or other, or even both, of these approaches.
Introduction
Group applications lead to new patterns of Internet usage and are quite demanding on its infrastructure. Such applications may be classified according to their communications patterns: one-to-many (programmed distribution of audio and video, file distributions, etc.), many-to-one (data collection, opinion polls, auctions, etc.) and many-to-many (real-time multimedia conferencing, group collaboration or conversation, distributed interactive systems, multi-user games, etc.), or a variant of this last class, few-to-few [27] .
What is known as the current service model of IP Multicast, or simply as Deering multicast, is based on extensions to the Internet Protocol (IP), related to group communication using class D IP addresses. These extensions consist of two fundamental components: the Group Model and a Multicast Routing Protocol [9] . Whilst the Group Model is concerned with the organisation into groups of receivers of multicast traffic (a station transmitting to the group need not belong to the group, it only needs to know the IP address of the intended group of receivers), the Multicast Routing Protocol is used to build and maintain the distribution tree used to deliver messages, and is of interest primarily to Internet Service Providers. These two components are responsible for the very different nature of multicast transmission, compared with the more usual unicast, and all studies, proposals and implementations of multicast transmission undertaken in the last ten years or so have been based on them. Naturally enough, we are also able to lay at their door the difficulties and deficiencies of multicast, which are not also shared by unicast.
Solving multicast issues is mainly a question of dealing with routing, especially inter-domain routing, due to the use of different policies and choices, both administrative and technical, and these choices may result in scalability problems or increased costs for the stations or for the network.
But the problems are not restricted to just routing: group communication applications in the Internet have raised questions of reliability, performance, flow and congestion control, security, group management and co-ordination, amongst others, which have caused support for multicast to extend beyond the network layer, and include also the transport and application layers, and even the link layer.
In section 2, we present the basis for the current service model for IP multicast. In section 3, we present an analysis of the transition currently in course to improve this model, performing in section 4 an evaluation of this service model and the promised extensions, with the objective of identifying which demands are still unsatisfied. In section 5, we analyse a number of new proposals which attempt to overcome these limitations. In section 6 we present our conclusions.
The Current Service Model
Deering's original proposal [8] is based on multicast transmission to a group of receiving stations characterised by a single class D IP address, where datagram delivery has the same "best effort" reliability as in unicast transmission. The group address is fixed, but the group membership may not be: members join and leave groups at their own convenience. The model relies on extensions to IP, through the introduction of the Internet Group Management Protocol (IGMP).
IGMP defines just two types of message: requests and announcements. Local multicast-enabled routers periodically multicast request messages in order to discover which groups of receiver stations have members on the local area network. Receivers reply with multicast announcement messages, either immediately (for stations without timing capacity), or after a random delay, otherwise, in order to avoid the receipt of simultaneous announcements by the router. (Note that only one member of each group need reply, and additional members suppress their announcement messages after receiving the first message for the same group). A station may also spontaneously transmit an announcement message to join a new group, instead of waiting for the next request message.
Although the process of joining or leaving a multicast group depends on IGMP, further additional information is necessary for a potential member to decide to join the group, or not. An IETF working group called MMUSIC (Multiparty Multimedia Session Control) was charged with developing protocols to announce group transmission content. There are currently two ways used to deal with this point [22] . The simpler form is to use the broadcast model, through SAP (Session Announcement Protocol), which continually distributes a list of the addresses of destination groups for potential receivers to join. SAP uses SDP (Session Description Protocol) to describe the contact and access information for the multicast sessions being announced, and both SAP and SDP are widely used in distributive multimedia applications on the MBone 1 . This model, which resembles broadcast television, is weakly coupled, as session transmitters have no knowledge of who are the receivers of their transmissions.
A separate development of the MMUSIC working group is represented by SIP (Session Initiation Protocol), which is used to invite others to participate in some kind of teleconference, which may be an audio-or videoconference, or even a simple telephone call.
As well as IGMP, used for managing stations' joining and leaving a group, two other protocols are necessary: an intradomain routing protocol, also known as a MIGP (Multicast Internal Gateway Protocol) [28] , such as PIM-SM or DVMRP, and an inter-domain routing protocol used in border routers. A MIGP based on the current service model builds multicast distribution trees using one of several mechanisms which reflect the manner in which new receivers join the multicast group. In sparse mode protocols, the receiver explicitly joins the multicast group; in dense mode protocols, the mechanism used may be by broadcasting an association, or by a combination of flooding and pruning.
Practical proposals for building distribution trees are of two kinds. The first kind is the source-rooted tree, which is ideal for one-to-many applications or their variants, which involve high data rates and low delay with source access control, not unlike broadcast TV. The other kind, which uses a shared tree, is appropriate for applications with multiple, low data-rate sources, with little concern with delay re- Protocols using shared distribution trees based on a core include PIM-SM (Protocol Independent Multicast -Sparse Mode) [11] , which uses mono-directional forwarding and soft state in routers, and is based on unicast routing protocols, although information about the tree's core needs to be distributed previously. CBT (Core-Based Trees) [2] , which is bi-directional, has its distribution tree periodically updated, is based on unicast routing tables, but is not affected by changes in network topology.
For differing reasons, all these protocols suffer from scaling problems: flooding and pruning, used in DVMRP and 3 Transition from the current model: an improvement or just more complexity?
The transition being undergone by the current service model suggests the apparently natural solution for the problem of scalability in multicast communication: the use of hierarchical routing, where routers are organised in domains. External routing protocols, operating over the connections between domains, can ignore the internal details of other domains. The MASC/BGMP project [18] includes a set of three protocols 3 which deal dynamically with the addressing scheme, and, together with BGMP (Border Gateway Multicast Protocol) [29] , represent this transition.
MASC (Multicast Address-Set Claim), which operates at the inter-domain level, is designed to solve two basic problems: to find a globally unique multicast address, and to avoid collisions in the choice of this address. Each domain possesses a MAAS (Multicast Address Allocation Server) to co-ordinate the delivery of multicast addresses and to monitor address space usage. There are also one or more nodes (typically domain boundary routers) running MASC, which form a hierarchy reflecting the inter-domain topology. In this hierarchy there will exist backbone domains (without any parent domains), which exchange route utilisation messages amongst themselves, and reach bilateral agreements, which enable them to allocate address spaces for their child domains. The multicast address space is partitioned between regions, and in each region the MASC nodes advertise their addresses. MASC domains hear these advertisements and request portions of these address spaces, alert to possible collisions. Once a bilateral agreement is reached and the addresses of a domain are established, a child domain requests addresses from a parent domain using a request-collide scheme. A parent domain that had recently acquired MASC addresses uses a type of BGP route called a group route. Group routes include the band of multicast addresses allocated and injected into BGP by the MASC node. The part of the routing table which maintains group routes is called G-RIBs, and BGMP uses the G-RIBs to build a shared multicast tree. To achieve good utilisation, for a given domain an address allocation lifetime is associated with each address band. This hierarchical system favours scalability, but requires multicast applications to adapt to possible changes of address.
BGMP runs in domain border routers, and its function is to build shared bi-directional multicast distribution trees between neighbouring domains. Like BGP, BGMP uses TCP to transport its signalling messages. Tree building depends on two components: a MIGP, acting within a domain to keep the border router informed about group membership, and BGMP, used, together with neighbouring border routers, to build the shared tree, using a similar mechanism to PIM, except that the root of a BGMP tree is not a specific router but a whole domain. The choice of potential tree cores takes into account both administrative and performance considerations, which implies a fair probability of non-optimal selection.
This set of protocols is designed to provide a long term solution for multicast addressing and routing. Apart from the scalability which results from the reduced number of forwarding states, the objectives of the MASC/BGMP project include stability, due to the reduction of protocol overhead, the maintenance of the premises of the current multicast service model, and the ability to deal with policy difference between different domains. The project also presupposes independence of the intra-domain routing protocol, which thus reduces the impact on neighbouring domains of alterations or modifications of the intra-domain routing protocol in use in a given domain.
With the completion of this transition, a more complete generic solution to multicast communication would include the set formed by IGMP, for membership of receiver stations, PIM-SM, for routing in sparsely populated regions of the interior of a routing domain, the MAAA architecture, for relating domains, multicast stations and address servers, and BGMP for communication between domains.
Evaluation of the current model
One of the most significant characteristics of Deering's model is the anonymity of group participation, which simplifies the mechanisms used for multicast delivery. On the other hand, a weakness of the IP multicast model is the lack of addressing information. A class D IP address is no more than a name, and implies nothing about the location of group members or of the distribution tree to which they are connected, and this restricts as much the delivery of data based on content, as it does the co-operation between the multicast delivery protocols and the applications, or between end-to-end protocols that use the multicast service [20] . The different needs of multicast delivery, in different levels, are met by a profusion of protocols, a situation very different to the simplicity of unicast. In Figure 1 we present a comparison between multicast and unicast, after [12] .
A minimal set of requirements for network support of multicast applications should include speed and consistency in address allocation, and adequate response to the dynamic behaviour of group membership and routes, supposing that these requirements are based on performance, and it should also be possible to deal with heterogeneity and information partition [19] . However, this set of requirements is not well supported by the current model of IP multicast, due to problems of this model which we will now discuss [4] .
The Domain-dependence Problem -The existence of cores of multicast distribution trees in different domains from the respective transmission sources leads, necessarily, to conflicts of interests. It is undesirable that one domain depends on another, since:
1. Congestion control and transmission rate from a source in a given domain may become incompatible with local policies, when the traffic crosses a domain boundary;
2.
If an Internet service provider (ISP) is based on a core located in another domain, certainly it will not be able easily to control the service received by its customers;
On the other hand, an ISP will normally not want to provide the core for a session for which its customers are neither sources or receivers. If this were to happen, the ISP would be expending its resources to provide service to customers of other ISPs, and, even worse, since the current service model provides no mechanism for estimating the size of a multicast group, it would be difficult even to measure the extent of such resource consumption.
The MSDP proposal solves the problem of domaindependence, at the cost, however, of scalability and dynamic response [1] . Dynamic groups are characterised by frequent membership changes, or by sources transmitting in bursts. With MSDP, information about sources must be known before routing state can be created, and this is difficult to manage with dynamic groups. Thus, MSDP was launched as a solution for the short term, whilst another solution was sought for to solve the problem properly. Such a solution has now appeared in the form of the MASC/BGMP project, although its complexity has to be acknowledged, especially if we think in terms of the feasibility of setting up a global structure and stimulating ISPs to adopt it. The Non-resolved Functionality Problem -The elegance of the multicast model pays a price for its simplicity, offering few service options for group data delivery. Large scale applications will require much more from the network layer than anonymous packet delivery. In such applications, it is most probable that not all users will want to receive data from all sources. With such a demand profile, there will almost certainly occur some unnecessary network processing, as well as unnecessary occupation of queues in routers and of buffers in receiver stations. This negative scenario could be made even worse by the use of reliable protocols retransmitting lost packets, which might not be of any interest to some receivers. A more natural solution would be the use of some forms of addressing within the group, permitting their organisation in accordance with the receivers' interest in the data, thus reducing the problem at the network layer, and consequently reducing unnecessary traffic. It is not difficult for us to imagine such exam- ples from distance learning, teleconferences, interactive simulation, and so on.
A multicast architecture should also suppose the existence of group management, either for charging for usage, for address recovery or for access control functions. The current model leaves this functionality unspecified, thus permitting that a multicast session be vulnerable to a number of threats, such as: denial of service attacks (through flooding), session collision, unauthorised reception and clandestine interference with authentic sources.
For the specific purpose of access control, there should exist some mechanism to control authorisations (for reception and transmission) and for group creation. A natural solution, which would prevent the dangers mentioned, would be to require explicit joining to receive transmissions from a list of known sources during the group session. Obviously, this approach is in conflict with the current paradigm, where receiver identity is not known by the source, and the source need not even belong to the group.
Protocol Cost, Group Latency and Scalability -Any of the solutions so far mentioned involve processing, time and signalling costs. The cost of association latency, for example, is particularly high with MSDP. Messages confirming association in the domain are sent periodically, and there may be a considerable delay between the moment the new candidate requests to join the group and when he receives confirmation. It is possible to reduce this problem in MSDP at the cost of increasing the number of states.
Another contribution to protocol cost is that multicast routing protocols periodically transmit information by flooding. MOSPF propagates link and group membership state packets to all routers so that they can build distribution trees. DVMRP and PIM-DM periodically flood data packets to the entire network. Even CBT and PIM-SM, which scale better, flood all routers which are candidates for the core with information about the mapping of the group.
Whether their distribution trees be source-based or shared, routing protocols suffer from new scaling problems caused by:
1.
Maintenance of connection state -all routers which are part of a multicast tree maintain forwarding tables which can signify a significant cost in resources, either as memory or processing. Whilst shared trees imply costs for group maintenance, source-based trees involve group and source-related costs.
2.
Mechanism for advertising the source -members of a multicast group become connected to sources without needing to know who these sources are. In sparse mode protocols, such as CBT and PIM-SM, this is because the core node requires complete knowledge and control of the entire domain. In dense mode protocols, flooding and pruning mechanisms guarantee the connection without the need for knowledge of the source. In both cases there are scaling problems, due either to the quantity of state to be maintained, or to the number of periodic update messages.
Address Space -Address allocation for IP multicast is not yet regulated. The implementations derived from the Deering model reveal the costs:
1.
Allocation of multicast addresses -the creator of a multicast group should allocate a globally unique address. Since no means of doing this is defined in the current service model and there is no standard method for doing this, the IETF has experimented with static allocation of blocks of multicast addresses, although this is to be replaced by the MAAA set of protocols. If, on the one hand, the MAAA proposal will standardise address allocation, on the other there is concern at its complexity. More specifically, MASC, which was designed to solve inter-domain address allocations, has two controversial aspects. The first is the obviously compromise solution between address aggregation and expected demand for groups of addresses. The other is that group prefixes are not tied to domains, and are in fact leased. On the other hand, applications need to know the group address, and this would be easier if such addresses were fixed.
2.
Unknown receivers -when a multicast packet arrives at a router, the router determines the output interfaces it will be forwarded through, but has no idea how many destinations will receive it. From the point of view of ISPs and carriers, this lack of knowledge affects security, accounting and policy requirements.
3.
Address collision -with the growth of the Internet, it becomes more likely that more than one group creator will select the same multicast address. Obviously, this imposes some hierarchical address allocation scheme, something absent from the Deering model, and which still does not exist.
Lack of Awareness of Quality of Service and Preferences -By the very nature of the Deering model, any group member will receive all data packets sent to the group with which he is associated. On the other hand, the modern tendency is to tailor data to the consumer. Applications will be created that will permit data to be selected by content. The supporting infrastructure should provide some alternative to merely discarding the unwanted packets at the destination, as, in this case, such applications would have to deal with unwanted network traffic, wasting resources both in the network and at the receiving stations.
For such a scenario, there is no support in the current service model, and, worse still, this model prevents a group from dealing with data based on its content. Customisation has no place in the current model of multicast, which was designed for a network offering best effort service. Clearly, this problem can be crudely worked around by creating multiple group address per session, or, alternatively, using QoS-sensitive routing, offering alternative routes using some metric. But this is not what happens in practice: QoS is not taken into account in route selection. CBT, PIM-SM and even BGMP are examples of this insensitivity [31] [7] . All of these protocols build core-based trees which simplify routing, but introduce problems of core selection and of partitioning of addresses, affecting protocol performance.
New Multicast Paradigms
An initial movement in the direction of changing the current model, as we have seen, focussed on restrictions related to domain dependence, certain aspects of scalability, such as the reduction of router state, and a more efficient global scheme for address allocation and access control. The solution represented by MASC/BGMP is complex, whilst its practical implementations are based on static allocation and assignment of addresses, and are considered to be unsatisfactory. The only proposal which satisfies almost all address requirements is the future change to IPv6 addressing, which, as is known, will not happen sufficiently quickly enough, on account of all the required changes in Internet infrastructure.
Another, more radical, approach defends changes in the heart of the model, reasoning that the use of anonymous multicast allied to the lack of appropriate network support 4 is incapable of providing a real, long term solution which meets the needs of end users and service providers. Along these lines, there exist proposals to simplify the multicast paradigm, such as SM (Simple Multicast) [26] and EXPRESS [16] . Yet another simplifying proposal, CLM (ConnectionLess Multicast) [24] , attempts to complement the current model, by removing the need for maintaining router state, even at the cost of restrictions on the size of groups. A further class of proposals, represented by AIM (Addressable Internet Multicast) [20] , concentrates on one of the main targets of criticism of the current model, the lack of addressing within groups, proposing a service which permits subgroups selectively to receive data based on content, and not merely on the multicast address. Another movement for change, which however remains beyond the scope of this paper, uses techniques which take into consideration QoS for selecting multicast routes.
AIM and Anycasting
AIM generalises the architecture of IP multicast by introducing addressing information within the multicast distribution trees. In this way, AIM seeks to provide a routing infrastructure which simultaneously supports low latency for address allocation, low overhead for group creation, a flexible anycasting 5 mechanism and a scheme for naming data. AIM is an instance of the protocol architecture ALF (Application Level Framing) 6 , designed better to express the requirements of applications to lower protocol levels. AIM will use any kind of multicast distribution tree, source-based or shared, extending IP multicast with the establishment of three kinds of label, to be associated with routers, each of which expresses a type of service.
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Positional outer Label -specifies the router's location relative to a fixed point of the tree, which is used a the addressing root, and is not necessarily identical to the source or core of the underlying distribution tree. Using positional labels, routers possess addresses within the multicast distribution tree, and, using this address, are able to select the reception of just a part of transmissions to the group. The positional labelling algorithm assigns the label "1 to the root, and each subsequent node has a prefix which corresponds to the parent node, and a unique suffix among the children of that parent. A new router prefix must always be passed on to its children, and so on successively to the leaves of the tree. With the routers so labelled, routing is implicit, and it is unnecessary to maintain any routing state in the routers. A simple comparison of the positional label of the receiver with the router label defines whether the receiver is an ancestor or a descendent within the tree, and forwarding is performed accordingly.
In order for a source to know to whom to send the packets, it must know the respective labels, or assign a corresponding mask, in the case that the receivers occupy an entire subtree. When receivers are sparse, only the GCP (Greatest Common Prefix) of the list is processed by the corresponding router, and the list of further receivers is maintained in IPv6 extension headers (which implies a certain restriction of AIM). When the packet in question reaches the GCP router, this router decides the next GCP, by means of a flag (# ), and so on, successively.
With positional labels it is possible for sources to address a selected part of the multicast group, based on information contained in the packet, without this generating additional traffic.
Distance Label -associated with each interface belonging to the multicast distribution tree, this specifies the distance, using some metric, to the next qualified router of the same group. This type of label also allows routers to address a specific subgroup within the multicast group. The distance label specifies a predefined type. Type 1 defines the hop count between the router and the nearest group member or receiver. Other types may be used to represent available resources or the average load at a station. A station which executes a given application advises its local router what is the kind of distance label desired. A router which receives an updated distance label from on of "its" stations (or from a neighbouring router) increments this label and associates it with the interface by which the update was received. Then the router announces to neighbouring router in the distribution tree its lowest distance label, which results in a labelled tree.
This scheme supports an anycasting service. To use it, packets are only forwarded by a given router using the interface with the lowest associated distance label. If two or more interfaces have the same distance label, the router selects one of them using some consistent criterion. Routes followed using anycast routing are not necessarily the same as those used in the underlying multicast routing. For example, in PIM-SM, all packets are first forwarded to the core, and then distributed, and this does not normally happen with anycasting. 7 -specifies the association of one or more receivers of the multicast group with the traffic generated by a subgroup of sources. This kind of label allows receivers to identify a subgroup of sources and rapidly to define receiver subgroups, without the need for new distribution trees. With stream labels, applications (or highest level protocols) may define the same contexts and meaning for different individual packets, labelling them with the same identifier, in such a way that multicast groups may be explicitly aggregated at the network layer.
Stream Label
AIM stream management is performed by each router maintaining a local stream The proposals of the RAMA model [1] , which includes SM and EXPRESS, abandon some aspects of the current multicast model in the name of simplified routing. In this model, a channel is uniquely addressed through the tuple (N -address of core or source, G -group address). In the case of EXPRESS [16] , two sources, S1 and S2, transmitting data to the same group, G, will only be received by receivers associated with both sources and thus with both channels. In the same way, in SM the advertisement of the core (N) of a shared tree will be associated with a specific group address, G.
SM and EXPRESS, however, have their differences. Whilst EXPRESS imposes a mono-directional tree per source, SM builds a bi-directional shared tree for various sources. SM requires changes to packet format, whereas EXPRESS does not.
From our point of view, SM is more representative of the RAMA model, because of its capacity to solve interdomain routing [26] [3] . The SM project supposes that the notion of a session can be determined at the level of a single shared tree (EXPRESS links the notion of session to the application layer), given that a great number of applications use multiple sources. In this way, the service model presented here is of the multi-partner type, using a bidirectional tree rooted in a core. Like EXPRESS, and different from the traditional model, this protocol separates group and core discovery from routing concerns. The address parameters of the group (N, G) may be obtained using some out-of-band application-level mechanism (WWW, email, DNS, SAP, etc.), avoiding complexity and unifying intra-and inter-domain routing, without the need for the global allocation of a multicast address.
If a data source is already a group member, its SM data packet should carry an IP-encapsulated header, containing the group identifier (N, G), and in the destination address of the IP header there should be placed the code corresponding to ALL-SM-NODES, thus assuring that non-SMenabled nodes will ignore the packet. A SM router which receives the packet does a forwarding table lookup on (N, G) to decide whether to forward or discard it. If the output port is a tunnel, the SM router substitutes the destination IP address by the address of the tunnel endpoint, which will certainly also be a SM router, and which will restore the ALL-SM-NODES destination value on packet arrival.
SM control messages, which are also encapsulated in IP headers, are sent in the direction of the core. A join message contains the IP option Router Alert [17] , which involves the inspection and processing of this packet by all routers along the path to the core, with each SM router inserting its identifier in the appropriate header field, or tunnelling packets between non adjacent SM routers. On arrival and acceptance of a join request at the core, the acknowledgement follows the reverse path, confirming information on routing state all the way to the sender of the original join request. Tree maintenance is similar to CBT, with parent routers monitoring their children, and vice-versa, emitting and monitoring liveness and heartbeat messages.
XCAST: Explicit Multicast
Proposals have been presented at the IETF seeking to take advantage of the characteristics of real multicast applications without abandoning the facilities of unicast transmission, in recognition of the fact that practical applications are best classified as few-to-few. The different approaches used to handle the distribution of identical packets involve three separate mutually orthogonal costs, which will be described here, and which are illustrated in Figure 2 . The pure unicast solution (n separate unicast transmissions) corresponds to point 1 of the figure. The traditional Deering solution (a single transmission to a multicast address) corresponds to point 2. The proposal represented by XCAST (the packet is sent only once, but contains a list of n receivers) corresponds to point 3. Solutions proposed within the scope of the current service model permit some intermediate point in the figure between points 1 and 2, since it is possible to exchange bandwidth for the cost of signalling and maintenance of state in the routers. The techniques proposed in XCAST (and mentioned in the Figure 2 ) allow us to exchange processing cost at a border router for bandwidth, or for state and signalling costs.
Boivie [5] asserts that there is a hyperbolic cost profile per group member, as a function of the number of members. This profile is evidence that the current service model is relatively expensive if groups are small and are many in number, as is the case in teleconferences, interactive games and collaborative applications. XCAST is destined for such applications. The idea behind XCAST is simple. To use unicast transmission implies a larger cost in bandwidth consumption, a scarce resource in access networks, with all the accompanying performance losses. To use Deering-style multicast generates costs due to state maintenance and signalling, requiring (memory and processing) resources which are relatively scarce in backbone routers, due to immense contention. The XCAST proposal seeks to transfer the brunt of costs to edge routers, not only in terms of bandwidth costs, but also in terms of per-packet processing costs. The implementation of this approach is similar to the MBone, and depends on an overlay virtual network of XCAST routers and stations, connected by tunnels, whereby XCAST packets are transported as common IP datagrams, taking advantage of the existing unicast support.
A XCAST data packet contains the IP address of all the members of a session. In each XCAST router the packet is processed, the output interfaces are identified, and for each such interface a new XCAST packet is built, containing only the IP addresses of members corresponding to that route. In the case that an output interface corresponds to just a single receiver, the remainder of the transmission uses pure unicast.
There are two ways to include a list of destination addresses. The first of these depends on creating a new IPv4 option; the other adds an additional header between the network and transport headers, known as the Xcast4 header.
The Xcast header is processed only by Xcast-enabled routers, and contains control information to be interpreted at multicast tree branching nodes. The IPv4 and Xcast headers of a typical packet are described in [5] , and briefly summarised below.
IPv4
Header <Destination = IPv4 multicast address All_Xcast_Routers; value to be defined by IANA> <Source = level 3 address of multicast source> <Protocol = PROTO_Xcast>; value to be defined by IANA
Xcast4
Header <Destination = list of IPv4 unicast address (and, possibly, also transport protocol port numbers) of multiclass group destinations> <Protocol = UDP or TCP> <bitmap = one bit for each destination, indicating whether it continues to be valid due to tree branching> 6 
Conclusions
The alternatives which have been proposed to the traditional model of IP multicast and its known extensions concentrate their attention on overcoming insufficiencies and complexity which still exist. With AIM, Levine introduces group-relative addressing information in the multicast distribution trees, which allow new delivery and filtering services based on content preferences. This form of receiver group organisation simplifies important ISP requirements, such as security, session accounting and coexistence with established policies, whilst at the same time resulting in great savings through the reduction of unnecessary traffic and of router state. The anycast technique may prove useful for applications which need to select and locate the most appropriate within a set of possible servers, each of which replicates a given service, such as those which today are manually configured, like NTP (Network Time Protocol) and DNS (Domain Name System). With this kind of addressing, it is also simpler, as well as more economical in bandwidth, to perform retransmissions in reliable multicast protocols, eliminating unnecessary control traffic, and adding functionality to routers without increasing their state requirements.
