We develop a new approach to robust adaptive beamforming in the presence of signal steering vector errors. Since the signal steering vector is known imprecisely, its presumed (prior) value is used to find a more accurate estimate of the actual steering vector, which then is used for obtaining the optimal beamforming weight vector. The objective for finding such an estimate of the actual signal steering vector is the maximization of the beamformer output power, while the constraints are the normalization condition and the requirement that the estimate of the steering vector does not converge to an interference steering vector. Our objective and constraints are free of any design parameters of non-unique choice. The resulting optimization problem is a non-convex quadratically constrained quadratic program, which is NP hard in general. However, for our problem we show that an efficient solution can be found using the semi-definite relaxation technique. Moreover, the strong duality holds for the proposed problem and can also be used for finding the optimal solution efficiently and at low complexity. In some special cases, the solution can be even found in closed-form. Our simulation results demonstrate the superiority of the proposed method over other previously developed robust adaptive beamforming methods for several frequently encountered types of signal steering vector errors.
I. INTRODUCTION
Robust adaptive beamforming design has been an intensive research topic over several decades due to, on one hand, its ubiquitous applicability in wireless communications, radar, sonar, microphone array speech processing, radio astronomy, medical imaging, and so on; and on the other hand, because of the challenges related to the practical applications manifesting themselves in the robustness requirements for adaptive beamformers. The main causes of performance degradation in adaptive beamforming are small sample size and imprecise knowledge of the desired signal steering vector in the situation when the desired signal components are present in the training data. The traditional design approaches to adaptive beamforming [1] - [4] do not provide sufficient robustness and are not applicable in such situations. Thus, various robust adaptive beamforming techniques gained a significant popularity due to their practical importance [5] . The most popular conventional robust adaptive beamforming approaches are the diagonal loading technique [6] , [7] and the eigenspace-based beamforming technique [8] , [9] . However, it is not clear in the former approach how to obtain the optimal value of the diagonal loading factor, whereas the eigenspacebased beamforming is known to suffer from the so-called subspace swap phenomenon at low signal-to-noise ratios (SNRs) [10] and requires exact knowledge of the signal-plus-interference subspace dimension.
In the last decade, several approaches to robust adaptive beamforming based on a rigorous modeling of the steering vector mismatches have been developed. For the case when the mismatch of the signal steering vector is modeled as deterministic unknown norm bounded vector, the so-called worst-case-based adaptive beamforming design has been proposed in [11] , [12] . The relationship of the worst-case-based design to the diagonal loading principle with adaptive diagonal loading factor has been explored in [11] , [13] as well as the generalization to the ellipsoidal steering vector uncertainty set has been developed in [14] . The uncertainty of second order statistics of the desired signal have been also considered in [15] . If the signal steering vector mismatch is modeled as random unknown with known Gaussian or unknown distribution, the corresponding optimization problem belongs to the class of stochastic programming problems, and the corresponding probabilisticallyconstrained robust adaptive beamformer has been developed in [16] , [17] . The relationship between the worst-case-based and the probabilistically-constrained robust adaptive beamformers has also been shown in [17] , [18] . However, some design parameters such as the norm of the signal steering vector mismatch in the worst-case-based design or the acceptable beamforming outage probability in the probabilistically-constrained design are assumed to be known in the aforementioned techniques.
Another approach to robust adaptive beamforming which is based on estimating actual signal steering vector based on the knowledge of presumed steering vector has been proposed in [19] , [20] . The main idea of this approach is to estimate the signal steering vector so that the maximum of the beamformer output power is achieved, while the convergence of the steering vector estimate to an interference steering vector is avoided. The latter convergence can be avoided by imposing different constraints. The projection constraint to the space to which the desired signal belongs is used in [20] and the solution based on sequential quadratic programming (SQP) is developed. The advantage of the method of [20] is that no design parameters of non-unique choice are required.
However, the disadvantage is that the complexity of SQP is rather high, which makes the method less attractive for practical use. It is interesting that the robust adaptive beamforming formulation based on desired signal steering vector estimation has been also considered in [21] , but the typical for the worst-case-based methods [11] - [14] norm bound constraint on the steering vector mismatch has been used there in order to guarantee that the estimate of the desired signal steering vector does not converge to an interference steering vector. As a result, the method of [21] is one of the various implementations of the adaptive diagonal loading based techniques, and it is not free of design parameters.
In this paper, we develop a new robust adaptive beamforming method which is free of any design parameters of non-unique choice. This method is based on the signal steering vector estimation via beamformer output power maximization under the constraint on the norm of the steering vector estimate and the requirement that the estimate of the steering vector does not converge to an interference steering vector. To satisfy the latter requirement, we develop a new constraint which is a convex quadratic constraint. Then the corresponding optimization problem is a non-convex (due to the steering vector normalization condition) homogeneous quadratically constrained quadratic programming (QCQP) problem. In general, QCQP problems may not have a strong duality property, which leads to the situation when the solution of the corresponding semidefinite programming (SDP) relaxation-based problem is of rank higher than one and randomization procedures have to be used to find an approximate rank-one solution [23] - [26] . The probability that the so-obtained rankone solution coincides with the exact solution is less than one [27] . However, in the case of our signal steering vector estimation problem, we show that a rank-one solution can be found efficiently August 6, 2010 DRAFT using the SDP relaxation technique. Moreover, the strong duality holds for the proposed problem, which means that a rank-one solution can also be found based on the solution of the convex dual problem. Some special cases and interesting relationships are also considered. Our simulation results demonstrate the superiority of the proposed method over other previously developed robust adaptive beamforming techniques.
This paper is organized as follows. Data model, beamforming formulation, and necessary background are given in Section II. In Section III, we formulate the problem of interest. A complete analysis of the problem and its rank-one solution is given in Section IV. Section V overviews some special cases and draws interesting relations to the existing methods. Simulation results comparing the performance of the proposed method to the existing methods are shown in Section VI. Finally, Section VII presents our conclusions.
II. SYSTEM MODEL AND BACKGROUND
Consider a linear antenna array with M omni-directional antenna elements. The narrowband signal received by the antenna array at the time instant k can be written as
where s(k), i(k), and n(k) denote the M × 1 vectors of the desired signal, interference, and noise, respectively. The desired signal, interference, and noise components of the received signal (1) are assumed to be statistically independent to each other. The desired signal can be written as s(k) = s(k)a, where s(k) is the desired signal waveform and a is the steering vector associated with the desired signal.
The beamformer output at the time instant k can be written as
where w is the M × 1 complex weight (beamforming) vector of the antenna array and (·) H stands for the Hermitian transpose.
Assuming that the steering vector a is known precisely, the optimal weight vector can be obtained by maximizing the beamformer output signal-to-noise-plus-interference ratio (SINR) [1] 
where σ 2 s is the desired signal power, R i+n
interference-plus-noise covariance matrix, and E{·} stands for the statistical expectation. Since R i+n is unknown in practice, it is substituted in (3) by the data sample covariance matrix
where K is the number of training data samples which also include the desired signal component.
The sample version of the problem of maximizing (3) is known as the minimum variance (MV) sample matrix inversion (SMI) beamforming and it is based on its conversion to the mathematically equivalent problem of minimizing the denominator of (3) under fixed numerator, that is,
The problem (5) is convex and its solution can be easily found as w MV−SMI = αR −1 a where
In practice, the steering vector a is not known precisely and only its inaccurate estimate p, called hereafter as presumed steering vector, is available. Several rigorous approaches, which address the problem of imprecise knowledge of the desired signal steering vector have been developed in the last decade. First of them assumes that the actual steering vector a can be explicitly modeled as a sum of the presumed steering vector and a deterministic mismatch vector δ, i.e., a = p + δ [11] , [12] . Here δ is unknown but it is known that δ ≤ ε for some bound value ε, where · is the Euclidian norm of a vector. This approach has been also generalized for ellipsoidal uncertainty case in addition to the aforementioned spherical uncertainty [14] . Assuming spherical uncertainty set for δ, i.e., A(ε) {a = p + δ | δ ≤ ε}, the worst-case-based robust adaptive beamforming aims at solving the following optimization problem
In turn, the problem (6) is equivalent to the following convex optimization problem [11] min w w HR w subject to ε w ≤ w H p − 1
which can be efficiently solved using second-order cone programming (SOCP) [11] , [28] or numerical Lagrange multiplier techniques [14] , [29] .
Another approach to robust adaptive beamforming is based on the assumption that the vector δ is random. Then the problem (6) changes to
where Pr{·} denotes probability and p 0 is preselected probability value. In the case of Gaussian distributed δ and the case when the distribution of δ is unknown and assumed to be the worst possible, it has been shown that the problem (8) can be approximated by the following problem [17] , [18] ,
where Q δ is the covariance matrix of random mismatch vector δ,
Both problems (7) and (9) have similar SOCP structure and can be solved efficiently.
The third approach to robust adaptive beamforming aims at estimating the steering vector a based on the prior given by the presumed steering vector p [19] , [20] . The estimate of the steering vector a is found so that the beamformer output power is maximized while the convergence of the estimate of a to any interference steering vector is prohibited. Indeed, the solution of (5) can be written as a function of unknown δ, that is, w(δ) = αR −1 (p + δ). Using the latter expression, the beamformer output power can be also written as a function of δ as
Thus, such estimate of δ or, equivalently, such estimate of a that maximizes (10) will be the best estimate of the actual steering vector a under the constraints that the norm ofâ equals √ M and a does not converge to any of the interference steering vectors. The latter can be guaranteed by requiring that
where
is the steering vector associated with direction θ and having the structure defined by the antenna geometry, Θ is the angular sector in which the desired signal is located,δ andâ stand for the estimate of the steering vector mismatch and for the estimate of the actual steering vector, respectively and I is the identity matrix. The resulting optimization August 6, 2010 DRAFT problem is non-convex, but has been solved in [20] using SQP technique. A similar approach based on steering vector estimation has been also recently taken in [30] for the case when a is partially known, for example, when array is partially calibrated, that significantly simplifies the problem. The following interesting relationship is also worth mentioning. If the constraint (11) is replaced by the constraint δ ≤ ε used in the worst-case-based beamformers, the convergence to an interference steering vector will also be avoided, but the problem becomes equivalent to the worst-case-based robust adaptive beamforming (see [21] ).
Finally, it is worth mentioning that the eigenspace-based beamformer [8] , [9] is also based on correcting/estimating the desired signal steering vector. Taking the presumed steering vector p as a prior, the eigenspace-based beamformer finds and uses the projection of p onto the sample signalplus-interference subspace as a corrected estimate of the steering vector. The eigendecomposition of (4) yieldsR
where the M × J + 1 matrix E and M × M − J − 1 matrix G contain the signal-plus-interference subspace eigenvectors ofR and the noise subspace eigenvectors, respectively, while the J +1×J +1 matrix Λ and M − J − 1 × M − J − 1 matrix Γ contain the eigenvalues corresponding to E and G, respectively. Here, J is the number of interfering signals. Then the eigenspace-based beamformer is given by
whereâ = EE H p is the projection of the presumed steering vector p onto the sample signalplus-interference subspace and EE H is the corresponding projection matrix. As compared to the beamformer of [20] based on the estimation of steering vector, the eigenspace-based beamformer may suffer from a high probability of subspace swaps as well as incorrect estimation of the signalplus-interference subspace dimension.
III. NEW BEAMFORMING PROBLEM FORMULATION
The problem of maximizing the output power (10) is equivalent to the problem of minimizing the denominator of (10) . The obvious constraint that must be imposed on the estimateâ, is that the norm ofâ must be equal to √ M , i.e., â = √ M . This normalization condition, however, does not protect the estimateâ from possible convergence to an interference steering vector. In order to avoid such convergence, we assume that the desired source is located in the angular sector Θ = [θ min , θ max ] which can be obtained, for example, using low resolution direction finding methods. The angular sector Θ is assumed to be distinguishable from general locations of all interfering signals. In turns, the sectorΘ denotes the complement of the sector Θ, i.e., combines all the directions which lie
for a uniquely selected value ∆ 0 (see Example 1 below), will force the estimateâ not to converge to any interference steering vector with the directions within the angular sectorΘ. To illustrate how the constraint (14) works, let us consider the following example. where the desired signal is located, and increases outside of this sector. Therefore, if ∆ 0 is selected to be equal to the maximum value of the term d H (θ)Cd(θ) within the angular sector of the desired signal Θ, the constraint (14) will guarantee that the estimate of the desired signal steering vector will not converge to any interference steering vectors. Note also that the constraint (14) is an alternative to the constraint (11) used in [20] . However, the constraint (11) may result in the noise power magnification at low SNRs (see [20] ), while the constraint (14) helps to alleviate the effect of the noise power magnifying at low SNRs by not collecting the noise power from the continuum of the out-of-sector directionsΘ.
Taking into account the normalization constraint and the constraint (14) , the problem of estimating the desired signal steering vector based on the knowledge of the prior p can be formulated as the following optimization problem
where the prior p is used only for selecting the sector Θ. Due to the equality constraint (16), which is a non-convex one, the QCQP problem of type (15)- (17) is non-convex and an NP-hard in general. However, as we show in the following section, an exact and simple solution specifically for the problem (15)- (17) can be found using the SDP relaxation technique and the strong duality theory.
IV. STEERING VECTOR ESTIMATION VIA SEMI-DEFINITE PROGRAMMING RELAXATION
QCQP problems of type (15)- (17) can be solved using SDP relaxation technique. The first step is to make sure that the problem (15)- (17) is feasible. Fortunately, it can be easily verified that (15)- (17) is feasible if and only if ∆ 0 /M is greater than or equal to the smallest eigenvalue of the matrixC. Indeed, if the smallest eigenvalue ofC is larger than ∆ 0 /M, then the constraint (17) can not be satisfied for any estimateâ. However, ∆ 0 selected as suggested in Example 1 will satisfy the feasibility condition that will guarantee the feasibility of the problem (15)- (17).
A. Semi-Definite Programming Relaxation
If the problem (15)- (17) is feasible, the equalitiesâ
, where T r(·) denotes the trace of a matrix, can be used to rewrite it as the following optimization problem
Introducing the new variable A =ââ H , the problem (18)- (20) can be casted as
where rank(·) stands for the rank of a matrix and it is guaranteed by the combination of the constraints (22) and (24) that A is a positive semi-definite matrix, i.e., A 0.
The only non-convex constraint in the problem (21)- (24) is the rank-one constraint (24) while all other constraints and the objective are convex. Using the SDP relaxation technique, the relaxed problem can be obtained by dropping the non-convex rank-one constraint (24) and replacing it by the semi-definiteness constraint A 0, which otherwise is not guaranteed if (24) is not present.
Thus, the problem (21)- (24) is replaced by the following relaxed convex problem
There are two features related to the use of SDR that have to be addressed. First, it is possible, in general, that the original problem is infeasible, however the relaxed one is feasible. Second, the optimal solution of the relaxed problem is, in general, an approximation of the optimal solution of the original problem. Thus, it is desirable in general to estimate the approximation bounds for the approximate solution and the probability that both approximate and exact optimal solutions coincide [27] . In the following we will address these issues.
B. Feasibility and Rank of the Optimal Solution
The result that connects the feasibility of the relaxed problem (25)- (28) to the feasibility of the original problem (15)- (17) is given in terms of the following theorem.
Theorem 1:
The problem (25) - (28) is feasible if and only if the problem (15)- (17) is feasible.
Proof: See Appendix.
If the relaxed problem (25)- (28) has a rank-one solution, then the principle eigenvector of the solution of (25)- (28) will be the exact solution to the original problem (15)- (17) . Otherwise, randomization procedures [25] , [26] have to be used, which can find the exact optimal solution of the original problem only with a certain probability [27] . However, under the condition that the original optimization problem (15)- (17) or, equivalently, the relaxed problem (25)- (28) is feasible, the solution of the original problem can be extracted from the solution of the relaxed problem by means of the following constructive theorem. 
Finally, we can prove the following result on the uniqueness of the rank-one solution of the relaxed problem (25)- (28). Proof: See Appendix.
Note that the phase shift plays no role in the desired signal steering vector estimation problem since the output power (10) constructive Theorem 2, which shows how to find the rank-one solution of (15)- (17) algebraically without any use of randomization procedures. (17) and correspond to the minimum eigenvalue, both of them are optimal solutions of the optimization problem (15)- (17), thus, the solution of the problem (15)- (17) is not unique.
C. Solution Based on Strong Duality
The solution of (15)- (17) can also be found using the strong duality theory. It follows from Theorem 2 that the optimal value of the relaxed problem (25)- (28) is the same as the optimal value of the the original problem (15)- (17) . It is because in addition to the fact that Yv is the optimal solution of the original problem (15)- (17) (see Theorem 2), Yv(Yv) H is also the optimal solution of the relaxed problem (25)- (28) (see the proof of Theorem 2). Furthermore, the dual problem of the the relaxed problem (25)- (28) is the same as the dual problem of the original problem (15)- (17).
Indeed, by maximizing the dual function of the problem (25)- (28), which is the same as the dual function of (15)- (17), the dual problem for both the relaxed and original problems can be written
where γ 1 and γ 2 ≥ 0 are the Lagrange multipliers associated with constraints (16) and (17) of the original problem or the constraints (26) and (27) of the relaxed problem, respectively. Since the relaxed problem (25)- (28) is convex, the strong duality between (25)- (28) and (30)- (31) holds, i.e., the optimal value of (25)- (28) is the same as the optimal value of (30)- (31) . It implies that the optimal value of the dual problem (30)- (31) is also the same as the optimal value of the original problem (15)- (17). Thus, the strong duality between the dual problem (30)-(31) and the original problem (15)- (17) also holds. It is worth mentioning that the strong duality of a non-convex quadratic optimization problem with two positive semi-definite quadratic constraints has been also studied in the recent work [31] . Particularly, it has been shown that if a non-convex quadratic optimization problem with two quadratic constraints is strictly feasible, then strong duality holds.
This result agrees with our above conclusion that the strong duality between (30)- (31) and (15)- (17) holds. Indeed, it can be easily shown that if ∆ 0 /M is greater than the smallest eigenvalue of the matrixC, then the problem (15)- (17) is strictly feasible, and thus the result of [31] , [32] applies and the strong duality between (30)- (31) and (15)- (17) holds. Moreover, if ∆ 0 /M is equal to the smallest eigenvalue of the matrixC, the problem (15)- (17) has limited number of feasible points and it can be solved easily by checking all these points. Thus, it is simply assumed in the sequel that ∆ 0 /M is greater than the smallest eigenvalue ofC.
The dual problem (30)- (31) Furthermore, since for every nonnegative γ 2 ,R −1 + γ 2C is a positive definite matrix, we obtain that γ * 1 is positive andR −1 −γ 1 I+γ 2C is rank deficient. Since the strong duality between (15)- (17) and (30)- (31) holds, the necessary and sufficient optimality conditions can be written as
where 0 M is the vector of zeros of length M. Moreover, using the fact that γ * 1 is strictly positive and the matrixR −1 − γ * 1 I + γ * 2C is rank deficient, the solution of the original problem (15)- (17) can easily be found. 1 There are two possible situations.
(i) The matrixR
has only one zero eigenvalue. In this case, the only vector which satisfies (32) is given byâ
where ρ{·} denotes the eigenvector of a matrix which corresponds to the smallest eigenvalue.
Indeed, (36) satisfies the necessary and sufficient optimality conditions (32)- (35) and, thus, is the optimal solution of (15)- (17).
(ii) The matrixR −1 −γ * 1 I+γ * 2C has more than one zero eigenvalue. In this case, consider the matrix F each column of which is an eigenvector of the matrixR −1 − γ * 1 I + γ * 2C corresponding to zero eigenvalue. Thus, the dimension of F is M × q where q is the number of zero eigenvalues of the matrixR −1 − γ * 1 I + γ * 2C . Then vectorsâ that satisfy the condition (32) can be written asâ
where q is a k × 1 vector. The optimality conditions (32)- (35) can be rewritten then in terms of q and F as
Let µ max and µ min denote the largest and the smallest eigenvalues of the matrix F HC F and f max and f min stand for their corresponding eigenvectors. Then the following two subcases should be considered.
(ii.a) The first subcase is when γ * 2 = 0. Then µ min ≤ ∆ 0 /M and q can be simply chosen as
(ii.b) The other subcase is when γ * 2 > 0. Then (39) implies that q H F HC Fq = ∆ 0 and as in the previous subcase µ min ≤ ∆ 0 /M. Moreover, µ max ≥ ∆ 0 /M. Therefore, q can be chosen as a linear combination of f min and f max as follows
As soon as the estimateâ is obtained, the beamforming weight vector can be straightforwardly computed as
. The beamformer (43) can be compared to the eigenspace-based robust adaptive beamforming (13) where the imprecisely known signal steering vector is corrected by projecting it to the signal-plus-interference subspace. However, a significant difference is that no knowledge of the dimension of the signal-plus-interference subspace is needed in the proposed beamforming as well as no subspace swap can happen at low SNRs as in (13) .
V. SPECIAL CASES AND RELATIONSHIPS

A. Simple Solution Under the Constraint (11)
For high and moderate SNRs, the protection against convergence to an interference steering vector can be ensured by means of the constraint (11) (see also [20] ). Then the corresponding desired signal steering vector estimation problem can be written as
This problem differs from the problem (15)- (17) only by the constraint (46). The problem (44)- (46) is a non-convex optimization problem, but a simple closed-form solution can be found. The main idea is to first find a set of vectors satisfying the constraint (46). Note that P ⊥â = 0 implies that a = UU Hâ and, therefore, we can write that
where v is a L × 1 complex valued vector. Using (47), the optimization problem (44)-(46) can be equivalently rewritten in terms of v as
Finally, the solution to the optimization problem of type (48)- (49) is known to be the eigenvector of the matrix U HR−1 U which corresponds to the minimum eigenvalue. Thus, the estimate of the steering vector can be obtained asâ
and the corresponding beamforming vector is
As compared to the the eigenspace-based robust adaptive beamforming (13), the steering vector in the beamformer (51) is the eigenvector corresponding to the smallest eigenvalue of the matrix
B. Signal-to-Interference Ratio → ∞
In the case when the signal-to-interference ratio approaches infinity (SIR→ ∞), it is guaranteed that the estimate of the desired signal steering vector will not converge to an interference steering vector and, thus, the constraint (17) is never active and can be dropped. Then the optimization problem (15)- (17) simplifies as
The solution of the latter problem isâ = √ M ρ(R −1 ). Interestingly, the optimization problem (52)- (53) is the same as the optimization problem [21, (39) ] which is obtained after dropping the constraint δ ≤ ε. This relationship holds only for SIR→ ∞ when no additional constraints are required to guarantee that the estimate of the steering vector does not converge to an interference steering vector. In this case, the proposed and the the worst-case-based beamformer are the same, that is,
VI. SIMULATION RESULTS
Throughout the simulations, a ULA of 10 omni-directional antenna elements with the interelement spacing of half wavelength is considered. Additive noise in antenna elements is modeled as spatially and temporally independent complex Gaussian noise with zero mean and unit variance.
Two interfering sources are assumed to imping on the antenna array from the directions 30
• and
50
• , while the presumed direction towards the desired signal is assumed to be 3
• . In all simulation examples, the interference-to-noise ratio (INR) equals 30 dB and the desired signal is always present in the training data. For obtaining each point in the examples, 100 independent runs are used.
The proposed SDP relaxation-based beamformer is compared with three other methods in terms of the output SINR. These robust adaptive beamformers are (i) the worst-case-based robust adaptive beamformer (7), (ii) the SQP-based beamformer of [20] , and (iii) the eigenspace-based beamformer (13) . For the proposed beamformer and the SQP-based beamformer of [20] , the angular sector of
where θ p is the presumed direction of arrival of the desired signal. The CVX MATLAB toolbox [33] is used for solving the optimization problems (25)- (28) and (30)- (31) and the value of ∆ 0 is set equal to the maximum value of the d H (θ)Cd(θ)
within the angular sector of interest Θ. The value δ = 0.1 and 6 dominant eigenvectors of the matrix C are used in the SQP-based beamformer and the value ε = 0.3M is used for the worst-case-based beamformer as it has been recommended in [11] . The dimension of the signal-plus-interference subspace is assumed to be always estimated correctly for the eigenspace-based beamformer and equals 3.
A. Example 1: Exactly known signal steering vector
In the first example, we consider the case when the actual desired signal steering vector is known exactly. Even in this case, the presence of the signal of interest in the training data can substantially reduce the convergence rates of adaptive beamforming algorithms as compared to the signal-free training data case [8] . In Fig. 2 , the mean output SINRs for the aforementioned methods are illustrated versus the number of training snapshots for the fixed single-sensor SNR = 20 dB. In the second example, we consider the situation when the signal steering vector is distorted by wave propagation effects in an inhomogeneous medium. Independent-increment phase distortions are accumulated by the components of the presumed steering vector. It is assumed that the phase increments remain fixed in each simulation run and are independently chosen from a Guassian random generator with zero mean and variance 0.04.
The performance of the methods tested is shown versus the number of training snapshots for fixed single-sensor SNR= 20 dB in Fig. 4 and versus the SNR for fixed training data size K = 30
in Fig. 5 . It can be seen from these figures that the proposed beamforming technique outperforms all other beamforming techniques. Interestingly, it outperforms the eigenspace-based beamformer even at high SNR. This performance improvement compared to the eigenspace-based beamformer can be attributed to the fact that the knowledge of sector which includes the desired signal steering vector is used in the proposed beamforming technique. Fig. 5 also illustrates the case when SNR≫INR where INR stands for interference-to-noise ratio. This case aims to illustrate the situation when SIR→ ∞. As it can be expected, the proposed and the worst-case-based methods perform almost equivalently.
C. Example 3: Signal Spatial Signature Mismatch Due to Coherent Local Scattering
The third example corresponds to the scenario of coherent local scattering [34] . In this case, the desired signal steering vector is distorted by local scattering effects so that the presumed signal steering vector is a plane wave, whereas the actual steering vector is formed by five signal paths Fig. 7 . Similar to the previous example, the proposed beamformer significantly outperforms other beamformers due to its ability to estimate the actual steering vector with a hight accuracy.
VII. CONCLUSION
A new approach to robust adaptive beamforming in the presence of signal steering vector errors has been developed. According to this approach, the actual steering vector is first estimated using its presumed (prior) value, and then this estimate is used to find the optimal beamformer weight vector. The problem of signal steering vector estimation belongs to the class of homogeneous QCQP problems. It has been shown that this problem can be solved using the SDP relaxation technique or the strong duality theory and the exact solution for the signal steering vector can be found efficiently or even in some cases in closed-form. As compared to another well-known robust adaptive beamforming method based on the signal steering vector correction/estimation, that is, the eigespace-based method, the proposed technique does not suffer from the subspace swap phenomenon since it does not use eigenvalue decomposition of the sample covariance matrix.
Moreover, it does not require any knowledge on the number of interferences. As compared to the well-known worst-case-based and probabilistically-constrained robust adaptive beamformers, the proposed technique does not use any design parameters of non-unique choice. Our simulation results demonstrate the superior performance for the proposed method over the aforementioned robust adaptive beamforming methods for several frequently encountered types of signal steering vector errors.
APPENDIX
Proof of Theorem 1
Letâ be a feasible point for the original problem (15)- (17) . It is straightforward to see that and (57), we obtain thatâ
The right hand side of (59) can be further rewritten as
Using the property of the trace that a sum of traces is equal to the trace of a sum, we obtain that
Moreover, since
Substituting (62) in the left hand side of (59), we finally obtain that
Therefore, the constraint (17) is also satisfied and, thus, a = √ M b l is a feasible point for (15)- (17) that completes the proof.
Proof of Theorem 2
Let A * be the optimal minimizer of the relaxed problem (25)- (28), and its rank be r. Consider the following decomposition of A *
where Y is an N × r complex valued matrix. It is trivial that if the rank of the optimal minimizer A * of the relaxed problem (25)-(28) equals one, then Y is the optimal minimizer of the original problem (15)- (17) . Thus, it is assumed in the following that r > 1.
We start by considering the following auxiliary optimization problem
G 0
where G is an r × r Hermitian matrix. The matrix A in (25)- (28) can be expressed as a function of the matrix G in (65)-(68) as A(G) = YGY H . Moreover, it can be easily shown that if G is a positive semi-definite matrix, then A(G) is also a positive semi-definite matrix. In addition, if G is a feasible solution of (65)-(68), A(G) is also a feasible solution of (25)- (28) . The latter is true because A(G) is a positive semi-definite matrix and it satisfies the constraints T r(A(G)) = M and T r(C A(G)) = T r(CA * ) ≤ ∆ 0 . This implies that the minimum value of the problem (65)- (68) is greater than or equal to the minimum value of the problem (25)- (28) .
It is then easy to verify that G * = I r is a feasible point of the auxiliary optimization problem (65)-(68). Moreover, the fact that T r(R
β (here β denotes the minimum value of the relaxed problem (25)- (28)) together with the fact that the minimum value of the auxiliary problem (65)- (68) is greater than or equal to β, implies that G * = I r is the optimal solution of the auxiliary problem (65)-(68).
Next, we show that if G ′ is a feasible solution of (65)-(68), then it is also an optimum minimizer of (65)-(68). Therefore, A(G ′ ) = YG ′ Y H is also an optimum minimizer of (25) Moreover, the complementary slackness condition implies that T r(G * Z * ) = T r(Z * ) = 0.
Since Z * has to be a positive semi-definite matrix, the condition (72) implies that Z * = 0. Then it follows from (70) that
We can further write that 
