ABSTRACT: Despite experimental evidence of the individual and interactive effects of photoperiod and temperature on bud growth, photoperiod has not yet been effectively accounted for in models of budburst. However, in some tree species, such as Betula pubescens (birch), photoperiod has an important role in phenological control, and its inclusion in process-based models of budburst might affect phenological projections under climate change scenarios. The aim of the present study was to integrate photoperiod into a process-based phenological model (Chuine 2000; J Theor Biol 207: 337-347; Unified model), using experimental findings in which photoperiod was found to significantly affect budburst in B. pubescens (Caffarra et al. 2011; Clim Res 46:147-157, this issue). The effect of photoperiod was integrated into the model at 2 levels. Firstly, photoperiod, in interaction with temperature, affects the course of dormancy induction. Secondly, photoperiod modifies the response to temperature during the phase of forcing. The resulting model (DORMPHOT) for the simulation of birch budburst was fitted to a large phenological dataset, including data from different latitudes, and validated with 7 datasets from 4 different European countries. Besides giving more biological realism to the model, the newly introduced mechanisms improved its predictive performance. The DORMPHOT model outperformed the Unified model, the linear regression model (budburst date vs. spring average temperature), and the UniForc model. It also proved to be more accurate at predicting budburst in extremely warm years, which suggests it might be more reliable than previous models when using future climate change scenarios.
INTRODUCTION
It is becoming increasingly important to understand and predict how tree growth responds to changes in environmental conditions and, in particular, to global warming. Year-to-year variations in tree phenology are indeed responsible for large differences in forest productivity and carbon sequestration (Kellomaki & Kolstrom 1994 , Lieth 1997 , Leinonen & Kramer 2002 , Piao et al. 2007 ). In addition, earlier budburst due to global warming may lead to extensive damage from early frost episodes (Hänninen 1995 , Kramer et al. 2000 . Different models of tree phenology have been proposed to predict the timing of budburst and flowering of tree species by the input of environmental variables, such as temperature and daylength (see, for example, Landsberg 1974 , Richardson et al. 1974 , Sarvas 1974 , Hänninen 1995 , Chuine 2000 , Donnelly et al. 2006 .
As spring temperature is the most important factor affecting the timing of budburst, the simplest possible approach is to link budburst date and mean monthly temperatures using an empirical relationship (see, for example, Donnelly et al. 2006) . On the other hand, a more sophisticated approach is possible, with the use of process-based modelling. Experimental studies have shown that the response of a dormant plant to temperature changes as dormancy progresses, and its responses are, in some cases, proportional to the amount of time of exposure to a particular environmental condition. These findings have resulted in the elaboration of models that describe budburst timing as the end point of 2 consecutive phases: endodormancy, which is released upon the cumulative effect of chilling temperatures (cool, autumn-winter temperatures), and ecodormancy, during which the cumulative effect of forcing temperatures (warm, spring temperatures) promotes cell growth (Hänninen 1990 , Battey 2000 . These models account for the effects of temperature in terms of developmental units, and different functions relate temperature to the rate of growth or the rate of dormancy release of the buds.
Among these models, the simplest consider only the effects of forcing temperatures for the prediction of budburst timing. In the Spring Warming model (Cannell & Smith 1983 , Chuine et al. 1998 , Pop et al. 2000 , also called the Thermal Time model (Hunter & Lechowicz 1992) , and in the UniForc model (Chuine 2000) , temperature is linearly or sigmoidally related to the rate of growth of the developing bud, and developmental units are accumulated from a starting date until a critical threshold is reached and budburst occurs.
Other models also consider the effect of chilling temperatures for dormancy release, but differ as to the timing of the periods during which chilling and forcing temperatures are active. While some models consider ontogenetic development to start only after the fulfilment of a fixed chilling requirement, after which chilling has no further effect on bud growth (Richardson et al. 1974 , Sarvas 1974 , Hänninen 1990 ), others use a more dynamic representation of dormancy transition and do not consider dormancy as a sequence of steady states separated by boundaries (Landsberg 1974 , Cannell & Smith 1983 . Chuine (2000) proposed the Unified model, in which the functions describing the above models were shown to be all particular cases of more general functions.
In addition to the effect of temperature, other environmental variables have an important role in determining budburst. Photoperiod has been shown to control the timing of phenological events of a number of tree species, including Betula pubescens (birch) (Thomas & Vince Prue 1997). For example, it is known that photoperiod is the main trigger of growth cessation for this species (Håbjørg 1972 , Thomas & Vince Prue 1997 , Welling et al. 1997 . Photoperiod also seems to affect growth resumption in partially chilled birch trees and interact with temperature (Heide 1993 , Myking & Heide 1995 . However, at present, these effects are not realistically integrated into phenological models of budburst. Indeed, the effects of photoperiod on budburst timing have been previously modelled as: (1) a change in chilling rate through a multiplication coefficient K (Campbell & Sugano 1975) , (2) an additive factor (Kramer 1994) and (3) through the use of a fixed calendar date as a starting point for bud onthogenesis (Häkkinen et al. 1998) . However, these attempts have given conflicting results. For example, while Häkkinen et al. (1998) found that the use of photoperiod improved budburst predictions, Kramer (1994) noted that photosensitivity reduced the predictive power of models. Caffarra et al. (2011, this issue) investigated the individual effects and interaction of temperature and photoperiod on the rates of dormancy induction and release in birch through a series of controlled environment experiments, in order to develop a conceptual model of dormancy for this species. The experiments were conducted on the Betula pubescens clone grown in the international phenological gardens (IPGs) network, which comprises 89 garden sites throughout Europe (www.agrar.hu-berlin.de/struktur/institute/nptw/ agrarmet/phaenologie/ipg; Chmielewski 1996) . Their results showed that photoperiod affected the timing of budburst only if coupled with warm, forcing temperatures, suggesting that photoperiod affected forcing rate rather than chilling rate. Caffarra et al. (2011) summarised their findings into a general framework laying the foundation for the formalisation of a model explaining birch budburst in terms of temperature and photoperiod.
The aim of the present work is to integrate photoperiod into the temperature-driven, process-based Unified model of Chuine (2000) , based on the experimental findings of Caffarra et al. (2011) and on previous studies (Heide 1993 , Myking & Heide 1995 , in order to account for the experimentally observed responses to this environmental factor, and to increase the realism of budburst models for this species. This will help to refine our understanding of the functional relationships between environmental drivers and dormancy release and to lead to more accurate predictions of budburst timing, in particular when using climate change scenarios.
MATERIALS AND METHODS

Phenological data
The phenological series used to calibrate and test the model are from 8 IPG sites from 4 different European countries: Ireland, Germany, Switzerland and Norway. Their description is given in Table 1 . One dataset (Valentia, Ireland) was used for parameterisation only, the remaining 7 were used for validation. The temperature data (mean daily air temperature) were obtained from nearby (< 24 km) stations, belonging to the na-tional meteorological service of each country (see Table 1 for their coordinates). Daylength (DL) at each site was calculated as follows:
where t is the day of year;
where lat. is the latitude of the site in decimal degrees.
Formalisation of the effects of photoperiod and temperature on the progress of dormancy
We assumed that the timing of budburst depended on the rate of dormancy induction, the rate of chilling and the rate of forcing. These rates, described below, are functions of daily temperature and photoperiod. Their daily sums provide the states of dormancy induction, the state of dormancy (or chilling), of quiescence (or forcing) and, ultimately, the date of budburst, respectively.
Dormancy induction
Experimental evidence shows that dormancy induction in birch can be considered as a cumulative process, with dormancy being established after a critical number of dormancy induction units (D crit ) have been received (Welling et al. 1997 , Li et al. 2003 , and that dormancy induction is promoted by low temperatures and a photoperiod below a critical threshold (DL crit ).
Therefore, we hypothesised that the rate of dormancy induction was negatively related to both temperature and photoperiod through sigmoidal relationships and bound between 0 and 1. Dormancy induction is thus completed at t d when the state of dormancy induction DS(t) ≥ D crit . Dormancy induction state (DS) is defined by the daily accumulation of rates of dormancy triggered by temperature (DR T ) and photoperiod (DR P ) induction as follows: 
where t 0 is the starting date of dormancy induction (set as 1 September of the year preceding budburst), T t is the mean daily temperature on day t (°C), DL t is the daylength (hours) on day t and aD, bD and DL crit are function parameters. These functions are general enough to describe a wide range of responses to temperatures and photoperiods and can thus be applied to different species. The promoting effect of low temperatures in conjunction with short photoperiods during dormancy induction (Caffarra et al. 2011 ) was assumed to be due to a multiplicative relationship between the 2 rates of dormancy (Eq. 5).
Chilling
The rate of chilling was described by a modified version of the chilling function of the Unified model (Chuine 2000) , which relates temperature to chilling rate using symmetric unimodal curves, with either a maximum or a minimum depending on the parameter estimates. As the response of endodormant trees to chilling temperatures is known to show a maximum, we set parameter bC of Eq. (13) to 1. The resulting simplified function has only 2 parameters and is flexible enough to fit bell-shaped chilling rates with a maximum and a gentle slope. This is in accordance with the shape of the function fitted by Sarvas (1974) to data regarding the effect of chilling temperature on dormancy release in birch seedlings. Thus, the state of chilling (CS) was defined by the daily accumulation of rates of chilling (CR) as follows: (6) where t d is the starting date of dormancy release (i.e. the day after the attainment of D crit ) and aC and cC are function parameters.
Forcing
The experiments conducted by Caffarra et al. (2011) confirmed the previously shown positive and sigmoidal relationship between temperature and the rate of forcing (Sarvas 1972 , Hänninen 1990 ). Thus, the state of forcing (FS) was defined by the daily accumulation of rates of forcing FR(t) as follows: (7) where dF is a function parameter, which sets the positive slope of the curve (dF ≤ 0). The time of budburst was defined as the day when FS ≥ F crit .
According to the experimental results of Caffarra et al. (2011) , the rate of forcing was affected by both photoperiod and the duration of the previous chilling exposure. Forcing photoperiod above a threshold promoted the rate of forcing (photoperiod sensitivity). This threshold was not constant, but decreased after increasing chilling durations from a maximum of 12-14 h to a minimum of <10 h (effect of chilling on photoperiod sensitivity). Thus, long days increased forcing rate, but this effect was, in turn, affected by the duration of chilling exposure, with longer exposures resulting in a larger effect of long days.
To describe photoperiod sensitivity, the temperature of mid-response, T 50 , was considered to depend on daylength, with longer daylength causing the forcing function, FR(t), to shift towards lower temperatures, i.e. with a lower temperature of mid-response. Thus, increasing daylength resulted in an increase in the forcing rate elicited by a given temperature, without altering its optimum. The parameter T 50 was thus related to daylength by a sigmoidal decreasing function (longer photoperiods set a lower T 50 ) bound between 0°C (maximum growth competence, all temperatures > 0°C promote development) and 60°C (minimum growth competence, no forcing units are accumulated at ambient temperatures) as follows: (8) The parameter gT sets the negative slope of the curve (gT ≥ 0), and DL 50 (t) corresponds to the critical daylength at which the temperature of mid-response of the rate of forcing (FR) is 30°C. This parameter varies in time depending on the state of chilling following a decreasing sigmoidal function (high state of chilling set a lower DL 50 ) bound between 0 and 24 h as follows: (9) where CS(t) is the state of chilling on day t, and hDL and C crit are 2 parameters to be fitted. The parameter hDL sets the negative slope of the curve (hDL ≥ 0), and C crit corresponds to the critical state of chilling at which a daylength of 12 h sets a temperature of mid-response of FR of 30°C. Thus, C crit can be considered an indicator of the critical state of chilling needed for forcing temperatures to be active.
The DORMPHOT model
The DORMPHOT model (for DORMancy and PHOToperiod), in contrast to the Unified model, accounts for the process of dormancy induction by the effects of short photoperiods and low temperatures. In addition, its parameter C crit is not simply a threshold that determines a break in dormancy, but also that defines the form of the response function to photoperiod during the ecodormancy phase. Conversely, the parameter F crit is considered a constant in the DORM-PHOT model rather than a dynamic threshold determined by the total amount of chilling accumulated over the season (Chuine 2000) . Thus, the DORM-PHOT model describes the response of cell growth to temperature during the ecodormancy phase as dynamic and dependent on the state of chilling and on photoperiod, unlike the Unified model, which describes the response as constant. This increase in complexity is accounted for by 2 additional parameters. Thus, the DORMPHOT model has 11 parameters: aD, bD, aC, cC, dF, gT and hDL. A conceptual schematic representation of the DORM-PHOT model is given in Fig. 1 .
For further evaluation, we compared the accuracy of the DORMPHOT model with those of the Unified model (Chuine 2000) , the UniForc model (Chuine et al. 1998 ) and a linear model (Donnelly et al. 2006 
Linear model
The months February-April showed the best correlation with budburst date when compared to other winter-spring months at Irish IPG stations (Donnelly et al. 2006) . The time of budburst (t b ) is such that:
where T avg stands for average temperature FebruaryApril and a and b are 2 parameters to be fitted.
UNIFORC model
The UniForc model was defined by 4 parameters, the starting date of forcing accumulation (t 0 ), the 2 parameters defining the sigmoidal response curve to temperature (dF, fF ) and the critical state of forcing for budburst (F crit ). The time of budburst was defined as the day t when: (11) where T t stands for mean daily temperature.
Unified model
The Unified model has 9 parameters fF, dF, aC, bC, cC, w, z, tc, C crit and defines the time of budburst as the day t when the state of forcing (FS) given by the daily accumulation of rates of forcing FR(t) reaches F crit , such that: (12) where t 1 is the day t when the state of chilling (CS) given by the daily accumulation of rates of chilling CR(t) reaches C crit :
where t 0 is the starting date for chilling accumulation (set as 1 September of the year preceding budburst). The critical forcing requirement is calculated through the relationship:
with w > 0 and z < 0
where (15) where tc is the ending date for chilling accumulation. The Unified model allows for a direct estimation of the response of bud growth to either chilling or forcing temperatures and the periods when these temperatures affect bud growth. It can be simplified according to standard statistical tests for any particular species; thus, its assumptions should not be constrained a priori (Chuine 2000) .
Fitting parameter estimates
To obtain a robust and biologically realistic model, we increased the amount of information during the parameterization of the model, following the approach used by Caffarra & Eccel (2010) . First, we used experimental information to restrict or fix possible parameter values to biologically realistic values. This was possible for the DORMPHOT model, more so, than for the UniForc or the Unified models, because its parameters could be related to previously observed responses. The experiments by Caffarra et al. (2011) showed that the critical photoperiod for dormancy induction (DL crit ) in the IPG birch clone was >12 h and <14 h. We thus fixed DL crit (indicating the photoperiod above which the rate of dormancy induction is low or zero) to 13 h. Parameter dF could be measured directly from experimental results and set to -0.174 (Caffarra et al. 2011) . The range of values that could be adopted by the parameters D crit (critical state of dormancy induction), C crit (critical state of chilling) and cC (upper threshold of chilling temperatures triggering a chilling rate of ≥0.5) were restricted using the information available in the literature. D crit was bounded between 30 and 60, as dormancy induction in birch was reported to be triggered after 30-60 short days (ShDs) (Caffarra et al. 2011) . C crit was bound between 30 and 80, as birch dormancy was reported to be at least partially released after around 50 chilling days in experimental conditions (Caffarra et al. 2011 ) and before the beginning of January in field conditions (Skre et al. 2008 , Murray et al. 1989 ). The parameter cC was bound between 10 and 15, after Caffarra et al. (2011) , and to the experimental studies on the subject, suggesting an upper threshold for active chilling temperature between 10°C (Sarvas 1974 ) and 12°C (Myking & Heide 1995) . As parameters DL crit and dF were fixed before parameterisation, it was necessary to fit 9 parameters rather than 11.
Second, we used a varied phenological dataset, including data from different countries and latitudes (Table 1) , to fit all parameters. The introduction of photoperiod made it necessary to fit the model on a dataset containing data from different latitudes, for a realistic adjustment of parameter values. The dataset used to fit the parameter estimates included the IPG birch dataset from Valentia (Ireland; n = 24) and data taken randomly from the IPG datasets for Bergen (Norway; n = 6) and for Freiburg and Wulfsdorf (Germany; n = 6 for both). The total number of years of the combined dataset was 42. Parameter estimates of the model are shown in Table 2 .
The optimisation method employed for the calibration of the models was the Metropolis algorithm (Metropolis et al. 1953) , which, in contrast to traditional numerical methods, such as the Downhill simplex method, allows for a more effective exploration of the parameter space in functions with many local 'minima', like phenological models (Chuine et al. 1998 ). This algorithm was repeated 20 times for all tested models (except the linear model, the parameters of which were determined by minimising a sum of squares function), in order to evaluate the consistency of parameter values.
Model fits were compared on the basis of model efficiency (ME) (Janssen & Heuberger 1995) and using the corrected Akaike information criterion (AICc) (Burnham & Anderson 2004) . The ME is defined as: ME = (SS tot -SS res )/SS tot (16) where SS tot is the sum of the squared deviations of the observations from their mean, and SS res is the sum of squared residuals of the model fit. The AICc is defined as: (17) where N is the number of observations in the sample, k is the number of parameters (e.g. 9 for DORMPHOT) and SS res is the residual sum of squares. The ME quantifies the relative improvement in the prediction of budburst timing by the tested model over the 'benchmark' model, which is based on the average day of budburst. The AICc provides an estimate of model performance by taking into account both the model residuals and the number of fitted model parameters.
Validation
The models were validated on several datasets from the IPGs. Their sites of provenance were Johnstown Castle and JFK arboretum (Ireland, n = 24 and 10, re- spectively); Bergen (Norway, n = 7); Freiburg, Munich and Wulfsdorf (Germany, n = 26, 17 and 24, respectively); and Zurich (Switzerland, n = 9). Validation datasets were either totally independent of the calibration dataset or contained some of the observations used for model fit (semi-independent) ( Table 1) . For these semi-independent datasets indicators of model performance were also provided for those data that had not been used for calibration, for comparative purposes. Model performance was evaluated by ME and by mean absolute error (MAE). The MAE provides a mean measure of the model error, which does not allow for compensation between negative and positive errors (unlike the mean bias error, MBE, described below). As one of the aims of the developed model was to forecast plant phenology in a warming climate, we evaluated the model accuracy in warm years with the 'warm year index' (WI), as described by Caffarra & Eccel (2010) . For each validation site, we selected the 3 years with the warmest February-April period, averaged the MAEs given by the tested models in those years, and compared them. The WI indicates model performance in warm years. Finally, model bias was evaluated by plotting observed versus predicted dates and by calculating the MBE (Mayer & Butler 1993) . (18) where X pred stands for the predicted dates, X obs for the observed dates and N for the number of cases. A positive value of MBE indicates that, on average, the model overestimates actual observations; a negative value indicates that the model underestimates actual observations.
RESULTS
The Metropolis algorithm was successful at finding the 'best fit' set of parameter values. In fact, it yielded similar results at the end of each of its 20 repetitions.
All models performed well when describing the parameterisation dataset with a ME of 0.81, 0.79, 0.68 and 0.71 and a MAE of 5.3, 5.7, 7.1 and 7.2 d for the DORMPHOT, Unified, UniForc and linear models, respectively. According to the AICc, which takes into account both the model residuals and the number of fitted model parameters, the DORMPHOT model was the best among all models tested (the AICs were 174. 25, 177.85, 179.64 and 187.85 for the DORMPHOT, Unified, linear and UniForc models, respectively). The parameter estimates of the models are given in Table 2 . The functions parameterised in the DORM-PHOT model are shown in Fig. 2 . Response functions showed a wide range of active dormancy induction temperatures (all temperatures below ~20°C, with optimal temperature <10°C, shown in Fig. 2a ) and optimal dormancy induction photoperiods <13 h (Fig. 2b ). The fitted functions described a very wide range of active chilling temperatures (all temperatures below 15°C, with optimal temperatures <10°C, shown in Fig. 2c ) and an abrupt decrease in DL 50 upon exposure to 55 units of chilling (C crit ) (Fig. 2d) . On the other hand, the response to photoperiod was smoother: T 50 decreased slowly as photoperiod increased (Fig. 2e,f) . The effect of chilling state and photoperiod on forcing rate clearly demonstrate that, for incompletely chilled plants, neither long days nor warm temperatures (or a combination of both) are able to trigger growth (Fig. 2g) , while, for chilled plants, forcing rate increases with temperature and photoperiod (Fig. 2h) .
The DORMPHOT model showed a good performance on all independent and semi-independent datasets, with the highest average ME, lowest average MAE and lowest average WI (Table 3 ). The similar performance of the model on semi-independent datasets and independent datasets suggests that the model parameters were not site-biased. This is because the use of 6 yr from these datasets was unlikely to bias the set of parameter values obtained from a combined dataset containing 42 observations from 4 different stations.
While the DORMPHOT model showed the best average performance and a particularly good performance at Bergen compared to other models (MAE calculated on the entire dataset was 1.6, while the error for the only year not used in calibration was +1.3 d), the best performance on single datasets was sometimes yielded by other models. The Unified model yielded a slightly higher ME and lower MAE for Wulfsdorf (semi-independent dataset) and Munich. Similarly, the linear model yielded the lowest WI for JFK Arboretum (the DORMPHOT model yielded the second lowest), and the UniForc model yielded the lowest WI for Wulfsdorf, Freiburg and Munich (the DORMPHOT model yielded the second lowest). Dates of budburst were almost systematically overestimated for Wulfsdorf and Zurich (Fig. 3 , MBE in Table 3 ) by all models, though less so by the DORMPHOT model.
DISCUSSION
The introduction of photoperiod into phenological models seems ecologically justified for Betula pubescens (birch), a species native to temperate and boreal zones with large fluctuations in daylength over the seasons. In these conditions, photoperiod provides a (Li et al. 2003) . Its effects and interactions on the growth rate of birch buds have been reported by various authors (Myking & Heide 1995 , Heide 1993 ) and need to be taken into account if the model is to be applied to data from different latitudes or to climate change scenarios. This effect of photoperiod could also prove to be important for other species in future climatic conditions. Similarly, the introduction of dormancy induction (not previously considered in budburst models) was justified by the effect of late summer temperatures on the start of dormancy and subsequent phases, which has been shown in some studies. Heide (2003) showed that September temperature had a significant effect and explained as much as 20% of the variation in budburst date. Similarly, Caffarra et al. (2011) found that temperature during short-day dormancy induction significantly affected budburst timing, with high temperatures delaying the beginning of dormancy and subsequent budburst. If global temperature increases as predicted, more rapid bud growth in spring could be counterbalanced by later attainment of dormancy and later chilling fulfilment, which, in turn, could be balanced by a long photoperiod effect, with a resulting stabilising effect on budburst timing. Thus, the processes of dormancy and dormancy induction cannot be ignored if budburst models are to be applied to future climatic projections.
Model fit
Overfitting occurs when complex models are calibrated with a limited amount of data. The danger of overfitting is high for models of budburst considering dormancy, because the processes they describe are complex and the availability of large phenological datasets is often limited, due to the considerable length of time required to collect them (Linkosalo et al. 2008 ). This made it necessary to adopt some measures to avoid overfitting, following the method suggested by Caffarra & Eccel (2010) .
This approach, and the use of an appropriate model structure, was successful, as shown by the MAE yielded by the model fit on the calibration dataset (5.2), which was similar to the average MAE Semi-independent (containing the 6 yr previously used for calibration) in external datasets (4.9). The AICc confirmed that the DORMPHOT was the model that best described the dataset among those tested. A notable feature of the DORMPHOT model was that each of its parameters could be related to an observed response or a directly or indirectly measurable rate. Usually, the empirical relationships fitted by phenological models are difficult or impossible to interpret in terms of actual phenological behaviour. In this case each parameter had a physiological meaning and could thus be fixed or restricted according to the information available. Despite the constraints imposed during model calibration, in some cases, the fitted responses were unexpected. The chilling rate did not reflect the general theory that chilling temperatures in birch are active only > 0°C (Sarvas 1974 , Myking & Heide 1995 , as it included a wide range of negative temperatures. At present, it is not possible to attribute this fitted response to the broad chilling sensitivity of this birch clone or to the lack of extreme temperatures in our calibration dataset that could bias the fitted parameters. Similarly, the sharp decrease in DL 50 around its inflection point, C crit , was unexpected. As the DL 50 curve expresses the dynamic transition from the dormant (non-reactive) to the non-dormant (reactive to temperature and photoperiod) state, the abrupt decrease in DL 50 mimicked an abrupt dormancy release, without any partially chilled stage in between. Yet, the experiments conducted by Myking & Heide (1995) and Heide (1993) have shown an intermediate behaviour in partially chilled plants, with growth occurring at a lower rate. Fitting a realistic response to chilling temperatures remains a difficult task, as noted in previous studies (Linkosalo et al. 2008 , Garcia de Cortazar Atauri et al. 2009 ), since dormancy release is difficult to measure and very few observations of this phenophase exist. However, phenological models have to take the dormancy phase into account in order to ensure accurate predictions of budburst dates for the future. Correct parameterisation of the dormancy phase could be obtained by using phenological data taken in extreme conditions (cold and warm), but, as long as winter chilling conditions are not limiting for trees in their current geographical range, calibrating the dormancy phase on field data will be difficult.
Given these shortcomings, the functions fitted in the DORMPHOT model were in general agreement with the observations made during controlled environment experiments. The model prediction error was minimised at the centre of the parameter space that we defined using our experimental observations, rather than assuming values at its extreme (see Table 2 ); this confirms the biological realism of the model structure and its agreement with the observed processes. The temperature-dependent component of dormancy induction (Fig. 2a ) is in accordance with experimental observations of a faster dormancy induction at 10°C (Li et al. 2003 , Caffarra et al. 2011 . The model also predicted that forcing rate (and thus budburst rate) was zero for unchilled birch regardless of photoperiod, but increased with temperature and photoperiod in chilled birch, as experimentally observed by Caffarra et al. (2011) and by Myking & Heide (1995) . Finally, the critical thresholds (D crit , C crit and F crit ) fitted in the model agreed with the experimental observations of Caffarra et al. (2011) . The model predicts dormancy establishment upon exposure to ShDs and cold temperature (<10°C) for 38 d, dormancy release upon exposure to temperatures <10°C for 55 d, and subsequent budburst upon exposure to LDs and temperatures > 20°C for 40 d. Caffarra et al. (2011) observed that dormancy was induced by 30 to 60 ShDs at 10°C, after which between 50 and 80 d at 10°C were able to trigger dormancy release, and mean times to budburst at 20°C for minimally chilled birch (50% budburst) were about 30 d.
Model validation
The high average modelling efficiency and better performance of the DORMPHOT model on validation datasets was notable, given the presence of additional relationships constraining the model structure and the restriction of parameter space during calibration. This suggests that the model structure was suited to the shape of the data and the noise in the series did not affect the parameter values. The consistently more accurate budburst prediction output by the DORM-PHOT model in warm years and the similarity between its average MAE and WI suggests that it is robust for extreme years and can be reliably applied to future climate scenarios. Whereas the model, in general, tended to provide unbiased predictions, it markedly overpredicted actual observations for Wulfsdorf and Zurich. The overpredicted phenology for these 2 sites might result from a systematic bias in temperature records or in the observations of budburst. It could also be due to micro-climatic differences between the IPG sites and the weather stations (2 and 16 km away for Wulfsdorf and Zurich, respectively). Alternatively, it could result from some environmental effect unaccounted for by the model, or a locally adapted phenological pattern (i.e. acclimation). Whereas the IPG birches have all been cloned from the same individual, even genetically identical individuals can sometimes display contrasting traits (Veitia 2005) .
CONCLUSIONS
Whereas the DORMPHOT model is built upon existing phenological models, it features 2 novel aspects: (1) the inclusion of dormancy induction through the combined effect of temperature and photoperiod and (2) the dynamic effect of photoperiod on forcing rate. Besides giving more biological realism to the model, these modifications improved its predictive performance. The model outperformed the Unified model, the linear regression model and the UniForc model. However, it is not clear whether this improvement is to be attributed to both the newly introduced mechanisms (dormancy induction and photoperiod sensitivity during forcing) or to just one of them. To answer this question, sensitivity analysis to identify which model components exert the most influence on model results should be performed in a further study.
Also, further refinement of the model could be obtained by the use of an even wider range of phenological data for a better adjustment of parameter values. In any case, the DORMPHOT model showed a notable robustness, which was consistent in warm years and over a wide climatic and latitudinal range. These features support its application to climate change scenarios for the forecast of its impacts on tree phenology. 
