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Necessary and sufhcient conditions are established for the set of all admissible 
linear estimators under M, to be contained in the corresponding set of estimators 
under M, where Ms and M are general Gauss-Markov models with identical model 
matrices but different dispersion matrices. As preliminary results, certain new 
characterizations of admissible linear estimators are derived, including explicit 
expressions for the general representations of such estimators and extensions of the 
admissibility criteria given by Rao (Ann. Statist. 4 (1976), 1023-1037) and Klonecki 
and Zontek (J. Multivariate Anal. 24 (1988), 1 l-30). 0 1988 Academic P~CSS, IW 
1. INTRODUCTION AND PRELIMINARIES 
Throughout this article J$,,~, A:,, A,$, and A; will denote the set of 
all m x n matrices, the subset of Jlc’,,, consisting of symmetric matrices, the 
subset of&S, consisting of non-negative definite matrices, and the subset of 
A$ consisting of positive definite matrices, respectively. Given L E Am,., 
the symbols L’, L-, L+, R(L), and r(L) will stand for the transpose, an 
arbitrary generalized inverse, the Moore-Penrose inverse, the range, and 
the rank, respectively, of L, while I,,, will stand for the identity matrix of 
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order m. Further, P, = LL+ and QL = I, - P, will denote the orthogonal 
projectors onto R(L) and R’(L), respectively, where R’(L) stands for the 
orthogonal complement to R(L) with respect to the standard inner 
product. Finally, tr(L) and z(L) will denote the trace and spectrum, respec- 
tively, of an L E Am,m., while L b K will mean that L E A?; is a successor of 
KE .A’; with respect to the Loewner partial ordering, that is (cf. Marshall 
and Olkin [S, p. 462]), L - KE Afi. 
Consider a general Gauss-Markov model, 
M = { Y, JJ?, a* V}, (1.1) 
in which YE An r has E(Y) = X/I as its expectation and D(Y) = a*V as its 
dispersion matrix, where 0 # XE A%$,~ and V/E AZ are known, while 
/? E A$, I and a* > 0 are unknown parameters. Rao [9] pointed out that an 
important tool in analyzing the model (1.1) is a matrix of the form 
T= V+XGX’, (1.2) 
with any GE A: such that R(T) = R(X: V), Now suppose that instead of 
the model M, as defined in ( 1.1 ), we have the model M0 = { Y, X/I, a*V,,} 
with an incorrectly specified dispersion matrix V,, # V. Further, let S0 be a 
class of all statistics with certain property under M,, let 3 be the class of 
all statistics with the same property, but corresponding to the correct 
model M, and let the problem consist in determining conditions under 
which the class y0 remains valid under M in the sense that &C 9. The 
validity problem so defined has thoroughly been discussed in the literature 
in the context of best linear unbiased estimation; see, e.g., Rao [9], Rao 
and Mitra [12, Chap. 83, Mitra and Moore [S], Kala [3], Mathew and 
Bhimasankaram [6]. One of the results concerning the validity of best 
linear unbiased estimators is restated here as the following lemma. 
LEMMA 1. Let Ma = { Y, X/?, a*V,,} and M = { Y, Xj?, a*V) be general 
Gauss-Markov models, and let BO and W be the sets of all possible 
representations of the best linear unbiased estimator of Xb under M0 and M, 
respectively. Then &JO c a if and only if R( VZ) E R( V,Z), where Z is any 
matrix such that R(Z) = RI(X). 
The purpose of the present paper is to investigate the validity problem 
with reference to the sets J& and d, comprising all linear estimators that 
are admissible for Xfi among 
9= {FY:FE4qn,,} (1.3) 
under M, and M, respectively, where admissibility is understood according 
to the following. 
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DEFINITION. Let M = { Y, X/?, a*V} be a general Gauss-Markov model, 
let @=J& x (0, co), and let WEA,>. Then an estimator A Y is said to be 
admissible for Xfi; among g = {FY: FE dn,n> under M if there does not 
exist FY E 9 such that the inequality 
holds for every pair (j?, g2) E 0 and is strict for at least one such pair, where 
,o&FY;X/l)=E[(FY-@)‘W(FY-X/l)] 
= CT’ tr(FVF’W) + B’X’(F-Z,)‘W(F- Z,) ii’/?. (1.4) 
This definition is to be supplemented by pointing out that the choice of 
the weight matrix W is immaterial for the problem, for, as shown by 
Shinozaki [ 133 and Rao [lo], if an estimator A Y is admissible for Xfi with 
respect to the risk function (1.4), then it is admissible for Xb with respect 
to any quadratic risk function of the form (1.4), with W replaced by any 
member of A,‘. Consequently, no loss in generality arises by restricting 
attention to the unweighted quadratic risk function, defined as in (1.4) with 
W = Z, and denoted by the unsubscripted p. Moreover, the admissibility of 
AY for &3 among the set 9 of all homogeneous linear estimators of Xfi, 
specified in (1.3), will henceforth be denoted by the symbol A Y N X/?. 
A solution to the problem of the validity of admissible linear estimators 
of X/? in the case where the dispersion matrix of the model is incorrectly 
specified is given in Section 3. It is preceded by certain results concerning 
the characterization of admissible linear estimators of Xg under a general 
Gauss-Markov model. These results include extensions of the admissibility 
criteria given by Rao [IO] and Klonecki and Zontek [4] and also explicit 
expressions for the general representations of admisssible linear estimators 
of xg. 
2. CHARACTERIZATION OF ADMISSIBLE LINEAR ESTIMATORS 
The problem of the admissibility of linear estimators was investigated 
first by Cohen [2] in the context of a simple location model ( Y, 5, a2Z,,}. 
Ten years later, an exhaustive study of the problem under a 
Gauss-Markov model { Y, X/?, a2V( VE ~2,’ } was given by Rao [lo]. In 
particular, the following characterization of admissible linear estimators of 
Xfi under this model is immediately obtainable from his Theorem 6.6. 
LEMMA 2. AY-X/3under {Y,X/?,a2VIV~&;} ifandonlyij 
W-4) c W-), AV= VA’, and A?‘> AVA’. (2.1) 
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Rao’s work stimulated further research in this area. Mathew, Rao, and 
Sinha [7], Klonecki and Zontek [4], and Baksalary and Markiewicz [l] 
extended Rao’s work by relaxing the rank conditions on the design and dis- 
persion matrices. In particular, Klonecki and Zontek [4] extended the 
result of Lemma 2 to the case where, instead of Y(V) = 12, the additional 
assumption on the model is 
r(X: V)=n. (2.2) 
LEMMA 3. AY-Xfl under {Y,Xp,o’V(R(X:V)=Jlt,,,} ifmdonly if 
R(A)sR(X), R(A-Z,)=R[(A-ZJV], AV= VA’, AV>AVA’. 
(2.3) 
Commenting on another result, also derived under the condition (2.2), 
Klonecki and Zontek [4] remarked that if (2.2) is not fulfilled, then a 
general solution can be obtained from the solution valid under (2.2) via 
appropriately modifying the latter by P,, where T is defined in (1.2). The 
same is adopted below in developing a characterization of admissible linear 
estimators under a general Gauss-Markov model. 
THEOREM 1. AY w  Xj? under a general Gauss-Markov model M = 
{Y, X/3, a2Vj ifand only if 
R[A(X: ?‘)I &R(X), (2.4) 
NV - Zn).U G MM - 1,) VI, (2.5) 
At’= VA’, (2.6) 
and 
AL’>, AVA’. (2.7) 
Proof. Using the definition (1.4), with W= I,,, and the equalities 
P,X= x and P,Y=P,(V+Q.)=V, (2.8) 
in which T is any matrix of the form (1.2), it is fairly straightforward to 
observe that A Y N A$? under M if and only if AP, Y - X/I under M, and 
also that AP,Y - Xb under M if and only if APTY - .Yfl under 
$l={Y,ik’/?,t~~(V+Q~)}. Since R(X: V+QT)=.&, Lemma2 is 
applicable to the model R, and hence A Y - Xb under M if and only if 
RW’,) E W’), (2.9) 
NAP,- 4,) = NM,- Zn)(v+ QT)l, (2.10) 
AP,( I’+ QT) = (v+ QT) PTA’, (2.11) 
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and 
APA V+ QT) 2 APT( ?‘+ QT) P,A’. (2.12) 
The equivalence of (2.9) to (2.4) follows from the definition of T, while the 
equivalences of (2.11) to (2.6) and of (2.12) to (2.7) are obvious by (2.8). It 
remains to prove, therefore, that (2.10) may be replaced by (2.5). From 
(2.8) it is clear that an alternative form of (2.10) is 
RC(A - 1,) f’,- QTI = RCV - 1,) t’-- Qrl, (2.13) 
while from (2.6) and (2.9) it is clear that 
R[(A-ZJV]ER(V) and R[(A -I,) P,] c R(T). (2.14) 
Consequently, in view of (2.14) and (2.8) premultiplying (2.13) by P, 
yields 
R[(A-I,) PT]=R[(A-ZJV]. (2.15) 
On the other hand, since 
R’C(A-I,)&-Q,]=R’[(A-Z,)P,]nR(T) 
and, similarly, 
R’[(A-I$‘-Q,]=R’[(A-Z,)V]nR(T), 
it is clear that (2.15) entails (2.13). This establishes the equivalence of 
(2.10) to (2.15) and actually concludes the proof, since the equivalence of 
(2.15) to (2.5) is obvious in view of the definition of T. 1 
It can be easily shown that if R(X: V) = An,, , then the conditions (2.4) 
through (2.7) are replaceable by those given in (2.3), while in another par- 
ticular case of the model M, specified by the inclusion R(X)s R( Y), 
Theorem 1 simplifies to the following extension of Lemma 2. 
COROLLARY 1. A Y N Xfi under { Y, X/?, a*?‘l R(X) c R( I’)} if and only 
if 
R(AV) E R(X), AL’= VA’ and Al’2 AVA’. 
An alternative characterization of admissible linear estimators (in the 
set-up of Theorem 1) has been obtained by Baksalary and Markiewicz 
[ 1, Corollary 31. 
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THEOREM 2. AY N X/? under M = ( Y, Xg, a* V} if and onfy if 
(i) R(VA’)&R(x), (ii) AV= VA’, (iii) AVBAVA’, and (iv) R[(A-Z,)X] 
= R[(A -I,) H], where H is any matrix such that R(H) = R(x) n R(V). 
It is clear that the condition (iv) of Theorem 2 may be replaced by 
r[(A-Z,)X]=r[(A-Z,)H]. For the particular choice of H, viz. H= 
X(X’T+X)- XT+ V with T= V+ XX’, the result of Theorem 2 was also 
proved independently by Zhu [14] using the results in Rao [lo]. 
Consider now again the model { Y, X/3, c*VI V/E &!,’ }, and let L E .M,,, 
be such that L’VL = Z,. Then it is easily verified, using the conditions (2.1), 
that A Y w  X/l under this model if and only if 
A = L’ -I P, f,SP,s, L’ (2.16) 
with an arbitrary SE 4; satisfying the condition r(P,,,S) c [0, 11. A 
similar representation of admissible linear estimators under a Gauss- 
Markov model with a singular dispersion matrix is given in the following. 
THEOREM 3. Let M = { Y, X/?, o* V } be a Gauss-Murkov model in which 
r(V) = v < n, and let L = (L, : L2) E A”,, be nonsingular and such that 
L’VL = diag(Z,, 0). (2.17) 
Further. let 
L’X= (Xi : X9’ and L-‘z= (z; : Z;)‘, (2.18) 
where Z is any matrix such that R(Z) = R’(X). Then AY N X/I under M if 
and only if 
A=L’-’ (Ad, ii:) L’, (2.19) 
with 
A,, = Qz,sQ.z,, (2.20) 
A,,=Pz,X,X,+ +(Qz,sQ,,-Qz,)K,X,+ +K,Q.w (2.21) 
A,,=P,+K,Q,, (2.22) 
where K, E AU, p, K2~&,,-,, K,EA n--v. n--v) and SEAS, are all arbitrary 
except only for the condition t( Qz, S) c [0, 11. 
Proof: It is clear that every A E &,, may be represented as in (2.19), 
but with the zero matrix in the southwest corner replaced by some A,,. 
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However, in view of (2.17), the conditions (2.6) and (2.7) are satisfied if 
and only if A,, = 0 holds along with 
Al, =A;, and W,,)c co, 11. (2.23) 
Further, on account of (2.17) and (2.18), it follows that the condition 
(2.4), which is alternatively expressible as the pair of equations Z’A V= 0 
and Z’AX= 0, is fulfilled if and only if 
ZiA,, =o 
and 
- 
(2.24) 
(z;A,,+z;A,,)~*=o, 
while the condition (2.5) is fulfilled if and only if 
A,,X,=X* 
and 
WA,J,)~R(A,,-Z,). 
Hence, observing that the equalities (2.26) and 
z;x,+z;x,=o 
enable (2.25) to be re-expressed as 
G(A,d’,-X,)=0, 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
it follows that AY N X/3 under M if and only if A is of the form (2.19) with 
A,, satisfying (2.23) and (2.24), with A,, satisfying (2.26), and with A,, 
satisfying (2.27), with a given A,,, and (2.29). Consequently, the represen- 
tation (2.20) is obtainable similarly as that in (2.16); further, (2.22) is the 
general solution to Eq. (2.26); and finally, (2.21) can be established as 
follows. 
First notice that (2.27) is alternatively expressible in the form 
A,,X,=(A,,--Iu)&, (2.30) 
where K0 E .A@“,~ is arbitrary but such that, given A,, , Eq. (2.30) is solvable 
with respect to Al*, for which it is necessary and sufficient that 
(A,,-Z,)K,=(A,,-Z,)K,P,;. (2.31) 
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On account of (2.24) and (2.30) modified by (2.31), Eq. (2.29) transforms 
to 
Z;KOP,;=Z;X,. (2.32) 
From (2.28) it is clear that 
z;x,p,;=z;x,. (2.33) 
Hence 
P,; z; x, P,; = z; x, 
which implies, according to Theorem 2.3.2 in Rao and Mitra [12], that 
(2.32) is solvable with respect to K,,, having as the general solution 
Kc, = f’,, X, Px; + K, - P,, K, Px;, (2.34) 
with an arbitrary K1 E J&,. The desired formula (2.21) now follows by 
substituting (2.34) into (2.30) modified by (2.31), and then solving the 
equation so obtained with respect to A,, and replacing Al1 by its represen- 
tation given in (2.20). 1 
In the particular cases of the model M, in which admissibility criteria 
were given in Lemma 2 and Corollary 1, the general representation of 
admissible linear estimators of X/I simplifies accordingly. 
COROLLARY 2. Let { Y, X/?, a2V} be a Gauss-Markov model in which 
r(V) = v < n, but R(X : V) = J&, and let a non-singular L E &,, satisfy 
(2.17) and (2.18). Then AY- Xb under this model if and only if A is of the 
form (2.19), with 
A,1 = Qz,sQz,, AI~=Pz,X,XZ+ +(Q,,sQz,-Q,,>W’,+> &=Lm 
where K, and S are specified in Theorem 3. 
Proof The result follows from Theorem 3 by noting that r(X: V) = n if 
and only if r(X,) = n - v, in which case P, = Z,, _ “. [ 
COROLLARY 3. Let ( Y, Xfi, a2V} be a Gauss-Markov model in which 
r(V) = v < n, but R(X) z R( V), and let a nonsingular LE .&,n satisfy (2.17) 
and (2.18). Then A Y m Xb under this model tf and only if A is of the form 
(2.19), with 
AI, = Q,,SQz,, Au=K2, An=K3, 
where K,, K,, and S are specified in Theorem 3. 
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Proof. The result follows from Theorem 3 by noting that R(X) E R(V) 
if and only if X, = 0. 1 
Now, let d and L% denote the set of all admissible linear estimators and 
the set of all possible representations of the best linear unbiased estimator, 
respectively, of X/I under the model (1.1). Then & is characterized by the 
conditions (2.4) through (2.7), or equivalently, by the formulae (2.19) 
through (2.22), while (cf. Rao [ll]) 
.@={(BY:BX=X,BVZ=0} (2.35) 
= {BY: B=X(X’T+X)+X’T+ +KQ,}, (2.36) 
where 2 is any matrix such that R(Z) = RI(X), T is defined in (1.2), and 
KE A”,, is arbitrary. The result below specifies those Gauss-Markov 
models for which the equality 
4nd=99, (2.37) 
where %! stands for the set of all linear unbiased estimators of X/I under the 
model (1.1 ), takes the form SB = W. 
COROLLARY 4. For a general Gauss-Markov model M = { Y, X/?, a2 V} 
the following statements are equivalent: 
(i) d=C#l 
(ii) R(X) n R(V) = (0). 
Proof: We note that if d = L%, then every A E d must satisfy AX = X 
and A VZ = 0. The latter condition is always satisfied, since A V = VA’ and 
R(AV) c R(X) by Theorem 1. Thus d = W if and only if A E& satisfies 
AX= X. Using (2.19)-(2.21), we see that A E& satisfies AX= Xif and only 
if 
Q,,~Q,,~,+P,,X,X,+X~+(QZ,~Q,,-QZ,)K,X,+X,=X, (2.38) 
for any SE& and K, EJ&. Eq. (2.38) holding for all such S and K, is 
equivalent to 
Qz,=O and P,,X,X2+X*=X,, 
or, equivalently, 
P=,=I and R(q) G R(Jq. (2.39) 
Note that in view of (2.17) and (2.18), R(X;)=R(X;) is equivalent to 
R(X) n R( V) = (0). Also, R(X;) c R(X;) is equivalent to R(Z,) = A”,, or, 
equivalently, P,, = Z,. This completes the proof of Corollary 4. 1 
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3. VALIDITY OF ADMISSIBLE LINEAR ESTIMATORS 
A necessary and sufficient condition for a nonnegative definite matrix to 
commute with every nonnegative definite matrix having its range contained 
in a given subspace is derived below as an auxiliary result for the proof of 
Theorem 4, providing a solution to the problem of the validity of 
admissible linear estimators of the expectation vector in the case where the 
dispersion matrix of a Gauss-Markov model is incorrectly specified. 
LEMMA 4. Given A E .Hz and BE MM,, such that AB # 0, let 
%‘= {CEA,$ R(C)zR(B)}. (3.1) 
Then AC = CA for every C E % if and only if AB = dB for some d > 0. 
Proof. Only the necessity is to be proved. Assume that r(B) = b > 0, 
and let U E JZ,,,~ be such that R(U) = R(B) and U’U = Ib. Then the set 59 
defined in (3.1) may be represented as 
W= {C= UNU’: Ndd;}. (3.2) 
In view of (3.2), the requirement that AC= CA for every CE %? means that 
AUNU’= UNU’A for every NE AZ, (3.3) 
and hence 
v’JUN= NU’AU for every NE JZF. (3.4) 
From the assumptions that A E JZ$ and AB # 0, it follows that 
U’AU # 0, and thus it is clear that (3.4) holds if and only if U’AU = dIb or, 
equivalently, 
UU’AU=dU (3.5) 
for some d > 0. But the choice of N = I, in (3.3) yields UU’A = AUU’, and 
thus it follows from (3.5) that AU = dU, which gives AB = dB. 1 
THEOREM 4. Let MO = ( Y, Xj?, a2V0} and M = { Y, Xfi, a2V} be general 
Gauss-Markov models, and let & and d be the sets of all admissible linear 
estimators of Xa under M,, and M, respectively. Then in the case where 
R(X) n R( V,) = (01, (3.6) 
the inclusion 5116 s z&J holds if and only if 
R( -2 G R( VLd, (3.7) 
A GENERAL GAUSS-MARKOV MODEL 63 
where Z is any matrix such that R(Z) = RI(X), while in the case where 
W’)nR(J’o)Z (01, (3.8) 
the inclusion S& c d holds if and only if 
NV) E N Vo) (3.9) 
and 
VV,-H=dH for some d > 0, (3.10) 
where H is any matrix such that R(H) = R(X) n R( V,). 
Proof: Let % denote the set of all linear unbiased estimators of Xb 
under Me and M, and let &A$, and 9 denote the sets of all possible represen- 
tations of the best linear unbiased estimators of X/I under M, and M, 
respectively. In view of (2.37), it is clear that %$,G d is equivalent to 
go c a. But Corollary 4 asserts that if (3.6) holds, then a,, = J& and con- 
sequently, do c d if and only if go G g. Hence the first part of Theorem 4 
follows immediately from Lemma 1 by observing that, under (3.6), 
R( V&Z) = R( VO). To prove the second part first notice that, on account of 
Theorem 6.2.3 in Rao and Mitra [ 123, there exists a nonsingular L E JZ,,, 
such that if r( V,,) = n, then 
L’V,L=in and L’VL = D, (3.11) 
while if r( VO) = u < n, then 
L’ V, L = diag( I,, 0) and L’VL = diag(D,, D2), (3.12) 
where D = diag(D,, D2) is a member of Ax. It is clear that the conditions 
(2.4) through (2.7) may equivalently be expressed by replacing V, X, and A 
by L’VL, L’X, and L’AL’-‘. Hence, for proving the theorem, we assume 
without loss of generality that 
V,, = diag(Z,, 0) and V=diag(D,, DJ. (3.13) 
We shall only consider the case u < n ; the case u = n is treated similarly. 
First, we establish the necessity of (3.9) and (3.10) when V, in (3.13) 
satisfies (3.8). From Theorem 3 it follows that if -plb E &, then (2.6) leads to 
the conditions 
Qz,S~QZ,D,=D,Q,,S,Q~, for every S, E Y; (3.14) 
and 
C&,X,x,+ +(Qz,S,Qz,-Qz,)K,X,+ +&Qx,l &=O (3.15) 
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for every K1 E Au, p, K~EJ~,.,-., and S,EY;, where X,, Xz, and 2, are as 
defined in (2.18) while 
Note that Q,, # 0, since if Q,, = 0, then P,, = Z and, in view of the last part 
of the proof of Corollary 4, this contradicts (3.8). Since K,, K,, and S, 
vary independently and since Q,, # 0, (3.15) gives Xc D, = 0 and 
Qx,Dz=O. These two together give D, =0 which is (3.9) in view of (3.13). 
Applying Lemma 4 to (3.14), we get 
DI Qz, = de,, for some d > 0, (3.16) 
provided D, Qz, # 0. But this is always the case, since, when & c -c9, (2.5) 
must hold for I/ in (2.13) and if D,Qz, =O, one can exhibit A E&& not 
satisfying (2.5). To conclude the proof of necessity, it remains to show the 
equivalence of (3.16) and (3.10). For V, in (3.13), we note that 
R( V,) n R(X) = R(X, Qx;). Also, since Z; X, + Z;X, = 0, 
and, consequently, 
Z; X, Q,; = 0, 
R(Q,,) = R(X, QX;) = R( V,) n R(X) = R(H) which 
concludes the proof of the necessity, 
To prove the sufficiency of the pair (3.9), (3.10), let A Y - X#I under MO. 
Then, according to Theorem 1, 
R[A(X : I’,)] E R(X), 
RCt-4 - ZnU-1s RCt-4 - 1,) vol, 
AV, = V,A’, 
AV,>AI/,A’. 
The conditions (3.9) and (3.17) entail 
R[A(X: I’)] G R[A(X : I’,)] c R(X), 
which is (2.4). Further, (3.17) and (3.19) imply that 
R(AVo)c_R(X)nR(I/,)=R(H). 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
Consequently, in view of (3.9), (3.19), and (3.10), it follows that 
VA’= VI’,-V,A’= W,-AVo=dAV,, for some d> 0, 
and hence it is clear that (3.6) and (3.7) are immediate consequences of 
(3.19) and (3.20), respectively. Finally, (3.18) implies that 
R[VV,-(A-ZJX]c_R[VV/,(A-I,) V,]. (3.21) 
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But, on account of (3.19), (3.9), and (2.6), 
R[VV,-(A-Z,) V,]=R[(A-I,,) V-J, (3.22) 
while on account of (3.17), (3.18), and (3.19), 
R[(A -Z,) X] c R(X) A R( V,) = R(H); 
hence, according to (3.10) 
R[ VV,-(A -I,,) X] = R[(A -Z,,) A-]. (3.23) 
Applying (3.22) and (3.23) to (3.21) yields (3.25), thus completing the 
proof. 1 
Two corollaries will be given to conclude the paper. The first of them 
compares the criterion for the validity of the set of all admissible linear 
estimators of Xfi, given in Theorem 4, with the criterion for the validity of 
the set of all possible representations of the best linear unbiased estimator 
of X/?, given in Lemma 1, while the second corollary establishes a necessary 
and suffkient condition for the equivalence of the models M0 and M with 
respect to admissible linear estimators of Xfi. 
COROLLARY 5. Let Ma = { Y, Xfi, c*V,,} and M = { Y, Xj?, a*?‘} be 
general Gauss-Markov models, and let S& d and ?&,, 9 be the sets of all 
admissible linear estimators of Xfl and the sets of all possible representations 
of the best linear unbiased estimator of A’b under M, and M, respectively. 
Then do s d implies $I,, E ~?8. 
Proof: The result is a direct consequence of the equalities & = % n S&~ 
and a = @ n &, where %! is the set of all linear unbiased estimators of Xg 
under both M, and M. i 
COROLLARY 6. Let M, = { Y, X/?, a* V,,) and M = { Y, -I’/?, a*V} be 
general Gauss-Markov models, and let J& and d be the sets of all admissible 
linear estimators of X/I, respectively. Then do = d if and only if 
and 
R( Vo) = N VI (3.24) 
V,+H=dV+H for some d > 0, (3.25) 
where H is any matrix such that R(H) = R(X) n R(V). 
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Proof: First observe that if & = -c4, then either 
NWnNVo)= 101 and R(X)nR(V)= (0) (3.26) 
or 
WX)nR(Vd+ (0) and R(X)nNV)# (0). (3.27) 
In fact, if R(X) n R( V) = (0) and R(X) n R( V,,) # {0}, then in view of 
Corollary 4, the former condition means that d = W, and consequently, 
dOc d entails S& G %!. Hence, on account of (2.37), it follows that 
J& = 99,,, which in view of Corollary 4, constitutes a contradiction with 
~(WnWS)f PI. 
Now it is clear that in the case characterized by (3.26) the equality 
yplb = d reduces to 9$, = W, and also that (3.24) can be reformulated as 
R( V,Z) = R( VZ), while (3.25) is trivially fulfilled. Consequently, the 
required result is an immediate consequence of Lemma 1. In the case 
characterized by (3.27), the necessity and suffkiency of the conditions 
(3.24) and (3.25) follow by Theorem 4, in view of the equalities 
VP’,- H = VI’,+ H and V0 V-H = I’,, V+ H valid for any generalized inverses 
I’,- and VP. 1 
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