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Preface 
The present thesis entitled 'Cornrnuting derivations of rings and their genernleza-
tions' includes a part of research work carried out by the author during the last three 
years at the Department of Mathematics, Aligarh Muslim University, Aligarh. The 
thtsis comprises five chapters and each chapter is subdivided into various sections 
The definitions. examples. results and remarks etc. have been specified with double 
decimal numbers. The first figure denotes the chapter , the second represents the 
se tion in the chapter and third points out the number of the definition, the exam-
ple, the result or the remark as the case may he in particular chapter. For example, 
4.2.3 refers to the third theorem appearing in the second section of the fourth chapter. 
Chapter 1 of the thesis contains some preliminary notions, basic definitions and 
important well-known results which may be needed for the development of the sub-
sequent text. This chapter as a matter of fact, aims at making the present thesis as 
self contained as possible. However, the basic knowledge of the ring theory has been 
presumed and no attempt is made to include the proofs of the results presented in 
this chapter. 
In 1957 E. C Posner [98] established a very striking result which states that 
the existence of a nonzero conmrting derivation on a prime ring R forces R to be 
commutative. The theorem has been extremely influential and it initiated the study 
of commuting derivations. A lot of work has been done on commuting derivations for 
references we 29], [32], [33], [37], [94], [95], [96], where further references can be found 
out. It is interesting to weaken the hypothesis of the results on commuting derivations 
in rings and obtain them on some well behaved subsets of rings, In chapter 2, we 
study generalized derivations commuting (slew-commuting) on a nonzero left ideal 
of a setuipritnc ring. Iii j 1K;. Deng defined n-centralizing (n-commuting) mappings, a 
concept more general than centralizing and commuting mappings and proved that. if 
R is a prime ring of characteristic either zero or > n.. I it nonzero left ideal of R and d 
is a nonzero derivation of R which is n-centralizing on I, then R is commutative. In 
section 2.3. we obtain the result, for n-centralizing generalized derivation of it prime 
ring R in the -setting of it left ideal of R. Finally we extend the result for it Lie ideal 
of R. 
Chapter 3 is devoted to the study of commuting values of generalized deriva-
tion . Motivated by the results of Lee and Shine [85], Argac and Demir ':151 in 
section 3.2 we prove the following result: Let. R be a prime ring of characteristic 
different from 2. f (x t .... , x„) a noncentral multilirsear polynomial over R and F 
be a nonzero generalized derivation of R. If jF(u)u, F(v)v) = 0, for any u, v E 
f (R). the set of all evaluations of the polynomials f (xl, ... , x„) in R, then there 
exists c E C- such that F(x) = cx. for all x E R and one of the following holds: 
(1) f( ...... , x„)' is central valued on R. (11) R satisfies s4 , the standard iden-
tity of degree 4. In section 3.3, we investigate the conditions (i) [d(x), F(y)) = 0; 
(ii) d(x) o F(y) = 0; (iii) [d(.r). F(y)1 T [x, y] = 0; (iv) d(x) o F(y) T- x o y = 0; 
(v) d(x) o F(y) 	.ry 	0 (vi) [(r(., ). F(y)1 T- s o y = 0; (vii) [d(x), F(y)1 	= 
0: (viii) d(x) o F(y) = [x. !f = 0. for all x, y E 1. a nonzero ideal of a semiprime 
ring R admitting a generalized derivation F with associated derivation d and prove 
that R contains a nonzero central ideal. Finally we extend the results of Bell [26) and 
Argac [13] to the case when the generalized derivation F acts on a one sided ideal of 
a semiprime ring R. 
In chapter 4 we study commuting traces of biderivations. In 1980, Maksa [891 
introduced the concept of a biderivation. A biadditive mapping D : R x R —> R is 
said to be a biderivation on it ring R if for all x, y E R, the mappings y H D(x, y) 
and a' H D(x,;jj) are derivations of R. In section 4.2. we study n-centralizing traces 
of symmetric biderivations of semiprime rings. The main result is the following: Let 
R be a setuiprimc ring. I a nonzero ideal of R and it be it fixed positive integer. 
ff 
Let R be 'n!-torsion free for n >1 and 2-torsion free for ii = 1. Suppose there exists 
a symmetric biderivation D : R x R —a R such that the mapping f : R --* R 
is n-centralizing on 1, where f stands for the trace of D. Then f is n.-commuting 
on I. Moreover we extend the result for a Lie ideal of R. In section 4.3. we study 
generalized biderivations of prime rings. The notion of generalized biderivation was 
introduced by Nurcan in 113'. Let R be a ring and D : R x R —a R be a biadditive 
clap. A I)iadditive mapping J : R x R ---+ R is said to be a generalized biderivation 
if for every x E R. the map y a 0(:r. y) is a generalized derivation of R associated 
with function y 'a D(x, y) for all x, y E R as well as for every y E R. the map 
x '-a 0(x, y) is a generalized derivation of R associated with function x H D(x, y) 
for all x, y E R. Recently in [117. Theorem 2] Yenigul et.al proved a result of 
Vukman [108. Theorem 4] for a two sided ideal 1 of a prime ring R which states 
that if there exist symmetric biderivations D 1 : R x R —+ R and D2 : R x R ---* R 
such that D1(d2(x), x) = 0 for all x E I. where ell  is the trace of D2 , then either 
D1 = 0 or Dz = 0. We obtain the result for a symmetric generalized biderivation 
0 Wit Ii associated biderivatioll D of R with trace f satisfying 0(f(x),x) = 0 for all 
x E I and conclude that either 0 = 0 or R is comnnlative. 
Finally we investigate the commutativity of a semiprime ring R satisfying various 
identities involving the trace f of the symmetric biadditive mapping D on R. 
Chapter 5 deals with the characterizations of commuting derivations. In [1]. 
Alba.~ and Nurcan showed that if R is a noncotnmutative prime ring and F is a gen-
eralized derivation with associated derivation d of R and for all .r E R, [F(s), a = 0. 
then either a E C or there exists A, q E C such that F(x) = qi + A(ax + xa) for all 
r E R. Further Aydin [22] proved the result in case of a nonzero ideal of R. In Section 
5.2 we establish the result in the Setting of a one sided ideal of H. which states that if 
I is a nonzero left ideal of a prime ring R admitting a generalized derivation F with 
associated derivation d such that for a E I: a 	Z(1?), [F(.r),a] = 0 (or F([x, a]) = 0) 
for all .r E I. then either I? is comtuutative or d(a) E Z(R) provided that. the right 
annihilator of I that is .4,(I) = (0). In Section 5.3, we consider it pair of generalized 
derivat ions (F, d), (G, y) satisfying F(x)G(y) = G(x)F(y) for all x,, y E I, a left ideal 
Iv 
of a prime ring R and show that g(x) can be expressed as g(x) = Ad(x), A E C. the 
extended cerrtroid of R. 
Finally we investigate that a symmetric biderivation D of a prime ring R of char-
acteristic not two with trace f which is commuting on a left ideal I of R is of the 
form D(x, y) _ A[x, y] for all x, y E 1, A E C. 
The list of some papers based on the text which have already been published or 
accepted for publication in standard refereed Mathematical .Journals/Research Vol-
umes are given below. 
1. On one sided ideals of a seiniprime rings with generalized derivations, Aequationes 
Math. Springer Basel(to appear) (included in Chapter 3). 
2. 1'-Centralizing generalized derivations on left ideals, Tainsui Oxford J. Math. (to 
appear)(included in Chapter 2). 
:3. On generalized derivations of seiniprime rings, Intern. J. Pure Appl. Math. (to 
appear)(included in Chapter 2). 
4. Ora sylrernetrtc biderit'ations of semipri.me rings, Proc. CJK Suwon Korea, World 
Sci. Mat Ii. (2011). 164-176 (included in Chapter 4). 
5. On n-centralizing traces of symntietric biderivations on semiprime rings, Algebra 
and its applications. Narosa New Delhi (2010). 1-4 (included in Chapter 4). 
In the end, an exhaustive bibliography of the existing material related to the 
subject matter of the thesis is included which may serve as source material for those, 
interested in the domain of the research. 
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Chapter 1 
Preliminaries 
1.1 Introduction 
This chapter is devoted to review some basic notions, important terminology and 
some well known results in ring theory which we shall need for the development of 
the subject in the subsequent chapters of the present thesis. However, the elementary 
knowledge of the algebraic concepts like groups, rings, fields and hom omorphisins 
etcetera has been presumed and no attempt has been made to discuss them here. 
Suitable examples and necessary remarks are given at proper places. The material 
for the present chapter has been collected mostly from the standard books like Beidar 
(24), Beidar, Martindale and Mikhalev (25), Lam (71, 721, Jacobson (65), Goodearl 
[53, 54). Stenstrom [104], Lambek [73, 74), McCoy (92) and Herstein [55, 57]. 
1.2 Some ring theoretic concepts 
This section is aimed to collect some important terminology in ring theory. 
Definition 1.2.1 (Characteristic of a ring) The smallest positive integer 
it (if exists) such that nx = 0 for all x E R is called the characteristic of the ring R. 
If there exists no such integer, then we say that R has characteristic zero. If R has 
unity 1, then the characteristic of R is also the smallest positive integer iz for which 
1 
9  
= 0. Some time we shall denote the characteristic of R by char R. 
Definition 1.2.2 (Idempotent element) An element c of a ring R is said 
to be idempotent if e2 = c. An idernpotent is said to be central idempotent if it is in 
the centre of R, i.e. ea • = .r for all j: E U. 
Remark 1.2.1 Trivially, zero of a ring R is idempotent. If R contains unity 1, then 
1 is also idempotent. Also it is easy to note that if e is central idempotent of R, then 
so is 1 — e. 
Definition 1.2.3 (Nilpotent element) An element x of a ring R is said to 
be nilpotent if there exists it positive integer it such that x" = 0. The least positive 
integer Nvith x" = 0 is calh'cl the iudcx of the nilpotency of x. 
Remark 1.2.2 Every nilpotent element is necessarily a divisor of zero. Indeed, if 
x 	U is nilpotent, then there exists the smallest positive integer it > 1 such that 
x"=0so that xx"-i=0 with x"-' 0. 
Definition 1.2.4 (Regular element) An element a in a ring R is said to be 
regular if it is neither a left nor a right zero divisor of IL 
Definition 1.2.5 (Centre of a ring) The centre Z(R) of a ring R is the set of 
all those elements of R which commute with each element of R. i.e. Z(R) = {x E 
RIxr=rx for allrER}. 
Remark 1.2.3 A ring R is commutative if and only if Z(R) = R. 
Definition 1.2.6 (Centralizer) Let S be a nonenipty subset of a ring B. Then 
the centralizer of S in R is denoted by Cf(S) = {x E 11 I sx = is for all s E S}. 
3 
Definition 1.2.7 (Ideal) Let I be a nonempty subset of a ring R with the 
property that I is an additive subgroup of H. Then 
(i) I is a right ideal of II, if / is closed tinder multiplication on the right by elements 
of H. 
(ii) 1 is a left ideal of R, if I is closed under multiplication on the left by elements 
of R. 
(iii) I is an ideal of It if it is both left. as well as right ideal in H, i.e. for each a E 1. 
r E R. ra and i; 	R. 
Example 1.2.1 Let R= 	a b 	a. L. c. d E Z?. I 1 = 	b 	f a, b E Z 
c d 0 0 
U 
is a right ideal but not a left ideal of R. and I, _ 	
a 
a. b E Z is a left 
b 0 
ideal but not it right ideal of R. 
Definition 1.2.8 (Finitely generated ideal) Let S be a nonempty subset 
of a ring IL Then the ideal (right or left) I of H is said to be generated by S if 
(r) SC I 
(ii) For any (right or left) ideal B of R. S C B implies A C B. 
We usually denote such an ideal by the symbol < S >. If S is a finite set, then an 
ideal I generated by S is said to be finitely generated. In particular. if I is generated 
by a single element a E R, the set / is said to he a principal ideal and denoted by 
<a>. 
Definition 1.2.9 (Nilpotent ideal) An ideal I of a ring R is said to be 
nilpotent ideal if there exists it positive integer it such that In = (0). 
4 
Example 1.2.2 Consider the ring Z n. where p is a fixed prince and n > 1. 7Lp~ 
has exactly one ideal for each positive divisor of p" and no other ideals; these are 
the simply principal ideals (pk') = p'Z (0 < k < n). For 0 < k < n, we have 
= (pkn) = (0). So that each proper ideal of Z n is nilpotent. 
Definition 1.2.10 (Nil ideal) An ideal I of a ring I? is said to he nil if every 
element of R is nilpotent 
Remark 1.2.4 Every nilpotent ideal is nil but a nil ideal need not be nilpotent. 
Example 1.2.3 In a commutative ring 
R = Z[xt , x2. ..}/(xi. x2, x3, ..) 
the ideal I =< 	, , ... f. 	> generated by Tt, f2, ±3, ... is nil ideal but not. nilpotent.. 
Remark 1.2.5 The stun of any finite number of nil (imilpotent) ideals of a ring is 
again nil (nilpotent). 
Definition 1.2.11 (Commutator ideal) The commutator ideal of a ring R 
is the ideal generated by all commutators (x, yJ with x. y E 1?. 
Definition 1.2.12 (Prince ideal) An ideal P in a ring R is said to be prime if 
and only if it has the property that for any ideals A. B in R whenever AB 	P then 
•1CPorBCP. 
Remark 1.2.6 
(i) An ideal P of R is prince if and only if for any a, b E R whenever aRb C P. 
then a E P or b EP. 
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(ii) If R is commutative ring, then an ideal P of R is prime if and only if for an%,  
ab E P. then a  P or b e P. 
Definition 1.2.13 (Semiprirne ideal) An ideal I in a ring R is said to be a 
selniprinw if and only if for an ideal .4 in H. whenever A2 C I then A C 1. 
Definition 1.2.14 ( Maximal ideal) An ideal M in a ring R is called maximal 
if .11 = R and there exists no ideal I in R such that :11 C I C R. 
Remark 1.2.7 
(i) If .11(# R) is a maximal ideal of R then for any ideal .4 of R. .11 C A C R holds 
only when either A = .11 or A = R. 
(ii) Ever • maximal ideal in a commutative ring R with identity is prime. However, 
the converse of this statement is not valid. 
Example 1.2.4 In the ring 7L of integers, the ideal (0) is prime but (0) ideal is not 
maximal, because (U) C (2) C Z. 
Example 1.2.5 The ideal (4) in E. the ring of even integers is a maximal ideal but 
not prune di.S 2.2 E (4) but 2 	4). 
Definition 1.2.15 (Minimal ideal) An ideal AI in a ring R is called a min- 
imal ideal if .I1 	(() and there exists no ideal I in R such that (U) C I C M. 
Definition 1.2.16 (Socle) The socle of a ring R denoted by soc (R) is the sum 
of the minimal left (right) ideals of R, if R has minimal left (right) ideals; otherwise 
soc(R) = (0). 
Definition 1.2.17 (Dense ideal) A right (resp. left) ideal .1 of a ring /l is said 
to be dense right (resp. left) ideal if for any 0 0 rl E H; r2 E I? there exists r• E R 
6 
such that r 1 r 	0. r2 r E J (resp. rr 1 	0. rr2 E J). The collection of all dense right 
ideals of R will be denoted by D(H). 
Example 1.2.6 Any nonzero ideal of a prime ring is dense due to the annihilator 
of any nonzero ideal of prime ring equals to zero. 
Definition 1.2.18 (Essential ideal) A right (left) ideal J of a ring H is said 
to be essential if for every nonzero right (left) ideal K of R, we have J fl K 0 (0) and 
is denoted by J Ce R. 
Definition 1.2.19 (Radical ideal) An ideal 1 of a ring R is said to be a radical 
ideal of R if for a E H. a" E 1 for some integer n > 1, implies that a E I. 
Definition 1.2.20 (Jacobson radical) The Jacobson radical of a ring R. 
denoted by rod R = '1{.11 1 .11 is a maximal ideal of H}. 
Remark 1.2.8 If rad R = (0). then R is said to be a ring without Jacobson radical. 
Definition 1.2.21 (Prime radical) The prime radical of a ring I? is denoted 
by 3(H) = r'{/' I I' is a prime ideal of R }. 
Remark 1.2.9 If (R) = (0), we say that the ring R is without prime radical or 
has zero prune radical. 
Example 1.2.7 The ring Fir) of formal power series over a field F has zero prime 
radical. 
Definition 1.2.22 (Annihilator) Let H be a ring and S be a subset of R. Then 
.41(S) = {x E H I xS = (0)} is called left annihilator of S and Ar(S) = {x E H I Sr = 
ii 
(0)} is called right annihilator of S . 
Remark 1.2.10 .4(S) is a left ideal of R and .-1,.(S) is a right ideal of R. 
Definition 1.2.23 (Prime ring) A ring I? is said to be prime if and only if for 
e. b E H. as lib = (0) implies that either a = 0 or b = 0. 
Remark 1.2.11 A ring R is prime if and only if the zero ideal (0) is a prince ideal in R. 
Definition 1.2.24 (Semiprime ring) A ring R is said to be semiprime if and 
only if for a E H. aRa = (0) implies that a = 0. 
Remark 1.2.12 A ring R is semiprime if and only if it has no nonzero nilpotent 
ideals. 
Definition 1.2.25 (Simple ring) A ring R is said to be simple if it has no 
proper nonzero ideals. 
Definition 1.2.26 (Semisimple ring) A ring R is said to be seinisinlple if 
its Jacobson radical is zero. 
Definition 1.2.27 (Reduced ring) A ring R is said to be reduced if it has no 
nonzero nilpotent element-,. 
Definition 1.2.28 (Local ring) A ring R is said to be local if it has a unique 
maximal ideal. 
Definition 1.2.29 (Ascending chain condition) 	A ring R is said to 
satisfy the ascending chain condition (ACC) for ideals if, given any sequence of ideals 
11 ..4:..... of R with 
Al 9 A2 C .... 9 An c ......... 
there exists an integer it (depending on the sequence) such that .4„ = A,,, for all 
Definition 1.2.30 (Noetherian ring) A ring R is said to be noetherian if it 
satisfies ascending chain condition for ideals. 
Definition 1.2.31 (Descending chain condition) A ring R is said to 
satisfy the descending chain condition (DCC) for ideals if, given any sequence of 
ideals A1 , A2..... of R with 
Al 2A2-D.... 2A„ 2......... 
there exists an integer n such that A„ = A„ +t = A,1+2 = ...... 
Definition 1.2.32 (Artinian ring) A ring R is said to be artinian if it satisfies 
descending chain condition for ideals. 
Definition 1.2.33 (Torsion free ring) A ring I? is said to be n-torsion free, 
where it ,-1- 0 is an integer, if whenever ;u' = 0 for all x E R, then x = 0. 
Definition 1.2.34 (Subdirectly irreducible ring) A ring R is said to be 
subdirectly irreducible if the intersection of all nonzero ideals of 1? is nonzero. 
Definition 1.2.35 (Direct suns and subdirect sum of rings) Let 
S,. i E U be a family of rings indexed by the set U and S denote the set of all func-
tions defined on the set U such that for each i E U, the value of function at i is an 
element of Si . If addition and multiplication in S is defined as: (a+b)('i) = a(i) + b(i). 
(ab)(i) = a(i)b(i) for all a. b E S, then S is a ring which is called the complete direct 
9 
sum of rings S, z E U. The set of all functions in S which take on the valises zero 
at all but at most finite number of elements i E U is a subring of S which is called 
the discrete direct sum of rings Si, i E U. However, if U is a finite set, then the 
complete (discrete) direct sum of rings Si. i E U, as defined above is called it direct 
sum of rings Si. t E U. Let T be a subring of the direct sutra S of rings .Si for each 
i E l ". let 0, E l/ be it homomorphisni of S onto Si defined by aN, = u(i) for a E S. 
If TO, = S, for every i E U. then T is said to be a subdirect sum of the family of the 
rings S;, i E U. 
Definition 1.2.36 (Lie and Jordan structures) Let R be an associative 
ring, we can induce on I? using its operations two structures as follows: 
(i) For all X. y E R. the Lie product (x, y] = xy — yx. 
(ii) For all r, y E R. the Jordan product xoy = xy + yx. 
Remark 1.2.13 For any .r, y, z E 1?, the following identities hold: 
(i) [xy. zl = x[y. z] + [x, :}y and (x. yz] = [x,  ylz + y[x, z] 
(ii) [(x. y], :] + ([y, z]. x] + [[c, .r.], y] = 0. This is known as Jacobi's identity. 
(iii) :ro(y=) = (xoy): — y[J.,  z] = y(xOZ) + [-u. y]" 
(it') (xy)e. = x(yo) — [x. z]y = (xoz)y + x(y, z]. 
Definition 1.2.37 (Lie (Jordan) ring) Let R be a ring. \'Ve can induce 
on R using its multiplicative structure, the operation Lie (resp. Jordan) defined the 
product in this ring to be '[a, b] = ab — ba (resp. a o 1, = ab + La) for all a. b E (I, 
where the product ab signifies the product of a and b in the ring I? itself. 
Definition 1.2.38 (Lie (Jordan) subring) A nonempty subset A of R is 
said to be it Lie (resp. Jordan) subring of I? if .4 is an additive subgroup of R and 
1 
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a. b E A. implies that [a. b1 rresp. (aob)) is also in .4. 
Definition 1.2.39 (Lie (Jordan) ideal) An additive subgroup L of R is 
said to be a Lie (resp. Jordan) ideal of R if whenever u E L and r E 11, then 
[« . r] E L (resp. (u o r) E L). 
Example 	1.2.8 	Let R 	= 	ca h 	a, h, c, d E (]r(2) 	and 
c d 
a 
L = 	
b 
I a. b. c E CF(2) . It can be easily verified that. L is a Lie ideal 
r' n 
a b 
off? and J = 	 I a, b E GF(2) is a Jordan ideal of R. 
b a 
Definition 1.2.40 (Square closed Lie ideal) A Lie ideal L of a ring R such 
that u•-' E L for all u E L is called a square closed Lie ideal of R. 
Definition 1.2.41 (Module) Let R be a ring. An additive abelian group .11 
together with a function I? x .11 —7 Al (defined as (r. in) ~ rm) is said to be a left 
module over R or a left R-module if for all r. s E R and rnl, mz E :11, the following 
Condit ions hold: 
(t) r(m i + 771 2 ) = rrn l + rm 2 
(ii) (r + s)rn, = rm1 + smt 
(iii) r(sin j ) = (rs)ml 
In case, if R has identity element IR , then Inrn = in for all in E t1. Such a left 
niodule :11 is called a unital left /1-module. 
Remark 1.2.14 For a commutative ring R, the notion of a left and a right module 
over R essentially coincide with each other and in this case we simply speak a module 
11 
over R. 
Remark 1.2.15 If I is a left (right) ideal of a ring H. then I is a left (right) R-
module. in particular (0) and R are modules. 
Definition 1.2.42 (Bimodule) Let R and S be arbitrary rings. An abelian 
group .11 is said to be a bimodule, more explicitly (R — S) module or bimodule, if 
.Al is both a left R-module and a right S-module and r(ms) = (rrn)s for all in E 111, 
r E R and s E S. 
On the other hand if M is a left R-nodule and a left S-module, then ,11 is a 
bimodule if the above condition is replaced by the condition r(sm) = s(rm) for all 
rER and inE:1f. s E S. 
Example 1.2.9 Let MR be any right 11-module and E = Hornn(M, M), its ring of 
endomorphisuis. Then it is easily verified that .11 is a E-module such that e(inr) = 
(enz)r for all eE E and r E R. 
Definition 1.2.43 (Submodule) A nonempty subset N of an R-module 111 is 
said to be an 11-submodule (or simply a submodule) of ;11 if 
(i) (N. +) is subgroup of (.11. +), 
(ii) For all r E R and a E N. the module product ra E N. 
Definition 1.2.45 (Faithful R-module) An R-module .11 is said to be faith-
ful if its annihilator is zero. 
Definition 1.2.46 (Simple module) A nonzero module M is simple if AI has 
no proper nonzero subniodules. 
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Definition 1.2.47 (Module homomorphism) Lot .11 and N he two R-
niodu1e~. A mapping f : .i1 --a N is called a module homonmorphistn or an R-
homoniurphisin if 
(i) f*(nt I + nt2) = f(nrt) + f(rim2) 
(ii) f(ra) = rf(a) for all r E R and a E .\1. 
Definition 1.2.48 (Primitive ring) A ring R is it left primitive ring if there 
exists a faithful irreducible left R-module V (i.e.. there is an abelian group V for 
which R is a sabring of End(V) acting irreducibly on V). In a similar fashion we can 
define a right primitive ring. 
Definition 1.2.49 (Semiprimitive ring) A ring R is said to be semiprimitive 
if R has a faithful semisimple module. 
Definition 1.2.50 (Primitive ideal) An ideal I of a ring R is said to be a 
primitive ideal if the quotient ring 	is primitive. 
Definition 1.2.51 (Algebra) Let F be a field and A be a nonenipty set. A is 
said to he an algebra over 1 if 
(i) A is a ring 
(ii) .4 is a vector space over F 
(iii) uu(.ry) = (ua:)y = .i (uty) for all x, y E A and ur E F. 
Definition 1.2.52 (Subdirect product) Let {A; I i E I) be a collection of 
ideals of a ring R. Then R is said to be a subdirect product of {R/A; I i E I) if the 
canonical homomorphism v : R — II,EIR/A= is an injection. 
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Definition 1.2.53 (Essential extension) A right H-module E D M R is said 
to be essential extension of .11 if every nonzero submodule of E intersects Al nontriv- 
Definition 1.2.54 (Maximal essential extension) An essential extension 
I D .11n is said to be maximal if no module properly containing E can he essential 
extension of M. 
Definition 1.2.55 (Central extension) A ring T is called central extension 
of a ring R if T = Z(T)R. 
Definition 1.2.56 (Rational extension) Let N C Al be right R-modules. Al 
is said to be rational extension of N if for any y E Al and x E I'll \(0), xy-1 N 54 (0) 
i.e. there exists r E R such that xr # 0 and yr E N. 
Definition 1.2.57 (Injective hull) Let N be an extension of an R-module Al. 
If N is maximal essential extension of M. then :V is called an injective hull or an 
infective envelope of .1/, denoted by 1 R(M) or F,(.11). 
Example 1.2.10 Let Z be the ring of integers and Q be the additive group of 
rational numbers. Then Qz is the inject.ive hull of Z. 
Definition 1.2.58 (Rational hull) Let I = E(,11) and let H = End(IR), 
operating on the left of I. We define E(111) = {i E I I  for all h E H. h(M) _ 
(0) implies h(i) = 0), E(.11) is an R-module of I containing Al and is called ratio-
nal hull of Al. 
Definition 1.2.59 (Division hull) For a domain A, a division ring D is called 
a division hull of A if there is a given inclusion map A'- D such that D is generated 
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as a division ring by A. 
In other words there is no division ring Do such that A C Do C D. 
Definition 1.2.60 (Multilinear polynomial) a polynomial f(xI,x2 .............Xm) 
is said to be niultilinear if i has degree 1 in each monomial of f.  for each 1 < i < In.. 
Definition 1.2.61 (Polynomial identity) A polynomial f is called an iden-
tity of a ring R if f (R) = ( 0). An identity f is a polynomial identity if one of the 
monomials of f of highest degree has coefficients 1. R is a PI algebra if R satisfies a 
polynomial identity and R is a PI ring if R satisfies a polynomial identity with C 
the ring of integers. 
Definition 1.2.62 (Generalized polynomial identity (GPI)) A gen-
eralized polynomial identity (GPI) of an algebra .4 over a field F is a polynomial 
expression f in noncolnmuting indeterininates and fixed coefficients from A between 
the indeterminates such that f vanishes upon all substitutions by elements of A. It is 
natural extension of the notion of a polynomial identity (PI) in which the coefficients 
come lroin the base field. 
Definition 1.2.63 (P-stable) An identity f of l? is k-stable if f is an identity 
of the central extension R(AJ. A polynomial f is stable if f is R-stable for every ring 
R of which f is an identity. 
Definition 1.2.64 (Maximal right ring of quotients) Let Q be an over 
ring of a ring R. Then Q is said to be a right ring of quotients of R (general right 
ring of quotient) if R« is a dense subtnodule of Qn (RR C d QR ). The maximal right 
ring of quotients of R (known as Utumi right ring of quotients) is the largest right 
ring of quotients of R, written as Q',,,, = Qmuz(R) .  
Analogously one can define the maximal left ring of quotients of R (known as Utumi 
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left ring of quotients), written as Q; 	= Q; ar(H). 
Example 1.2.11 Let R be the ring of upper triangular n x ri matrices over a 
semisinlple ring k. Since H is artinian, all regular elements are units, so H = Q',. On 
the other hand, E(Il f?) = M(k). We claim that Rn cd  M(k). It, will follow that 
Q(1?) = M(k) = Q; Z( 	while Q(R) = H. 
Definition 1.2.65 (Centre of Q(R)) Let H be any ring. Thenn the centre 
of Qn, 1% (H) is the set of elements of Qn,nl (H) that commute with H and is called the 
extended cent roid of R. 
Definition 1.2.66 (Martindale ring of quotients) Let R be a prime ring 
and consider the set of all left H-module functions f : AR --y RR, where .A ranges 
over all nonzero two sided ideals of R. Two such functions are said to be equivalent if 
they agree on their common domain which is nonzero ideal, since R is prime. That is 
an equivalence relation. Let f' denote the equivalence class of f and let Q, = Q1(R) 
be the set of all such equivalence classes. The arithmetic in Q t is defined as a fairly 
obvious manner. Suppose f : , 11{ —i KR anb g : B, ----> HR are given. Then f' x g' 
is the class of f x g : (.4 n B)R —+ Hn and J'g' is the class of the composite function 
Jq : (1L l) R —a RR. The ring axioms are satisfied, so Cl t = Q1(R) is a ring and is 
called a left Martindale ring of quotients of R. 
One can of course define Q,. = Qr(H), the Martindale ring of quotients of H in 
similar manner. It is obtained from the set of all right R-module homomorphism 
q: BR —* RR with nonzero ideal B of R. 
Now we proceed to describe this construction for semiprlIIle rings. Let H be a 
semiprime ring and J = J(R) = {1 1 1 is an ideal of R and 1(1) = 0). We note 
that 3 is closed under products and finite intersections. We also mention that any 
I E 3 is dense and essential as a right (or left) ideal and accordingly we shall call 
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such ideals dense. Consider the set 7-1 = {(f: J) 1 .1 E 3, f : JR -4 RR}. We define 
(f; .I) ' (g; K) if there exists 1, C J n K such that L E 3 and f = g on L. We let 
[J: Jj denote the equivalence class determined by (f: J) E W. We now define addition 
and multiplication of equivalence classes as follows: 
(f; JJ + [ q: K] = (1 ± q: li .]) 
If; J).(9; Kj = [fg: KJ]. 
We can verify that the ring axioms hold and we shall denote the ring constructed 
above by Q,. = Qr(R) and call it the two sided right ring of quotients of R. Analo-
gously one can construct the two sided left ring of quotients. 
Definition 1.2.67 (Symmetric ring of quotients) A symmetric ring of 
quotients denoted by 
Qs = {gEQr...~qinJqCRfor some.]EJ}. 
One can easily check that QS is a subring of Q,.. We shall call it the symmetric ring 
of quotients of R. 
Definition 1.2.68 (Central closure) Let R be any ring and C be its ex-
tenrled centroid, then sabring generated by R and C is called central closure of R and 
denoted by RC or R. 
k k k 
Example 1.2.12 Let R = 	0 k 0 	, where k is it semisimple ring. Then 
0 0 k 
0 k k 
R is artinian, nonsingular with S = soc(RR) = 	0 k 0 	and soc(RR) _ 
0 0 k 
k k k
1 () 0 0 	 Its 
0 0 O )J  
"l ;W~( 1{ ) = M2(k) x M2(k). 
this c'a.e. we get (l (/f) 
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Remark 1.2.16 Let R be a ring, then. R C Q, C Q,. C Gl;,,aj 
Definition 1.2.G9 (k-ring) Let k be a commutative ring with identity e. Then 
a k-ring .4 is a ring with identity e for which there exists a ring homomorphism 
a : k ---> .4 (sending e to e). 
Definition 1.2.70 (Free k-ring) Let k be any ring and {x, : i E I) be a system 
of independent, noncomniuting indeterminates over k. Then a free k-ring generated 
by {x, : i E I} is denoted by R = k < x, : i E I >. The elements of R are polyno-
mials in the noncommuting variables {x,) with coefficients from k. The coefficients 
are supposed to commute with each {:c,}. The freeness of R refers to the following 
universal property: if tr„ : k ---> k' is any ring homomorphism and {a, : i E I) is any 
subset of k' such that each a, commutes with each element of 0(k), then there exists 
a unique ring honlonlorphisnl c,; : /l ---* k' such that ,; I k = VJ o and 4(1j) = ai for 
every i E I. 
Definition 1.2.71 (Tensor product) Let .4 be a right module and B a left 
module over a ring R. Let F be the free abelian group on the set A x B. Let 
K be the subgroup of F generated by all elements of the following forms (for all 
a,a' ` :1:b.b' E B:r- E R): 
(i) (a ;- a'. b) — (a, b) — (a'. b); 
(ii) (a, b + b') — (a, b) — (a, b'); 
(iii) (ar. b) — (a. rb) 
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The quotient group F/K is called the tensor product. of ..1 and 13, it is denoted by 
.1 : R B (or simply .4 '{ B if R = Z). The coset (a, b) + K of the element (a, b) in F 
is denoted a b: the cosec of (0.0) is denoted by 0. 
Definition 1.2.72 (Coproduct) Let A l and ,42 be algebras with unity 1 over 
a commutative ring K. Then a K-algebra A with 1 is a coproduct. of A l and A2 over 
K if 
A 1 ---f" A <---" A2 
U\ •` P /T 
(i) There exists K algebra homotnorphisms a: Al —> A and ,3 : A2 —> .4 such 
that a(A 1 ) U 3( .12 ) generates A as a K-algebra. 
(ii) For any K-algebra P with 1 and honiomorphism a : Al —* P and r : A) ---* P 
there exists a homomorphism 0: A --* P such that (to = a and ;j- _ 'r, that 
is the diagram can always be completed. 
Definition 1.2.73 (Derivation) Let R be a ring. An additive mapping d : R —3 
I3 is said to be a derivation if d(xy) = d(x) y + xd(y) for all x. y E H. 
Example 1.2.13 The most natural example of a nontrivial derivation is the usual 
differentiation on the ring P[x] of polynomials defined over a field F. 
Example 1.2.14 Let R be a ring and a be a fixed element of R. Define 6: R —+ R 
by ô(  x) = [a, x] = ax — xa, for all x E R. Then 6 is a derivation of II which is usually 
called the inner derivation of R and is generally denoted by I4 . 
Definition 1.2.74 (Generalized derivation) An additive mapping F' : 13 —4 
R is said to be a generalized derivation if there exists a derivation d : K —* R such 
that F(.xy) = I'(x)y + xd(y) for all 1:, y E R. 
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Example 1.2.15 Let 	be any ring and R = 	J a. b e S . Define 
0 0 
F : 1? -4 If by F(x) = 2e11 x — xe it . Then F is a generalized derivation with 
associated derivation d given by d(x) = ett r — xeli. 
Remark 1.2.17 The following example is sufficient to show that a generalized 
derivation need not be a derivation in general. 
Example 1.2.16 Let R = 	
a b 	
rib, c E CF(2) . Define a map F: 11 -a R 
0 c 
by F ~~ G 
	0 = 	rt 	
and a derivation d: R -4 R by 
d a b 	0 = 	G 
0 c 	0 0 0 c 	0 0 
Then it can be verified that F is a generalized derivation on R but not a derivation 
on R. 
1.3 Some key results 
In this section we state some well known results which may be frequently re-
ferred in the subsequent text. For their proofs, the references are mentioned against 
respective results for those who develop interest in them. 
Theorem 1.3.1 [25, Theorem 4.2.1) (Density Theorem) Let R he a (left) prim- 
itive ring with 	a faithful irreducible R-module and D = End(VR ). Then for any 
positive integer a. if v, , .•2. ......... v„ are D-independent in V and w1...., w„ are arbi-
trary in V there exists r E R such that rv, = w„ i = 1, 2..., n. 
Theorem 1.3.2 142, Theorem) Let I be a nonzero ideal of a prime ring R and A 
be the additive subgroup of RC generated by {p(a1 , ...a„) : a. ..a E I). Then either 
p(x t ....x„) is central valued or A contains a proper Lie ideal of R, except in the case 
when R is the ring of all 2 x 2 matrices over GF(2). 
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Theorem 1.3.3 [43, Theorem 21 Let R he a prime ring and U its Utumi quotient 
ring. Then for any rational submodule M of U. the GPIs satisfied by M are the same 
as the GPIs satisfied by U. 
Theorem 1.3.4 [43. Theorem 1] Let R be a prime ring and U its li tumi quotient. 
ring. Let N be a rational submodule of U and u1 ...., u„ E U be C-linearly inde-
pendent. Then there exists a E N such that ula, ..., u„a E N and ul a, .... una are 
C-linearly independent. 
Theorem 1.3.5 [551 Let R be a simple ring of characteristic not two and L be a 
Lie ideal of R. Then either L C Z(R) or [R, R] C L. 
Theorem 1.3.6 [68, Theorem 1) Every linear differential identity of a prime ring 
R is a consequence of the following identities: 
(i) d(xy) = d(x)y + xd(y), where d is any derivation. 
(ii) 1„(x) = xa — ax. where I„ is an inner derivation and a is the corresponding 
element. 
(iii) x ° 4' _ (x°)” — (x")°. where v, p are any derivations. 
(iv) (...(x°) 	= (x°)p where p is the characteristic of R. If p = 0, then this 
identity assumes the form x = I. 
(c) :r°t1+<<d = :r°c► + :C!';3. where u, it E Z(K). 
Theorem 1.3.7 (80• Theorem 21 Let R be a prime ring, U its maximal right quotient 
ring and 1j a dense R-submodule of UR . Then I and U satisfy the same differential 
identity. 
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Theorem 1.3.8 <82. Lemma 2) Let R he a semiprime ring and / he a right ideal of 
R. Then I, !U satisfy the same GPIs with coefficients in U. 
Theorem 1.3.9 [t~G, Theorem 2] Every derivation from a dense right ideal of a ring 
1? into I can be uniquely extended to U. 
Theorem 1.3.10 18G, Theorem 3) Every generalized derivation F on it dense right 
ideal of a ring R can be extended to U and assume the form F(x) = ax + D(x) for 
some a E U and a derivation S on U. 
Theorem 1.3.11 [91. Theorem 31 Let R be a prime ring and S = RC he the 
central closure of R. Then S satisfies a generalized polynomial identity over C if and 
only if S contains a minimal right ideal eS (hence S is primitive) and eSe is a finite 
dimensional algebra over C. 
Theorem 1.3.12 (02. Theorem 5.591 (Wedderburn Artin Theorem) Let R he a 
nonzero ring such that the DCC for right ideals holds in R. Then R has zero radical 
if and only if R is isomorphic: to a direct sum of a finite number of ring,,, each of 
which is it coinplctc matrix rings over some division ring. 
Theorem 1.3.13 [100. Theorem 2.3.29) Let R be a prime ring and d he a positive 
integer. Suppose there exists a 1 ..., ad+l E Z(R) such that Ann R 1 a t .... a t i= 0. If 
deg3 (f) < d for all j and f is an identity of R, then f is R-stable. 
Theorem 1.3.14 (107. Lemma 21 Let R be a prime ring and L he a Lie ideal of R. 
(i) If L is nonconinuttative, then the subring generated by L contains a nonzero 
ideal of R. 
(ii) If L is noncommutative, then there exists a nonzero ideal I of R such that 
or!I.R)cL. 
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(iii) If L is commutative and char R 4 2, then I, is contained in the centre of 11. 
Theorem 1.3.15 	Thr' maximal right rind, of quotients Q' amm(If) of tlw ring 11 
sat iSli('s 
(i) R is a sabring of Q;,n,.(R) 
(ii) For all q E Cl„,, (R) there exists .1 E D(R) such that qJ C R, where D(11) is 
the crrlketion of all dense right ideal of R. 
(iii) For all gEtt;,al (N) and JED(R),gJ=(0)if and only ifq=0 
(i.r) For all .1 E I)(11) and f : ,1R — l3l Z there exists y E Q 111(11) such that. 
1(.r) = (I 	for all 1- 	.1. 
Furthermore, properties (i)-(iv) characterize ring Q;,,Q=(J? ul) to isoniorphisiu. 
Theorem 1.3.16 Let R be any ring and Q be it right ring of quotients of R. Then 
Zi /? [r 1 = Z(QQ) A R. In particular 11 is right nonsingular if and only if Q is right 
nuiusingular. 
Theorem 1.3.17 Let. II be a scu►ipriui(' ring. Then 
Z(Q) = C:' = Z(Q n",.(1?)) _ { i E Q(  II)  I  jr = rq for all r E Ft}. 
Chapter 2 
Commuting generalized derivations 
2.1 Introduction 
1.e " be a noiiemptv subset of it ring R. A mapping f : R —= li is said 
to be centralizing (resp. commuting) on .S if for all x E S. [f(x),x] E Z(J?) (resp. 
r f (:r). x = 0) The first important result on commuting mappings is due to E. C. 
Posner '98. Theorem 2], which states that the existence of a nonzero commuting 
derivation on it prime ring R forces I? to be commutative. The theorem has been 
extremely influential and it initiated the study of commuting derivations. A lot of 
work has been done on commuting derivations for example [29]. [32], [33], [3']. [94]. 
[951. [96]. where further references can be found. It is interesting to weaken the hy-
pothesis of the results on conuuuting derivations in rings and obtain them on some 
well behaved subsets of rings. In section 2.2, we study commuting (skew eolssiWutlng) 
generalized derivations on it nonzero left. ideal of it tiemlprinne ring. 
In 1993 Q. Deng ITS] defined n-centralizing and n-commuting mappings, it 
concept more general than centralizing and eo1Wiuutind mappings. Let n be it fixed 
positive integer. In the mentioned paper Deng proved that if R is a prime ring of 
characteristic either zero or > n. I a nonzero left ideal of R and d is a nonzero deriva-
Lion of /l which is rl-centralizing on 1. then N is commutative. In section 2.3, we 
obtain above cited result for n-centralizing generalized derivation of a prime ring H 
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in the setting of a left ideal of K. Finally we extend the result for a Lie ideal of a 
prtuie ring. 
2.2 Ideals and commuting generalized derivations 
Definition 2.2.1 (Centralizing and commuting mappings) Let .5' he it nonentpty 
subset of it ring R. A mapping f : 11 —~ 11 is said to be centralizing (resp. conuhluting) 
on S if for all x E S i f (x). x] E Z(R) (resp. [f (x). x] = 0). 
The two basic and obvious examples of commuting neaps are the identity 
trap and every map having its range in Z(11). 
Example 2.2.1 Consider a ring R = R1 E; 111, where Rt is a nonconimutative 
ring having; a nonzero derivation dl and /12 is a commutative domain. Then /d is a 
noncotnnuttative ring and it : 11 —> 1? defined l,v d(a: t .:r2 ) = (d1 (1: ).0) is a nonzero 
commnt.int; (lecivation on H. 
Example 2.2.2 Let 11 he a 3-diitcnsioWal algebra over a field of chiarai teristiu 2. 
wit It Irt,is { 11,). i.c t . u , } and multiplication defined by 
110 if (i,j)=(1.2) 
u,tlj = 	
1) 	OtIlP?11'1S(? 
Let d he the linear uuistorntation on R dvfiaai by d(00 ) = 0, d(u1) = it t , d(112)
It. is easily verified that d is it centralizing derivation on R. 
Definition 2.2.2 (Skew-centraliziig and Skew-coWuiuuting niappinigs) Let 
S be a iiuiicnnbty subset of a ring 11. a snapping f : 11 —a H is said to be skew-
centralizing (rest). skew-commuting) on S if for all x E S f (x) o x E Z(R) (resp. 
f (x) o 3: = 0). 
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Example 2.2.3 Let S be any commutative ring and 
u, 0 0 
R =S x w 0 	1w,X,y,zES}.Definef:R —+Rby,  
y z w 
w 0 0 	0 0 0 
f 	:r w 0 	= 	0 0 0 . Then f is skew-centralizing on R. 
y z wJ 	y 0 0 
Several authors have proved commutativity of prime and semiprime rings R ad-
rnitting automorphisms or derivations which are centralizing on appropriate subsets 
of R. The culminating theorem in this series due to Mayne (93}, asserts that if a prime 
ring R admits either a nonidentity automorphism or a nonzero derivation which is 
centralizing (commuting) on some nonzero ideal I of R, then R is commutative. Fur-
ther Bell and Martindale [29, Theorem 3] proved that a semiprime ring R must have 
a nontrivial central ideal if it admits an appropriate endomorphism or a derivation 
which is centralizing on some nontrivial one sided ideal. We obtain the theorem of 
Bell and Martindale for a generalized derivation commuting on a left ideal of R. 
Theorem 2.2.1 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation with associated derivation d such that Id(1) # (0). If 
F is commuting on I, then [I, Ild( 1) = (0) and there exists 0 a E Z(R) such that 
aI C Z(R). 
For developing the proof we require the following lemmas: 
Lemma 2.2.1 [72, Chapter 4) In a semiprime ring R 
(i) The centre of R contains no nonzero nilpotent elements. 
(ii) R does not contain any nonzero nilpotent left ideals. 
(iii) If P is a nonzero prime ideal of R and a, b E R such that aRb C P, then either 
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aEPorbeP. 
Lemma 2.2.2 178, Theorem] Let R be a semiprime ring and I be a nonzero left ideal 
of R. Let d be a derivation on R. If for some positive integers to , t1 , t2i . .. t„ and all 
x E I, the identity fl1d(x`0 ),xt'},...],xt^) = 0 holds, then either d(1) = 0 or else d(I) 
and d(R)I are contained in a nonzero central ideal of R. In particular when R is a 
prime ring, R is commutative. 
Proof of Theorem 2.2.1 We have [F(x), x] = 0 for all x E I. Linearization yields 
that 
	
[F(x), y] + [F(y), x] = 0 for all x, y E I. 	 (2.2.1) 
Replacing y by yx in (2.2.1), we have 
y[F(x).x]+[F(x).y]x+[F(y),x]x+y[d(x),x]+[y,x]d(x) = 0 for all x, y E I. (2.2.2) 
Using (2.2.1), we have 
y[d(x), x] + [y, x}d(x) = 0 for all x, y E I. 	 (2.2.3) 
Substituting ry for y in (2.2.3), we have 
ry[d(x), x] + r[y, x]d(x) + [r, x]yd(x) = 0 for all x, y E I, r E R. 	(2.2.4) 
Application of (2.2.3), yields that 
[r, x]yd(x) = 0 for all x, y E I, r E R. 	 (2.2.5) 
Replacing y by ry in (2.2.5), we get 
[r, x]ryd(x) = 0 for all x, y E I, r E R. 	 (2.2.6) 
By (2.2.5), we have [x, R]Id(x) = 0 for all x E 1. Take the family {Pu} of prime 
ideals of R such that nPQ = (0). Let xl be a fixed element of I, thus for any x2 E I 
and by (2.2.5), it follows 
(0) = [x'  + x2. R] I d(xl + X2) = [x', R]I d(xz) + [' 2 , R] l d(xl ). 	(2.2.7) 
I 
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Moreover, for any P,, by (2.2.6) and Lemma 2.2.1 (iii), either Id(x l ) C PQ , or 
[x l , R] C Pa . In case Id(x l ) C P, then a fortiori [x2 i RIId(x l ) C P. On the other 
hand, if [xi, R] C P,,, then by (2.2.7) it follows again [x 2i  RlId(xi) C Pa. Therefore 
in any case [I, RJId(I) C P, for any a. This implies 
[I, R]1d(1) C nP,, = (0). 	 (2.2.8) 
In particular we get [I, IJRId(I) = (0) and from this we also have [I, I]d(I)R[I, Ild(I) = 
(0). Hence, by the semiprimeness of R we get 
[I.1]d(1) = (0). 	 (2.2.9) 
Moreover, for any r, s E R, x, y, z E I and by (2.2.9) it follows 
0 = [rx, s]yd(z) = [ r, s]xyd(z) 	 (2.2.10) 
and replacing y with ty in (2.2.10), for any t E R, we get [r, s]xtyd(z) = 0, that is 
R. R]IRId(1) = (0). Again by the semiprimeness of R, it follows [R, R]Id(1) = (0) 
and a fortiori [R, R]RId(1) = (0). This last implies easily that [Id(I), R]R[Id(I), R] 
(0), that is Id(I) C Z(R). 
Therefore for x, y, z E I, we have xd(z)y + xzd(y) = xd(zy) E Z(R), and since 
xd(zy) E Z(R), it follows that also xd(z)y E Z(R), for any x, y, z E I. Moreover, by 
Id(1) # (0), there exist x0,ze E I such that 0 # xod(zo) = a E Z(R). Hence, for all 
y E I, we get ay E Z(R), that is al C Z(R). 
Theorem 2.2.2 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation with associated derivation d such that Id(I) 0 (0). If 
F is skew-commuting on I, then [I, 1]d(1) = (0) and there exists 0 a E Z(R) such 
that aI C Z(R). 
Proof We have F(x)x + xF(x) = 0 for all x E 1. Linearization yields that 
F(x)y + F(y)x + yF(x) + xF(y) = 0 for all x, y E 1. 	(2.2.11) 
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Replacing y by yx in (2.2.11), we have 
(F(x)y+F(y)x+xF(y))x+yd(x)x+xyd(x)+yxF(x) = 0 for all x, y E I. (2.2.12) 
Comparing (2.2.11) and (2.2.12), we get 
—yF(x)x + yxF(x) + yd(x)x + xyd(x) = 0 for all x, y E I. 	(2.2.13) 
This implies that 
y[x, F(x)] + yd(x)x + xyd(x) = 0 for all x, y E 1. 	(2.2.14) 
Replacing y by ry in (2.2.14), we obtain 
r(y[F(x), x] + yd(x)x) + xryd(x) = 0 for all x, y E I, r E R. 	(2.2.15) 
From (2.2.14) and (2.2.15), we have 
—rxyd(x) + xryd(x) = [x, r]yd(x) = 0 for all x, y E 1, r E R. 	(2.2.16) 
This implies that [x, •r]Ryd(x) _ (0) for all x, y E I and r E R. Arguing in the sim-
liar manner as we have done in the proof of above theorem, we get the required result. 
An immediate consequence of the above theorems is the following corollary: 
Corollary 2.2.1 Let R be a prime ring and I be a nonzero left ideal of R. Let F 
be a generalized derivation with associated derivation d. If either F is commuting or 
skew commuting on I, then R is commutative. 
In [27], Bell and Daif showed that if R is a semiprime ring, I is a nonzero ideal 
of R and d is a derivation of R such that d([x, y]) ± [x, y] = 0, for all x, y E I, 
then I C Z(R). Following this line of investigation, in [99] a similar situation was 
considered, in case the derivation d is replaced by a generalized derivation F. More 
precisely in [99] following result is proved : 
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Theorem 2.2.3 Let R be a prime ring with center Z(R), F be a generalized deriva-
tion on R, I be a nonzero ideal of R. Then R is commutative if one of the following 
holds: 
(i) F([x, y]) = [x, y], for all x, y E 1; 
(ii) F([x. y)) = —[x, y], for all x, y E I; 
(iii) F(xy + yx) = xy + yx, for all x, y E I; 
(iv) F(xy + yx) = —xy — yx, for all x, y E I. 
More recently in [50) Dhara generalized this result to the semiprime case and 
proved the following: 
Theorem 2.2.4 Let R be a semiprime ring and F be a generalized derivation on 
R, with associated derivation d. If I is a nonzero ideal of R such that d(I) # 0, then 
I C Z(R), in case one of the following conditions holds: 
(i) F([x, y)) = f[x, y), for all x, y E I; 
(ii) F(xy + yx) = ±(xy + yx), for all x, y E I; 
More precisely d(Z(R))I C Z(R). 
We extend the previous cited results to the case when the generalized derivation 
F acts on one sided ideal of R considering the conditions: 
(i) F(x)F(y) — xy = 0, for all x, y E I; 
(ii) F(x)F(y) — [x, y) = 0, for all x, y E I; 
(iii) F([x, y]) — [x, y] = 0, for all x, y E I; 
(iv) F([x, y]) — (x, yj E Z(R), for all x, y E I. 
30 
Lemma 2.2.3 [57, Lemma 1.1.5J If R is a semiprime ring, then the centre of a 
nonzero one sided ideal is contained in the centre of R. Moreover any commutative 
one sided ideal is contained in the centre of R. 
Lemma 2.2.4 [119, Lemma 1.31 Let R be a semiprime ring and a E R some fixed 
element. If a[x, yl = 0 for all x, y E R, then there exists an ideal I of R such that 
a E I C Z(R). 
Proposition 2.2.1 If R is a semiprime ring, 1 is a nonzero left ideal of R and 
0 # a E R, such that al = (0), then Ia = (0). 
Proof Since a(RI) = (0), we have Ia(RI )a = (0) and the conclusion follows from 
the semiprimeness of R. 
Proposition 2.2.2 If R is a semiprime ring and 0 0 a E R, such that [R, R]a = (0), 
then a[R. R] = (0) and there exists a central ideal I of R such that a E 1. 
Proof Since (0) = [R, R2 ]a = [R, R]Ra, then a fortiori a[R, R]Ra[R. R] = (0), that 
is a[R, RI = (0). In this situation we conclude from Lemma 2.2.4. 
Theorem 2.2.5 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R with associated derivation d. If Id(I) (0) and 
F(x)F(y) —xy = 0 for all x, y E I, then [I, I ]d(I) = (0) and there exists 0 a E Z(R) 
such that al C Z(R). 
Proof If F = 0, then we have xy = 0 for all x, y E I. A simple calculation yields 
that [x, y] = 0 for all x, y E I. By application of Lemma 2.2.3, we get the required 
result. Suppose that F # 0 and 
F(x)F(y) — xy = 0 for all x, y E 1. 	 (2.2.17) 
Replacing y by yz in (2.2.17), we obtain 
F(x)F(y)z + F(x)yd(z) — xyz = 0 for all x, y, z E I. 	(2.2.18) 
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In view of (2.2.17), (2.2.18) yields that F(x)yd(z) = 0 for all x, y, z E I. Substitute 
xu for x to get 
F(x)uyd(z) + xd(u)yd(z) = xd(u)yd(z) = 0 for all x, y, z, u E 1. 	(2.2.19) 
Which yields that [1,1)d(1)R[1,1 ]d(I) = (0). By semiprimeness of R, we have 
[I, J ]d(I) = (0). This implies that [R, R]1 RId(1) = (0). By semiprimeness of R, 
we find that [R, R]Id(1) = (0) and hence [R, R]RId(1) = (0). This implies that 
[Id(I),R]R[Id(1),R] = (0), that is Id(I) C Z(R). Therefore for x,y,z E I, we have 
xd(z)y + xzd(y) = xd(zy) E Z(R) and since xd(zy) E Z(R), it follows that also 
xd(z)y E Z(R), for any x, y, z E I. Moreover, by Id(I) 	(0), there exist x0, z0 E I 
such that 0 ,0 xod(zo ) = a E Z(R). Hence, for all y E I, we get ay E Z(R), that is 
aI C Z(R). 
Theorem 2.2.6 Let R be a semiprime ring and I be a nonzero left ideal of R. 
Let F be a generalized derivation of R with associated derivation d. If Id(I) 	(0) 
and F(x)F(y) — (x, y) = 0 for all x,y E 1, then [1, I]d(1) = (0) and there exists 
0 0 a E Z(R) such that oI C Z(R). 
Proof If F = 0, then we have [i., y] = 0 for all x, y E I. Replacing y by ry, we 
obtain [x, r]y = 0 for all x, y E I and r E R. This implies that [x, r]R[x, r] = 0 for all 
x E I and r E R. By semiprimeness of R, we get [x, r] = 0 for all x E l and r E R 
and hence I C Z(R). 
If F 0, then we have 
F(x)F(y) — [x, y] = 0 for all x, y E 1. 	 (2.2.20) 
Substitute yx for y in (2.2.20) to get 
F(x)F(y)x + F(x)yd(x) — [x, y}x = 0 for all x, y E 1. 	(2.2.21) 
In view of (2.2.20), (2.2.21) yields that 
r 
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F(x)yd(x) = 0 for all x, y E 1. 	 (2.2.22) 
Replacing y by F(z)y in (2.2.22) and using (2.2.20), we have 
[z, x]yd(x) = 0 for all x, y, z E I. 	 (2.2.23) 
Replacing y by ry, x1 in (2.2.23), we obtain 
[z, x]r [y, x}d(x) = 0 for all x, y, z E I , r E R. 	(2.2.24) 
If we substitute d(x)r for r and y for z in (2.2.24), then we get 
[y, x]d(x)R[y, x]d(x) = 0 for all x, y E 1. 	 (2.2.25) 
Since R is semiprime, we have 
[x, y]d(x) = 0 for all x, y E 1. 	 (2.2.26) 
Replacing in (2.2.26), y by ry, for any r E R, it follows 
0 = [x, r y]d(x) = [x, r] yd(x) 
so that, for all r, s ER 
0 = [x, rslyd(x) = r[x, slyd(x)  + [x, rl syd(x) = [x, r1 syd(x) 
that is 
[x, R]Ryd(x) = (0) for all x, y E 1. 	 (2.2.27) 
Moreover, since R is semiprime, it follows 
[x, RJ1d(x) _ (0) for all x E I. 	 (2.2.28) 
Take now the family {Pa } of prime ideals of R such that nlQ = (0). Let x, be a 
fixed element of 1, thus for any x2 E I and by (2.2.28), it follows 
(0) = Ix + x2 , R]I d(xl + a:2) = [ xl, 1l]1 d(x 2 ) + [x2 , R]1d(xl ). 	( 2.2.29) 
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Moreover, for any Pp, by (2.2.27) and Lemma 2.2.1 (iii), either Id(x i ) C Po , or 
[x l , R] C P. In case Id(s1 ) C P0„ then a fortiori [x2, R)Id(xl ) C Pa. On the other 
hand, if [x i , R] C Pte , then by (2.2.29) it follows again [x2, R]Id(xl) C P. Therefore 
in any case [I, R)Id(I) C P, for any a. This implies 
[I, R]Id(1) c nPQ = (0). 	 (2.2.30) 
In particular we get [I, I]RId(I) = (0) and from this we also have [1, I]d(1)R[I, I]d(I) _ 
(0). Hence, by the semiprimeness of R we get 
[I,I]d(I) = (0). 	 (2.2.31) 
Moreover, for any r. s E R, x, y, z El and by (2.2.31) it follows 
0 = [rx, sjyd(z) = [r, s]xyd(z) 	 (2.2.32) 
and replacing y with ty in (2.2.32), for any t E R, we get [r, s}xtyd(z) = 0, that is 
[R, R]IRId(I) = (0). Again by the semiprimeness of R, it follows [R, RlId(I) = (0) 
and a fortiori [R, R)RId(I) = (0). This last implies easily that [Id(I), R)R[Id(I), R) 
(0), that is Id(1) C Z(R). 
Therefore for x, y, z E I, we have xd(z)y + xzd(y) = xd(zy) E Z(R), and since 
xd(zy) E Z(R), it follows that also xd(z)y E Z(R), for any x, y, z E I. Moreover, by 
Id(I) # (0), there exist xo, zo E I such that 0 , xod(zo) = a E Z(R). Hence, for all 
y E 1, we get ay E Z(R), that is al C Z(R), as required. 
2.3 Ideals and n-centralizing generalized deriva-
tions 
In [48], Q. Deng defined n-centralizing and n-commuting mappings, concepts 
more general than centralizing (commuting) mappings. 
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Definition 2.3.1 (n-Centralizing and n-commuting mappings) Let n be a 
fixed positive integer. A mapping f : R -4 R is said to be n-centralizing (resp. n-
commuting) on a nonempty subset S of R, if [f (x), x"] E Z(R) (resp. [f (x), x"] = 0) 
for all x E S. 
Example 2.3.1 Let R = Rl ® R2, where Rl and R2 are nonzero rings, R2 is a 
commutative ring. Define a map d: R - R such that d(x, y) = (0, y). Then it can 
be verified that d is an n-commuting derivation on R. 
Example 2.3.2 Let R = M2(GF(2)) denote the Galois field of two elements and 
f : R —a R be defined by f a 0 _ a+ 7 0 	for a 0 I E R. 
7 0 	0 	13+6 	1 0 )  
Then f is a GF(2) - linear map. A direct computation yields that [f (:c), aye] = 0 for 
all :r E R. However, 
0 1 	0 1 	0 1 
j 	
= 	). Hence f is 6-commuting linear map. 0 0 	0 0 	0 0 
In [86] T. K. Lee extended the definition of a generalized derivation as follows: 
An additive mapping F: J -4 U such that F(xy) = F(x)y + xd(y), for all x, y E J, 
where U is the right Utumi quotient ring of R, J is a dense right ideal of R and d is 
a derivation from J to U. In the mentioned paper he proved that every generalized 
derivation of R can be extended to a generalized derivation of U. In fact there exists 
a E U and a derivation d of U such that F(x) = ax + d(x) for all x E U by Theorem 
1.3.10. A corresponding form for dense left ideals as follow: An additive mapping 
F : I -~ U is called a generalized derivation if there exists a derivation d : I -+ U 
such that F(xy) = xF(y) + d(x)y for all x, y E I, where U is a left Utumi quotient 
ring of R, I is a dense left ideal of R. Following the same method as in [86], one 
can extend F uniquely to a generalized derivation of U. The extended generalized 
derivation of U can also be denoted by F and has the form F(x) = xa + d(x) for all 
x E U, where d is a derivation of U. We prove a result in spirit of Posner's Theorem 
0 
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and the results of Deng [48, Theorem 21, Deng and Bell [49, Theorem 2]. In fact we 
prove the following: 
Theorem 2.3.1 Let R be a prime ring, F be a nonzero generalized derivation of R, 
I a nonzero left ideal of R, n > 1 a fixed positive integer such that F is n-centralizing 
on the set [1, 1 I. Then there exists a E U and a E C, the extended centroid of R such 
that F(x) = xa, for all x E R and 1(a — a) = (0) unless when x1s4(x2i x3, x4 , x s ) is 
an identity for 1. 
To prove the above theorem, we assume the conclusion I satisfies x 1 s4(x 2, x3i x4 , x5 ) 
of Theorem 2.3.1 is false. Thus there exists a1, a2i a3, a4, a5 E I such that 
a1s4(a2, a3, a4i a5) # 0. Our goal is to ultimately arrive to prove that in this case 
there exists a E U such that F(x) = xa for all x E R and I[a, I] = (0). 
Fact 2.3.1 In all that follows let T = U *C C { X } be the free product over C of 
the C-algebra U and the free C-algebra C{X }, with X the countable set consist-
ing of noncommuting indeterminates {xi, x2, ........, x,,, .....}. The elements of T are 
called generalized polynomials- with coefficients in U. I, 1 R and I U satisfy the same 
generalized polynomials identities with coefficients in U. We refer the reader to [25] 
and [43] for the definitions and the related properties of these objects. Recall that if 
B is a basis of U over C, then any element of T = U *. C{x1, x2........., x„} can be 
written in the form g = Ei a;m;, where a ; E C and m ; are B-monomials, that is, 
ms = goyi ............ yh9nT  with q; E B and yi E {x1,x2..........x„}. By Theorem 1.3.4 it 
is shown that a generalized polynomial g = E; atm; is the zero element of T if and 
only if any a1 is zero. As a consequence, if a,, a2 E U are linearly independent over C 
and a1g1(xi, x2, ......... xn) + a2g2(xl, x2i ........, xn) = 0 E T, for some g1, g2 E T, then 
both 81(x1, X2,  ......... x„) and 92(x1, X2........., x„) are the zero element of T. 
Lemma 2.3.1 [40, Theorem 1] Let R be a prime ring and I a nonzero right ideal 
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of R. If I possesses a central differential identity, then R is a PI-ring. 
Lemma 2.3.2 [41, Theorem 1] Assume that Q possesses a nontrivial idempotents 
e = e2 # 0,1 and that A is an additive subgroup of R invariant under all special 
automorphisms of R. Then either A C Z(R) or A contains a proper Lie ideal of R, 
unless char R = 2 and dimcRC = 4. 
Lemma 2.3.3 [45, Itlain Theorem] Let R be a K-algebra without nonzero nil right 
ideals and let f (X I ....., X t ) be a multilinear polynomial over K, where K is a commu-
tative ring with unity. Suppose that a E R and a f (xl , ..., xt )" = 0 for all x1...., xe E I, 
a right (resp. left) ideal of R, where it = n(xl , ..., xt ) depends on xl , .,.,x.  Then 
a f (xl..... xt )I = 0 (resp. al f (xl , ..., xt) = 0) for all xl , ..., xt E 1. 
Lemma 2.3.4 [82, Theorem 2] Let R be a semiprime ring and I a right ideal of R. 
Then, for each positive integer 7n, 1' and I satisfy the same GPIs with coefficients 
in U. 
Lemma 2.3.5 [83, Proposition] Let A be an algebra over an infinite field F and 
K be a field extension over F. If A satisfies a GPI p(X 1 , X 2......, X,), so does Aø K. 
Lemma 2.3.6 Either R is a ring satisfying a nontrivial generalized polynomial iden-
tity (GPI) or there exists a E U such that F(x) = xa for all x E R and I(a — a) = (0) 
for some a E C, where I is a nonzero left ideal of R and C the extended centroid of R. 
Proof We know that F assumes the form F(x) = ax + d(x) for all x E U and some 
a E U, where d is a derivation on U. Suppose R does not satisfy any nontrivial GPI. 
We divide the proof into two cases: 
Case (i) Suppose that d is an inner derivation induced by an element q E U. Let 
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0 # b E I. Since R does not satisfy any nontrivial GPI, then 
((a[xlb, x2b) + q(xib, x2b] — [xib, x2b]q, Ix l b, x 2b] „] x3 ] 	(2.3.1) 
is the zero element in the free algebra T for all x1i x2, x3 E R (see Fact 2.3.1), that is 
((a + q)[xlb, x2b]n+')x3 
+(—[xib, x2b]q[xib,  x 2b]" — [x ib, x2b]"(a + q) [x ib, x2b] + [xib, x2b]n+'q)x3 
— x3((a + q)[xib,x2b]"+') 	 (2.3.2) 
+x3[xib, x2b]q[xlb, x2b]" 
— x3( — [xib, x2b]°(a + q)[x1b, x2b] + [xlb. x2b]n+iq ) = 0 E T. 
If a + q 0 C, then a + q and I are linearly C-independent and in this case from (2.3.2) 
we have (a + q)[xlb. x2b]"+'x3 = 0 E T, This implies that a + q = 0, a contradiction. 
Hence a + q E C. Thus F(x) = (a + q)x — xq = x(a + q — q) = xa for all x E R. Then 
(2.3.2) becomes 
(—[x l b x2b]a[xlb x2b]n — [xlb,x2b]n+'a)x3  
—x3([xlb, x2b]a[xlb, x2b]" — [xlb,  x2b]"+la) = 0 E T. 
If ba and b are linearly C-independent, then from above we have that R satisfies 
the nontrivial generalized polynomial identity x3 [xlb, x2 b]a[x1b, x2b]", a contradiction. 
Hence we conclude that ba and a are linearly C-dependent for all b E I. Thus there 
exists a E C such that I(a — a) = (0). 
Case (ii) Suppose that d is not an inner derivation of U. Since R is not commutative, 
then there exists 0 # b E I such that b C. By our main assumption, R satisfies 
([a[x ib, x2b] + d(x1)b+ xid(b), x2b] + [xlb, d(x2 )b + x2d(b)], [xlb, x2b]'+ ], xg]. (2.3.3) 
Since d is not inner derivation and by Theorem 1.3.6, we have that R satisfies 
[[a[xlb, x2b] + [yib + xid(b), x2b] + [xib, y2b + x2d(b)], [xib, x2b]"], x3]. 	(2.3.4) 
l;1 
and in particular 
[]Yib, a2b], [xib, z2b]"], x3] 	 (2.3.5) 
is a generalized identity for R. Since b V C, then b and 1 linearly C-independent, 
thus (2.3.5) is a nontrivial generalized polynomial identity for R, a contradiction. 
Lemma 2.3.7 Without loss of generality, we may assume that R is simple and equal 
to its own socle, RI = I. 
Proof By Lemma 2.3.6, R is a GPI (otherwise we are done). So U has nonzero 
socle H with nonzero left ideal J = IJI by Theorem 1.3.11. Note that II is simple. 
J = Hi and J satisfies the same basic conditions as I (we refer to [80J). Just replace 
R by If, 1 by J and we get the required result. 
Lemma 2.3.8 Let R be a prime ring , 0 # c E R, I a nonzero left ideal of H, 'w > 1 
a fixed integer such that c[rr, rz]"' e Z(R) for all ry, r2 E I. Then ars,t(xz, ma. x4, zs) 
is an identity for 1. 
Proof Firstly we notice that if c[xi, xa]m is a generalized polynomial identity for 
I then by Lemma 2.3.3 and since c # 0, we have r, [rz, r3] = 0 for all rl , r2, r3 E I 
and a fortiori x!59(12,x3,x4.x5) is an identity for I. Therefore we may assume that 
there exists a1. a2 E I such that 0 A c[al,aa['" E Z(R). By Lemma 2.3.1, R is a 
PI—ring and so RC is a finite dimensional central simple C-algebra. By Wedderburn 
- Artin theorem RC ?' Mk(D) for some k > 1 and D a finite dimensional central 
division C-algebra. By Lemma 2.3.4, e[nj,r2J'" E C for all r;,r2 E CL Without 
loss of generality we may replace R with RC and assume that R = j%(D). Let E 
be a maximal subfield of D, so that E ®c Mk(D) = M(E), where t = k.[E : C]. 
Hence cm,  r2]°' E C for all r,, r2 E Z(M,(E)) for any rr, r2 E E ®c I (Theorem 1.3.8 
and Lemma 2.3.5). Therefore we may assume that R = M(E) and replace I with 
E®o I. Moreover 0 # c(bl, b21" E Z(M f(E)) for bi — lE®car and b2 = lE®Caz. Then 
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I contains an invertible element of R and so I = R = M (E) and c[rl, r2 ]m E Z(R) 
for all r 1 , r 2 E R. Consider the following subset of R, 
G = {a E RI a[rl , r2 ]m E Z(R), for all r1 , r2 E R} 
and notice that G is a subgroup of R, which is invariant under the action of all auto-
morphisms of R, moreover c E G. By Lemma 2.3.2, one of the following holds: 
(i) R satisfies s4 and char (R) = 2 (in this case we are done); 
(ii) G C Z(R) and since c 0 0, it follows that [rl , r2 ]" E Z(R) for all r1 , r 2 E R; 
(iii) [R, R] C G which implies that [sl , s2 ] [rl , r2]' E Z(R) for all s1 , s2 , rl , r2 E R. 
In order to conclude our proof, we may assume that in any case [r1 , r21 2"' E Z(R) 
for all r11 r2 E R. This implies easily that R must satisfy s4. 
Lemma 2.3.9 Let R be a noncommutative prime ring, a, b E R, I a two sided ideal 
of R, n > 1 a fixed integer such that [a[rl , r 2 ] + [rl , r2]b, [r1 , r 2 ]'] E Z(R) for any 
rl, r2 E 1. Then either a, b E Z(R) or R satisfies the standard identity s4. 
Proof Suppose that either a Z(R) or b VZ(R). In both cases 
[[a[xl, r2)  + ]x1 , x2 ]b, IX i , x2)n ] , x31 	 (2.3.6) 
is a nontrivial generalized polynomial identity for I and so also for R (see [431). 
By Theorem 1.3.3, (2.3.6) is also an identity for RC. By Theorem 1.3.11 RC is a 
primitive ring with nonzero socle. There exists a vectorial space V over a division ring 
D such that RC is dense of D-linear transformations over V. Firstly we will prove 
that di7nDV < 2. By contradiction assume that dilnDV > 3. If {v, va} is linearly D-
independent for some v E V, then by the density of RC, there exists w E V such that 
{v, w, va} is linearly D-independent and xo , yo , zo E RC such that vxo = 0, vyo = 0, 
vzo = 0, (va)xo = w, (va)yo = 0, (va)zo = v, wy0 = va. This leads to a contradiction 
0 = v[[a[xo, vol  + [xo, yo}b, [xo, yo]"} zo] 
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Thus {v, va} is linearly D-dependent for all v E V, which implies that a E C. From 
this, RC satisfies 
[[[x1 , x21 b, [X1, x2]"1 x3]. 	 (2.3.7) 
As above suppose that there exists v E V such that {v, vb} are linearly D-independent. 
Then there exists w E V such that {v, vb, w) is linearly D-independent and there exist 
X0, yo, zo E RC such that vxo = w, vyo = 0, v:o = vb, wyo = v, (vb)xo = v, (vb)yo = 0, 
(vb) :.o = v. This implies that 
0 = v[[[xo, yob, [xo, yo]'] ,  zo ] = —v 	0 
a contradiction. Also in this case we conclude that {v, vb} are linearly D-dependent 
for all u E V and so b E C. 
The previous argument shows that if either a C or b C, then dinnDV < 2. In 
this condition RC is a simple ring which satisfies a nontrivial generalized polynomial 
identity. By Theorem 1.3.13, RC C A11(F), for a suitable field F, moreover lllt (F) 
satisfies the same generalized identity of RC, hence 
[a[ri, r2] + [r1 , r2]b , [rl, r21'3] E Z(ItIt(F)) 
for any r1 , r2 E Mt (F). If t < 2, then R satisfies the standard identity s4. If t > 3, 
by the above arguments, we get a, b E Z(NIt(F)). 
Proof of Theorem 2.3.1 By the regularity of R, there exists e2 = e E RI such 
that Re = Rai + Ra2 + Ra3 + Ra4 + Ras and aie = ae for i = 1, ....., 5. In view of 
Theorem 1.3.6, we divide the proof into two cases: 
Case (i) If d is an inner derivation induced by an element q E U, then I satisfies 
the 
[[a[xl ,  x2] + Q[x1 , x2] — [x1 , x2]9, [x1, x2]'], x3]• 	 (2.3.8) 
Thus for all r, s, t E R, we have 
[[a[re, se] + q[re, se] — [re, se1q, [re, se]"], t] = 0. 	(2.3.9) 
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In particular for t = 1 — e and left multiplying by e, we obtain 
	
e.[[(a + q)[rc, se] — [re, sc]q, [re, se)"), 1 — e) = 0, 	(2.3.10) 
that is, e[re, se]"+1q(1—e) = 0 for all r, s E R. This implies that [er, es]"+'eq(1— e) = 
0. By Lemma 2.3.3 either [eR, eR)e = (0) or eq(1 — e) = 0. Since s4(eRe) # (0), then 
a fortiori [e Re, eRe) # (0), therefore we have eq = eye E Re and F(Re) C Re. Let 
A = Re, a = 	Where 'rR(A) is the right annihilator of A in R. Therefore the 
prime ring .1 satisfies the generalized polynomial identity (2.3.8) and by Lemma 2.3.9 
it follows s4(~) = 0 or both [a, 5] = 0 and [q, .t] = 0. 
Since S4(~1) = 0 implies the contradiction als4(a2 i a3, a4. as) = 0. We may assume 
A[a, A] = 0 and A[q, A] = 0. In this case, standard arguments show that there exist 
a, yEC such that I(a—a)=(0) and I(q— t) = (0). Denote a'=a — c, q' =q — ry 
and notice that in light of (2.3.8), we also have that 
[[a'[xl, x2] + q'[x1, x2] — [X1, x2]q , [x1, x2]n ], x3] 	(2.3.11) 
is satisfies by I, that is, (a' + q') [x1, x2 ]"+1 is a generalized identity for I. By Lemma 
2.3.8 and since a,$4 (a2, a3, a4 i a5) # 0, it follows that a' + q' = 0 i.e. a + q E C. 
Therefore F(x) = ax + qx — xq and hence F(x) = xa for all x E I. 
Case (ii) Suppose that d is not an inner derivation. By our main assumption R 
satisfies 
[[a[xie, x2e) + [d(xi )e + xid(e), x2e] + [xie, d(x2)e + x2d(e)), [xle, x2e]"), x3). (2.3.12) 
Since d is not an inner derivation and by Theorem 1.3.6, we have 
[[a[xle, x2e] + [yle + xid(e), x2e] + [xle, y2e + x2d(e)], [xle, x2e]"], x3] 	(2.3.13) 
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is a generalized identity for R. In particular R satisfies both 
[[yle, x2e], [xle, x2e]"], x3] 	 (2.3.14) 
and 
[[xle , y2e], [xie, x2e]"], x3]. 	 (2.3.15) 
By replacing in (2.3.14) yl with (1 — e)yl and x3 with x3e, it follows that R satisfies 
(1 — e)ylex2e[x l e, x2e]"x3e and by the primeness of R, we have 
	
er2e[r1e, r2e]" = 0 for all r1, r2 E R. 	 (2.3.16) 
Analogously, by replacing in (2.3.15) y2 with (1 —e)y2 and x3 with x3e, it follows that 
R satisfies —(1 — e)y2exle[xle, x2e]"x3e and by the primeness of R, we have 
erje[rle, rte}n = 0 for all rl , r2 E IL 	 (2.3.17) 
In light of (2.3.16) and (2.3.17), we obtain [rle, r2e]s+1 = 0 for all r 1 , r 2 E R. Again 
by Lemma 2.3.3, we get e[Re, Rel = ( 0) which is a contradiction. This completes the 
proof. 
Theorem 2.3.2 Let R be a semiprime ring and I be a nonzero left ideal of R. 
Let F be a generalized derivation of R with associated derivation d. If Id(I) # (0) 
and F([x, y]) — [x, y] = 0 for all x, y E I, then [I, I ] d(I) = (0) and there exists 
0 # a E Z(R) such that al C Z(R). 
Proof If F = 0, then we have [x, y] = 0 for all x, y E I i.e. 1 is commutative and 
hence I C Z(R) by Lemma 2.2.3. If F 0 and F([x, y]) — [x, y] = 0 for all x, y E I, 
then we have 
F([x, y]) = [x, y] for all x, y E 1. 	 (2.3.18) 
Replacing y by yx in (2.3.18), we obtain 
F([x, y])x + [x, y]d(x) = [x, y]x for all x, y E 1. 	(2.3.19) 
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Comparing (2.3.18) and (2.3.19) to get 
[x, y]d(x) = 0 for all x, y E 1. 	 (2.3.20) 
Substitute ry for y in (2.3.20) yields that 
Ix, r]yd(x) = 0 for all x, y E I, r E R. 	 (2.3.21) 
It follows that 
[x, R]Id(x) _ (0) for all x E I. 	 (2.3.22) 
Take now the family (P,,) of prime ideals of R such that nPQ = (0). Let xl be a 
fixed element of 1, thus for any x2 E I and by (2.3.22), it follows 
(0) = [xi + x2 , R]Id(x l + x 2 ) = [ x1 , R]Id(x2) + [x 2 , R]Id(x l ). 	( 2.3.23) 
Moreover, for any P,,, by (2.3.22) and Lemma 2.2.1, either Id(x i ) C Pa , or [xl , R] C 
PQ. In case Id(x i ) C P, then a fortiori [x 2 , R]1d(x l ) C P. On the other hand, if 
[x1, R} C P, then by (2.3.23) it follows again [X 2 , R}Id(x1 ) C P. Therefore in any 
case [I. R] I d(1) C P0 , for any a. This implies 
[I, R]Id(I) c nP, = (0). 	 (2.3.24) 
In particular we get [I, flRId(I) = (0) and from this we also have [1, I]d(I)R[I,1]d(1) = 
(0). Hence, by the semiprimeness of R one has 
[I.1]d(I) = (0). 	 (2.3.25) 
Moreover, for any r. s E R, x, y, z E I and by (2.3.24) it follows: 
0 = [rx, s]yd(z) = [r, s]xyd(z) 	 (2.3.26) 
and replacing y with ty in (2.3.26), for any t E R, we get [r, s]xtyd(z) = 0, that is 
[R, R]IRId(I) _ (0). Again by the seniiprimeness of R, it follows [R, R]Id(I) = (0) 
and a fortiori [R, R] R I d(1) = (0). This last implies easily that [I d(I ), R} R[I d(I ), R] _ 
(0), that is 1d(I) C Z(R). 
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Therefore for x, y, z E I, we have xd(z)y + xzd(y) = xd(zy) E Z(R), and since 
xd(zy) E Z(R), it follows that also xd(z)y E Z(R), for any x, y, z E I. Moreover, by 
Id(1) # ( 0), there exist xo,zo E I such that 0 0 xod(20) = a E Z(R). Hence, for all 
y E 1, we get ay E Z(R), that is a1 C Z(R), as required. 
Theorem 2.3.3 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R with associated derivation d. If I d(I) # (0) and 
F((x, y)) — [x, y] E Z(R) for all x, y E 1, then either d(Z(R))I = (0) or there exists 
0 # a E Z(R) such that aI C Z(R). 
Proof If Z(R) = (0), then we get the required by Theorem 2.3.2. Thus we may 
assume Z(R) (0). Let 0 0 a E Z(R) such that d(a)I 0 0. We have 
F([x, y]) — [x, y] E Z(R) for all x, y E 1. 	 (2.3.27) 
Replace y by ay in (2.3.27) to get 
F((x, y])a + [x, y]d(a) — (x, y]a E Z(R) for all x, y E 1. 	(2.3.28) 
Comparing (2.3.27) and (2.3.28) we find [x, y]d(a) E Z(R) for all x, y E I and a fortiori 
(d(a)I, d(a)l] C Z(R). Let xo E I and denote I' = d(a)I # ( 0) and qo = d(a)xo E I'. 
Thus we have that for all y E 1', [qo, y1 E Z(R) and so [qo, 1112 = 0. As a reduction of 
Lemma 2.2.2, it follows that H contains some nonzero central ideal, unless [x, y] = 0 
for all i:, y E F. This last case implies that I' = d(a)I C Z(R) (see Lemma 2.2.3). 
2.4 Lie ideals and n-centralizing generalized deriva-
tions 
This section is devoted to study generalized derivations n-centralizing on Lie 
ideals of prime and semiprime rings. We establish Theorem 2.3.1 for a Lie ideal of a 
prime ring. Moreover we shall require the following lemma. 
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Lemma 2.4.1 Let R be a prime ring and L a noncentral Lie ideal of R. Then either 
there exists a nonzero ideal I of R such that 0 0 [1, R] C L or char R = 2 and R 
satisfies 54. 
Proof By Theorem 1.3.5 and Theorem 1.3.14, we get the required result. 
Theorem 2.4.1 Let R be a prime ring, F a nonzero generalized derivation of R, 
L a noncentral Lie ideal of R, n > 1 a fixed integer such that F is n-centralizing on 
L. Then either F(x) = Ax for all x E R and for some A E C or R satisfies s4i the 
standard identity of degree 4. 
Proof Assume that R does not satisfy s4. By Lemma 2.4.1 we have there ex-
ists a two sided ideal I of R such that [I, I] C L. In this last case we get that 
[F([r l , r2]), [ri, r2]nI E Z(R) for all r1 , r2 El. 
By Theorem 1.3.10, F has the forin F(x) = ax + d(x), for a E U and d a derivation 
of U. 
If d is an inner derivation induced by an element c E U, it follows that 
[(a + c)[rl. r2] — ( rl • r 2)C , [rl,  r2InI E Z(R) 
for all r l , r2 E I and by Lemma 2.3.9 we have that a, c E C, that is d = 0 and 
F(x)=ax for allxER. 
Now assume that d is not an inner derivation of U. If d = 0, then I satisfies 
[[a[xl, x21, [xl, x21'  ], x3I 
for all x1 , x2 E R. By Lemma 2.3.9 we get the conclusion a E C and F(x) = ax for 
all x E U and so for all x E R. Assume finally d 54 0. Since 
Ilalxl , x21  + ld(xi), X2) + lxl ,  d(x2)), 1x1, x2]"], x3} 
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for all xl , x2i x3 E I is a differential identity for I. By Theorem 1.3.6, it follows that 
I satisfies 
llalxl, 12] + [yl, 12) + txl, y2], [xi, x2)" ], x3] 
for all x l , 12, x3 E I. In particular 
[[[xi, y2}, [Ii, 12]"], 13] 	 (2.4.1) 
is a polynomial identity for 1. This implies that R is a PI-ring satisfying (2.4.1). Thus 
there exists a field F such that R and M~(F), the ring of t x t matrices over F, satisfy 
the same polynomial identities. Since L is noncentral, R must be noncominutative. 
Hence t > 2. In case t = 2, R satisfies s.~, a contradiction. Thus t > 3. Denote e,) 
the usual matrix unit with 1 in the (i,j)-entry and zero elsewhere. In (2.4.1) choose 
xl = e12, x2 = e21, 13 = e33, y2 = e23, then it follows the contradiction 
0 = [[e1 3, (ell 	— e22)n], C331 = — C13•
1 
This completes the proof. 
Lemma 2.4.2 [62, Corollary 2.1] Let R be a 2-torsion free semiprime ring, L a 
noncentral Lie ideal of R and a, b E L. 
(i) If aLa = (0), then a = 0. 
(ii) If aL = (0) (or La = (0)), then a = 0. 
(iii) If L is square closed and aLb = (0), then ab = 0 and ba = 0. 
Lemma 2.4.3 Let R be a 2-torsion free semiprime ring and L be a nonzero square 
closed Lie ideal of R. Then 2R(L. L] C L and 2[L, LIR C L. 
Proof Since x2 E L for all x E L, we have xy + yx = (x + y) 2 —x2 —y2  E L for 
all x, y E L. This implies that 2xy E L for all x, y E L. Since 2[x, r] E L for all 
x E L and r E R, replacing r by ry to get 2[x, r]y + 2r[x, y] E L for all x, y E L and 
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r E R. But 2[x, r]y EL for all x, y EL and r E R. Hence we have 2r[x, y] EL for all 
x, y E L and r E R, i.e., 2R[L, L] C L. Similarly we can get 21L. L]R C L. 
Theorem 2.4.2 Let R be a 2-torsion free semiprime ring and L a nonzero square 
closed Lie ideal of R such that L ¢ Z(R). If F is a generalized derivation of R with 
associated derivation d such that d(L) C L and [F(x), x] = 0 for all x E L, then 
[d(x), x] = 0 for all x E L. 
Proof Suppose that [F(x), x] = 0 for all x E L. Linearization yields that 
[F(x), y] + [F(y), x] = 0 for all .x,, y E L. 	 (2.4.2) 
Replacing y by 2yz in (2.4.2) and using 2-torsion freeness of R, we obtain 
y[F(x), z] + [F(x), y]z + F(y)[z, x] + [F('y), x]z 	
(2.4.3) 
+y[d(z), x] + [y, x]d(z) = 0 for all x, y, z E L. 
In view of (2.4.2), (2.4.3) yields that 
y[F(x), z] + F(y) [z, x] + y[d(z), x] + [y, x]d(z) = 0 for all x, y, z EL. 	(2.4.4) 
Substitute z for x in (2.4.4) to get 
y[d(z), z] + [y, z]d(z) =0 for all y, z E L. 	 (2.4.5) 
Replacing y by 2xy in (2.4.5), we have 
2xy[d(z), z] + 2x1y, z]d(z) + 21x, z]yd(z) = 0 for all x, y, z E L. 	(2.4.6) 
Application of (2.4.5) and using the fact that R is 2-torsion free, we have 
[x, z]yd(z) = 0 for all x, y, z E L. 	 (2.4.7) 
Using Lemma 2.4.2 we obtain 
[x, z]d(z) = 0 for all x, z E L. 	 (2.4.8) 
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Since d(L) C L, we can replace x by 2d(z)x in (2.4.8), we obtain 
2[d(z), z)xd(z) = 0 for all x, y, z E L. 	(2.4.9) 
This implies that 21d(z), z]xld(z),  z) = 0 for all x, z E L. Since R is 2-torsion free, we 
have [d(z), z]L[d(z), z) = 0 for all z E L. Using Lemma 2.4.2 we have (d(z), z) = 0 for 
all zEL. 
Theorem 2.4.3 Let R be a 2-torsion free semiprime ring and L a nonzero square 
closed Lie ideal of R such that L q Z(R). If F is a generalized derivation of R with 
associated derivation d such that d(L) C L and F(x) o x = 0 for all x E L, then 
[d(x),x1=0 for all xE L. 
Proof We have F(x) o x = F(x)x + xF(x) = 0 for all x E L. Linearization yields 
that 
F(x)y + F(y)x + yF(x) + xF(y) = 0 for all x. y E L. 	(2.4.10) 
Replacing y by 2yx in (2.4.10) and using the fact that R is 2-torsion free, we obtain 
(F(x)y+F(y)x+xF(y))x+yd(x)x+xyd(x)+yxF(x) = 0 for all x,y E L. (2.4.11) 
Comparing (2.4.10) and (2.4.11) , we get 
—yF(x)x + yxF(x) + yd(x)x + xyd(x) = 0 for all x, y E L. 	(2.4.12) 
This implies that 
y[F(x), xj + yd(x)x + xyd(x) = 0 for all x, y E L. 	(2.4.13) 
Replacing y by 2r[y, zj in (2.4.13) by Lemma 2.4.3 and use (2.4.13) to get by using 
2-torsion freeness of R 
—rx[y. zld(x) + xr[y, zjd(x) = 0 for all x. y E L. 	(2.4.14) 
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This implies that [x, r] [y, z]d(x) = 0 for all x, y, z E L and r E R. Substitute zr for r, 
we obtain [x, z]d(x)R[y, z]d(x) = 0 for all x, y, z E L. Since R is semiprime, we have 
[z, x]d(x) = 0 for all x, z E L. Since d(L) C L, we can replace -- by 2d(x)u in the last 
relation, we obtain 
21x, d(x))ud(x) = 0 for all x, it E L. 	 (2.4.15) 
A simple calculation yields that 2[d(x), xlu[d(x), x] = 0 for all x, u E L. Since R is 
2- torsion free, we have [d(x), x]L[d(x), x] = 0 for all x E L. Using Lemma 2.4.2 we 
have [d(x), x] = 0 for all x E L. Hence d is commuting on L. 
As a consequence of above theorem we can derive following corollary. 
Corollary 2.4.1 Let R be a prime ring of characteristic not two and L a nonzero 
square closed Lie ideal of R. Let F be it generalized derivation with associated 
derivation d. If either F is commuting or skew commuting on L, then L C Z(R). 
Chapter 3 
Commuting values of generalized 
derivations 
3.1 Introduction 
In order to generalize Posner's classical Theorem Lanski [77] established that: Let R 
be a prime ring, L a noncommutative Lie ideal of R and d be a nonzero derivation 
of R. If d is centralizing on L, then either R is commutative or char R = 2 and R 
satisfies s4, the standard identity in four variables. Many results in literature indicate 
how the global structure of a ring R is often tightly connected to the behaviour of 
additive mappings defined on R. In [33] Bresar proved that if d and 5 are derivations 
of R such that d(x)x — xS(x) E Z(R), for all x E R, then either d = b = 0 or R is 
commutative. Lee and Wong [83] extended Bresar's result for Lie ideals. As a partial 
extension of the result of Bresar, Lee and Shiue [85, Theorem 2] proved the following: 
Let R be a prime ring, f (x1 , .... x„) a multilinear polynomial over C, the extended 
centroid of R in noncommuting indeterminates and d: R -+ R be a nonzero deriva-
tion of R. If d(f (r l , ... , rn )) f (r l , ... ,r,) E C for all r1 ,... , r„ E R and f (x j , ... 
is not central valued on RC, then char R = 2 and R satisfies s4. Continuing the 
study in section 3.2, we prove that if R is a prime ring of characteristic different from 
2 admitting a nonzero generalized derivation F such that [F(u)u, F(v) u] = 0 for any 
u,VE f(R)={f(xl ,...,x„)Ix1 ,...,x,,ER},thenF(x)=cxfor allxER;cEC, 
50 
51 
the extended centroid of R and one of the following holds: (i) f (xl , ... ,x.?  is central 
valued on R; (ii) R satisfies s4, the standard identity of degree 4. 
In section 3.3, we investigate the conditions (i) [d(x), F(y)] = 0; (ii) d(x) o 
F(y) = 0; (iii) [d(x), F(y)] ;ç [xy': = 0; (iv) d(x) o  F(y) + x o y = 0; (v) 
d(x) o F(y) -F xy = 0 (vi) [d(x), F(y)] z x o y = 0; (vii) !d(x), F(y)] T xy = 
0; (viii) d(x) o  F(y) (r, y] = 0, for all x, y E 1, a nonzero ideal of a semiprime ring 
R admitting a generalized derivation F with associated derivation d and prove That 
R contains a nonzero central ideal. 
In [26], Bell proved that if R is a prime ring, I a nonzero left ideal of R with 
1[1,11 _ (0) and d is a derivation of R such that d(I) C I and d([x.y]) = 0 for all 
x, y E 1, then R is commutative. Recently Argac [13] generalized the result showing 
that if R is a semiprime ring satisfying d((x, y]) E Z(R) for all x, y E 1, a nonzero 
ideal of R, then R contains a nonzero central ideal. In section 3.4, we extend these 
results to the case when the generalized derivation F acts on a one sided ideal of a 
semiprime ring R. 
3.2 Commuting values of generalized derivations 
on multilinear polynomials 
Throughout this section, unfess specially stated, K denotes a commutative ring 
with identity, R is a prime K-algebra of characteristic different from 2 with centre 
Z(R), U a two sided Utumi quotient ring and extended centroid C. Let f (x1, .., x,) 
be a noncentral polynomial over K. We win use the following notation: 
J (xl, . .. , xn) = xlX2 ... xn + 	Q'eX,h)Xo(2) ... 2,(^) 
CES,,✓#id. 
for some Ir, E K and S. the symmetric group of degree n. Moreover we denote by 
f d (zi, .. x„) the polynomial obtained from f(x...... x„) by replacing each coeffi-
cient a, with d(a,). Thus d(f(rr,...,'ra))=f d(rr,... r,)+>i f('rr,,.., d(r,),.. 1 . v„), 
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for all r 1. v2 ... r„ in R. Moreover, since R is a K-algebra we can assume that K is 
a subring of C and so, for any derivation d, one has d(K) c C. 
Lee and Shiue [85, Theorem 2] proved the following: let H be a prime ring, 
... , x„) a multilinear polynomial over C, the extended centroid of R in noncom-
muting indeterminates and d : R -a R be a nonzero derivation of H. If 
d(f(ri,...,r„))f(rr,... r„) ECforall r i ,...,r„ E Rand f(xi,...,x„) is not central 
valued on RC, then char R = 2 and R satisfies 84. 
More recently Argag and Demir )15' obtained the following result to the ease of 
generalized derivations. 
Theorem 3.2.1 [15, Lemma 3J Let R be a prime ring, f (xr ,... , x„) a noncentral 
multilinear polynomial over C in n-noncommsting indeterminates, and F : R —r R 
be a nonzero generalized derivation of R. If F(f (ri , ... r,,)) f (ri..... r„) E C, for all 
T i,. , r„ E R, then either char R = 2 and R satisfies sy or there exists b E C such 
that F(z) = bx for all x E R and f (xi, ... , x„) 2 is central valued on R. 
These facts in a prime K-algebra are natural tests which evidence that, if d is a 
derivation of H and F is a generalized derivation of R, then the sets {d(x)x x E S} 
and {F(x)x I w E S} are rather large in R, where S is either a nuncentral Lie ideal 
of R, or the set of all the evaluations of a noncentral multilinear polynomial over K. 
Motivated by these observations we prove the following. 	 _ 
Theorem 3.2.2 Let R be a prime ring of characteristic different from 2, Z(R) the 
centre of R, U the two sided Utumi quotient ring of R, f(x r ,.... x„) a noncentral 
multilinear polynomial over K, F a nonzero generalized derivation of R. Denote f (R) 
the set of all evaluations of the polynomial f (xi, ..., x,) in R. If [F(u)v, F(v)v! = 0, 
for all u,v E f(R), then there exists c E U such that F(x) = cs, for all x E R and 
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one of the following holds: 
(i) f (x1 , ... , x„)2 is central valued on R; 
(ii) R satisfies 84 , the standard identity of degree 4. 
To prove the above theorem, we shall require the following lemmas: 
Lemma 3.2.1 (52, Theorem 1.3) Let F be an associative ring with identity, A a 
central prime algebra over F and F be the field of fractions of F. Then: 
(i) A Or F is a prime algebra over F. 
(ii) If A is finitely generated as an ideal, then A 2)r F is central over F. 
(iii) If the centre of A is nonzero, then 1 E A ® F and a ® F is central over F. 
Lemma 3.2.2 [88, Theorem 41 If in a ring R every multilinear nil polynomial van-
ishes, then the same holds for M, the it x n matrix ring over R. 
Lemma 3.2.3 [115, Lemma 2] Let D be a division ring and VD an infinite dimen-
sional vector space over D. Suppose that R is a dense subring of EndDV and that 
~(X) is a generalized polynomial with coefficients in EndDV. If f (X l , ......., X t ) is a 
nultilinear polynomial such that (1(f (x i ........, xe )) = 0 for all x i ........, xe E R, then 
~(x) = 0 for all x E EndDV. 
First we study the case when the generalized derivation F is inner, induced by 
the elements a, b E U, that is, for all x E R, F(x) = ax + xb. Now we prove the 
following: 
Proposition 3.2.1 Let a, b be elements of U. Suppose that 
~(af (r) +  f(r)b)f(r),(af(s)+ f(s)b)f(s)f = 
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for all r = (r 1.... , r„) E R' and s = (sl , ... , s,a ) E R". Then R satisfies a nontrivial 
generalized polynomial identity, unless when a = —b E C. 
Proof Denote by T = Q *c C{x l , ... ,x,} the free product over C of the C-
algebra U and the free C-algebra C{x l , ... , x„}. Any element of T is a generalized 
polynomial with coefficients in U (We refer the reader to (241 and (431 for more 
details on generalized polynomial identities). For sake of clearness we denote X = 
(xi, .... x, ), Y = ( yi..... yn) and 
(X ,Y)= I(af (X) + f (X)b) f (X), (af (Y) + f (Y)b) f 
(Y)] - 
Suppose that R does not satisfy any nontrivial generalized polynomial identity. Thus 
(X, Y) = 0 E T, and by Theorem 1.3.3 it follows that both a E C and b E C. 
Hence R satisfies (a + b)2(f (X)2 , f (Y)2J. Again since R is not a GPI-ring, we have 
(a + b)2(f (X )2 , f (Y)21 = 0 E T. Finally, since a + b cannot be a zero divisor and 
f (x1 .... , x„)2 cannot be central valued on R, we get the required a + b = 0 conclusion. 
Proposition 3.2.2 Let R = Alp(F), the ring of p x p matrices over the field F of 
characteristic different from 2, with p> 1, a, b elements of R such that 
I
(af (r) + f (r)b) f (r), (a f (s) + f (s)b) f (s)} =0 	(3.2.1) 
for all r = (r1.... ,r,) E R” and s = (s1 , ... ,$) E R". Then b E Z(R) and one of 
the following holds: 
(i) a+b=0; 
(ii) f (x l , ... ,x)2 is central valued on R; 
(iii) R satisfies s4 , the standard identity of degree 4. 
Proof Since f (x l , ... ,x) is not central, by Lemma 3.2.2, there exist u I ......u„ E 
3I (F) and -y E F — {0}, such that f (u l , ... , u„) = 7ekt , with k 	1. Here ej  
denotes the usual matrix unit with 1 in (k, 1)-entry and zero elsewhere. Moreover, 
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since the set (f (vl, ... , v„) I vi, ... , U„ E IL'I (F) } is' invariant under the action of all 
F-automorphisms of A-1p(F), then for any i # j there exist r1, ... , r,, E IVI(F) such 
that f (rl, ... , r,t) = e43. 
Say & = Er., brdera, where bra E F and er, are the usual unit matrices. Assume 
first that b is not a diagonal matrix, for example let b~1 0, for some j i. In (3.2.1) 
assume that f (x1.... ,x,) = e;; and f (yl , ... ,y) = e, then 
(ae;i + e=jb)e, j , (ae j + eiib)e ji I = 0 	 (3.2.2) 
and right multiplying by 	it follows that —b;jb jiejj = 0, that is bi=b;; = 0. Since we 
assume bj, * 0, then b;, = 0. 
Let Y; and X be inner automorphisms on 111p(F) defined respectively as follows: 
cp(x) = (1 + ei3)x(1 — e43) = x + ex — xe,3 — e43xe;3 
X(x) = (I — e=3 )x(1 + e43 ) = x — e42x + xei; — e;;xe. 
Since the set If (rl, ... , r,,) Sri E R} is invariant under the action of cp and X, the ele- 
ments (b) and X(b) must satisfy the same conditions which are satisfied by b. Thus, 
if denote (b) = r be r9 and X(b) _ 	br,ers, with b73 , b~.9 E F, we have that both 
bb;-0and6imb';g =0, forall1#in. 
By easy computation we notice that bp, = b,'1 = bb; # 0, therefore both b' . = 0 
and b,~ = 0, that is 
0=b,j =b — b14 — bi4 
and 
Comparing these last two equalities and since char F 2, we get the contradiction 
= 0. The previous argument says that b is a diagonal matrix, b = Err b,.,.err. 
Finally, for any 1 in, consider again the inner autonrorphism A(x) = (1 — ej7i ):e(1 + 
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e) in Mp(F)• As above we notice that A(b) satisfies the same condition of b, so that 
A(b) must be a diagonal matrix, that is the matrix 
( 1 _. eim)b(1 + elm) = b — el,na + betm — 	b + (bmm  
is diagonal, which implies that b11 = bmm and b is central in AI(F) 
Hence, if we denote c = a + b, then R satisfies 
(3.2.3) 
and of course we may assume p > 3, if not R = M2(F) and we obtain one of the 
required conclusions. 
Let G be the additive subgroup generated by the evaluations of f (x l , ... 
in R, and notice that [cx, cy) = 0 for all r, y E G. By Theorem 1.3.2 and since 
char R # 2, we have that one of the following holds: 
(i) f (x l , ... ,x,)2 is central valued on R; 
(iii) there exists a noncentral Lie ideal L of R such that L C G. 
Since in the first case we are done, we consider the only case when L C G. 
Moreover we recall that, since char R * 2, we also have (R, R} C L C G. Therefore 
we may assume that 
1
CtX1 . x2] ,  c[Yj, Y2)] 	 (3.2.4) 
is satisfies by R. In particular for [xl , x2] = e;j and [y', y2J = e,A, with i, j, k dif-
ferent indices, and right multiplying (3.2.4) by ejj, we obtain —ceikCe,j = 0. By 
using the same above argument we may prove that c is a central matrix in M r,(F). 
Thus c2[[r1, r21, [s1, 5211 = 0, for all r1, r 2 , sl , $2 E R. We conclude by proving that if 
c # 0, then a contradiction follows. In fact, we remark that 0 c E Z(R) implies 
[[r1, r21, (sl , s211 = 0, for all r l , r z , s1 , s2 E R and in particular, for (r-1, 121 = e12 and 
[s1, $21 = e21, we have 0 = en — e22 # 0. Therefore c must be zero and in any case we 
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obtain one of the conclusions of Proposition. 
Proposition 3.2_3 Let R be a prime ring of characteristic different from 2, a, b 
elements of R such that 
[(af(r) + f(r)b)f(r), (af(s) +f(s)b)f(s)} —0 	(3.2.5) 
for all, = (ri,.. _, r,) E R" and s = (s.,.... s„) E R. Then b E Z(R) and one of 
the following holds: 
(i) a+b=0; 
(ii) f(ri,...,x„)2 is central valued on R; 
(iii) R satisfies $4, the standard identity of degree 4. 
Proof Also here, for sake of clearness we denote X = (TI, ... , x,), Y = (yl, ... 
and 
(D(X,Y)= [(af(X)+f(X)b)f(X) , (af(Y)+f(Y)b)f(Y)j. 
By Prupoeitiou 3.2.1, b(X,Y) is a nontrivial generalized polynomial identity for R. 
Moreover U and 1100 are both centrally closed algebras by Lemma 3.2.1 and in case 
C is infinite, they satisfy the same generalized polynomial identities. Hence, replacing 
R by U or U ®p C, as well as C is finite or infinite, we may assume, without loss of 
generality, C = Z(R) and R is a C-algebra centrally closed. By Theorem 1.3.11, R 
is a primitive ring which is isomorphic to a dense ring of linear transformations of a 
vector space V over C. 
Consider the case dimc(V) = p, with p finite positive integer > 2. In this con-
dition R is a simple ring winch satisfies a nontrivial generalized polynomial identity, 
moreover Mc(C) satisfies the same generalized identity of Ti and we get the conclusion 
by Proposition 3.2.2. 
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Let now diincV = oo. Since the set {f (r l , . .. , r,)Ir I .. . , r„ E R} is dense in R. 
from (3.2.5) we have 
	
C
ar + rb)r, (as + sb) s] = 0 	 (3.2.6) 
for all r, s E R by Lemma 3.2.3. We will prove that in this case a = —b E C. 
Suppose first that there exists v E V such that {v, &u} are linearly C-independent. 
Then that there exists some vectors w, u E V such that {v, bv, w, u} are linearly C-
independent. 
By the density of R we have that there exist r, s E R such that 
rw=0, sw=v, ru=v, ry=0, sv=0, rbv=v, sbv=u 
and the following contradiction follows: 
0 = I (ar + rb) r, (as + sb) s] w = c) # 0. 
Therefore {v, vb} are linearly C-dependent for all v E V and standard arguments 
show that b E C. Thus we have that 
I(a + b)r 2,(a + b)s2J  =0 	 (3.2.7) 
for all r, s E R and denote a + b = c. As above suppose first that there exists v E V 
such that {v, cv} are linearly C-independent. Then there exists some vectors u E V 
such that {v, cv, u} are linearly C-independent and by the density of R, there exist 
r, s E R such that 
ru=0, su=v, sv=v, rcv=v, ru=v 
and the following contradiction follows: 
0= [(. + b)7'2 , (a + b)s' 
I 
'U = cv :A 0. 
Therefore {v, cv} are linearly C-dependent for all v E V, so that c E C. Hence 
c2[r2, s2] = 0 for all r, s E R, forces c = 0, since R cannot satisfy any polynomial 
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identity. 
As an easy consequence we have the following: 
Corollary 3.2.1 Let R be a prime ring of characteristic different from 2, a be an 
element of R such that 
1
(af (r) — f (r)a) f (r) • (al (s) — f (s)a) f (s) I =0 
forallr=(rl,...,rn)ER"ands=(s1,...,sn)ERn. ThenaEZ(R). 
Now we equipped enough to prove our main result. 
Proof of Theorem 3.2.2 We assume F(x) = ax + d(x), for some a E U and d 
derivation on U. Since R and U satisfy the same differential identities by Theorem 
1.3.7, U satisfies 
I(af (x1, ... , xn ) + d(f (x1, ... , xl , )))! (xl, ... 
(af( y1 , ...,yn)+ d(J(y1 , ... , y,4)))f(J1, ... , yn)I. 
That is 
L
(af(xi,...,xn)+,f d (xl , ...,xn)+ 	f(xi,...,d(xi),...,xn))f (xl,...,xtt), 
In case d is an inner derivation of U, then there exists y E U such that d(x) = [q. x) 
for all x E R and U satisfies 
((a+9).f("yj,...,"Jn) — f(J1,...,y,)9)f(J1,...,Jn)]. 
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In this case, by Proposition 3.2.3 we have that q E C, that is d = 0 and F(x) = ax 
for all x E R, moreover either f (x1, ... ,x,)2 is central valued on R or R satisfies s4 . 
Thus assume that d is not an inner derivation of U. By Theorem 1.3.6 and 
(3.2.5), U satisfies the generalized polynomial identity 
I
(af (xi, ... , xn) + fd(x...... x,,) -i- > f (x1, .... z1.... , :I:n))f (x1, .....:n), 
i 
(af(yl,...,yn)+ f d(..,yn)+ T.f(yh...,rt,....yn))f(Yl,...,Yn)I 
and in particular U satisfies 
[(f(r x))f(x......xe), (f(i.....lj......n))f(i.. 
 
If replace any ; with (r, x i j and any t3 with (r, y jl, for a suitable r V C, then U 
satisfies 
1
1r-f(x1' - - - x.)If(xi,. - — XII), [r,f(yj, - - -,Yn)1f(YI, - - -,Y.)
]  
and by Corollary 3.2.1 a contradiction follows. 
3.3 Ideals and commuting values of generalized 
derivations 
We begin with the following lemmas which are essential to prove our results. 
Lemma 3.3.1 [29, Theorem 3] Let R be a sentiprime ring and I be a nonzero left 
ideal of R. If R admits a derivation which is nonzero on I and centralizing on I, then 
R contains a nonzero central ideal. 
Lemma 3.3.2 Let R be a 2-torsion free semiprime ring and I be a nonzero ideal 
of R. If d is a nonzero derivation of R such that I&(I)  = (0), then I C Z(R). 
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Proof Suppose that x&(y) = 0 for all x, y E I. Replacing y by yz and using 
2-torsion freeness of R, we get xd(y)d(z) = 0 for all x, y, -- E I. Substitute yu for y 
to get 
2xd(y)ud(z) = 0 for all x, y, 2, u E I. 	 (3.3.1) 
Again replacing u by rx in (3.3.1) and using the fact that R is 2-torsion free, we obtain 
xd(y)rxd(z) = 0 for all x, y, z E 1 and r E R. In particular, we have xd(x)Rxd(x) _ 
(0) for all x E I. Using semiprimeness of R, we find 
xd(x) = 0 for all x E 1. 	 (3.3.2) 
If we replace u and x by xr, left multiplying by d(x) and right multiplying by x in 
(3.3.1), then we get d(x)xrd(y)xrd(z)x = 0 for all x, y, z E I and r E R. In particular, 
we have d(x)xrd(x)xrd(x)x = 0 for all x E I and r E R. Since R is serniprime, we 
obtain 
d(x)x = 0 for all x E I. 	 (3.3.3) 
Subtracting (3.3.2) and (3.3.3) to get [d(x), x) = 0 for all x E I. Application of 
Lemma 3.3.1 completes the proof. 
Theorem 3.3.1 Let R be a 2-torsion free seiniprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
d(x) o F(y) = 0 for all x. y E 1, then R contains a nonzero central ideal. 
Proof Suppose that 
d(x) o F(y) = 0 for all x,y E 1. 	 (3.3.4) 
Replacing y by yz in (3.3.4), we have 
d(x) o yd(z) + F(y) [z, d(x)} = 0 for all x, y, z E 1. 	(3.3.5) 
Substitute zd(x) for z in (3.3.5), we find 
d(x) o yzd2(x) =0 for all x, y, z €1. 	 (3.3.6) 
I 
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This implies that 
	
d(x)yzd2(x) = —yzd2(x)d(x) for all x, y, z E l 
	
(3.3.7) 
Replacing y by ry in (3.3.7) and use (3.3.7), we obtain 
[d(x), r)yzd2 (x) = 0 for all x, y, z E I, r E R. 	 (3.3.8) 
This implies that [d(x), r]Ryzd2(x) = (0) for all x, y, z E I and r E R. On simplifica-
tion, we get [d(x), y]d2(x)R[d(x), y]d2(x)R[d(x), y]d2(x) = (0) for all x, y E I. Since 
R is semiprime, we obtain [d(x), y]&(x) = 0 for all x, y E I. Linearization yields that 
[d(x), y]d2(z) + [d(z), y]d2(x) = 0 for all x, y, z E 1. 	(3.3.9) 
Substitute yu for y in (3.3.9) to get 
[d(x), y]ud2(z) + [d(z), y]ud2(x) = 0 for all x, y, z, u E 1. 	(3.3.10) 
Replace u by ud&(x)w[d(z), y]u in (3.3.10), we obtain 
[d(x), y]udz(x)w[d(z), y]ud2(z)+[d(z), y]"udz(x)'w[d(z), y]"ud2(x) = 0 for all x, y, z, •w, u E 1. 
(3.3.11) 
This implies that 
[d(z), y]ud2(x)w[d(z), y]ud2(x) = 0 for all x, y, z, w, u E 1. 	(3.3.12) 
Substitute wr for w in (3.3.12) and using serniprimeness of R, we get [d(z), y]ud2(x)w = 
0 for all y, z, u, w E I. Replacing w by r[d(z), ylu  and using semiprimeness of R, we 
obtain 
[d(z), y]ud2(x) = 0 for all x, y, z, u E 1. 	 (3.3.13) 
Again replacing x by xv in (3.3.13) and use (3.3.13), we find 
2[d(z), y]ud(x)d(v) = 0 for all x, y, z, u, v E 1. 	(3.3.14) 
Since R is 2-torsion free, we have [d(z), y]•ud(x)d("u) = 0 for all x, y, z, u, v E I. 
On simplification we obtain [d(z), z)u[d(x), x]u7[d(v), v] = 0 for all x, z, •u, v, w E 1. 
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Substitute ry for u and w, we have [d(z), zlry[d(x),  xlry[d(v), v] = 0 for all x, y, z, v E 
I and r E R. In particular, we can write y[d(z), z]Ry[d(z), z]Ry[d(z), z] = 0 for all 
y, z E I. Semiprimeness of R yields that 
y[d(z), z] = 0 for all y, z E I. 	 (3.3.15) 
Replace y by yr and simplify to get [d(z), z] yR[d(z), z]y = 0 for all y, z E I. Again 
using semiprimeness of R, we have 
[d(z), z]y = 0 for all y, z E 1. 	 (3.3.16) 
Subtracting (3.3.15) and (3.3.16), we get [[d(z), z], y] = 0 for all y, z E I. Application 
of Lemma 2.2.2 completes the proof. 
Theorem 3.3.2 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
d(x) o F(y) T- x o y = 0 for all x, y E I, then R contains a nonzero central ideal. 
Proof Suppose that 
d(x)oF(y) —xoy =0 for all x.yEI. 	 (3.3.17) 
Replacing y by yz in (3.3.17), we have 
(d(x) o F(y))z + d(x) o yd(z) + F(y) [z, d(x)] — y[z, x] — (x o y)z =0 for all x, y, z El. 
(3.3.18) 
In view of (3.3.17), (3.3.18) reduces to 
d(x) o yd(z) + F(y)[z, d(x)) — y[z, x] = 0 for all x, y, z E I. 	(3.3.19) 
Replacing z by zd(x) in (3.3.19), we get 
d(x)yzd2(x) + yzd2(x)d(x) — yz[d(x), x] = 0 for all x, y, z E 1. 	(3.3.20) 
Substitute ry for y in (3.3.20) and use (3.3.20), we find 
[d(x), r]yzd2(x) = 0 for all x., y, z E I, r E R. 	(3.3.21) 
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This implies that (d(x), r]Ryzd2(x) = (0) for all x, y, z E I and r E R. Arguing in the 
similar manner as we have done in the proof of Theorem 3.3.1, we get the required 
result. 
Theorem 3.3.3 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of 1?. If F is a generalized derivation with associated derivation d such that 
d(x) o F(y) xy = 0 for all x, y E I, then R contains a nonzero central ideal. 
Proof Suppose that d(x) o F(y) — xy = 0 for all x, y E I. Replacing y by yz, we 
find 
(d(x) o F(y))z + d(x) o yd(z) + F(y)[z, d(x)] — xyz = 0 for all x, y, z E 1. (3.3.22) 
This implies that 
d(x) o yd(z) + F(y) [z, d(x)] = 0 for all x, y. z E 1. 	(3.3.23) 
Substitute zd(x) for z in (3.3.23) to get d(x) o yzd2(x) = 0 for all x, y, z E 1. i.e., 
d(x)yzd2(x) + yzd2(x)d(x) = 0 for all x,y,z E 1. 	(3.3.24) 
Replacing y by ry in (3.3.24) and use (3.3.24), we get [d(x), r] yzd2(x) = 0 for all 
x, y, z E I and r- E R. This implies that [d(x), •r•1 Ryzd2(x) = (0) for all x, y, z E I and 
r E R. Arguing in the similar manner as in the proof of Theorem 3.3.1, we get the 
required result. 
Theorem 3.3.4 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of H. If F is a generalized derivation with associated derivation d such that 
d(x) o F(y) T- [x, y] = 0 for all x, y E 1, then R contains a nonzero central ideal. 
Proof Suppose that d(x) o F(y) — [x, y} = 0 for all x, y E I. Replacing y by yz, we 
find 
(d(x) o F(y))z + d(x) o yd(z) + F(y)[z, d(x)] — y[x, z] — [x, y]z = 0 for all x, y, z E I. 
(3.3.25) 
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This implies that 
d(x) o yd(z) + F(y)[z, d(x)] — y[x, z] = 0 for all x, y, z E 1. 	(3.3.26) 
Following the outline of the proof of Theorem 3.3.2, we get the required result. 
Theorem 3.3.5 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
[d(x). F(y)) = 0 for all x, y E I, then R contains a nonzero central ideal. 
Proof Suppose that [d(x), F(y)] = 0 for all x, y E I. Replacing y by yz, we have 
[d(x), F(y)[z + F(y)[d(x), zl + [d(x), yld(z) + y[d(x), d(z)1 = 0 for all x, y, z El. 
(3.3.27) 
This implies that 
F(y) [d(x), z] + [d(x), y]d(z) + y[d(x), d(z)] = 0 for all x, y, z El. 	(3.3.28) 
Again replacing z by zd(x) in (3.3.28), we have 
F(y)[d(x),  zl d(x) + [d(x), yld(z)d(x)  + [d(x), y]z&(x) + y[d(x),  d(z)]d(x) (3.3.29) 
+yz[d(x), d2 (x)] + y(d(x), zl&(x) = 0 for all x, y, z E I. 
Application of (3.3.28), (3.3.29) yields that 
[d(x),yjzd2(z) + yz[d(r),d2(x)) + y[d(x), z]d2(:c) = 0 for all :i:, y, z E 1. 	(3.3.30) 
Substitute ry for y in (3.3.30) to get [d(x), r}yzd`(x) = 0 for all x, y, z E I and r E R. 
Repeating the same arguments as we have done in the proof of Theorem 3.3.1, we get 
the required result. 
Theorem 3.3.6 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
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[d(x). F(y)] + [x, y] = 0 for all x, y E I, then R contains a nonzero central ideal. 
Proof Suppose that [d(x), F(y)] — [x, y] = 0 for all x, y E I. Replacing y by yz, we 
have 
[d(x), F(y)]z + F(y)[d(x), z] + [d(x), y]d(z) 	
(3.3.31) 
+y[d(x), d(z)] — y(x, z] — (x, y]z = 0 for all x, y, z E I. 
This implies that 
F(y)[d(x), z] + [d(x), y]d(z) + y[d(x), d(z)] — y[x, z] = 0 for all x, y, z E I. (3.3.32) 
Again replacing z by zd(x) in (3.3.32), we have 
F(y)[d(x), z]d(x) + [d(x), y]d(z)d(x) + [d(x),y]zd2(x) + y[d(x), d(z)]d(x) 
+yz[d(x), d2(x)] + y[d(x), z]d2(x) — y[x, z]d(x) — yz[x, d(x)] = 0 for all x, y, z El. 
(3.3.33) 
In view of (3.3.32), (3.3.33) yields that 
[d(x). y]zd2(x) + yz[d(x), d2(x)] + y[d(x). z]d2(x) — yz[x, d(x)] = 0 for all x, y, z E I. 
(3.3.34) 
Substitute ry for y in (3.3.34) to get [d(x), r]yzd2(x) = 0 for all x, y, z E I and r E R. 
Repeating the same arguments as we have done in Theorem 3.3.1, we get the required 
result. 
Theorem 3.3.7 Let R be a 2-torsion free semiprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
[d(x), F(y)] x o y = 0 for all x, y E I, then R contains a nonzero central ideal. 
Proof Let [d(x), F(y)] — x o y = 0 for all x, y E I. Replacing y by yz we have 
[d(x), F(y)]z + F(y)[d(x), z] + y[d(x), d(z)] 
(3.3.35) 
+[d(x). y]d(z) — (x o y)z — y[z, x] = 0 for all x, y, z El. 
In view of given hypothesis, (3.3.35), yields that 
F(y)[d(x), z] + y[d(x), d(z)1 + [d(x), y]d(z) — y[z, x] = 0 for all x, y, z E I. (3.3.36) 
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Following the outline of the proof of Theorem 3.3.6, we have R contains a nonzero 
central ideal. 
Theorem 3.3.8 Let R be a 2-torsion free seniiprime ring and I be a nonzero 
ideal of R. If F is a generalized derivation with associated derivation d such that 
[d(x), F(y)j xy = 0 for all x, y E 1, then R contains a nonzero central ideal. 
Proof Suppose that [d(x), F(y)] — xy = 0 for all x, y E 1. Replacing y by yz, we 
have 
[d(x). F(y)]z + F(y) [d(x), z] + [d(x), y]d(z) + y[d(x), d(z)j — xyz = 0 for all x, y, z E I. 
(3.3.37) 
This implies that 
F(y) [d(x), z] + [d(x), y]d(z) + y[d(x), d(z)J = 0 for all x, y, z E 1. 	(3.3.38) 
Following the outline of the proof of Theorem 3.3.5, we have R contains a nonzero 
central ideal. 
3.4 Ideals and centralizing values of generalized 
derivations 
In [26], Bell proved the following result: Let R be a prime ring and I be a 
nonzero left ideal of R such that I [I , I) = 0. If R admits a derivation d such that 
d(/) C / and d([x, y]) = 0 for all x, y E 1, then R is commutative. Recently Argac 
[13] generalized the result considering the condition d([x, y]) E Z(R) for all :c, y E 1, a 
nonzero ideal of a semiprime ring R and prove that R contains a nonzero central ideal. 
In the present section we prove that a semiprime ring R admitting a generalized 
derivation F with associated derivation d contains a nonzero central ideal if one of 
the following holds: 
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(i) R is 2-torsion free and F(xy) E Z(R) for all x. y E I, a nonzero ideal of R unless 
F(I)l = IF(I) = Id(1) = (0); 
(ii) F(l:y) T yx E Z(R), for all x, y E 1; 
(iii) F(xy) 	[x, y] E Z(R), for all x. y E 1; 
(iv) F # 0 and F([x, y]) = 0, for all x, y E I; 
(v) F 	0 and F([x,y)) E Z(R), for all x,y E I, unless either d(Z(R))I = (0) or 
Id(I) = (0). 
We start with the following Lemmas. 
Lemma 3.4.1 [79, Theorem 2] Let R be a 2-torsion free semiprime ring and I be a 
nonzero left ideal of R. If d and g are nonzero derivations of R such that dg acts as 
a derivation on I, then Id(I) C A(g(R)) and Ig(I) C A(d(R)), where A(d(R)) and 
A(g(R)) denotes the annihilators of d(R) and g(R) respectively. 
Lemma 3.4.2 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R with associated derivation d. If F(xy) = 0, for all 
x,y E I, then F(I)I = IF(I) = Id(I) = (0). 
Proof Since 12 * (0) (see Lemma 2.2.1), we assume F * id(R), the identity map 
on R. Let x, y, z E I. Then 0 = F(xy)-- + xyd(.) = xyd(z). Replace y with ry, for 
any r E R and get xryd(z) = 0, that is I RI d(1) = (0) and so I (d(I )R)1 d(1) = (0). 
By the semiprimeness of R it follows Id(I) = (0) and we also easily get F(1)I = (0). 
Finally by Proposition 2.2.1 it follows I F(1) = (0). 
The following example illustrates that F(I )I = IF(I) = Id(I) = (0) but 
d(I) (0)• 
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Example 3.4.1 Let R = { a b I a, b, c E Z2} and 1 = { 0 	b E 
0 c 	 111 0 0 JJ 
Define F: R --a R such that 
F, 	a b 	= 	a 0 	
Then F is a generalized derivation with associated 
0 c 	0 0 
derivation d: R —) R such that d 	
a b 	0 b 	
It can be easily veri- 
0 c 	0 0 
fied that F(xy) = 0 for all x, y E I and F(I)I = IF(1) = Id(I) = (0) but d(1) # (0) 
and R has no nonzero central ideal. 
Theorem 3.4.2 Let R be a 2-torsion free semiprime ring and I be a nonzero left 
ideal of R. Let F be a generalized derivation of R with associated derivation d. If 
d(I) ; (0) and F(xy) E Z(R), for all x, y E I, then R contains some nonzero central 
ideal, unless F(xy) = 0 and F(I)I = IF(I) = Id(1) = (0). 
Proof If F = id(R), the identity map on R, then xy E Z(R), for all x,y E 1. 
Commuting this with x, we have x[y, x] = 0, for all x, y E I. Left multiplying 
by y, we get yx[y, x] = 0. On the other hand, by following the same argument 
we get xy[x, y] = 0, that is 0 = [x, y]2 = ( xy — yx) 2 E Z(R). By Lemma 2.2.1 
we have [x, y] = 0, for all x, y E I and using Lemma 2.2.3 we conclude that I 
	
is a central nonzero ideal of R. Thus consider F 	id(R). By our hypothesis, 
F(r)z + rd(z) E Z(R), for all x, z E 1. Replacing x by xy in this relation, we get 
F(xy)z + xyd(z) E Z(R). 	 (3.4.1) 
If x01 y0 E I such that F(xoyo) = 0 then we have xoyod(z) E Z(R), for all z E I, that 
is 
[xoyod(z), R] = (0). 	 (3.4.2) 
Consider now x1, y1 E I such that 0 36 F(x l yl ) E Z(R) and by (3.4.1) 
[xly jd(z).r} + F(x lyl )( z,r] = 0 	 (3.4.3) 
70 
for all z E I and r E R. Moreover, by commuting (3.4.3) with [z, r] we have 
11x
j y jd(z),r],[z,r]1 = 0. 	 (3.4.4) 
Denote now 61 and b2 the inner derivations of R induced by x t yld(z) and z re-
spectively, thus [o1(r), d2(r)] = 0 for all r E R. By Lemma 3.4.1, it follows that 
b1(R)52(R) = 52(R)a1(R) = ( 0), that is 
[xlyld(z), r][z, s] = 0 for all r. s E R. 	 (3.4.5) 
Therefore, in light of (3.4.2) and (3.4.5), we have that for all x, y, z E I and r, s E R 
the following holds: 
[xyd(z), r] [;, s] = 0. 	 (3.4.6) 
Replacing in (3.4.6) x with ux, for any u E R, it follows 0 = [uxyd(z), r][z, s] = 
[u, r]xyd(z)[z, s] = 0, that is [R, R]xyd(z)[z, R] = ( 0). Thus by Proposition 2.2.2, 
either R contains some nonzero central ideal or xyd(z)[z, R] = (0). In this last case 
we easily get xyd(z) R[z, R1 = (0), for all x, y, z E 1. Take now the family { Pp } of 
prime ideals of R such that f1P0 = (0). Thus, by using Lemma 2.2.1, for any Pa we 
have that either xyd(z) E PQ , or [z, R] C Po . Notice that in this case xyd(z) E Pa , 
then F(xy)[z. R] C Pa follows from (3.4.3). Moreover if F(xy) = 0 for all x, y E I, 
then the conclusion of Theorem follows from Lemma 3.4.2, so that we may assume 
0 	F(x1y1) _ /3 E Z(R). Therefore in any case [$z, R} C PQ for all a, that is 
[/3z, R] C nPa = (0), and so /31 is a central ideal of R. 
Corollary 3.4.1 Let R be a 2-torsion free semiprime ring and I be a nonzero left 
ideal of R. Let F be a generalized derivation of R with associated derivation d. If 
d(I) (0) and F(xy) — xy E Z(R), for all x,y E I, then R contains some nonzero 
central ideal, unless (F(x) — x)I = I(F(x) — x) = (0), for all x E I and Id(I) = (0). 
Proof 	It is sufficient to define the generalized derivation G of R as follows: 
G(:c) = F(x) — x. for all x E R. Thus G(xy) E Z(R) for all x, y E 1 and the re-
sult follows from Theorem 3.4.2. 
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Theorem 3.4.3 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R, with associated derivation d. If d(I) 	(0) and 
F(xy) — yx E Z(R), for all x, y E 1, then R contains some nonzero central ideal. 
Proof Of course in case F = 0, yx E Z(R) for all x, y E I and we conclude by the 
same above argument (see the first part of Theorem 3.4.2). Thus we consider F 0. 
Let x, y. z be any elements of I, then by our hypothesis we have both 
F(x(yz)) — (yz)x E Z(R) 	 (3.4.7) 
and 
F ((xy)z) — z(xy) E Z(R). 	 (3.4.8) 
Comparing (3.4.7) with (3.4.8) we get zxy — yzx E Z(R), that is (y, zxl E Z(R) for all 
x, y, z E 1. Assume first that there exist x0, zo E 1 such that lxozo, I] # (0). Hence, 
if denote by 6 the inner derivation of R, induced by the element x0zo, one has that 
6(1) yk (0). Moreover 6(1) C Z(R) and a fortiori [6(), y) = 0 for all y E 1. By 
Lemma 2.2.2, we conclude that R must contain some nonzero central ideal. On the 
other hand, in case [xz, I] = (0), for all x, z E 1, we have that (12 ,1] = (0) implying 
that (12 ,12 ] = (0), that is 12 is a commuting one sided ideal of R. In this case, by 
Lemma 2.2.3, I 2 C Z(R) and we are done again. 
The same proof can be used in the following: 
Theorem 3.4.4 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R, with associated derivation d. If d(1) * (0) and 
F(xy) + yx E Z(R), for all x, y E I, then R contains some nonzero central ideal. 
Theorem 3.4.5 Let R be a semiprirne ring and I be a nonzero left ideal of R. 
Let F be a generalized derivation of R, with associated derivation d. If d(I) ,76 (0) 
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and F(xy)- [x, y] E Z(R), for all x, y E I, then R contains some nonzero central ideal. 
Proof By the hypothesis we have that F(xy) - xy + yx E Z(R), for all x, y E 1. 
Denote by C: R -+ R, the following generalized derivation of R: G(r) = F(r) -r, for 
all r E R. Thus we have that G(xy) + yx E Z(R) for all x, y E I and the conclusion 
follows from Theorem 3.4.4. 
Theorem 3.4.6 Let R be a semiprime ring and I be a nonzero left ideal of R. 
Let F be a generalized derivation of R, with associated derivation d. If d(I) 54 (0) 
and F(xy)+[x, y] E Z(R), for all x, y E 1, then R contains some nonzero central ideal. 
Proof By the hypothesis we have that F(xy) + xy - yx E Z(R), for all x, y E I. 
Denote by C: R -+ R, the following generalized derivation of R: G(r) = F(r) +r, for 
all r E R. Thus we have that G(xy) - yx E Z(R) for all x, y E I and the conclusion 
follows from Theorem 3.4.3. 
Theorem 3.4.2 - Theorem 3.4.6 can not hold for arbitrary rings as can be easily 
seen by Example 3.4.1. We finally conclude our section with the following: 
Theorem 3.4.7 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
F be a generalized derivation of R, with associated derivation d. If Id(I) # (0) and 
0, for all x, y E I, then [I, I)d(I) = (0) and there exists 0 * a E Z(R) 
such that aI C Z(R). 
Proof By the hypothesis, for all x, y E I, we have 
0 = F ((x, yxj) = F ([x, y)x) = [x, yjd(x) 	 (3.4.9) 
Replacing in (3.4.9), y by ry, for any r E R, it follows 
0 = [x, ryyd(x) = [x, rtyd(x) 	 (3.4.10) 
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so that, for all r, s E R 
0 = [x, rs]yd(x) = r[x, s]yd(x) + [x, r]syd(x) = [x, r]syd(x) 	(3.4.11) 
that is 
[x, R] Ryd(x) = (0), for all x, y E 1. 	 (3.4.12) 
Moreover, since R is semiprime, it follows 
	
[x, R]Id(x) = (0), for all x E 1. 	 (3.4.13) 
Take now the family {PQ} of prime ideals of R such that nPQ = (0). Let xl be a 
fixed element of I, thus for any x2 E I and by (3.4.13), it follows 
(0) = [x1 + x2, R]Id(x i + x2) = [x1 , R]Id(x2) + [ x2, R]Id(x i ). 	( 3.4.14) 
Moreover, for any Pa , by (3.4.12) and Lemma 2.2.1, either Id(x i ) C Pte , or 
[x1, R] C Pa . In case Id(xi) C Po , then a fortiori [x2 , RJId(x l ) C P. On the other 
hand, if [x1i  RI C PQ , then by (3.4.14) it follows again [x2 , RIId(x1 ) C P. Therefore 
in any case [I, R]ld(I) C Pte , for any a. This implies 
[I,R]Id(i) c nPQ = (0). 	 (3.4.15) 
In particular we get [I,1]RId(I) _ (0) and from this we also have 
[I, I]d(I)R[I, I]d(I) = (0). Hence, by the semiprimeness of R one has 
[I,I]d(I) = (0). 	 (3.4.16) 
Moreover, for any r, s E R, x, y, z E I and by (3.4.9) it follows: 
0 = [rx, s]yd(z) = [r, s]xyd(z) 	 (3.4.17) 
and replacing y with ty in (3.4.17), for any t E R, we get [r, s]xtyd(.) = 0, that is 
[R, R]IRId(1) = (0). Again by the semiprimeness of R, it follows [11, R]Id(1) = (0) 
and a fortiori [R, R]RId(1) = (0). This last implies easily that [1 d(1),11]R[1 d(1), R] = 
(0), that is Id(I) C Z(R). Therefore for all x, y, z E 1, we have xd(z)y + xzd(y) = 
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xd(:y) E Z(R), and since xd(zy) E Z(R), it follows that also xd(z)y E Z(R), 
for any x, y,z E I. Moreover, by Id(I) # (0), there exist xo,ze E I such that 
0 x0d(zo) = a E Z(R). Hence, for all y E 1, we get ay E Z(R), that is al C Z(R), 
as required. 
Theorem 3.4.8 Let R be a semiprime ring and I be a nonzero left ideal of R. 
Let F be a generalized derivation of R, with associated derivation d. If Id(I) # (0) 
and F([x, y]) E Z(R), for all x,y E I, then either d(Z(R))I = (0) or there exists 
0 0 E Z(R) such that E31 C Z(R). 
Proof Of course, in case Z(R) = (0), we end up by Theorem 3.4.7. Thus we may 
assume Z(R) # (0), moreover let 0 0 a E Z(R) such that d(a)I 3k (0). By the main 
assumption, for all x, y E 1, we have 
F ( [x, ay] { = aF ([x, y]) + [x, y}d(a) E Z(R) 	(3.4.18) 
that is [x, y]d(a) E Z(R) and a fortiori [d(a)l, d(a)l] C Z(R). Let xo E I and denote 
J = d(a)l (0) and qo = d(a)xo E J. Thus we have that for all y E J, [qo, y] E Z(R) 
and so [q0, y12 = 0. As a reduction of Lemma 2.2.2, it follows that R contains some 
nonzero central ideal, unless (x, y] = 0 for all x, y E J. This last case implies that 
J = d(a)I C Z(R) (see Lemma 2.2.3). 
Chapter 4 
Commuting traces of biderivations 
4.1 Introduction 
A mapping D : R x R –> R is said to be symmetric if D(x, y) = D(y, x) for all 
x, y E R. A mapping f : R –► R defined by f (x) = D(x, x), where D: R x R — R 
is a symmetric mapping is called trace of D. In 1980, Maksa [89] introduced the 
concept of a biderivation. A biadditive mapping D : R x R –> R is said to be a 
biderivation if for all x, y E R, the mappings y -* D(x, y) and x H D(x, y) are 
derivations of R. Later it was shown that symmetric biderivations are related to 
general solution of some functional equations. The notion of additive commuting 
mapping is closely connected with the notion of a biderivation. Every commuting 
additive mapping f : R —> R gives rise to a biderivation. Linearizing [1(x),  x] = 0 
for all x E R, we get (f (x), y] = [x, f (y)] for all x, y E R and hence we note that the 
mapping (x, y) H [1(x),  y] is a biderivation on R (moreover all derivations appearing 
are inner). 
Section 4.2 deals with the study of n-centralizing traces of symmetric bideriva-
tions of a semiprime ring. The main result is the following: Let R be a semiprime 
ring, I a nonzero ideal of R and it be a fixed positive integer. Let R be n!-torsion free 
for n >1 and 2-torsion free for n = 1. Suppose there exists a symmetric biderivation 
D : R x R --> R such that the mapping f : R —> R is n-centralizing on 1, where 
f stands for the trace of D. Then f is n-commuting on I. Moreover we extend the 
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result for a Lie ideal of R. 
In section 4.3, we study symmetric generalized biderivations of prime rings. The 
notion of generalized symmetric biderivation was introduced by Nurcan in [13J. Let 
R be a ring and D R x R—* R be a biadditive map. A biadditive mapping 
A : R x 1? —r R is said to be a generalized biderivation if for every a E R, the map 
y y A(x,y) is a generalized derivation of R associated with function y H D(a,y) 
for all x, y C R as well as for every y E R, the map x r-i A(x, y) is a general-
ized derivation of R associated with function x . D(x, y) for all x.y E R. The 
trace g of a symmetric generalized biderivation A defined by g(x) = A(x, x), satisfies 
g(x + y) = g(x) + g(y)  + 2A(x, y) for all x, y e R. 
Recently in [117, Theorem 2] Yenigul et.al proved a result of 
Vukman [108, Theorem 4) for a two sided ideal I of a prime ring R which states 
that if there exist symmetric biderivations Dl : R x R —* R and D2 : R x R —i R 
such that D1(d2(x), x) = 0 for all x E I, where dz is the trace of D2,  then either 
Di = U or Dz — 0. We obtain the result for a syimnmetric generalized biderivation 
A with associated biderivatiuu D of H with trace f satisfying 0(f (x), x) = 0 fur all 
x E I and conclude that either A = 0 or R is comnvuative. 
Finally we investigate the commutativity of a semiprime ring R satisfying various 
identities involving the trace f of the symmetric biadditive mapping D on R. 
4.2 n-centralizing traces of symmetric biderivations 
Definition 4.2.1 (Symmetric mapping) A mapping D : R x R — R is said to 
be symmetric if D(x, y) = D(!), z) for all x, y E R. 
Definition 4.2.2 (Biadditive mapping) A mapping D : R x R —r R is called 
biadditive if it is additive in both arguments. 
I'  
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Definition 4.2.3 (Trace) A mapping f : R —> R defined by f (x) = D(x, x), where 
D: R x R --~ R is a symmetric mapping is called the trace of D. 
Remark 4.2.1 
(i) The trace f of D satisfies the relation f (x+y) = f (x)+f (y)+D(x,y)+D(y,x) 
for all x,yER. 
(ii) If D is symmetric, then the trace f of D satisfies the relation f (x + y) _ 
f (x) + f (y) + 2D(x, y) for all x, y E R. 
Definition 4.2.4 (Biderivation) A biadditive mapping D : R x R —+ R is 
said to be a biderivation on R if D(xy, z) = D(x, z)y + xD(y, z) and D(x, yz) = 
D(x, y)z + yD(x, z) for all x, y, z E R. 
Example 4.2.1 Let R be a ring and )'. E Z(R), the centre of R. Then the mapping 
(x, y) -a A[x, y] is a biderivation on R. 
In 1987, Bell and Martindale [29] proved that if a semiprime ring R admits a 
derivation d which is nonzero on a nonzero left ideal I of R and centralizing on I, 
then R must contain a nonzero central ideal. Deng and Bell [49] proved the result for 
n-centralizing mappings. Now we prove the following: 
Theorem 4.2.1 Let R be a semiprime ring and L be a nonzero square closed Lie 
ideal of R. Let is be a fixed positive integer. Let R be n!-torsion free for n >1 and 2-
torsion free for Ti = 1. Suppose there exists a symmetric biderivation D: R x R —+ R 
such that the mapping f : R —a R is n-centralizing on L, where f stands for the 
trace of D. Then f is n-commuting on L. 
The following lemma due to Deng and Bell [49] is essential to prove our theorem. 
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Lemma 4.2.1 [49, Lemma 11 Let n be a positive integer and R be n!- torsion free 
semiprime ring. Let f : R --a R be an additive map on R. For i = 1, 2, ..., n, let 
Fj(x, y) be a generalized polynomial which is homogeneous of degree i in the non-
conunuting indeterminates x and y. Let a E R and (a) be the additive subgroup 
generated by a. If F„(x, f (x)) + Fr-1 (x, f (x)) + ........ + Fi(x, f (x)) E Z(R) for all 
x E (a), then Fi(a, f (a)) E Z(R) for i = 1, 2 .............n. 
Proof of Theorem 4.2.1 Assume that n = 1. Linearizing the condition If (x), x] E 
Z(R) for all x E L, we have 
If (x), y] + If (y), x] + [2D(x, y), x] + [2D(x, y), y] E Z(R) for all x, y E L. (4.2.1) 
Substituting -y for y in (4.2.1 ), we have 
- [ f (x), y) + (f (y), x) - [2D(x, y), x] + [2D(x, y),'y] E Z(R), for all x, y E L. (4.2.2) 
Subtracting (4.2.1) and (4.2.2), we get 2[f (x), y]+4[D(x, y), x] E Z(R) for all x, y E L. 
Replacing y by x2 in this relation we have 8x[ f (x), x] E Z(R) for all x E L. Now com-
muting this with f (x) and using 2-torsion condition, we obtain (x[ f (x), x], f (x)] = 0 
for all x E L. This implies that If (x), x] [x, f (x)] = 0 for all x E L i.e. If  (x), x]2 = 0 
for all x E L. Since the centre of a semiprime ring contains no nonzero nilpotent 
elements, If (x), x] = 0 for all x E L. 
Now Suppose that n > 1. Linearizing the condition [f (x), x"] E Z(R) we get 
If (x), x" ] + [f (x), xn-ly + ...... + yx"-1 ]  + [ f(y), x" -ly + ..... + yx"-1 ] 
+[f (y), xn] + [2D(x, y) ,  x"] + [ 2D(x ,  y), xn-1 y + ...... + y)_1] E Z(R) 
for all x, y E L. Using Lemma 4.2.1 and the fact that [f  (x), x"] E Z(R) for all x E L, 
we obtain 
[.f (x), x"-ly + ..... + yxn-1] + [2D( x, y), xn-1y ...... + yxs-1 ] 
+[f (y), x°) + [2D(x, y), x"] E Z(R), for all x, y E L. 	
(4.2.3) 
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Replacing y by —y in (4.2.3), we have 
— [f (x), xn-1 y + ..... + yx"-9 + [2D(x, y), x"-'y ...... + yxn-1 ] 
(4.2.4) 
— [2D(x, y), x"] E Z(R), for all x, y E L. 
Now subtracting (4.2.3) and (4.2.4), we get 
2[ f (x). xn-1 y + ..... + yxi-1] + 4[D(x, y), x'~] E Z(R) for all x, y E L. 	(4.2.5) 
Substituting x2 for y in (4.2.5), we find that 2[f (x), nx"+1 ] + 4[D(x, x2 ). x°] E Z(R) 
for all x E L. This implies that 2(4 + n)x[f (x), x' I E Z(R) for all x E L. i.e. 2(4 + 
n)(x[f (x), x"])" E Z(R) for all x E L. Commuting with 1(x) and using torsion 
condition, we get 
[x"[ f (x), x"]", f (x)] = 0 for all x E L. 	 (4.2.6) 
This implies that 
[f (x), xn]n+i = 0 for all x E L. 	 (4.2.7) 
Since the centre of a semiprime ring contains no nonzero nilpotent elements, we have 
[f(x),x"]=0, for all xEL. 
Using the similar techniques with slight modifications, we can prove the following: 
Theorem 4.2.2 Let R be a semiprime ring and I be a nonzero left ideal of R. Let 
it be a fixed positive integer. Let R be n!-torsion free for it >1 and 2-torsion free for 
is = 1. Suppose there exists a symmetric biderivation D: R x R —> R such that the 
mapping f : R —+ R is n-centralizing on I, where f stands for the trace of D. Then 
f is n-commuting on I. 
The following are known results: 
Lemma 4.2.2 [57, Corollary 21 If R is a semiprime ring and 1 is an ideal of R, then 
in A(I) = (0). 
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Lemma 4.2.3 [108, Theorem 41 Let R be a 2- torsion free semiprime ring. Suppose 
there exists a symmetric biderivation D : R x R — R such that D(f (x), x) = 0 for 
all x E R, where f denotes the trace of D. In this case we have D = 0. 
Lemma 4.2.4 Let R be a prime ring of characteristic different from two and I be 
a nonzero ideal of R. If D is symmetric biderivation such that D(x,x) = 0 for all 
x E I, then either D = 0 or R is commutative. 
Proof Let D(x, x) = 0 for all x E 1. Linearization yields that 2D(x, y) = 0 for all 
r, y El. Since characteristic of R is different from two, we have D(x, y) = 0 for all 
x, y E 1. Replacing y by ry, we get D(x, r)y = 0 for all x, y E I and r E R. Substitute 
sz for x, we obtain D(s, r)xy = 0 for all x, y E 1 and r, s E R. This implies that 
D(s, r)R[x, y] = 0 for all r, y E I and r, s C R. Primeness of R yields that either 
0 or D(r,$)= 0 for all x,yEI and r,s E R. If(x,y(= 0 for all x, y E 1, then 
I is commutative and hence R is commutative. Later gives that D = 0. 
The following theorem extends a result due to Vukman [109, Theorem 1]. 
Theorem 4.2.3 Let R be a prime ring of characteristic not two and three and I 
be an ideal of H. If Dr , D z are the symmetric biderivations of H with trace f r , f2  
respectively such that f1(x)f2(x) = 0 for all x E 1, then either D, = 0 or D2 = 0 
unless [£,1] = 0. 
Proof Suppose that 
fi(x)f2(x) —0 for all x E 1. 	 (4.2.8) 
Linearization yields that 
fi(y)f2(x) + 2Di(x,y)f2(x) + fi(x)f2(y) + 2D1(x, y)f2(y) 
+2f1(x)D2(x,y)+2f1(y)D2(x, y) + 4D1(x, y)D2(x, y) = 0 for all x,9  El. (42.9) 
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Substitute —y for y in (4.2.9) to get 
fl(y)f2(x) — 2Di(x, y)f2(x) + ft(x)f2(Y) — 2D1(x, y)f2(y) 
—2f (x)D2(x, y) — 2f1 (y)D2(x,  y) +4D1(x, y)D2(x, y) = 0 for all x, y E I. (4.2.10) 
Adding (4.2.9) and (4.2.10) and using 2-torsion freeness of R, we obtain 
fl(y)f2(x)+ fi(x)f2(y)+4D1(x,y)D2(x,y) = 0 for all x,y El. 	(4.2.11) 
Replacing y by y + z in (4.2.11) , we find 
fi(y)f2(x) + fl(z)f2(x) + Di('y, z)J2(r) + f1(u)f2(y) 
+fi(x)f2(z) + 4fi(x)D2(y, z) + 4Di(x, y)D2(x, y) + 4Di(x,  z)D2(x, z) 	(4.2.12) 
+4D1(x, y)D2(x, z) + 4D1(x, z)D2(x, y) =0 for all x ,y, z El. 
Using (4.2.11), (4.2.12) gives that 
4D1(y, z)f2(x) + 4f1(x)D2(y, z) + 8D1(x, y)D2(x, z) 
+8D1(x, z)D2(x, y) = 0 for all x ,y, z E 1. 	(4.2.13) 
Substitute y for x in (4.2.13), we get 
12D1(y, z) f2(y) + 12f1(y)D2(y, z) = 0 for all y, z E 1. 	(4.2.14) 
Replace z by zu in (4.2.14) and use (4.2.14) to obtain 
if,(y), z]D2(y,u) + Di(y, z)(u, f2(y)] = 0 for all y,z,u E 1. 	(4.2.15) 
Again replace z by fi(y)z in (4.2.15) to get 
Ji (y) [fi(y), z] D2(y,  'u) + fl (y) D1('y, z) [u, f2(y)] 
+D1(y, fl(y))z[u, f2(y)] = 0 for all y,z,u E 1. 	(4.2.16) 
Comparing (4.2.15) and (4.2.16), we arrive at 
D1(y, f l (y))z[u, f2(y)] = 0 for all y,z,u E 1. 	 (4.2.17) 
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This implies that D1(y, f i (y))Rz[u, f 2(y)] = 0 for all y, z, u E 1. Primeness of R yields 
that either D1(y, f l ( y)) = 0 or z[u, f 2(y)] = 0 for all y, z, u E I. If D1(y, fx(y)) = 0 
for all y E I, then conclusion follows from Lemma 4.2.3. Now consider the case 
when . [u, f 2(y)I = 0 for all y,z,u E 1. Hence we get [u, f2(y)I = 0 for all y,u E 1. 
Linearization yields that [u. D2(x, y)] = 0 for all x, y, •u E I. Replacing x by xz, we 
have [u, x] D2(z, y) + D2(r:, y)[u, z] = 0 for all x, y, u, z E I. In particular, we get 
[x, z}D2(z, y) = 0 for all x, y, z E 1. This implies that [x, zl vD2(z, •y) = 0 for all 
x, y, z. v E I. Since [I, I] # 0, primeness of I yields that D2(z, y) = 0 for all z, y E I. 
Application of Lemma 4.2.4 gives that D2 = 0. 
In [108, Theorem 4] Vukman proved that if R is a 2-torsion free semiprime 
ring and D : R x R -+ R be a symmetric biderivation with trace f such that 
D(f (x), x) = 0 for all x E R, then D = 0. Further Yenigul et.al. 1117, Theorem 2) 
extended the result for a two sided ideal of a prime ring R. We generalize the afore-
mentioned results for semiprime ring in case of two sided ideal and prove the following. 
Theorem 4.2.4 Let R be a 2-torsion free seniiprime ring and I be an ideal of R. 
Let D be a symmetric biderivation on R such that D(I, 1) C 1. If f is the trace of 
D such that D(f (x), x) = 0 for all x E I, then D = 0 on 1. 
Proof Suppose that 
D(f (x), x) = 0 for all x E 1. 	 (4.2.18) 
Linearization yields that 
D(f (x) ,  y) + D(f (x). x) + D(f (y) ,  x) + D(f (y) ,  y) 
+2D(D(x, y), x) + 2D(D(x, y), y) = 0 for all x, y E 1. 	(4.2.19) 
Comparing (4.2.18) and (4.2.19), we get 
D(f (x), y) + D(f (y), x) + 2D(D(x, y), x) + 2D(D(x, y),'y) =0 for all x, y E 1. 
(4.2.20) 
Substitute —y for y in (4.2.20), we find 
-D(f(x), y) + D(f (y), x) — 2D(D(x, y), x) + 2D(D(x, y), y) = 0 for all x, y E I. 
(4.2.21) 
Adding (4.2.20) and (4.2.21) and using 2- torsion freeness of R, we get 
	
D(f (y), x) + 2D(D(x. y), y) = 0 for all x,y E 1. 	(4.2.22) 
Replace x by xz in (4.2.22), we obtain 
xD(f (y), z) + D(f (y), x)z + 2xD(D(z, y), y) 
+4D(x, y)D(z, y) + 2D(D(x, y), y)z = 0 for all x, y E 1. 	(4.2.23) 
In view of (4.2.22), (4.2.23) reduces to 
4D(x, y)D(z, y) = 0 for all x, y E 1. 	 (4.2.24) 
Since R is 2- torsion free, we have D(x, y)D(z, y) = 0 for all x, y, z E I. Substituting 
zx for z to get D(x, y)zD(x, y) = 0 for all x, y, z E I. On simplification, we get 
D(x, y)I = 0 and I D(x, y) = 0 for all x. y E I, i.e. D(x, y) E A(I) for all x, y E I. 
Since D(I. I) C I, we obtain D(x, y) E I fl A(I) = (0) for all x. y E I by Lemma 
4.2.2. Hence we get D = 0 on I. 
4.3 Traces of symmetric generalized biderivations 
In [13] Nurcan defined generalized biderivation in rings as follows: 
Definition 4.3.1 (Generalized biderivation) Let R be a ring and D: R x R —a 
R be a biadditive map. A biadditive mapping A : R x R --> R is said to be a 
generalized D-biderivation if for every x E R, the map y H A(x, y) is a generalized 
derivation of R associated with the function y H D(x, y) for all x, y E R as well as 
for every y E R, the map x H A(x, y) is a generalized derivation of R associated with 
the function x '-a D(x, y) for all x, y E R, i.e. A(x, yz) = A(x, y)z + yD(x, z) and 
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0(xy, z) = A, (x, z)y + xD(y, z) for all x, y, z E R. 
Example 4.3.1 Let R be a ring. If D is any biderivation of R and a : R x R ---a R 
is a biadditive function such that a(x, y:) = a(x, y)z and a(xy, z) = a(x. z)y for all 
x, y, z E R, then D + a is a generalized D-biderivation of R. 
\Ve further extend Theorem 4.2.4 for a symmetric generalized biderivation of a 
prime ring in case of two sided ideal. 
Theorem 4.3.1 Let R be a prime ring of characteristic not two and I be a nonzero 
ideal of R. If A is a symmetric generalized biderivation with associated biderivation 
D of R with trace f such that L\(f (x), x) = 0 for all x E I. then either = 0 or R 
is commutative. 
Proof Suppose that 
A(f (x), x) = 0 for all x E 1. 	 (4.3.1) 
Linearizing (4.3.1) and using (4.3.1), we get 
0(f (x), y) + 0(f (y), x) + 20(D(x, y). x) + 2L(D(x, y), y) = 0 for all x, y E I. 
(4.3.2) 
Replacing y by —y in (4.3.2), we get 
— (f (x), y) + z(f (y), x) — 2 .(D(x, y), x) + 20(D(x, y), y) = 0 for all x, y E I. 
(4.3.3) 
Adding (4.3.2) and (4.3.3) and using characteristic of R is not two, we find 
A(f (y), x) + 2i (D(x, y), y) = 0 for all x, y E I. 	(4.3.4) 
Substitute xz for x in (4.3.4) to get 
.(f (y), x)z+xD(f (y), z) + 2A(xD(z, y), y) +20(D(x,'y)z, y) = 0 for all x, y, z E I. 
(4.3.5) 
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On simplification, we get 
0(f (y), x)z + xD(f (y), z) + 20(1:, y) D(z, y) + 2x D(D(z, y),  •y) 
+2A(D(x, y). y)z + 2D(x, y)D(z, y) = 0 for all x, y, z E I. 	(4.3.6) 
In view of (4.3.4), (4.3.6) yields that 
xD(f (y), z)+20(x, y)D(z, y)+2xD(D(z, y), y)+2D(x, y) D(z, y) = 0 for all x,y,z E I. 
(4.3.7) 
Replacing x by ux in (4.3.7), we obtain 
uxD(f (y), z) + 20(u, y)xD(z, y) + 2uD(x, y)D(z, y) + 2uxD(D(z, y), y) 
+2D(u, y)XD(z. y) + 2uD(x, y)D(z, y) = 0 for all x. y, z. u E 1. 	(4.3.8) 
Comparing (4.3.7) and (4.3.8), we get 
2A.(u, y)xD(z , y) + 2uD(x,  y)D(z, y) + 2D(uu, y)xD(z , y) 
—2uA(x, y)D(z, y) = 0 for all x, y, z, -u E I. 	 (4.3.9) 
Since R is of characteristic not two and replace a by x, we have 
A(x, y)xD(z, y) + xD(x, y) D(z. y) + D(x, y)xD(z, y) 	
(4.3.10) 
—xA(x,y)D(;,y) = 0 for all x,y,z E I. 
This implies that 
EA(x, y),x] + (xD(x. y) + D(x, y)x)}D(z, y) = 0 for all x,y,z E l. 	(4.3.11) 
i.e.. we have iv(x, y), x) + D(x2 , y)}D(z, y) = 0 for all x,y,z E 1. Replacing z by zu, 
we obtain {[ (x, y), x) + D(x2 , y)}zD(u, y) = 0 for all x, y, z, u E I. Since R is prime, 
we get either IA(x, y), x) + D(x2 , y) = 0 or D(u, y) = 0 for all x, y, u E 1. Later yields 
that either R is commutative or D = 0 by Lemma 4.2.4. 
If D = 0, then by (4.3.1) we get A = 0. On the other hand, if (A(x, y), x} + 
D(x2 , y) = 0 for all x. y E 1, then replacing y by yz we find A(x, y)(z, x)+jA(x, y), x)z+ 
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y[D(x, z), x] + [y, x]D(x, z) +yD(x2 , z) + D(x 2 , y)z = 0 for all x, y, z E 1. This implies 
that A(x, y)[z, x] + y[D(x, z), x] + [y, x]D(x, z) + yD(x 2 , z) = 0 for all x,y,z €1. In 
particular, if we take x = z, then we have y[ f (x), x] + [y, x] f (x) + yD(x 2 , x) = 0 for 
all x, y E I. Again replace y by ry and use the last relation to get [r, x] y f (x) = 0 for 
all x. y E I and r E R. Primeness of R yields that either f (x) = 0 or [x, r] = 0 for all 
xEIandrER. If f(x)= OforapxEI,t.henby(4.3.1)A(0,x)=OforaHxEI 
and hence A = 0. Later gives R is commutative. 
Now we prove the above theorem for the noncommutative case. 
Theorem 4.3.2 Let R be a noncommutative prime ring of characteristic not two 
and 1 be a nonzero ideal of R. If A is a symmetric generalized biderivation with 
associated biderivation D of R with trace f such that A(f (x), y) = 0 for all x, y E I, 
then D=0 and hence A=0. 
Proof Suppose that 
A(f (x), y) = 0 for all x, y E 1. 	 (4.3.12) 
Replacing y by yz in (4.3.12), we have 
0(f(x),y)z+yD(f(x),z) =0 for all x, y, z E 1. 	(4.3.13) 
In view of (4.3.12) and primeness of R, (4.3.13) yields that 
D(f(x),z) =0 for all x,y,z E 1. 	 (4.3.14) 
Substitute x + y for x in (4.3.14) to get 
D(f (x), z) + D(f (y), z) + 2D(D(x, y), z) = 0 for all x, y, z E 1. 	(4.3.15) 
Using (4.3.14) and the fact that R is not of characteristic two we obtain 
D(D(x, y), z) = 0 for all x,y,z E 1. 	 (4.3.16) 
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Replacing y by yu in (4.3.16), we find 
yD(D(x, u), z) + D(y, z)D(x, u) + D(x, y)D(u, z) 
+D(D(x, y), z)u = 0 for all x, y, z, u E 1. 	 (4.3.17) 
Applying (4.3.16) to obtain 
D(y, z)D(x, u) + D(x, y)D(u, z) = 0 for all x, y, z, u E 1. 	(4.3.18) 
Substituting yw for y in (4.3.18), we get 
D(9, z)wD(x, u) + D(x, y)wD(u, z) =0 for all x, y, z,'u, w El. 	(4.3.19) 
In particular, if we replace x by z in (4.3.19), then we obtain D(y, z)wD(z, u) + 
D(z, y)wD(u. z) = 0 for all y, z, u, w E 1. Since D is symmetric and using the fact 
that R is not of characteristic two, we have D(y, z)'wD(z. •u) = 0 for all y, z, u. w E I. 
Primeness of I yields that D(z, u) = 0 for all z, u E I. Using Lemma 4.2.4, we have 
D=0 and hence A=0. 
4.4 Traces of symmetric biadditive mappings 
Following lemmas are essential to prove our theorems. 
Lemma 4.4.1 156, Lemma 1] Let R be a 2-torsion free semiprime ring and L be a 
nonzero Lie ideal of R. If [L, L] C Z(R), then L C Z(R). 
Lemma 4.4.2 Let R be a 2-torsion free semiprime ring and L be a nonzero square 
closed Lie ideal of R. If x o y E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose L ¢ Z(R) and x o y E Z(R) for all x, y E L. Replacing x by 2yx, 
we get 2y(x o y) E Z(R) for all x, y E L. This implies that 2[y(x o y), z] = 0 for all 
x, y, z E L. On simplification and using the fact that R is 2-torsion free, we have 
[y, 2](x o y) = 0 for all x, y, z E L. Substitute 2xz for x to get 2(y, z]x(y, z] = 0 for all 
x, z, y E L. Since R is 2-torsion free semiprime ring, we have [y, z] = 0 for all y, z E L 
by Lemma 2.4.1. Hence using Lemma 4.4.1, we get a contradiction. This completes 
the proof. 
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Lemma 4.4.3 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie ideal 
of R. If L2 C Z(R), then L C Z(R). 
Proof Since xy E Z(R) for all x, y E L, xy – yx = [x, y] E Z(R) for all x, y E L. 
Using Lemma 4.4.1, we get the required result. 
Very recently Ashraf et.al. [20] explored the commutativity of a prime ring R 
admitting a generalized derivation F satisfying one of the following properties: (i) 
F(xy) F xy E Z(R), (ii) F(xy) yx E Z(R), (iii) F(x)F(y) F xy E Z(R) for all 
x,yER. 
Motivated by the above cited result, we prove the following: Let R be a semiprime 
ring of characteristic not two admitting a symmetric biadditive map D with trace 
f and L be a nonzero Lie ideal of R. Then L C Z(R) if for all x, y E L one 
of the following holds: (i) f (xy) 	[x, y] E Z(R), (ii) f (xy) 	xy E Z(R), (iii) 
f ([x• y]) [x, y] E Z(R), (iv) f ([x , y]) xy E Z(R), (v) f (xy) +.f (x) [x, y] E Z(R), 
(vi) f (xy) ~f (y)-T [x, y] E Z(R), (vii) f ([x, y]) ~f (x)i [x, y] E Z(R), (viii) f ([x, y])T 
f (y) [x, y] E Z(R), (ix) f ([x , y]) f (xy) [x, y] E Z(R), (x) .f (xy) T x o y E Z(R), 
(xi) f((x,y])~xoy E Z(R), (xii) f(xoy)~(x,yl E Z(R), (xiii) f(xoy)T-xoy E Z(R), 
(xiv) f (x) o f (y) 	[x, y] E Z(R), (xv) f (x o y) + f (xy) x o y E Z(R), (xvi) 
f(x)f(y) (x, y} E Z(R), (xvii) f(x)f(y)  xy E Z(R). 
Theorem 4.4.1 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R —+ R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) + [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose 
f (xy) – [x, y] E Z(R) for all x.. y E L. 	 (4.4.1) 
Replacing y by y + z in (4.4.1) we get 
f (xy) + f (xz) + 2D(xy, xz) — [x, y] — [x, z] E Z(R) for all x, y, z E L. 	(4.4.2) 
Since R is 2-torsion free, (4.4.1) yields that 
D(xy, xz) E Z(R) for all x, y, z E L. 	 (4.4.3) 
Substituting y for z in (4.4.3), we get 
f (xy) = D(xy, xy) E Z(R) for all x, y E L. 	 (4.4.4) 
In view of (4.4.1), (4.4.4) yields that 
[x, yl E Z(R) for all x, y E L. 	 (4.4.5) 
This implies that [L, L] C Z(R). Hence L C Z(R) by Lemma 4.4.1. Similarly, 
we can prove the result for the case f (xy) + (x, y) E Z(R) for all x, y E L. 
Theorem 4.4.2 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --r R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) ty, xj E Z(R) for all x, y E L, then L C Z(R). 
Proof The proof runs on the same parallel lines as of Theorem 4.4.1. 
Theorem 4.4.3 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R —a R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) T- xy E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f (xy) — xy E Z(R) for all x, y E L. 	 (4.4.6) 
Replacing y by y + z we get 
f (xy) + f(xz) + 2D(xy, xz) — xy — xz E Z(R) for all x, y, z E L. 	(4.4.7) 
Using (4.4.6), we obtain 
2D(xy, xz) E Z(R) for all x, y, z E L. 	 (4.4.8) 
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Since R is 2-torsion free, we have 
D(xy, xz) E Z(R) for all x, y, .z E L. 	 (4.4.9) 
Substituting y for z in (4.4.9), we get 
f(xy) = D(xy, xy) E Z(R) for all x, y E L. 	(4.4.10) 
Using (4.4.6), we have xy E Z(R) for all x, y E L. Hence L2 C Z(R) and by Lemma 
4.4.3 L C Z(R). Similarly we can prove the result if f (xy)+xy E Z(R) for all x. y E L. 
Theorem 4.4.4 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D: R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) yx E Z(R) for all x, y E L, then L C Z(R). 
Proof The proof runs on the same parallel lines as of Theorem 4.4.3. 
Theorem 4.4.5 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D: R x R --a R be a symmetric biadditive mapping and f be the 
trace of D. If f ([T, y]) [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f ([x. y)) — (x, y] E Z(R) for all x, y E L. 	 (4.4.11) 
Replacing y by y + z, we have f ((x, y) + [x, z)) — (x, y] — [x, :; E Z(R) i.e. f ((x, y)) + 
f ((x, z]) + 2D([x, y], (x, zl) — [x, y] — [x, z] E Z(R) for all x, y, z E L. Using (4.4.11), 
we get 
2D([x, y], [x, z]) E Z(R) for all x, y, z E L. 	 (4.4.12) 
Substituting y for z in (4.4.12) and using the fact that R is 2-torsion free, we find 
f ([x, y]) E Z(R) for all x, y E L. 	 (4.4.13) 
In view of (4.4.11), (4.4.13) yields that [:r, y] E Z(R) for all x, y E L. Thus we get 
[L, L] C Z(R) and by Lemma 4.4.1 L C Z(R). Similarly one can prove the result if 
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f([x,y])+[x,y] E Z(R) for all x, y E L. 
Using similar arguments as we have done in the proof of Theorem 4.4.5, we can 
prove the following: 
Theorem 4.4.6 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --* R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, yl) T [y, x] E Z(R) for all x, y E L, then L C Z(R). 
Theorem 4.4.7 Let R be a 2- torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --> R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, yl) xy E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f ([x, y}) — xy E Z(R) for all x, y E L. 	 (4.4.14) 
Replacing y by y + z in (4.4.14), we have f ([x, y] + [x, ]) — xy — xz E Z(R) for all 
x, y, z E L. This implies that 
f ((x, y]) + f ([x, z]) + 2D([x, y]. [x, z]) — xy — xz E Z(R) for all x, y, z E L. (4.4.15) 
Using (4.4.14) we obtain 
	
2D([x, y], [x, z]) E Z(R) for all x, y, z E L. 	(4.4.16) 
Since R is 2-torsion free, (4.4.16) yields that 
D([x, y], [x, z]) E Z(R) for all x, y, z E L. 	 (4.4.17) 
In particular, if we substitute y for z in (4.4.17), then we have f ([x, y]) E Z(R) for all 
x, y E L. Again using (4.4.14), we get xy E Z(R) for all x, y E L. Thus L2 E Z(R) 
and application of Lemma 4.4.3 completes the proof. Similarly we can prove the 
result if f ((x, y]) + xy E Z(R) for all x, y E L. 
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Theorem 4.4.8 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R —a R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, y]) yx E Z(R) for all x, y E L, then L C Z(R). 
Proof The proof runs on the same parallel lines as that of Theorem 4.4.7. 
Theorem 4.4.9 Let R be a 2-torsion free seiniprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) T f (x) T [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose 
f (xy) — f (x) — [x, y] E Z(R) for all x, y E L. 	(4.4.18) 
Replacing y by y + z, we get f (xy) +f(xz)  + 2D(:ry, x.z) — f (x) — [x, 'y] — [x, z] E Z(R) 
for all x, y, z E L. Using (4.4.18), we obtain 
f (xz) + 2D(xy, xz) — [x, z] E Z(R) for all x, y, z E L. 	(4.4.19) 
Substituting —. for -- in (4.4.19), we get 
f (xz) — 2D(xy, xz) + [x, z] E Z(R) for all x. y, z E L. 	(4.4.20) 
Adding (4.4.19) and (4.4.20) we obtain 
2f(xz)  E Z(R) for all x, z E L. 	 (4.4.21) 
Since R 2-torsion free, we have f (xz) E Z(R) for all x, z E L. 
Using (4.4.18), we get 
f (x) — [x, y] E Z(R) for all x, y E L. 	 (4.4.22) 
Replacing x by x + z in (4.4.22), we have 
f(c) + f (z) + 2D(x, z) — [x, y] — [z, y] E Z(R) for all x, y, z E L. 	(4.4.23) 
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Again using (4.4.18) and 2-torsion freeness of R, we find D(x, z) E Z(R) for all 
x, z E L. In particular f (x) = D(x, x) E Z(R) for all x E L. Since f (xz) E Z(R) and 
f (x) E Z(R), we have f (xz) — f (x) E Z(R) for all x. z E L. Using (4.4.18) we get 
[x, y] E Z(R) for all x, y E L. Hence Lemma 4.4.1 completes the proof. The proof is 
similar if f (xy) + f (x) + [x, y] E Z(R) for all x, y E L. 
Theorem 4.4.10 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f (xy) f (y) [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f (xy) — f (y) — [x, y] E Z(R) for all x, y E L. 	(4.4.24) 
Replacing y by y + z, we have f (xy) + f (xz) + 2D(xy, xz) — f (y) — f (z) — 2D(y, z) — 
E Z(R) for all x, y, z E L. Using (4.4.24), we get 
2(D(xy, xz) — D(y, z)) E Z(R) for all x, y. z E L. 	(4.4.25) 
Substituting y for z in (4.4.25) and using the fact that R is 2-torsion free, we find 
f (xy) — J(y) E Z(R) for all x, y E L. 	 (4.4.26) 
This implies that [x, y] E Z(R) for all x. y E L. Thus [L, L] C Z(R). Applying Lemma 
4.4.1, we obtain L C Z(R). The proof is similar for the case f (xy) + f (y) + [x, y1 E 
Z(R) for all x, y E L. 
Theorem 4.4.11 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, y]) f (x) [x, y) E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose 
f ([T, y]) — f (x) — [x, y) E Z(R) for all x, y E L. 	(4.4.27) 
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Replacing x by x + z in (4.4.27), we obtain 
f ([x ,  y]) + f ([z, y]) + 2D((x,  y], (z, y]) — f (x) 	 (4.4.28) 
—1(z)  — 2D(x, z) — (x, y] — f z, y1 E Z(R) for all x, y, z E L. 
Using (4.4.27), we have 
2(D((x, y}, (z, y)) — D(x, z)) E Z(R) for all x, y, z E L. 	(4.4.29) 
Substituting x for z in (4.4.29) and using the fact that R is 2-torsion free, we obtain 
f ([x, y]) — f (x) E Z(R) for all x, y EL 
	
(4.4.30) 
Again using (4.4.27), (4.4.30) yields that [x, y] E Z(R) for all x, y E L. This implies 
that (L, L) C Z(R). Application of Lemma 4.4.1 completes the proof. Similarly we 
can prove the theorem, if f ((x, y1) + f (x) + (x, y] E Z(R) for all x, y E L. 
Theorem 4.4.12 Let R be a 2-torsion free serniprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R ---- R be a symmetric biadditive mapping and f be the 
trace of D. If f ((x, y]) f (y) T- (x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f ((x, y}) — f (y) — (x. y) E Z(R) for all x, y E L. 	(4.4.31) 
Replacing y by y + z we get 
f((x , y1)+f((x , zi)+ 2D((x ,y]h(x ,z]) — f(y) — f(z) 	(4.4.32) 
—2D(y, z) — (x, y] — (x, z] E Z(R) for all x, y, z E L. 
Using (4.4.31), (4.4.32) yields that 
2(D([x, y], (x, z)) — D(y, z)) E Z(R) for all x, y, z EL. 	(4.4.33) 
Substituting y for z in (4.4.33) and using the fact that R is 2-torsion free, we get 
I 
f ((z, yl) — f (y) = D((x, y], (x,'y]) — D(y, y) E Z(R) for all x, y E L. 	(4.4.34) 
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In view of (4.4.31), (4.4.34) yields that [x, y] E Z(R) for all x, y E L i.e. [L, LJ C Z(R). 
Using Lemma 4.4.1, we have L C Z(R). Similarly we can prove the theorem, if 
f ([x, y}) + 1(y)  + [ x, y] E Z(R) for all x, y E L. 
Using the similar techniques as used in proving Theorem 4.4.11 and Theorem 
4.4.12, we can prove the following: 
Theorem 4.4.13 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --i R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, yl) f (x) [y, xJ E Z(R) for all x, y E L, then L C Z(R). 
Theorem 4.4.14 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D: R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, yJ) T f (y) T- [y, x} E Z(R) for all x, y E L, then L C Z(R). 
Theorem 4.4.15 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D: R x R --- R be a symmetric biadditive mapping and f be the 
trace of D. If f ([x, yJ) f (xy) [x, y} E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f ([x, y]) — f (xy) — Ix, y) E Z(R) for all x, y E L. 	(4.4.35) 
Replacing y by y + z in (4.4.35) we get 
f ([x, y}) + f ([x , zl) + 2D([x,  y] , [x, z]) — f (xy) — f(xz) 	(4.4.36) 
—2D(xy, xz) — [x, y) — [x, z] E Z(R) for all x, y, z E L. 
Using (4.4.35) and (4.4.36), we obtain 
2(D([x, y), [x, z]) — D(xy, xz)) E Z(R) for all x, y, z E L. 	(4.4.37) 
Since R is 2-torsion free, we have 
D([x, y), [x, z]) — D(xy, xz) E Z(R) for all x, y, z E L. 	(4.4.38) 
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Substituting y for z in (4.4.38), we get 
f ((x, y)) – f (xy) E Z(R) for all x, y E L. 	 (4.4.39) 
Using (4.4.35), we have [x, yJ E Z(R) for all x, y E L and Lemma 4.4.1 completes the 
proof. The proof is same for the case f ([x, yJ) + f (xy) + [x, yJ E Z(R) for all x, y E L. 
Similarly we can prove the following: 
Theorem 4.4.16 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of IL Let D : R x R ---+ R be a symmetric biadditive mapping and J be the 
trace of D. If f ([x, y]) T f (xy) T [y,x] E Z(R) for all a;, y E L, then L C Z(R). 
Theorem 4.4.17 	Let R be a 2-torsion free semiprime ring and L be a nonzero 
square closed Lie ideal of R. Let D : R x R -- i R be a symmetric biadditive mapping 
and f be the trace of D. If f (xy) x o y E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose that 
f (xy) – x o y E Z(R) for all x, y E L. 	 (4.4.40) 
Replacing y by y+z in (4.4.40) we get f (xy)+ f (xz)+2D(xy, xz) –xoy–xoz E Z(R) 
for all x, y, z E L. Since R is 2-torsion free, we obtain D(xy, xz) E Z(R) for all x, y, z E 
L by using (4.4.40). If we substituting y for z, then we get f (xy) = D(xy, xy) E Z(R) 
for all x, y E L. In view of (4.4.40), we and that x o y E Z(R) for all x, y E L. 
Hence L C Z(R) by Lemma 4.4.2. Similarly, we can prove the result for the case 
f(xy)+xxyEZ(R) for all x,yEL. 
Theorem 4.4.18 	Let R be a 2-torsion free semiprime ring and L be a nonzero 
square closed Lie ideal of R. Let D: R x R —+ R be a symmetric biadditive map-
ping and f be the trace of D. If f([. y))~xoy E Z(R) for all r, y E L, then L C Z(R). 
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Proof Let 
f([x,y])TxoyEZ(R) for all x.yEL. 	 (4.4.41) 
Replacing y by y + z we get 
f ([x, y])+ f ([x, z])+2D([x, y], [x, z])—xoy—xoz E Z(R) for all x, y, z E L. (4.4.42) 
Using (4.4.41), we obtain 2D([x, y], [x, z]) E Z(R) for all x, y, z E L. This implies 
that 2[D([x, y], [x, z]), r] = 0 for all x, y, z E L and r E R. Since R is 2-torsion 
free , we have D([x, y], [x, z]) E Z(R) for all x. y, z E L. Substituting y for z, we 
get f ((x, y]) = D([x, y], (x, y]) E Z(R) for all x, y E L. Using (4.4.41), we have 
x o y E Z(R) for all x, y E L. Hence by Lemma 4.4.2 L C Z(R). Similarly we can 
prove the result if f ([x, y]) + x o y E Z(R) for all x, y E L. 
Theorem 4.4.19 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R — + R be a symmetric biadditive mapping and f be the 
trace of D. If f (x 0 y) [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f (x o y) — [x, y] E Z(R) for all x, y E L. 	 (4.4.43) 
Replacing y by y + z in (4.4.43), we have f (x o y + x o z) — [x, y] — [x, z] E Z(R) i.e. 
f (x o y) + f (x o z) + 2D(x o y, x o z) — [x, y] — [x, z] E Z(R) for all x, y, z E L. Using 
(4.4.43), we get 
2D(x o y, x o z) E Z(R) for all x, y, z E L. 	 (4.4.44) 
Substituting y for z in (4.4.44) and using the fact that R is 2-torsion free, we find 
f (x o y) E Z(R) for all x, y E L. 	 (4.4.45) 
In view of (4.4.45), (4.4.43) yields that [x, y] E Z(R) for all x, y E L. Thus we get 
[L, L] C Z(R) and by Lemma 4.4.1 L C Z(R). Similarly one can prove the result if 
f ([x, y]) + [x, y] E Z(R) for all x, y E L. 
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Theorem 4.4.20 Let R be a 2-torsion free seniiprime ring and L be a nonzero 
square closed Lie ideal of R. Let D: R x R --+ R be a symmetric biadditive map-
ping and f be the trace of D. If f (xo y)~xoy E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f (x o y) — x o y E Z(R) for all x, y E L. 	 (4.4.46) 
Replacing y by y + z in (4.4.46), we have f (x o y + x o z) — x o y— x o z E Z(R) for 
all x,y,z E L. This implies that 
f(xoy)+f(xoz)+2D(xoy,xoz)—xoy—xoz E Z(R) for all x,y,z E L. (4.4.47) 
Using (4.4.46), we obtain 
2D(x o y, x o z) E Z(R) for all x, y, z E L. 	 (4.4.48) 
Since R is 2-torsion free, (4.4.48) yields that 
D(x o y, x o z) E Z(R) for all x, y, z E L. 	 (4.4.49) 
In particular, if we substitute y for z in (4.4.49), then we have f (x o y) E Z(R) for 
all x, y E L. Again using (4.4.46), we get x o y E Z(R) for all x E L. Thus ap-
plication of Lemma 4.4.2 completes the proof. Similarly we can prove the result if 
f(xoy)+xoyEZ(R) forallx,yEL. 
Theorem 4.4.21 Let R be a 2-torsion free seniiprime ring and L be a nonzero Lie 
ideal of R. Let D: R x R --+ R be a symmetric biadditive mapping and f be the 
trace of D. If f (x) o f (y) [x, yl E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose 
f (x) o f (y) — [x, y} E Z(R) for all x,y E L. 	(4.4.50) 
Replacing y by y + z in (4.4.50), we get f (x) o f (y) + f (x) o f (z) + 2f(x)  o D(y, z) -
[x, y] — [x, z] E Z(R) for all x, y, z E L. Using (4.4.50) we obtain 
2(f (x) o D(y, z)) E Z(R) for all x,y,z E L. 	 (4.4.51) 
99 
Substituting y for z in (4.4.51), we get 2(f (x) o f (y)) E Z(R) for all x, y E L. Since 
R is 2- torsion free, we have 
f (x) o f (y) E Z(R) for all x, y E L. 	 (4.4.52) 
In view of (4.4.50), (4.4.52) yields that [x, y] E Z(R) for all x, y E L. Hence Lemma 
4.4.1 completes the proof. The proof is similar if f (x) o f (y) + [x. yl E Z(R) for all 
E L. 
Theorem 4.4.22 Let R be a 2- torsion free serniprime ring and L be a nonzero 
square closed Lie ideal of R. Let D: R x R —a R be a symmetric biadditive map-
ping and f be the trace of D. If f (x) o f (y) T xy E Z(R) for all x, y E L, then 
L C Z(R). 
Proof Suppose 
f (x) o f (y) — [x, y] E Z(R) for all x, y E L. 	(4.4.53) 
Replacing y by y + z in (4.4.53), we get 
1(x) of(y)   + 1(x) o 1(z) + 2J(x)  o D(y, z) — [x, y] — [x, z] E Z(R) for all x, y, z E L. 
(4.4.54) 
In view of (4.4.53), (4.4.54) yields that 
2(1(x) o D(y, z)) E Z(R) for all x, y, z E L. 	(4.4.55) 
In particular, we have 2(f (x) o D(y, y)) = 2(f (x) o f (y)) E Z(R) for all x, y E L. 
Since R is 2-torsion free and using (4.4.53), we obtain [x, y) E Z(R) for all x, y E L. 
Application of Lemma 4.4.1, we get the required result. 
Theorem 4.4.23 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R —a R be a symmetric biadditive mapping and f be the 
trace of D. If f (x o y) f (y) (x, y] E Z(R) for all x, y E L, then L C Z(R). 
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Proof Suppose that 
f (x o y) – f (y) – (:r, yl E Z(R) for all x, y E L. 	(4.4.56) 
Replacing y by y + z in (4.4.56), we get f (x o y) + f (x o z) + 2D(x o y, x o z) – f (y) -
f (z) – 2D(y, z) – [x, y] – (x, z] E Z(R) for all x, y. z E L. Using (4.4.56), we have 
2(D(x o y, x o z) – D(y, z)) E Z(R) for all x, y. z E L. Substituting y for z and using 
the fact that R is 2-torsion free, we get 
	
f (x o y) – f (y) = D(x o y, x o y) – D(y, y) E Z(R) for all x, y 	E L. 	(4.4.57) 
In view of (4.4.57), (4.4.56) yields that [x, y] E Z(R) for all x, y E L i.e. (L, LJ C Z(R). 
Using Lemma 4.4.1, we have L C Z(R). Similarly we can prove the theorem if 
f(xoy)+ f(y)+(x,yjE Z(R) forallx,yE L. 
Theorem 4.4.24 Let R be a 2-torsion free semiprime ring and L be a nonzero 
square closed Lie ideal of R. Let D : R x R —a R be a symmetric biadditive map-
ping and f be the trace of D. If f (x o y) T f (y) T x o y E Z(R) for all x, y E L, then 
L C Z(R). 
Proof Suppose that 
f(xoy)– f(y)–xoyEZ(R) forallx,yEL. 	(4.4.58) 
Replacing y by y + z in (4.4.58) we have f( o y) + f (:c o z) + 2D(r: o y,;r o z) – f (y) -
f (z) – 2D(y, z) – r o y – x o z E Z(R) for all x, y, z E L. Using (4.4.58), we obtain 
2(D(x o y, x o z) – D(y, z)) E Z(R) for all x, y, z E L. 	(4.4.59) 
Substitute y for z in (4.4.59) and using 2-torsion freeness of R, we have 
D(xoy,xoy) – D(y,y) = f(xoy) –1(y)  E Z(R) for all x,y E L. 	(4.4.60) 
In view of (4.4.60), (4.4.58) yields that xoy E Z(R) for all x,y E L. Hence application 
of Lemma 4.4.2 completes the proof. 
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Theorem 4.4.25 Let R be a 2-torsion free serruprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R .-- R be a symmetric biadditive mapping and f be the 
trace of D. If f (x o y) f (xy) [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose that 
f (x o y) — f (xy) — (x, y] E Z(R) for all x, y E L. 	(4.4.61) 
Replace y by y+ z in (4.4.61) to get f (x o y) + f (x o z) + 2D(x o y, x o z) — f (xy) -
f (rz) — 2D(xy, xz) — [x, y] — (x, z] E Z(R) for all x, y, z E L. In view of (4.4.61) last 
relation yields that 2(D(x o y, x o z) — D(xy, xz)) E Z(R) for all x, y, z E L. Since R 
is 2-torsion free, we have D(x o y, x o z) — D(xy, xz) E Z(R) for all :v. y, z E L. Substi-
tuting y for z, we obtain f (x o y) — f (xy) E Z(R) for all x, y E L. Using (4.4.61), we 
have [x, y] E Z(R) for all x, y E L i.e. [L, L] C Z(R). An application of Lemma 4.4.1 
completes the proof. The proof is same for the case f (x o y) + f (xy) + [x, y] E Z(R) 
for all x, y E L. 
Theorem 4.4.26 Let R be a 2-torsion free semiprizne ring and L be a nonzero square 
closed Lie ideal of R. Let D: R x R - + R be a symmetric biadditive mapping and 
f be the trace of D. If f (xoy)~ f (xy)Txoy E Z(R) for all x,y E L, then L C Z(R). 
Proof Suppose that 
f (x o y) — f (xy) — x o y E Z(R) for all x, y E L. 	(4.4.62) 
Replacing y by y + z in (4.4.62), we have f (x o y) + f (x o z) + 2D(x o y, x o z) -
f (xy) — f (xz) — 2D(xy, xz) — x o y — x o z E Z(R) for all x, y, z E L. Application of 
(4.4.62) yields that 2(D(x o y, x o z) — D(xy, xz)) E Z(R) for all x, y, z E L. Since 11 
is 2-torsion free, we have D(x o y, x o z) — D(xy, xz) E Z(R) for all x, y, z E L. If we 
substitute y for z, then. we find f (x o y) — f (xy) for all x, y E L. In view of (4.4.62), 
we get x o y E Z(R) for all x, y E L. This implies that L C Z(R) by Lemma 4.4.2. 
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Theorem 4.4.27 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --a R be a symmetric biadditive mapping and f be the 
trace of D. If f(x)f(y)  [x, y] E Z(R) for all x, y E L, then L C Z(R). 
Proof Suppose 
	
f(x)f(y)  — [x, y] E Z(R) for all x, y E L. 	 (4.4.63) 
Substituting y + z for y in (4.4.63), we have 
f (x) f (y)+ f (x) f (z)+2 f (x)D(y, z) — [x, y] — [x, zJ E Z(R) for all x, y, z E L. (4.4.64) 
Using (4.4.63), we find 
2f (x)D(y, z) E Z(R) for all x, y, z E L. 	 (4.4.65) 
Since R is of 2-torsion free, we have 
f (x)D(y, z) E Z(R) for all x, y, z E L. 	 (4.4.66) 
In particular if we replace z by y in (4.4.66), then 
f(x)f(y)  E Z(R) for all x, y E L. 	 (4.4.67) 
Comparing (4.4.67) and (4.4.63), we obtain [x, y] E Z(R) for all x, y E L i.e. [L, L] C 
Z(R). Application of Lemma 4.4.1 completes the proof. The proof is same for the 
case f(x)f(y)  + [x, y) E Z(R) for all x, y E L. 
Theorem 4.4.28 Let R be a 2-torsion free semipriroe ring and L be a nonzero Lie 
ideal of R. Let D : R x R —a R be a symmetric biadditive mapping and f be the 
trace of D. If f(z)f(y)  T [y, x) E Z(R) for all x, y E L, then L C Z(R). 
Proof The proof runs on the parallel lines as those of Theorem 4.4.27. 
Theorem 4.4.29 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R —f R be a symmetric biadditive mapping and f be the 
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trace of D. If f(x)f(y) T xy E Z(R) for all x, y E L, then L C Z(R). 
Proof Let 
f (x) f (y) — xy E Z(R) for all x, y E L. 	 (4.4.68) 
Substituting y + z for y in (4.4.68), we have 
f(x)f(y)  + f(x)f(z)  + 2f (x)D(y, z) — xy — xz E Z(R) for all x, y, z E L. (4.4.69) 
Applying (4.4.68), we obtain 
2f (x)D(y, z) E Z(R) for all x, y, z E L. 	 (4.4.70) 
Since R is 2-torsion free, we have 
f (x)D(y, z) E Z(R) for all x, y, z E L. 	 (4.4.71) 
In particular if we replace z by y in (4.4.71) and using (4.4.68), we find 
f(x)f(y)  E Z(R) for all x, y E L. 	 (4.4.72) 
This implies that xy E Z(R) and hence [x, y] = xy — yx E Z(R) for all x, y E L. An 
application of Lemma 4.4.1 completes the proof. Similarly we can prove the theorem 
if f(x)f(y)  + xy E Z(R) for all x, y E L. 
Theorem 4.4.30 Let R be a 2-torsion free semiprime ring and L be a nonzero Lie 
ideal of R. Let D : R x R --~ R be a symmetric biadditive mapping and f be the 
trace of D. If f(x)f(y)  yx E Z(R) for all x, y E L, then L C Z(R). 
Proof The proof runs on the parallel lines as those of Theorem 4.4.29. 
Chapter 5 
Characterizations of commuting 
derivations 
5.1 Introduction 
In [581, Herstein determined the structure of a prime ring R admitting a nonzero 
derivation d such that the values of d commute, that is for which d(x)d(y) = d(y)d(x) 
for all x, y E R. Perhaps even more natural might be the question of what can be said 
on a derivation when elements in a prime ring commute with all values of a nonzero 
derivation. Herstein [591 addressed this question by proving the following result: if d 
is a nonzero derivation of a prime ring R and a Z(R) such that [d(x), a] = 0 for 
all x E R, then R has characteristic two, az E Z(R) and d(x) = [Aa, x] for all x E R 
and A E C, the extended centroid of R. Further Bresar 1331 gave a description of 
derivations d, g and h of a prime ring R satisfying d(x) = ag(x) + h(x)b for all x E R, 
where a, b are fixed elements of R. 
Recently Albas and Nurcan [1] showed that if R is a noncommutative prime 
ring and F is a generalized derivation with associated derivation d of R and for 
all x E R, [F(x), a] = 0, then either a E C or there exists A, 1/ E C such that 
F(x) = ix + .\(ax + xa) for all x E R. Further Aydin [22] proved the result in case 
of a nonzero ideal of R. In Section 5.2 we establish the result in the setting of a 
one sided ideal R, which states that if I is a nonzero left ideal of a prime ring R 
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admitting a generalized derivation F with associated derivation d such that for a E I; 
a 0 Z(R), [F(x), a] = 0 (or F([x, a]) = 0) for all x E I, then either R is commutative 
or d(a) E Z(R.) provided that the right annihilator of I that is A,(I) _ (0). 
In Section 5.3, we consider a pair of generalized derivations (Ed), (G, g) satis-
fying F(x)G(g) = G(x)F(y) for all x, y E 1, a left ideal of a prime ring R and show 
that g(x) can be expressed as g(x) = Ad(x), A e C, the extended centroid of R. 
Finally we investigate that a symmetric biderivation D of a prime ring R of 
characteristic not two with trace f which is commuting on a left ideal I of R is of the 
form D (x, y) = )4x, ,j for all x, y E I, A E C. 
5.2 Characterization of commuting generalized deriva- 
tions 
In [22], Aydin proved the following: Let R be a noncommutative prime ring, 
I a nonzero ideal of R such that a E I; a ¢ Z(R) and F be a generalized deriva-
tion of R with associated derivation d. Then [F(x), a] = 0 for all x E I if and only 
if F([x, a]) = 0 for all x E I. We extend the result for a one sided ideal of a prime ring. 
Theorem 5.2.1 Let R be a prime ring and F be a generalized derivation of R with 
associated derivation d. Let I be a nonzero left ideal of R and U j4 a E I such that 
a Z(R) and A(l) = 0. Then [F(x), a] = 0 for all x E I if and only if F([x, a]) = 0 
for all x € I. 
Proof We have [F(x), a] =0 for all x E 1. Replacing x by xy, we get 
F(x)[y,a]+[F(:c), a]y + x[d(y), a] + 	a]d(y)=0 for all x, y El. 	(5.2.1) 
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This implies that 
F(x)[y, a] + x[d(y), aJ + [x, a]d(y) = 0 for all x. y E I. 	(5.2.2) 
Substituting a for y in (5.2.2), we have 
x[d(a), a] + [x, a]d(a) = 0 for all x E 1. 	 (5.2.3) 
Replacing x by rx in (5.2.3), we have 
[r, a]xd(a) = 0 for all x E I, r E R. 	 (5.2.4) 
Substitute rs for r in (5.2.4) to get 
[r, a]Rxd(a) = 0 for all x E 1, r E R. 	 (5.2.5) 
Since a is not in the centre of R, there exists some r E R with [r, a] 0 0. So using 
the fact that R is prime we have xd(a) = 0, for all x E I. Since F is a generalized 
derivation with associated derivation d, we have 
F(xa) = F(x)a + xd(a) = F(x)a for all x E 1. 	 (5.2.6) 
Replacing x by rx in (5.2.2), we find that 
F( rx)(y,a]+rx[d(y),a]+r[x,a]d(y)+(r,a]xd(y) = 0 for all x,y E I, r E R. (5.2.7) 
Substituting a for r in (5.2.7), we obtain 
F(ax)[y, a] + a(x[d(y), a] + [x, a]d(y)) = 0 for all x, y E 1. 	(5.2.8) 
Comparing (5.2.2) and (5.2.8), we get 
(F(ax) — aF(x))[y, a] = 0 for all x, y E 1. 	 (5.2.9) 
Replacing y by yz in (5.2.9), we have 
(F(ax) — aF(x))z[y, a] = 0 for all x, y, z E 1. 	 (5.2.10) 
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Replacing z by rz in (5.2.10), we obtain 
(F(ax) — aF(x))Rz[y, a] = 0 for all x, y, z E 1. 	(5.2.11) 
Arguing as above, we have either F(ax) — aF(x) = 0 or z[y, a] = 0 for all x, y, z E I. 
If z[y. a] = 0 for all x, y, z E I, then [y, a] = 0 for all y E 1, since A,(1) = 0. Thus 
a E Z(R) which is a contradiction. Hence we have 
	
F(ax) = aF(x) for all x E 1. 	 (5.2.12) 
Using (5.2.6) and (5.2.12) we get F([x, a]) = F(xa) — F(ax) = F(x)a — aF(x) _ 
[F(x), a] = 0 for all x El. 
Now consider F([x, a]) = 0 for all x E I and replace x by xy to get 
F(x[y, a] + [x. a]y) = 0 for all x E I. 	 (5.2.13) 
Substitute a for y in (5.2.13) to obtain 
F([x,a]a)=0 for all xE1. 	 (5.2.14) 
This implies that 
[x,a]d(a)=0 forallxE1. 	 (5.2.15) 
Replacing x by rx in (5.2.15), we have 
[r, a)Rxd(a) = 0 for all x E 1, r E R. 	 (5.2.16) 
Since a 0 Z(R), there exists some r E R with [r, a) # 0. So using the fact that R is 
prime we have that xd(a) = 0 for all x E I. Since F is a generalized derivation with 
associated derivation d, we have 
F(xa) = F(x)a + xd(a) = F(x)a for all x E 1. 	(5.2.17) 
Simplifying (5.2.13), we find 
F(x)[y, a] + xd([y, a)) + [x, a]d(y) = 0 for all x, y E I. 	(5.2.18) 
Replacing x by rx in (5.2.18), we get 
F(rx)[y, a]+rxd([y, a])+rlx, a]d(y)+[r, a]xd(y) = 0 for all x, y E 1, r E R. (5.2.19) 
Substituting a for r in (5.2.19) we arrive 
F(ax)[y, a] + a(xd([y, a]) + [x, a]d(y)) = 0 for all w, y E 1. 	(5.2.20) 
Comparing (5.2.20) and (5.2.18), we get 
(F(ax) — aF(x))[y, a] = 0 for all x, y E I. 	 (5.2.21) 
Replacing y by zy in (5.2.21), we have 
(F(ax) — aF(x))Rz[y, a] = 0 for all x, y, z E I. 	(5.2.22) 
Arguing in the similar manner as we have done earlier, we have either F(ax)—aF(x) = 
0 for all x E I or z[y, a] = 0 for all x, y, z E I. This implies that F(ax) — aF(x) = 0 
for all x E I. i.e. 
F(ax) = aF(x) for all x E I. 	 (5.2.23) 
Using (5.2.17) and (5.2.23) we have 0 = F([x, a]) = F(xa)—F(ax) = F(x)a—aF(x) = 
[F(x), a] for all x El. 
Recently Albas and Nurcan [1] obtained that if R is a noncommutative prime ring 
and d is a derivation of R such that for all x, y E R [d(x), a] = 0, then either a E C 
or there exists A, r1 E C, the extended centroid of R such that d(x) = 7p. + A(ax + xa) 
for all x E R. More recently Aydin [22] extended the result to a nonzero ideal of R, 
by proving that if R is a noncommutative prime ring, I is a nonzero ideal of R and 
F is a generalized derivation of R with associated derivation d such that for a E R; 
a 0 Z(R), [F(x), a] = 0 for all x E I, then d(x) = \[x, a] for all x E 1. 'Motivated by 
the aforementioned results we prove the following: 
Theorem 5.2.2 Let R be a prime ring and F be a generalized derivation of I? with 
associated derivation d. Let I be a nonzero left ideal of R such that A,(I) = (0) and 
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a E I. If a Z(R) and (F(x), a] = 0 (or F((x, a]) = 0), then either R is commutative 
or d(a) E Z(R). 
Proof We have [F(x), a) = 0 for all x E I. Replacing x by xy we obtain 
(5.2.24) F(x)[y,a) + x[d(y),a] + [x,a]d(y) = 0 for all x,y E 1. 
Again replacing x by rx in (5.2.24) and using (5.2.24) we arrive 
F(rx) [y, a] — rF(x) [y, a] + [r, a]xd(y) = 0 for all x, y E 1, r E R 
Substituting a for y in (5.2.25), we have 
[r, a]xd(a) = 0 for all x E 1, r E R. 
Replacing r by rs in(5.2.26) we have 
[r, a]Rxd(a) = 0 for all x E 1, r E R. 
(5.2.25) 
(5.2.26) 
(5.2.27) 
Primeness of R yields that either [r, al = 0 or xd(a) = 0 for all x E 1, r E R. Since 
a 0 Z(R), we have xd(a) = 0 for all x E 1. Thus we have [x, y]d(a) = 0 for all 
x, y E I. Replacing y by ry, we get 
[x, r]yd(a) = 0 for all x, y E I. r E R. 	 (5.2.28) 
Again replacing r by rs, we find 
[x, r]Ryd(a) = 0 for all x, y E 1, r E R. 	 (5.2.29) 
Substitute yz for y to obtain 
[x, r]Ryzd(a) = 0 for all x, y, z E I, r E R. 	(5.2.30) 
Right multiplying by z in (5.2.29), we have 
(x, r]Ryd(a)z = 0 for all x, y, z E I, r E R. 	(5.2.31) 
110 
Subtracting (5.2.30) and (5.2.31), we get 
[x, r]Ry[d(a), z] = 0 for all x, y, z E 1, r E R. 	(5.2.32) 
Since R is prime, we have either d(a), zj = 0 or (x, r] = 0 for all x, y, z E I and for 
all r E R. Since right annihilator of I is zero, we obtain [d(a), z) = 0, for all z E I 
and hence d(a) E Z(1) C Z(R) by Lemma 2.2.3. Later yields that I C Z(R) and 
hence R is commutative. 
5.3 Characterization of a pair of generalized deriva-
tions 
A well known result of Martindale [91] states that if R is a prime ring and 
a, b E R satisfy axb = bxa for all x E R. then a and b are linearly dependent over C, 
the extended centroid of R. This was first proved for primitive rings by Atnitsur [11. 
Lemma 6] and subsequently generalized to prime rings by Martindale [91, Theorem 
1]. This result has been proved to be a very useful tool in the study of prime rings. 
Therefore, it is interesting to consider the above mentioned identity in some other 
rings. Bresar [35] extended Martindale's result to semiprime rings R establishing the 
following: Let S be a set and R be a semiprime ring. If functions f and g of S into 
R satisfy f (s)xg(t) = g(s)x f (t) for all s, t E S and x E R, then there exist mutually 
orthogonal idempotents E1, E2i E3 E C with sum E1 + E2 + E3 = 1; E l f (s) = AE l g(s) for 
some invertible element A E C, E,E;  = 0 for i j, &g(s) = 0 and E3 f (s) = 0 for all 
s E S. 
Theorem 5.3.1 [35, Theorem 3.1] Let S be a set and R be a semiprime ring. If 
functions d and g of S into R satisfy d(s)xg(t) = g(s)xd(t) for all s, t E S and x E R, 
then there exist idempotents E1, E 2 , E3 E C and an invertible element A E C such that 
= 0, for i 0 j, E1+EZ+E3 = 1 and E1d(s) = Aflg(S), Eyg(s) = 0, f3d(s) = 0 for all 
s E S. 
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The following Theorem due to Nurcan is a generalization of a result of Bresar et. 
al. [34, Lemma 3.2]. 
Theorem 5.3.2 [13, Lemma 4.2] Let R be a prime ring and S be any subset of R. 
If functions f, g, h : S --* R satisfy f (x)yg(t) = h(x)y f (z) for all x, y, z E S and 
f # 0, then h(x) = g(x) = Af (x) for some A in the extended centroid C of R. 
Further in (331, Bresar proved that if R is a prime ring and d, g are derivations of 
R satisfying d(x)g(y) = g(x)d(y) for all x,y E R, then there exists A E C such that 
g(x) = Ad(x) for all x E R. Motivated by the result of Bresar we investigate a pair of 
generalized derivations (F, d), (G, g) satisfying F(x)G(y) = G(x)F(y) for all x, y E R 
and prove the following: 
Theorem 5.3.3 Let R be a semiprime ring and (F, d) and (C,9) be generalized 
derivations of R. If F(x)G(y) = G(x)F(y) for all x, y E R, then there exist idem-
potents f 1, E2 i E3 E C and an invertible element A E C such that E;Ej = 0, for i # j, 
Ei + E2 + E3 = 1 and Eld(s) = AElg(S), E2g(S) = 0, €3d(s) = 0 for all s E R. 
Proof We have 
F(x)G(y) = G(x)F(y) for all x, y E R. 	 (5.3.1) 
Replacing y by yz in (5.3.1) to get 
F(x)G(y)z + F(x)yg(z) = G(x)F(y)z + G(x)yd(') for all x, y, z E R. 	(5.3.2) 
Comparing (5.3.1) and (5.3.2) , we have 
F(x)yg(z) = G(x)yd(z) for all x, y, z E R. 	 (5.3.3) 
Substituting xu for x in (5.3.1) and using (5.3.1), we get x(d(u)yg(z) —g(u)yd(z)) = 0 
for all u, x, y, z E R. Since R is semiprime, we obtain 
d(u)yg(z) = g(u)yd(z) for all u, y, z E R. 	 (5.3.4) 
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Application of Theorem 5.3.1 yields that there exist idempotents E1, E2, E3 E C and 
an invertible element A E C such that cc 	0, for i , j, €t + E2 + Ea = 1 and 
€1d(r) = 4r.1g(r), €2g(r) = 0, €d(r) = 0 for all r E R. 
Theorem 5.3.4 Let R be a prime ring and I be a nonzero left ideal of H such 
that A,.(1) = 0. Let (F, d), (G, g) be generalized derivations of R with d # 0. If 
F(x)G(y) = G(x)F(y) for all x, y E I. then g(x) = Ad(x), .\ E C, the extended 
centroid of R. 
Proof We have 
F(x)G(y) = G(x)F(y) for all x, y E 1. 	 (5.3.5) 
Replace y by yz in (5.3.5) to get 
F(x)G(y)z + F(x)yg(z) = G(x)F(y)_ + G(x)yd(z) for all x, y, z E 1. 	(5.3.6) 
Comparing (5.3.5) and (5.3.6), we have 
F(x)yg(z) = G(x)yd(z) for all x, y. z E I. 	 (5.3.7) 
Substituting yx for x in (5.3.7) and using (5.3.7), we get y(d(x)yg(z) —g(x)yd(z)) = 0 
for all x, y. z E 1. Since A,.(1) = 0, we obtain 
d(x)yg(z) = g(x)yd(z) for all x, y, z E 1. 	 (5.3.8) 
Using Theorem 5.3.2, we have g(x) = Ad(x) for all x E I. 
5.4 Characterization of commuting traces of bideriva-
tions 
Bell and Daif 128, Theorem 1, Theorem 2) proved that if R is a semiprime ring 
admitting a derivation d such that (d(x), d(y)) = d((x, y)) for all :r, y E 1, a nonzero 
left ideal of R such that A,(1) = 0, then I C Z(R). Nurcan 113, Theorem 3.10) 
investigated that if for all x, y E I, a nonzero ideal of /I either ld(x), d(y)) = d((x, y)) 
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or [d(x), d(y)] = d([y, x]), then d is commuting on I. Further, if d(I) # 0, then R 
has a nonzero central ideal. Motivated by these observations, we prove that if R is a 
prime ring and D is a symmetric biderivation on R with trace f satisfying either of 
the conditions [f (x), f (y)] = f ([x, y]) and [f (x), f (y)) = f ([y, x]) for all x, y E R, then 
there exist idempotents E1, e2, E3 E C, the extended centroid of R such that c;c, = 0, 
for i # j, c l + c2 + E3 = 1 and c i f(x)  = Ac i [ f (x), x] where .A is an invertible element 
inC,E2[f(x),x]=0,E3f(x)= 0forallxER. 
Theorem 5.4.1 Let R be a 2-torsion free semiprime ring admitting a symmetric 
biderivation D with trace f.  If for all x, y E R either [f (x), f (y)] = f ([x, y]) or 
[f (x), f (y)] = f ([y, x]), then there exist idempotents 61 , E2i E3 E C such that E;c j = 0, 
for i # j, c, + E2 + E3 = 1 and t i f (x) = AE1 [f (x), x] where A is an invertible element 
in C, e2[ f (x), x] = 0, €3f(x) = 0 for all x E R. 
Proof Suppose that 
[f (x), f (y)] — f ([x, y]) = 0 for all x, y E R. 	 (5.4.1) 
Replacing y by y + z in (5.4.1), we have if (x), f (y)] -- [f (x), f (z)] + 2[f (x), D(y, z)] — 
f ([x, y]) — f ([x, z]) — 2D([x, y], [x, z]) = 0 for all x, y, z E R. Using (5.4.1), we obtain 
2([f (x), D(y, z)] — D([x, y], [:r, z])) = 0 for all a, y, z E R. 	(5.4.2) 
Again replacing y by yz in(5.4.2) and using 2-torsion freeness of R, we get 
y[f (x), f (z)] + [f (x), y]f (z) + D(y , z)[f (x), z] 
+[f (x), D(y , z)]z — yf ([x, z)) — D(y, [x, °])[x ,  z] 	 (5.4.3) 
—[x, y]D(z, [x, z]) — D([x, y], [x, z])z = 0 for all x, y, z E R. 
In view of (5.4.1), (5.4.3) yields that 
[f (x) , y]f (z) + D(y,  z)[f (x), z] + [f (x), D(y, z)]z — D(y, [x , z])[x ,  z] 	(5.4.4) 
—[x, y]D(z, [x, z]) — D([x, y], [x, z])z = 0 for all x, y, z E R. 
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Substitute x for z in(5.4.4) and use (5.4.2) to get 
[f (x), y] f (x) + D(y, x)[f (x), x] = 0 for all x, y, z E R. 	(5.4.5) 
Replacing y by xy in (5.4.5), we find [1(x),  x]y f (x)+f (x)y[ f (x), x] = 0 for all x, y E R. 
Using Theorem 5.3.1, there exist idempotents E1, €2, E3 E C such that E,E, = 0, for 
i # j, E1 + E2 + E3 = I and E1f(x)  = A€1[f (x), x] where A is an invertible element in 
C and hence f 2 [ f (x), x) = 0, €3f(x) = 0 for all x E R. 
The following theorem gives a characterization of a symmetric biderivation D of 
a prime ring R with trace f commuting on a left ideal of R. 
Theorem 5.4.2 Let R he a prime ring of characteristic different from two and I be 
a nonzero left ideal of R. Let D be a symmetric biderivation of R with nonzero trace 
f. If f is commuting on I, then there exists A E C, the extended centroid of R such 
that D(., y) = )t[z, y] for all y, z E I. 
Proof Suppose that 
[f (x), x] = 0 for all x E 1. 	(5.4.6) 
Linearization yields that 
[f (x), x]+[f (y), x]+2[D(x, y), x]+[f (x), y]+[f (y), y]+2[D(x, y), y] = 0 for all x, y E I. 
(5.4.7) 
In view of (5.4.6), (5.4.7) reduces to 
[f (y), x] + 2[D(x, y), x] + [f (x), y] + 2[D(x, y), y] = 0 for all x, y E I. 	(5.4.8) 
Substitute —y for y in (5.4.8) to get 
[f (y), x] — 2[D(x, y), x] — [f (x), y] + 2[D(x, y), y] = 0 for all x, y E 1. 	(5.4.9) 
Adding (5.4.8) and (5.4.9) and using the fact that R is not of characteristic two, we 
have 
[f (y), x] + 2[D(x., y), y] = 0 for all x, y E 1. 	 (5.4.10) 
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Replacing x by xz in (5.4.10), we find 
+2D(x, y)[z, y} + 2[D(x. y), ylz = 0 for all x, y, z E l. 
	 (5.4.11) 
Using (5.4.10), (5.4.11) yields that 
2D(x, y)[z, y] + 2[x, y}D(z, y) =0 for all x, y, z E l. 	(5.4.12) 
Again replacing x by zx in (5.4.12) and since R is of characteristic not two, we have 
D(z, y)x[z, y] + jz, y]xD(z, y) = 0 for all x, y, z E I. 	(5.4.13) 
By application of Theorem 5.3.2, we get D(z, y) = A[z, yj for all y, z E I and A E C. 
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