Consider the blow-up X of P 3 at 6 points in very general position and the 15 lines through the 6 points. We construct an infinite-order pseudo-automorphism φX on X, induced by the complete linear system of a divisor of degree 13. The effective cone of X has infinitely many extremal rays and hence, X is not a Mori Dream Space. The threefold X has a unique anticanonical section which is a Jacobian K3 Kummer surface S of Picard number 17. The restriction of φX on S realizes one of Keum's 192 infinite-order automorphisms of Jacobian K3 Kummer surfaces. In general, we show the blow-up of P n (n ≥ 3) at (n + 3) very general points and certain 9 lines through them is not Mori Dream, with infinitely many extremal effective divisors. As an application, for n ≥ 7, the blow-up of M 0,n at a very general point has infinitely many extremal effective divisors.
Introduction
We consider the blow-ups of the projective space P 3 at points and lines. We work over the complex numbers. Define:
• u : Y → P 3 to be the successive blow-up of P 3 at 6 points p 0 , · · · , p 5 in (very) general position, and the proper transforms of the 9 lines p i p j labeled by (ij) ∈ I = {03, 04, 34, 12, 15, 25, 05, 13, 24};
• v : X → P 3 to be the successive blow-up of P 3 at p 0 , · · · , p 5 and the proper transforms of all the 15 lines p i p j .
The configuration of the 9 lines blown-up to get Y is best shown in Figure 1 . A birational map f : Y Y is called a pseudo-automorphism if there are open sets U and V in Y such that f : U → V is an isomorphism, and the codimensions of Y \U and Y \V in Y are at least 2. The main construction of this paper is an infinite-order pseudo-automorphism φ of Y . Let E i and E ij be the exceptional divisors of the blow-ups Y and X over the points p i and lines p i p j . Let H := u * O P 3 (1). Then the Picard group of Y is freely generated by H, E i and E ij . Consider the following divisor class over Y (and X):
We point out D is fixed by the action of S 3 on the ordered pairs of the six points {(5, 0), (1, 3), (2, 4)}. That is, the action which permutes the vertical edges of the prism in Figure 1 while keeping their directions. Let φ D be the rational map Y P N induced by the complete linear system |D|, where N = dim|D|.
Recall that Mori Dream Spaces are introduced by [HK00] (See Section 2 for definition and properties). The effective cone of a Mori Dream Space is rational polyhedral, with a chamber decomposition which determines its birational geometry. We have the following results:
Theorem 1.1. For very general six points p 0 , · · · , p 5 :
(1) The linear system |D| has dimension 3; hence φ D : Y P 3 . (2) There exist 6 points q 0 , · · · , q 5 in the target copy of P 3 which are projectively equivalent to p 0 , · · · , p 5 . That is, there exists M ∈ PGL(4) such that M p i = q i for i = 0, · · · , 5. Blowing up the 6 points q i and the corresponding 9 lines q i q j for (ij) ∈ I induces a pseudo-automorphism φ : Y Y . Blowing up q i and all the 15 lines q i q j induces a pseudo-automorphism φ X : X X.
(3) The pseudo-automorphisms φ and φ X are of infinite order. (4) The effective cone Eff(Y ) of Y has infinitely many extremal rays, including the rays spanned by F k := (φ −1 ) k (E 03 ), k ≥ 1. Hence Eff(Y ) is not rational polyhedral, and Y is not Mori Dream. Same results for X.
We note that the question whether X is a Mori Dream Space was proposed by John Ottem.
The divisor class D and the pseudo-automorphism φ are related to Keum's automorphisms of Jacobian K3 Kummer surfaces. A Kummer surface Kum(A) is the quotient of an abelian surface A under the involution ι : A → A, a → −a. The set of order-2 points on A, denoted by A[2], has 16 elements. The surface Kum(A) is singular with 16 nodes over A [2] . The minimal desingularization of Kum(A) is a K3 surface K(A), which we refer to as the K3 Kummer surface associated with A. We say K(A) is of Jacobian type if A ∼ = J(C) is the Jacobian variety of a smooth genus 2 curve C.
In our context, the key fact is that X has a unique anticanonical section S which is a smooth K3 Kummer surface of Jacobian type, with Picard rank ρ(S) = 17, for very general six points p i in P 3 . Keum [Keu97] first constructed 192 infinite-order automorphisms of a Jacobian K3 Kummer surface S of Picard rank 17, each associated with one of 192 Weber Hexads, which are certain 6-element subsets of A[2] . If we denote by P sAut(X) the group of pseudo-automorphisms of X, then restricting to S induces a group homomorphism s : P sAut(X) → Aut(S), for the reason that S is K3 and is the unique anticanonical section of X. In fact, s(φ X ) is one of these 192 automorphisms:
Theorem 1.2. For very general six points p 0 , · · · , p 5 :
(1) X has a unique anticanonical section S, which is a Jacobian K3 Kummer surface with ρ(S) = 17.
(2) The restriction of φ X to S equals Keum's automorphism κ : S → S associated with the Weber Hexad H = {1, 2, 5, 12, 14, 23} (See Section 5).
(3) The inverse φ −1 X (and φ −1 ) is induced by the complete linear system of D where D := 13H − 5(E 1 + E 2 + E 5 ) − 7(E 0 + E 3 + E 4 )
− (E 03 + E 04 + E 34 ) − 4(E 05 + E 13 + E 24 ) − 3(E 12 + E 15 + E 25 ).
In particular, the restriction s(φ X ) of φ X to S is a different construction of Keum's automorphism κ.
We consider the birational automorphism ψ : P 3 P 3 induced by |D|. It turns out that ψ contracts exactly 9 distinct irreducible rational quartics Q α , indexed by α ∈ A := {0, 3, 4, 12, 15, 25, 05, 13, 24}. We refer to Section 6 for their divisor classes. Here we summarize the key features of these quartics and the divisor class D:
(1) Each Q α is unique in its divisor class when considered over Y or X (See Theorem 6.3).
(2) φ maps Q α birationally onto the exceptional divisor E α (Section 9 and Theorem 10.4). The birational map ψ also has a surprising interaction with the structure theory of Bir(P 3 ), the birational automorphism group of P 3 . A classical result by Max Noether and Castelnuovo [Cas01] says that Bir(P 2 ) is generated by PGL(3) and the standard Cremona σ 2 : [x : y : z] → [1/x : 1/y : 1/z]. The analogue is false for n ≥ 3, where Bir(P n ) is strictly larger than the subgroup G n := PGL(n + 1), σ n [Hud27] [Pan99] , and σ n is the standard Cremona of P n . One of the interesting subsets of the large group Bir(P n ) is the set H n of all f ∈ Bir(P n ) which only contracts rational hypersurfaces. It is known that G n ⊂ H n (See [BH14, §1] ). On the other direction, [BH14] proved that G n = H n when n ≥ 3 is odd over any field k, by giving examples of monomial birational maps which only contract rational hypersurfaces but not in G n when n is odd. They further gave a criterion [BH14, Thm. 1.4] (See Theorem 11.1) characterizing elements in G n , which we can apply to ψ and find: Theorem 1.3. Over C, ψ ∈ H 3 but ψ ∈ G 3 .
In general, we consider the successive blow-up of P n at points and lines. By [Muk01] and [CT06] , the blow-up of P n at r very general points p 1 , · · · , p r is a Mori Dream Space if and only if its effective cone is rational polyhedral, which in turn is equivalent to 1 n + 1 + 1 r − n − 1 > 1 2 .
various sections of D. Section 8 proves that the six points {q i } are projectively equivalent to {p i }, and the rational map ψ induced by |D| is birational. Section 9 shows that φ contracts none of the quartics Q α , and Section 10 shows that φ does not contract any exceptional divisors. Thus we finish the proofs of Theorem 1.1 and 1.2 in Theorems 10.4, 10.8, 10.10 and Corollary 10.6. Section 11 relates ψ to the birational automorphism group of P 3 and proves Theorem 1.3. Section 12 is the application to the blow-up of P n and M 0,n , where we prove Theorem 1.5 and 1.7.
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Preliminary on Birational maps and Mori Dream Spaces
2.1. Birational maps and pseudo-automorphisms. We work over C. Let X, Y be normal projective varieties. We say f is a pseudo-isomorphism (See [CC17, 2.2]) if f is birational and there exist Zariski open subsets U ⊂ X and V ⊂ Y such that (1) f | U : U → V is an isomorphism and (2) X\U and Y \V have codimension at least 2. For the case X = Y we say f is a pseudo-automorphism of X.
The indeterminacy locus Ind(f ) of f is defined to be X −U 0 where U 0 is the largest open subset of X on which f is defined. When X and Y are normal and projective, Ind(f ) of f has codimension ≥ 2. Then we can define the image f (Z) of a codimension 1 subvariety Z ⊂ X as the Zariski closure of f (Z\ Ind(f )). We say f contracts Z if the codimension of f (Z) in Y is at least 2. We recall the following result from [CC17]:
Y be a birational map. Then the following are equivalent:
(1) f is a pseudo-isomorphism.
(2) f and f −1 do not contract any divisors.
Given a birational map f : X Y , the Jacobian determinant det J(f )(x) of f at a point x ∈ X can be defined as the determinant of df x in some local coordinates. The value det J(f )(x) depends on the local coordinates, but whether det J(f )(x) = 0 does not. Furthermore, det J(f )(x) = 0 if and only if f is locally an isomorphism at x, or equivalently, f isétale at x. Therefore we can define the exceptional set of f as the subset of X where f is not defined or locally not an isomorphism.
In the special case when f : P n P n is a birational automorphism of P n , f is defined by [f 0 : · · · : f n ] for homogeneous degree d polynomials f i ∈ C[x 0 , · · · , x n ], with gcd(f 0 , · · · , f n ) = 1. In this case we have det J(f ) = det (∂f i /∂x j ) 0≤i,j≤n . Since f is birational, we must have det J(f ) ≡ 0 is a nonzero polynomial of degree at most m = (d − 1)(n + 1). When m ≥ 1, det J(f ) defines the exceptional set of f [Dol12, 7.1.4], which is a hypersurface of degree at most m, and is the union of all the irreducible hypersurfaces contracted by f .
Mori Dream Spaces.
A variety X is Q-factorial if for any Weil divisor D on X, there exists some integer m such that mD is Cartier. For instance, smooth varieties are Q-factorial. A small Q-factorial modification (SQM) of X is a rational map g : X X such that X is Q-factorial and g is an isomorphism in codimension 1.
(1) Pic(X) is finitely generated;
(2) Nef(X) is spanned by finitely many semiample divisors.
(3) There are finitely many SQMs g i : X X i such that each X i satisfies (1) and (2) above, and the movable cone Mov(X) is the union of g * i Nef(X i ).
By definition, if X is a Mori Dream Space, then any SQM X i of X is a Mori Dream Space. Later we will use the following result by Okawa [Oka16] . Suppose X and Y are normal, projective, Q-factorial varieties and f : X → Y is a surjective morphism. If X is a Mori Dream Space, then Y is also a Mori Dream Space.
Preliminary on K3 Kummer Surfaces
Kummer surfaces are classically defined as singular quartics in P 3 with 16 nodes. Here we adopt the following definition:
Definition 3.1. Let A be an algebraic abelian surface. Then the (singular) Kummer surface Kum(A) associated with A is the quotient A/ι where ι : A → A, a → −a is the involution.
An abelian surface A has exactly 16 order-2 points, which form a group A[2] ∼ = Z ⊕4 2 . Therefore Kum(A) is a singular surface with exactly 16 nodes. Now we have:
• π : S → Kum(A) is the minimal de-singularization of Kum(A). Then S is a smooth K3 surface. We call S the K3 Kummer surface associated with A.
Later we will always identify the 16 nodes in Kum(A) with A[2]. Blowing-up A at A[2] gives us a smooth surfaceS. Denote by π the blow-up π :S → A. Then there is a double cover f :S →S/ι ∼ = S, whereι is an automorphism ofS lifting ι, with fixed locus being the 16 exceptional divisors in S over the 16 nodes in Kum(A). We have the following commutative diagram: Moreover, if there are 16 disjoint smooth rational curves C i on the K3 surface S, then there exists an abelian surface A and π : S → Kum(A) such that π is the de-singularization at the 16 nodes with exceptional divisors C i .
Recall that a curve C on a K3 surface S is called a (−2)-curve if C is irreducible and C 2 = −2. A (−2)-curve C is necessarily isomorphic to P 1 , and h 0 (S, O S (C)) = 1. We briefly review the lattice theory on K3 surfaces. If S is a K3 surface, then H 2 (S, Z) ∼ = E 8 (−1) ⊕2 U ⊕3 is the K3 lattice (See [Huy16, §1, Prop 3.5]). The Picard lattice Pic(S) and the Neron-Severi lattice N S(S) coincide, and T (S) = N S(S) ⊥ is the transcendental lattice of S. Consequently, numerically equivalence on S is the same as linear equivalence, and any (−2)-curve C is unique in its numerical class.
We now return to
as the affine 4-space over F 2 . Then there are exactly 30 hyperplanes Γ in A[2], each containing 8 elements. We have:
We say a Kummer surface S associated with an abelian surface A is of Jacobian type if A = J(C) for some smooth genus 2 curve C. 
The unique anticanonical section is K3 Kummer
In the following of this paper, X is the blow-up of P 3 at six points and the 15 lines through them, with certain general position conditions on the points, which we will later specify.
4.1. The K3 surface and 16 disjoint lines. Let H be the hyperplane class of X, and let E i and E ij be the exceptional divisors in X over the points p i and lines p i p j . Then Pic(X) is freely generated by H, E i and E ij over Z.
Lemma 4.1. Let K X be the canonical divisor of X. Then for the six points p 0 , · · · , p 5 in general position, h 0 (X, O X (−K X )) = 1. The unique anticanonical section S is a smooth K3 surface.
We place the points at p 0 = [1 : A : B : C], with p 1 = [1 : 0 : 0 : 0], p 2 = [0 : 1 : 0 : 0], p 3 = [0 : 0 : 1 : 0], p 4 = [0 : 0 : 0 : 1], p 5 = [1 : 1 : 1 : 1]. We can assume p i are in linearly general position, {1, A, B, C} are distinct and nonzero. Let Z be the iterated blow-up of P 3 along p 1 , · · · , p 5 and along the proper transforms of the 10 lines p i p j through p 1 , · · · , p 5 . Then Z is a Kapranov model of M 0,6 (See Section 12). Direct calculation shows h 0 (Z, O X (−K Z )) = 5.
Let P 3 = Proj C[x, y, z, w]. We construct five linearly independent sections of |−K Z |:
Then each f i is a quartic in P 3 , vanishes at least twice on p 1 , · · · , p 5 and vanishes on p i p j for 1 ≤ i < j ≤ 5. It is easy to verify that f i are linearly independent. Hence the proper transforms in Z of f 1 , · · · , f 5 span H 0 (Z, O Z (−K Z )).
First, we show that if an anticanonical section of X exists, then it must be unique. Suppose S is an anticanonical section of X, then its image in P 3 is a quartic surface S vanishing twice at the points p 0 , p 1 , · · · , p 5 and passing through the lines p i p j . Let f be a polynomial defining S . Then the proper transform of S in Z is a section of −K Z . Hence f = af 1 + bf 2 + cf 3 + df 4 + ef 5 for some constants a, b, c, d and e in C. That f vanishes on p 0 p 1 and p 0 p 2 implies f ([1, At, Bt, Ct]) = 0 and f ([t, (A − 1)t + 1, Bt, Ct]) = 0. Equivalently, we have the following:
We choose p 0 = [1 : A : B : C] = [1 : 2 : 3 : 4]. Then we can directly compute that rank(M p 0 ) = 4 for p 0 = [1 : 2 : 3 : 4]. This implies that for p 0 general, rank(M p 0 ) ≥ 4. As a result, for p 0 general, the quartic surface S defined by f must be unique if it exists. Therefore if S exists, it must be unique.
Then direct calculation shows that f vanishes at least twice at the 6 points p 0 , · · · , p 5 and vanishes on the 15 lines p i p j . As a result, we have proved h 0 (X, O X (−K X )) = 1 for p 0 general.
We choose p 0 = [1 : 2 : 3 : 4], then f = 8f 1 − 2f 2 − 4f 3 + 1f 4 + 2f 5 . Using Macaulay2 [GS] , we checked that for p 0 = [1 : 2 : 3 : 4] the surface S has only nodal singularities at the points p 0 , · · · , p 5 and is smooth at all the other points. Since it requires A, B, C to satisfy finitely many polynomial equations for S to have singularities at points other than p i and have singularities other than nodes, we know for p 0 general S has only nodal singularities at the points p 0 , · · · , p 5 and is smooth anywhere else. Therefore, blowing-up at p i resolves the singularities, so the proper transform S of S in X is smooth. We have a short exact sequence:
on X, which induces the long exact sequence:
Since S is smooth, by the adjunction formula K S = (K X + S)| S = 0. Hence S is a K3 surface.
In the following we assume the six points p i are general so S is the unique anticanonical section of X. We observe that there are many rational curves on S.
• E i is the exceptional divisor of S over p i , for i = 0, · · · , 5. We abuse the notation here and use E i to represent the exceptional divisors on both X and S, where it will be clear from the context whether they are in X or S.
• There is a unique rational normal curve R 0 in P 3 through the six points p 0 , · · · , p 5 .
Denote by R the proper transform of R 0 in X. • Let Γ I be the plane in P 3 through the three points p i with i ∈ I, for each I ⊂ {0, 1, 2, 3, 4, 5} such that |I| = 3. • Set J = {0, 1, 2, 3, 4, 5}\I. Then let L I be the proper transform of the line Γ I ∩ Γ J in X. By symmetry, L I = L J , so there are 10 such lines L I in X.
Then E i and T ij are all (−2)-curves on S. We obverse that by direct calculation:
Lemma 4.2.
(1) Each L I and R are contained in S.
(2) The rational curve R does not meet the ten lines L I .
Let H S be the restriction of the hyperplane class H to S. It follows from Lemma 4.2 that we have the following relations in Pic(S) ∼ = N S(S):
Since the degree of S is 4, H 2 S = 4. Hence a = 1 by calculating the self-intersection of H S . By (4), we can gather the following intersection products over S:
for i, j, k, p, q distinct, and all the other intersections among H S , E i , T ij , L ijk and R are zero. These intersection products above imply that {H S , E i , L I } span a rank 17 sublattice of N S(S).
Proposition 4.3. The 16 smooth rational curves E i , i = 0, · · · , 5, and L I , |I| = 3 are pairwise disjoint. Hence S is a K3 Kummer surface.
Proof. The only nontrivial part is to show L I and L I are disjoint, which by symmetry can be reduced to that L 123 and L 124 do not meet. Indeed, if {0, 1, 2, 3, 4, 5} = I J = I J with |I| = |I | = 3, then either |I ∩ J| = 2 or |I ∩ J | = 2. Now in P 3 , we have L 123 ∩ L 124 is over (Γ 123 ∩ Γ 045 ) ∩ (Γ 124 ∩ Γ 035 ), which equals (Γ 123 ∩ Γ 124 ) ∩ (Γ 045 ∩ Γ 035 ) = l 12 ∩ l 05 = ∅ since l 12 and l 05 are skew lines. Hence L 123 ∩ L 124 = ∅. Finally, Nikulin's result (Lemma 3.2) implies that S is a K3 Kummer surface.
By Lemma 3.2, the K3 Kummer surface S is associated with an abelian surface A such that Kum(A) is a singular Kummer surface, and there is a natural de-singularization π : S → Kum(A) at 16 nodes, such that the 16 exceptional divisors are exactly those E i and L I .
4.2.
Generic S has Picard rank 17. Here we prove that ρ(S) = 17 when the six points p 0 , · · · , p 5 are in very general position.
We recall that an ample line bundle L on an abelian variety A defines a polarization φ L which is an isogeny φ L : A → Pic 0 (A) sending x to T * x L ⊗ L −1 , with T x : A → A, y → y + x the translation morphism of adding x. The polarization ϕ L is principle if it has degree 1, i.e., is an isomorphism. In the following let A be an abelian surface. Now we fix S to be the unique anticanonical section of X. Let A be the abelian surface which S is associated with. Consider the commutative diagram (2), whereS is the double cover of S. We let C be the double cover of R inS, and let C 0 be the image of C in the abelian surface A. Recall that we say a Kummer surface is of Jacobian type if the associated abelian surface is the Jacobian of a smooth genus 2 curve.
Proposition 4.5. The abelian surface A is isomorphic to J(C 0 ), so S is of Jacobian type.
Proof. By Lemma 4.2 (2), R does not meet the 10 rational curves L ijk . Hence the double cover C → R ramifies at six distinct double points corresponding to p i . Hence C is a smooth genus 2 curve. Now π :S → A is the blow-up of A at 16 smooth points. Hence C 0 ∼ = C is a smooth genus 2 curve. By Lemma 4.4, we need only show C 2 0 = 2. Indeed, the 16 exceptional divisors of the smooth blow-up π are just E i and L I for 0 ≤ i ≤ 5 and |I| = 3, which are the branch loci of the double-cover f :S → S. Then we have
By Lemma 4.2, C does not meet L I , and C · E i = 1 inS. Hence KS · C = ( i E i + I L I ) · C = 6. By the adjunction formula onS we have (KS + C) · C = deg K C = 2. Hence C 2 = 2 − 6 = −4. This shows that C 2 0 = 2, so A = J(C 0 ).
Proposition 4.6. For the six points p 0 , · · · , p 5 in very general position, ρ(S) = 17.
Proof. By Formula (3) and Proposition 4.5, we need only show ρ(J(C 0 )) = 1 for the six points in very general position. Let M 2 be the moduli space of smooth genus 2 curves. By [Har77, IV. Ex 2.2], there is an isomorphism P : M 2 → M 0,6 /S 6 sending a smooth genus 2 curve C to the six points on P 1 over which C → P 1 branches. Now the moduli space M 0,6 is naturally isomorphic to the moduli of rational normal curves in P 3 , which is in turn the moduli of six points in P 3 in linearly general position. Hence if the six points p 0 , · · · , p 5 in very general position, then the corresponding double cover C 0 is a very general genus 2 curve, so that ρ(J(C 0 )) = 1 by [Koi76] .
4.3. The Jacobian Kummer structure. In this paragraph, we assume the six points are in general position, so that S is a Jacobian K3 Kummer surface associated with
We follow [Keu97, 1.5, 1.6]. The embedding of C 0 into A realizes C 0 as a theta divisor Θ. There are exactly six order-2 points x 0 , · · · , x 5 on C 0 , which correspond to the six points p i in P 3 . Therefore, if we fix a choice of the identity among x i , say x 0 , then the 16 points in A[2] are:
Moreover, we identify µ i with i and µ jk with jk. Then
Under this identification, the group law on A[2] is given by
where {1, 2, 3, 4, 5} = {j, k, m, p, q}.
Now it is clear that we can identify E i with i by permuting the six points p i . The question is to correctly identify those L I with jk. We have:
Theorem 4.7. If we choose x 0 to be the identity and identify A[2] with {i, jk} as above and identify each E i with i. Then L 0jk = jk for 1 ≤ j < k ≤ 5. That is, the bijection between N EL with A[2] is given by
We prove Theorem 4.7 by finding the hyperplanes in A[2]. 
Proof. By Formula (4),
As a result,
Hence C ij ∈ N S(S). Next, we can directly compute that (1/2) ξ∈N EL ξ ∈ N S(S) by Formula (4), or recall Nikulin's result that if S is a complex K3 surface with 16 disjoint smooth rational curves C i , then (1/2) i C i ∈ N S(S). (See [Nik75] . Also see [Huy16,  §14, Rem 3.16]) Hence
Proof of Theorem 4.7. By Lemma 4.8 and Lemma 3.3, we know the 30 hyperplanes of 8-elements in N EL are the following:
for 0 ≤ i < j ≤ 5. Therefore, intersecting every pair of hyperplanes gives us all the 140 affine 2-planes in A[2] ∼ = F ⊕4 2 . They are:
for i, j, k, m, p, q ∈ {0, · · · , 5} distinct. Note that the description of the affine 2-planes does not rely on the identity point we choose. Recall a simple fact that in an affine 2-plane = {r 1 , r 2 , r 3 , r 4 } over F 2 , if one of r i = 0, say r 1 , then r 2 + r 3 = r 4 . Since we choose E 0 → 0 to be the identity, we can apply this fact to all the 2-planes above, and write the addition in N EL by ⊕. Then we find:
By our discussion above, when fixing E 0 → 0, the group structure on N EL is exactly given by (6). Since we already identified E i with i, we must have L 0jk → jk.
Remark 4.9. This proof does not assume ρ(S) = 17.
Keum's 192 automorphisms
In the remaining paragraphs of the paper, we assume the six points p i are in very general position, so that ρ(S) = 17. Let A be the abelian surface associated with S. We will always identify N EL with A[2] via Theorem 4.7, that is, E i = N i and L 0jk = N jk . 5.1. The hyperplane section Λ. When A = J(C) is the Jacobian of a smooth genus 2 curve C, Kum(A) embeds in P 3 as a quartic surface with exactly 16 nodes (See [Keu97, 3.1]). Let Λ be the hyperplane class of Kum(A) under such an embedding, and let Λ = π * Λ on S.
We note that Keum wrote H for our Λ. Also, Λ ≡ H S where we denote by H S the hyperplane class of S from S . In particular, S ∼ = Kum(A) since the former has only 6 nodes, while Kum(A) has 16.
Since ρ(S) = 17, we have Λ 2 = 4, Λ · E i = Λ · L ijk = 0, and {Λ, E i , L I } freely generate N S(S) Q (see [Nar91, Thm. 1]). On the other hand, by the intersection products in (5), we know that H S ∈ ZN EL . Hence {H S , E i , L I } also generate N S(S) Q . Now we describe the relations between these classes:
Proof. Since S is K3 and ρ(S) = 17, The first equation we want to prove is equivalent to 3Λ ∼ 2H S + |I|=3 L I . We claim that the only Q-divisor D ∈ Pic(S) Q with D · E i = 0 and D · L ijk = 0 is of the form D ∼ r 2H S + |I|=3 L I for some r ∈ Q. Indeed, we have shown above that
By Formulas (5), we have 0 = D·E i = 2a i and 0 = D·L ijk = h+2b ijk , so a i = 0 and b ijk = −h/2. Hence D ∼ (h/2) (2H S + I L I ). Next, D 2 = r 2 (2H S + I L I ) 2 = 36r 2 . Therefore requiring D 2 = 4 gives r = ±1/3. Clearly, D is effective if and only if r = 1/3. By checking numerical equivalence we can prove the equalities for T ij and R. Since Λ 2 = 4 and Λ · E i = Λ · L ijk = 0, we have Λ · H S = Λ · (3/2)Λ = 6, and Λ · T ij = Λ 2 /2 = 2. Finally, to show {H S , E i , T ij } also generated N S(S) Q , we need only show every L I is generated by H S , E i and T ij over Q, which follows from Formula (4).
Remark 5.2. A K3 Kummer surface associated with A has 16 (−2)-curves called tropes. The 16 tropes and the 16 nodes N α form the (16, 6) configuration where every trope passes through six nodes, and every node is on six tropes. Comparing with Keum's notation [Keu97, 1.8] (also see [Nar91]), we find Keum's trope T jk is our T jk , T i is our T 0i and T 0 is our R. So the 16 tropes on S are T ij and R. 
Keum
One of the goals of the paper is to find a pseudo-automorphism on X which restricts to Keum's automorphisms. Instead of H 1 above, we consider a different Weber Hexad. The translation map on A by the point x 5 induces an automorphism T 5 of S [Keu97, 5.1(i)]. Let H := t 5 (H 1 ) = {5, 23, 1, 14, 2, 12}. Then H is a Weber Hexad. Then T 5 • κ 1 • T 5 = κ H (To see this, we can show their actions on N S(S) agree and then use Proposition 10.9).
In the remaining of the paper, we will let κ be the automorphism associated with H = {5, 23, 1, 14, 2, 12}. Then κ * is given by:
Remark 5.4. Kondō [Kon98] proved that Aut(S) of a general Jacobian K3 Kummer S is generated by the 'classical' automorphisms along with Keum's 192 automorphisms of infinite order.
Corollary 5.5. In N S(S), we have κ * R = R.
Proof. This follows from a calculation using Formula (9) and Proposition 5.1. We conclude this section by two auxiliary results. First, consider the restriction map r : Pic(X) → Pic(S). Then r(
for each i and I. By (5) and Proposition 5.
Proposition 5.7. Both Λ and H S are nef and big, with
Proof. First Λ is the pullback of the hyperplane class via the embedding Kum(A) → P 3 . Then H S is the pullback of H via the embedding S → X. Since both hyperplane classes here are ample, Λ and H S are big and nef. Since S is K3, by Kawamata-Viehweg vanishing theorem,
The 9 rational quartics
In this section we define 9 quartics in X and Y such that they restrict to some of the (−2)-curves appearing in the mapping table (9) of Keum's automorphism κ.
Define the following 9 quartic classes in Y :
We will refer to these quartics as Q α , where α ∈ A := {0, 3, 4, 12, 15, 25, 05, 13, 24}.
Finally, define Q α to be the image of Q α in P 3 . Remark 6.2.
(1) Consider the action of S 3 on Pic(X) by permuting the ordered pairs of points {(p 5 , p 0 ), (p 1 , p 3 ), (p 2 , p 4 )}. Then D and A are fixed by this action. We can divide {Q α } into three subsets: {0, 3, 4} ∪ {05, 13, 24} ∪ {12, 15, 25} where each subset is contained in an orbit of the S 3 -action.
(2) Each Q α in P 3 is a singular quartic with either a triple point (for α = 0, 3, 4) or a double line (for all of the nine). A singular quartic Q in P 3 with a triple point or a double line must be rational [Jes16] . Therefore all the Q α are rational. In Theorem 10.4 we show φ is a pseudo-automorphism. Then we find φ : Q α E α is birational, which shows that those Q α are rational in a different way. Each Q α spans an extremal ray of Eff(Y ) and Eff(X) since Q α = φ * E α and E α is extremal. Theorem 6.3. For the six points p 0 , · · · , p 5 in very general position, we have (1) Consider the restriction map r : Pic(X) → Pic(S). Then r(D) = κ * H S , and
Proof.
(1) When the six points p i are very general, ρ(S) = 17, and {Λ, E i , L 0jk } generate Pic(S) Q . Since S is K3, for each equality we need only show that the intersection products of both sides with the Q-basis {Λ, E i , L 0jk } coincide. We use that r(H) = H S , r(E i ) = E i , r(E ij ) = T ij , the intersection products from (4), (5) and Proposition 5.1. Then (1) follows from a direct calculation.
(2). For each Q α , there exists an exact sequence:
By definition, it is easy to verify that each Q α − S ∼ 0, has degree zero, but with negative coefficients on some E ij . Hence none of those Q α − S are effective. Thus h 0 (X, O X (Q α − S)) = 0. On the other hand, by (1) we know each Q α restrict to the preimage of a (−2)curve on S under κ, which is also a (−2)-curve, so that h 0 (S,
It remains to show that each Q α is indeed effective. Here we let [x : y : z : w] be the homogeneous coordinates on P 3 and let five of the six points be at standard position and the sixth at [1 : a : b : c] for general a, b, c. To make the polynomials simpler we will choose different orders of the six points for each case. By symmetry, we need only show Q 0 , Q 24 and Q 12 (we choose Q 24 and Q 12 also for the sake of the proof of Theorem 10.1). We claim the polynomials f 0 , f 24 , f 12 defining Q 0 , Q 24 and Q 12 are:
(i) For Q 0 , we place (p 0 , · · · , p 5 ) at ([1 : 0 : 0 : 0], [0 : 1 : 0 : 0], [0 : 0 : 1 : 0], [1 : a : b : c], [1 : 1 : 1 : 1], [0 : 0 : 0 : 1]). Then it is easy to see the following polynomials define
Then it is easy to verify that f 0 vanishes at p 3 , line 03 and line 13. Hence f 0 defines the unique quartic Q 0 .
(ii) For Q 12 and Q 24 , we place (p 0 , · · · , p 5 ) at ( 
defines the unique quartic Q 12 . Similarly, the polynomial
defines the unique quartic Q 24 .
Now each Q α is distinct because their restriction to S are distinct (−2)-curves. Finally, we show each Q α is irreducible. We fix α and suppose Q α is reducible. Then Q α ∼ D 1 +D 2 for D 1 and D 2 both nontrivial and effective. Then we find r(D 1 ) + r(D 2 ) ∼ r(Q α ) is a (−2)-curve, hence irreducible and not a sum of two nontrivial effective classes. This implies that either r(D 1 ) or r(D 2 ) is trivial or not effective. Suppose r(D 1 ) ∼ 0. By Lemma 5.6, deg D 1 = 0. Otherwise, suppose r(D 1 ) is not effective. Since S is irreducible (Proposition 4.1), we conclude that S is contained in the fixed part of D 1 , which implies that deg D 1 ≥ 4. Since deg Q α = 4, we must have deg D 1 = 4 and deg D 2 = 0. As a conclusion, in either case, one of D 1 and D 2 must have degree 0. Assume deg D 1 = 0. Then D 1 is an effective sum of some E i and E ij . Now Q α − D 1 = D 2 is effective, which contradicts (3) proved in the following. Hence Q α is irreducible.
(3). Consider a similar exact sequence:
Indeed, each Q α| S equals to the preimage of a (−2)-curve under κ, hence is a (−2)-curve. By (1) and some calculations, we find Q α| S = E i or T ij . Now over the K3 surface S, if C 1 and C 2 are two distinct (−2)-curves, then
The linear system |D|
In this section we consider the complete linear system |D|. We show dim|D| = 3. Then we construct various sections of |D| which arise from planes Γ ijk and the 9 quartics Q α . 7.1. A first choice. By Proposition 6.3, we can make the following definitions:
Definition 7.1. Up to nonzero scalars,
(1) let f α be the irreducible quartic polynomial defining Q α in P 3 ;
(2) let p ijk the linear polynomial defining Γ ijk , the plane in P 3 through the points p i , p j and p k . We note that by Theorem 6.3, f α is the unique section of Q α . Also p ijk is the unique section ofΓ ijk , the proper transform of Γ ijk .
Proposition 7.2. For the six points in very general position, we have h 0 (X, O X (D)) = h 0 (Y, O Y (D)) = 4. The polynomials s 0 , s 1 , s 2 , s 3 are linearly independent. Let x E i and x E ij be the unique section in |E i | and |E ij | in Y . Then
span the complete linear subsystem |D| over Y .
Proof. Suppose s i in (13) are not linearly independent. Then there are not-all-zero constants a i such that a 0 s 0 + a 1 s 1 + a 2 s 2 + a 3 s 3 = 0. By definition, f 0 | s 0 , s 2 and s 3 , so we must have f 0 | a 1 s 1 . By Theorem 6.3 (2), those Q α are distinct and irreducible. Hence f 0 s 1 , so a 1 = 0. Repeat for f 3 and f 4 we have a 2 = a 3 = 0, so a 0 s 0 = 0, which implies that a 0 = 0 too, a contradiction. Hence s i are linearly independent.
Add the class ofΓ 034 with Q 0 + Q 3 + Q 4 . We haves 0 is in the linear system of
The computation for the other s i is the same. As a conclusion, h 0 (X, O X (D)) = h 0 (Y, O Y (D)) ≥ 4. Now we only need to show h 0 (X, O X (D)) ≤ 4. Consider the restriction map r : Pic(X) → Pic(S). By Theorem 6.3 (1), r(D) = κ * H S . Hence we have the exact sequence:
. Therefore we only need to show that D − S is not effective on X. Let G := r(S) ∼ −(3/2)Λ + (1/2) i E i + |I|=3 L I . By (9), we can compute that κ * G = G. We restrict D−S to S: r(D−mS) = κ * H S −mr(S) = κ * (H S −mG). Consider those T ij on S. We have (H S −mG)·T ij = −1 < 0 for every T ij and m ≥ 1. Now fix m ≥ 1. Suppose now H S − mG is effective. Since each T ij is an irreducible (−2)-curve, T ij must lie in the fixed part of H S − mG. Therefore H S − mG − i =j T ij is effective. On the other hand, (H S − mG − i =j T ij ) · Λ = 6 + 6m − 2 · (15) = 6m − 24 < 0 for m ≤ 3. Since Λ is nef (Lemma 5.7), this says H S − mG − i,j T ij is not effective for m ≤ 3. Hence H S − mG is not effective for m = 1, 2, 3. As a result, κ * H S − mG is not effective for m = 1, 2, 3. Finally, use the exact sequences:
Then we find h 0 (X, O X (D − S)) = h 0 (X, O X (D − 2S)) = · · · = h 0 (X, O X (D − 4S)) = 0 where D−4S is not effective because its degree is −3 < 0. This proves that h 0 (X, O X (D)) = 4.
Definition 7.3. For fixed six points p 0 , · · · , p 5 in P 3 , we define the rational map ψ :
7.2. Extra relations from Quintics. Recall Definition 6.1 that A :
. We define 6 quintic classes in Y as follows.
The three quintics D ij (and F ij ) are in the same orbit under the S 3 -action in Remark 6.2.
Proposition 7.4. If the six points p 0 , · · · , p 5 are very general, then for each D ij and
Same results hold over X.
Lemma 7.5. In Y , the linear systems of D ij and F ij have the following sections:
Proof. We only need to prove that the sums of the divisor classes on the right equal D ij or F ij . By symmetry, we only need to verify for D 05 and F 15 , which follows from a direct calculation.
Lemma 7.6. In the K3 Kummer surface S with ρ(S) = 17, let A ij :
Proof. By symmetry, we only need to prove the lemma for A 01 . We find A 01 ∼ E 2 + L 012 + T 02 + T 12 is a sum of four (−2)-curves. Since A 01 is effective and A 01 = O S , h 2 (S, O S (A 01 )) = 0. Note that A 2 01 = 0. Then by Riemann-Roch: h 0 (S, O S (A 01 )) ≥ (1/2)A 2 01 + 2 = 2. For the other direction we restrict A 01 to E 2 ∼ = P 1 :
Here the restriction map r 2 : Pic(S) → Pic(E 2 ) ∼ = Z is given by E 2 → −2 and Λ, E j , L I → 0 for j = 2. Therefore by linearity, r 2 (F 01 ) ∼ 0, so H 0 (E 2 , O E 2 (F 01|E 2 )) = 1. Therefore we only need to prove H 0 (S, O S (A 01 − E 2 )) ≤ 1. Now A 01 − E 0 ∼ T 02 + T 12 + L 012 . We compute (T 02 + T 12 + L 012 ) · T 02 = −1 < 0. Since T 02 is irreducible, T 02 is contained in the fixed part of T 12 + L 012 . Therefore we only need to show h 0 (S, O S (T 12 + L 012 )) ≤ 1. Now (T 12 + L 012 ) · T 12 = −1 < 0, so T 12 is contained in the fixed part of T 12 + L 012 . Therefore we only need h 0 (S, O S (L 012 )) ≤ 1, which holds since L 012 is a (−2)-curve.
Proof of Proposition 7.4. By symmetry, we only need to prove the Proposition for D 05 and F 15 . By Lemma 7.5, we only need to show h 0 (X, O X (D 05 )) ≤ 2 and h 0 (X, O X (F 15 )) ≤ 2. We restrict D 05 to S and consider the exact sequence:
Now calculation shows that r(D 05 ) = κ * A 12 . Hence h 0 (S, O S (r(D 05 ))) = h 0 (S, O S (A 12 )) = 2 by Lemma 7.6. On the other hand,
Similarly, we find r(F 15 ) = κ * A 24 , and
is not effective. By a similar exact sequence, h 0 (X, O X (F 15 )) ≤ 2. Now we can define some additional degree 13 polynomials, which gives additional sections of the restriction of |D| to P 3 . Section 8 will show that these polynomial identities in Corollary 7.7 corresponds to the construction of the configuration {q i , l ij } on the target. for some nonzero scalars a, b, c, d.
Birationality
In this section we prove that the rational map ψ : P 3 P 3 is birational by constructing its inverse ψ −1 , which is induced by |D | of a divisor class D symmetric to D.
8.1. Six points on the target. As a preparation we show that there are six special points q i , i = 0, · · · , 5 on the target P 3 such that the quartics Q α are contracted by ψ to the points p i or lines p i p j indexed by α. We claim:
Definition-Theorem 8.1. Each Q α is contracted by ψ to a line or a point. In particular:
(1) Q 0 , Q 3 , Q 4 are contracted to the points: respectively.
(2) The quartics Q 05 , Q 13 , Q 24 are contracted to three lines l 05 , l 13 , l 24 respectively, where l 05 passes through q 0 , l 13 passes through q 3 , and l 24 passes through q 4 . (3) The quartics Q 12 , Q 15 , Q 25 are contracted to three lines l 12 , l 15 , l 25 respectively. (4) The lines l 12 , l 15 and l 13 meet at a unique point q 1 . The lines l 15 , l 25 and l 05 meet at a unique point q 5 . The lines l 25 , l 12 and l 24 meet at a unique point q 2 .
Proof. By symmetry, we only need to prove (1) to (3) for Q 0 , Q 05 and Q 12 . To finish the definition, we define the lines l 13 and l 24 using the relations s 0 = s 3 − s 3 = s 1 − s 1 respectively. We define l 15 , l 25 using the polynomial identities from Corollary 7.7 similar to the one used for l 12 .
(4). We prove that l 12 , l 24 , l 25 meet at a unique point. To do this, let φ D : Y P 3 be the map induced by |D|. We use Lemma 8.3 below to show that φ D contracts E 4 to a point, which we defined as q 2 . Then we prove that q 2 is on l 12 , l 24 and l 25 . q 2 lies in l 12 . We state the following small lemma whose proof is left to the readers: Lemma 8.2. Let ω : P 3 P 3 be a map given by [t 0 : t 1 : t 2 : t 3 ] where t 0 , · · · , t 3 are polynomials. Let W → P 3 be the blow-up of P 3 at a point p and denote the exceptional divisor over p in W by E p . Let x 0 , x 1 , x 2 , x 3 be the coordinate functions on the target P 3 . Letω : W P 3 be induced by ω : P 3 P 3 . Suppose the multiplicities of t 0 , t 1 , t 2 , t 3 at p are m 0 , m 1 , m 2 , m 3 respectively. Let m = min{m 0 , m 1 , m 2 , m 3 }. If there exists an j ∈ {0, 1, 2, 3} such that m j > m, thenω(E p ) is contained in the coordinate plane {x j = 0} in the target space P 3 .
Recall the proof of (3) above that there exists an M 12 ∈ PGL(4) such that M • ψ = (ds 1 + cs 2 , s 1 , s 2 , as 3 + bs 1 ) where a, b, c, d are non-zero scalars. And by Corollary 7.7 we have ds 1 + cs 2 = λp 245 f 12 f 3 f 13 ,
where λ and µ are non-zero scalars. Since the multiplicities of the polynomials p 245 , f 12 , f 3 , f 13 at p 4 are 1, 2, 1, 2 respectively, the multiplicity of ds 1 + cs 2 = λp 245 f 12 f 3 f 13 at p 4 is 6. Similarly, we could prove that the multiplicities of s 1 , s 2 and as 3 + bs 1 at p 4 are 5, 5 and 6 respectively. Hence by Lemma 8.2, when lifted to Y we have
q 2 lies in l 25 . This is symmetric to l 12 . Hence l 12 , l 24 and l 25 intersect at the point q 2 . The other two claims follow from symmetry. Proof. Recall Theorem 7.2 that h 0 (Y, O Y (D)) = 4. To prove that φ D contracts E 4 to a point we only need to prove that h 0 (Y, O Y (D − E 4 )) = 3. Consider the exact sequence
E 4 is isomorphic to the blow-up of P 2 at 5 general points, say t 0 , t 1 , t 2 , t 3 and t 5 . Let e i be the exceptional divisor over t i . Then
On P 2 there is only one degree 5 curve whose multiplicities at t 0 , t 2 and t 3 are 3, 4 and 3 respectively. To see this, we could assume without loss of generality that t 0 = [1 : 0 : 0], t 2 = [0 : 1 : 0], t 3 = [0 : 0 : 1] on P 2 = Proj C[x, y, z]. Then we can check that up to scalar there is only one polynomial vanishing at t 0 , t 2 and t 3 with multiplicities 3, 4 and 3 respectively, which is x 2 yz 2 . Hence h 0 (D| E 4 ) = 1. So by the exact sequence,
Theorem 8.4. If the six points p i are in very general position, then the six points q i , i = 0, · · · , 5 are distinct, and there exists an M ∈ PGL(4) such that M sends (q 0 , · · · , q 5 ) to (p 0 , · · · , p 5 ). That is, the six points q i are projectively equivalent to p i .
Proof. Without loss of generality, we can assume the six general points on P 3 to be for a, b, c nonzero. Then the rational normal curve R 0 in P 3 through these six points can be given by R 0 : P 1 → P 3 , sending [u : v] to
Here Keum's automorphism κ maps the following (−2)-curves to E i and R (See Figure  2) : Figure 2 . The six points on the rational normal curve R as intersections with the (−2) curves Each E i meets R at a unique point p i over p i . Therefore after applying κ −1 we find that U − N 12 , U − N 14 and U − N 23 each meets R at a unique point. The 1)(c − a) ). This implies that for a, b, c general, α ∈ {−1, −1/c, −1/b, 0, ∞, −1/a}, which implies that the point where U − N 12 meets R is not one of p i . By symmetry, this also holds for U − N 14 and U − N 23 . We next compute ψ(R 0 ) by restricting the polynomials f α and p ijk to R 0 . Define f α,R and p ijk,R to be the polynomial obtained by plugging in the [x 0 : x 1 : (19) . It follows from counting multiplicities of f α and p ijk at p 0 , . . . , p 5 that up to scalars,
Here the only nontrivial parts are the terms containing α, β and γ. We prove for f 0 and by symmetry it follows for f 3 and f 4 . Recall Theorem 6.3 (1) that Q 0 restricts to the (−2)- 
As a result, R is a degree 3 rational curve. Next we prove that the six points q 0 are all on R and we find the 
Indeed, by symmetry we only need to verify that φ D is defined at the point p 3 where E 3 intersects R. To see this, we only need to shows 1 (p 3 ) = 0. Here s 1 = p 045 f 3 f 4 f 24 . Clearly p 045 does not vanish at p 3 . Then Q 3 and Q 4 restrict to U − N 14 and U − N 23 , each of which intersects R at a different point from p 3 by the proof above (Figure (2) ). Finally, Q 25 restricts to κ −1 (T 25 ), where κ −1 (T 25 ) ∩ R = κ −1 (T 25 ∩ R) is empty. Together we find s 1 (p 3 ) = 0. Now we know that the six points q 0 , q 1 , . . . , q 5 are on R , corresponding to the six numbers
Therefore (q 0 , . . . , q 5 ) are distinct, and R is the unique rational normal curve through q 0 , . . . , q 5 . As a result, the matrix M = κ |R ∈ PGL(2) sends (q 0 , . . . , q 5 ) to (p 0 , . . . , p 5 ). This implies that (p 0 , . . . , p 5 ) is projectively equivalent to (q 0 , . . . , q 5 ).
8.2. The dual construction. As a corollary of Theorem 8.4, l ij in Definition-Theorem 8.1 equals the line q i q j . Hence the six distinct points q i and the 9 lines l ij on the target form the same configuration as p i and l ij for (ij) ∈ I in the source. Hence blowing up the 6 points and 9 lines in the source and target induces a rational map φ : Y Y .
We now define divisor classes D and 9 dual quartics classes P β on the target, where β ∈ B := {1, 2, 5, 03, 04, 34, 05, 13, 24}, by switching the index 1 with 3, 2 with 4 and 0 with 5 in the classes of D and Q α . That is:
. 
. Similar to Q α , we can define P β as the image of P β in P 3 . Let g β be the polynomial defining P β . Let q ijk be the polynomial defining the plane in P 3 through the points q i , q j and q k . Now we define :
with [t 0 : t 1 : t 2 : t 3 ] := [q 125 g 1 g 2 g 5 : q 025 g 1 g 2 g 24 : q 124 g 1 g 5 g 13 : q 135 g 2 g 5 g 05 ]. The symmetry between the six points p i and q i implies that those P β satisfy the dual version of Theorem 6.3. The map ψ is induced by |D |.
We introduce some notations. For each α ∈ A and β ∈ B, let m α β be the multiplicity of the exceptional divisor E α in the class P β . For instance, m 0 1 = 2, and m 05 03 = 1, and m 03 2 = 0. We claim: Proposition 8.5. For each β ∈ B, the composition g β (ψ) = g β (s 0 , s 1 , s 2 , s 3 ) is a degree 52 polynomial, which up to a nonzero scalar is a product of f α , α ∈ A, in the following way:
Proof. We first show g β (ψ) is not a zero polynomial. This follows from the first half of the proof of Proposition 10.3, where we show that the φ D (E 12 ) = l 34 . We note that the whole proof of Proposition 10.3 is local at E 12 and does not require that ψ is birational. Therefore the image of ψ contains l 34 , and by symmetry, the lines l 03 and l 04 . Here no P β passes through all the three lines l 34 , l 03 and l 04 , hence the image of ψ is not contained in P β , so g β (ψ) ≡ 0.
Let Z α be the point or line indexed by α in the target. Now if x ∈ Q α , then ψ(x) is contained in Z α by Proposition 8.1. If m α β > 0, then P β passes through Z α , so g β (ψ(x)) = 0. Since f α is irreducible, we have f α | g β (ψ). We claim the multiplicity of f α in the composition g β (ψ) is at least m α β . Indeed, in general let f : U 1 → U 2 be a morphism. Suppose Z 1 is a closed subvariety in U 1 and f (Z 1 ) = Z 2 a closed subvariety of U 2 . Suppose x i is the general point of Z 1 and let σ :
Run this for all α, we find G := α∈A f m α β α divides g β . Now for each β, adding up the multiplicities in Q β from A gives exactly 13. That is:
Hence both G and g β (ψ) have degree 52. Therefore they differ by a nonzero constant. Proof. First look at q 125 . Recall ψ = [s 0 : s 1 : s 2 : s 3 ] and Proposition 7.2. Since q 125 is a plane, q 125 (ψ) is a linear combination of s 0 , s 1 , s 2 , s 3 . Same as above, q 125 (ψ) is not zero polynomial since the image of ψ contains the line l 34 , while q 125 does not vanish on l 34 . Using the same argument in the proof of Proposition 8.5, we can show that f 12 , f 15 , f 25 are all irreducible factors of q 125 (ψ). Therefore q 125 (ψ) = hf 12 f 15 f 25 where h is a linear polynomial. Since the class of each s i has the term −E 12 , each of s i vanishes at the line p 1 p 2 , so q 125 (ψ) vanishes at p 1 p 2 . Since none of f 12 , f 15 and f 25 vanishes on the line p 1 p 2 , h must vanish on p 1 p 2 . Similarly, h must vanish on the lines p 1 p 5 . Hence up to a scalar h = p 125 .
The remaining equalities follows similarly, noticing that for q 025 (ψ) we only need to verify that q 025 (ψ) vanishes at p 1 p 2 and p 2 p 4 with multiplicity 1 and 4 (directly read from the divisor classes of s i ), but f 0 f 05 f 25 does not vanish at p 1 p 2 and vanishes with multiplicity exactly 3 at p 2 p 4 .
Theorem 8.7. There exists a matrix M ∈ PGL(4) whose rows are given by the coefficients of x i in p 125 , p 124 , p 135 , and p 025 . Then up to scalars ψ • ψ = M ∈ PGL(4). Furthermore, ψ and ψ are birational maps.
Proof. By Proposition 8.5 and 8.6 above, we can compute t i (ψ) using p ijk (ψ) and g β (ψ). It is easy to verify that up to nonzero scalars (t 0 , t 1 , t 2 , t 3 )(φ) = (p 125 F, p 124 F, p 135 F, p 025 F ), Lemma 8.9. Suppose g and h i , i = 1, · · · , n are polynomials of n variables x 1 , · · · , x n and g = 0. Write J(h 1 , · · · , h n ) as the Jacobian of h 1 , · · · , h n with respect to x 1 , · · · , x n . If g | h 1 , · · · , h m for some m with 2 ≤ m ≤ n, then g m−1 | det J(h 1 , h 2 , · · · , h n ).
Proof. By assumption, we can write h i = gf i for some polynomial f i , for each 1 ≤ i ≤ m. Define h x := (∂h/∂x 1 , · · · , ∂h/∂x n ) T . Then det J(h 1 , h 2 , · · · , h n ) = det [ gf 1 x , · · · , gf m x , h m+1 x , · · · , h n x ] = det [g f 1 x + f 1 g x , · · · , g f m x + f m g x , h m+1 x , · · · , h n x ]. Now expand the columns g f i x +f i g x in the last expression so that det J(h 1 , h 2 , · · · , h n ) equals the sum of 2 m determinants. If any one of these determinants contains two different columns f i g x and f j g x , then it equals zero. Therefore det J(h 1 , h 2 , · · · , h n ) equals
Hence g m−1 | det J(h 1 , h 2 , · · · , h n ).
Proof of Proposition 8.8. By Theorem 8.7, ψ is birational, hence the Jacobian determinant ∆ := det J of ψ is nonzero. Up to a nonzero scalar, ∆ is invariant under change of coordinates on the target. Considering the symmetry and Lemma 8.9. We only need to show f 2 0 , f 13 and f 12 divide ∆. Then ∆ := (f 2 0 f 2 3 f 2 4 )(f 05 f 13 f 24 )(f 12 f 15 f 25 ) will divides ∆. Now by definition, deg ∆ ≤ (13 − 1) · (3 + 1) = 48, which equals the degree of the product ∆ . Hence ∆ = λ∆ for some nonzero scalar λ.
So we prove f 2 0 , f 13 and f 12 divide ∆. Indeed, for (i) ψ is defined as [x 0 : x 1 : x 2 :
x 3 ] → [s 0 : s 1 : s 2 : s 3 ], where f 0 | s 0 , s 2 and s 3 , by Lemma 8.9, f 2 0 | ∆. For (ii) by Corollary 7.9, we can replace ψ by the map [x 0 : x 1 : x 2 : x 3 ] → [s 1 : s 1 : s 2 : s 3 ]. We have f 13 | s 2 and f 13 | s 1 . Hence by Lemma 8.9, f 13 | ∆. For (iii) by Corollary 7.9, we can replace ψ by the map [x 0 : x 1 : x 2 : x 3 ] → [s 0 : s 1 : s 2 : s 3 ] = [ds 1 + cs 2 : s 1 : s 2 : as 3 + bs 1 ] for some nonzero scalars a, b, c, d. Now f 12 | s 0 and s 3 . Hence by Lemma 8.9, f 12 | ∆.
Images of the Quartics
In this section we consider ψ : P 3 P 3 in Definition 7.3. Blowing up the six points q i , i = 0, · · · , 5 and the 9 lines through them indexed by {12, 15, 25, 03, 04, 34, 05, 13, 24} in the target induces a birational map φ : Y Y . We show that φ does not contract any of the nine Q α . 9.1. Lemmas on Jacobian determinants. We prove some results on Jacobian determinants which we use in the next paragraph.
Lemma 9.1. Suppose h i are homogeneous in x 0 , x 1 , x 2 , x 3 of degree d ≥ 1. Write the partial derivatives ∂h i /∂x j as (h i ) x j . Then
Proof. For each h i we have
Then we can expand Φ into the weighted sum of four determinants, among which only the one with (h i ) x 0 (x 0 , x 1 , x 2 , x 3 ) is nonzero. Hence the Lemma holds.
Lemma 9.2. Suppose h i are homogeneous in x 0 , x 1 , x 2 , x 3 of degree d ≥ 1. Then
Proof. We prove the first equation and the second follows from a similar argument. Write h x := ((h) x 1 , (h) x 2 , (h) x 3 ) T . Using the quotient rule we find
Hence the result follows from Lemma 9.1. 9.2. Images of Q α . We abuse notations here and denote by Q α the 9 singular quartics in P 3 . Proposition 9.3. For the six points p 1 , · · · , p 5 in very general position, let Y α be the blow-up of P 3 at the point q α for α = 0, 3, 4 or the line l α for α = 05, 13, 24, 12, 15, 25. Then the lift ψ α : P 3 Y α of ψ does not contract the quartic Q α .
We show that Proposition 9.3 implies that φ contracts none of the quartics Q α . Indeed, since the blow-up π :
Proof. By symmetry, we need only prove for α = 0, 05 and 12. Then take V open in U defined by V := {a = 0} = {a = 1}. Then V ∼ = Spec C[y 0 , b, c] ∼ = A 3 . Here φ 0 : P 3 U is given by:
On the source let W := {x 0 = 1} ∼ = A 3 . Then ψ 0 : W V is given by a rational map Take the open V := {a = 1} ⊂ U . Then V is affine:
Then locally on W , ψ 05 is given by the rational map ξ 05 :
Therefore by Lemma 9.2 and Proposition 8.8, up to a nonzero scalar, Therefore we prove the same statement for M 12 • ψ, where Q 12 is mapped to the line l 12 = {[0 : * : * : 0]}. Then the same argument as in Case II reduces the proof to the Jacobian determinants of ξ 12 :
Then Lemma 9.2 and Proposition 8.8 show that the det J(ξ 12 ) = 0 at a general point in Q 12 ∩ W . Hence Q 12 is not contracted by ψ 12 .
Images of the Exceptional divisors
Here in this section we first show that the birational map φ : Y Y does not contract the following exceptional divisors: E 0 , E 3 , E 4 and E 12 , E 15 , E 25 . To summarize, we show that φ maps {E 0 , E 3 , E 4 } birationally to {E 5 , E 1 , E 2 }, and {E 12 , E 15 , E 25 } birationally to {E 34 , E 03 , E 04 }. Then we prove that φ is a pseudo-automorphism of Y , and φ X restricts to Keum's pseudo-automorphism κ.
10.1. Image of E 4 . By symmetry of E 0 , E 3 and E 4 , we need only show the following:
Proposition 10.1. φ(E 4 ) ⊆ E 2 , and the restriction φ |E 4 : E 4 → E 2 is birational.
We first recall a lemma on linear systems of quartics in P 2 with base points. Let π : W → P 2 be the blow-up at six distinct points a 1 , · · · , a 6 such that (1) a 1 , a 2 , a 3 are not collinear;
(2) a i is not on the three lines a 1 a 2 , a 1 a 3 and a 2 a 3 for i = 4, 5, 6 and (3) no conic passes through all the six points. Consider the divisor class C ∼ 4h−2(e 1 +e 2 +e 3 )−(e 4 +e 5 +e 6 ), where h is the hyperplane class and e i is the exceptional divisor over a i . Then we have Lemma 10.2. The complete linear system |C| has dimension 2 and induces a birational morphism: α : W → P 2 .
Proof. First we show dim|C| = 2. Identify P 2 ∼ = Proj C[x : y : z]. We can assume a 1 = [1 : 0 : 0], a 2 = [0 : 1 : 0] and a 3 = [0 : 0 : 1]. Since a 4 , a 5 , a 6 are not collinear with any two of a 1 , a 2 , a 3 , we can assume a 4 = [1 : 1 : 1], a 5 = [1 : u : v], and a 6 = [1 : t : w], with u, v, t and w nonzero. Now any quartic polynomial f vanishing at a 1 , a 2 , a 3 with multiplicity 2 has the form f = r 1 x 2 y 2 + r 2 x 2 z 2 + r 3 y 2 z 2 + r 4 x 2 yz + r 5 xy 2 z + r 6 xyz 2 . Then vanishing at each of a 4 , a 5 , a 6 gives a linear condition on r i , which together gives a (3 × 6)-matrix M with columns indexed by r i .
We observe that the (3×3)-minor of M at the columns (r 2 , r 4 , r 6 ) is nonzero. Otherwise there exists a nonzero vector v := (0, r 2 , 0, r 4 , 0, r 6 ) T such that M v = 0. This implies that f = r 2 x 2 z 2 + r 4 x 2 yz + r 6 xyz 2 = xz(r 2 xz + r 4 xy + r 6 yz) vanishes at a 1 , a 2 , a 3 twice and a 4 , a 5 , a 6 once. Since v and w are nonzero, xz does not vanish on a 4 , a 5 and a 6 . Hence r 2 xz + r 4 xy + r 6 yz is a conic through the six points, a contradiction. As a result, M has rank 3, which implies that H 0 (W, O W (C)) = 6 − 3 = 3. Hence dim|C| = 2.
Let σ pqr be the standard Cremona transformation of P 2 centered at three noncollinear points p, q, r. Then σ a 1 a 2 a 3 maps a 4 , a 5 , a 6 to three distinct points b 4 , b 5 and b 6 . Since no conic passes through all the six points, b 4 , b 5 and b 6 are not collinear. Then we define β := σ b 4 b 5 b 6 • σ a 1 a 2 a 3 , which is birational. Direct calculation shows that β * O P 2 (1) = O W (C). Therefore α = β. Since σ pqr is resolved by blowing-up its center p, q and r, we find α is a morphism.
Proof of Proposition 10.1. Consider φ D : Y P 3 , the birational map induced by |D|. Recall Definition 7.8 and Corollary 7.9 that there are constants c, d such that s 0 := f 3 f 13 p 245 f 12 = cs 2 + ds 1 = cs 2 + d(s 1 − s 0 ).
Hence there exists some M ∈ PGL(4) sending [s 0 : s 1 : s 2 : s 3 ] to [s 0 : s 1 : s 0 : s 3 ] in P 3 . Then |D| is generated by the following sections:
Now the last three sections all vanish on E 4 . Hence under this choice of coordinates, φ D sends E 4 to [1 : 0 : 0 : 0] = q 2 . Next we blow up q 2 in the target. Define φ : Y Bl q 2 P 2 as the lift of φ D . We abuse notation and write E 2 for the exceptional divisor over q 2 in Bl q 2 P 2 . By restricting to some affine charts covering E 4 and E 2 , we find φ |E 4 sends a point x ∈ E 4 to the point ([1 : 0 :
So we restrict |D−E 4 | to E 4 and show it induces the same rational map E 4 E 2 ∼ = P 2 with the complete linear system in Lemma 10.2. We denote by a i the point where the proper transform of the line l i4 meets E 4 , and ij the intersection of the proper transform Γ ij4 of the plane Γ ij4 with E 4 , for i, j = 4. The exceptional divisor E 4 in Y is isomorphic to the blow-up of P 2 at a 0 , a 2 and a 3 , so Pic(E 4 ) = Z{h, e 0 , e 2 , e 3 }, with e i the exceptional divisor over a i . The restriction map r 4 : Pic(Y ) → Pic(E 4 ) is given by H → 0, E 4 → −h, E i4 → e i for i = 0, 2, 3, and all the else E i , E ij to 0. Now Table 1 shows the restrictions of those Q α andΓ ijk appearing in (26). Let c α be the conic Q α ∩ E 4 , for α = 24, 12 or 15. In the following, we abuse notations and write ij (and c α ) for the polynomials defining the sections ij (and c α ) in P 2 (identifying E 4 with the blow-up of P 2 at a 0 , a 2 and a 3 ). Then up to nonzero scalars, φ |E 4 : E 4 E 2 is the rational map defined by Now we claim that φ |E 4 is induced by the complete linear system of L ∼ 4h − 2(e 0 + e 2 + e 3 ) − (e p + e q + e r ) for some addition points p, q, r in P 2 such that (1) a 0 , a 2 , a 3 are at linearly general position, (2) p, q, r not on the lines between a 0 , a 2 and a 3 , and (3) no conic through all the six points. Then by Lemma 10.2, φ |E 4 is birational, so φ |E 4 is birational, which finishes the proof.
We find the points p, q and r first. We make the following definition:
• Let r be the unique point in 05 ∩ 13 ; • let p be the unique point in 12 ∩ c 12 = 12 ∩ c 24 beside a 0 , a 2 and a 3 ; • let q be the unique point in 25 ∩ c 25 = 25 ∩ c 24 beside a 0 , a 2 and a 3 .
Indeed r is well-defined. Here p and q are symmetric under the S 3 -action, so we need only show p is well-defined. We show the explicit polynomials defining c 12 and c 24 and find p as follows. Recall (11), (12), where we place p 0 , · · · , p 5 at ( f 12 (x, y, z, w) . Then on the affine chart X = 1, we have f 12 (x, xY, xZ, 1) = x d h 12 (x, Y, Z) for some d > 0 and polynomial h 12 such that x h 12 (x, Y, Z). Thus on the affine chart X = 1, Q 12 ∩ E 4 is defined by h 12 (0, Y, Z). Homogenizing h 12 (0, Y, Z) gives us a homogeneous polynomial h 12 (X, Y, Z) which define Q 12 ∩ E 4 . In our case we find
(ii) Similarly, use f 24 in (12). Then Q 24 ∩ E 4 is defined by 
is well defined. We also obtain that r = [1 : 0 : 1]. We next claim:
(1) r ∈ c 12 ∩ c 25 ;
(2) p, q, r are distinct points, not on the lines 02 , 03 and 23 ;
(3) c 24 , c 12 and c 25 are smooth conics; (4) No conic passes through all the six points a 0 , a 2 , a 3 , p, q, r.
Indeed, suppose p = q. Then p ∈ 12 ∩ 25 , so p = a 2 , contradiction. The other claims in (1) and (2) follow from a direct calculation noticing the symmetry between c 12 and c 15 , and between p and q. For (3), we need only to show each of the conic is irreducible. Equivalently, we can show the conics do not contain the three lines l 02 , l 03 and l 23 by a calculation. Finally for (4), suppose there is a conic C through a 0 , a 2 , a 3 , p, q and r. Since c 24 is smooth, c 24 is uniquely determined by the five distinct points a 0 , a 2 , a 3 , p and q on it. Therefore C = c 24 and r ∈ c 24 , which contradicts the direct calculation that r = [1 : 0 : 1] ∈ c 24 .
As a conclusion, each of the conics c 12 , c 24 and c 25 passes through a 0 , a 2 , a 3 and exactly two of p, q, r. Therefore all the sections { 05 23 c 24 , 25 03 c 12 , 13 02 c 24 } vanish at a 0 , a 2 , a 3 , p, q and r with multiplicities (2, 2, 2, 1, 1, 1). This proves that φ |E 4 is the birational morphism induced by the complete linear system of L, which finishes the proof.
10.2.
Image of E 12 . By symmetry of E 12 , E 15 and E 25 , we need only show the following:
Proposition 10.3. φ(E 12 ) ⊆ E 34 . The restriction φ |E 12 : E 12 E 34 is induced by the complete linear system |O(1, 1)| on E 12 ∼ = P 1 × P 1 and is birational.
Proof. The result is local and we prove it without assuming that ψ is birational. We restrict φ D to E 12 ∼ = P 1 × P 1 . In E 12 , we denote by e the class of a section from p 1 p 2 , and f the class of a fiber. Then Pic(E 12 ) ∼ = Ze + Zf . Under this identification, the restriction map r 12 sends H, E 1 and E 2 to f , send E 12 to −(e + f ), and every other E i or E ij to the class 0. As a result, 7 out of the 9 quartics Q α restrict to 0 except Q 3 and Q 4 , where r 12 (Q 3 ) = r 12 (Q 4 ) = e. Finally, let m ijk = |{1, 2} ∩ {i, j, k}|. Then r 12 (Γ ijk ) = e if m ijk = 2, 0 if m ijk = 1 and f if m ijk = 0. By Proposition 7.2 the map φ D : Y P 3 is given by
This proves that φ D (E 12 ) ⊂ l 34 by Definition-Theorem 8.1. Now up to scalars,
where e 3 := Q 3|E 12 and e 4 := Q 4|E 12 . We see above that both e 3 , e 4 ∼ e. We claim that e 3 = e 4 , so that φ D does not contract E 12 to a point. To see this, we restrict the sections to S. We find E 12 ∩ S = T 12 . Then
Finally we blow up l 34 in the target to obtain the birational map φ 12 : X Bl l 34 P 3 . Up to nonzero scalars, the restriction of φ 12 to E 12 is given by where ξ 034 := (Γ 034 ) |E 12 and ξ 045 := (Γ 045 ) |E 12 . Then both ξ 034 , ξ 045 ∼ f . Now in P 3 , p 1 p 2 ∩ Γ 034 = p 1 p 2 ∩ Γ 045 , hence ξ 034 = ξ 045 . As a result, φ 12|E 12 : E 12 E 34 is induced by |O(1, 1)|, hence birational. Therefore the same results hold for φ |E 12 .
10.3. φ is pseudo-automorphism.
Theorem 10.4. For p 0 , · · · , p 5 in very general position, φ : Y Y is a pseudoautomorphism.
Proof. By Theorem 8.7, ψ is birational, and we can choose the coordinates of p i so that ψ −1 = ψ . Therefore φ : Y Y is birational, whose inverse is the unique birational map φ lifting ψ . Applying Lemma 2.1, we need only show φ and φ −1 = φ do not contract any divisors. By Proposition 8.8, ψ only contracts the nine Q α . By Section 9, φ does not contract the 9 quartics Q α . Furthermore, φ isétale at a general point x in Q α with φ(x) ∈ E α . This shows that φ isétale at a general point of E α in the target copy of Y . Now apply the symmetry between the linear system D and D defining ψ and ψ respectively. We find φ isétale at a general point of P β in the source copy of Y . Therefore φ does not contract the 9 exceptional divisors E β for β ∈ B. Finally, the only divisors left are E 0 , E 3 , E 4 , E 12 , E 15 and E 25 , which φ does not contract by Proposition 10.1 and 10.3. As a conclusion, φ contracts no divisors of Y . By symmetry, φ −1 contracts no divisors too. Hence φ is a pseudo-automorphism. Now that we know the action of φ on Pic(X), we can use a computer program to verify that the matrix M η of η has infinite order (for instance, compute the Jordan canonical form of M η ), so that φ has infinite order. Alternatively, we can inductively show the repeated images of E i and E ij under φ −1 span infinite many extremal rays in Eff(Y ). We show the following examples.
In particular, every F k spans different extremal rays in Eff(Y ) and Eff(X). Thus φ and φ X have infinite order in Bir(Y ) and Bir(X). In particular X and Y are not Mori Dream.
Proof. The formula of F k follows from an induction on k. Indeed, let the right hand side be F k . First, F 1 = E 15 = η(E 03 ) ∼ F 1 . Suppose F k = F k . Then we can show
Then we can check that 6(n k + m k−1 ) = 6k 2 − 8k − 4α k , and 4n k + 3m k−1 + m k+1 = 3n k + 4m k−1 + n k+1 = 4k(k − 1) − 2α k , with α k = 0 if k = 3d, 1 if k = 3d + 1, and −1 if k = 3d + 2. Hence F k+1 − F k+1 = 2αA − η(G k ) + G k+1 = 0, where A is defined in Definition 6.1. Therefore by induction F k = F k for all k ≥ 1.
Next, no pairs among those F k are multiple of each other. Hence they span different extremal rays of Eff(Y ), and φ has infinite order. Now Eff(Y ) and Eff(X) are not rational polyhedral, so Y and X are not Mori Dream. Now we return to S. Let O(N S(S)) + be the group of isometries of N S(S) ∼ = Pic(S) which leaves the set of effective divisors invariant. Recall that for a lattice L, the discriminant group of L is the group L * /L, which is finite abelian. Let D S be the discriminant group of N S(S). Theorem 10.10. The pseudo-automorphism φ X : X X restricts to Keum's automorphism κ : S → S associated to the Weber Hexad H = {5, 23, 1, 14, 2, 12}.
Proof. By Proposition 10.7 we know η(S) = S, so φ X fixes the class of S. Since S is the unique anticanonical section of X (Lemma 4.1), we must have φ X |S : S S is a birational map. Now S is K3, hence a minimal surface. Thus any birational automorphism of S is in fact regular everywhere. Hence φ X |S ∈ Aut(S) = Bir(S). Now D S is uniquely determined by N S(S), therefore for any g ∈ Aut(S), the action of g on D S is determined by the pullback g * : N S(S) → N S(S). Therefore by Proposition 10.9, for g, h ∈ Aut(S), g = h if and only if the induced linear maps of pullback g * = h * on N S(S). Hence if we show the restriction of η to N S(S) agrees with κ * , then we must have φ X |S = κ ∈ Aut(S), which proves the theorem.
Finally, the restriction map: r : Pic(X) → Pic(S) satisfies r(H) = H S , r(E i ) = E i , and r(E ij ) = T ij . Proposition 10.7 and Theorem 6.3 show that the restriction map η to Pic(S) agree with κ * on the Q-basis {H S , E i , T ij } of Pic(S) (Proposition 5.1). Hence η restricts to κ * , which finishes the proof.
Remark 10.11. Indeed Theorem 10.10 also implies that φ is of infinite order.
Cremona Transformation that only contracts rational hypersurfaces
The linear system |D| in (1) induces the birational transformation ψ : P 3 P 3 (Definition 7.3). Here we show ψ contracts rational hypersurfaces only but is not generated by the standard Cremona σ 3 and PGL(4). Recall that in [BH14] , the authors defined G n (k) as the subgroup of Bir(P n ) generated by the standard Cremona σ n and PGL(n + 1) over the field k. They also defined H n to be the subset Bir(P n ) of elements which contracts rational hypersurfaces only. It is shown that G n ⊂ H n . On the other direction, the authors gave examples of birational transformations in odd dimensions that lie in H n but not G n , hence showing G n = H n when n odd. In particular, they proved:
Theorem 11.1. [BH14, Thm. 1.4] Let k be any field and n > 2 be odd. Suppose H is an irreducible hypersurface which is sent by an element g ∈ G n (k) onto the exceptional divisor of an irreducible closed subset Z (that is, the lift of g to P 3 Bl Z P 3 maps H birationally onto E Z ). Then Z has even dimension.
Corollary 11.2. Let ψ : P 3 P 3 be the birational map in Definition 7.3. Then ψ ∈ H 3 but ψ ∈ G 3 (C).
Proof. By Proposition 8.8, ψ only contracts the hypersurfaces Q α . Each Q α is rational because they are birationally mapped to E α which are rational (Also see Remark 6.2(4)). Hence ψ ∈ H 3 . Now consider the rational hypersurface Q 12 . Here Z := l 12 is a line, irreducible of dimension 1, which is odd. By Theorem 10.4 and Proposition 9.3, Q 12 is birationally mapped by ψ onto E Z = E 12 , by Theorem 11.1, ψ ∈ G 3 (C).
SQMs of blow-ups of P n along points and lines
We apply the construction by Castravet and Tevelev in [CT15] to construct an SQM for the blow-up of P n at (n + 3) general points and 9 lines through 6 of the n + 3 points In the following we prove Proposition 12.1. First, we review the definition of compatible sequences of sections (css) in [CT15] :
Definition 12.6. [CT15, Def. 5.2] Let D i , i = 1, · · · , N be irreducible divisors of a smooth variety X with simple normal crossings. Call the pairwise and triple intersections among them D ij and D ijk , and call the interior of them D 0 ij and D 0 ijk . Assume that D 0 ij and D 0 ijk are either irreducible or empty. Fix p : W → X a P 1 -bundle over X. Let s i : D i → p −1 (D i ) be sections of p over D i , with images Z i , for i = 1, · · · , N . Then we say the sections s i forms a compatible sequences of sections (css) if the following hold:
(1) If i < j and D ij = ∅, then the following hold:
(a) Z i = Z j over D ij , or (b) Z i and Z j are disjoint over D 0 ij (interior of D ij ), in which case the locus in D ij where Z i and Z j agree is either empty or a union of subsets D ijk for some indices k such that 1 ≤ k < i. Moreover for any such k we have Z k = Z i over D ik ; Z k = Z j over D jk ; in addition, for any p ∈ s k (D 0 ijk ), the following relations between the tangent spaces hold T p,s i (D ij ) ∩ T p,s j (D ij ) = T p,s k (D ijk ) .
(2) If D ijk = ∅, then there are {a, b} ⊂ {i, j, k}, a = b, such that Z a = Z b over D ab .
We refer to [Mar82] and [CT15, Sec. 5] for discussions of elementary transformations of vector bundles. Now recall Proposition 12.7. [CT15, Prop. 5.4] Given a css s i with image Z i , i = 1 · · · , N , let q : W 1 → X be the elementary transformation of p : W → X by the data (D 1 , Z 1 ). Then the proper transforms Z i of Z i in W 1 for i ≥ 2, form a css of q. Therefore iteratively there is a sequence of P 1 -bundles W 0 = W , W 1 , · · · , W N over X such that W n is an elementary transformation of W n−1 .
Proof of Proposition 12.1. We first construct a css. We fix (n + 4) points x, r 0 , · · · , r n+2 in P n+1 in linearly general position, and consider the natural morphism π : Bl x P n+1 → P n resolving the projection P n+1 P n from x. Then π is a P 1 -bundle over P n . Let p i = π(r i ). We denote by l α the linear subspace (a line or a point) passing through the points {p i | i ∈ α}, where α ∈ {0, 1, 2, · · · , n + 2} ∪ I. Let u n : Y n → P n be the successive blow-up of P n at the (n + 3) points r 0 , · · · , r n+2 and the 9 lines indexed by I, that is, all those linear subspaces l α . Let π : W → Y be the pullback of the bundle π. As in [CT15, Proof of 1.1], we choose sections t α : l α → π −1 (l α ) such that the image of l α is the linear subspace L α passing through the corresponding points {r i | i ∈ α}. We call D α the exceptional divisor in Y over l α , and pull back t α to a section s α : D α → π −1 (D α ). Call Z α the image s α (D α ).
Next we check that those sections s i form a css under the increasing order {0, 1, 2, · · · , n + 2, 03, 04, 34, 12, 15, 25, 05, 13, 24}.
Indeed, if i, j, k, l ∈ {0, 1, · · · , n + 2} are distinct indices, then D i ∩ D j = ∅, D ij ∩ D kl = D ij ∩ D ik = ∅ and D i,ij := D i ∩ D ij ∼ = P 1 is a fiber, whenever the divisor D ij is defined. Thus every triple intersection among D α is empty, making (2) of Definition 12.6 true. Furthermore, this implies that {D α } are indeed simple normal crossing. Finally, for D i and D ij , we find Z i agrees with Z ij over D i,ij since they are pullbacks of the sections t i and t ij which agree over the point p i . This proves that {D α } form a css.
Applying Proposition 12.7, there exists a chain of P 1 -bundles W α over Y so that each is an elementary transformation of the previous one: W, W 0 , · · · , W n+2 , W 03 , W 04 , · · · , W 24 , where W α is the successive elementary transformation of W about the data (D β , Z β ) for every β ≤ α. On the other side, we identify Y n+1 with the blow-up of Bl x P n+1 at the n + 3 points r i and the 9 lines through r i indexed by I. Denote by X α the intermediate blow-ups at x and all the linear subspaces L β for β ≤ α. Then we have a chain of blow-ups: Bl x P n+1 , X 0 , · · · , X n+2 , X 03 , X 04 , · · · , X 24 = Y n+1 .
Finally we claim that W 24 is an SQM of Y n+1 . The argument is identical to the proof of Claim 3 in [CT15] , and we omit it.
