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ABSTRACT 
THE EFFECTS OF USING VISUAL STATISTICS SOFTWARE   
ON UNDERGRADUATE STUDENTS’ ACHIEVEMENT  
IN STATISTICS AND THE ROLE OF COGNITIVE  
AND NON-COGNITIVE FACTORS  
IN THEIR ACHIEVEMENT 
by 
Kori Lloyd Hugh Maxwell 
 
This study examined the effects of visual statistics software on undergraduate 
students’ achievement in elementary statistics and the role of cognitive and non-cognitive 
factors in their achievement. An experimental design was implemented using ViSta – a 
visual statistics program. A sample of 273 undergraduate students at a leading, urban, 
southeastern research university enrolled in six sections of Elementary Statistics were 
selected and randomly assigned to experimental and comparison groups. The participants 
completed four surveys, with pre and post-test measures, which assessed their attitudes, 
statistics self-efficacy, perceptions of their learning environment, and statistical reasoning 
abilities. To further guide this study, the modified trichotomous framework (Beyth-
Marom, Fidler, & Cumming, 2008; Elliot & McGregor, 2001) of goals, cognition, and 
achievement was used as the theoretical foundation to categorize the cognitive and non-
cognitive predictors in relation to student achievement.  
Two quantitative data analysis methods were utilized. Mann-Whitney tests were 
employed to determine if there were any statistically significant differences in overall 
achievement and cognitive and non-cognitive sub-scales between the experimental and 
comparison groups. Correlation analysis was used to determine if there were any 
statistically significant associations between the overall grade in the course and the 
cognitive and non-cognitive sub-scales. For the qualitative data, error analysis was used 
to determine any underlying processes or misconceptions evident in students’ problem-
solving application. Additionally, reliability analysis determined the internal consistency 
of the data and fidelity of implementation analysis ensured that the intervention was 
being applied appropriately.  
In this study, no statistically significant differences in achievement were noted. 
However, a significant difference was noted in students’ statistics self-efficacy between 
the comparison and experimental groups. Finally, using the Pearson product moment 
correlation (r), a statistically significant correlation was found between the overall grade 
and attitudes towards the course, attitudes towards statistics in the field, interpreting and 
applying statistical procedures, identifying scales of measurement, and the negotiation 
scale of students’ learning environment. In order to improve undergraduate statistics 
instruction, it was recommended that classes should involve more face-to-face 
engagement with the instructor, focus more on student-centered practices through the use 
of interactive technology, and incorporate activities from a variety of disciplines. 
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CHAPTER 1 
INTRODUCTION 
In this introductory chapter, I will first discuss (a) the statement of the problem, 
(b) the purpose of the study, and (c) the research questions that were formulated along 
with my hypotheses. I will continue by (d) defining terms and (e) discussing the 
conceptual framework that will serve as a foundation for the study. As a conclusion, I 
will (f) provide an outline of the significance of the study and a brief summary. 
Statement of the Problem 
This study investigated the effects of using visual statistics software (ViSta) on 
undergraduate students’ achievement in statistics and the role of cognitive and non-
cognitive factors in their achievement. Elementary statistics is an area that most students 
come in contact with throughout their undergraduate education. Statistics is usefully 
applied in many areas whether it is to analyze and interpret data, or to graphically 
represent data. Metz (2010) has indicated that statistics education is an increasingly 
important component of mathematics education today. In keeping with this 
acknowledgment of the significance of statistics education, Garfield, Hogg, Schau, and 
Whittinghill (2002) indicated that a driving force for change in assessing students’ 
statistics learning has been mathematics education reform, which has established 
probability and statistics as integral components within the pre-college mathematics 
curriculum, defining new learning goals for students. The guidelines for assessment and 
instruction in statistics education (GAISE) were developed in 2005 by the American 
Statistical Association in order to address the need of a more statistically literate 
community, providing a conceptual framework for K-12 statistics education. These 
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guidelines enable high school students to achieve statistical literacy both personally and 
professionally. The GAISE conceptual framework for statistics education is pertinent 
because it aids in preparing high school students to develop their statistical understanding 
and literacy, which will be useful for a successful college experience. Metz (2010) has 
identified statistical concepts that are deemed necessary for statistical literacy, one of 
which is visual statistics, which was the focus of this study.  
Students enter the statistics classroom with varying levels of abilities. They learn 
differently and so the factors that affect their learning and achievement also vary. 
Cognitive and non-cognitive factors are an important aspect to underscore in research 
because they inform teaching and learning. Most college students are only required to 
take an elementary statistics course. This course is therefore where statistics instructors 
do or do not inspire students to apply the learned statistics in their professions and in their 
everyday lives. Specifically focusing on studies related to statistical achievement, 
cognitive factors will allow researchers to highlight the reasoning or mental processes 
that foster student statistical achievement. Conversely, non-cognitive factors will explore 
the areas of student achievement that are not particularly related to mental or reasoning 
ability. An examination of both types of factors covered the main contributors of student 
learning and achievement in this study. 
The overall importance of statistics education is to enable students to make use of 
the skills they acquire in statistics outside of the classroom setting. Studies in the 
literature have indicated that students need to be able to think about what they learn in 
terms of conceptual, verbal, graphical, and mathematical ideas and to understand the 
purpose and logic of statistical investigations (Cain, 2006; Garfield & Chance, 2000). As 
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a comprehensive skill for understanding the world, students must also be able to utilize 
and analyze visual statistics in its many forms (Cain, 2006). Young, Valero-Mora, and 
Friendly (2006) discuss visual statistics as consisting of dynamic interactive graphics, 
which are an interface to the traditional statistical analysis tools. Visual statistics 
therefore strengthens the way we understand data and, as a result, our application of our 
understanding in real-world contexts. Schau (2003) indicated that the definitive purpose 
of statistics education is to engage individuals to utilize statistical thinking appropriately.  
Purpose of the Study 
The purpose of this study was to examine the effects of using a visual statistics 
software program (ViSta – an interactive software that engages students in learning visual 
statistics) on undergraduate students’ statistics achievement. Additionally, the roles that 
cognitive and non-cognitive factors played in students’ statistical achievement were also 
examined. This research topic was explored through the use of an experimental design 
study, with experimental and comparison groups. In the experimental group, an 
intervention was introduced, while the comparison group did not receive this 
intervention. The intervention involved administering the visual statistics software, ViSta, 
in order to study its effect on students’ engagement and application of visual statistics. 
Research Questions 
The following research questions were investigated: 
 What are the effects of the interactive visual statistics software, ViSta, on 
undergraduate students’ achievement in elementary statistics? 
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 What are the effects of the interactive visual statistics software, ViSta, on 
cognitive and non-cognitive factors between the experimental and comparison 
groups in elementary statistics? 
 What are the associations between cognitive and non-cognitive factors and 
undergraduate statistics achievement in elementary statistics? 
Hypotheses 
The null hypotheses related to each of the research questions were as follows: 
 There is no statistically significant difference in achievement between the 
comparison and experimental groups. 
 There is no statistically significant difference in cognitive and non-cognitive 
factors or subscales between the comparison and experimental groups. 
 There is no association between overall achievement in the course and 
cognitive and non-cognitive factors or subscales. 
It was also hypothesized that using the ViSta program would increase 
undergraduate students’ achievement in statistics, mainly through having positive impacts 
on their knowledge, self-efficacy, and attitudes toward statistics.  
Definitions and Terms 
Cognitive Factors 
Messick’s (1993) definition of cognitive factors consists of methods of 
perceiving, remembering, thinking, problem-solving and decision-making that reflects 
information processing and application. In this study, cognitive factors included those 
factors related to student thinking, reasoning and problem solving. Garfield (1991, 2003) 
proposed the Statistical Reasoning Assessment (SRA) instrument to measure students’ 
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thinking, reasoning, and problem solving with statistical ideas. The SRA was adopted as 
a quantitative measure of cognitive factors in this study.   
Non-Cognitive Factors 
Non-cognitive factors have been defined in several ways in the literature and are 
identified to be those factors that are not specifically intellectual or analytical in nature.  
Kyllonen, Walters, and Kaufman (2011) divided non-cognitive factors into three main 
categories: personality factors (for example extroversion), quasi-cognition (for example 
meta-cognition), and motivation factors (for example self-efficacy); with two additional 
background categories affecting these non-cognitive factors; environmental (for example 
mentor support) and group factors (for example gender and ethnicity). For the purpose of 
this study, the following non-cognitive factors were tested: students’ attitudes, self-
efficacy, and learning environment perception. The following instruments were used: 
ATS, the Attitude towards Statistics scale (Wise, 1985), CSSES, the Current Statistics 
Self-Efficacy Survey (Finney & Schraw, 2003), and CLES, the Constructivist Learning 
Environment Survey (Taylor, Fraser, & Fisher, 1997). Additionally, a background survey 
was administered to collect student demographics. 
Achievement  
In this study, achievement was measured by the students’ final grade obtained in 
the class. Additionally, other areas of achievement were examined including homework 
and test grades throughout the semester and final exam grades. 
Conceptual Framework 
The modified trichotomous model of goals, cognition, and achievement was 
adopted as the major conceptual framework guiding this study (see Figure 1). 
6 
 
 
 
Figure 1. Modified trichotomous model of goals, cognition, and achievement. 
The modified trichotomous model incorporates 3 major components: a) mastery 
and performance goals b) descriptive statistical cognition; and c) achievement. This 
modified trichotomous model is appropriate for the research because it facilitates the 
examination of cognitive and non-cognitive factors in relation to statistical achievement 
in the undergraduate classroom. The modified trichotomous model emerged from a 
combination of two theoretical frameworks: the Statistical Cognition (SC) framework and 
the Achievement Goal Theory (AGT) framework.  
Statistical Cognition Framework 
SC is defined as the mental processes, representations, and activities involved in 
acquiring and using statistical knowledge (Beyth-Marom, Fidler, & Cumming, 2008). As 
a result, the authors consider SC to be a field of theory research and application that has 
three basic tenets: normative, descriptive, and prescriptive (see Figure 2).  
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Figure 2. Schematic relations among the three tenets of statistical cognition. Adapted 
from “Statistical Cognition: Towards Evidence-based Practice in Statistics and Statistics 
Education,” by R. Beyth-Marom, F.Fidler, and G. Cumming, 2008, Statistics Education 
Research Journal, 7(2), 20-39. 
 
The normative tenet of statistical cognition focuses on how people should think 
about statistical concepts, which is often what individuals encounter in schools (Beyth-
Marom et al., 2008). The descriptive tenet of statistical cognition includes how 
individuals obtain and apply statistical knowledge and how they think about statistical 
concepts. At the core of the descriptive facet are the assessment of statistical reasoning 
and the cognitive processes underlying these reasoning assessments. Finally, the 
prescriptive facet of statistical cognition addresses the bridging of the gap between the 
normative (what it “should” be) and the descriptive (what it “is”) tenets of statistical 
cognition (Beyth-Marom et al., 2008). Prescriptive analyses utilize the logical 
consequences of normative theories and the empirical findings of descriptive studies 
(Bell, Raiffa & Tversky, 1988).  
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Achievement Goal Theory  
Achievement goal theory (sometimes referred to as the achievement goal 
approach, goal orientation, or goal theory) is a theory in social cognition that suggests 
that individuals have diverse goals or purposes for engaging in achievement behavior 
(Pintrich & Schunk, 2002). In this study, goals are associated with non-cognitive factors 
and factors that are related to the environment. Dalton (2010) argues that the key 
characteristics of achievement in educational settings are related to the positive intention 
to succeed in specifically academic endeavors. This positive intention is influenced by 
non-cognitive factors such as students’ attitudes, external environmental factors, and 
students’ confidence in their abilities, which produces diverse types of goals related to 
achievement outcomes. Figure 3 displays a parallel relationship among the modified 
trichotomous model, the factors that were measured, and the instruments employed in this 
study. 
 
Figure 3. Parallel model of framework, factors, and instruments. 
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Significance of the Study 
Theoretical Significance  
From a theoretical perspective, this study is significant for three reasons. First, the 
research adds to previously conducted studies (Adebayo, 2008; Bell, 2008; Budé, Van De 
Weil, Imbos, Candel, Broers & Berger, 2007; Chiesi & Primi, 2010; Evans, 2007; Nasim, 
Roberts, Harrell, & Young, 2005; Rocheleau, 2004) by investigating the relationship 
between cognitive and non-cognitive factors and academic achievement in the 
undergraduate statistics classroom. Second, by focusing on visual statistics, an area that 
all academic majors will encounter in their chosen professions, this study is set apart 
from similar studies due to the use of the intervention – the statistical software ViSta, 
which has not been used in studies related to cognitive and non-cognitive factors. Finally, 
the study is multidisciplinary in that it calls for the use of higher order level technology 
integration in the classroom.  
Practical Significance 
From a practical perspective, this study is significant for two main reasons. First, 
it promotes an engagement and application of statistical learning as many students face 
challenges that prevent them from learning and fully engaging in statistics. Visual 
statistics is implemented and utilized in many different fields and so students need to be 
proficient in the analysis and interpretation of visual displays of data in order to be 
successful in their chosen profession. Secondly, the study highlights the importance of 
visual statistics. Young, Valero-Mora, and Friendly (2006) posit that statistical data 
analysis is a powerful tool for understanding data (where visual statistics presents data in 
a simpler way). Visual statistics consists of dynamic interactive graphics, which are an 
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interface to the traditional statistical analysis tools. Results of hidden tools are presented 
in such a way that it facilitates an agreement with our innate visual understanding and 
mathematical statistics (Young, Valero-Mora, & Friendly, 2006).  In other words, visual 
statistics strengthens the way we understand data and how that understanding is applied 
in the real world. The authors also indicated that graphics prove more useful when they 
are dynamic and interactive, that is capable of smooth motion and instant reaction to the 
user’s action, than when they are static and not interactive.  
In order for visual statistics to be a useful tool for discovery through the 
implementation of dynamic interactive graphics, it must aid the user in being open to 
valid visual insight. Young, Valero-Mora and Friendly (2006) delineate the following 
four respects that graphics must take into account: 1) Respect people – the graphic must 
be dynamic enough to be manageable by various users with varying levels of perceptual 
and cognitive abilities, ensuring data will be easily and accurately understood; 2) Respect 
data – the nature of the data (for example categorical or numerical) must be taken into 
account and must have appropriate representation and visualization; 3) Respect 
mathematics – the dynamic interactive graphic must be faithful to the mathematics of the 
statistical situation which ensures that the algebra of mathematical statistics translates to 
the geometry of statistical visualization; 4) Respect computers – the graphics must 
respect the capabilities of the computer or operating system, so much so that the dynamic 
and interactive aspects of the graphics are demonstrable for a wide range of datasets.  
Visual statistics allows students to be actively engaged in learning statistics 
through application of the visual displays of data. How students learn and absorb visual 
statistics concepts is impacted by both cognitive and non-cognitive factors. Students with 
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a high level of cognitive processing may adapt quickly to learning new methods of visual 
displays of data, while students who are more influenced by non-cognitive factors (such 
as motivation or attitudes) may not have the comparable reasoning skills, but have the 
drive to learn what is being taught. 
In summary, this study exploring cognitive and non-cognitive factors associated 
with achievement was impactful because it engaged students in interactively learning 
statistics, which is a departure from the normal lecture classes. The modified 
trichotomous model of goals, cognition, and achievement was a useful and pertinent 
guide to this study as it focused on cognitive factors, non-cognitive factors, and 
achievement, which were the major measures in this study. An examination of both types 
of factors covered some of the main contributors of student learning and achievement in 
the undergraduate statistics classroom. This leads to an assessment of pedagogical 
techniques that can be implemented to enhance the outcome of an improvement in 
student achievement and an engagement in learning statistics. 
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CHAPTER 2 
REVIEW OF THE LITERATURE 
In this literature review, I will first discuss (a) the development of the modified 
trichotomous model and review, (b) the use of analytical tools in statistics, and (c) the 
cognitive and non-cognitive factors of undergraduate student achievement, which will 
include a discussion of research in the undergraduate setting, and more specifically, in the 
undergraduate statistics setting. I will continue to: (d) argue and make critical notes of the 
different methodologies as cited by the literature, (e) focus on the gaps in the literature 
that will be addressed by the current study and (f) conclude with a brief summary of the 
literature. 
The Development of the Modified Trichotomous Model 
In the achievement goal theory framework, the trichotomous model was built on 
and developed from the dichotomous framework. The dichotomous framework of 
mastery and performance objectives failed to acknowledge the valence aspect of 
achievement goals. In the dichotomous framework, success and an avoidance of failure 
were combined (Elliot & Dweck, 1988) or ignored altogether (Nicholls, Patashnick, 
Cheung, Thorkildsen, & Lauer, 1989). Atkinson (1957) suggested that the inattention to 
the approach-avoidance distinction indicated that the desire to attain success and the 
desire to avoid failure are significant determinants of achievement behavior. A 
rectification of this oversight was initially sought by Elliot (1997), Elliot and Church, 
(1997), and Elliot and Harackiewicz, (1996) who proposed a trichotomous achievement 
goal framework. In this model (which was later adapted by Covington, 2000), 
performance goals were divided to create separate performance-approach and 
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performance-avoidance goals. The trichotomous model therefore comprises performance-
approach, performance-avoidance and mastery-approach goals (Moller & Elliot, 2006).  
In 2001, Elliot and McGregor argued that a fourth goal should be added to the 
achievement goal framework: mastery-avoidance. Pintrich (2000) was also a proponent 
of the addition of mastery-avoidance goals to the framework, which resulted in goal 
attitudes being further divided between approach and avoidance attitudes. Students with 
an “approach” attitude positively attempt to reach their desired goals and students with an 
“avoidance” attitude attempt to avoid failing or unfavorable judgments. Both of these 
attitudes can be applied to mastery and performance goals (Dalton, 2010). Elliot and 
McGregor (2001) developed the following 2x2 achievement goal framework (see Figure 
4) which combines the goal orientations and the goal attitudes. The 2x2 achievement goal 
framework additionally separates the mastery goal construct, which was typically viewed 
as approach-oriented. This provided us with both mastery-approach and mastery-
avoidance goals. Within the mastery-goal construct, competence may be defined in terms 
relative to an individual’s previous achievement. Mastery-avoidance goals focus on 
incompetence relative to task requirements, for example, striving to avoid making an 
error on an assignment or trying not to forget what was taught (Moller & Elliot, 2006). 
The addition of the mastery-avoidance component to the achievement goal literature was 
justified by viewing achievement goals as a function of two salient historical perspectives 
(Elliot, 2005; Elliot, McGregor, & Thrash, 2002) involving how an individual defines or 
evaluates his or her competence and an individual’s inclination to focus on approaching 
rather than avoiding competence (valence towards competence).  
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Figure 4. The 2x2 achievement goal framework. 
An individual’s achievement goals are therefore thought to influence the quality, 
timing, and appropriateness of cognitive strategies that control the quality of one’s 
accomplishments (Moller & Elliot, 2006). Senko, Hulleman, and Harackiewicz (2011) 
pointed out that in the mid-1980s, several theorists distinguished between mastery goals, 
aiming to develop one’s competence, and performance goals, to demonstrate one’s 
competence by outperforming peers. They agree that even though the theorists had 
different theoretical frameworks and used different labels for goals, they were united on 
the idea that mastery goals promoted greater educational benefits than did performance 
goals, especially for students retaining self-doubts (Senko et al., 2011). 
Subsequently, after some studies had revealed unbalanced benefits afforded more 
by performance goals, Harackiewicz, Barron, and Elliot (1998) provided a revision of 
achievement goal theory emphasizing the positive potential of each goal instead of 
mastery goals alone. In addition to including the approach-avoidance distinction, Elliot 
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and colleagues also revised the achievement goal construct by offering a more specific 
definition grounded in competence alone. Elliot (1999) noted that defining achievement 
goals in terms of “purpose” lacks precision, because purpose has two different 
denotations: (1) the rationale or reason for which something is done or exists, and (2) the 
aim; an intended or desired result. Purpose is used in both of these ways in the 
dichotomous conceptualization of achievement goals (Elliot, 1999). The reason for 
engaging in achievement behavior (to develop or demonstrate competence) is typically 
included, and sometimes the aim that is pursued while engaging in achievement behavior 
(objective/intrapersonal or normative competence) is also included. In the trichotomous 
and 2x2 achievement goal models, Elliot and colleagues overtly separated the reason and 
aim aspects of purpose and defined achievement goal solely in terms of aim (Elliot, 
Murayama, & Pekrun, 2011).  
The goals of the trichotomous and 2x2 achievement goal models are 
conceptualized on this basis: a mastery-approach goal which focuses on the attainment of 
task-based or self-based competence, a mastery-avoidance goal which focuses on the 
avoidance of task-based or self-based incompetence, a performance-approach goal which 
focuses on the attainment of other-based competence, and a performance-avoidance goal 
which focuses on the avoidance of other-based incompetence. When achievement goals 
are interpreted in this manner, the mastery-based goals are indicated to contain two 
different standards for evaluation: task-based competence and self-based competence. 
This raises the question of whether these two standards are similar enough to belong in a 
single goal construct or are different enough to warrant separate goal constructs (Elliot, 
Murayama, & Pekrun, 2011). 
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Mastery and Performance Goals 
Mastery goals have been argued to produce similar or stronger effects than 
performance goals on any desirable educational outcome (Dweck, 1986; Nicholls, 1984). 
This supposition points to two distinctions between these goals. The first main distinction 
is that the two goals partly originate from diverse views of ability. Individuals pursuing 
mastery goals tend to consider ability as a malleable attribute, something to be developed 
by increasing effort (Dweck, 1986). As a result, these individuals have an affinity for 
challenges and respond resiliently to adversity. On the other hand, individuals pursuing 
performance goals are more prone, instead, to consider ability as a fixed characteristic 
(Dweck, 1986). Consequently, those individuals who consider themselves to have high 
abilities should enjoy and respond well to challenges, but those individuals who lack this 
self-confidence are more prone to avoiding challenges and respond helplessly to 
adversity. 
The second main distinction between mastery and performance goals is in how 
individuals define success versus failure (Nicholls, 1984). Successful achievement of a 
performance goal requires outperforming others. In contrast, successful achievement of a 
mastery goal requires meeting either task-based criteria (for example, correctly answering 
80% of test questions) or, more typically, self-defined criteria (for example, feeling that 
you have learned or improved). Accordingly, not all students can achieve a performance 
goal, but every student can, in principle, achieve a mastery goal (Nicholls, 1984). 
Mastery goals should therefore be easier to accomplish and allow for greater feelings of 
competence than performance goals, which should then translate into positive educational 
outcomes (Nicholls, 1984). Researchers have compiled a notable body of work on the 
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effects of mastery and performance goals. Some of this research has been experimental 
(Elliott & Dweck, 1988; Harackiewicz & Elliot, 1993), with the majority being 
conducted in the classroom setting by correlating students’ self-reported goals with a 
range of educational outcomes, including achievement (for example, exam or final 
grades), interest in the course material, study strategies, self-regulation, and help-seeking 
behaviors. In the literature, the findings for mastery goals have been favorably consistent. 
It was highlighted that students who pursue mastery goals, as opposed to performance 
goals, often find their classes interesting, persevere when difficult situations are 
encountered, value cooperativeness, seek help when confused, use deep learning 
strategies, which allows individuals to connect what was learned to other concepts, and 
perceive tasks as valuable (Darnon, Butera, & Harackiewicz, 2007; Wolters, 2004). 
Despite these favorable outcomes, there are still unfavorable results. Mastery goals are 
often unrelated to academic achievement. Additionally, students who adopt mastery goals 
infrequently perform better in the classroom than students who do not pursue these goals 
(Wolters, 2004). 
The effects of performance goals may depend on how they are defined. 
Performance-avoidance goals tend to produce negative effects (Elliot, McGregor, & 
Gable, 1999). Normative goals appear instead to produce a more constrained and unique 
set of effects. Some are reasonably unfavorable, such as mild anxiety and the application 
of surface learning strategies that focus on rote memorization (Elliot et al., 1999). Others, 
however, are relatively desirable, such as high effort, diligence, and most notably, high 
attainment in the classroom environment (Hulleman, Schrager, Bodmann, & 
Harackiewicz, 2010). This interesting link with achievement has been especially 
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displayed both inside and outside of the United States (Cury, Elliot, DaFonseca, & 
Moller, 2006), in age groups ranging from middle school students (Skaalvik, 1997; 
Wolters, Yu, & Pintrich, 1996) to college students (Harackiewicz, Barron, Tauer, Carter, 
& Elliot, 2000), and in classes ranging from introductory courses in which grades are 
more often than not determined by multiple-choice exams (Harackiewicz, Barron, Tauer, 
& Elliot, 2002) to sophisticated seminars in which grades are determined primarily by 
essays and participation (Barron & Harackiewicz, 2003).The originators of goal theory 
always contended that performance goals could provide benefits in certain situations, 
given that the students possess a high level of confidence (Dweck, 1986; Nicholls, 1984). 
Nevertheless, the originators of goal theory also hypothesized that mastery goals would 
be equivalent to or exceed performance goals in producing benefits to any desirable 
outcome, including classroom attainment. The likelihood that performance goals might 
encourage achievement in the classroom more consistently than mastery goals was never 
expected. This finding, coupled with experimental evidence that normative goals also 
generate greater engagement and interest than mastery goals for individuals 
(Harackiewicz & Elliot, 1993), provided the impetus for Harackiewicz et al. (1998) to 
propose a revision to achievement goal theory. Particularly, they urged the field to take 
into account the prospective benefits of performance-approach goals and mastery goals, 
and to recognize how the two goals can combine to optimize motivation. Three statistical 
patterns of data were identified by Barron and Harackiewicz (2001) that would result in 
favorable combinations. The first one is an interactive model in which the two goals have 
a positive interaction effect on an outcome. The second is an additive model in which the 
two goals each have positive main effects on the same outcome. The third is the 
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specialized model in which the two goals have unique main effects on different 
outcomes. With the interactive model, the maximum benefit occurs when students pursue 
both goals, while the additive model reveals the benefits to pursuing both goals. Despite 
evidence for all three patterns, depending on the educational outcome being investigated, 
Pintrich, Conley, and Kempler (2003) observed significant support for the specialized 
model whereby normative goals are associated with achievement, and mastery goals are 
associated with interest and several other desirable outcomes (Hulleman et al., 2010). The 
multiple goal framework can therefore be acknowledged to rely on three assumptions: (1) 
performance goals may provide some benefits more reliably than mastery goals, (2) 
students can adopt both mastery and performance goals concurrently, and (3) students 
can incur the benefits of each goal by pursuing both. This updated theoretical perspective 
departed from the traditional mastery goal perspective that pitted mastery goals against 
performance goals in an either–or framework (Hulleman et al., 2010). 
Use of Analytical Tools in Statistics 
To aid in supporting undergraduate students’ understanding of statistics, there are 
several tutorial and analytical tools available. ViSta is an analytical statistics tool which 
focuses solely on visual statistics and facilitates an interactive engagement in 
visualization graphics (which develops a deeper understanding of visual statistics and 
data analysis methods). More notable statistical analytical tools include Microsoft Excel, 
R, STATA, SPSS, and SAS. For moderate to large datasets, STATA and SAS are more 
appropriate analytical tools and require a high degree of statistical and technological 
expertise to operate. The most popular open-source statistical software, R, requires 
programming knowledge to effectively use its tools. While Microsoft Excel and SPSS are 
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user-friendly, the statistical output in excel can appear confusing and scattered and SPSS 
lacks some control over statistical output (Pope, 2012).  
ViSta 
ViSta is an interactive analytical tool that facilitates beginning statistics learners’ 
development of statistical skills. These statistical skills are not only necessary to 
successfully complete the elementary statistics course, but they can be applied to 
individuals’ professional lives as well, adding to their life skills. ViSta is a non-
commercial, freely available system using a moderated software distribution model. In 
addition to the dynamic interactive graphics that are available in other statistical 
visualization systems, ViSta contains a visual metaphor for structuring data analysis 
sessions, a provision of expert guidance through the graphical tools available, and a 
relevant approach to organizing and coordinating multiple dynamic graphics (Young, 
Valero-Mora, & Friendly, 2006). Since this software focuses solely on visual statistics, it 
provides the user with a structured environment for statistical visualization.  
ViSta facilitates four main data analysis methods: 1) Univariate tests (for example 
t-tests and z-tests), 2) Analysis of variance (ANOVA), 3) Regression, and 4) Frequency 
table analysis. ViSta can also be used in conjunction with Microsoft Excel and SAS and 
its most significant attributes consist of its graphical interface, interactive graphics, and 
multi-view graphics (see Figure 5). Along with JMP and DataDesk, ViSta has become a 
widely used statistical visualization system. JMP and DataDesk, however, are 
commercial systems while ViSta is non-commercial and freely available. 
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Figure 5. ViSta screenshots of various methods of analysis. 
 
Recent research on the use of ViSta is limited (Ledesma, Macbeth, & Cortada de 
Kohan, 2009; Ledesma & Valero-Mora, 2007; Valero-Mora & Ledesma, 2011) and there 
is no literature on the use of ViSta in an educational setting to support students’ 
understanding of visual statistics. The existing body of literature has focused on using the 
visual statistics software to apply statistical methods (Ledesma & Valero-Mora, 2007), to 
explore the use of the interactive graphics in ViSta to teach multivariate data analysis 
(Valero-Mora & Ledesma, 2011) or to compute statistical measures (Ledesma, Macbeth, 
& Cortada de Kohan, 2009).  Ledesma and Valero-Mora (2007) highlight the use of 
ViSta-PARAN (a plug-in for ViSta) in carrying out parallel analysis. Parallel analysis is a 
Monte Carlo simulation that determines the number of factors to retain in Principal 
Component and Exploratory Factor Analysis. The ViSta-PARAN program offers two 
options for output (visual and numerical) and provides parametric and non-parametric 
analysis for principal component and factor analysis. 
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Valero-Mora and Ledesma (2011) explore the use of ViSta and its interactive 
graphics to teach multivariate data analysis to Psychology students. Three techniques 
were explored: 1) parallel coordinates/box plots; 2) principal components/exploratory 
factor analysis; and 3) cluster analysis. Using interactive graphics, students were able to 
perform important parts of the analysis by identifying, selecting and changing or 
manipulating observations. This hands-on, interactive experience proved useful for 
teaching multivariate data analysis to Psychology students because of their tendency to 
have low to moderate proficiency in mathematics and statistics.  
There is evidence in the literature supporting the use of interactive and dynamic 
graphics for introducing multivariate data analysis, allowing students to apply these 
techniques entirely or partially in a graphic/interactive way, and providing insights into 
the procedures that do not stem easily from the formulae. Dynamic graphics are special, 
computer-based statistical graphics that change in response to direct user manipulation 
(Young, Valero-Mora, and Friendly, 2006).  
While there has been some evidence reported regarding the potential of ViSta in 
visual statistics, the research, however, has not explicitly examined the effect of using the 
software on students’ learning. This study is therefore a pioneer study as it will contribute 
to the field of statistics education by using ViSta as a tool to enhance students’ learning 
and engagement in elementary statistics, measuring the effect of using this tool. 
Cognitive and Non-Cognitive Factors 
Using the most recent and relevant literature (Adebayo, 2008; Bell, 2008; 
Harackiewicz et al., 2002; Nasim et al, 2005; Smith & Schumacher, 2005; Ting, 2009; 
Turner & Lindsay, 2003), the effects of cognitive and/or non-cognitive factors on student 
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achievement in an undergraduate setting were examined. In these studies (see Appendix 
A), the researchers employed the use of quantitative techniques to provide answers to 
their research questions.  
The aforementioned studies examined the impact of cognitive and/or non-
cognitive factors on student achievement in various academic and non-academic 
disciplines. Considering research on the impact of cognitive and non-cognitive factors on 
general student achievement, several factors were found to be significant, which have 
informed this study. The factors that were discovered to be significant predictors of 
undergraduate achievement are achievement goals, where performance goals resulted in 
an increase in course grades (Harackiewicz et al., 2002; Turner & Lindsay, 2003) and a 
realistic and positive self-concept (Adebayo, 2008; Nasim et al., 2005; Ting, 2009). As a 
result, the factors that were selected for examination in this study, based on the reviewed 
research in the undergraduate setting, are achievement goals, self-efficacy and the 
students’ learning environment (which may contribute to students’ objectives and self-
efficacy as their perceived environment may aid or hinder their achievement). 
Similar to the previous section on general undergraduate achievement, the most 
recent and relevant literature on undergraduate statistics achievement (Bond, Perkins, & 
Ramirez, 2012; Budé et al., 2007; Chiesi & Primi, 2010; Evans, 2007; Vanhoof, Castro 
Sotos, Onghena, & Verschaffel, 2006) were examined to determine the effects of 
cognitive and/or non-cognitive factors on student achievement in statistics. In these 
studies, the researchers employed the use of quantitative or mixed methods techniques to 
provide answers to their research questions. 
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For the mixed methods study of Bond, Perkins, and Ramirez (2012), the 
quantitative results showed the relationship between students’ perceptions of statistics 
and attitudes toward statistics. The results indicated that there was no significant 
difference in mean pre- or post-attitude scores across conceptualization and content 
knowledge categories. The qualitative data indicated that students had basic knowledge 
of what the word statistics meant, but with varying levels of understanding and 
conceptualization of statistics.  
These cognitive and non-cognitive studies in the undergraduate statistics setting 
have informed this study by highlighting the factors that were significant for 
examination. The factors that were discovered to be significant predictors of 
undergraduate statistics achievement are mathematical content knowledge (Chiesi & 
Primi, 2010) and attitudes (Chiesi & Primi, 2010 & Vanhoof et al., 2006). Bond, Perkins, 
and Ramirez (2012) and Evans (2007) reported no significant change in attitudes when 
comparing the pre and post- test measures. Nevertheless, Evans (2007) highlighted that 
there was a statistically significant difference in attitudes of students across departments 
(mathematics, psychology, and sociology). As a result, the factors that were selected for 
examination in the current study, based on the reviewed research in the undergraduate 
statistics setting, are statistical knowledge and reasoning ability and attitudes. 
Strengths and Weaknesses of Methodologies as cited by the Literature 
The methodology selected for any study is directly related to the research 
questions that have been developed. The methodologies employed in the literature to 
examine cognitive and non-cognitive factors and their association with achievement are 
quantitative and mixed-methods research. This was evident as most of these studies 
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sought answers to quantitative research questions. As a result, their focus was on 
statistical analysis. On the other hand, the research undertaken by Bond, Perkins, and 
Ramirez (2012) employed the use of mixed methods research. Essentially, this is a 
combination of both quantitative and qualitative research procedures and so the 
researchers had to be fully embedded in both areas of research. 
According to Velez (2008), the strengths of quantitative research are that 
replication is made possible due to the processes, regulations, and guiding principles of 
quantitative research. The theories that are constructed about how and why things occur 
are tested and validated and the process of collecting data is fairly quick. The data 
collected is exact and numerical and when drawn from large random samples, 
generalizations can be made (Tashakkori & Teddlie, 2003). 
Velez (2008) also highlighted the strengths of mixed methods studies, which 
provide a workable solution to the debate between qualitative and quantitative designs. 
The strengths of one method can be used to overcome the weaknesses of another by 
including both in a research design (Tashakkori & Teddlie, 2003). Mixed methods studies 
allow the researcher to further explore the data as this method possesses objective and 
subjective characteristics. Mixed method designs also provide flexibility in the methods 
used to investigate various topics and it allows the researcher to narrow or expand the 
focus as needed. Because there are no constraints due to a specific research paradigm, 
mixed methods research can examine a variety of research questions. Words can be 
usefully applied to add meaning to the numerical data and numbers can be used to 
support the narrative. Mixed methods research therefore provides stronger support 
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through a substantiation of the research findings and presents more comprehensive 
information necessary to inform theory and practice (Tashakkori & Teddlie, 2003). 
The weaknesses of quantitative methodologies are that the statistical 
characteristics of a quantitative report can be technical and difficult to understand for 
average users of the reports. Quantitative investigations do not present any descriptive or 
narrative explanations of the data, which is sometimes necessary to understand the 
context in which the data was analyzed and interpreted. Quantitative inquiry claims to be 
free from researcher bias but it is argued that this is not possible because researchers are 
human beings and cannot always be neutral in any circumstance. Quantitative inquiry 
emphasizes statistical significance (which may be a small representation of what is 
actually taking place) without regard for the significance of the effects involved 
(Tashakkori & Teddlie, 2003; Velez, 2008).  
In terms of mixed method designs, Velez (2008) indicated the weaknesses to be 
that mixed methods research can be challenging for a researcher to conduct because he or 
she has to be familiar with both quantitative and qualitative research designs and must 
know how to appropriately combine the two. It may also be more difficult for a single 
researcher to conduct a mixed research if two or more approaches are utilized 
concurrently. Mixed methods research is time-consuming and can be quite costly. It also 
requires flexibility from the researcher to adapt to the needs of the problem being studied. 
Mixed methods research may constrain the researcher in terms of choosing an appropriate 
method (or combination of methods) to approach a research project even though there is 
some level of flexibility in choosing methods that fit research questions (Tashakkori & 
Teddlie, 2003). 
27 
 
 
As a result of an examination of the strengths and weaknesses of methodologies 
used to study cognitive and non-cognitive factors, I have employed the use of a 
quantitative research study with a minor focus on qualitative research methods. 
Focus: Gaps in the Literature 
Through an examination of the literature (see Appendix A), it can be seen that 
most studies on cognitive and non-cognitive factors take on a quantitative approach. The 
omissions in the existing literature on cognitive and non-cognitive factors related to 
undergraduate statistics achievement were identified and provided the basis for the 
current study. Several research studies (Bond, Perkins, & Ramirez, 2012; Budé et al., 
2007; Chiesi & Primi, 2010; Evans, 2007 & Vanhoof et al., 2006) focused on assessing 
students as they are, and in some instances, using pre and post- test measures. However, 
the studies that were examined did not attempt to enhance and support student learning 
by introducing an intervention (which would facilitate the evaluation of achievement for 
comparison and experimental groups in addition to pre and post results for both groups). 
Most of the studies examined (Bond, Perkins, & Ramirez, 2012; Chiesi & Primi, 2010; 
Evans, 2007 & Vanhoof et al., 2006) also did not utilize any guiding theoretical or 
conceptual frameworks which would have provided a focus and foundation for their 
research. The studies (Bond, Perkins, & Ramirez, 2012; Budé et al., 2007; Chiesi & 
Primi, 2010; Evans, 2007 & Vanhoof et al., 2006) were also general in nature and didn’t 
focus on a specific aspect of the statistics course. 
By focusing on visual statistics, an area that all academic majors will encounter in 
their chosen professions, this study is set apart from the aforementioned studies due to the 
use of the experimental research design and the intervention – the statistical software 
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ViSta, which has not been used in studies related to cognitive and non-cognitive 
predictors of undergraduate achievement.  
Summary of the Literature 
In summary, the studies on the use of ViSta are limited in number and consist 
primarily of outlining methods of applying the software to analyze data. Additionally, 
major studies have been identified which have contributed significantly to the literature 
on cognitive and non-cognitive factors as predictors of undergraduate student learning. 
These studies have employed different methodologies, but despite their significant 
contribution to the knowledge base of the subject, they all have their strengths and 
weaknesses. The studies did not attempt to enhance and support student learning by 
utilizing an intervention and subsequent comparative analysis of achievement for the 
comparison and experimental groups. There was also a notable absence of a guiding 
theoretical framework in most of the studies and in addition, they were general in nature 
and did not focus on any specific aspect of the statistics course. This study has explored 
and addressed these gaps that have been identified in the existing literature in an attempt 
to gain a better understanding of student learning and performance, and to make a 
significant contribution to the existing body of knowledge on cognitive and non-cognitive 
factors related to students’ statistical achievement. 
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CHAPTER 3 
METHODOLOGY 
In this section, I will first discuss (a) the research design of the study which 
highlights the methodology and procedures I used to conduct my research. I will then 
examine: (b) the participants, (c) the data collection process, (d) the procedure that was 
employed, (e) the intervention, and (f) the data analysis methods. These sections provided 
a blueprint for my research. I will continue by highlighting (g) the limitations of the study 
design, (h) the research permission obtained and ethical considerations, (i) the role of the 
researcher, and (j) a brief summary of the methodology that was utilized. 
The purpose of this study was to examine the effects of using a visual statistics 
software program (ViSta) on undergraduate students’ statistics achievement and 
cognitive and non-cognitive factors. The research questions were developed as follows: 
 RQ1 - What are the effects of the interactive visual statistics software, ViSta, on 
undergraduate students’ achievement in elementary statistics? 
 RQ2 - What are the effects of the interactive visual statistics software, ViSta, on 
cognitive and non- cognitive factors between the experimental and comparison 
groups in elementary statistics? 
 RQ3 - What are the associations between cognitive and non-cognitive factors and 
undergraduate statistics achievement in elementary statistics? 
Research Design 
This study employed an experimental design. Using an experimental design, the 
comparison group design with pre-test and post-test measures (see Figure 6 – adapted and 
modified from Campbell & Stanley, 1963; Reichardt, 2009; Shadish et al., 2002) was 
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applied because the study involved the comparison of multiple groups which were similar 
in characteristics. In this type of design, both the experimental and comparison groups are 
assessed on a pre-test measure, the treatment is then administered to the experimental 
group, and finally both groups are assessed on a post-test measure. Credibility is typically 
enhanced by adding the pre-test measure (Schweigert, 1998). In this study, the pre-test 
measures were used to assess the equivalency of the comparison and experimental groups 
and the post-test measures were used to assess the relative effect of the intervention 
(Schweigert, 1998). The comparison group with pre-post-test design is therefore a useful 
design to determine if a specified intervention produces any additional effects other than 
those attributed to the passage of time or the experience of being assessed (Thyer, 2012). 
The most obvious way of detecting and accounting for the effects of selection differences 
is to make use of pre-test measures that are identical to the post-test measures (Reichardt, 
2009). 
 
 
  
 
     
 
 
 
 
Figure 6. Design of non-equivalent group study. 
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The dependent variable or outcome is the students’ achievement in the course as 
reflected in their final overall grade. The independent variables, that is, those variables 
that could influence achievement (the dependent variable) include cognitive ability 
(reasoning and problem-solving skills), attitude, statistics self-efficacy, and student 
perception of the learning environment. In this study, the intervention (use of ViSta) was 
assigned exclusively to the experimental group. According to Reichardt (2009) “[a] 
theory is put to the test by deriving its empirical implications and seeing if they hold 
true….a theory’s most telling implications entail predictions about the effects of 
treatments or interventions” (p. 46).  
Sample Selection  
The sample was selected through the use of a multi-level random sampling 
procedure and random assignment. At the first level, the population was divided into 
already existing class sections. There were 30 sections of the course offered during the 
semester. At this institution, the instructors are randomly assigned to classes (by the 
coordinator of the course) and are assigned before students register to preserve 
comparability. With the classes and instructors assigned, the four instructors who taught 
six sections of the course were identified and one instructor was randomly selected for 
the study. Three of the sections taught by this instructor were then randomly assigned to 
the experimental group and the other three were randomly assigned to the comparison 
group. Since the groups (or class sections) were already created prior to the research, 
every possible precaution was made to ensure that the characteristics of both groups were 
as similar as possible. Students shared characteristics in that they must satisfy the same 
requirements to enroll at the university and in the undergraduate statistics course. 
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Additionally, using six classes taught by the same instructor reduces or eliminates 
instructor bias in the results that occur.  
Participants 
In this study, 273 undergraduate students, enrolled in a statistics course at an 
urban university in the southeast, and consisting of a diverse population, were invited to 
participate in the study. The participants in this research study are college students who 
were enrolled in Elementary Statistics, a 3-credit course offered every semester. The 
course is required for undergraduate students majoring in Accounting, Business 
Economics, Finance, Computer Information Systems, Geography, Hospitality 
Administration, Marketing, Nursing, Public Policy, Real Estate, Respiratory Therapy and 
Social Work. A typical enrollment in a section of Elementary Statistics is a maximum of 
47 students. In this course, students examine descriptive statistics, basic probability and 
distribution of random variables, estimation and hypothesis tests for means and 
proportions, regression and correlation, analysis of count data, and prepare a Microsoft 
Excel project. Participants were at least 18 years old and were not excluded on the basis 
of any characteristics (for example gender or ethnicity). Students participated in the study 
during the course of a semester where the duration of each class was 50 minutes, with 3 
hours of lab time required per week. Demographic information such as gender, ethnicity, 
parents’ education and major were also collected (see Table 1). 
The instructor is a graduate student of statistics who teaches 6 sections of the 
elementary statistics course each semester while taking classes and conducting research. 
Since the classes only meet for 50 minutes, the instructor holds office hours each week 
and is present in the statistics lab to assist students. 
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Demographic Data 
Table 1 
Demographic Data 
Group Gender Ethnicity Major 
 Male Female Black White Asian Hispanic Other Stem Non-
Stem 
Comp 56 81 68 47 10 2 10 49 88 
Exp 53 83 69 40 16 3 8 40 96 
Total 109 164 137 87 26 5 18 89 184 
Note. N = 273; Comp = comparison; Exp = experimental 
  
Table 1 shows the demographic data of the sample in this study. Approximately 
40% of the participants were male and 60% were female. The most common ethnicity 
was “Black” as 50% of the participants identified themselves, with 32% “White” and 
18% a combination of “Asian,” “Hispanic,” and “Other” (which is identified to be a 
mixture of ethnicities). Thirty-three percent (33%) of the participants identified STEM 
fields as their majors, which include, for example, Computer Science, Biological Science, 
and Chemistry, while the majority of the participants, 67%, are enrolled in non-STEM 
majors, including Sociology, Journalism, Art, Political Science, and Education. 
Additionally, the majority of participants indicated that they were full-time students 
(47%), Sophomores (26%), and their parents’ received a college education (31%). 
Data Collection 
Data collection was facilitated over the course of the semester (14 weeks) and 
consisted of several phases. First, there was the collection of the pre-test responses which 
was conducted at the beginning of the semester. During the semester, student artifacts or 
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work samples were collected along with observations and informal interviews, and at the 
end of the semester, the post-test responses and final grades were collected. Observations 
were made and recorded throughout the entire 14 weeks of the semester. Three data 
collection techniques were used: 1) testing; 2) observing classes; and 3) collecting 
artifacts (including student work samples such as tests and in-class activities using 
ViSta). For the first week of classes, I made a brief presentation lasting five minutes 
about the study to all six sections of the course. I introduced myself, discussed the 
purpose of the study and invited all students to participate. I then distributed the survey 
instruments along with the informed consent and the FERPA forms. The collection of 
pre-survey responses took three weeks as students were not able to complete all surveys 
in the 50-minute time frame allotted for class each week. Some students therefore had to 
complete the surveys at home, and then return them in the next class meeting. In addition 
to collecting responses in class, I also met some students at the statistics lab where I 
collected a few surveys and was able to engage students in conversation. The SRA took 
considerably longer to complete and so most students had to take it home. The ATS and 
the CSSES were relatively shorter and so most students were able to complete and return 
those within 10 to 15 minutes. For weeks 2 and 3, I continued to collect completed 
surveys and I also issued surveys to students who were not in attendance for the first 
class. I ended pre-data collection in week 3 where I collected the remaining surveys from 
students. 
Once the pre-survey responses were collected, I began the intervention which 
involved utilizing the ViSta software in the experimental group. In addition to collecting 
the final pre-tests in week 3, I also prepared the experimental classes (3 sections) to use 
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ViSta by presenting in-class orientation, installation, and user guides that I created and 
made available to them online. This allowed them to be exposed to the software which 
would aid them for the rest of the intervention. For weeks 4 to 8, students were taught 
various topics utilizing the ViSta software. These topics included generating summary 
statistics and boxplots, z-scores, hypothesis testing, confidence intervals and correlation 
and regression. For ten minutes at the beginning of each experimental class, I 
demonstrated how to use the software to perform different functions and how to record 
the relevant information that is generated. This was facilitated through the use of my 
laptop and the class projector. This further familiarized students with using the software 
which helped to prepare them for the next phase. For weeks 9 to 12, students were given 
hands-on activities in class using the ViSta software. This was facilitated through ten 
minute sessions for each experimental class over the course of the four weeks where 
students were able to apply what they learned using the software. Students were given 
problems to solve using the software and they were also provided with laptops to use in 
groups. For weeks 13 to 14, the post-test was administered and collected. Throughout the 
semester (week 1 to week 14), notes were recorded to describe and document relevant 
data that emerged throughout the course of the study, and for the collection of artifacts, 
samples of student work involving the use of ViSta were collected. During the data 
collection process, I was completely immersed in the culture of the classroom and so it 
was useful and convenient for me to conduct informal conversations with students about 
the course, the use of the software in the various topics in class, and what can be done to 
facilitate their understanding of the content (see Table 2). 
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Table 2 
Data Collection Procedures 
Week Date Data Collected 
1 August 27 - 29 Pre-test and observations 
2 September 3 - 5 Pre-test and observations 
3 September 10 – 12 Pre-test and observations 
4 
 
September 17 – 19 Observations and informal 
interviews 
5 
 
September 24 – 26 Observations and informal 
interviews 
6 October 1 - 3 Observations and informal 
interviews 
7 October 8 – 10 Observations and informal 
interviews 
8 October 15 – 17 Observations and informal 
interviews 
9 October 22 – 24 Student work and observations 
10 October 29 – 31 Student work and observations 
11 November 5 – 7 Student work and observations 
12 November 12 – 14 Student work and observations 
13 November 19 – 21 Post-test and observations 
14 December 3 - 5 Post-test and observations 
 
For the assessment of cognitive factors, one instrument was employed: 
1) Statistical Reasoning Assessment (SRA) – This assessment is one of the first 
instruments developed to assess students’ statistical reasoning The SRA contains 20 
multiple choice questions developed by Konold (1989) and Garfield (1991, 2003) as a 
part of the NSF ChancePlus project to evaluate the effectiveness of a new statistics 
curriculum in U.S. high schools and to assess students’ ability to reason with statistical 
information. It has also been used with other high school and college students in a variety 
of statistics courses in order to evaluate the effectiveness of curricular materials and 
approaches and also to describe the level of students’ statistical reasoning. In many 
contexts, reasonable test-retest reliability and content validity have been performed 
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(Garfield & Chance, 2000). Each item in the SRA illustrates a problem related to 
statistics or probability. The responses to these items include an account of reasoning 
with an explanation of the rationale for that particular choice. Garfield (1998) utilized the 
following types of reasoning in order to develop and select items to use in the SRA. 
These reasoning levels include reasoning about types of data (whether quantitative or 
qualitative), representations of data (identifying representations such as the sample, 
shape, center or spread), statistical measures (what measures of center and spread reveal 
about the data), uncertainty (understanding randomness and chance), samples (how they 
relate to the population), and association (judging and interpreting a relationship among 
variables) (see Appendix B).  
For non-cognitive factors, three instruments were used: 
1) Attitude towards Statistics (ATS) Scale – Developed by Wise (1985), the ATS consists 
of 29 statements about statistics that students rate on a 5-point Likert-type scale and is 
used to measure college students’ attitudes towards statistics. This instrument has 
demonstrated acceptable psychometric properties under the rationale of classical test 
theory (Zieffler, Garfield, Alt, Dupuis, Holleque, & Chang, 2008). The ATS is composed 
of 2 subscales: a 9 item course subscale measuring attitudes towards the course in which 
students are enrolled; and a 20 item field subscale measuring attitudes towards the use of 
statistics in their fields of study (Gal & Ginsburg, 1994; Shultz & Koshino, 1998). Also, a 
short set of questions will be added at the beginning of this instrument to collect 
demographic information related to students’ gender, ethnicity, and major (see Appendix 
C).  
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2) Current Statistics Self-Efficacy Scale (CSSES) – Developed by Finney and Schraw 
(2003), the CSSES is a 14-item scale that assesses the respondents’ confidence in their 
ability to solve specific tasks related to statistics. Each item in the CSSES was scored on 
a six-point likert-type scale ranging from 1 (No confidence at all) to 6 (Complete 
confidence) (Abd-El-Fattah, 2005).  Finney and Schraw (2003) defined current statistics 
self-efficacy as the self-confidence in one’s abilities to solve statistics-related tasks. The 
authors also defined self-efficacy to learn statistics as the self-confidence in one’s 
abilities to gain knowledge of the requisite skills necessary to solve specific statistics-
related tasks (see Appendix D). 
3) Constructivist Learning Environment Survey (CLES) – Developed by Taylor, Fraser, 
and Fisher (1997), the CLES was used to measure the instructional environment and the 
students’ perception of their learning environment. Four scales of the CLES were 
developed to measure significant aspects of a constructivist learning environment. The 
scales were the autonomy scale, prior knowledge scale, negotiation scale, and the 
student-centeredness scale. The autonomy scale measures perceptions of the extent to 
which opportunities are provided for students to employ meaningful and conscious 
control over their learning activities, and think independently of the teacher and other 
students. The prior knowledge scale measures perceptions of the extent to which there are 
opportunities for students to meaningfully integrate their prior knowledge and 
experiences with their newly constructed knowledge. The negotiation scale measures 
perceptions of the extent to which there are opportunities for students to interact, 
negotiate, and construct meaning. Finally, the student-centeredness scale measures 
perceptions of the extent to which there are opportunities for students to experience 
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learning as a process of creating and resolving personally problematic experiences 
(Taylor & Fraser, 1991). Due to the emphasis on constructivist-related curriculum 
reforms, Taylor and Fraser (1991) capitalized on the use of the CLES to monitor 
students’ views of their learning environments, to examine the impact that constructivist 
environments have on student achievement and performance, and to provide a foundation 
for guiding planned attempts to assess constructivist-oriented learning environments (see 
Appendix E). 
Extracting Cognitive and Non-Cognitive Subscales  
 For the ATS (29 items), CLES (28 items), and SRA (20 items) instruments, a 
conceptual grouping of items was conducted based on the pre-existing categories that 
have been established for these instruments (Shultz & Koshino, 1998; Taylor & Fraser, 
1991; Garfield, 2003). For the CSSES, exploratory factor analysis was performed 
because this instrument did not have pre-existing subscales and the underlying latent 
constructs needed to appropriately group the items into non-cognitive subscales. 
Exploratory factor analysis was employed using the oblique rotation method to extract 
the latent subscales in the CSSES instrument. The subscales for the CSSES were retained 
based on a combination of the Kaiser criterion (eigenvalues greater than 1) and the scree 
plot test (see Figure 7). For the CSSES instrument, after factor analysis was performed, 
two subscales (eigenvalues of 8.371 for subscale 1 and 1.090 for subscale 2) were 
retained which account for an overall 67.57% variation in the data. Table 3 shows the 
conceptual grouping of the question items on each instrument and the related cognitive 
and non-cognitive categories established. 
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Figure 7. Scree plot showing the retained factors for the CSSES instrument.  
 
Table 3 
Cognitive and Non-Cognitive Subscales for each Instrument 
Instruments Subscales Questions Category 
ATS 1 2, 5, 7, 8, 12, 15, 18, 20, 22 Attitudes towards the course 
2 1, 3, 4, 6, 9, 10, 11, 13, 14, 
16, 17, 19, 21, 23, 24, 25, 
26, 27, 28, 29 
Attitudes towards statistics in 
the field 
CSSES 1 2, 3, 4, 5, 7, 10, 11, 12, 13, 
14 
Interpreting and applying 
statistical procedures 
2 1, 6, 8, 9 Identifying scales of 
measurement, type 1 and 2 
errors, and power 
CLES 1 1, 2, 3, 4, 5, 6, 7 Negotiation 
2 8, 9, 10, 11, 12, 13, 14  Prior knowledge 
3 15, 16, 17, 18, 19, 20, 21  Autonomy 
4 22, 23, 24, 25, 26, 27, 28 Student centeredness 
SRA 1 2, 6, 7, 10, 16 Thinking  
2 3, 5, 9, 11, 12, 13, 14, 15, 
17 
Reasoning  
3 1, 4, 8, 18, 19, 20 Problem-solving 
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Procedure 
Throughout the semester long, 14-week period of the research, data collection and 
data analysis procedures were performed concurrently. Prior to the start of the semester, I 
met with both the instructor and coordinator of the course to familiarize them with ViSta 
and to gain access to the classes. At the beginning of the semester (week 1), students 
were given an informed consent form (see Appendix F) prior to participation in the study. 
This form is useful as it describes the purpose of the research and the requirements of the 
participants. Students who volunteer to participate in the study were also required to 
complete a FERPA release form allowing the release and use of their final grades for the 
purpose of the study. Pre-tests were then administered which included the SRA, ATS, 
and CSSES, where all groups were assessed at around the same point in time at the 
beginning of the semester. The pre-SRA was administered to determine students’ ability 
to reason with statistical information. The pre-ATS along with a background 
questionnaire was administered to measure students’ attitudes towards the course and 
their attitudes towards statistics in their field, and to obtain information on students’ 
demographics in the form of students’ gender, ethnicity, and major. The pre-CSSES was 
used to measure students’ self-efficacy towards the use of statistics in their field of study.  
The participants in the experimental group received the intervention (weeks 3 – 
12) and the members in the comparison group did not receive this intervention. The 
intervention included the use of ViSta on various topics taught in the course such as 
calculating summary statistics, generating boxplots, conducting hypothesis testing and 
calculating confidence intervals. Throughout the semester, I attended all 6 sections of the 
class to ensure that the various sections were being instructed according to their groups 
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(experimental or comparison) and to assist in the proper application of the intervention 
(see Table 2). 
All classes were again assessed at around the same time on another occasion 
(weeks 13- 14) after the experimental groups received the intervention (Thyer, 2012). As 
a result, the post-SRA, post-ATS and post-CSSES were administered towards the end of 
the semester to determine if there were any changes in students’ reasoning, self-efficacy, 
or attitudes towards the statistics course. Finally, the CLES assessment was administered 
to assess students’ perception of their learning environment. Achievement in this study 
was measured mainly by students’ overall performance in the Elementary Statistics 
course. Subsequently, further explorations of achievement were conducted through an 
examination of students’ test and homework grades throughout the semester. 
Intervention 
The intervention involved the use of ViSta software which engaged students in 
the topic of visual statistics. The use of ViSta was primarily focused on three specific 
topics in the elementary statistics syllabus: 1) Summary statistics (including bar graphs 
and boxplots); 2) Regression; and 3) Univariate tests. During the intervention, the 
students in the experimental group were first presented with and introduced to the ViSta 
software (week 3) through a five minute presentation of installation and orientation 
guides facilitated by me, the researcher. Through weeks 4 to 8, I taught students how to 
use the main components of ViSta, each week focusing on a different topic. For weeks 9 
to 12, students were given hands-on activities in order to explore the software and to 
analyze different topics learned in class using ViSta (see Table 4). I also visited the 
statistics computer lab to continue to build a rapport with students. 
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Table 4 
Implementation of ViSta throughout the Semester   
Week Date Topic 
3 Wed Sep 11 – 9am Presented and introduced the ViSta software. 
Prepared installation and orientation powerpoint 
presentations which were presented in class and 
posted online in the experimental sections. 
 
Wed Sep 11 – 10am 
Thur Sep 12 – 10am 
4 Wed Sep 18 – 9am Taught students how to use ViSta: 
Entering and Saving data in ViSta. 
Entering and Saving data in ViSta. 
 
Wed Sep 18 – 10am 
Thur Sep 19 – 10am 
5 Wed Sep 25 – 9am Taught students how to use ViSta:  
This training included a demonstration of how to 
calculate summary statistics using ViSta and also 
how to generate boxplots. An exercise was 
posted online for students to practice. 
 
Wed Sep 25 – 10am 
Thur Sep 26 – 10am 
6 Wed Oct 2 – 9am Taught students how to use ViSta:  
Z-scores; transforming/standardizing  
observations; Binomial distribution 
 
Wed Oct 2 – 10am 
Thur Oct 3 – 10am 
7 Wed Oct 9 – 9am Taught students how to use ViSta:  
Perform Hypothesis Testing 
Perform Hypothesis Testing 
 
Wed Oct 9 – 10am 
Thur Oct 10 – 10am 
8 Wed Oct 16 – 9am Taught students how to use ViSta:  
Generate Confidence Intervals 
Generate Confidence Intervals 
 
Wed Oct 16 – 10am 
Thur Oct 17 – 10am 
9 Wed Oct 23 – 9am Hands-on activities for students. 
Students were given worksheets to calculate 
summary statistics and the five-number 
summary, and generate a box-plot. 
 
Wed Oct 23 – 10am 
Thur Oct 24 – 10am 
10 Wed Oct 30 – 9am Hands-on activities for students. 
Students were given worksheets to transform 
their data set. This included finding z-scores, 
square roots, and powers. 
 
Wed Oct 30 – 10am 
Thur Oct 31 – 10am 
11 Wed Nov 6 – 9am Hands-on activities for students. 
Students were given worksheets to conduct 
hypothesis testing and calculate confidence 
intervals. 
Wed Nov 6 – 10am 
Thur Nov 7 – 10am 
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12 Wed Nov 13 – 9am Hands-on activities for students. 
Students were given worksheets to calculate 
correlation and regression. 
Wed Nov 13 – 10am 
Thur Nov 14 – 10am 
 
Students used ViSta to edit, transform, and analyze statistical data during the 
course. ViSta tools are integrated into a free, non-commercial, open and expandable 
statistical software package and works as a completely interfaced plug-in analysis. 
ViSta’s graphical user interface tools, including a dialog box for parameter specification 
aided students in using ViSta’s specialized graphics to visualize output in order to better 
understand the results of the analysis. Ledesma and Valero-Mora (2007) argued that these 
features provide researchers with a new, user-friendly way to carry out analysis. 
Data Analysis 
Four main data analysis methods were employed:  
1) Tests of Independent Samples – a) Mann-Whitney Test - The assumptions were 
tested and since the data was not normally distributed, nonparametric tests were 
used. The Mann-Whitney Test (which does not assume normality) was used to 
determine if there is a statistically significant difference in overall achievement 
between the experimental and comparison groups (What are the effects of the 
interactive visual statistics software, ViSta, on undergraduate students’ 
achievement in an elementary statistics course?) and if the predictors identified in 
the experimental and comparison groups are significantly different (What are the 
effects of the interactive visual statistics software, ViSta, on cognitive and non-
cognitive factors between the experimental and comparison groups?). b) t-test – 
The t-test was also used to discover whether there were any statistically 
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significant differences between the mean performance on statistics topics for the 
comparison and experimental groups. This parametric test was used because the 
average performance scores per topic for both groups were found to be normally 
distributed.   
2) Exploratory Factor Analysis (EFA) - EFA is a variable reduction technique which 
involves the study of order and structure in multivariate data. EFA identifies the 
number of latent constructs which account for as many variables as possible in the 
data set, detecting underlying factor structures and commonalities in the 
relationship between variables (Cohen, Manion, & Morrison, 2011). The oblique 
rotation method was employed which allows for factors to correlate, as opposed 
to the orthogonal rotation method which does not account for the correlation 
between items (Brown, 2009). 
3) Correlation Analysis – An examination of the correlation coefficient facilitates the 
establishment of interrelationships among variables (Cohen, Manion, & Morrison, 
2011). To establish correlation, the two variables must be continuous and either 
interval or ratio scale. Generally, correlation is intended to answer three main 
questions; 1) is there a relationship between the two variables? If there is a 
relationship, then the other two questions follow; 2) what is the direction of the 
relationship? And 3) what is the magnitude of the relationship (Cohen, Manion, & 
Morrison, 2011)? For the purpose of this study, correlation analysis determined 
the factors that were significantly correlated with achievement, the overall grade 
in the course (What are the associations between cognitive and non-cognitive 
factors and undergraduate statistics achievement?). 
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4) Error analysis – In addition to examining observations and informal interviews for 
qualitative data collected, error analysis was used to determine any patterns of 
student conception, misconception, and reasoning in applying their statistical 
knowledge to answering questions.  
Fidelity of implementation analysis was also employed to ensure that the 
intervention was being used accurately and appropriately as intended. Mellard (2010) 
outlined five elements of fidelity of implementation, namely: 1) adherence (how well 
does the instructor maintain the procedure and follow through with using the 
intervention), 2) duration and exposure (how often participants receive the intervention), 
3) quality of delivery (how the instructor delivers the lesson using the intervention), 4) 
program specificity (how the instructor ensures the experimental or comparison groups 
are not contaminated or do not intersect), and 5) student responsiveness (how students are 
engaged in the lesson). Two processes were utilized to assess the fidelity of 
implementation: 1) direct observation whereby an observation checklist was used to 
observe the intervention and record the occurrence of the significant intervention 
components; 2) providing evidence from student perception survey whereby students will 
assess their learning environment to give feedback on how the intervention has helped or 
enhanced their learning in the course. The main focus of assessment of the fidelity of 
implementation was on the direct assessment method which Mellard (2010) indicated as 
the most reliable method.  
Additionally, reliability analysis, using Cronbach’s alpha was used to determine 
the internal consistency of the data obtained from the SRA, the ATS, the CSSES, and the 
CLES instruments. According to Schweigert (1998), reliable measures should be 
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consistent to ensure that if the same procedure is performed to measure the same event by 
other researchers, the same results should be obtained. For this reason, when utilized with 
participants who share comparable characteristics, a reliable measure will yield similar 
results each time. Schweigert (1998) also accounts for the significance of validity and 
indicates that this concept focuses on the extent to which a measurement technique 
measures what it purports to measure. There are both internal and external validity issues 
to consider here. Internal validity refers to the extent to which variation in the dependent 
variable is attributable to the independent variable. On the other hand, external validity 
refers to the extent to which the results of the study can be generalized to a wider 
population (Freed, Ryan and Hess, 1991). The preceding instruments were selected 
because favorable reliability and validity tests have been established. Figure 8 depicts a 
parallel model of research questions, instruments, and data analysis procedures. 
 
 
 
Figure 8. Parallel model of research questions, instruments, and data analysis. 
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Limitations of the Study Design 
This study had four design limitations which were as follows: 
 Students’ self-assessed abilities changed over time as students’ circumstances 
changed, which may not be due to the use of the intervention. 
 Selection differences affected the outcome whereby the participants in one group 
were more motivated or had a greater ability than the participants in the other 
group, which threatened internal validity (Reichardt, 2009). As a result, the 
observed outcome differences between the groups could be attributed, not only to 
the intervention, but to the selection differences as well.  
 Another limitation was data attrition. Participants withdrew from the class and the 
study entirely so that no observations were recorded.  There were also threats to 
validity such as a lack of participation from the experimental group (for example, 
students who agree to participate may not actually utilize the software that is 
presented). 
 The design was not a true experiment but had experimental methods. Due to the 
multi-level random selection and assignment, it was assumed that the groups were 
comparable. 
Research Permission and Ethical Considerations 
Before any data can be collected, the requisite approval must be obtained, 
particularly with reference to research on human subjects. As a result, approval was 
sought and obtained from the Institutional Review Board (IRB) to collect data from the 
students and to ensure that their best interests remained a top priority. All participants 
were made aware of the purpose and nature of the study before their participation. The 
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type of data that was collected was directly related to the adopted theoretical framework. 
From our trichotomous framework, we had the goals, cognition, and achievement related 
to students’ motivation, ability or application and performance in the class respectively. 
According to Schweigert (1998), the ethical treatment of human participants is the 
principal duty of the researcher. As such, it was of paramount importance to ensure that 
the subjects did not experience any discomfort from participating in this study and they 
were also well informed of their right to withdraw from participating should they 
encounter any discomfort. Ethical considerations or lack of cooperation (compliance) by 
the subjects sometimes prevents research from being conducted (Hopkins, 2000). In light 
of this, participants were not personally identified, and instead, assigned numbers were 
used. All students who volunteered to participate in the study were required to complete 
an informed consent form and a FERPA release form authorizing the use of their final 
grade in the course. No participant identifying information appeared in reports about this 
study. Data collected was stored in file cabinets in the office of the researcher. Electronic 
data was stored on the researcher’s computer and privacy and security of the data was 
adhered to the extent of the security at the institution. During the data collection phase, 
data was closely monitored and secured to ensure that there was no identifying 
information. Printed data was stored in a locked cabinet and electronic data was saved on 
password protected computers. Names and other facts that might have pointed to subjects 
were not included in any presentation or publication of the results of the study and will 
not be included in any future publications. The findings of the study were therefore 
summarized and reported in group form to preserve anonymity and ensure that no 
individual participant was specifically identified. 
50 
 
 
Role of the Researcher 
 As a former student and instructor of elementary statistics, I have seen how 
important a basic understanding of statistics is essential in the real world. Being a student 
of statistics, I was very interested in learning the subject so I would go above and beyond 
to ensure my understanding and to gain practice in applying my knowledge. I could 
easily tell that my peers were not as enthusiastic because they dreaded the mere mention 
of the class and were not engaged in learning because it was important, but because they 
were more concerned with passing the class (and more importantly, not having to repeat 
it) than they were with learning the material. At this time, there were not many statistical 
applications that were accessible to us. In retrospect, I believe that having innovative 
technologies would have enhanced the learning environment, or at least distracted 
students by “tricking” them into being interactively engaged in learning the course. My 
perspective on the teaching and learning of statistics was enhanced when I became an 
instructor of elementary statistics while pursuing my master’s degree. I discovered that 
not much has changed in terms of students’ feelings towards the course, but now students 
had access to many different software options to aid in their understanding of statistics. It 
was apparent that selecting the most appropriate tool that would challenge more advanced 
students without isolating beginners was a daunting task. Students have diverse learning 
abilities and attitudes so it was important to keep them occupied by engaging in hands-on 
tasks that builds their skills. These experiences have shaped my perspective on the value 
of statistics and the importance of equipping individuals with the tools that would make 
teaching and learning statistics more accessible. 
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As the researcher, I was present in all six sections of the course in the study. 
Particularly for the experimental group, I was present in the classes in order to introduce 
the statistical software ViSta and to respond to any questions that the students had 
regarding the software. I also administered the survey instruments and collected the data 
ensuring that confidentiality was maintained. The data analysis was performed using 
relevant statistical analysis techniques and the results were interpreted based on the 
established conceptual framework and values for the statistical significance of the factors. 
Summary of the Methodology 
The purpose of this study was to examine the effect of using a visual statistics 
software program (ViSta) on undergraduate students’ statistics achievement and to 
determine the association between cognitive and non-cognitive factors and achievement. 
Participants in this study included a sample of 273 undergraduate students at a leading, 
southeastern research university enrolled in the Elementary Statistics course. These 
participants completed several surveys including: the Statistical Reasoning Assessment 
(SRA), the Attitude towards Statistics (ATS), the Current Statistics Self-Efficacy Scale 
(CSSES), the Constructivist Learning Environment Survey (CLES), in addition to a 
background questionnaire and being engaged in problem-solving activities. Exploratory 
Factor Analysis was used to determine the latent constructs underlying groups of question 
items and reliability analysis ensured and confirmed that the instruments that were used 
in this study measured what they were designed to measure. The Mann-Whitney test of 
independent samples and correlation analysis were used to ascertain any differences 
between the comparison and the experimental groups through use of the software, as well 
as the associations between the factors and undergraduate students’ achievement in the 
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course respectively. Finally, fidelity of implementation analysis ensured that the 
intervention was being applied appropriately, and the qualitative analysis was used to 
further expand on the results that were evident. The findings from this study will be used 
to not only inform statistics education particularly at the undergraduate level and 
encourage the design of future research and experimental studies on a more 
comprehensive scale, but will also aid in preparing students to be actively engaged in 
their own learning, which will transfer to other areas of their lives. 
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CHAPTER 4 
DATA ANALYSIS AND RESULTS 
The purpose of this study was to examine the effects of using a visual statistics 
software program (ViSta) on undergraduate students’ statistics achievement. The role that 
cognitive and non-cognitive factors played in students’ statistical achievement was also 
examined. This topic was explored through the use of an experimental design study, with 
experimental and comparison groups. In the experimental group, an intervention was 
introduced, while the comparison group did not receive this intervention. The 
intervention involved administering the visual statistics software, ViSta, in order to study 
its effect on students’ engagement and application of visual statistics. 
Research Questions and Hypotheses 
The research questions developed were as follows: 
 What are the effects of the interactive visual statistics software, ViSta, on 
undergraduate students’ achievement in elementary statistics? 
 What are the effects of the interactive visual statistics software, ViSta, on 
cognitive and non-cognitive factors between the experimental and comparison 
groups in elementary statistics? 
 What are the associations between cognitive and non-cognitive factors and 
undergraduate statistics achievement in elementary statistics? 
The null hypotheses related to each of the research questions were as follows: 
 There is no statistically significant difference in achievement between the 
comparison and experimental groups. 
 There is no statistically significant difference in cognitive and non-cognitive 
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factors or subscales between the comparison and experimental groups. 
 There is no association between overall achievement in the course and cognitive 
and non-cognitive factors or subscales. 
It was also hypothesized that using the ViSta program would increase 
undergraduate students’ achievement in statistics, mainly through having positive impacts 
on their knowledge, self-efficacy, and attitudes toward statistics.  
Both quantitative and qualitative data were collected. The quantitative data 
collected included students’ responses to the attitude, statistics self-efficacy, learning 
environment, and reasoning assessment surveys. Additionally, students’ in-class test and 
homework scores, final exam results, and overall course grades were ascertained. On the 
other hand, the qualitative data collected included observations, informal interviews, and 
student artifacts. In this chapter, I outlined the analysis techniques and results for 
quantitative data and qualitative data and provided a summary of the results obtained. 
Quantitative Data Analysis 
Analysis Techniques  
The Mann-Whitney test and correlation analysis techniques were employed to 
answer the research questions formulated. The first null hypothesis that there was no 
significant difference in achievement between the comparison and experimental group 
was tested using the Mann-Whitney test of independent samples. The t test was also used 
to test the null hypothesis that there was no significant difference between average 
performance scores on tests and homework per statistics topic. The second null 
hypothesis that there was no significant difference in cognitive and non-cognitive factors 
between the comparison and experimental groups was also tested using the Mann-
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Whitney test of independent samples. The third and final null hypothesis that there was 
no association between overall achievement in the course and cognitive and non-
cognitive factors was tested using correlation analysis. For this study, the level of 
significance which determined whether the null hypothesis was rejected was .05. 
To test data compliance with the assumptions of multivariate methods, descriptive 
statistics were performed. The data was screened and the assumptions tested to ensure 
that the data was appropriately used. The data displayed non-normality and missing 
values through an examination of the descriptive statistics. 
Attrition Rate  
The attrition rate calculated in this study (see Table 5) accounts for the disparity 
in sample size between the pre-test and the post-test. A number of factors have been 
considered to explain the occurrence of missing values across instruments. One factor is 
the nature of the classroom environment, where students add and drop the course at 
random. In this instance, some students enrolled in the class after the pre-tests were 
administered or withdrew from the class before the post-tests were administered, which 
contributed to the missing data. As a result of this, different samples were generated for 
the instruments (see Table 6). The SRA included 20 question items requiring problem-
solving application and reasoning skills. Providing answers to these questions involved a 
lot more time and effort on the students’ part and so students were more inclined to 
complete the ATS, CSSES, and the CLES instruments. 
Table 5 
Percentage of Attrition for the Cognitive and Non-Cognitive Instruments 
 ATS CSSES SRA 
Attrition (%) 4.5% 4.5% 18.4% 
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Another factor that could account for the disparity in frequency of responses 
between the pre-test and post-test was that class attendance made a steady decline for 
both the comparison and experimental groups. Students who may have collected the 
instruments to return them the following week were not in class regularly and so could 
not provide their responses to the surveys. As shown in Figure 9, attendance was at its 
lowest in week 9 for both groups, but it was noted that the students in the experimental 
group attended classes more regularly than the students in the comparison group. 
Table 6 
Participant Responses to the Instruments 
 
 PRE  POST 
 ATS CSSES SRA  ATS CSSES CLES SRA 
Comparison 75 75 49  70 70 70 57 
Experimental 82 82 54  80 80 80 65 
Total 157 157 103  150 150 150 122 
No Response 
(%) 
42% 42% 62%  45% 45% 45% 55% 
Note. N = 273 
 
 
Figure 9. Participant attendance rate for the comparison and experimental groups. 
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All precautions were considered to increase the attendance rate and the 
completion of the surveys; these included providing extra credit for work completed 
along with encouragement from the instructor for the students to complete the surveys. 
Testing Normality Assumption  
The normality assumption was tested by comparing the shape of the sample to the 
shape of a normal curve. The assumption is that if the sample is of a normal shape, the 
population from which it came should also be of a normal shape. This would inform 
whether parametric (used when data is normally distributed) or non-parametric (used 
when data is skewed or not normally distributed) tests would be utilized for analysis. The 
Shapiro-Wilk test was used to detect deviations from normality due either to skewness or 
kurtosis. Thode (2002) indicated that the Shapiro-Wilk test is more appropriate than 
distance tests such as chi-square and Kolmogorov-Smirnov tests particularly for sample 
sizes 7 < n < 2000, which is the case in the current research. A significant result obtained 
from the Shapiro-Wilk test means that the sample is not normally distributed. This test of 
normality was performed on all data collected, including the tests, final exam, final grade, 
and the four instruments used to assess students’ cognitive and non-cognitive abilities 
(see Table 7). 
Table 7 
Results of the Normality Tests 
Tests of Normality 
 Shapiro-Wilk 
Statistic df P-value 
Test 1 .914 189 .000 
Test 2 .972 189 .001 
Test 3 .981 189 .010 
Test 4 .922 189 .000 
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Final Exam .921 189 .000 
Final Grade .945 189 .000 
Pre ATS Subscale1 .971 157 .002 
Pre ATS Subscale2 .978 157 .013 
Pre CSSES Subscale1 .982 157 .036 
Pre CSSES Subscale2 .954 157 .000 
Pre SRA Subscale1 .926 103 .000 
Pre SRA Subscale2 .952 103 .001 
Pre SRA Subscale3 .919 103 .000 
Post ATS Subscale1 .975 307 .000 
Post ATS Subscale2 .981 307 .000 
Post CSSES Subscale1 .981 150 .032 
Post CSSES Subscale2 .982 150 .043 
Post CLES Subscale1 .980 150 .030 
Post CLES Subscale2 .987 150 .169 
Post CLES Subscale3 .974 150 .005 
Post CLES Subscale4 .978 150 .016 
Post SRA Subscale1 .906 122 .000 
Post SRA Subscale2 .951 122 .000 
Post SRA Subscale3 .932 122 .000 
Note. ATS Subscale1 = Attitudes towards the course;  
ATS Subscale2 = Attitudes towards the statistics field;  
CSSES Subscale1 = Interpreting statistical procedures; 
CSSES Subscale2 = Identifying scales of measurement;  
CLES Subscale1 = Negotiation; CLES Subscale2 = Prior Knowledge; 
CLES Subscale3 = Autonomy; CLES Subscale4 = Student Centeredness;  
SRA Subscale1 = Thinking; Subscale2 = Reasoning;  
SRA Subscale3 = Problem-Solving. 
 
With the exception of the CLES subscale 2 (p = .169), the Shapiro-Wilk test is 
significant for all other measures (p values < .05). We therefore tend not to accept the 
claim that the data is normally distributed and, as a result, employed the use of non-
parametric methods of analysis.  
Testing the Homogeneity of Variance   
The homogeneity of variance assumption was tested to determine if our samples 
had equal variances. The non-parametric Levene test of homogeneity of variances further 
shows that our data has equal variances for the final grade, the tests, and the cognitive 
59 
 
 
and non-cognitive subscales (see Table 8). Since the p value exceeds the significance 
level of .05, we tend to accept the null hypothesis and conclude that we have equal 
variances. 
Table 8 
Results of the Nonparametric Levene Test 
Measure Levene Statistic P-value 
Test 1 .420 .518 
Test 2 3.116 .079 
Test 3 .806 .370 
Test 4 .007 .933 
Final Exam .120 .729 
Final Grade .129 .720 
Pre ATS Subscale1 .001 .973 
Pre ATS Subscale2 1.204 .274 
Pre CSSES Subscale1 .426 .515 
Pre CSSES Subscale2 1.587 .210 
Pre SRA Subscale1 .807 .371 
Pre SRA Subscale2 .077 .782 
Pre SRA Subscale3 .035 .852 
Post ATS Subscale1 2.70 .101 
Post ATS Subscale2 2.77 .097 
Post CSSES Subscale1 2.77 .097 
Post CSSES Subscale2 2.79 .096 
Post CLES Subscale1 .44 .506 
Post CLES Subscale2 1.80 .182 
Post CLES Subscale3 2.02 .157 
Post CLES Subscale4 1.97 .163 
Post SRA Subscale1 2.78 .097 
Post SRA Subscale2 1.55 .215 
Post SRA Subscale3 2.28 .132 
Note. ATS Subscale1 = Attitudes towards the course;  
ATS Subscale2 = Attitudes towards the statistics field;  
CSSES Subscale1 = Interpreting statistical procedures; 
CSSES Subscale2 = Identifying scales of measurement;  
CLES Subscale1 = Negotiation; CLES Subscale2 = Prior Knowledge;  
CLES Subscale3 = Autonomy; CLES Subscale4 = Student Centeredness;  
SRA Subscale1 = Thinking; SRA Subscale2 = Reasoning;  
SRA Subscale3 = Problem-Solving. 
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Reliability Analysis  
In order to determine and confirm the internal consistency of the items on the 
instruments, reliability analysis was utilized. Reliability analysis, as indicated by 
Cronbach’s alpha, measures the extent to which all the items on the instrument assess the 
same concept or construct and hence it is connected to the inter-relatedness of the items 
within the test. Before the Cronbach’s alpha of a questionnaire can be determined, the 
scoring of negatively-phrased items of the questionnaire must be reversed so that all 
responses are scored in the same direction (Field, 2009). This was applicable to the ATS 
and the CLES instruments. Table 9 shows the reliability measures calculated for the 
instruments in the study. 
Since the CLES instrument was only administered once towards the end of the 
course, reliability analysis was only performed once. For both the pre-tests and post-tests 
for the first three instruments noted in Table 9, Cronbach’s alpha is considered to be 
reliable as Field (2009) indicates any alpha level exceeding .80 is reliable. This proves 
that these instruments measured what they were designed to measure and confirms pre-
existing literature which also attests to the reliability of these instruments (Shultz & 
Koshino, 1998; Finney & Schraw, 2003; Taylor & Fraser, 1991). The reliability measure 
for the SRA instrument is low at .43 and .31 for the pre-test and post-test respectively. 
This could be because the questions have multiple correct answers that students could 
choose and the inter-correlations between items are quite low so there is little consistency 
(Tempelaar, 2004). Nevertheless, the SRA has been used in different contexts and 
reasonable test-retest reliability and content validity have been established (Garfield, 
1998, 2003; Liu, 1998; Garfield and Chance, 2000). 
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Table 9 
Results of the Reliability Analysis 
 ATS  CSSES  CLES  SRA 
 Pre Post  Pre Post  Post  Pre Post 
Cronbach’s 
Alpha 
.93 .94  .95 .93  .87  .43 .31 
 
Testing Hypotheses 
 Non-parametric tests were used to answer the research questions due to the non-
normality of the data. The following non-parametric assumptions were satisfied for the 
final grade, tests, and cognitive and non-cognitive data: 
Assumption 1 – the dependent variable should be measured on the ordinal or continuous 
scale. For this study, the dependent variable in hypothesis 1 is student achievement in the 
statistics class as reflected by the final grade in the course, which is a continuous 
variable. In hypothesis 2, the dependent variables are the students’ responses to the four 
surveys administered; three of which are likert scale surveys (ATS, CSSES, and CLES), 
which are ordinal variables, and the other (SRA) is a continuous variable. 
Assumption 2 – The independent variable should consist of two categorical independent 
groups. In this case, the independent variables are categorical variables, that is, the 
comparison and experimental groups. 
Assumption 3 – there should be independence of observations which means that there is 
no relationship between the observations in each group. In this study, there are different 
participants in each group with no participant being in more than one group. 
Assumption 4 – the variables must not be normally distributed and must have equal 
variances. According to our Shapiro-Wilk test of normality and the non-parametric 
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Levene test of equal variances, the data is not normally distributed (p value < .05) and has 
equal variances (p value > .05).  
Hypothesis 1  
Based on our test statistic in Table 10 (U = 8059, p = .122) which is not 
significant, we tend to accept the null hypothesis and conclude that there is no 
statistically significant difference between the comparison and experimental groups on 
overall achievement in the elementary statistics course. To gain more insight on students’ 
performance throughout the study, two additional areas of student achievement were 
examined: 1) the average test and homework performance scores per statistics topic, and 
2) the test scores across the semester. The t test was used to test the null hypothesis that 
there is no significant difference between average performance scores on tests and 
homework assignments per statistics topic between the comparison and experimental 
groups. Table 11 shows the breakdown of topics for the tests and homework, outlining 
the average percentage of correct responses to all questions related to each of the topics 
listed per comparison and experimental groups. The conclusion from the t test performed 
(see Table 12) was that the differences in performance scores on tests and homework 
were not statistically significant (tests t = -2.65, p = .795; homework t = -.713, p = .488). 
Table 10 
Test Statistics for the Final Grade 
 Final Grade 
Mann-Whitney U 8059.00 
Wilcoxon W 17239.00 
Z -1.545 
P-value .122 
Note. Significance level is α = .05  
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Table 11 
A Breakdown of Average Performance on Tests and Homework by Topic 
 Comparison Group (%) Experimental Group (%) 
Topic Tests Homework Tests Homework 
Summarizing Data 85.0 95.0 85.2 96.0 
Exploring Data 64.2 83.9 68.5 88.4 
Probability 59.7 79.4 62.8 85.8 
Estimates and Samples 37.0 74.6 42.1 78.3 
Hypothesis Testing 46.2 67.3 50.0 71.2 
Two Sample 
Inferences 
31.3 61.5 32.2 65.3 
Correlation/Regression 39.6 61.6 44.5 70.5 
Goodness of fit  24.4 49.8 23.3 57.0 
 
Table 12 
Results of t Test Analysis of Average Performance on Tests and Homework 
 t test for Equality of Means 
 t df P-value Mean 
Difference 
Tests -2.65 14 .795 -2.67 
Homework -.713 14 .488 -4.90 
 
Finally, a comparison of test grades across the semester was conducted to 
determine how the comparison and experimental groups of students performed in the 
various tests over the course of the semester (see Figure 10). Figure 10 shows that the 
median score was the highest for test1 and dropped significantly for test 3 for both the 
comparison and experimental groups. The experimental group consistently scored higher 
than the comparison group throughout the majority of the tests, with the exception of test 
4 where both groups performed equivalently. Figure 11 shows the percentage of growth 
or decline in scores between tests. For test 2, the scores for both the comparison and 
experimental groups decreased. The comparison group had a decrease of 20% while the 
64 
 
 
experimental group had a decrease of 18%. This decrease in scores on the tests continued, 
as there was a consistent decrease of 20% from test 2 to 3 for the comparison group while 
the scores of the experimental group decreased by 16% for the same tests. 
 
Figure 10. Median test scores for the comparison and experimental groups.  
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Figure 11. Growth rate of tests for the comparison and experimental groups.  
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A substantial growth increase was noted for both groups between tests 3 and 4. 
The comparison group experienced a 42% increase in scores while the experimental 
group experienced a 23% increase in scores. It was noted that test 4 was considerably 
shorter than the other tests with 10 questions being asked (as opposed to the other tests 
which had 24 questions for test 1 and 17 questions for tests 2 and 3). Test 4 also covered 
fewer chapters than the other tests. Finally, between test 4 and the final exam, the 
comparison group experienced a decline of 6% in scores while the experimental group 
scores increased by 3% (see Appendix G for test question details). 
In order to determine any statistically significant differences between the 
comparison and experimental groups across the tests, the Mann-Whitney test was 
performed, the results of which are indicated in Table 13.  
Table 13 
Mann-Whitney and Mean Rank Results for the Tests and Final Exam 
 Test 1 Test 2 Test3 Test 4 Final 
Exam 
Mann-
Whitney U 
7087 6226 6012 5639.50 8165 
Wilcoxon W 15215 1360 11898 12660.50 17345 
Z -1.961 -1.709 -.733 -1.269 -1.383 
P-value .050 .087 .463 .204 .167 
Mean Rank      
Type 1 119.80 112.45 110.17 118.30 128.48 
Type 2 137.98 127.74 116.55 107.29 141.57 
Note. Significance level is α = .05; Type 1 = Comparison Group;  
Type 2 = Experimental Group  
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Table 13 indicates that there is a statistically significant difference in the scores of 
test 1 between the comparison and experimental group. As a result, for further 
examination of where the differences may be, the mean ranks were assessed to determine 
which group performed better. Table 13 also shows the results of the mean ranks, and 
indicates that for test 1, the experimental group outperformed the comparison group, 
indicated by a higher mean rank of 137.98. 
 In conclusion, the results indicated that there were no statistically significant 
differences in achievement as measured by the final grade in the course. There were also 
no statistically significant differences in tests across the semester with the exception of 
test 1, where there was a statistically significant difference noted with students in the 
experimental group receiving a higher mean rank.   
Hypothesis 2 
The results of the Mann-Whitney test indicated that there were no significant 
differences in student attitudes, student perceptions of their learning environment, and 
student statistical reasoning between the comparison and experimental groups (p values > 
.05). However, there was a significant difference noted in students’ statistics self-efficacy 
between the comparison and experimental groups. This was noted in the U = 2179 and p= 
.04 for subscale 2 (Identifying scales of measurement, type 1 and 2 errors, and power) in 
the CSSES instrument (see Table 14). Due to this significant result, the cross-tabulation 
was examined to determine where these differences were (see Table 15). It was noted in 
Table 15 that the comparison group felt stronger about their abilities related to CSSES 
subscale 2 (identifying scales of measurement, type 1 and 2 errors, and power), which is 
reflected in a higher mean rank of 81.46. 
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Table 14 
Mann-Whitney Results for each Subscale 
Group Subscales Mann-Whitney 
U 
Wilcoxon 
W 
Z P-
value 
 ATS Subscale1 2707.50 6110.50 -1.293 .196 
 ATS Subscale2 2985.00 5835.00 -.316 .752 
 CSSES Subscale1 2787.00 6190.00 -1.012 .311 
Pre CSSES Subscale2 3047.50 6450.50 -.097 .923 
 SRA Subscale1 1211.00 2696.00 -.761 .447 
 SRA Subscale2 1196.50 2421.50 -.853 .394 
 SRA Subscale3 1192.00 2677.00 -.895 .371 
      
 ATS Subscale1 2484.00 5644.00 -.786 .432 
 ATS Subscale2 2611.00 5771.00 -.291 .771 
 CSSES Subscale1 2593.50 5753.50 -.359 .719 
 CSSES Subscale2 2179.00 5339.00 -1.970 .049 
Post CLES Subscale1 2641.50 5126.50 -.599 .549 
 CLES Subscale2 2594.00 5079.00 -.778 .437 
 CLES Subscale3 2698.00 5938.00 -.385 .700 
 CLES Subscale4 2683.50 5168.50 -.440 .660 
 SRA Subscale1 1239.50 2464.50 -.569 .569 
 SRA Subscale2 1106.00 2331.00 -1.463 .144 
 SRA Subscale3 1175.00 2660.00 -1.009 .313 
Note. Significance level is α = .05; ATS Subscale 1 = Attitudes towards the course;  
ATS Subscale 2 = Attitudes towards statistics in the field; CSSES Subscale 1 = 
Interpreting statistical procedures; CSSES Subscale 2 = Identifying scales of 
measurement; SRA Subscale 1 = Thinking; SRA Subscale 2 = Reasoning; SRA Subscale 
3 = Problem-Solving; CLES Subscale 1 = Negotiation; CLES Subscale 2 = Prior 
Knowledge; CLES Subscale 3 = Autonomy; CLES Subscale 4 = Student Centeredness; 
 
Table 15 
Mann-Whitney Mean Rank Results Comparing CSSES Subscales 
 
 
 Type N Mean Rank Sum of Ranks 
Pre Subscale 1 1 75 82.84 6213.00 
2 82 75.49 6190.00 
Total 157   
Pre Subscale 2 1 75 79.37 5952.50 
2 82 78.66 6450.50 
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Total 157   
Post Subscale 1 1 68 75.36 5124.50 
2 79 72.83 5753.50 
Total 147   
Post Subscale 2 1 68 81.46 5539.00 
2 79 67.58 5339.00 
Total 147   
Note. Subscale 1 = Interpreting statistical procedures;  
Subscale 2 = Identifying scales of measurement; 
 
 In conclusion, students’ cognitive and non-cognitive factors were examined and it 
was determined that there were no significant differences in students’ attitudes, learning 
environment perception, and reasoning abilities in this study. Students’ confidence in 
subscale 2 (identifying scales of measurement, type 1 and type 2 errors, and power) was 
the only subscale to show a statistically significant difference between the comparison 
and experimental group, with the students in the comparison group demonstrating more 
self-assessed confidence than the students in the experimental group.    
Hypothesis 3  
 The Pearson product moment correlation (r) was performed between the 
dependent variable (overall grade in the course) and the independent variables (cognitive 
and non-cognitive subscales) to determine their associations. The subscales that were 
found to be significantly correlated with the overall grade are outlined in Table 16. A 
statistically significant correlation was found between the overall grade in the course and 
students’ attitudes towards the course (r = .36, p < .001), students’ attitudes towards 
statistics in the field (r = .38, p < .001), interpreting and applying statistical procedures (r 
= .36, p < .001), identifying scales of measurement (r = .25, p < .001), and students’ 
negotiation scale of their learning environment (r = .31, p < .001).  
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Table 16 
Correlation between Independent Variables and Overall Grade 
    Subscales   
  ATS 1 ATS 2 CSSES 1 CSSES 2 CLES 2 
 
 
Final 
Grade 
Pearson 
Correlation 
.361 .377 .356 .250 .307 
Sig. (2-
tailed) 
.000 .000 .000 .002 .000 
N 150 150 150 150 149 
Note. ATS 1 = Attitudes towards the course; ATS 2 = Attitudes towards statistics in the 
field; CSSES 1 = Interpreting statistical procedures; CSSES 2 = Identifying scales of 
measurement; CLES 2 = Prior Knowledge; 
 
 All of the aforementioned independent subscales had a positive relationship with 
the final grade, which is interpreted to mean that the students’ overall grade increased as 
measures of their attitudes, statistics self-efficacy, and perception of their ability to 
negotiate their own learning increased.   
Fidelity of Implementation Analysis 
Fidelity of implementation analysis ensured that the intervention, use of the visual 
statistics software ViSta, was being used appropriately through direct observations of 
each class session. As Mellard (2010) indicated, the direct assessment method of fidelity 
of implementation is the most reliable method, and so it was adopted for this study. The 
five elements of fidelity of implementation that were assessed for this study were 
adherence, duration and exposure, quality of delivery, program specificity, and student 
responsiveness (Mellard, 2010). The criterion were measured through a documentation of 
the specific classes that used the intervention (adherence and program specificity), the 
time in minutes that students were exposed to using the visual statistics software 
(duration and exposure), the activities that students participated in using the software 
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(quality of delivery), and the instances where students would engage in the activity by 
asking questions and discussing solutions aloud (student responsiveness). 
Adherence  
  For this element, I, the researcher, maintained the procedure of utilizing the 
intervention only in the experimental sections. ViSta was also used as intended, to engage 
students in hands-on activities in applying their statistical knowledge through the aid of 
interactive, graphical software.  
Duration 
  The participants were exposed to the intervention for 10 – 15 minutes every week 
whether in the form of teaching using the software or an application of the software in 
problem-solving activities (weeks 4 – 12).  
Quality of Delivery  
  As the researcher, I implemented the use of ViSta and so I first created 
PowerPoint presentations that introduced students to the software and I demonstrated 
how to appropriately use and install ViSta. Then, at the beginning of each class, students 
were taught how to use the software with the particular topic for that week and applied 
what they learned using ViSta to answer statistics questions in class. These presentations 
were made available to students online and I was able to provide individual assistance to 
students outside of the class in the statistics lab. In summary, each experimental group 
was introduced to ViSta (week 3), ViSta was taught in class for 5 weeks (weeks 4 - 8), 
and the students had the opportunity to engage with ViSta, applying it to relevant topics 
being taught in the class such as summary statistics, transforming scores, confidence 
intervals, hypothesis testing, correlation, and regression (weeks 9 – 12). 
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Program Specificity  
  This element was ensured as neither the instructor nor researcher mentioned or 
utilized the intervention in any of the comparison groups. Only the experimental groups 
were assigned tasks related to using and applying ViSta to solve statistical problems. 
Student Responsiveness  
  Students in class asked questions about using the software on tests and asked 
questions when they were interacting with the software. Students also asked each other 
questions in their groups when trying to solve and interpret the problems. Additionally, it 
was noted that students in the experimental groups seemed more engaged in the lesson 
because these students attended classes more regularly than the students in the 
comparison groups (see Figure 9).  
Qualitative Analysis 
Qualitative analysis was conducted through examining patterns of misconceptions 
and behavior evident in students’ attempt to apply their statistical knowledge. Three 
methods were employed: error analysis, analysis of researcher’s notes, and analysis of 
student artifacts.  
Error Analysis  
Error analysis was conducted to determine and compare the problem-solving 
processes of students in the comparison and experimental groups. Two questions related 
to the content areas of confidence intervals (week 9 activity) and hypothesis testing 
(week 11 activity) were assigned by the instructor for students to complete in class. This 
facilitated the examination of patterns of errors or misconceptions that students exhibited 
in solving these problems (see Table 17).  
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Table 17 
 
Error Analysis Results for the Comparison and Experimental Groups 
Nature of Error Comparison Experimental 
Used .95 for the critical value in 
95% CI 
X  
Calculated the incorrect critical 
value 
X X 
Wrote the formula without any 
calculations 
X X 
Used incorrect proportion to 
calculate test statistics 
X X 
Didn’t calculate p value X X 
Used proportion as p value X  
P value calculated was incorrect   X 
Didn’t answer question 
appropriately 
X  
 
For the question on the content area of confidence intervals, the groups were 
required to estimate a 95% confidence interval for a proportion. The comparison group 
mistakenly used .95 as the critical value instead of using this number to find the critical 
value. The experimental group did not make that mistake. Nevertheless, students in both 
the comparison and experimental groups calculated the wrong critical value because they 
didn’t divide their alpha level by two; failing to realize that it was a two-tailed test. Also, 
students in both groups simply wrote the formula without any attempt to calculate any 
values. For this question on confidence intervals, there were 36 groups within the 
comparison and 25 groups within the experimental groups. In addition to the errors 
identified, it was also noted that both groups performed with relative equivalence as the 
comparison group had (23/36) 64% correct responses and the experimental group also 
had (16/25) 64% correct responses. 
For the second question on the content area of hypothesis testing of a proportion, 
similar errors were found in both groups, including the fact that students used an 
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incorrect proportion to calculate their test statistic, which resulted in an incorrect answer. 
Additionally, students didn’t calculate the p value, only the test statistic, and used that 
value to make a decision on whether or not they should reject the null hypothesis. The 
comparison group showed a lack of understanding of the question as the students in this 
group just calculated the proportion and used that proportion as the p value. Some 
students in the comparison group also did not answer the question asked; instead, they 
performed a confidence interval instead of a hypothesis test. Students in the experimental 
group also calculated an incorrect value for the p value. Additionally, it was noted that 
the experimental group did relatively better than the comparison group in finding the 
solution to this question of hypothesis testing. The experimental group had (9/19) 47.4% 
correct responses while the comparison had (2/19) 10.5% correct responses. 
Based on the time frame (week 11) of assigning these problem-solving questions 
in class, it was noted that the students were also engaged in hands-on ViSta activities 
focusing on the content area of hypothesis testing during the same week, which may help 
in explaining how the experimental groups did better in that topic as they were engaged 
in another method of using hypothesis testing which enhanced their understanding. 
Analysis of Researcher’s Notes  
Researcher’s notes were analyzed by examining and interpreting observations and 
informal interviews. In both the experimental and comparison groups, it was noted that 
some students prepared for tests by only practicing using Microsoft Excel and reviewing 
the quizzes along with the test review online. Most students didn’t take notes in class and 
instead opted to either work on their own or visited the statistics laboratory. For the 
experimental group in particular, students were more engaged when they were given a 
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task to complete and time to figure it out. They interacted well with each other and 
discussed aloud their thought process when trying to solve problems. 
In general, when students scored poorly on a previous test overall, in the next 
class, the instructor would solve each question and address problems the students 
encountered in solving the questions. At this time, the students also engaged in an open 
discussion about the class where it was revealed that they were consumed with figuring 
out how to operate Microsoft Excel and so they didn’t spend enough time trying to 
understand the content. They only memorized the steps to solving questions and so when 
the test presented it in a different format, they were confused and unable to solve it. 
Students agree that the content gets confusing because there are two main ways to solve 
many questions: Microsoft Excel and by hand. When they go to the statistics laboratory, 
the lab assistants only showed students how to solve problems in Microsoft Excel and so 
if someone else tried to show them another method, it was difficult to understand. Some 
students find Microsoft Excel useful because there is a help function online which shows 
them how to use the application. The calculator is more difficult because there is no help 
function which guides them. 
It was noted in both groups that the wording of questions sometimes threw 
students off; if the wording was different from the practice tests, they were unable to 
answer it accurately. Students also indicated that class time was a main concern because 
the class meets only in one 50 minute session per week. The students would instead 
prefer 3 hours in class and 1 hour in the lab. Students’ focus in the class seemed to be 
constant. A lot of students didn’t take notes and the same students always participated by 
asking and answering questions.  
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Students were also given in-class problems to solve and mostly the students in the 
experimental group were engaged in solving problems. This was evidenced in the form of 
active discussions, and students reasoning with each other on the best approach to solving 
questions. The comparison group took a different approach, they were more reluctant to 
form groups (with some opting to work alone) and they were more inclined to ask the 
instructor how to solve the problems rather than trying to find a solution themselves. 
Analysis of Student Artifacts  
Student artifacts were analyzed by examining the quality of the work and the 
patterns of behavior students’ displayed when navigating the software. In the hands-on 
activity sessions, each experimental class was given 10 laptops with the ViSta software 
already installed. Screenshots of output generated by students using ViSta were obtained 
and examined. Figure 12 displays a sample of the output generated by students in the 
experimental class on the topic of summary statistics. 
 
 
Figure 12. ViSta screenshot showing student output generated for summary statistics. 
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For the content areas of summary statistics and transforming data, there were 30 
groups. For the content areas of hypothesis testing and correlation, there were a smaller 
number of students in attendance towards the beginning of the class when the activities 
were conducted, and so there were only 20 groups overall. Students were given a set of 
data and were asked to generate summary statistics, which included values for the mean, 
median, standard deviation, variance, and range (see Figure 12). In addition to summary 
values, students also displayed proficiency in generating the boxplot, a visual 
representation of the five number summary, and a frequency polygon of observations.  
In generating boxplots, some students explored and navigated the software by 
generating diamond boxplots, which provide additional information such as the mean and 
confidence intervals of the data in graphical form (see Figure 13). There were groups of 
students who asked questions regarding the steps they would need to take in order to 
answer the questions accurately, while the other students explored the software 
autonomously.  
 
 
Figure 13. ViSta screenshot showing student generated boxplots and line graphs. 
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Students displayed the output related to transforming data in three ways; absolute 
values, normal scores, and square roots. Once students successfully generated the new 
transformed data, they would be able to go back and forth from each newly formed data 
set and the original by selecting each icon associated with the desired data set (see Figure 
14). Students were more confident using the software with this topic because they asked 
fewer questions and also displayed a higher level of autonomy when navigating the 
software. Some groups also went above what the question asked and performed 
additional data analysis. For example, in addition to performing hypothesis testing, some 
groups of students would also calculate the summary statistics and generate box-plots and 
frequency polygons as well (see Figure 15). The topic of correlation and regression was 
the topic that the majority of the experimental groups did the best on, correctly generating 
the value for correlation (see Figure 16) and the scatterplot for the regression output (see 
Figure 17). This was evident because students were applying the use of ViSta with a topic 
that was taught to them within the same week.  
 
 
Figure 14. ViSta screenshot showing student output generated for transforming data. 
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Figure 15. ViSta screenshot output for hypothesis testing and confidence intervals. 
 
 
 
 
Figure 16. ViSta screenshot output for the topic correlation. 
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Figure 17. ViSta screenshot output for the topic regression. 
 
Students also generated output related to several variables. They generated side by 
side boxplots in order to compare different variables and multiple scatterplots were 
shown to assess the relationships among the variables (see Figure 18). Earlier topics 
including summary statistics and transforming data into z-scores proved more 
challenging because those topics were taught several weeks prior to students being able 
to apply the software, and so more students asked questions with these topics. 
 
Figure 18. ViSta screenshot output generated for multivariate plots. 
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Summary of the Results 
 In this study, the quantitative results showed that there were no statistically 
significant differences in achievement, attitudes, learning environment perceptions, and 
reasoning abilities between the comparison and experimental groups. The experimental 
group scored slightly higher than the comparison group throughout the majority of the 
tests, with the exception of test 4 where both groups performed equivalently. There was a 
statistically significant difference in the scores on Test 1, where the experimental group 
had a higher average rank. A significant difference was also noted in students’ statistics 
self-efficacy subscale 2 (Identifying scales of measurement, type 1 and 2 errors, and 
power) in the CSSES instrument. Using the Pearson product moment correlation (r), a 
statistically significant, positive correlation was found between the final grade and 5 
independent subscales; attitudes towards the course, attitudes towards statistics in the 
field, interpreting and applying statistical procedures, identifying scales of measurement, 
and the negotiation scale of students’ learning environment.  
The qualitative results showed 8 errors that were evident in the elementary 
statistics classes in this study. These errors were related to the content areas of confidence 
intervals and hypothesis testing. Both comparison and experimental groups shared similar 
misconceptions when attempting to solve questions. These included calculating the 
incorrect critical value, using the incorrect proportion to calculate the test statistic, and 
being unable to calculate the p value. The comparison group incorrectly used .95 as the 
critical value and used the calculated proportion as the p value. An error noted only in the 
experimental group was that students incorrectly calculated the p value. In hands-on 
activities using the ViSta software, students generated output for the content areas of 
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summary statistics, transformation of data, confidence intervals, hypothesis testing, 
correlation, and regression. Students explored and navigated the software by not only 
generating output for the questions assigned per topic, but they went above and beyond 
what was required by generating multiple representations of data (for example multiple 
boxplots to compare distributions and scatterplots to determine patterns in relationships 
among variables). Autonomy with using the software was also displayed as some 
students asked fewer questions when applying ViSta with the content area transforming 
data. Through the added exposure of the ViSta software, it was inferred that students in 
the experimental group had a greater understanding of hypothesis testing as these 
students in the experimental group were more successful in solving the hypothesis 
question than the students in the comparison group. 
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CHAPTER 5 
DISCUSSION AND RECOMMENDATIONS 
Through the use of an experimental design, utilizing both quantitative and 
qualitative research methods, this study examining the effects of using a visual statistics 
software program on undergraduate students’ statistics achievement, cognitive, and non-
cognitive factors was conducted. This study involved the use of both experimental and 
comparison groups to assess any differences noted after the implementation of the 
intervention (ViSta). Participants in this study included a sample of 273 undergraduate 
students at a leading, southeastern, research university enrolled in the Elementary 
Statistics course. These participants completed several surveys designed to assess their 
cognitive and non-cognitive abilities, and they were engaged in hands-on problem-
solving activities. The Mann-Whitney test of independent samples and Correlation 
Analysis were used to test the quantitative data in the form of the hypotheses formulated. 
Qualitative data was tested through the application of error analysis and an examination 
of student artifacts in order to determine any existing patterns of student problem-solving 
processes and engagement in using and applying ViSta.  
The modified trichotomous model of goals, cognition, and achievement was 
adopted as the guiding conceptual framework for this study. The modified trichotomous 
model emerged from a combination of two theoretical frameworks: the Statistical 
Cognition (SC) framework and the Achievement Goal Theory (AGT) framework, and 
incorporated 3 major components: a) mastery and performance goals b) descriptive 
statistical cognition, and c) achievement. This modified trichotomous model was 
appropriate for the research because it facilitated the examination of cognitive and non-
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cognitive factors in relation to statistical achievement in the undergraduate classroom. In 
this chapter, I will further discuss the research findings, outline recommendations for 
future studies, highlight the limitations encountered, and provide a conclusion for this 
research.  
Discussion of Research Findings 
In recent years, research has focused on the teaching of statistics, providing the 
impetus for a revision in course content and design for undergraduate statistics courses. 
Future directions in the teaching and learning of statistics must consider innovative 
instructional and technological advancements that are useful in enhancing the teaching 
and learning of statistics (Tishkovskaya & Lancaster, 2012). It is widely recognized that 
statistics is considered to be an important quantitative subject at the undergraduate level, 
and the teaching of statistics is challenging because statistics courses serve students with 
varying levels of exposure and abilities, some of whom have prior negative experiences 
with statistics (Tishkovskaya & Lancaster, 2012). The experiences in these courses 
impact students in the long run and, as a result, affect their non-cognitive attributes such 
as their perceptions of and attitudes towards the usefulness of statistics in life and in their 
chosen professions. 
Considering the evolving nature of our society, the need to infuse the teaching and 
learning of statistics with technological advancements is apparent. Innovative technology 
enhances statistical computing, graphing, and the way educational materials are delivered 
(Rosling, 2007). Ben-Zvi and Garfield (2004) also indicated that the importance of 
statistical literacy in the classroom, the workplace, and everyday life is evident as our 
society is constantly changing and developing innovative ways of applying and 
84 
 
 
interpreting statistical information. These technological advancements should not only be 
examined for their impact on students’ achievement, but also for the role they play in 
cultivating students’ cognitive and non-cognitive abilities. Technology will continue to 
play a vital role and is being used more frequently and extensively as a teaching resource 
in many forms. This increase in the use of technology has made an impact on statistics 
education for both novice and expert users of statistics (Tishkovskaya & Lancaster, 
2012). Chance, Ben-Zvi, Garfield and Medina (2007) highlight the changes that have 
taken place in the way students learn statistics, and the way instructors teach statistics as 
a result of the progress in available technology. For example, students are no longer 
expected or required to perform tedious calculations by hand, but instead the objectives 
of statistics courses are focused on statistical literacy, students' ability to reason 
statistically about practical problems, and the development of active learning skills. 
Additionally, it has become increasingly pertinent to provide opportunities for students to 
learn on their own, like the students in this study. 
Tishkovskaya and Lancaster (2012) have also highlighted the value of technology 
in extending graphical and visualization techniques. These techniques deliver powerful 
and engaging ways of assisting students to explore and analyze statistical data and ideas, 
which facilitate a more concentrated focus on understanding concepts and interpreting 
results rather than memorizing calculations. Most importantly, graphics is a universal 
language, making the exploration of data a key component of garnering a better 
understanding of mathematical and statistical concepts. There are several technological 
tools used in the teaching and learning of statistics. In 2010, the GAISE College Report 
classified the types of tools used in statistics education into several categories: graphing 
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calculators, statistical computer packages, educational software, applets, and 
spreadsheets. These tools can be complemented by simulated computer models and 
multimedia materials such as podcasting. 
With technology in place and readily available, the visualization of statistical 
concepts and processes, the demonstration of complex abstract ideas, and the provision of 
a variety of examples to enhance students’ learning of statistics is made possible (Chance, 
et al. 2007). The use of data visualization tools, such as ViSta, can help users to explore 
and understand data, and interpret and communicate their understanding to others. The 
increased use of technology may have positive impacts on students’ knowledge, attitudes, 
confidence, engagement, and achievement in undergraduate statistics. This is evident as 
students were encouraged to move around, establish communication with each other, and 
engage in discussions about the best methods to solve assigned problems using the 
software. This communication and discussion aided in helping other students who may 
not fully understand the topic, while reinforcing the knowledge that students already 
acquired. 
In terms of achievement in this study, there were no statistically significant 
differences between the comparison and experimental groups. A similar result was 
reported by Budé et al., (2007) who examined undergraduate statistics achievement in 
different cohorts of students. Achievement in this study was measured by students’ 
overall grade in the course, which indicates that the overall grade for both groups were 
equivalent. Reflecting on this result, it is apparent that the intervention did not exhibit the 
desired result of an improvement in grades due mainly to the short bursts of exposure the 
experimental group had each week. The allotted class time was not sufficient to enable 
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students to be fully immersed in using the software to make sense of their understanding 
and application of statistics. Even though the use of technology is of paramount 
importance in the undergraduate setting, students should be given the opportunity to fully 
engage with this software both during and beyond the class session. This will help them 
to become accustomed to and proficient with the application of its processes, and will 
make learning more enjoyable and interesting. This result of no statistically significant 
differences in achievement also relates to the goals that students have formulated for 
themselves and how these goals affect the way they obtain and apply statistical 
knowledge. Students in this study were more geared towards performance goals rather 
than mastery goals because they were more concerned about their grades and passing the 
course, than learning the content (as per informal interviews conducted). Students also 
showed no interest in mastering the various topics taught in class because their focus was 
on getting the correct answer, and not on understanding how or why they arrived at the 
correct (or incorrect) answer. With a focus on performance rather than mastery goals, 
students will continue to maintain only surface level understanding of the subject. This 
will not be beneficial to them because this is only temporary. Students therefore need to 
be inspired to want to adopt a mastery approach to learning, which will be of more use to 
them in the long run. This inspiration can occur as a result of including more technology 
in teaching the course so that students will get more hands-on activities in class. It will 
also be helpful to include in these activities specific tasks that students can readily 
identify with and connect to a chosen career path. The more we focus on improving 
conditions for students, the more likely their achievement will be positively impacted. 
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In the results, it was also noted that the attendance rate of the experimental group 
was higher than the attendance rate of the comparison group. In this case, it was inferred 
that when students attended classes regularly, their achievement was positively impacted. 
This was reflected in the experimental group consistently gaining higher averages than 
the comparison group on all but one test throughout the semester (in test 4, both groups 
performed equivalently). A connection can also be made to the different motivating 
factors that students have for attending classes, which would help to explain why there 
are differences in attendance between the comparison and experimental groups. This is an 
area to be considered for future research. For this study, however, the experimental group 
of students seemed more invested in learning, or at least making an attempt to understand 
the material while the students in the comparison group were more nonchalant about the 
course. This is evident as many of the students in the comparison group opt to attend 
classes only during the week of a test.  
Theoretically speaking, as it relates to the statistical cognition tenet of the 
modified trichotomous model, students in this study obtained their statistical knowledge 
in a fast-paced environment because the class is only fifty minutes per week. Many 
students need a substantial amount of class time with the instructor, as they come to the 
class with many pre-conceived notions and anxieties. As a result of this fast paced 
environment, the way in which students were allowed to learn and apply statistics has 
been negatively impacted.  
In terms of cognitive and non-cognitive factors, this study determined that there 
were no statistically significant differences in students’ attitudes, perceptions of their 
learning environment, and reasoning ability between the comparison and experimental 
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groups. However, statistically significant differences were noted for students’ statistical 
self-efficacy subscale 2 (identifying scales of measurement, type 1 and 2 errors, and 
power). A number of reasons can account for the lack of statistically significant 
differences in the cognitive and non-cognitive factors. As it pertains to cognitive factors, 
this study suggests a discrepancy between what students are able to demonstrate on 
homework assignments and their ability to reason about statistics, using tests and the 
SRA instrument. This may be due to the complexity of statistical reasoning, often 
involving abstract concepts, which traditional methods of classroom assessment are not 
fully able to evaluate. Additionally, the homework assignments allow students to receive 
assistance and they are allowed to attempt questions until they are correct, which doesn’t 
necessarily reflect their learning, understanding, or application of a statistical concept. 
This is evident in the grade disparity between the homework assignments and the tests 
(which students are not aided in). Ideally, challenging and complex concepts should be 
visited multiple times and taught using a variety of methods to ensure students’ 
understanding. These complex concepts should also be developed carefully from 
informal, instinctive basic concepts to their related formal or abstract concepts (Garfield, 
2002). It would also be helpful to employ a variety of methods to assess students’ 
reasoning ability. For example, allowing students to explain their reasoning on a problem 
solving activity in small groups or to the class would aid greatly in assessing students’ 
reasoning processes. Most assessment instruments used in research studies of statistical 
reasoning and understanding consist of items presented to students individually. 
Traditional paper-and-pencil assessment instruments are often geared towards 
computational skills or problem-solving rather than on reasoning ability and 
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comprehension. Questions that result in simple ‘right or wrong’ answers do not 
sufficiently reflect the nature of students’ thinking and problem solving levels, and 
therefore provide only limited information about students’ statistical reasoning processes 
and their ability to construct or interpret statistical arguments (Garfield, 2002). 
For non-cognitive factors, the instruments allowed us to determine students’ 
attitudes towards statistics, their confidence in their statistics abilities, and their 
perceptions of their learning environment. It is necessary to recognize the importance of 
studying statistics and to make it clear to students so that their time spent learning 
statistics will be an impactful one. Since students come to the statistics class with varying 
levels of expectation and anxiety, experiencing the practice of statistics will enable 
students to understand its usefulness. This could be implemented by allowing students to 
collect and analyze data which is of particular interest to them in order to demonstrate the 
value of statistics in practice. Also, making students aware of the professional use of 
statistics outside of the classroom may promote the usefulness of statistics and allow 
them to see why learning statistics is important. By trying to improve students’ attitudes, 
students may be more motivated to attend classes, participate in their learning, and 
engage in challenging problem-solving activities, which would increase their 
understanding of statistics and their ultimate achievement in the course.  
Considering that the ViSta software is geared towards learning visual statistics 
and visual representations of data, it stands to reason that the experimental group’s 
confidence in CSSES subscale 2 (identifying scales of measurement, type 1 and 2 errors, 
and power) were not enhanced by the use of ViSta. Nevertheless, with more focused 
effort on utilizing ViSta and its resources, students would gain confidence in the area of 
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visual statistics, which may assist them in applying this confidence to more complex 
statistical concepts. Therefore, utilizing technology which enhances students’ 
understanding of a specific topic of interest, while at the same time focusing on students’ 
self-efficacy, attitudes, or other non-cognitive factors through instructional methods is 
worth examining.  
Existing studies have highlighted the significance of factors such as attitudes, self-
concept, and perception of statistics, which have played a role in achievement. Despite 
the result of no significant differences in factors in the current study through interacting 
with ViSta, these factors should still be explored further. The factors that were discovered 
to be significant predictors of undergraduate achievement in previous studies are 
achievement goals, where performance goals resulted in an increase in course grades 
(Harackiewicz et al., 2002; Turner & Lindsay, 2003) and a realistic and positive self-
concept (Adebayo, 2008; Nasim et al., 2005 & Ting, 2009). Evans (2007) also noted 
statistically significant differences in attitudes of students across mathematics, sociology, 
and psychology departments. In another study, academic emotions were found to be 
significantly related to students’ academic achievement in a variety of ways. Pekrun, 
Goetz , Titz, & Perry (2002) indicated that university students’ emotions measured early 
in the semester predicted overall grades as well as final course exam scores at the end of 
the semester.  
In terms of associations among variables, there was no statistically significant 
association between achievement and statistical reasoning (as measured by the SRA 
instrument). This could be due to the complexity of statistical reasoning and a focus on 
many areas of statistical reasoning through the SRA assessment. As a result, focusing 
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additional studies on reasoning in specific content areas of statistics may provide more 
definitive results. The findings of the current study, however, highlight the significant 
positive association between achievement and students’ attitudes towards the course and 
attitudes toward statistics in their chosen field. If students feel that the course is valuable, 
they will apply themselves to learning and this will be reflected in their achievement. 
Also, if students feel that they will be able to apply some statistics in their profession, this 
would further inspire them to make use of their time in learning the statistics topics. 
Earlier studies have shown that the connection between attitudes and achievement in 
mathematics has a rich history. Evans (2007) indicated that several studies found 
significant relationships between attitudes toward mathematics and achievement. 
Specifically, these studies showed that attitudes and achievement in mathematics are 
reciprocal. Students who have better attitudes towards mathematics demonstrate higher 
achievement, and students who have higher achievement exhibit better attitudes. Ma and 
Kishor’s (1997) meta-analysis on the relationship between attitude towards and 
achievement in mathematics found a statistically significant positive relationship between 
the two variables. Similarly in statistics, Schultz and Koshino (1998) showed that there 
was a consistent positive relationship between attitudes toward statistics and achievement 
in statistics. Additionally, Gal and Ginsburg (1994) found that negative attitudes and 
beliefs about statistics can impede the learning of statistics.  
In addition to influencing students’ attitudes, it is imperative that students 
cultivate their statistics self-efficacy and build confidence in applying the statistics that 
they are learning. This confidence will come from engaging in multiple ways of solving 
problems and so students will become accustomed to the task without developing 
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anxiety. Students’ negotiation of their learning environment also had a significant 
positive association with achievement. This is important because it measures students’ 
perceptions of available opportunities for them to interact, negotiate, and construct 
meaning. When students are given the time and the opportunity to make meaning in their 
own way, they will be more inclined to want to understand the topic and apply it to other 
areas outside of the course. 
Through problem-solving samples obtained, errors were identified from students’ 
responses to questions on the content areas of confidence intervals and hypothesis testing. 
Students formed groups to accomplish the tasks and both comparison and experimental 
groups shared similar misconceptions when attempting to solve questions. The group 
work that was performed is a useful way for students to interact with each other and learn 
the content at the same time. This confirms the correlation result which indicated that the 
negotiation scale is positively related to student achievement in the course. Since more 
students attended the experimental classes, the group-work activities had more students 
contributing to the discussion on solving the problems, which may explain why the 
students in the experimental group displayed fewer misconceptions. Also, the groups 
were chosen by the students so they formed groups with other students with whom they 
may be familiar or who may have varying levels of abilities, aiding in supporting and 
balancing the group overall. Through an examination of the hands-on activities, it was 
evident that students found it interesting as they went above and beyond what was 
required. Students generated multiple visualizations comparing distributions and 
associations among variables, which showcased an application of previous statistical 
knowledge. Despite the limited timeframe of engaging with ViSta, students were still 
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able to navigate and interact with the software to apply their knowledge to answer 
questions. 
It may be possible that no significant differences occurred between the groups 
through the use of the intervention because of several factors. The class session was too 
short to allow students to fully engage in understanding the topics in their own way. Also, 
the intervention was focused on a variety of visual statistics topics and so, coupled with 
the short time frame, there was no time for students to concentrate on developing a clear 
understanding of any particular visual statistics topic. However, this study has extended 
and contributed to theory by providing a conceptual model that incorporates cognitive 
and non-cognitive factors associated with achievement. The factors affecting goals are 
highlighted and examined and the impact on achievement is assessed in this particular 
classroom setting. 
In summary, the findings indicated that achievement can be affected by various 
complex factors. Whether or not differences are noted between groups, or through the 
application of an intervention, it is imperative that we as educators exhaust as many 
avenues as we can in order to create an environment where students can excel 
academically. The findings of the current study highlight the complexities of assessing 
cognitive and non-cognitive factors. Although the majority of the factors assessed 
showed no statistically significant differences between comparison and experimental 
groups, it is no less important for us as educators to continue to assess these constructs in 
an effort to identify the most appropriate means of measuring and interpreting these 
factors to make informed decisions. Significant associations between the factors and 
overall achievement were also highlighted. It would be useful to explore these factors in 
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different contexts and examine how these factors, along with others that may be deemed 
relevant, will affect or impact student achievement. The qualitative analysis was useful 
for this study because it allowed for an interpretation of the misconceptions and patterns 
of behavior displayed by students throughout their reasoning and problem-solving 
processes. With the knowledge that these interpretations provide, informed decisions can 
be made to correct any misconceptions students may demonstrate, and instructors can 
then apply more varied instructional methods to ensure that students are understanding 
the content areas fully. While using ViSta did not yield any change in achievement in this 
particular case, it did showcase students’ interaction and application of their own 
statistical knowledge with the software, which will make learning more meaningful in the 
long run.  
Recommendations 
Future research is needed to add to the existing body of literature in new ways and 
to continue the exploration of the cognitive and non-cognitive factors associated with 
achievement in the undergraduate statistics setting. It was clear that the class session of 
fifty minutes was not enough for students to develop a complete understanding of the 
topics, ask thoughtful questions, engage with using ViSta, and then apply what was learnt 
to a problem-solving question. It is therefore recommended for future studies to have 
sufficient class time to engage students in understanding and applying their statistical 
knowledge. In this study, students spent more time in the computer lab (3 required hours 
per week) than they did getting face-to-face instruction. In an ideal situation, it should be 
reversed with more time in class, and less required time in the lab, or instructors can 
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restructure their classes in such a way that ViSta, or similar interactive technological 
tools, can be fully incorporated into the class and/or lab time. 
Incorporating theories and previous research from other disciplines may also add 
value to the research conducted within the statistics education context. Particularly 
because students in this course are enrolled in several different majors, it would prove 
useful to employ methods that students will be able to identify with and connect with 
their respective fields. Students will therefore find statistics useful and make strides in 
applying statistics as they choose to engage in statistical activities that add value to their 
areas of interest.  
Although ViSta is not widely used in engaging students in the study of statistics, 
it is useful in that it focuses on a specific area of statistics, making analysis 
straightforward and simple. With a more central role throughout the duration of the class, 
the effects of using ViSta will be more apparent. ViSta and visual statistics addresses any 
vagueness by translating mathematical statistics into dynamic interactive graphics. This 
can simplify and improve data analysis especially for beginning users of statistics. When 
the graphics are mathematically, computationally, perceptually,and cognitively suitable, 
they can generate instinctive visual understanding that is simple, accurate, and immediate 
(Young, Valero-Mora, & Friendly, 2008).  
While using the software, the class should also be student centered, focusing more 
on hands-on activities, which would facilitate students’ engagement in the regular use of 
the software. Even though students were exposed to small group activities and hands-on 
applied projects, these activities were not at the core of the class and so should be 
considered for more regular and consistent use. Additionally, using a peer-mentoring 
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approach and engaging students in obtaining feedback on the methods used in class may 
improve attitudes and self-efficacy. Since retention of students was an issue in this study, 
it might be prudent to examine why students take only the pre-test or the post-test. Some 
students who only complete either the pre-test or post-test often withdraw from the 
statistics course, register for the course after the pre-test was administered, or do not 
attend classes altogether and so they are not aware of what is happening in the class. 
Class participation could therefore be a factor to consider when measuring students’ 
attitudes towards statistics. During the in-class group activities, there was not enough 
time for students to review their solutions; they were only able to submit their answers. 
For future studies, it is recommended that the instructor should incorporate some time in 
class to allow students to present and discuss their answers; enabling them to monitor 
their own progress and understanding of the topic. Students will therefore realize over 
time that they are able to master various topics, which will increase their self-confidence 
and improve their perception of statistics. Using software to enhance students’ statistical 
understanding is essential. Although the time was too short in this study for students to 
obtain a conceptual understanding of the technological skills and the connection to 
statistics, it is important to facilitate students’ interaction with such tools. Interactive 
software such as ViSta is an appropriate tool to facilitate student learning. 
As Pekrun et al. (2002) indicated, the effects of emotions on student achievement 
may also play a significant role and should therefore be examined further. The effects of 
emotions on students’ achievement may depend on the interaction between different 
motivational and cognitive mechanisms of self-regulation and what is required of 
students when solving problems. This should therefore be taken into consideration when 
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designing a study utilizing motivation as a variable affecting achievement. Generally, 
positive emotions may have a positive effect on achievement by strengthening motivation 
and enhancing learning. This is especially true for internal positive emotions such as task 
enjoyment, which provide the additional advantage of directing attention toward a 
specific task. On the other hand, negative emotions such as depression or boredom may 
generally be detrimental because they divert attention away from the task at hand and 
make processing of task-related information temporary and superficial. 
If students’ attitudes are important to us as statistics educators, we need to identify 
and examine additional characteristics that are related to a desirable attitude in statistics 
students. These characteristics may be related to several different areas; the instructor, 
instructional technique, and course characteristics for example. This would aid in 
designing a course to exhibit the characteristics that would evoke a positive attitude from 
students (Garfield, 2002). As the researcher, and not the instructor, I had no control over 
how the course was being taught. Instructors could therefore adapt their instructional 
methods in order to improve students’ understanding of statistics if they were aware of 
the most common misconceptions students have before entering the class, and retain after 
participating in an introductory statistics course (Evans, 2007).  
Research on assessing statistical reasoning indicated that despite doing well in a 
statistics course, earning good grades on homework assignments and exams, students 
may still perform poorly on a measure of statistical reasoning such as the Statistical 
Reasoning Assessment (Garfield, 1998). These results suggest that statistics instructors 
do not teach students how to use and apply types of reasoning. Instead, instructors have a 
tendency to teach concepts and procedures, provide students with opportunities to work 
98 
 
 
with data and software, and then expect that statistical reasoning will develop as a result. 
However, it appears that reasoning does not actually develop in this way (Garfield, 2002). 
There is no clear road to take when trying to help students to develop statistical reasoning 
or to determine the level and accuracy of their reasoning. If future research focused on 
more classroom-based studies that assess specific types of reasoning, the prerequisite 
knowledge and skills for each type of reasoning, and the impact of different instructional 
activities on reasoning, researchers may be better able to comprehend the process of how 
accurate statistical reasoning develops (Garfield, 2002).  
The SRA instrument examined thinking, reasoning, and problem solving with 
statistics. It may therefore be useful to maintain a bank of several different surveys that 
focus on evaluating reasoning about a specific statistical concept as opposed to statistics 
in general. The following classroom assessment techniques can be utilized to evaluate 
students’ statistical reasoning: 1) Case studies - detailed problems based on a real world 
context that reveal students’ strategies and interpretations as they solve the problem; 2) 
Concept maps where students are able to use visual representations of connections 
between concepts; 3) Informal methods may also be used during class activities. These 
methods include asking students to provide written or verbal interpretations of data, 
explain concepts, or match different types of representations (for example, matching 
boxplots and histograms, or matching graphs to related statistics). These methods can 
help inform an instructor about the level of students’ statistical reasoning about particular 
concepts or procedures, which may differ from students’ ability to compute and carry out 
procedures (Garfield, 2002).  
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More indepth qualitative analysis is desirable to further explore the many areas of 
cognitive and non-cognitive factors associated with achievement, and to provide ways to 
expand quantitative instruments. A useful qualitative approach is a “think-aloud 
protocol” which allows students to talk through how they solve various problems. 
Considering that the study of cognitive and non-cognitive factors is complex, as is the 
general nature of the classroom environment, it is important to ensure that these factors 
are being assessed thoroughly. Concepts such as learning, understanding, reasoning, 
attitudes, self-efficacy, and perceptions of the learning environment are complex 
constructs and not often easily measured through a single means. The goal of more in-
depth qualitative analysis will aid in identifying central themes that help to explain the 
cause and effect of a particular phenomenon as it takes place in the context of the 
undergraduate statistics classroom. It is also recommended that future studies focus on 
student perceptions which will allow researchers access to students’ definitions and 
conceptualizations of various statistics terminology. Gathering such focused information 
from students will provide adequate qualitative information to answer research questions. 
Also, it is important to be aware of the interconnection between qualitative information 
and related quantitative information which may allow students to develop statistically. 
Technology can also be used to enhance qualitative analysis by allowing researchers to 
determine how students’ behavior changes when interacting with innovative software, 
and the effects that occur on statistical learning and achievement. With the advancement 
and evolution of various methods of analysis, and the tools to conduct analysis, it is 
important to keep in mind the users of the technological tools being created. As it pertains 
to the ViSta software, an examination of audio files and video recordings of students’ 
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interactions with the dynamic statistics software will also enhance the qualitative results 
by documenting how students engage with and utilize ViSta. 
In order to fulfill the goals of statistical cognition, qualitative research is essential 
in at least two ways (Kalinowski, Lai, Fidler, & Cumming, 2010). The authors indicated 
that it first helps to achieve more complete descriptions of statistical phenomena and it is 
useful in suggesting new directions for research. Statistical reasoning is considered to be 
complex and quantitative analysis can sometimes fail to capture subtleties and latent 
misconceptions (Kalinowski, Lai, Fidler, & Cumming, 2010). Qualitative methods can 
therefore help researchers and educators to access students’ processes and the mental 
models at work in the formation of their misconceptions. It is therefore recommended 
that incorporating exploratory studies, open-ended questions, and more in-depth 
interviews in future research will produce insightful results which may contribute to new 
teaching and research objectives. 
Finally, motivation should be directly assessed to determine what inspires 
students to attend classes, study statistics, and perform well in the course. Similar to the 
goals section of the modified trichotomous conceptual model, motivation can be as a 
result of internal or external forces. In other words, students can be motivated because the 
end result will provide them with a sense of achievement, or students can be motivated 
due to factors external to themselves, such as competition with other students, extrinsic 
acknowledgement, or appeasing parents or loved ones. Also, this motivation (or lack 
thereof) may extend beyond the course into other areas, or may be specific to the 
particular context. The term motivation has been used in several ways in research, which 
makes it challenging to identify a psychological construct. Much of the motivation 
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research literature falls into other categories (for example self-efficacy) but there are a 
few concepts associated with the topic of motivation. One is the distinction between 
external and internal motivation, with internal motivation widely believed to be related to 
higher outcomes. Another is the distinction between performance and mastery goal 
orientation, where the success of the performance goal orientation is dependent on one’s 
proficiency, while the mastery goal orientation works better otherwise (Kyllonen et al., 
2011). 
Limitations 
There were several limitations that impacted the outcome of this research. The 
data was collected in such a way that the pre-test data could not be matched with the 
post-test data for each participant. Data attrition also occurred where participants 
withdrew from the study entirely so that complete observations could not be recorded.  
Dumville, Torgerson, and Hewitt (2006) indicated that attrition can introduce bias into 
the research if the characteristics of people lost to follow-up differ between the groups. 
Arguably, a loss to follow-up of 5% or lower is typically of little concern, whereas a loss 
of 20% or greater indicates that there is a possibility of bias; losses between 5% and 20% 
may still be a source of bias. For the purposes of this study, attrition was calculated to be 
4.5% for the ATS and CSSES instruments and 18.4% for the SRA instrument. The loss of 
eligible participants is a significant threat to the internal, external, and statistical validity 
of intervention studies (Marcellus, 2004). Internal validity may be compromised as 
attrition may alter the random composition of groups and their equivalence. External 
validity may be compromised due to the potential for attrition to limit the generalizability 
of results to only those who are retained in a study. Statistical validity may be 
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compromised by a reduction of sample size and power or by systematically altering the 
variability within samples (Karlson & Rapoff, 2009). Marcellus’ (2004) review of 
cognitive behavioral intervention studies indicated that some attrition is likely to occur in 
most studies. Therefore, in anticipation of attrition, researchers should plan and prepare 
their intervention studies expecting a 30% attrition rate and combat this expectation by 
enrolling 30% more participants in their study. Although internal and external validity 
can be threatened at this level of attrition, statistical validity can be maintained in this 
manner through the preservation of adequate power. To minimize attrition rates, Karlson 
and Rapoff (2009) highlight recommendations that researchers can employ in their 
research. These include emphasizing the benefits of research, allowing participants to 
have control, and minimizing burdens (by using short questionnaires for example). It is 
also important to provide problem-solving support, flexibility, and incentives or tokens of 
appreciation to participants in the study to encourage participation.  
Another limitation was the lack of participation from both groups in the study, 
whereby students were unwilling to complete the surveys. Strategies outlined to be useful 
in maximizing participation include tailoring recruitment to the population being studied. 
This could involve using culturally relevant interventions, or connecting interventions to 
various career fields. Having repeated contact with participants will show that the 
researcher is supportive, maintaining regular contact throughout the intervention (Karlson 
& Rapoff, 2009). 
Another limitation relates to identifying evidences of statistical reasoning. This is 
a complex process as there are several factors that may impact students’ reasoning skills, 
which may not be easily measured in one way. Ben-Zvi and Garfield (2004) suggest that 
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statistics has proven to be a challenging subject to learn and teach because many 
statistical ideas and rules are complex, and so it is therefore difficult to motivate students 
to engage in the challenging work of learning statistics. Also, many students have 
difficulty with the underlying mathematics (for example fractions, proportional 
reasoning, and algebraic formulas), which interferes with learning the related statistical 
concepts. Additionally, the context in many statistical problems may mislead students, 
resulting in them relying on their experiences in solving questions rather than the 
appropriate statistical procedure. Finally, students perceive mathematics and statistics to 
be equivalent, and so they expect the focus to be on numbers, computations, formulas, 
and only one right answer. They therefore show discomfort in the various possible 
interpretations based on different assumptions, and the extensive use of writing, 
collaboration and communication skills. 
Conclusions 
Statistics has been and will continue to be one of the most widely taught topics at 
the undergraduate level because most majors require students to complete the elementary 
statistics course. The research on statistics and statistics education has increased over the 
years with a growing focus on the teaching and learning of statistics. While statistics 
education has turned into a research area of increasing interest, implementing new 
instructional techniques and innovative technology aids in achieving an appropriate 
balance between the statistical knowledge students should possess (normative tenet of 
SC) and the statistical knowledge that students display (descriptive tenet of SC). In this 
study, an assessment of the effects of visual statistics software on undergraduate statistics 
students’ achievement, cognitive, and non-cognitive factors was performed.  
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Examining cognitive and non-cognitive factors associated with undergraduate 
statistics achievement is a complex undertaking. The conceptual framework has provided 
a solid foundation on which the study stands as it highlights the importance of how 
students’ goals and statistical cognition (application of statistical reasoning) impacts their 
achievement in the statistics course. Goals in this sense relate to students’ objectives of 
either being a proficient master or performer in statistics. As a master, students endeavor 
to truly understand and apply their understanding to reasoning and solving problems. As 
a performer, students are only concerned about the outcome; their grades. They are less 
concerned with understanding the material and the substantial amount of work it takes to 
fully grasp a concept. Statistical cognition relates to how well students are able to apply 
what they’ve learnt. Usually students have temporary understanding, which means they 
are able to replicate what they’ve been taught or what they’ve seen for the purpose of the 
test, but once the test is compete, they are unable to answer the questions.  
It was expected that using the ViSta program would increase undergraduate 
students’ achievement in statistics, mainly through having positive impacts on their 
knowledge, self-efficacy, and attitude towards statistics. This did not appear to be the 
case in the current study because students' attitudes toward statistics, self-efficacy, 
perceptions of their learning environment, and reasoning abilities did not significantly 
change as a result of using the ViSta software. Researchers are encouraged to investigate 
the influence of different teaching methods on students' attitudes (and other non-cognitive 
factors) towards statistics from the beginning to the end of a course. For example, 
incorporation of more active learning procedures and computer programs that would fully 
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engage students might help them to focus more on conceptual understanding rather than 
computations on which they often struggle (Shultz & Koshino, 1998). 
An anticipated growth and visibility of the field of statistics education is expected 
as more research is conducted, more connections are made between research and 
teaching, and more informed decisions aid in the teaching of statistics at the 
undergraduate level. As the insights from new research grow, and efforts to connect the 
research to teaching practice continue, the advancements to be made in the field will 
improve the educational experience of students who have to and want to study statistics, 
refurbish the image statistics holds in the general public, and set objectives for future 
research and development of this area. It is also possible that a better understanding of 
how these components impact student perceptions of statistics may provide more options 
for instructors to intervene with students in ways that will increase their chances of being 
comfortable with applying statistics in their future careers (Garfield, 2002). 
A combination of both quantitative and qualitative methods is particularly useful 
when there is an interest in both process and outcome, which is the case in research on 
assessing the effects of cognitive and non-cognitive factors associated with achievement. 
In addition to understanding students’ reasoning, we as statistics educators should strive 
to test the extent to which new interventions, policies, and teaching methods can 
positively impact achievement, and the factors associated with it. Given the potential of 
both quantitative and qualitative research to contribute to the field of statistics education, 
future research should focus on what each method can add to our collective 
understanding about the teaching and learning of statistics.  
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With all of the components of the conceptual model in place, students’ goals, 
cognition, and achievement will lead them to a successful completion of the statistics 
course. This, of course, is a desirable result, but the greatest success comes from a true 
understanding of the content which students will be able to carry with them beyond the 
confines of the undergraduate classroom and apply throughout their lives. Danili and 
Reid (2006) posit that learning theories aid educators in understanding the various levels 
of factors influencing the perception, application, and analysis of information that 
students’ possess. Individual differences in thinking, reasoning, and understanding are 
associated with non-cognitive dimensions of personality and bring about differences in 
cognitive styles as well. It is evident that our cognitive and non-cognitive factors are 
intricately woven into the social context of the undergraduate statistics classroom. This 
coupled with both quantitative and qualitative analysis methods will allow educators to 
identify and assess those aspects of ourselves that inspire success. We cannot examine 
one without the other, taking into account that cognitive and non-cognitive factors will 
continue to be influencers, not only on each other, but on the most identifiable measure of 
learning in the undergraduate setting; student achievement.  
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APPENDIXES 
 
APPENDIX A 
 
 
Research on Cognitive and Non-cognitive Factors and Achievement 
Research Special Focus Participants Methodologies Theoretical 
Framework 
Undergraduate Achievement 
Adebayo, 2008 Conditionally 
admitted 
students 
143 conditionally 
admitted freshmen 
Quantitative None 
Bell, 2008 Pre-engineering 
curriculum  
2,276 pre-engineering 
undergraduates 
Quantitative None 
Harackiewicz et 
al., 2002 
College student 
success 
471 freshmen and 
sophomore 
psychology students 
Quantitative Achievement 
Goals 
Nasim et al., 
2005 
African 
American 
achievement 
260 African American 
students 
Quantitative None 
Smith and 
Schumacher, 
2005 
Actuarial 
student 
achievement 
882 actuarial students Quantitative None 
Ting, 2009 Student athlete 
success and 
persistence 
109 student athletes Quantitative None 
Turner and 
Lindsay, 2003 
Organic 
Chemistry 
achievement 
193 organic chemistry 
students 
Quantitative None 
Undergraduate Statistics Achievement 
Bond, Perkins, 
and Ramirez, 
2012 
Perception, 
attitudes, and 
content 
knowledge of 
statistics 
47 undergraduate 
students 
Mixed Methods None 
Budé et al., 
2007 
Motivational 
aspects and 
study behavior 
94 freshmen Quantitative None 
Chiesi and 
Primi, 2010 
Overall 
statistics 
achievement 
487 psychology 
students enrolled in 
statistics 
Quantitative None 
Evans, 2007 Attitudes and 
conceptions 
115 students Quantitative None 
Vanhoof et al., 
2006 
Attitudes and 
long-term and 
short-term 
success 
264 freshmen Quantitative None 
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APPENDIX B 
Statistical Reasoning Assessment (SRA) 
Adopted from Garfield (2003) (with permission from author) 
 
Purpose The purpose of this survey is to indicate how you use statistical information in 
everyday life. 
Take your The questions require you to read and think carefully about various situations. If 
time you are unsure of what you are being asked to do, please raise your hand for 
assistance.  
The following pages consist of multiple-choice questions about probability and statistics. Read the questions 
carefully before selecting an answer.  
 
1.  A small object was weighed on the same scale separately by nine students in a science class. The  
 weights (in grams) recorded by each student are shown below.  
6.2 6.0 6.0 15.3 6.1 6.3 6.2 6.15 6.2  
The students want to determine as accurately as they can the actual weight of this object. Of the 
following methods, which would you recommend they use?  
___ a. Use the most common number, which is 6.2.  
___ b. Use the 6.15 since it is the most accurate weighing. 
___ c. Add up the 9 numbers and divide by 9.  
___ d. Throw out the 15.3, add up the other 8 numbers and divide by 8.  
 
2.   The following message is printed on a bottle of prescription medication:  
WARNING: For applications to skin areas there is a 15% chance of developing a rash. If a rash 
develops, consult your physician.  
Which of the following is the best interpretation of this warning?  
___ a. Don’t use the medication on your skin,  there’s a good chance of developing a rash. 
___ b. For application to the skin, apply only 15% of the recommended dose.  
___ c. If a rash develops, it will probably involve only 15% of the skin.  
___ d. About 15 of 100 people who use this medication develop a rash.  
___ e. There is hardly a chance of getting a rash using this medication.  
 
 
3. The Springfield Meteorological Center wanted to determine the accuracy of their weather forecasts.  
 They searched their records for those days when the forecaster had reported a 70% chance of rain.  
 They compared these forecasts to records of whether or not it actually rained on those particular  
 days.  
The forecast of 70% chance of rain can be considered very accurate if it rained on: 
___ a. 95% - 100% of those days.  
___ b. 85% - 94% of those days.  
___ c. 75% - 84% of those days.  
___ d. 65% - 74% of those days.  
___ e. 55% - 64% of those days.  
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4.  A teacher wants to change the seating arrangement in her class in the hope that it will increase the  
number of comments her students make. She first decides to see how many comments students 
make with the current seating arrangement. A record of the number of comments made by her 8 
students during one class period is shown below.  
Student Initials  
A.A. R.F. A.G. J.G. C.K. N.K. J.L. A.W. 
Number of comments 0 5 2 22 3 2 1 2 
 
She wants to summarize this data by computing the typical number of comments made that day. Of 
the following methods, which would you recommend she use?  
___ a. Use the most common number, which is 2.  
___ b. Add up the 8 numbers and divide by 8.  
___ c. Throw out the 22, add up the other 7 numbers and divide by 7.  
___ d. Throw out the 0, add up the other 7 numbers and divide by 7.  
 
 
5. A new medication is being tested to determine its effectiveness in the treatment of eczema, an  
 inflammatory condition of the skin. Thirty patients with eczema were selected to participate in the  
 study. The patients were randomly divided into two groups. Twenty patients in an experimental  
 group received the medication, while ten patients in a control group received no medication. The  
 results after two months are shown below.  
 
Experimental group (Medication)  Control group (No Medication)  
Improved 8 2 
No Improvement 12 8 
 
 
Based on the data, I think the medication was: 
___ 1. somewhat effective ___ 2. basically ineffective 
 
If  you  chose  option  1,  select  the  one  
explanation below that best describes your  
reasoning. 
___  a.  40%  of  the  people  (8/20)  in  the 
experimental group improved. 
___ b. 8 people improved in the experimental  
 group while only 2 improved in the 
control group. 
___ c. In the experimental group, the number  
 of people who improved is only 4 less 
than the number who didn’t improve 
(12-8), while in the control group the 
difference is 6 (8-2). 
___ d. 40% of the patients in the experimental  
 group improved (8/20), while only 20% 
improved in the control group (2/10). 
 
If  you  chose  option  2,  select  the  one  
explanation below that best describes your  
reasoning. 
___  a.  In  the  control  group,  2  people 
improved   even   without   the 
medication. 
___ b. In the experimental group, more  
 people didn’t get better than did (12 vs 
8). 
___ c. The difference between the numbers  
 who improved and didn’t improve is 
about the same in each group (4 vs 6).  
___ d. In the experimental group, only 40% 
of the patients improved (8/20).  
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6. Listed below are several possible reasons one might question the results of the experiment described  
 above. Place a check by every reason you agree with.  
___ a. It’s not legitimate to compare the two groups because there are different numbers of  
 patients in each group.  
___ b. The sample of 30 is too small to permit drawing conclusions.  
___ c. The patients should not have been randomly put into groups, because the most severe cases  
 may have just by chance ended up in one of the groups.  
___ d. I’m not given enough information about how doctors decided whether or not patients  
 improved. Doctors may have been biased in their judgments.  
___ e. I don’t agree with any of these statements.  
 
 
7. A marketing research company was asked to determine how much money teenagers (ages 13 - 19)  
 spend on recorded music (cassette tapes, CDs and records). The company randomly selected 80  
 malls located around the country. A field researcher stood in a central location in the mall and  
 asked passers-by who appeared to be the appropriate age to fill out a questionnaire. A total of  
 2,050 questionnaires were completed by teenagers. On the basis of this survey, the research  
 company reported that the average teenager in this country spends $155 each year on recorded  
 music.  
Listed below are several statements concerning this survey. Place a check by every statement that 
you agree with.  
___ a. The average is based on teenagers’ estimates of what they spend and therefore could be  
 quite different from what teenagers actually spend.  
___ b. They should have done the survey at more than 80 malls if they wanted an average based  
 on teenagers throughout the country.  
___ c. The sample of 2,050 teenagers is too small to permit drawing conclusions about the entire  
 country.  
___ d. They should have asked teenagers coming out of music stores.  
___ e. The average could be a poor estimate of the spending of all teenagers given that teenagers  
 were not randomly chosen to fill out the questionnaire.  
___ f. The average could be a poor estimate of the spending of all teenagers given that only  
 teenagers in malls were sampled.  
___ g. Calculating an average in this case is inappropriate since there is a lot of variation in how  
 much teenagers spend.  
___ h. I don’t agree with any of these statements.  
 
 
8. Two containers, labeled A and B, are filled with red and blue marbles in the following quantities: 
Container Red Blue 
A 6 4 
B 60 40 
 
Each container is shaken vigorously. After choosing one of the containers, you will reach in and, 
without looking, draw out a marble. If the marble is blue, you win $50. Which container gives you the 
best chance of drawing a blue marble?  
___ a. Container A (with 6 red and 4 blue)  
___ b. Container B (with 60 red and 40 blue)  
___ c. Equal chances from each container  
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9. Which of the following sequences is most likely to result from flipping a fair coin 5 times?  
 ___ a. H HH T T 
___ b. T H H T H  
___ c. T H T TT 
___ d. H T H T H  
___ e. All four sequences are equally likely  
 
10. Select one or more explanations for the answer you gave for the item above.  
___ a. Since the coin is fair, you ought to get roughly equal numbers of heads and tails.  
___ b. Since coin flipping is random, the coin ought to alternate frequently between landing heads  
 and tails.  
___ c. Any of the sequences could occur.  
___ d. If you repeatedly flipped a coin five times, each of these sequences would occur about as  
 often as any other sequence.  
___ e. If you get a couple of heads in a row, the probability of a tails on the next flip increases. 
___ f. Every sequence of five flips has exactly the same probability of occurring.  
 
11. Listed below are the same sequences of Hs and Ts that were listed in Item 8. Which of the  
 sequences is least likely to result from flipping a fair coin 5 times?  
___ a. H HH T T 
___ b. T H H T H  
___ c. T H T TT 
___ d. H T H T H  
___ e. All four sequences are equally unlikely  
 
12.The Caldwells want to buy a new car, and they have narrowed their choices to a Buick or a  
 Oldsmobile. They first consulted an issue of Consumer Reports, which compared rates of repairs  
 for various cars. Records of repairs done on 400 cars of each type showed somewhat fewer  
 mechanical problems with the Buick than with the Oldsmobile.  
The Caldwells then talked to three friends, two Oldsmobile owners, and one former Buick owner. 
Both Oldsmobile owners reported having a few mechanical problems, but nothing major. The 
Buick owner, however, exploded when asked how he liked his car:  
First, the fuel injection went out — $250 bucks. Next, I started having trouble with the rear end  
and had to replace it. I finally decided to sell it after the transmission went. I’d never buy another  
Buick.  
 
The Caldwells want to buy the car that is less likely to require major repair work. Given what they 
currently know, which car would you recommend that they buy?  
___a. I would recommend that they buy the Oldsmobile, primarily because of all the trouble their  
 friend had with his Buick. Since they haven’t heard similar horror stories about the  
 Oldsmobile, they should go with it.  
___ b. I would recommend that they buy the Buick in spite of their friend’s bad experience. That is  
 just one case, while the information reported in Consumer Reports is based on many cases.  
 And according to that data, the Buick is somewhat less likely to require repairs.  
___ c. I would tell them that it didn’t matter which car they bought. Even though one of the  
 models might be more likely than the other to require repairs, they could still, just by  
 chance, get stuck with a particular car that would need a lot of repairs. They may as well  
 toss a coin to decide.  
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13.Five faces of a fair die are painted black, and one face is painted white. The die is rolled six times.  
 Which of the following results is more likely?  
___ a. Black side up on five of the rolls; white side up on the other roll 
___ b. Black side up on all six rolls  
___ c. a and b are equally likely  
 
 
14. Half of all newborns are girls and half are boys. Hospital A records an average of 50 births a day.  
 Hospital B records an average of 10 births a day. On a particular day, which hospital is more  
 likely to record 80% or more female births?  
___ a. Hospital A (with 50 births a day)  
___ b. Hospital B (with 10 births a day)  
___ c. The two hospitals are equally likely to record such an event.  
 
 
15. Forty college students participated in a study of the effect of sleep on test scores. Twenty of the  
 students volunteered to stay up all night studying the night before the test (no-sleep group). The  
 other 20 students (the control group) went to bed by 11:00 p.m. on the evening before the test. The  
 test scores for each group are shown in the graphs below. Each dot on the graph represents a  
 particular student’s score. For example, the two dots above the 80 in the bottom graph indicate that  
 two students in the sleep group scored 80 on the test.  
 
 
: : : : :     .     . 
-------------------------------------------------------------- 
30 40 50 60 70 80 90 100 
Test Scores: No- Sleep Group  
 
 
: : : : : :    . 
-------------------------------------------------------------- 
30 40 50 60 70 80 90 100 
Test Scores: Sleep Group  
 
Examine the two graphs carefully. Then choose from the 6 possible conclusions listed below the 
one you most agree with.  
___ a. The no-sleep group did better because none of these students scored below 40 and the  
 highest score was achieved by a student in this group.  
___ b. The no-sleep group did better because its average appears to be a little higher than the  
 average of the sleep group.  
___ c. There is no difference between the two groups because there is considerable overlap in the  
 scores of the two groups.  
___ d. There is no difference between the two groups because the difference between their  
 averages is small compared to the amount of variation in the scores.  
___ e. The sleep group did better because more students in this group scored 80 or above.  
___ f. The sleep group did better because its average appears to be a little higher than the average  
 of the no-sleep group.  
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16. For one month, 500 elementary students kept a daily record of the hours they spent watching 
television. The average number of hours per week spent watching television was 28. The 
researchers conducting the study also obtained report cards for each of the students. They found that 
the students who did well in school spent less time watching television than those students who did 
poorly. Listed below are several possible statements concerning the results of this research. Place a 
check by every statement that you agree with.  
___ a. The sample of 500 is too small to permit drawing conclusions.  
___ b. If a student decreased the amount of time spent watching television, his or her performance in 
school would improve.  
___ c. Even though students who did well watched less television, this doesn’t necessarily mean 
that watching television hurts school performance.  
___ d. One month is not a long enough period of time to estimate how many hours the students 
really spend watching television.  
___ e. The research demonstrates that watching television causes poorer performance in school.  
___ f. I don’t agree with any of these statements.  
17. The school committee of a small town wanted to determine the average number of children per 
household in their town. They divided the total number of children in the town by 50, the total number 
of households. Which of the following statements must be true if the average children per household is 2.2?  
___ a. Half the households in the town have more than 2 children.  
___ b. More households in the town have 3 children than have 2 children. 
 ___ c. There are a total of 110 children in the town.  
___ d. There are 2.2 children in the town for every adult.  
___ e. The most common number of children in a household is 2. 
___ f. None of the above.  
18. When two dice are simultaneously thrown it is possible that one of the following two results 
occurs: Result 1: A 5 and a 6 are obtained. Result 2: A 5 is obtained twice.  
Select the response that you agree with the most:  
___ a. The chances of obtaining each of these results is equal  
___ b. There is more chance of obtaining result 1.  
___ c. There is more chance of obtaining result 2.  
___ d. It is impossible to give an answer. (Please explain why)  
19. When three dice are simultaneously thrown, which of the following results is MOST LIKELY to be 
obtained?  
___ a. Result 1: “A 5, a 3 and a 6”  
___ b. Result 2: “A 5 three times”  
___ c. Result 3: “A 5 twice and a 3”  
___ d. All three results are equally likely  
20. When three dice are simultaneously thrown, which of these three results is LEAST LIKELY to be 
obtained?  
___ a. Result 1: “A 5, a 3 and a 6”   ___ b. Result 2: “A 5 three times”  
___ c. Result 3: “A 5 twice and a 3”  ___ d. All three results are equally unlikely  
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APPENDIX C 
Attitudes towards Statistics (ATS) 
Adopted from Shultz and Koshino (1998) (with permission from author) 
 
 
Directions: For each of the following statements mark the rating category that most indicates how you 
currently feel about the statement.  Please respond to all of the items. 
 
Student Demographics: 
 
 
 
 
 
 
 
 
 
 
 
 
  
Question Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
1. I feel that statistics will be useful to me in my 
profession. 
     
2. The thought of being enrolled in a statistics course 
makes me nervous. 
     
3. A good researcher must have training in statistics.      
4. Statistics seems very mysterious to me.      
5. Most people would benefit from taking a statistics 
course. 
     
6. I have difficulty seeing how statistics relates to my 
field of study. 
     
7. I see being enrolled in a statistics course as a very 
unpleasant experience. 
     
8. I would like to continue my statistical training in 
an advanced course. 
     
9. Statistics will be useful to me in comparing the 
relative merits of different objects, methods, 
programs, etc. 
     
10. Statistics is not really very useful because it tells 
us what we already know anyway. 
     
11. Statistical training is relevant to my performance 
in my field of study. 
     
12. I wish that I could have avoided taking my 
statistics course. 
     
13. Statistics is a worthwhile part of my professional 
training. 
     
14. Statistics is too math oriented to be of much use 
to me in the future. 
     
15. I get upset at the thought of enrolling in another 
statistics course. 
     
16. Statistical analysis is best left to the "experts" and      
a. Gender: Male  
  Female 
b. Ethnicity: Black/African American 
     White   Hispanic      Asian      Other_______  
c. Major:__________ 
d. Enrollment: Full-time     Part-time 
e. Year: Freshman    Sophomore 
          Junior          Senior 
       f.     Parents’ Education:__________ 
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should not be part of a lay professional's job. 
17. Statistics is an inseparable aspect of scientific 
research. 
     
18. I feel intimidated when I have to deal with 
mathematical formulas. 
     
19. I am excited at the prospect of actually using 
statistics in my job. 
     
20. Studying statistics is a waste of time.      
21. My statistical training will help me better 
understand the research being done in my field of 
study. 
     
22. One becomes a more effective "consumer" of 
research findings if one has some training in statistics. 
     
23. Training in statistics makes for a more well-
rounded professional experience. 
     
24. Statistical thinking can play a useful role 
 in everyday life. 
     
25. Dealing with numbers makes me uneasy.      
26. I feel that statistics should be required early in 
one's professional training. 
     
27. Statistics is too complicated for me to use 
effectively. 
     
28. Statistical training is not really useful for most 
professionals. 
     
29. Statistical thinking will one day be as necessary 
for efficient citizenship as the ability to read and 
write. 
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APPENDIX D 
Current Statistics Self-efficacy Survey (CSSES) 
Adopted from Finney and Schraw (2003) (with permission from author) 
 
 
Please rate your confidence in your current ability to successfully complete the following tasks. The item scale has 
6 possible responses: (1) no confidence at all, (2) a little confidence, (3) a fair amount of confidence, (4) much 
confidence, (5) very much confidence, (6) complete confidence. For each task, please mark the one response that 
represents your confidence in your current ability to successfully complete the task. 
 
Question 1  2 3 4 5 6  
1. Identify the scale of measurement for a variable.       
2. Interpret the probability value (p-value) from a statistical procedure.       
3. Identify if a distribution is skewed when given the values of three measures of 
central tendency. 
      
4. Select the correct statistical procedure to be used to answer a research question.       
5. Interpret the results of a statistical procedure in terms of the research question.       
6. Identify the factors that influence power.       
7. Explain what the value of the standard deviation means in terms of the variable 
being measured. 
      
8. Distinguish between a Type I error and a Type II error in hypothesis testing.       
9. Explain what the numeric value of the standard error is measuring.       
10. Distinguish between the objectives of descriptive versus inferential statistical 
procedures. 
      
11. Distinguish between the information given by the three measures of central 
tendency. 
      
12. Distinguish between a population parameter and a sample statistic.       
13. Identify when the mean, median and mode should be used as a measure of 
central tendency. 
      
14. Explain the difference between a sampling distribution and a population 
distribution. 
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APPENDIX E 
 
Constructivist Learning Environment Survey (CLES) 
Adopted from Taylor and Fraser (1991) (with permission from author) 
 
 
DIRECTIONS 
 
This questionnaire asks you to describe this classroom which you are in right now. There are no right or wrong 
answers. This is not a test. Your opinion is what is wanted. 
 
Do not write your name. Your answers are confidential and anonymous. 
 
On the next few pages you will find 28 questions. For each question, circle one number corresponding to your 
answer. 
 
For example: 
 Very 
Often 
Often Some-
times 
Seldom Never 
 
In this class….. 
     
 
The teacher asks me questions 
 
5 
 
4 
 
3 
 
2 
 
1 
 
 If you think this teacher very often asks you questions, circle the 5. 
 If you think this teacher never asks you questions, circle the 1. 
 Or you can choose the number 2, 3, or 4 if this seems like a more accurate answer. 
 
If you want to change your answer, cross it out and circle a new number. 
 
  
Question Very 
Often 
(5) 
Often 
(4) 
Sometimes 
(3) 
Seldom 
(2) 
Never 
(1) 
Negotiation Scale - In this class……      
I ask other students about their ideas.      
I don’t ask other students about their ideas      
I’m not aware of other students’ ideas      
I talk with other students about the most sensible way 
of solving a problem 
     
I try to make sense of other students’ ideas.      
I pay close attention to other students’ ideas      
I don’t pay attention to other students’ ideas      
Prior Knowledge - In this class……      
The teacher helps me to think about what I learned in 
past lessons. 
     
I get to see if what I learned in the past still makes 
sense to me 
     
There’s not enough time to really think      
I get to think about interesting, real-life problems      
I learn about things that interest me      
What I learn has nothing to do with real life      
The things I learn about are not really interesting      
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Autonomy – In this class……      
I think hard about my own ideas      
I do investigations in my own way      
I try to find my own way of doing investigations      
I decide how much time to spend on an activity      
I decide if my solutions make sense      
I decide if my ideas are sensible      
I decide how much time I spend on an activity      
Student Centeredness - In this class……      
The teacher gives me problems to investigate      
The teacher expects me to remember important ideas I 
learned in the past 
     
the activities I do are set by the teacher      
The teacher expects me to remember things I learned in 
past lessons 
     
I learn the teacher’s method for doing investigations      
The teacher insists that my activities be completed on 
time 
     
The teacher shows the correct method for solving 
problems 
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APPENDIX F 
 
Informed Consent Form 
 
Georgia State University 
Department of Middle and Secondary Education  
Informed Consent Form 
Title:  An Experimental Case Study on the Effect of using Visual Statistics Software on Undergraduate Statistics 
Students’ Cognitive and Non-Cognitive Factors and Achievement. 
 
Principal Investigator: Dr. Iman Chahine 
Student Principal Investigator: Kori Maxwell 
 
I. Purpose: 
You are invited to participate in a research study.  The purpose of this research is to examine the effect of using 
visual statistics software on cognitive and non-cognitive predictors that impact students’ achievement or learning in 
the undergraduate statistics classroom. The research study examines students’ performance as reflected in their 
overall achievement in the course (their final grade). You are invited to participate because you are enrolled in an 
elementary statistics course during the current semester. A total of 282 participants will be recruited for this study.  
 
II. Procedures: 
 
If you decide to participate, you will be asked to complete a reasoning assessment, an attitude and efficacy 
surveys at the beginning and end of the semester. The researcher will administer the questionnaires and also 
collect and analyze numerical data on student achievements on final course evaluation. At the  end of the 
semester, you will also be given an environmental survey along with the same post-tests to measure your 
performance and attitudes. 
 
Note: All students who volunteer to participate in the study will be required to complete a FERPA release form 
authorizing the use of their final grade in the course. 
 
 
III.  Risks: 
In this study, you will not have any more risks than you would in a normal day of life.  
 
IV. Benefits: 
 
Participation in this study may or may notbenefit you personally.  Overall, we hope to gain information about how 
students perceive and apply their knowledge of statistics which will impact students’ engagement and inform 
educators’ approach to teaching undergraduate statistics. 
 
 
V. Voluntary Participation and Withdrawal: 
 
Participation in research is voluntary.  You do not have to be in this study.  If you decide to be in the study and 
change your mind, you can withdraw from the study and not complete the surveys. 
 
VI. Confidentiality: 
 
We will keep your records private to the extent allowed by law.  Only the PI: Dr. Iman Chahine and the student PI: 
Kori Maxwell will have access to the information you provide. Information may also be shared with those who 
make sure the study is done correctly (GSU Institutional Review Board, the Office for Human Research Protection 
(OHRP) and the University Research Services and Administration (URSA) office at Georgia State University). We 
will not use your name on study records or when publishing the results. The findings will be summarized and 
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reported in group form. You will not be identified personally. The information you provide will be stored in a locked 
cabinet at GSU.  
 
Note: The final grades obtained will not be linked to any student and will not be circulated to any third party. 
 
VII.    Contact Persons: 
 
Contact Dr. Chahine at ichahine@gsu.edu or Kori Maxwell at kmaxwell7@student.gsu.edu if you have questions about this 
study.  If you have questions or concerns about your rights as a participant in this research study, you may contact Susan 
Vogtner in the Office of Research Integrity at 404-413-3513 or svogtner1@gsu.edu. 
 
VIII. Copy of Consent Form to Subject: 
 
We will give you a copy of this consent form to keep. 
 
 
If you are willing to volunteer for this research, please sign below.  
 
 
____________________________________________  ____________   
Participant         Date  
 
_____________________________________________  ____________ 
Principal Investigator or Researcher Obtaining Consent  Date  
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APPENDIX G 
Test Question Details 
 
Test 1 Question Details 
Question 
Number 
Question 
Chapter/Sec
tion 
Objective Estimated 
time 
Points 
awarded 
1 2.2.5 Identify class width, 
class midpoints, and 
class boundaries. 
3m 29s 2 
2 2.2.29 Construct and 
interpret a relative 
frequency distribution. 
2m 13s 4 
3 2.3.5 Interpret a 
histogram. 
38s 1 
4 2.3.17 Construct a 
histogram. 
44s 1 
5 2.4.7 Construct and 
interpret a scatterplot. 
1m 39s 1 
6 2.4.13 Construct and 
interpret a stem plot. 
1m 32s 1 
7 3.2.6 Find the mean, 
median, mode, and 
midrange of a given 
sample. 
5m 32s 1 
8 3.2.11 Find the mean, 
median, mode, and 
midrange of a given 
sample. 
3m 5s 1 
9 3.2.31 Find the mean of a 
frequency 
distribution and 
compare it to the 
4m 8s 1 
10 3.3.4 Understand the 
concepts related to 
measures of 
variation. 
26s 1 
11 3.3.12 Find the range, 
variance, and standard 
deviation of a given 
sample. 
4m 48s 1 
12 3.3.41 Use the empirical rule 
or Chebyshev's 
theorem to estimate 
the variation in a 
sample. 
1m 59s 2 
13 3.4.15 Use z scores to 
compare values. 
1m 39s 1 
14 3.4.23 Find the value 1m 11s 1 
138 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
corresponding to a 
given percentile or 
quartile. 
15 3.4.31 Find a 5- number 
summary and 
construct a boxplot. 
2m 22s 1 
16 4.2.5 Understand the 
concepts related to 
probabilities. 
33s 1 
17 4.2.17 Translate a sentence 
into a probability. 
37s 1 
18 4.2.24 Calculate the 
probability of a 
simple event using 
the relative frequency 
method. 
1m 39s 1 
19 4.2.37 Calculate the 
probability of a simple 
event using the classical 
method. 
1m 22s 1 
20 4.3.8 Determine whether 
events are disjoint. 
41s 1 
21 4.3.19 Calculate the 
probability of a 
compound event 
using a table and the 
formal addition rule. 
2m 13s 1 
22 4.4.1 Understand the 
concepts related to 
multiplying 
probabilities. 
16s 1 
23 4.4.7 Determine whether 
a 
pair of events is 
independent 
1m 49s 1 
24 4.4.17 Calculate the 
probability of a 
dependent event. 
2m 11s 1 
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Test 2 Question Details 
 
Question 
Number 
Question 
Chapter/Sectio
n 
Objective Estimated 
Time 
Points 
Awarded 
1 4.5.19 Find the probability of 
an event given that 
another event has 
already occurred. 
1m 27s 1 
2 4.5.27 Find the probability of 
an event given that 
another event has 
already occurred. 
 1 
3 4.6.5 Count using the 
fundamental counting 
rule. 
1m 34s 1 
4 4.6.9 Count using the 
combinations rule. 
1m 18s 1 
5 5.2.5 Identify value as 
discrete random 
variables, continuous 
random variables, or 
neither. 
1m 12s 1 
6 5.2.14 Determine the mean and 
standard deviation of 
probability 
distributions, if 
possible. 
5m 51s 1 
7 5.3.23 Find the probabilities of 
events using binomial 
distributions. 
1m 24s 1 
8 5.3.33 Find the probabilities 
of events using  
binomial 
distributions. 
2m 44s 1 
9 5.4.11 Find the mean and 
standard deviation of 
binomial distributions 
to determine if values 
are unlikely. 
2m 20s 1 
10 6.2.3 Understand the 
concepts related to 
uniform and standard 
normal distributions. 
2
5
s 
1 
11 6.2.5 Use continuous 
uniform distributions 
to find probabilities. 
2m 12s 1 
12 6.2.14-T Find z scores 
corresponding to given 
areas or probabilities. 
5
9
s 
1 
13 6.2.21 Find probabilities or 
areas corresponding to 
1m 17s 1 
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given z scores. 
14 6.2.29 Find probabilities or 
areas corresponding to 
given z scores. 
1m 32s 2 
15 6.3.7 Use the normal 
distribution to find 
probabilities and 
percentages 
corresponding to given 
values. 
2m 
3s 
1 
16 6.3.11 Use the normal 
distribution to find 
values corresponding to 
given areas. 
2m 32s 1 
17 6.3.23-T Use the normal 
distribution to find 
values  corresponding to 
given areas. 
6m 41s 3 
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Test 3 Question Details 
 
Question 
Number 
Question 
Chapter/Section 
Objective Estimated Time Points Awarded 
1 6.4.9 Create and use 
sampling 
distributions of 
the sample 
median. 
4m 16s 1 
2 6.5.1 Understand the 
concepts related 
to the Central 
Limit Theorem. 
54s 1 
3 6.5.19 Apply and 
interpret results 
of the Central 
Limit Theorem. 
4m 47s 1 
4 7.2.5 Find critical 
values of z. 
1m 39s 1 
5 7.2.15 Construct and 
interpret 
confidence 
intervals for 
population 
proportions. 
6m 4s 1 
6 7.2.26 Construct and 
interpret 
confidence 
intervals for 
population 
proportions. 
 1 
7 7.2.31 Find the sample 
sizes required to 
meet a given 
confidence level 
and margin of 
error. 
2m 37s 1 
8 7.3.7 Find the 
appropriate 
critical value for 
distributions. 
1m 6s 1 
9 7.3.15 Construct and 
interpret 
confidence 
intervals with an 
unknown 
population 
standard 
deviation. 
3m 10s 4 
10 7.3.38 Construct and 
interpret 
confidence 
intervals with a 
known population 
standard 
2m 32s 2 
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deviation. 
11 8.2.7 Express claims 
symbolically and 
identify their 
corresponding 
null and 
alternative 
hypotheses. 
55s 1 
12 8.2.14 Find the value of 
test statistics. 
2m 21s 1 
13 + (8.2) 8.2.17-P-
value_only 
Find P-values and 
critical values 
given 
a claim and test 
statistic. 
 1 
14 8.2.25 State conclusions 
given a P- value 
and a claim. 
1m 21s 1 
15 8.3.2 Understand the 
concepts related 
to testing a 
population 
proportion. 
1m 12s 1 
16 8.3.10 Test claims about 
population 
proportions. 
3m 42s 1 
17 8.3.23 Test claims about 
population 
proportions. 
3m 42s 1 
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Test 4 Question Details 
 
Question 
Number 
Question 
Chapter/Section 
Objective Estimated Time Points 
Awarded 
1 8.4.2 Understand the 
concepts related to 
testing a population 
mean. 
21s 1 
2 8.4.5-T Find P- values using the 
Student t distribution. 
1m 23s 1 
3 8.4.9-T Test claims about 
population means with 
? unknown. 
4m 27s 6 
4 8.4.19-T Test claims about 
population means with 
? unknown. 
5m 18s 6 
5 9.2.5 Test claims and 
construct confidence 
interval estimates for the 
difference between two 
proportions. 
1m 40s 2 
6 9.2.11-T Test claims and 
construct confidence 
interval estimates for the 
difference between two 
proportions. 
4m 48s 7 
7 9.3.1 Understand the 
concepts related to 
testing two means from 
independent samples. 
36s 1 
8 9.3.7-T Test claims 
& create confidence 
interval estimates for 
the diff between 2 
means from 
independent samples. 
4m 29s 7 
9 9.3.13-T Test claims 
& create confidence 
interval estimates for 
the diff between 2 
means from 
independent samples. 
 7 
10 9.3.19-T Test claims 
& create confidence 
interval estimates for 
the diff between 2 
means from 
independent samples. 
5m 41s 7 
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Final Exam Question Details 
 
Question 
Number 
Question 
Chapter/Sec
tion 
Objective Estimated 
time 
Points 
awarded 
1 2.2.5 Identify class width, 
class midpoints, and 
class boundaries. 
3m 29s 3 
2 2.2.29 Construct and 
interpret a relative 
frequency distribution. 
2m 13s 2 
3 2.4.13 Construct and 
interpret a stem plot. 
1m 32s 2 
4 3.2.8 Find the mean, 
median, mode, and 
midrange of a given 
sample. 
5m 5s 5 
5 3.2.29 Find the mean of a 
frequency 
distribution and 
compare it to the 
actual mean. 
3m 48s 2 
6 3.3.12 Find the range, 
variance, and standard 
deviation of a given 
sample. 
4m 48s 4 
7 3.4.15 Use z scores to 
compare values. 
1m 39s 1 
8 3.4.31 Find a 5- number 
summary and 
construct a boxplot. 
2m 22s 1 
9 4.2.24 Calculate the 
probability of a 
simple event using 
the relative frequency 
method. 
1m 39s 2 
10 4.3.19 Calculate the 
probability of a 
compound event 
using a table and the 
formal addition rule. 
2m 13s 1 
11 4.6.5 Count using the 
fundamental counting 
rule. 
1m 34s 2 
12 5.2.9 Determine 
the mean and standard 
deviation of 
probability 
distributions, if 
possible. 
1m 12s 2 
13 5.3.23 Find the 1m 24s 1 
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probabilities of 
events using 
binomial 
distributions.. 
14 5.4.11 Find the mean and 
standard deviation of 
binomial 
distributions to 
determine if values 
are unlikely. 
2m 20s 3 
15 6.2.7 Use continuous 
uniform distributions 
to find probabilities. 
1m 59s 1 
16 6.2.21 Find probabilities or 
areas 
corresponding to given 
z 
scores. 
1m 17s 1 
17 6.3.11 Use the normal 
distribution to find 
values corresponding 
to given 
areas. 
2m 32s 1 
18 6.5.5 Apply and interpret 
results of the Central 
Limit Theorem. 
3m 42s 2 
19 7.2.20 Construct and 
interpret confidence 
intervals for 
population 
proportions. 
 3 
20 7.3.15 Construct and 
interpret confidence 
intervals with an 
unknown population 
standard deviation. 
3m 10s 4 
21 8.3.11 Test claims about 
population 
proportions. 
4m 13s 5 
22 8.4.2 Understand the 
concepts related to 
testing a population 
mean. 
21s 1 
23 8.4.17 Test claims about 
population means 
with ? unknown. 
4m 57s 5 
24 9.2.11-T Test claims and 
construct confidence 
interval estimates for 
the difference 
between two 
proportions. 
4m 48s 8 
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 25 9.3.7-T Test claims & create 
confidence interval 
estimates for the diff 
between 2 means 
from independent 
samples. 
4m 29s 7 
26 10.2.9 Identify important 
features in data by 
graphing. 
4m 3s 4 
27 10.3.15 Find regression 
equations and best 
predicted values. 
3m 16s 4 
28 11.2.8-T Conduct goodness-
of- fit tests. 
3m 42s 4 
29 11.3.15 Conduct chi- square 
tests of independence 
and homogeneity. 
3m 53s 5 
