Abstract. A numerical method for approximating weak solutions of an aggregation equation with degenerate diffusion is introduced. We propose a finite element method together with a mass lumping technique plus a semi-implicit Euler time integration. Then we carry out a rigorous passage to the limit as the spatial and temporal discretization parameters tend to zero, and show that the sequence of finite element approximations converges towards the unique weak solution of the model at hands. In doing so, positivity for acute partitions of the computational domain and a priori energy estimates of finite element approximations are established. As we deal with a nonlinear problem, some form of strong convergence is required. The key compactness result is obtained via a Riesz-Fréchet-Kolmogorov criterion by perturbation.
in Ω, where * stands for the convolution operator and n is the outward-pointing unit vector to ∂Ω. Equation (2) arises in many models in biology, where ρ represents the population density, K * ρ stands for the density of the chemo-attractant, and A(ρ) models the local repulsion. Patlak-KellerSegel models [22, 18, 16, 17, 15, 4, 19, 13] governing the movement of species by chemotaxis are a particular instance which corresponds to considering A(ρ) = ρ m and K(x) = − [21, 20, 23, 24] turn out in the absence of the diffusion term −∆A(ρ) and including Newtonian potential, repulsive-attractive Morse and power law potentials. While there is a rich body of literature on the mathematical analysis of system (1) supported by numerical simulations, very few results on numerical analysis are available for the situation considered here. Carrillo, Chertock, and Huang [7] introduced a positivity-preserving entropy-decreasing finite volume scheme for (1) which takes into account a confinement potential term.
The existence and uniqueness of a weak solution to equation (1) was established by Bertozzi and Slepčev [3] for A(·) being degenerate and K satisfying some regularity assumptions. It is this degeneracy of A that is the major source of difficulties in studying equation (1) . The existence proof consists of three steps: (a) introducing a regularized problem via the diffusion term A(·), (b) establishing a maximum principle and a priori energy bounds independent of the regularizing parameter, and (c) proving compactness for the regularized problem. In particular, the compactness of the regularized solutions is obtained by using some results borrowed from [1] based on the Riesz-Fréchet-Kolmogorov criterion on Lebesgue spaces.
Our aim in this work is to prove the existence of a weak solution to (1)- (3) by constructing a fully discrete approximation and by analyzing the convergence of these approximate solutions. Our algorithm uses a finite element method combined with a mass lumping technique plus a semi-implicit Euler time integration. This resulting scheme is conditionally solvable, mass conserving and preserves positivity under acute partitions of the computational domain. A priori energy bounds are obtained in a different way from those in [3] since a discrete maximum principle does not hold. The lack of a discrete maximum principle is overcame with the use of a nodal truncating operator [11] . A version of the Riesz-Fréchet-Kolmogorov compactness criterion on Lebesgue spaces by perturbation [2] allows the passage to the limit in the nonlinear terms as the spatial and temporal discretization parameters tend to zero in order to reach the unique weak solution of (1)-(3).
1.2.
Notation. For p ∈ [1, ∞], we denote by L p (Ω) the usual Lebesgue space, i.e.,
This space is a Banach space endowed with the norm v L p (Ω) = ( Ω |v(x)| p dx) 1/p if p ∈ [1, ∞) or v L ∞ (Ω) = ess sup x∈Ω |v(x)| if p = ∞. In particular, L 2 (Ω) is a Hilbert space. We shall use (u, v) = Ω u(x)v(x)dx for its inner product and · for its norm.
Let α = (α 1 , α 2 , ..., α d ) ∈ N M be a multi-index with |α| = α 1 + α 2 + ... + α M , and let ∂ α be the differential operator such that
For m ≥ 0 and p ∈ [1, ∞), we define W m,p (Ω) to be the Sobolev space of all functions whose m derivatives are in L p (Ω), i.e.,
For p = 2, we denote W m,2 (Ω) = H m (Ω) and its dual as (H m (Ω)) ′ . Let X be a Banach space. Thus, L p (0, T ; X) denotes the space of Bochner-measurable, X-valued functions on the interval (0, T ) such that
1.3. Outline of the paper. The layout of the paper is as follows. In section 2 we introduce the hypotheses for constructing the finite element approximation of (1) as well as some auxiliary results. In section 3 we present our finite element method combined with a semi-implicit time integration and state our main theorem which is proved in the subsequent sections. The well-posedness of our algorithm is carried out in section 4. Positivity under the acuteness of the mesh and a priori energy estimates are obtained in section 5. Section 6 deals with the compactness of the finite element approximations. The passage to the limit towards the unique weak solutions of (1) is reported in section 7.
The discrete setting
This section is mainly devoted to the numerical tools for approximating the solution to problem (1)-(3).
2.1.
Hypotheses. Herein we set out the hypotheses that will be required for the domain, the mesh and the finite element space.
(H1) Let Ω be a convex, bounded domain of R d with a polygonal or polyhedral Lipschitz-continuous boundary.
(H2) Let {E h } h>0 be a family of acute, shape-regular, quasi-uniform partitations of Ω made up of triangles in two dimensions and tetrahedra in three dimensions, so that Ω = ∪ E∈E h E, where h = max E∈E h h E , with h E being the diameter of E. More precisely, we assume that (a) there exists α > 0, independent of h, such that
where B E is the largest ball contained in E, and (b) there exists β > 0 such that every angle between two edges (or faces) of a triangle (or a tetrahedron) is bounded by π 2 − β. Further, let N h = {a i } i∈I denote the set of all the nodes of T h . (H3) A conforming finite-element space associated with T h is assumed for approximating H 1 (Ω). Let P 1 (E) be the set of linear polynomials on E; the space of continuous, piecewise polynomial functions on E h is then denoted as
whose shape functions are {ϕ a } a∈N h .
Remark 2.1. For the construction of acute simplicial triangularizations (d = 2) or tetrahedralizations (d = 3) ofΩ, we refer the readers to [8, 5] and references therein.
Technical preliminaries.
Under hypotheses (H1)-(H3) we collect some properties that will be used in the subsequent analysis.
To start with, we state a consequence of the acuteness of the mesh for proving positivity of the finite element approximation.
To obtain (7), we use a duality argument. Let π h be the
Corollary 2.4. There holds
Let I h be the nodal interpolation operator from C 0 (Ω) to N h and consider
Proposition 2.5. Let E ∈ E h . There exists a constant C app > 0, independent of h and E, such that
Proof. The proof of (6) can be found in [6, Thm. 4.4.4] or [9, Thm. 1.103].
Corollary 2.6. There holds
Proposition 2.7. There exists a constant C com > 0, independent of h and E, such that
Proof. On each element E ∈ E h , combine (11), (6) , and (7) to obtain
Estimate (15) follows by summing up this last estimate over all the elements E ∈ E h .
One can prove estimate (16) in a similar fashion.
Proposition 2.8. Let f ∈ C 0,1 (R) be monotonically increasing with Lipschitz constant C Lip . Then it follows that, for all ρ h ∈ D h ,
Proof. On each element E ∈ E h , considerẼ to be an oriented, right-angled element with vertices {aẼ 0 , · · · , aẼ d }, where a 0 is the vertex supporting the right angle, such thatẼ ⊂ E. Observe that
where (x) xi is the ith component of x. Since
we have
We deduce (17) upon summing over all the element E of E h .
For each element E ∈ E h with vertices {a
we associate once and for all a vertex a E ∈ E.
Thus we define
Proposition 2.9. There exists a constant C int > 0, independent of h, such that
Proof. Let x ∈ E and write
Integrating over E gives
. Squaring and summing over E ∈ E h yields the desired result.
Moreover, let∆ h be defined from D h to D h as (19) −
The H 2 (Ω)-regularity of φ(h) is ensured by the convexity assumption stated in (H1). See [14] for a proof.
Proposition 2.10. There exists a constant C Lap > 0, independent of h, such that
Combining the above equation and (19), we write
and hence
We now chooseρ h = I h φ(h) − φ h to get
By (16) and (14), we have
and (24) (
Consequently, estimate (21) is satisfied by inserting (23) and (24) into (22).
Corollary 2.11. There holds
Proof.
which implies (25). In order to obtain (26), we use (21) and (25) to find
In order to construct a proper sequence of initial approximations we need an interpolation operator that preserves positivity and has L p -stability. Let SZ h be the variant of the Scott-Zhang interpolation operator defined in [10] , which satisfies the following. Proposition 2.12. For p ∈ [1, ∞] and s = 0, 1, there exists two constants C sta , C app > 0, independent of h, such that
Moreover,
Henceforth C denotes a generic constant whose value may change at each occurrence. This constant may depend on the data problem and the constants C pos , C inv , C app , C Lip , C com , and C Lap . (27) and (28), we see that
Statement of the main result
Moreover, a regularization argument together with (28) provides
), where
A weak solution for (1) will be understood in the following sense [3] .
and
To establish the existence and uniqueness of weak solutions to (1) via scheme (33), we will need to assume that
, t ∈ (t n , t n+1 ]. Our main result is summarized in the following theorem.
Theorem 3.2. Suppose that (A1), (K1), and (H1)-(H4) are satisfied. Then the sequence of discrete solutions {ρ h,k } h,k>0 , {ρ ± h,k } h,k>0 computed using (33) is uniquely solvable provided that
Furthermore, the sequence of discrete solutions {ρ h,k } h,k>0 , {ρ ± h,k } h,k>0 converges towards the unique weak solution ρ of (1), as (h, k) → (0, 0), in the sense that
with 1 < p < ∞.
From now on we assume that assumptions (A1), (K1), and (H1)-(H3) hold without further comment on the statement of the results.
Existence and uniqueness of discrete solutions
In this section we will prove the unique solvability of scheme (33). To simplify notation we suppress the superscript in ρ n+1 h since there will be no ambiguity in setting ρ h = ρ n+1 h . Before proceeding, we will need an auxiliary result concerning the sign of (K * ρ
is well-defined at x ∈ ∂Ω as being the outward unit normal vector and let s > 0. Write
In virtue of (K1), we find that
The next lemma shows that scheme (33) has at least one solution. In doing so, we make use of Brouwer's theorem.
Lemma 4.2 (Existence
h . The second term on the right-hand of (37) can be estimated on noting (8) as
We can rewrite the third term on the right-hand side of (37) as
Integrating by parts and using (35) leads to
where we have used the fact that [ρ (13) and (6) imply that
Combining (41) and (42), we find
Putting (37), (38), (39), (43) together, we arrive at the estimate
and, in view of (36) and (10),
As a result, if we choose r > R, we find that ρ h * < r implies that Φ(ρ h ) * < r.
Let us see that Φ is a continuous mapping from D h into D h with respect to the · * -norm. Suppose thatρ h,m →ρ h in the · * -norm as m → ∞. Then we want to prove that
We only analyze the convergence
Indeed, we have thatρ h,m (x) →ρ h (x) a.e. in Ω. Since A T is a continuous function, we obtain that A T (ρ h,m (x)) → A T (ρ h (x)) holds a.e. in Ω, and hence (8) . Now the continuity of Φ is obvious. Next apply the Brouwer fixed-point theorem to conclude the proof.
Once we have proved existence, we turn to the question of uniqueness.
Proof. Suppose that there are two solutions ρ 
The first term on the right-hand side has negative sign. Indeed, by (46) and the mean-value theorem,
where
For the second term, we proceed as follows. Combing (19) and (45), we have −∆ h φ h = ρ h . Thus, by (20) , we write
Integration by parts shows that
which, from (26) and (35), gives
. In view of (13), (20) (25), we have
Using (21), (13) , and (25) leads to the estimate
. From (48) and (49), we estimate (47) as
. The result follows by taking k/h small enough so that (44) holds.
It should be noted that condition (44) is indeed more demanding than condition (36) concerning the space and time parameters.
Positivity and a priori estimates
In this section we show that the discrete solution ρ n+1 h computed by (33) is nonnegative. Moreover, we derive some a priori energy estimates.
to scheme (33) is nonnegative provided that
Proof. First of all, note that for all E ∈ E h and for all a i , a j ∈ E with i = j
, where we used (8) and the fact that
Comparing (4) with (51), we find that
which is a consequence of (50). As a result, summing over E ∈ supp ϕ ai ∩ supp ϕ aj yields
We will handle each term of (54) in order to show that ρ min h ≡ 0. Indeed, in virtue of the equality
we deduce by (52) and (53) that
As a result, we infer that , we must slightly modify the argument leading to a priori energy estimates from [3] , which uses the maximum principle.
Lemma 5.3 (Energy estimates). The sequence {ρ
We proceed by induction on n to prove (58). From (30), we know that ρ 1 h ≥ 0 is true by Lemma 5.1. On selectingρ h = 1 in (33), we obtain (58) for n = 0. The same argument leads us to proving that (58) holds from ρ n h ≥ 0 and ρ
where we have used (17) for g = A T being Lipschitzian. Repeating the argument that led to estimating (40) and noting (10) yields
h . By a discrete Grönwall lemma, we conclude that (59) holds on the condition that k
The constants B L 1 and B L 2 can be estimated uniformly with respect to h in term of ρ 0 from (31).
Corollary 5.4. It follows that
where C > 0 is a constant independent of h.
Proof. We apply a standard duality technique to obtain (60) from (33) and (59).
We end this section by summarizing the results of Lemmas 5.1 and 5.3. Bounds (59) and (60) yields that
and that there exists
as (h, k) → (0, 0).
Compactness
As we are dealing with a nonlinear equation, the key ingredient in passing to the limit is obtaining compactness of the discrete solutions. Since we do not have control of the gradient of the discrete solution due to the degenerate diffusion term, compactness turns out to be more complicated. To do this, we have split the proof into a series of four lemmas.
Lemma 6.1. There exists a nonincreasing function F : [0, ∞) → [0, ∞) such that the sequence of discrete solutions {ρ
for all ω ⊂⊂ Ω and 0 < δ < dist(ω, ∂Ω) with {e i } 
to complete the proof of (67). We reason along the same line as before. Define
Estimating as before, we find
which implies (68).
Lemma 6.2. Let δ ∈ (0, T ) and t ∈ [0, T − δ]. Assume that there exists B > 0 such that the sequence of discrete solutions {ρ
Proof. We establish the lemma by contradiction. Assume that there exist κ > 0 and two sequences {ρ 
From (69), we know that there exist w 1 , w 2 ∈ L 2 (Ω) and a subsequence of {[ρ
, still denoted by itself, such that
where ρ 1 = A −1 (w 1 ) and ρ 2 = A −1 (w 2 ). It is not hard to see from (18) and (69) that
Lebesgue's Dominated Convergence Theorem implies that
It is clear that
). In view of (18) and (70), we get
Therefore,
On noting (16), we have
Passing to the limit in this last estimate yields
which implies that ρ 1 = ρ 2 . As a result, we have
(Ω) → 0 as n → +∞ from Lemma 6.1, which is a contradiction from (72).
In order to prove the following lemma, we draw on [12, Prop. 27 ].
Lemma 6.3. Let δ ∈ (0, T ) and t ∈ [0, T − δ]. Then it follows that (73)
Proof. Since ρ + h,k is a time-stepping function, we only need to consider δ = rk, with r = 1, · · · , N , and prove 
Let us test (33) againstρ h
We now proceed to bound each term on the right-hand side. In doing so, we first apply a Fubini discrete rule to write
Therefore, using |n − n − r + 1| ≤ r, we have, by (59), that
Analogously, we bound
Combining these above estimates gives
The proof is now completed on noting |[ρ In order to set out that the sequence of {[ρ
, we will use the RieszFréchet-Kolmogorov compactness criterion.
Lemma 6.4. It follows that
where ρ T is the truncating of the limiting function ρ obtained from the weak convergences.
Proof. We divide the proof into two parts: Part I: We claim that for each ε > 0 there exists 0 < δ 0 ≤ T such that for all (h, k) > 0 and all 0 < δ < δ 0 (77)
Consider 0 < δ < ε and γ > 1 and define
By Chebyshev's inequality, we deduce that |E 
On choosing γ = max{ 
for all (h, k) > 0, and all 0 < δ ≤ δ 0 and i = 1, · · · , d.
Using Minkowski's inequality, we have
We estimate each term on the right-hand side separately. We have, by (18) and (59), that
where we have used that that fact
Now we want to use (68) to control the second term. Observe that
It is easily to check that
Thus, by Lemma 6.1,
Following the proof of [2, Thm. 5.1] we infer that (78) holds. Finally, inequalities (77) and (78) are sufficient to prove that the sequence of {[ρ h,k ] T } h,k is relatively compact via the Riesz-Fréchet-Kolmogorov compactness criterion. It is not hard to see that the limiting function ρ T is the truncating of ρ.
It is easy to see that
As a consequence of Lemma 6.4, we have the following.
Corollary 6.5. There holds
Proof. Using Minkowski's Inequality inequality a few times, we see that
In view of (18) and (63), we obtain Furthermore, it follows from (63) that (76) is satisfied; thus completing the proof.
Passage to the limit
We briefly outline the main steps of the passage to the limit since the arguments are quite standard. Letρ ∈ L 2 (0, T ; W 1,∞ (Ω)). We know that SZ hρ →ρ in L 2 (0, T ; W 1,∞ (Ω)) as h → 0 from (28). Then selectingρ h = SZ hρ in (33), multiplying by ϕ and k, and summing over n yields • For the time derivative, we have: • For the convolution term, we proceed as follows:
For the first term, we have
For the second term, we apply (79) to show To complete with the proof of Theorem 3.2 we will show the equivalence of problems (34) and (81). 
and so ρ ≤ ρ aux ≤ e CiniT ∆K L ∞ (Ω) ρ0 L 1 (Ω) ρ 0 L ∞ (Ω) := B L ∞ by Grönwall's lemma. Therefore, ρ T = ρ.
