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Induced representations were first introduced in 1898 by Frobenius 
[21] in the course of his development of the theory of representations 
of finite groups. They provide a general method for constructing repre- 
sentations of a group from representations of its subgroups. We refer 
the reader to [35] for a statement of Frobenius’ definition of induced 
representations in more modern terminology, remarking only that the 
definition is in terms of a certain space of vector-valued functions 
on the group, and that the motivation for this definition appears at 
first to be somewhat obscure. 
The next several decades saw the development of the theory of 
representations of compact groups, but the first definitions of induced 
representations for compact groups which we have found did not 
appear until 1938 in a paper of Nakayama [45], and 1940 in the treatise 
of Weil [65]. The definition given by Weil is the natural generalization 
to compact groups of the definition of Frobenius, in which the vector- 
valued functions in the space of an induced representation are now 
required to be square-integrable with respect to Haar measure on the 
group. 
The first paper to treat infinite dimensional unitary representations 
of a noncompact, non-Abelian group was Wigner’s paper [67] of 1939 
on the representations of the inhomogeneous Lorentz group. Already 
in this paper there appear representations which are induced from 
certain special subgroups of the Lorentz group. However, it was Mackey 
who in 1949 first formulated the general definition of induced repre- 
sentations for locally compact groups [34, 351, again by an appropriate 
modification of Frobenius’ definition so that the space of vector-valued 
functions of an induced representation becomes a Hilbert space. (At 
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about the same time Mautner gave an equivalent definition [40, 411 
for the special case in which the subgroup is compact.) In subsequent 
papers [36-381 Mackey extensively developed the theory of induced 
representations for locally compact groups. 
Parallel to the development of the theory of representations of finite 
groups came the theory of representations of algebras (hypercomplex 
numbers). In 1897, Molien [75] tied these two theories together by 
introducing the group algebra of a finite group. (I thank T. Hawkins 
for bringing this work of Molien to my attention. A good part of the 
history of these developments can be found in Hawkin’s paper [73-J.) 
This approach was resumed in 1929 by Noether [46], in the setting 
of modules over rings. Very shortly thereafter Levitzki [32] gave the 
first generalization of Frobenius’ definition of induced representations 
to the setting of finite dimensional semisimple algebras, although, as 
G. W. Mackey has kindly pointed out to me, Weyl at about the same 
time gave a treatment of induced representations for finite groups 
(p. 335 of [66]) h’ h w ic was phrased in terms of their group algebras, 
so that the definition for algebras is also implicit in Weyl’s treatment. 
Levitzki’s treatment, like Weyl’s, was based on the use of idempotents, 
and so did not generalize readily to more general algebras. (Nakayama’s 
approach for compact groups [45] was also in terms of idempotents.) 
The first general (and functorial) definition of induced representations 
for arbitrary algebras to appear in the literature was given in 1955 by 
D. G. Higman [28]. His definition was the following: let A be an algebra, 
let B be a subalgebra of A, and let Vbe a B-module. Then the A-module 
obtained by inducing V up to A is just A BB V (where A is viewed 
as an A-B-bimodule). This construction is just a change-of-rings 
operation familiar from other areas of algebra, and Higman indicated 
that it has as a special case the induced representations of Frobenius, 
thus providing a quite satisfactory motivation for Frobenius’ original 
definition of induced representations. 
Almost as soon as the theory of infinite-dimensional unitary repre- 
sentations of locally compact groups began to be developed, Segal 
[57] and Gelfand and Naimark [23] began the process of showing, 
by means of the group algebra, U(G), of a locally compact group G, 
that much of this theory was a special case of the theory of *-repre- 
sentations of involutory Banach algebras and, in particular, of C*- 
algebras. References to many of the subsequent developments in this 
direction can be found in [13]. 
The purpose of this paper is to develop a theory of induced repre- 
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sentations for C*-algebras, and to show that a substantial part of 
Mackey’s theory of induced representations for locally compact groups 
is a special case of this theory for C*-algebras. In particular, we show 
that this is true of Mackey’s imprimitivity theorem, which gives an 
answer to the question “Which representations of a group G are induced 
from representations of a given subgroup H ?” 
Our definition of induced representations of C*-algebras is roughly 
as follows. Let A be a C*-algebra, let B be a sub-C*-algebra of A, 
and let V be a Hermitian B-module, that is, the Hilbert space of a 
nondegenerate a-representation of B. In analogy with Higman’s con- 
struction (as well as with the constructions in our earlier papers [51, 53]), 
we begin by forming the algebraic tensor product A OS V. We then 
ask how we can equip this A-module with an inner-product in such 
a way that we obtain a nondegenerate *-representation of A. An analysis 
of this question shows that in general there are many different ways 
of doing this, in contrast to Mackey’s theory for locally compact groups 
where there seems to be essentially only one natural choice of inner- 
product. This difference is explained by the fact that in the case of 
a locally compact group, G, and a closed subgroup, H, an additional 
piece of structure is present, namely the restriction map from functions 
on G to functions on H. We will see that, roughly speaking, this map 
is a conditional expectation, where for a C*-algebra A and a subalgebra 
B, a conditional expectation is a positive projection, P, of A onto B 
having the property that P(d) = P(a)b for all a E A and b E B. Once 
a conditional expectation has been chosen, there is a canonical choice 
of a preinner-product on A QB V, whose value on elementary tensors 
is given by 
This definition, which is very similar to that used in the Gelfand- 
Naimark-Segal construction of a representation from a positive linear 
functional, is very closely related to a construction of Stinespring [59]. 
The Hilbert space obtained in this way is a Hermitian A-module, 
which we call the Hermitian A-module obtained by inducing V up 
to A via P. The possibility that the induced representations of Mackey 
might be a special case of a construction of the type described above 
was suggested to us by Blattner’s elegant note [4] in which he shows 
that an alternate definition of Mackey’s induced representations can be 
given in terms of lifting positive type measures from subgroups. 
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Actually, if H is a closed but not open subgroup of the locally compact 
group G, then the group C*-algebra, C*(H), of H is not a subalgebra 
of C*(G), but rather acts as an algebra of right centralizers [29] on 
C*(G). Also, the natural candidate for a conditional expectation from 
C*(G) to C*(H) is not continuous (or everywhere defined). For these 
reasons we must generalize the definition of a conditional expectation 
and overcome a few technical obstacles if we are to include the general 
case of Mackey’s construction as a special case of our construction 
for C*-algebras. But we will see that this can be done without much 
difficulty, and leads to what is perhaps a more natural approach to 
induced representations even in the original case of Mackey’s theory 
for locally compact groups. We remark that an important tool in carrying 
out this more general construction is a generalization to noncom- 
mutative C*-algebras of the “C*-modules” introduced by Kaplansky 
[30] for commutative C*-algebras. (Essentially the same generalization 
has been introduced simultaneously, for different reasons, by Paschke 
[76] and Takahashi [78]. A sketch of Takahashi’s work is given by 
Hofmann on p. 364 of [74].) 
Once the definition of induced representations of C*-algebras has 
been given, we turn to deriving some of the basic properties of these 
induced representations. Some of these properties, such as the theorem 
on induction in stages, follow quite trivially from the definition. On 
the other hand, a large part of this paper is devoted to formulating 
and proving the imprimitivity theorem for induced representations of 
C*-algebras. Our treatment of the imprimitivity theorem has been 
strongly influenced by what have come to be known as “the Morita 
theorems” [42, 1, lo]. Roughly speaking, if B is a C*-algebra acting 
as right centralizers on a C*-algebra A, and if P is a generalized con- 
ditional expectation from A to B, then we use P to construct a certain 
C*-algebra, C, of linear operators of A into itself. This construction 
can be carried out for any positive map between C*-algebras, and so 
may be useful in other situations. We then define a two-sided ideal, E, 
in C which is an analog of the algebra of finite rank operators on a 
Hilbert space. (This is the algebra alluded to in [54], where we distilled 
some of the ideas of the present paper to give an elementary proof 
of the uniqueness of the Heisenberg commutation relations.) We then 
find that, in analogy with the Morita theorems, the category of Hermitian 
E-modules is equivalent to the category of Hermitian B-modules 
(the prototype of this equivalence being the equivalence between the 
category of Hermitian modules over the algebra of compact operators 
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on a Hilbert space with the category of Hermitian modules over the 
one-dimensional C*-algebra). In fact, we describe a fairly general 
construction of pairs of C*-algebras having equivalent categories of 
Hermitian modules. The algebra E serves as a “system of imprimitivity” 
for the representations of A induced from B via P, and in the case of 
induced representations of locally compact groups, E turns out to be 
essentially the transformation group algebra which was first associated 
with the theory of induced representations by Glimm [24]. By using 
this association, we show that Mackey’s imprimitivity theorem can be 
derived from the imprimitivity theorem which we prove for C*-algebras, 
and we obtain in this way an approach to Mackey’s imprimitivity 
theorem which we feel is conceptually simpler and better motivated 
than the proofs presently available (see [34, 38, 33, 4, 191). Further 
results concerning Morita equivalence are contained in a paper now in 
preparation1 a very brief sketch of which appeared in [77]. 
At the time of writing this paper we believe that we see how to prove 
Mackey’s infinitesimal Frobenius reciprocity theorem [37] in the setting 
of C*-algebras, at least in what would correspond to the unimodular 
case, but we have not yet worked through all the details involving 
direct integrals. We leave this matter and others, such as the relation 
between the theory presented here and the theory presented in our 
earlier paper [53], to a later time. 
There are other parts of Mackey’s theory of induced representations 
which are somewhat special to groups, and so which one would not 
expect to generalize readily to C*-algebras. For example, Mackey’s 
subgroup theorem and intertwining number theorem (Theorems 12.1 
and 13.1 of [36]) depend on the special way in which C*(H) is mapped 
into the right centralizer algebra of C*(G). Even in the case of finite 
dimensional semisimple algebras these theorems can only be formulated 
by means of somewhat cumbersome hypotheses concerning how B 
is embedded in A (see [56]). P resumably one could also use such 
hypotheses in the context of C*-algebras, but we did not feel that 
it was worthwhile carrying this out until other situations are known 
in which such hypotheses would be satisfied. Similar comments apply 
to Mackey’s tensor product theorem (Theorem 12.2 of [36]) which 
requires being able to form inner tensor products of representations, 
which in turn seems to require the presence of a Hopf algebra structure 
on the algebras involved (see [SO]). More elusive is Mackey’s normal 
1 See [80]. 
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subgroup analysis [38], since no appropriate definition of a “normal” 
subalgebra of an algebra seems to be known. On the other hand, the 
treatment of induced representations which we give here can be used 
to simplify some of the proofs of Mackey’s normal subgroup analysis 
in its original form. We will treat this matter at a later time. 
Induced representations have been generalized in a number of ways 
to contexts which mix groups and *-algebras [68, 62, 19, 31, 9, 431. 
We consider it very likely that our techniques and results will apply 
to these cases also, but we have not verified this in full detail. However, 
J. M. G. Fell tells us that he has verified that this is the case for his 
Banach *-algebraic bundles [19], and, in fact, Fell has given in [20] 
a sketch of many of the main results of the present paper in a formulation 
particularly suited for use with Banach *-algebraic bundles. Further- 
more, in the present paper we do indicate how to treat projective 
representations by means of our techniques (see Example 4.21), and 
this should provide a good indication of how to apply our techniques 
and results to more general contexts. On the other hand, Mackey 
has given a generalization of his theory of induced representations 
to the context of virtual subgroups [39, 471, and at present it is not 
at all clear to us in what way our approach might be applicable to that 
context. 
Conditional expectations on C*-algebras have recently arisen in a 
number of other situations, both in the theory of C*-algebras and in 
the applications of C*-algebras to physics (see for example [15, 631 and 
the references contained therein, as well as p. 9 of [14]), and we hope 
that our theory may turn out to be useful in some of these situations 
also, although we have not investigated this matter. Since almost all 
such situations which have come to our attention involve the con- 
siderably simpler case of ordinary conditional expectations rather than 
our generalizations using algebras of right centralizers, we have con- 
sidered it advisable to begin our exposition by treating first this special 
case, so as to make it readily accessible to those who do not wish to 
become entangled in the complications which are needed to treat the 
general case for groups. By treating this simpler case first we also 
provide motivation for the development of the more general case. 
Accordingly, our exposition is organized in the following way. In 
Section 1 we give the definition of representations induced by means 
of an ordinary conditional expectation, and in Section 3 we formulate 
and prove the imprimitivity theorem for this special case. Section 2 
is devoted to showing how to associate a C*-algebra to a positive map 
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between C*-algebras and to developing the generalization to non- 
commutative C*-algebras of Kaplansky’s “C*-modules.” This material 
is needed for the imprimitivity theorem in both the special and general 
cases. In Section 4, motivated by the case of a closed subgroup which 
is not open, we develop the definition of generalized conditional 
expectations, and we also discuss briefly the representation of C*- 
algebras on the noncommutative analog of Kaplansky’s “C*-modules.” 
In Section 5 we define induced representations in the general setting 
and derive some of their basic properties. We also show there that 
Mackey’s definition of induced representations occurs as a special case 
of the definition for C*-algebras. In Section 6 we formulate and prove 
the imprimitivity theorem for the general case, and also discuss the 
connection mentioned above with the Morita theorems. Finally, in 
Section 7 we show how to derive Mackey’s imprimitivity theorem from 
the imprimitivity theorem for C*-algebras discussed in Section 6. 
Some of our main results have already been announced in [55]. 
In the course of conducting the research reported in this paper 
I had many enjoyable conversations with J. M. G. Fell, and I am 
deeply indebted to him for many very helpful suggestions, without 
which my progress would certainly have been slower and this paper 
would have had many more rough edges. I also thank R. V. Kadison 
and R. C. Busby for helpful comments. Most of this research was 
conducted while I was visiting at the University of Pennsylvania, and 
I would like to express my appreciation to the members of the Depart- 
ment of Mathematics there for their warm hospitality during my visit. 
1. REPRESENTATIONS INDUCED FROM SUBALGEBRAS 
In this section we will consider the process of inducing representations 
from a subalgebra of a C*-algebra. This process will have as a special 
case the process of inducing representations of a locally compact group 
from an open subgroup, and we will motivate the exposition in this 
section by considering this special case first. 
We begin with a general comment about our terminology and notation, 
namely, that in most places we find it considerably more convenient 
to use the terminology and notation of modules rather than the 
(equivalent) terminology of representations. Accordingly, if G is a 
topological group, then by a unitary G-module we will mean a Hilbert 
space, W, on which G acts by means of a strongly continuous unitary 
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representation (13.1 of [ 13]), and we will write xw for the action of 
an element x of G on a vector w in IV. If A is a *-normed algebra [48] 
(in particular, a pre-C *-algebra), then by a Hermitian left A-module 
(we will usually omit the word “left”) we will mean a Hilbert space, 
W, on which A acts by means of a norm continuous nondegenerate 
*-representation by bounded operators (2.2 of [13]), and we will denote 
this action by aw for a E A, w E W. If instead, this action of A on W 
is by means of an antirepresentation, then we will speak of a Hermitian 
right A-module. If Wand IV’ are Hermitian A-modules, then the Banach 
space of bounded A-module homomorphisms (frequently called inter- 
twining operators) from W to IV’ will be denoted by Hom,( W, W’). 
Let G be a locally compact group. We will denote by L(G) the usual 
group algebra of G, that is, the Jr-normed algebra of all complex-valued 
functions on G which are integrable with respect to left Haar measure 
on G, with convolution as multiplication, and with the usual involution 
(see 13.2.2 of [13]). (I n all that follows, we could just as well work 
with the dense *-subalgebra, C,(G), of L( G) consisting of the continuous 
functions of compact support.) If R is a strongly continuous unitary 
representation of G on a Hilbert space W, then a *-representation, 
also denoted by R, of L(G) can be defined by 
R,w = s c f  (x) R,w dx, 
for all f EL(G), w E W. Then by using all the unitary representations 
of G, a C*-algebra norm can then be defined on L(G) by 
Ilf Ilcw = sup{ll R, II: R . IS a unitary representation of G}. 
The C*-algebra obtained by completing L(G) with respect to this 
norm is called the group C*-algebra of G, denoted by C*(G) (see 13.9.1 
of [13]). Then it is well known that the above process of using a unitary 
representation of G to define a representation of L(G) (and then of 
C*(G)) establishes a bijective correspondence between unitary G- 
modules and Hermitian L(G) or C*(G)-modules which preserves 
intertwining operators (so that the category of unitary G-modules is 
isomorphic to the category of Hermitian L(G) or C*(G)-modules). 
Now let H be an open subgroup of G. Because H is open (so that 
Haar measure on H is the restriction to H of Haar measure on G), 
the group algebra, L(H), of H can be viewed in an obvious way as a 
*-subalgebra of L(G). We will show shortly that, in addition, C*(H) 
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can be viewed as a subalgebra of C*(G). Then we see that the process 
of inducing representations of H up to G should be a process for inducing 
representations of C*(H) up to C*(G), that is, a process for constructing 
representations of a C*-algebra in terms of representations of a sub- 
algebra. 
Suppose now that A is a C*-algebra, B is a C*-subalgebra of A, 
and that V is a Hermitian B-module. We would like to construct from 
V a Hermitian A-module. In analogy with the purely algebraic case 
[28] it is natural to view A as a left-A-right-B-bimodule and form 
the algebraic tensor product A g8 V, which is a left A-module, and 
then try to find a preinner product on A o8 V for which the corre- 
sponding Hilbert space will be a Hermitian A-module. Now if A 
happens to have an identity element, 1, if we let B = Cl where @ 
denotes the complex numbers, and if V is the one-dimensional Hermitian 
B-module, then the left A-module A ae V is naturally identified with 
A viewed as a left A-module, and then any state of A gives such a 
preinner product. This indicates that in general there will be no unique 
way of choosing such a preinner product on A Be V, which is in 
sharp contrast to what seems to be the case with the induced repre- 
sentations of Mackey. 
However, as indicated in the introduction, there is another natural 
piece of structure relating C*(G) and C*(H) which we will show plays 
a crucial role in the definition of induced representations. This is the 
natural projection of C*(G) onto C*(H) corresponding to the obvious 
projection, P, of L(G) on L(H) consisting of restricting functions on G 
to functions on H. 
LEMMA 1.1. Let H be an open subgroup of the locally compact group G, 
and let P be the projection of L(G) onto L(H) consisting of restricting 
functions from G to H. Then P is positive in the sense that if f E L(G), 
then P(f * *f) is positive as an element of the C*-algebra C*(H). Further- 
more, ;fp is a positive type function on H, and ifp is extended to a function, 
q, on G by dejking it to have value 0 08 of H, then q is a positive type 
function on G. 
Proof. This proposition and its proof are just a reformulation of a 
special case of the first theorem in Blattner’s paper [4]. Given f E L(G), 
we must show that for every unitary H-module (hence Hermitian 
L(H)-module) V and every v E V we have (P(f * *f)v, v) > 0. Now 
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let {xi} be a complete set of representatives for the left cosets of H in G. 
Then 
= 
I cl 
H i H3(+-1) A(x;lt-‘)f(x,-Q-4) dt(sw, w) ds 
= T IH j-H3(5;lt-1) d(xyl) d(t-1)f(~;4)(tsw, o) ds dt 
= T d(x;l) (j$s;‘s) SW ds, j-/(S;lt) tw dt) 
b 0, 
as desired, where the last integrals can be taken as Bochner integrals, 
and all integrals are with respect to left Haar measures. 
Now every positive type function on H is of the form s F+ (SV, v) 
for some cyclic vector v in some unitary H-module (see 13.4.5 of [13]), 
and so the above calculation can be interpreted as showing that if p 
is a positive type function on H and if it is extended to a function, q, 
on G by letting it have value 0 off H, then q is a positive type function 
on G. Q.E.D. 
PROPOSITION 1.2. The norm on L(H) from C*(G) coincides with the 
norm from C*(H), so that C*(H) can be viewed us a subalgebra of C*(G). 
The projection P of L(G) onto L(H) is continuous with respect to the norm 
from C*(G), and so extends to a projection of C*(G) onto C*(H), which 
we also denote by P. Furthermore P is positive, in the sense that P carries 
positive elements of the C*-algebra C*(G) to positive elements of C*(H). 
In addition, P satisfks the conditional expectation property 
P(ba) = W(u) and P(ub) = P(u)b 
for all a E C*(G), b E C*(H). Finally, P has norm one. 
Proof. Let f EL(H). Now every unitary representation of G restricts 
to a unitary representation of H, and from this it follows that 11 f IjcqH, > 
11 f ]lc+) . We must prove the opposite inequality. Now one of the 
equivalent definitions (2.7.1 of [13]) of the norm of f as an element 
of C*(H) is 
Ilflhf, = suPw* *fY'":p~~~, 
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where S is the collection of positive linear functionals of norm one 
(states) on L(H). But the positive linear functionals on L(H) correspond 
to the positive type functions on H, with the norm of the functional 
being equal to the value of the function at the identity element (13.4.5 
of [13]). Furthermore, we have seen in Lemma 1.1 that every positive 
type function on H can be extended to a positive type function on G 
(taking, of course, the same value at the identity element). Thus every 
positive linear functional on L(H) extends to a positive linear functional 
on L(G) of the same norm. From this the desired inequality follows. 
Thus C*(H) can be viewed as a subalgebra of C*(G). 
We remark next that because the modular function of H is just 
the restriction to H of the modular function of G, it is clear that 
P(f *) = P(f)* for any f EL(G). We now show that P is continuous. 
Suppose now that f is a self-adjoint element of L(G) (and so of C*(G)). 
Then P(f) is self-adjoint, and so there is a state of C*(H), that is, a 
positive type function p of norm one on H, such that (1 P(f)llcqH) = 
1 p(P(f))j. Then if we let 4 be the extension of p to G as in Lemma 1.1, 
we have 
I M(f))1 = 1 j$4 ~(4 dx j 
= 1 jp 464 dx 1 = I df)l* 
But I df)l < Ilfllcw . It follows that II P(f>ll~*c~) ,< Ilfll~~ . From 
this inequality for self-adjoint elements of L(G), it is easily seen that 
P is continuous, and so extends to a projection of C*(G) onto C*(H). 
The positivity of P on C*(G) now follows by continuity from Lemma 1.1. 
Now if f EL(G) and g E L(H), then 
for all s E H. Since the two sides are continuous functions off and g 
with respect to the norm of C*(G), it follows that P&z) = bP(a) for 
all b E C*(H) and a E C*(G). The conditional expectation property 
for right multiplication by elements of C*(H) is verified in a similar way. 
We seem to need the conditional expectation property to verify 
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that P has norm one. Specifically, if a is any element of C*(G), then 
we have 
II Wl12 = II w e*)ll 
= ll(w%*)) + ww a*))/2 II 
= II P(aqa*) + P(u) a*)/2 II- 
Now the term inside the outermost parenthesis is self-adjoint, and it 
follows from what we saw above that P has norm one on self-adjoint 
elements. Thus the term after the last equality sign above is 
B II @+*I + P(a) a*112 II e II Q II II %al* 
Cancelling 11 P(u)]] f rom both sides, we obtain the desired inequality. 
Q.E.D. 
We remark that conversely Tomiyama has shown [64] that any 
projection of norm one of a C*-algebra onto a C*-subalgebra satisfies 
the conditional expectation property, at least if the algebras have 
identity elements. 
We also remark that it is very tempting to invoke the Krein extension 
theorem (p. 227 of [48]) to g’ ive an incorrect proof that C*(H) can 
be viewed as a subalgebra of C*(G), as we did in the first version of 
this paper. I am grateful to J. M. G. Fell for bringing this error to my 
attention. 
We mention that it is easily seen that P is definite on L(G), that is, 
that P(f * *f) = 0 only if f = 0. But P need no longer be definite 
when extended to C*(G). For example, let G be a nonamenable [26] 
discrete group, such as the free group on two generators, and let H 
be the open subgroup consisting of the identity element of G. Then 
the representation of G corresponding to the only positive type function 
on H is the left regular representation of G, and this representation 
is not faithful on C*(G) b ecause G is not amenable (see Theorem 3.5.2 
of [26]). It follows that if c is any element in the kernel of the left regular 
representation, then P(c*c) = 0. 
DEFINITION 1.3. If A is a C*-algebra and if B is a C*-subalgebra 
of A, then by a conditional expectation from A to B we mean a con- 
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tinuous positive projection of A onto B which satisfies the conditional 
expectation property 
P(ba) = bP(u) and P(ab) = P(u)b 
forbEBandaEA. 
We remark that if P is a positive map, then it is easily seen that 
P(a*) = (P(a))* f or all a E A, and from this it follows easily that 
the conditional expectation property for right multiplication by elements 
of B is a consequence of that for left multiplication, and conversely. 
In addition to the example of the natural conditional expectation 
associated above to a locally compact group and an open subgroup, 
we give several other examples. 
EXAMPLE 1.4. Let A be a C*-algebra with identity element 1, and 
let p be a state of A. Let B = @l, and let P(a) = p(a)l. 
EXAMPLE 1.5. Let A be a C*-algebra and let G be a compact 
group which acts continuously as a group of automorphisms of A 
(as in [14, 151). Let B be the subalgebra of elements which are invariant 
under the action of G, and let P be define by 
P(a) = j-G x(u) dx 
(where the Haar measure on G is normalized so that G has measure one). 
EXAMPLE 1.6. Let A be a C*-algebra and let i be a self-adjoint 
idempotent in A. Let B = iAi, and define P by P(a) = iai. 
As soon as we have specified a conditional expectation from a C*- 
algebra A to a C*-subalgebra B, then for any Hermitian B-module I/ 
there exists a canonical preinner-product on A Q8 V, which is defined 
in a way analogous to the way a state is used to define a preinner product 
on a C*-algebra. 
LEMMA 1.7. Let A be a C*-algebra, let B be a C*-subalgebra of A, 
and let P be a conditional expectation from A to B. Then for any Hermitian 
B-module V the sesquilinear form on A @JB V whose value on elementary 
tensors is given by 
<a1 0 Vl I a 0 v> = <qa*al) VI, v>v 
is a preinner-product. 
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Proof. Because P satisfies the conditional expectation property, it 
is easily seen that the indicated form is B-balanced in both entries 
and so is well-defined on A BB V. It is also easily seen to be conjugate 
symmetric. Thus, what we need to show is that it is nonnegative. 
We show first that it suffices to treat the case in which V is cyclic. 
Let an element 2 a, @ oi (finite sum) of A QB V be given. Since 
I’ is nondegenerate, we can find a finite collection {V,} of mutually 
orthogonal cyclic (closed) submodules of V such that V, E @ V, for 
all i. For each i, let vi = Ck uik where usk E V, for each k. Then a 
routine calculation using the properties of P shows that 
Thus it suffices to show that each term in the sum over k on the right 
is nonnegative. But each of these terms involves only vectors from 
a cyclic submodule of V. 
Suppose now that V is cyclic with cyclic vector x, so that Bx is dense 
in V. Now 
and the right-hand side is clearly a continuous function of the vi . 
Thus to show that this quantity is nonnegative it suffices to show that 
it is nonnegative whenever all the era are in the dense subset Bz. 
Accordingly, let vi = b,a for each i. Then a routine calculation shows 
that the above quantity is equal to 
which is nonnegative because of the properties of P. Q.E.D. 
THEOREM 1.8. The representation of A on A BB V is a continuous 
nondegenerate *-representation by bounded operators with respect to the 
preinner product de$ned above. Thus the Hilbert space obtained by com- 
pleting the quotient of A @e V with respect to the subspuce of vectors 
of length zero is a Hermitian A-module. 
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Proof. We show first that if C a, @ vd is an element of A @JB V 
and if a E A, then 
Now by the same arguments as in the proof of Lemma 1.7, it suffices 
to consider the case in which V is cyclic with cyclic vector z and 
v2 = b,x for each i for appropriate b, E B. Then if we let c = C aibi , 
a routine calculation shows that the desired inequality above becomes 
(P(c*a*ac)z, 2) < 11 a II2 (P(c*c)z, z). 
But this inequality is an immediate consequence of the fact that 
c*a*ac < 1) a /I2 c*c as positive elements of A (see 1.6.8 of [13]). Thus 
the representation of A is by bounded operators and is continuous. 
It is easily verified that the representation is a *-representation. 
To show that it is nondegenerate it suffices to show that if ek is a 
bounded approximate identity for A (see 1.7 of [13]) then ek(JJ a, @ vi) 
converges to C ai @ vi with respect to the preinner product. But this 
follows from a routine calculation and the continuity of P. Q.E.D. 
We remark that the above construction is very closely related to a 
construction of Stinespring [59]. In fact the proof of Lemma 1.7 can 
be considered to be a generalization of the proof of complete positivity 
in Theorem 3 of [59]. 
DEFINITION 1.9. The Hermitian A-module obtained as above from 
A Q8 V is called the Hermitian A-module obtained by inducing Vfrom B 
to A via P. We will denote it by “,V, or by AV when there is no 
uncertainity about what conditional expectation is being used. 
COROLLARY 1.10. If V = @ V, (a possibly uncountable Hilbert space 
direct sum of Hermitian B-modules), then AV = @ AV, . 
COROLLARY 1.11. If V is cyclic with cyclic vector z, then the elements 
of the form a @ z, a E A, are dense in AV. 
These corollaries follow from the proof of Lemma 1.7. 
EXAMPLE 1.12. If A, B, and P are as in Example 1.4, and if V 
is the one-dimensional B-module, then AV is easily seen to be just 
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the usual representation of A obtained from the state p. Thus the 
Gelfand-Naimark-Segal construction of a representation from a state 
can be viewed as a special case of the above construction of induced 
representations. (For the case in which A does not have an identity 
element see Example 4.14.) 
EXAMPLE 1.13. If P is the natural conditional expectation associated 
above with a locally compact group G and an open subgroup H (with 
A = C*(G) and B = C*(H)), and if V is a unitary H-module, and 
so a Hermitian C*(H)-module, then AV will be a unitary G-module. 
It is not difficult to verify that AV is (unitarily equivalent to) the repre- 
sentation of G induced from V according to Mackey’s definition [35] 
of induced representations. We will give a verification of this fact in 
a more general context later (Theorem 5.12). 
We now give an example to show that even if A, B, and V are finite 
dimensional, AV may easily differ from the usual algebraic induced 
module A OS V. 
EXAMPLE 1.14. Let A be commutative and finite dimensional, so 
that A is just a direct sum of a finite number of copies of C. Let p be 
any homomorphism of A onto C, that is, any pure state of A. Let 
B = Cl and let P(a) = p(a)l. Let V be the one-dimensional B-module. 
Then A oB V is equivalent to the (algebraic) left regular representation 
of A, whereas, according to Example 1.12, --IV is the module determined 
by the state p, which is one-dimensional. 
We remark that in analogy with the situation for algebraic induced 
representations [28], as well as with the developments in [51, 531, 
one should be able to define another kind of induced representation 
by putting an inner product on a suitable subspace of Hom,(A, V), 
but we do not know how to do this. If A = C(X) for some compact 
Hausdorff space X, if B = @I, and if V is the one-dimensional B- 
module, then this probably corresponds to putting an inner product 
on some subspace of the space M(X) of measures on X (which is the 
dual of A and so is an A-module). We do not recall having seen any 
such construction considered in the literature. 
In the case of representations of a C*-subalgebra B which are 
obtained from a state of B, our construction of induced representations 
has a simple alternate description which is closely related to the first 
theorem of Blattner’s paper [4]. 
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PROPOSITION 1.15. Let P be a conditional expectation from a C*- 
algebra A to a subalgebra B, let p be a positive linear functional on B, 
and let V, denote the corresponding Hermitian B-module. Let q = p 0 P, 
so that q is a positive linear functional on A, and let We denote the corre- 
sponding Hermitian A-module. Then “(V,) is unitarily equivalent to We . 
Proof. Let x be the cyclic vector for V, such that p(b) = (bz, x) 
for all b E B (which exists by 2.4.4 of [13]). Then the map at+ a @ x 
from A into A Be V, is A-linear and its range is a dense submanifold 
of A QB V, . Thus it suffices to show that this map is an isometry 
with respect to the preinner product on A obtained from q and the 
preinner product on A @e V, . But this is verified by a routine com- 
putation. Q.E.D. 
The theorem on induction in stages has a quite trivial form in the 
present context. 
THEOREM ON I~~DUCTION IN STAGES 1.16. Let C be a C*-subalgebra 
of the C*-subalgebra B of the C*-algebra A, let P be a conditional expecta- 
tion from A onto B and let Q be a conditional expectation from B onto C. 
Then R = Q o P is a conditional expectation from A onto C. If U is a 
Hermitian C-module, then $(BQU) is unitarily equivalent to :U. 
Proof. The images of elements of A QB (B @Jc U) form a dense 
submanifold of $(iU). It thus suffices to show that the A-linear map 
which sends such an element, C ai @ (bi @ ui), to the element 
C a,bi Q ui of ;U is an isometry and has dense range. The fact that 
it is an isometry is verified by a routine calculation. To show that 
the range is dense, it suffices to show that if a E A and u E U and if b 
runs through a bounded approximate identity for B, then ab @ u 
will converge to a @ u in the norm of ;U. But this also is verified by a 
routine computation and by invoking the continuity of Q. Q.E.D. 
To see that the theorem on induction in stages for groups is a special 
case of this theorem (when the subgroups involved are open) it suffices 
to note that if K is an open subgroup of the open subgroup H of G, 
then the natural conditional expectation from C*(G) to C*(K) is just 
the composition of the natural conditional expectation from C*(G) 
to C*(H) with the natural conditional expectation from C*(H) to 
C*(K). 
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2. THE C*-ALGEBRA OF A RIGGED SPACE 
Let A be an algebra, and let B be a subalgebra of A. The most 
fundamental theorem about induced representations is the imprimitivity 
theorem, which answers the question, “Which representations of A 
are induced from representations of B?” In the present context in 
which A and B are C*-algebras, and induced representations are 
constructed by means of a conditional expectation P, we must add 
“via P.” The observation which indicates where to look for an answer 
to this question is the following. If V is a left B-module, then not 
only is A Qe V an A-module, but it is in fact a module in the obvious 
way over the (generally larger) algebra of all linear transformations of A 
into itself which commute with the right action of B on A. If V is a 
Hermitian B-module and if we wish to take into account the preinner 
product defined on A Q8 V by means of P, then it is natural to expect 
to have to restrict attention to those linear transformations of A into 
itself which act as bounded operators on A @QB V for all Hermitian 
B-modules V. It turns out that this algebra of operators is in a natural 
way a C*-algebra. In this section we will define and study this C*- 
algebra, in preparation for treating the imprimitivity theorem in the 
next section, Actually, we will define this C*-algebra in a slightly 
more general setting which is needed for the discussion of the im- 
primitivity theorem in the analog of the situation in which the subgroup 
need not be open, and which may also be useful in other settings. 
We will see that this leads to a generalization for noncommutative 
C*-algebras of the “C*-modules” which Kaplansky defined for the 
case of commutative C*-algebras [30]. 
We begin by using P to define a B-valued preinner-product on A 
(conjugate linear in the first variable) by setting 
<a, %>B = e*4. 
More generally, we make the following definition, in which we let B 
be a pre-C*-algebra (that is, not necessarily complete), because we 
will need this generality later. 
DEFINITION 2.1. Let B be a pre-C*-algebra. By a pre-B-Hilbert 
space we mean a vector space X on which there is defined a B-valued 
preinner product, that is, a B-valued sesquilinear form, < , )B , (here 
it does not matter which variable is conjugate linear) such that 
607/13/2-6 
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(1) (x, x)~ > 0 for all x E X, in the sense that (x, x)~ is a positive 
element of B (that is, positive in the completion of B), 
(2) ((x9 Y)B)* = (y, X>B for all x, y E X. 
If (x, x), = 0 only when x = 0, we will say that ( , )B is definite, 
and we will call it a B-valued inner product. 
EXAMPLE 2.2. If P is any positive map from a C*-algebra A to 
another C*-algebra B [60], then a B-valued preinner product can be 
defined as above on A by setting (a, a’)B = P(a*a’), so that A becomes 
a pre-B-Hilbert space. Presumably the C*-algebra which will be 
associated in Proposition 2.5 with a pre-B-Hilbert space might in 
this case contain some information about P, but we have not investigated 
this question. (But see [76].) 
We will give later a number of additional examples of pre-B-Hilbert 
spaces, in which in fact more structure is present. For the present 
we turn immediately to showing how to define the analog for a pre-B- 
Hilbert space of the algebra of all bounded operators on an ordinary 
Hilbert space. It is natural to require the operators involved to be 
bounded with respect to the B-valued preinner product in an appropriate 
sense. But in addition, we must include the assumption that an adjoint 
operator exists as part of our definition of a bounded operator, because 
in the present situation we cannot prove that adjoints automatically 
exist, since no completeness is assumed (but see [76]). 
DEFINITION 2.3. Let X be a pre-B-Hilbert space. By a bounded 
operator on X we mean a linear operator, T, from X into itself such that 
(1) There is a nonnegative constant, Kr , such that 
<TX, TX)B < Wx, x)B 
for all x E X, where the inequality is with respect to the usual ordering 
of positive elements of B. 
(2) There is a linear operator, T*, from X into itself satisfying 
condition 1 above, such that 
<Tx,y)B = <x, T*Y>B 
for all x, y E X. Such a T* will be called an adjoint for T. 
By the norm of T, denoted by 11 Tll, we will mean the least constant 
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kr for which the inequality in condition 1 holds. The collection of all 
bounded operators on X will be denoted by L(X). 
We remark that T* will also be inL(X) since it is easily seen to have 
T as an adjoint. Since the B-valued preinner product is not assumed 
to be definite, there can be nonzero bounded operators of norm zero, 
and a bounded operator can have many adjoints. 
We would like to show that L(X) is almost a C*-algebra under the 
usual operations. Because no appropriate version of the Cauchy- 
Schwartz lemma seems to hold in a pre-B-Hilbert space (see, however, 
Proposition 2.9), we need the following device which permits us to 
pass to the scalar case. 
LEMMA 2.4. Let X be a pre-B-Hilbert space. For each state p of B 
the function p( (m, *) B is a scalar-valued preinner product on X. Let X, ) 
denote the Hilbert space obtained in the usual way by taking the quotient 
of X by the subspace of vectors of length zero and completing. Then each 
element, T, of L(X) acts on X, as a bounded operator of norm no greater 
than 11 T 11. If II T lb denotes the norm of T acting on X, , then 
[I T 11 = sup{II T II*: p is a state of B}. 
If T* is an adjoint of T, then T* acts as the adjoint of T on X, . 
Proof. For any x E X, we have 
P(<Tx, T&l G P(Il Tl12h +B) = II TII”P(<x, +B), 
which shows that T acts on X, as a bounded operator, and that 
II T I& d II VI. Let 
M = sup(II T II=: p is a state of B}. 
Then M < II T 11. But let x E X and let p be any state of B. Then 
Since this is true for all states, it follows that 
<TX, TX)B < M2<x,xh. 
Since this is true for all x, it follows that 11 T 11 = M. The last statement 
of the Lemma is verified in a routine manner. Q.E.D. 
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PROPOSITION 2.5. If X is a pre-B-Hilbert space, then L(X) is a 
normed algebra except for the fact that some nonxero elements may have 
norm zero. If S, T E L(X) and if S* and T” are adjoints for S and T, 
respectively, then S* + T* and T*S* are adjoints of S + T and ST, 
respectively. If T E L(X), and if T* is any adjoint of T, then 11 T* 11 = (1 T 11, 
and 11 T*T (I = II T l12. If J denotes the set of elements of L(X) of norm 
zero, then J is a two-sided ideal in L(X), and any two adjoints of an 
element of L(X) difJer by an element of J. Thus the quotient algebra L(X)/ J 
is a pre-F-algebra. 
Proof. Let S, TEL(X). W e show first that S + T satisfies con- 
dition 1 of Definition 2.3. Let x E X and let p be any state of B. Then 
from Lemma 2.4, 
P(<(S + Tb, (S + T)X)B) = ll(S + T)” IIs2 
< (II S i12, + II TM2 Ii x IID2 G (II S II + II TII)“P((G x)B). 
Since this is true for all states p of B, it follows that 
<(S + T)x, (S + T)@B < (II S II + II T lN2<x, X)B . 
Since this is true for all x E X, it follows that condition 1 is satisfied 
and that 
II S + TII <II S/I + II TII. 
Now if S* and T* are adjoints for S and T, respectively, then it follows 
from what we have just seen that S* + T* satisfies condition 1. 
Furthermore, a routine calculation shows that S* + T* is an adjoint 
for S + T. Thus S + T E L(X). 
It is easily seen that L(X) is closed under scalar multiplication, 
and that II 11 is a seminorm on L(X). 
We now turn to the composition of operators. If S, TEL(X), then 
for any x E X we have 
(STx, STX)B < II S /I2 <TX, TX)B < II S II2 /I Tl12 <x9 X)B . 
Thus ST satisfies condition 1 of Definition 2.2, and 
II STII <I/ SII II TII. 
If S* and T* are adjoints of S and T, respectively, then it follows 
that T*S* satisfies condition 1, and a routine calculation shows that 
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T*S* is an adjoint for ST. Thus ST EL(X), and L(X) is a normed 
algebra except that some elements may have norm zero. 
Now if TEL(X) and if T* is an adjoint for T, then by Lemma 2.4, 
II T* II = SUP{II T* II,> = SUP{II TM = II Tll, 
and 
II TT* II = sup{lI TT* II,} = sup{II T II,“> = II Tl12, 
where the supremums are taken over all states p of B. Thus the norm 
satisfies the asserted equalities. 
It is clear from the inequalities for the norm obtained earlier that J 
is a two-sided ideal in L(X). If T* and T’ are two adjoints of an element T 
of L(X), then T* - T’ is an adjoint of the operator 0, and so from 
above we see that )I T* - T’ 11 = 110 11 = 0, so that T* - T’ E J. It 
follows that L(X)/J is a pre-C*-algebra. Q.E.D. 
COROLLARY 2.6. The representation of L(X) on @ {X,: p is a state 
of B} which comes from the representation of L(X) on the X, (which were 
defined in Lemma 2.3), has J as its kernel, and so provides a faithful 
isometric a-representation of L(X)/ J. 
COROLLARY 2.7. The image in L(X)/ J of an element T of L(X) 
will be a positive element of L(X)/ J if and only sf (TX, x>~ is a positive 
element of B for all x E X. 
Because the positive maps which arise in connection with induced 
representations satisfy the conditional expectation property, the pre-B- 
Hilbert spaces they define possess additional structure. This additional 
structure is described by the following definition. 
DEFINITION 2.8. Let B be a pre-C*-algebra. By a right B-rigged 
space, we mean a right B-module X (in the algebraic sense) which 
is a pre-B-Hilbert space (with compatible multiplication by complex 
numbers on B and X), with preinner product conjugate linear in the 
first variable, such that 
for all x, y E X, and b E B, which implies that 
w, Y)B = b*<x, Yh3 P 
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and such that the range of ( , )B generates a dense subalgebra of B. 
Left B-rigged spaces are defined similarly except that we require that 
B act on the left of X, that the preinner product be conjugate linear 
in the second variable, and that 
<bx, Y)B = b<x, Y>B . 
This definition can be compared to Higman’s definition of S-bilinear 
forms in Section 8 of [28]. We h ave chosen to make the preinner 
products on right B-rigged spaces conjugate linear in the first variable 
in order to simplify various formulas. It was D. Kastler who suggested 
such a possibility to us. 
We remark that the range of ( , )B is clearly closed under multiplica- 
tion on either side by elements of B, and so the linear span of the range 
of ( , )B will be a two-sided ideal in B (which is required to be dense). 
The right B-rigged spaces seem to be the appropriate analog for the 
noncommutative case of the “C*-modules” introduced by Kaplansky 
[30] for the case in which B is commutative. 
For B-rigged spaces, there does exist a useful analog of the Cauchy- 
Schwartz inequality. 
PROPOSITION 2.9. If X is a (right) B-rigged space and ;f x, y E X, then 
<x3 Y)B*<x> Y>B < II<% X>B II (Y,Y>B , 
from which it follows that 
li(x,Y>B /I d Il<x, xh+ Ill" ii<%Y>B I/"'* 
Proof. Let p be any state of B. Then 
which by the ordinary Cauchy-Schwartz inequality is 
(from the fact, see 1.6.8 of [13], that if c is a positive element of a 
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C*-algebra B, then b*cb < 11 c 11 b*b for all b E B). Cancelling and 
squaring, we obtain 
P(<%Y)B*<x,Y)B) < Il<x, x>Biifd<%~>B)- 
Since this is true for all states, the desired inequality follows. Q.E.D. 
It is natural to try to define a norm, or at least a seminorm, on a 
B-rigged space by setting 
As with ordinary inner-product spaces, the only slight difficulty is in 
showing that the triangle inequality holds, and for this one uses Proposi- 
tion 2.9 in the same way as one uses the ordinary Cauchy-Schwartz 
inequality to prove the ordinary triangle inequality. 
PROPOSITION 2.10. If X is a B-rigged space and if 11 jlB is defined 
as above, then 
11 x + Y i\B < II %' IIB + II Y IIB 
for all x, y E X. Thus 11 II8 is a seminorm on X. 
One can continue and consider such matters as the completion of a 
B-rigged space, but we will not do so here since this is not necessary for 
our discussion of induced representations. 
DEFINITION 2.11. If X is a B-rigged space, then by a bounded 
operator on X we mean an operator satisfying Definition 2.3 but which 
also commutes with the action of B on X. We will denote the collection 
of bounded operators on X again by L(X). 
We remark that it is easily seen that if the pre-B-inner product 
on a B-rigged space is definite, then the bounded operators on X in 
the sense of Definition 2.3 will automatically commute with the action 
of B. 
PROPOSITION 2.12. If X is a B-rigged space, then L(X) is almost a 
C*-algebra as in Proposition 2.5, and the quotient by the two-sided ideal, 
J, of operators of norm zero will again be a pre-F-algebra. 
The proof is routine. 
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EXAMPLE 2.13. As indicated above, if P is a conditional expectation 
from a C*-algebra A onto a subalgebra B, then A becomes a B-rigged 
space when B acts by right multiplication on A and (a, a’)8 = P(a*a’). 
EXAMPLE 2.14. Let A be a C*-algebra, let B = A and let P be 
the identity map of A onto itself, so that A becomes an A-rigged space 
with A-inner product (a, a’)A = a*a’. We determine L(A). The 
elements of L(A) must commute with the right action of A on itself. 
If A has an identity element, then it is easily seen that this implies 
that the elements of L(A) are exactly the operators of left multiplication 
by elements of A, so that we can write L(A) = A. However, if A does 
not have an identity element, let TEL(X) and let T* be the adjoint 
of T. Define an operator T’ on A by T’(a) = (T*a*)*. Then it is 
easily verified that the pair (T, T’) is a double centralizer [29, 81 of A. 
We obtain in this way an injective *-homomorphism of L(A) into the 
algebra, M(A), of double centralizers of A, which Busby [S] has shown 
is a C*-algebra. We claim that in this way L(A) becomes identified 
with M(A). Now A is a two-sided ideal in M(A), and if c E M(A), then 
(ca, ca) = a*c*ca < 11 c /I2 u*u, 
for a E A, so that each element c of M(A) acts by left multiplication 
as an element of L(A) f o norm no greater than (1 c (1. Furthermore, if 
TEL(A) corresponds to c E M(A), then by definition 
)I c /I2 = sup/j ca II2 = sup II u*c*cu 11 
= ~upll<c~, 4~11 = supI T II2 II a*a II = II T 112, 
where the supremums are taken over the set of a E A for which 11 a 11 < 1. 
Thus the homomorphism of L(A) into M(A) is isometric and bijective. 
3. THE IMPRIMITIVITY THEOREM FOR REPRESENTATIONS 
INDUCED FROM SUBALGEBRAS 
We began the considerations of the last section by looking for operators 
on the C*-algebra A which provide bounded operators on every 
Hermitian A-module which is induced from the subalgebra B via 
the conditional expectation P. We show that L(A) consists of such 
operators. 
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PROPOSITION 3.1. Let V be a Hermitian B-module. For any T E L(A) 
define a linear action of T on A Be V by T(a @ v) = (Ta) 6 w. Then 
this action is continuous with respect to the preinner product on A BB V 
defined by means of P, and so T acts as a bounded operator on the induced 
module AV. The norm of this action of T on AV is no greater than 11 T 11. 
Thus the elements of the ideal J of operators of norm zero in L(A) all 
act as the zero operator on AV. If T* is an adjoint for T, then T* acts 
as the adjoint of T on A V. The identity operator on A (which is always 
in L(A)) acts as the identity operator on AV. Thus AV becomes a Hermitian 
module over the pre-C*-algebra C = L(A)/ J. 
Proof. We begin by noting that the action of T on A BB V is 
well-defined because of the fact that T is assumed to commute with 
the action of B on A. We wish to show that T acts continuously on 
A QB V. Let V = @ Vk be a decomposition of V into mutually 
orthogonal cyclic subspaces. Then AV = @ A V, by Corollary 1 .lO, and 
it is clear that T carries each A @B V, into itself. Hence it suffices 
to treat the case in which V is a cyclic module. 
Let x be a cyclic vector for V. Then by the same continuity argument 
as was used in the second paragraph of the proof of Lemma 1.7 it 
suffices to consider elements of A @J8 V of the form a @ x. But 
Thus T acts as an operator of norm no greater than I[ T 1) on A & V, 
and so also on AV. The remaining assertions of the Proposition are 
verified by routine calculations. Q.E.D. 
Thus a necessary condition for a Hermitian A-module to be induced 
from B via P is that it admit an action of C = L(A)/J under which 
it is a Hermitian C-module. In view of this, it is natural to examine 
which operators occur in C, and also how the action of C on an induced 
module is related to the action of A. 
PROPOSITION 3.2. Let P be a conditional expectation from A onto B. 
For each a E A let L, denote the operator of left multiplication on A by a. 
Then L, E L(A). In fact, I/L, Ij < /I a 11, and L,, is an a@int for L, . 
Thus we have a continuous *-homomorphism of A into C. If V is a 
Hermitian B-module, then the action of A on AV from Theorem 1.8 is 
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the same as that which comes by Proposition 3.1 from the image of A in C. 
In particular, 
a(Tw) = (L,T)w 
forallaEA, TECandwEAV. 
Proof. If c E A, then 
(L,c,La~)B = P(c*a*ac) < 11 a /I2 P(c*c) = 11 a 112(c, c)~ . 
Thus condition 1 of Definition 2.3 holds and I( L, (1 < 11 a j]. Routine 
calculations provide the verifications for the remaining assertions. 
Q.E.D. 
However, the operators described in Proposition 3.2 are not the 
only operators in L(A). Essential for the imprimitivity theorem is the 
following fact. 
PROPOSITION 3.3. If P is a conditional expectation from A onto B, 
and ;f P is viewed as an operator on A, then P E L(A). 
Proof. This amounts to showing that if P is a conditional expectation, 
then P is a locally completely positive map in the terminology of 
Theorem 7.4 of [60]. That is: 
LEMMA 3.4. If P is a conditional expectation, then 
P(a*) P(a) < P(a*a). 
Proof. If A has an identity element, 1, which is preserved by P, 
then this is just the special case of Proposition 2.9 in which x = a 
and y = 1. If A does not have an identity element, then one can easily 
construct a proof by more or less imitating the proof of Proposition 2.9. 
Q.E.D. 
We return to the proof of Proposition 3.3. If a E A, then, by Lemma 3.4 
(Pa, Pa), = P(P(u*) P(a)) = P(a*) P(a) < P(a*a) = (a, a)B, 
so that P satisfies condition 1 of Definition 2.3. Also, P is its own 
adjoint, because 
(Pa, c)B = P(P(fz)*c) = P(u*) P(c) = P(a*P(c)) = (a, Pc)~ 
for a, c E A. Thus P E L(A). Q.E.D. 
INDUCED REPRESENTATIONS OF C*-ALGEBRAS 203 
As we saw earlier, a necessary condition for a Hermitian A-module 
W to be induced from B via P is that the action of A on W be extendible 
to an action of all of C such that W becomes a Hermitian C-module. 
But this condition is not in general sufficient. To obtain a condition 
which is also sufficient, we note that P, viewed as an element of C, 
cannot act trivially on any induced module “V, for if b E B and w E V 
are chosen so that be, # 0, then P(b @ V) = b @ er and 
(I b @ w 112 = (P(b*b)v, 0) = (bw, bw) # 0. 
We would like to obtain a subalgebra of C, or L(A), which reflects 
this property of P. 
PROPOSITION 3.5. Let E denote the linear span of the set of elements 
of L(A) of the form L,PL, for a, c E A. Then E is a two-sided ideal in 
L(A), and every element of E has an adjoint in E. Thus the image of E 
in C is a two-sided a-ideal of C, and in particular is a pre-C*-algebra, 
which we will also denote by E. 
Proof. The fact that E is an ideal follows from easily verified 
relations 
TL,PL, = L,,PL, , and L,PL,T = L,PL(p(c+))t 
for any TEL(A) and a, c E A. An adjoint for L,PL, is easily seen to be 
L,,PL,, . Q.E.D. 
DEFINITION 3.6. We will call E the imprimitivity algebra of the 
conditional expectation P, for reasons which will soon be evident. 
We remark that the algebra E will be given an interesting inter- 
pretation near the beginning of Section 6. 
PROPOSITION 3.7. Let V be a Hermitian B-module, so that AV is a 
Hermitian C or L(A)-module, and so an E-module. Then AV is non- 
degenerate as an E-module, and is thus a Hermitian E-module. 
Proof. It suffices to show that each elementary tensor a @I v can 
be approximated in AV by elements in the ranges of suitable elements 
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of E. Choose as these suitable elements ones of the form L,F!!,(b @ V) 
for b E B. Then 
/I a @ v - L,PL$J @ v)ll” = \\(a - UP) @ v 112 
= (P((u - uby*(u - &))v, v} 
= ((P(u*u) - (lP)*P(u*u) - P(u*u) b2 
+ (by*P(u*u) qv, v), 
which converges to zero as b runs through a bounded approximate 
identity for B. 
THE IMPRIMITIVITY THEOREM 3.8 (for representations induced 
from subalgebras). Let A, B, P, C, and E be as above. Then a Hermitian 
A-module W is induced from a Hermitian B-module via P if and only ;f 
W can be made into a Hermitian E-module in such a way that 
(*I u(Tzu) = (LJ)w 
for all a IZ A, T E E, and w E W. If W can be made into such an E-module, 
then this action of E can be extended to an action of C on W so that W 
becomes a Hermitian C-module in such a way that (*) holds for all T E C. 
In particular, P will act as a projection on W, and to obtain a Hermitian 
B-module from which W is induced it su..ces to take V = P(W). 
Proof. We have already seen in Propositions 3.2 and 3.7 that if 
W = AV for some Hermitian B-module V, then W admits an action 
of E of the indicated form. To prove the converse, we begin with a 
general result about extending the action of an ideal on a module to 
an action of the whole algebra. This result generalizes 2.10.4 of [13], 
and is closely related to Lemma 1.7 of [24]. We recall from [.51] that 
if A is a Banach algebra, then by a Banach A-module, we mean a Banach 
space W which is a left A-module such that (1 aw [I < 11 a III] w /I for 
all a E A and w E W. The Banach A-module W is said to be essential 
if A W is dense in W. 
PROPOSITION 3.9. Let C be a Banach algebra, let I be a closed left 
ideal in C which has an approximate identity of norm one for itself, and 
let W be an essential Banach I-module. Then the action of I on W can 
be extended in one and only one way to an action of C on W such that 
W becomes an essential Banach C-module. If C is a C*-algebra and I is a 
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*-ideal of C (and hence a two-sided ideal and a C*-subalgebra), and ;f 
W is a Hermitian I-module, then, as a C-module under the extended 
action, W will be a Hermitian C-module. 
Proof. By the Hewitt-Cohen factorization theorem (see [52] for 
references and discussion) every element w of W can be written in 
the form iw’ for some i E I. and w’ E W. We see then that if there is 
any extension to C of the action of I on W, it must be given by cw = 
(ci)w’. We would like to take this as our definition of the action of C 
on W, but first we must show that this definition does not depend 
on the factorization of w. To this end let ek be an approximate identity 
of norm one for I. Then 
(ci) w’ = lim(ce,i) w’ = lim(ce,)w, 
which clearly does not depend on the factorization of w. The proof 
of the rest of the Proposition is accomplished by routine calculations. 
Q.E.D. 
We return to the proof of Theorem 3.8. By taking the completions 
of E and C we can apply Proposition 3.9 to W, so that the action of E 
extends to an action of C making W into a Hermitian C-module. 
Then W is an A-module in two ways, one being the original action, 
and the second being the action via the map a I-+ L, of A into C. The 
hypothesis (*) of Theorem 3.8 says that these two actions coincide 
on the vectors of the form Tw for T E E and w E W, But this set of 
vectors is dense, and so the actions are the same. Thus the extension 
of the action of E to all of C is also an extension of the action of A 
to all of C. 
Since W is now a Hermitian C-module, and P is a self-adjoint 
idempotent in C, P acts as a self-adjoint projection on W. Let V = PW. 
Then V is stable under the action of B, for L, and P commute as elements 
of C for any b E B, since 
(L,P)(u) = bP(a) = P(ba) = (Z%.,)(u) 
for any a E A, and consequently, 
L,V = LBPW = PL,W_c v. 
Furthermore, V is nondegenerate as a B-module. To see this let ek 
be a bounded approximate identity for A. Then 
J&P(~) = P(eK) P(a) = P(efl(4) = PL,,P(a) 
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for all a E A, so that L,c,~~ P = PL,,P. Then for any w E W, we have 
L,(,jPw = PL,,Pw = P(e,Pw), 
which converges to PPw = Pw. Since P(e,) E B, it follows that Pw is 
in the closure of BV. Thus V is a Hermitian B-module. 
We would like to show that AV is naturally unitarily equivalent 
to W. To this end define a map, F, from A Q8 V to W whose value 
on elementary tensors is given by 
F(a @ w) = ao 
for a E A and v E V (recalling that V Z W). It is clear that F is an 
A-module homomorphism. We show that F preserves inner-products. 
If a, a’ E A, and v, v’ E V, then 
(F(a’ @ v’), F(a @ v)> = (a’v’, av) 
= (L,*Pv’, L,Pv) = (PL&PV’, v>. 
But for any c E A, we have 
PL,*,*P(c) = P(u*a’P(c)) = P(a*u’) P(c) = L,(,*,,,P(c), 
so that PL,r,lP = LPcaeclr) P. Thus the inner product above is 
= (L,(,*,f)PV’, 27) = (P(u*u’) v’, v). 
By the bilinearity of the inner products it follows that they are preserved 
by F. Thus F drops to an isometric A-homomorphism (also denoted 
by F) of AV into W. 
It remains to show that F is surjective. We begin by remarking 
that V is in the range of F, for, given an element bv in the dense subspace 
BV of V, we have F(b @ v) = bn. Suppose now that w is a vector 
in W which is orthogonal to the range of F. Then, since V is contained 
in the range of F and Pw E V, we have 
I/ Pw 112 = (Pw, Pw> = <Pw, w> = 0, 
SO that Pw = 0. Now the range of F is A-invariant, and so is its 
orthogonal complement. Thus P(aw) = 0 for all a E A, and so 
LpLuw = 0 for all c, a E A. It follows that Ew = 0. Since W was 
assumed to be nondegenerate as an E-module, it follows that w = 0. 
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Thus the range of F is all of W, and A V and W are unitarily equivalent. 
Q.E.D. 
We remark that in general there are Hermitian C-modules (and so 
A-modules) which are not induced from B. For, taking C and E to be 
completed, C/E will be a C*-algebra (if, as is usually the case, it is #{O)), 
and it is clear from Proposition 3.7 that a Hermitian C-module which 
arises in the obvious way from a Hermitian C/E-module cannot be 
induced from B. 
If G is a locally compact group, H is an open subgroup, and P is 
defined as in Section 1, then it is not difficult to show that the above 
theorem has as a consequence the imprimitivity theorem of Mackey 
[34, 361 for th is case. We will show this in detail for the general case 
in Section 7. We remark that P as an operator on W will correspond 
to the projection of Mackey’s system of imprimitivity which corresponds 
to the coset of G/H containing the identity element of G. More generally, 
the left translation operators L, for x E G will all be in C, and L,$L.+ 
will be the projection of Mackey’s system of imprimitivity which 
corresponds to the coset of G/H containing x. 
It is easily seen that the inducing process is in fact a functor. (This 
is discussed in Section 5.) The following theorem generalizes for the 
case of open subgroups Theorem 6.4 of Mackey’s paper [38], which 
was discussed further by Blattner [3]. It is also closely related to the 
Morita theorems mentioned in the introduction. We will treat the general 
case in Section 6. 
THEOREM 3.10. The functor VI+ *V, in which AV is viewed as a 
Hermitian E-moiiule, is an equivalence of the category of Hermitian 
B-modules with the category of Hermitian E-modules. The inverse of 
this functor is the functor WI+ P(W), where W is a Hermitian E-module 
which is viewed as a C-module by Lemma 3.9 so that P(W) can be de$ned. 
Proof. The proof of Theorem 3.8 shows that “(P(W)) is naturally 
isomorphic to W. In the other direction, if V is a Hermitian B-module, 
then a dense subset of P(“V) consists of P(A BB V) = B @‘B V. On 
this subset define a natural map into V by b @ v ~--t bv. This map 
is clearly B-linear and has dense range. A routine calculation verifies 
that it preserves inner products. We leave the details concerning 
morphisms to the reader (or see Theorem 5.3). Q.E.D. 
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4. HERMITIAN B-RIGGED A-MODULES 
In this section we begin to develop the theory of a more general 
type of induced representation for C*-algebras, which will have as 
a special case Mackey’s induced representations when the subgroup 
need not be open [36]. We motivate the exposition in this section by 
considering this special case first. 
Let G be a locally compact group, and let H be a closed subgroup 
of G. All integrals over G or H will be with respect to left Haar measures. 
We will let d and 6 denote the modular functions of G and H, respec- 
tively. 
The first obstacle which we encounter in trying to generalize our 
earlier results to this situation, is that the group algebra, L(H), of H 
is no longer a subalgebra of the group algebra, L(G), of G. But this is 
not a serious difficulty, for L(H) and L(G) can both be viewed as sub- 
algebras of the measure algebra, J!(G), of G, and since L(G) is in fact 
a two-sided ideal in M(G), L(H) acts by convolution on both the right 
and left of L(G) as double centralizers [29, 81. We took this point of 
view in our earlier paper [51]. For later reference, we state here the 
formula for the right action of L(H) on L(G). If f E L( G) and 4 E L(H), 
then 
f * e> = S,f @-1) wl> 4(t) dt 
for all x E G. 
To put matters in perspective, we will show now that we can extend 
this arrangement to the group C*-algebras of G and H, although this 
will turn out not to be very important. Notice first that if R is any 
unitary representation of G, then its integrated form is a *-representation 
of M(G), and in particular 
(*) II Rre II = II V, II < II R, II II & II 
for all f EL(G) and 4 EL(H). S ince the restriction of R to H is a unitary 
representation of H whose integrated form is the same as the repre- 
sentation coming from M(G), and since (*) is true for all unitary 
representations R of G, it follows that 
llf * 4 I/C+(G) < llf Ilc*m II 4 Ilc*w * 
The same result holds for 4 f f. We obtain in this way the following 
result. 
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PROPOSITION 4.1. The action of L(H) as double centralizers on L(G) 
extti to a bounded *-homomorphism of C*(H) into the double centralizer 
a&ebra of C*(G). 
It does not seem to be known whether this homomorphism is injective. 
It will be injective if and only if every unitary representation of H is 
weakly contained in the restriction to H of some unitary representation 
of G [18]. J. M. G. Fell has pointed out to us that the example that 
he gave in which this appeared to fail (p. 445 of [18]) depended on 
the completeness of the classification of the irreducible representations 
of SL(3, UZ) given in [22], and there is now some doubt that this clas- 
sification is complete [58]. But this is not of importance to us here. 
The next obstacle which we encounter is the fact that the restriction 
map, P, from L(G) to L(H) is not well-defined (on the equivalence 
classes of which L(G) consists), since H may be a null set for Haar 
measure on G. However, P is well-defined on the dense subalgebra 
C,(G) consisting of the continuous complex-valued functions on G 
of compact support, and on this domain its range is contained in C,(H) 
(in fact, is all of C,(H)). We note that C,(G) is carried into itself by 
the left and right actions of C,(H) on C*(G), so that the pre-C*-algebra 
C,(H) acts as double centralizers on the pre-C*-algebra C,(G). 
In analogy with Proposition 1.2, we can now inquire as to whether 
P is a positive map between these pre-C*-algebras. But it is easily 
seen that P will not even preserve the involution on these algebras 
if A and S do not coincide on H. However, as suggested by Theorem 1 
of [4], this is easily rectified by suitably adjusting P. 
Notation 4.2. Let y denote the continuous homomorphism of H 
into the multiplicative group of positive real numbers defined by 
for all s E H. Let P denote the linear map from C,(G) to C,(H) whose 
value on f E C,(G) is given by 
for alls~H. 
W)(s) = Y(4.m 
Then a routine calculation shows that: 
PROPOSITION 4.3. If f e C,(G), then 
w*) = mm** 
h7/13/2-7 
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A slight reformulation of Theorem 1 of Blattner’s paper [4] then 
asserts that this redefined P is indeed a positive map from C,(G) to 
C,(H). We include a proof here, both for completeness and because 
at a later point we will need most of the calculations which it contains. 
The main difference between the proof given here and the proof which 
we gave in Proposition 1.2 for the special case in which H was open, 
is that instead of choosing coset representatives, we must now use a 
Bruhat approximate cross section for G over G/H, that is, a nonnegative 
bounded continuous function, 6, on G whose support has compact 
intersection with the saturant, CH, of any compact subset C of G, 
and is such that JH b(xt) dt = 1 for all x E G (see p. 103 of [7] or 
Proposition 8 on p. 51 of [6]). 
THEOREM 4.4 (Blattner). If f c C,(G), then P(f * *f) is a positiwe 
element of C*(H). In fact, if V is a unitary H-module, if u, v E V, and if 
f, g E C,(G), then 
(f’k* *fh v> = jG W<W&, P(g&> dx, 
where by definition h,(y) = h(xy) for h E C,(G) and x, y E G (that is, 
hz = x-lh). More generally, zjc p is any positive type Radon measure 
on H, then 
for all f E C,(G), so that P composed with p is a positive type Radon 
measure on G. 
Proof. Let p be a complex Radon measure on H and let f, g E C,(G). 
Then 
j, %* * f) dp = jH ~(4 jG &)f(4 dx 444 
= jH Y(S) j, 2(x) f (4 jH bG4 dt dx 444 
= JHy(s~J*sG f(xrl)f(xt-4) b(x) A(@) dx dt dp(s) 
= JGb(X)JHJH y(t-l) &a-l) S(t-l) y(t-ls) f(xt-ls) dt d/i(s) dx 
= jG 0) jH KUzL,)>* * WiJl(s> 44) dir- 
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It is easily seen that the support of the inner integral as a function 
of x is contained in 
(support of g)H n (support of f)H, 
which by assumption meets the support of b in a compact set, so that 
the outer integral is well defined. The earlier integrals are justified 
in a similar manner. 
Now if p is taken to be of positive type and g = f, then the last 
assertion of the Theorem follows from the above computation. (Note 
that the composition of P with TV is a Radon measure since it is clearly 
continuous for the inductive limit topology.) On the other hand if I’ 
is a unitary H-module, if U, o E V, and if p is taken to be the Radon 
measure (su, V) ds, then we obtain the rest of the Theorem. Q.E.D. 
The next obstacle which we encounter is the fact that because of 
the way in which we modified P in Notation 4.2, P no longer has the 
conditional expectation property (except when A and S coincide on H). 
However, we can regain this property for the action of C,(H) on the 
right of C,(G) by redefining this action. In the process we lose the 
double centralizer property (retaining only the right centralizer property 
[29]), but this turns out not to matter. This device for handling the 
nonunimodular case was suggested to us by J. M. G. Fell. 
Notation 4.5. Forf E C,(G) and 4 E C,(H), we definef . $ E C,(G) by 
f -4 =f *ba 
where yc$ denotes the pointwise product of y and 4. 
Routine calculations then show that: 
PROPOSITION 4.6. Under the action (f, I$) of * 4 the al’gebra C,(H) 
acts as an algebra of right centralizers on C,(G), that is, C,(G) is a right 
C,(H)-module such that 
for all f, g E C,(G) and rj E C,(H). Furthermore, P has the conditional 
expectation property with respect to this action, that is, 
P(f-4) =J-Yf)*4 
for aZZ f E C,(G) and rj E C,(H). 
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COROLLARY 4.7. If we define a C,( H)-valued inner-product on C,(G) by 
(f, g)C,(H) = W* * g), 
then C,(G) becomes a right C,(H)-rigged space (see Defkition 2.8) with 
respect to the action established in Notation 4.5. 
We did not say “preinner product” above because a routine calculation 
shows that: 
PROPOSITION 4.8. If f E C,(G) and zff # 0 then P(f * *f) > 0, that 
is, P is faithful. Thus the inner product defined above is dejnite. 
Of course, we are implicitly using here the fact that C,(H) is faithfully 
represented on L2(H). 
The next obstacle which we encounter is the fact that in general 
P will not be continuous with respect to the norms on the pre-C*- 
algebras C,(G) and C,(H). In the case in which H was an open subgroup 
of G the continuity of P was closely related to the fact that the left 
action of C*(G) on itself is by bounded operators with respect to the 
C*(H)-inner product. However, in the present situation, P has a partial 
continuity property which is quite adequate for our purposes, namely, 
P is relatively bounded in a sense generalizing the definition of relatively 
bounded positive linear functionals given on p. 214 of [48]. 
PROPOSITION 4.9. The map P is relatively bounded, that is, for any 
g E C,(G) the positive map f tt P(g* *f * g) is continuous with respect 
to the norms on the pre-(Y-algebras C,(G) and C,(H). 
This Proposition is a consequence of the following more general 
result which we will need somewhat later. 
PROPOSITION 4.10. If m is an element of M,(G), the space of finite 
Radon measures of compact support on G, (so that m *f E C,(G) whenever 
f E C,(G)), then 
(m *fj m *f k,(H) d (11 m iiC*MGd2<f9f b,(H) 
for all f E C,(G). (H ere C*(M(G)) denotes the C*-algebra obtained in 
the usual way from the integrated forms of all the unitary representations 
of G.) Furthermore, 
<m *f,g)C,w = <f, m* *g>C,m , 
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for all f, g E C,(G) and all m E M,(G). Thus each element of M,(G), 
acting by convolution on the left, is a bounded operator on the C,(H)-rigged 
space CcV3. 
Proof. From Theorem 4.4, we know that P(f * * n* * n *f) is a 
positive element of C*(H). Letp be a state of C*(H). Thenp corresponds 
to a positive type function on H, which we can view as a positive type 
Radon measure on H. Then, also by Theorem 4.4, p 0 P is a positive 
type measure on G, and so determines a unitary representation of G 
on the Hilbert space obtained by equipping C,(G) with the inner 
product < , >p.p ( see 13.7.9 of [13]). The integrated form of this repre- 
sentation is still given by convolution. Thus 
PMf * * m* * m *f 1) = <m *f, m *f hap 
< II m I~&cMcG))<~, f >DoP = (11 m h~(G))>~?(~(f* *f)>. 
Since this is true for all states p of C*(H), we obtain the first statement 
of the proposition, and we see that the operator of convolution on 
the left by m satisfies condition 1 of Definition 2.3. The statement 
concerning the adjoint of convolution by m is verified by a routine 
calculation. Finally, it is clear that the left action of m on C,(G) com- 
mutes with the right action of C,(H) on C,(G). Q.E.D. 
Proof of Proposition 4.9. If f, g E C,(G), then P(g* *f *g) = 
(g, f * g)c,tH) . An application of the generalized Cauchy-Schwartz 
inequality of Proposition 2.9 together with Proposition 4.10 then shows 
that 
11 pk* *f * gk*(H) d Ilf IlO(G pk* * dhf, > 
which gives the desired continuity. Q.E.D. 
The final property of P which is of importance to us is the fact that 
the space of products of elements of C,(G) is dense in C,(G) with respect 
to the C,(H)-inner product on C,(G), that is, with respect to the corre- 
sponding norm defined just before Proposition 2.10. In fact, a con- 
siderably stronger property holds, namely: 
PROPOSITION 4.11. There is a bounded self-adjoint approximate 
identity, ek , for the pre-C*-algebra C,(G) such that 
p((f-ek*f)**(f-ek*f)> 
converges to zero in C*(H) for all f E C,(G). 
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Proof. Let e, be an approximate identity of norm one for L(G) 
of the usual type, consisting of nonnegative self-adjoint functions in 
C,(G) whose supports shrink down to the identity element of G. Then 
forf E C,(G) it is easily seen that (f - ek *f)* *(f - e, *f) converges 
to 0 in the inductive limit topology. Since P is clearly continuous for 
the inductive limit topologies on C,(G) and C,(H), and since the in- 
ductive limit topology on C,(H) is stronger than the L1-norm topology 
on L(H), which in turn is stronger than the C*-norm topology on 
C,(H), the desired property follows. Q.E.D. 
Motivated by the above considerations, we make the following 
definition in analogy with Definition 1.3. 
DEFINITION 4.12. Let A and B be pre-C*-algebras, with B acting 
as an algebra of right centralizers on A. By a generalized conditional 
expectation from A to B we mean a linear map P from A to B satisfying 
(1) P is self-adjoint, that is, P(a*) = P(a)* for a E A, 
(2) P is positive, that is, P(a*a) > 0 for a E A, 
(3) P satisfies the conditional expectation property, that is, P(ab) = 
P(a)b for a E A and 6 E B, 
(4) P is relatively bounded, that is, for all c E A the map a tt P(c*ac) 
is bounded, 
(5) A2 is P-dense in A, that is, for every a E A and every E > 0 
there is a c E A2 (the linear span of products of elements of A) such that 
II w - c)*(a - C))llB < 6, 
(6) The range of P generates B. 
We will say that P is faithful if P(a*a) = 0 only when a = 0. We 
will say that P is smooth if there exists a bounded self-adjoint approximate 
identity, ek , for A such that 
P((u - e,u)*(a - e,u)) 
converges to zero for all a E A. 
If H is a closed subgroup of a locally compact group G, if A = C,(G) 
and B = C,(H), and if P and the action of B on A are defined as in 
Notations 4.2 and 4.5 above, then we have seen that P is a smooth 
faithful generalized conditional expectation from A to B. 
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EXAMPLE 4.13. Let A be a pre-C*-algebra without unit and let 
p be a relatively bounded positive linear functional on A (see p. 214 
of [48]). Let B = @ acting in the obvious way on A, and define P by 
P(a) = p(u). Then P will satisfy conditions 2, 3, 4, and 6 of Defini- 
tion 4.12 (see Example 4.16). Th us if p is also Hermitian @(a*) = 
(p(a))-) and A2 is p-d ense in A, then P will be a generalized conditional 
expectation. 
EXAMPLE 4.14. Let A be a pre-C*-algebra and let c be any positive 
element in the center of A (or more generally, in the center of the 
double centralizer algebra [S] of A). Let B = AC and define P by 
P(a) = ac for a E A. Then P is a generalized conditional expectation 
from A to B. 
EXAMPLE 4.15. Let X be a locally compact space and let m be a 
positive Bore1 measure on X. Let A = C&X x X), viewed as kernels 
of integral operators on L2(X, m), so that the multiplication in A is 
composition of kernels and A is a pre-C*-algebra of operators on 
L2(X, m). Let B = C,(X) with pointwise multiplication and sup-norm, 
and let B act on the right of A by 
Kf)c% Y) = iv% Y> f(Y) X,YEX 
for K E A and f E B. Let P be defined by 
P(K)(x) = K(x, x). 
We were led to this example by conversations with M. Sirugue. 
We give next an example in which all the conditions except con- 
dition 5 hold. 
EXAMPLE 4.16. Let A be the pre-C*-algebra of complex-valued 
polynomials which vanish at 0, viewed as functions on [0, 11. Let 
B = C acting in the obvious way on A, and define P by P(f) =f”(O) 
(where f” denotes the second derivative off). Then P is easily seen 
to satisfy conditions 14 and 6 of Definition 4.12, but it has value 
zero on all products of three or more elements of A, and so does not 
satisfy condition 5 when a is the polynomial f(x) = x. (To obtain an 
example which satisfies conditions 2-5 but not 1, one can set P(f) = 
(- l)‘l”f’(O).) 
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PROPOSITION 4.17. Let A and B be pre-F-algebras with B acting 
as right centralizers on A, and let P be a generalized conditional expectation 
from A to B. If we define a pre-B-inner product on A by 
(a, a’), = P(a*a’), 
then A becomes a right B-rigged space. 
Proof. This is clear from properties 1, 2, 3, and 6 of Definition 4.12. 
Q.E.D. 
We can thus form the algebra L(A) as in Section 2, and also its 
quotient algebra C = L(A)/]. It is natural to ask whether the operator, 
L, , of left multiplication on A by an element a E A, is in L(A), in 
analogy with Proposition 3.2. We will see now that the relative bounded- 
ness of P is exactly what is needed to ensure that this is the case. This 
result is just a generalization of Theorem 4.5.2 of [48], in which it is 
shown that a relatively bounded positive linear functional is “admis- 
sible.” In fact, this theorem provides the heart of the proof of our 
assertion. 
PROPOSITION 4.18. Let A, B, and P be as above, so that A is a right 
B-rigged space. Then for all a E A the operator L, is in L(A). In fact, 
L,, is an adjoint for L, and )I L, 11 < I/ a 11. Thus we have a continuous 
*-homomorphism of A into L(A) and C = L(A)/]. 
ProoJ Let p be any state of B. Then it is easily seen that p 0 P 
is a relatively bounded positive linear functional on A. Thus Theo- 
rem 4.5.2 of [48] is applicable, and we conclude that 
(P o qc*q < 4qP o p&*4, 
for all c, d E A, where u(d) = lim 11 dn Illln. Since this is true for all 
states, and since v(a*a) = )I a 112, we conclude that if we set d = a*a 
we obtain 
P(c*a*ac) < 1) a /I2 qc*c>. 
But this is just condition 1 of Definition 2.3, as well as the fact that 
IV, II G II a Il. A routine calculation shows that L,, is an adjoint for L, . 
Q.E.D. 
This leads us to make the following definition. 
DEFINITION 4.19. Let A and B be pre-C*-algebras. By a left 
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pte-Hermitian B-rigged A-module we mean a right B-rigged space X 
which is a left A-module by means of a continuous *-homomorphism 
of A into L(X) (so that a* goes to some adjoint of the image of a), 
which is nondegenerate in the sense that AX is dense in X with respect 
to the B-seminorm on X (defined just before Proposition 2.10). If the 
B-preinner product on X is definite and if X is complete with respect 
to the B-norm, then we will calf X a Hermitian B-rigged A-module. 
Right pre-Hermitian left B-rigged A-modules are defined similarly. 
If B = @ (the complex numbers), we will say simply pre-Hermitian 
A-module rather than pre-Hermitian @-rigged A-module. 
EXAMPLE 4.20. Let P be a generalized conditional expectation from 
A to B. Then A becomes a pre-Hermitian B-rigged A-module. This 
is clear from Proposition 4.17 together with the observation that con- 
dition 5 in Definition 4.12 provides the required nondegeneracy. 
EXAMPLE 4.21. In this example, we indicate one way of handling 
projective representations by our techniques. This method involves 
the twisted group-algebras associated with projective representations, 
and so may be applicable to certain more general situations in which 
induced representations have been defined [9, 311. However, in the 
nonseparable case there are difficulties with twisted group algebras. 
For example, it does not seem to be known in the nonseparable case 
whether or not the projective representations for a given cocycle are 
in bijective correspondence with the nondegenerate *-representations 
of the corresponding twisted group algebra. For this reason we will 
indicate at the end of Section 7 another method for handling projective 
representations which does work smoothly in the nonseparable case, 
although this other method is probably not applicable to contexts such 
as those found in [9, 311. 
Let G be a locally compact group, and let c be a normalized Baire 
2-cocycle (i.e., multiplier) with values in T, the group of complex 
numbers of modulus one (for the definition of Baire 2-cocycles see [49]). 
We can then define the c-twisted measure algebra, M(G, c), of G, 
which is the space of finite Radon measures on G with twisted con- 
volution and involution given by 
m *c n(f) = 1 f(v) 4x, r> %4 WY), 
m*(f) = (p-1) qx, x-1) dm(x))-, 
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for elf, E E M(G) and f E C,(G). Th e c-twisted group algebra, L(G, c), 
of G is then taken to be the two-sided ideal of M(G, c) consisting of 
the measures which are absolutely continuous with respect to Haar 
measure on G. 
If H is a closed subgroup of G, then c restricts to a normalized Baire 
2-cocycle on H, and the c-twisted group algebra, L(H, c), of H can 
be identified with a subalgebra of IM(G, c). In particular, it acts as 
double centralizers on L( G, c). 
We can define a c-projective representation of G to be a continuous 
*-representation of L(G, c), and similarly for H. In the separable case 
anyway, these correspond to ordinary c-projective representations of G 
and H for which Mackey has shown how to define induced representa- 
tions [38]. We can form the C*-completions of L(G, c) and L(H, c), 
and so obtain the c-twisted C*-algebras C*(G, c) and C*(H, c). 
To put this situation within our general framework, it is natural 
to try to define a generalized conditional expectation from a dense 
subalgebra of C*(G, c) to a dense subalgebra of C*(H, c). Unfortunately, 
C,(G) need no longer be a subalgebra of L(G, c), since c is not in general 
continuous. Accordingly, we try to find a slightly larger submanifold 
of C*(G) which will be a subalgebra. Let K(G, c) denote the collection 
of (equivalence classes of) bounded measurable functions of compact 
support on G. Then it is easily seen that K(G, c) is a dense *-subalgebra 
of C*(G, c). We can also form K(H, c), and it is easily seen that the 
action of K(H, c) on L(G, c) carries K(G, c) into itself. Thus we have 
two pre-C*-algebras, with one acting as double centralizers on the other. 
However, if we try to define a generalized conditional expectation 
by restricting functions in K(G, c) to H, we find that this process need 
not be well-defined because H can be a null set with respect to Haar 
measure on G. But the situation can be salvaged by considering instead 
the K(H, c)-valued inner product which we would have liked to define 
in terms of such a generalized conditional expectation. Specifically, if 
f, g E K(G, c), let 
Then it is clear that if we change f or g on a null set, this function 
does not change at all, and so it determines a well-defined element 
of K(H, c). 
If one redefines the right action of K(H, c) on K(G, c) by f e 4 = 
f *c r+ for f~ K(G, c) and + E K(H, c), th en it is not difficult to imitate 
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the development in the first part of this section to show that K(G, c) 
becomes a right K(H, c)-rigged space. Furthermore, at least in the 
separable case where K(G, c) can be shown to have an approximate 
identity, K(G, c) b ecomes a K(H, c)-rigged K(G, c)-module. The 
application of the results of the next section to this example will then 
yield the induced projective representations of Mackey [38]. 
We remark that a possible alternate approach to these results might 
be to use the results of [49] to construct the corresponding Banach 
*-algebraic bundle of Fell [19], and then to try to show that it has 
enough continuous cross sections. If this latter can be shown, then 
one can again define a generalized conditional expectation (whose 
domain will consist of these continuous cross sections). 
EXAMPLE 4.22. Let B and D be pre-C*-algebras with B acting as 
right centralizers on D, and let P be a generalized conditional expectation 
from D to B. Let A be a *-subalgebra of D for which AD is dense in D 
with respect to the pre-B-inner product on D. Then D becomes a 
pre-Hermitian B-rigged A-module. 
The following example is closely related to the one above. 
EXAMPLE 4.23. Let G be a locally compact group, and let H and K 
be closed subgroups of G. Let P be defined from C,(G) to C,(H) as 
before, so that C,(G) is a C,(H)-rigged space. Let A = C,(K), acting 
by convolution on the left of C,(G). Then from Proposition 4.10 and 
arguments similar to those in the proof of Proposition 4.11, it follows 
that C,(G) is a pre-Hermitian C,(H)-rigged C,(K)-module. This example 
is closely related to Mackey’s subgroup theorem (Theorem 12.1 of [36]). 
The following example is closely related to the one above. 
EXAMPLE 4.24. The generalized induced representations of 
Moscovici [43] can be handled by our techniques, though as in 
Example 4.21, no generalized conditional expectation can in general 
be defined, and we must instead begin directly with a B-inner product. 
To be specific, if we use Moscovici’s notation except that we write 
2 instead of X for his locally compact space, we define a C,(H)-inner 
product on C,(Z) by 
Then one can imitate the development in the earlier part of this section 
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to show that C,(Z) b ecomes a pre-Hermitian C,(H)-rigged C,(G)- 
module. The application of the results of the next section to this example 
then yield the generalized induced representations of Moscovici. These 
can be used to generalize ordinary induced representations to the 
situation in which rather than H being a subgroup of G, one has instead 
a homomorphism of H into G satisfying suitable hypotheses. 
EXAMPLE 4.25. Let A be a pre-C*-algebra and let L be a left ideal 
in A. Let B be the subalgebra L*L of A, and define a B-valued inner 
product on L by 
(a, c)~ = a*c. 
Then it is easily seen that L becomes a pre-Hermitian B-rigged A- 
module. This example is a generalization of the pre-Hermitian B-rigged 
A-module coming from the conditional expectation in Example 1.6, 
as can be seen by letting L = Ai in that example. We will see in 
Example 6.8 that this situation is related to results in Godement’s 
paper [25]. Furthermore, if L = I is a two-sided ideal in A, so that 
B = L, then it is easily verified that when the results of the next section 
are applied to this example, the induced representations so obtained 
coincide with the representations of A defined in Proposition 3.9. 
EXAMPLE 4.26. Let D be a C*-algebra, and let W and W’ be 
Hermitian D-modules. Let X = Hom,(W, IV’), and let B be the 
two-sided ideal of EndD( W) = Hom,(W, W) spanned by operators 
of the form T*S for S, T E X, with B acting on the right of X by 
composition of operators. Define a B-inner product on X by 
(S, TjB = S*T 
for S, T E X. Then X becomes a B-rigged space. Let A = End,( IV’), 
acting on the left of X by composition of operators. Then X becomes 
a pre-Hermitian B-rigged A-module. 
We conclude this section by indicating some alternate formulations 
of the conditions of Definition 4.19. To begin with, the continuity 
condition on the *-homomorphism from A into L(X) can be reformulated 
in a manner familiar from the case of ordinary representations. This 
alternate formulation was suggested to us by J. M. G. Fell. 
PROPOSITION 4.27. Let A and B be pre-C*-algebras, and let X be a 
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right B-rigged space. Suppose that X is a left A-module in such a way that 
<ax, yh = <x, a*yh , 
few all x, y E X, and a E A. Then the following two conditions are equivalent: 
(1) (ax, ax& < 11 a 112(x, x)B for all a E A and x E X. 
(2) For all x E X the linear map act (x, ax)8 from A into B is 
continuous. 
Proof. To show that condition 1 implies condition 2, we apply the 
generalized Cauchy-Schwartz inequality of Proposition 2.9 to con- 
dition 1 to find that 
for all a E A and x E X, 
Suppose conversely that condition 2 holds. Let d denote the pre- 
C*-algebra obtained by adjoining an identity element, 1, to A (see 
1.3.8 of [13]), with the obvious action of a on X. Then for any x E X, 
the map a ~--t (x, ax)B from A into B will also be continuous, and this map 
is easily seen to be positive in the sense that (x, a*ax>8 > 0 for all 
a E m and x E X. Then it extends to a continuous positive map of the 
completion of A into the completion of B. But in the completion every 
positive element has a positive square root. It follows that (x, ax)B > 0 
for any positive element a E a. Now (1 a*a (I 1 - a*a is a positive 
element of A, and so 
(x, (II a*a II 1 - a*+>B >, 0, 
which is condition 1. Q.E.D. 
We show next that the nondegeneracy condition of Definition 4.19 
can be given a different formulation. 
PROPOSITION 4.28. Let A and B be pre-C*-algebras, let X be a 
B-rigged space, and let there be given a continuous *-homomorphism of A 
into L(X), so that X is a left A-module. Then the followi~ two conditiorzs 
are equivalent 
(1) AX is dense in X with respect to the B-norm on X, so that X 
is a pre-Hermitian B-rigged, A-module. 
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(2) For any bounded self-adjoint approximate identity, ek , for A and 
for any x E X the net ekx converges to x in the B-norm on X. 
Proof. It is clear that condition 2 implies condition 1. The proof 
that condition 1 implies condition 2 is the same as the proof of Proposi- 
tion 3.4 in [51]. 
5. INDUCED REPRESENTATIONS-THE GENERAL CASE 
In this section we show how to use pre-Hermitian B-rigged A- 
modules to induce representations of B to representations of A, and 
we derive a few properties of these induced representations. We then 
show that in the case of the pre-Hermitian B-rigged A-module associated 
with a locally compact group and a closed subgroup in Section 4, the 
corresponding induced representations are equivalent to the induced 
representations of Mackey [35] as generalized to the possibly non- 
separable case by Blattner [2]. 
Representations induced by means of a pre-Hermitian B-rigged 
A-module are defined in analogy with those defined in Theorem 1.8. 
THEOREM 5.1. Let A and B be pre-C*-algebras, and let X be a pre- 
Hermitian B-rigged A-module. For any Hermitian B-module, V, de$ne 
a sesquilinear form on X oB V whose value on elementary tensors is 
given by 
(x @ v, x’ @ v’) = ((xl, X)#, v’). 
Then this form is a preinner product. Furthermore, the action of L(X) 
on X QB V which is defined on elementary tensors by 
T(x@v) =(Tx)@v 
for T E L(X), x E X, v E V is an action by bounded operators of norm 
no greater than 1) T 11 with respect to this preinner product, and any adjoint 
of T will act as an adjoint of T on X ae V. In this way we obtain a con- 
tinuous nondegenerate *-representation of the quotient C*-algebra, C = 
L(X)/ J, on the corresponding Hilbert space, AV. When restricted to (the 
image in L(X) of) A, this representation is still nondegenerate, so that AV 
becomes a Hermitian A-module. 
Proof. Except for obvious changes of notation, the proof that the 
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indicated sesquilinear form is a preinner product is the same as the 
proof of Lemma 1.7, and the proof of the statement concerning the 
action of L(X) is the same as the proof of Proposition 3.1. Thus what 
remains to be shown is that as an A-module AV is nondegenerate. 
The proof of this fact turns, of course, on the fact that X is assumed 
to be a nondegenerate A-module. Let an elementary tensor x @ o in 
AY and an c > 0 be given. By assumption, we can find y = C a6x, 
in X such that (1 x - y [I8 < C/II v 11. Th en a routine calculation shows 
that 
I/ 
x @ v - c Ui(Xi @ v) 11 < E. 
Thus every elementary tensor, and so every element of “V, is in the 
closure of A(aV). Finally, AV is not the zero-dimensional A-module, 
for if it were, we would have ((xl, x)~v, v’) = 0 for all x, x’ E X and 
v, v’ E V, which is impossible since the range of ( , )B is assumed 
to span a dense subspace of B. Q.E.D. 
DEFINITION 5.2. The Hermitian A-module AV is called the Her- 
mitian A-module obtained by inducing V from B to A via X. If there 
is a possibility of confusion about which pre-Hermitian B-rigged 
A-module is being used, we will write :V instead of AV. 
THEOREM 5.3. Let A and B be pre-C*-algebras, let X be a pre- 
Hermitian B-rigged A-module, and let Ix denote the identity map of X onto 
itself. Let V and V’ be Hermitian B-modules, and let T E Hom,( V, V’). 
Then the A-linear map 
is bounded with respect to the preinner products on these two spaces, and 
so determines a bounded A-homomorphism AT of A V into A V’. The corre- 
spondence V tt “V, T I+ AT is a functor from the category of Hermitian 
B-modules to the category of Hermitian A-modules. 
Proof. Let t E X & V. We need to show that 
II Tl12<t, t> > ((Ix 0 T)t, (Ix 0 TW 
that is, that 
([Ix 0 (II T 11’ - T*T)lt, 0 Z 0. 
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But if S = (11 T II2 - T*T)lj2, this becomes 
((I, 0 w, (Ix@ Oh 
which is clearly 3 0. The verification of the remaining assertions is 
routine. Q.E.D. 
As with Corollary 1.10, the proof of Theorem 5.1 shows that: 
COROLLARY 5.4. If V = @ V, , then A V = @ A V, . 
A similar assertion can be made about direct integrals along the lines 
of Theorem 10.1 of [36]. 
In the case of representations of B which are obtained from a state 
of B, the construction of induced representations has a simple alternate 
description (related to Theorem 1 of [4]) generalizing Proposition 1.15. 
The proof is the same as the proof of Proposition 1.15 except for obvious 
changes of notation. 
COROLLARY 5.5. Let X be a pre-Hermitian B-rigged A-module, let p 
be a state of B, and let V, denote the corresponding Hermitian B-module. 
Define an ordinary preinner product, ( , )P , on X by 
and let X, denote the corresponding Hilbert space. Under the action of A 
on X, X, becomes a Hermitian A-module, which is unitarily equivalent 
to A( V,). 
For later use, we now make precise some notions related to unitary 
equivalence of modules, some of which we have already used implicitly 
in some simple cases. 
DEFINITION 5.6. Let X and Y be pre-Hermitian B-rigged A- 
modules. Then X is said to be preequivalent to Y if there is an A-B-linear 
map R from X to Y which preserves the pre-B-inner products on the 
two spaces, that is, 
(Rx, Rx’>~ = (x, x’)~ 
for all x, x’ E X, and which has dense range in Y with respect to the 
B-seminorm on Y. 
We remark that the above relation is not an equivalence relation. 
The following lemma has a routine proof. 
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LEMMA 5.7. Let X and Y be pre-Hermitian A-modules (so B = @), 
and let R be an A-linear map from X to Y under which X is preequivalent 
to Y. Then R defkes a unitary equivalence between the corresponding 
Hermitian A-modules obtained from X and Y by taking the quotients by 
the subspaces of vectors of length zero and completing. 
PROPOSITION 5.8. If X and Y are pre-Hermitian B-rigged A-modules 
which are preequivalent, and if V is a Hermitian B-module, then $V and 
$V are unitarily equivalent Hermitian A-modules. In fact, the functors 
V t+ fV and V w  $V are equivalent. 
Proof. This follows from the fact that the pre-Hermitian A-modules 
X BB V and Y Be V will then be preequivalent, so that Lemma 5.7 
is applicable. Q.E.D. 
For representations induced by means of pre-Hermitian rigged 
modules, the theorem on induction in stages has a quite simple form. 
THEOREM ON INDUCTION IN STAGES 5.9. Let A, B and C be pre- 
F-algebras, let X be a pre-Hermitian B-rsgged A-module, and let Y 
be a pre-Hermitian C-rigged B-module. Then Z = X @lB Y, with the 
obvious actions of A and C and with the pre-C-inner product defined on 
elementary tensors by 
<x 8 Y, x’ 8 Y’)C = (<x’s x)B Y, Y’>C 9 
is a pre-Hermitian C-rigged A-module. If U is any Hermitian C-module, 
then ;IJ is unitarily equivalent to $(“yU). In fact, the functor U I+ ;CJ is 
equivalent to the composition of functors U t+ $(ByU). 
Proof. The fact that the indicated pre-C-inner product is non- 
negative is seen by applying states of C so that the arguments in the 
proof of Lemma 1.7 are applicable. The fact that the A-module Z 
is nondegenerate is verified by the same arguments as were used towards 
the end of the proof of Theorem 5..1. The rest of the proof that Z is a 
pre-Hermitian C-rigged A-module follows from routine calculations. 
Now if U is a Hermitian C-module, then the A-linear map from 
X QB (Y & U) to Z @c U which on elementary tensors is given by 
is easily seen to preserve the preinner products on these spaces and 
have dense range, so that Lemma 5.7 is applicable. Q.E.D. 
607/13/z-8 
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Unfortunately, the theorem on induction in stages for generalized 
conditional expectations, which is closer to the theorem for the case 
of locally compact groups, does not work quite as smoothly as that 
for pre-Hermitian rigged modules, the reason being that the composition 
of two generalized conditional expectations need no longer be a 
generalized conditional expectation. This is shown by the following 
example. 
EXAMPLE 5.10. Let A be the algebra of complex polynomials which 
vanish at 0, viewed as a dense subalgebra of the C*-algebra of con- 
tinuous functions on [-1, 1] which vanish at 0, let B be the principle 
ideal in A generated by the polynomial t3. Let P be defined by P(f)(t) = 
t2f(t) for all f E A (a special case of Example 4.15). Let C = @ acting 
in the obvious way on A and B, and let Q: B -+ C be defined by 
Q(f)(t) = f c4)(0) for all f E B, where f(“) is the fourth derivative off. 
Then it is easily verified that Q is a generalized conditional expectation, 
but that Q 0 P is not, because it is basically Example 4.16 and so is 
degenerate. 
We have no reason to believe that the composition of generalized 
conditional expectations must satisfy conditions 3 or 4 of Definition 4.12 
either, but we do not have examples where these fail. 
We do not know how to strengthen the definition of generalized 
conditional expectation so as to avoid pathologies of the above kind 
and yet still have it apply to the case of locally compact groups. One 
possibility would be to require that a generalized conditional expectation 
be lower semicontinuous in analogy with the condition used in [ll]. 
This is the same as requiring that P have the Lebesgue dominated 
convergence property, namely, that if a, is a sequence of positive 
elements of A, if a is an element of A such that a > a, for all 71, and 
if a, converges to zero in norm, then P(a,J converges to zero in norm. 
The composition of lower semicontinuous generalized conditional 
expectations will automatically satisfy condition 5 of Definition 4.12 as 
can be seen by using the arguments employed in the proof of Lemma 2.1 
of [ii]. (This does not take care of conditions 3 and 4, however.) But 
we have been unable to determine whether the generalized conditional 
expectation associated with a locally compact group and a closed sub- 
group must be lower semicontinuous. More basically, we have been 
unable to determine whether any positive type Radon measure on a 
locally compact group G defines a lower semicontinuous linear func- 
tional on the pre-C*-algebra C,(G). 
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However, if we simply assume that the composition of the generalized 
conditional expectations involved is again a generalized conditional 
expectation and is suitably well behaved, then we do again have a 
theorem on induction in stages. 
THEOREM ON INDUCTION IN STAGES, END VERSION 5.11. Let A, B 
and C be pre-F-algebras, with B acting as right centralizers on A, and 
with C acting as right centrahkrs on both A and B in such a way that 
(ab)c = a(bc) f or a aEA, bEB, cEC. Let P be ageneralized con- II 
ditional expectation from A to B and let Q be a generalized conditional 
expectation from B to C. Suppose that R = Q 0 P is a generalized con- 
ditional expectation from A to C, and that AB is dense in A with respect 
to the C-seminorm on A coming from R (which will be the case ;f Q is 
smooth). Then for any Hermitian C-module U, the induced He-rmitian 
A-modules AU and “(*U) are unitarily equivaknt. In fact, the functors 
U I+ AU and U I+ “(“U) are naturally equivalent. 
Proof. As in Theorem 1.16 and Theorem 5.9, a routine calculation 
shows that the A-linear map from A @)B (B @& U) to A 6& U defined 
on elementary tensors by 
preserves the preinner products on these two spaces. However, when 
we try to imitate the proof of Theorem 1.16 to show that this map 
has dense range we find that, since Q is no longer assumed continuous, 
we need to know that AB is R-dense in A (which is easily seen to be 
true if Q is smooth). (However, we do not know of an example in which 
AB fails to be R-dense in A.) We can now apply Lemma 5.7. Q.E.D. 
It is easily verified that if K is a closed subgroup of the closed subgroup 
H of G, then the generalized conditional expectation from C,.(G) to 
C,(K) is the composition of those from C,(G) to CJH) and from C,(H) 
to C,(K) ( w ic are smooth). From this it will follow easily that the h h 
theorem on induction in stages for Mackey’s induced representations 
is a special case of the above theorem, once we have shown that the 
induced representations of Mackey are a special case of the induced 
representations defined in this section. 
Turning to another property of induced representations, we remark 
that Theorem 3.2 of [271 concerning the existence of cyclic vectors 
can be generalized to the present setting if (as there) appropriate 
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hypotheses are made concerning separability. To prove the analogue of 
Lemma 3.3 of [27] one needs to assume that the generalized conditional 
expectation involved is smooth. See also [69, 701, although the proof 
in [69] is incorrect because it depends on some incorrect assertions 
in [16] as was pointed out in [72]. 
We conclude this section by showing that for the case of the generalized 
conditional expectation P associated in the previous section with a 
locally compact group G and a closed subgroup H, the induced repre- 
sentations defined above coincide with Blattner’s generalization [2] of 
the induced representations of Mackey [36] to the possibly nonseparable 
case. 
Let V be a Hermitian C,(H)-module. According to our definition, 
the corresponding induced representation (which we will denote by “V) 
has as its space the Hilbert space obtained by equipping C,(G) @,+) V 
(where the right action of C,(H) on C,(G) is that defined in Nota- 
tion 4.5) with the preinner product which is defined on elementary 
tensors by 
(f 0 a, g 0 0’) = wg* *f>v, 0’). 
We would like to realize this space as a space of continuous V-valued 
functions on G. A strong clue as to how this may be done is contained 
in the formula of Theorem 4.4. Define a bilinear map, r, of C,(G) x V 
into the space of continuous V-valued functions on G by 
This is essentially the map used by Blattner at the top of p. 82 of [2], 
and is a variant of a map first introduced by Weil in the case of compact 
groups (p. 83 of [65]) and by M ac e in the general case (in 93 of [36]). k y 
For further comments on this map see p. 484 of [51]. In Lemma 2 of 
[2] Blattner shows that the linear span of the range of this map is dense 
in the space of the induced representation which he defines there, 
which we will denote here by Uv. (He used right Haar measures instead 
of left Haar measures, so in what follows we have changed his definitions 
accordingly.) 
THEOREM 5.12. The bilinear map rr dejked above is C,(H)-balanced, 
and so lifts to a linear map, which we also denote by rr, from C,(G) Qc cH) V 
onto a dense submanifold of Uv. This linear map TT preserves the &inner 
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products on these two spaces, and intertwines the action of G on these 
two spaces. Thus n &$nes a unitary equivalence from GV to Uy. 
Proof. The fact that v is C,(H)-balanced is verified by a routine 
calculation (using Notation 4.5). If f, g E C,(G) and v, v’ E V, then 
from Theorem 4.4 we see that 
By the sesquilinearity of both sides, it follows that the same result 
holds not just for elementary tensors, but for arbitrary tensors also. 
Suppose now that we are given an arbitrary tensor C fi Q vd and 
that FE Uy is defined by F(x) = rr(C fc @ vi)(x). Then according to 
Blattner’s definition, the norm of F E Uy is determined as follows: for 
any g E C,(G) define T(g) E C,(G/H) by 
so that T is a linear map of C,(G) onto C,(H) [6]. Let the continuous 
real-valued function x -+ ]J F(x)]J” d e fi ne a finite positive Radon measure, 
,.+ , on G/H whose value on any function of the form T(g) in C,(G/H) 
is given by 
(*) 
Then by definition [I F/l2 = pF(G/H). Now the formula (*) is easily 
seen to be true also for appropriate non-negative functions g on G 
which need not have compact support, but for which T(g) is everywhere 
finite. But b is such a function, and in fact by its definition 7(b) E 1. 
Thus 
= I G WxKW, F(x)) dx 
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By polarization it follows that n preserves preinner products. (If one 
prefers not to use functions which are not in C,(G), then b can be 
truncated so that b E C,(G) and yet JH b(xs) ds = 1 for all x in the 
union of the supports of the fi , much as Blattner does in his proof 
of Theorem 1 of [2]). The fact that ?T intertwines the action of G follows 
from the easily verified identity 
for all x E G, f E C,(G), v E V. Q.E.D. 
6. IMPRIMITIVITY BIMODULES 
In this section we will formulate and prove the imprimitivity theorem 
for the induced representations of C*-algebras which were defined in 
the previous section. In the process of doing this we will be led to 
consider the question of when two C*-algebras have equivalent categories 
of Hermitian modules, in analogy with the Morita theorems ([42], 
Chapter 2 of [l], [lo]), and we will obtain a general method for con- 
structing pairs of C*-algebras whose categories of Hermitian modules 
are equivalent (Theorem 6.23). We doubt that all pairs of C*-algebras 
whose categories of Hermitian modules are equivalent arise by means 
of this construction, but we are hopeful that an appropriate generalization 
of this construction will yield all such pairs. We plan to investigate 
this matter at a later time.2 
We begin by considering a pre-C*-algebra B and a B-rigged space X. 
Until further notice, we will assume that the pre-B-inner product 
on X is definite, so that it is a B-inner product (which corresponds 
to assuming that the generalized conditional expectations to which 
we apply these results are faithful, as is the case for those coming from 
a locally compact group and a closed subgroup). We make this assump- 
tion only for the convenience of having L(X) contain no nonzero 
operators of norm zero, so that it is already a pre-C*-algebra. The 
results of this section could be carried through without this assumption 
if we changed the definition of a pre-C*-algebra to permit nonzero 
elements of norm zero (and nonuniqueness of adjoints), but we do not 
feel that going through the complications introduced by such a change 
is warrented until specific examples arise for which such a generalization 
would have interesting consequences. 
* See [80]. 
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If A is a pre-C*-algebra and if X is in addition a pre-Hermitian 
B-rigged A-module, and if Y is a Hermitian B-module, then A V will 
be not only a Hermitian A-module, but in fact a Hermitian L(X)- 
module. This gives a necessary condition for a Hermitian A-module 
to be induced from B via X, but this condition is not in general sufficient, 
as was seen already in Section 3 for the special case of representations 
induced via an ordinary conditional expectation. We thus need to look 
for an analog of the imprimitivity algebra E of Definition 3.6. For 
this purpose, the action of A on X is irrelevant, so we revert now to 
assuming only that X is a B-rigged space. 
Now L(X) is the natural analog for B-rigged spaces of the algebra 
of all bounded operators on an ordinary Hilbert space. In view of .this, 
it is natural to look for the analog of the two-sided ideal of compact 
operators. Now the ideal of compact operators is generated by the 
operators of rank one, each of which is in turn determined by a pair 
of vectors in the Hilbert space. But in the present setting, there is an 
obvious analog of these operators of rank one. For any x, y E X we let 
T(z,y) be the operator on X defined by 
T(z,v)~ = X(Y, z)B (6-l) 
for all z E X. The only thing which needs to be verified is that TQ,~) 
is in fact in L(X). 
LEMMA 6.2. For any x, y E X the operator Tb,y) is in L(X). In fact, 
11 T(~.~) 11 < I !  x iB 11 Y  IIB 
(where these are the norms defked before Proposition 2.10) and the adjoint 
of %,) is %.z) - 
Proof. For any z E X, we have 
<T(z,v)~s T(z.v)+~ = (x<Y, z>B 3 x<Y, +B>E 
= <Y, 2>B* cx, x)B (Y, h3 
< Il(x, x)B Ii<% 2% <Y> +B. 
Applying the generalized Cauchy-Schwartz inequality of Proposition 2.9 
we see that this is 
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which shows that condition 1 of Definition 2.3 and the statement 
concerning norms are satisfied. The statement concerning the adjoint 
of Tc,,,) is verified by a routine computation, as is the fact that T(,,,, 
commutes with the right action of B. Q.E.D. 
PROPOSITION 6.3. Let E denote the linear span of the set of operators 
in L(X) of the form Tc~,~) , x, y E X. Then E is a two-sided ideal in L(X). 
In fact, 
STc,,,, = T(sw) and T(,,,,S = T(~.s*~) 
for all S E L(X) and x, y E X. 
Proof. This fact, which is familiar from the case of ordinary Hilbert 
spaces, and of which Proposition 3.5 is a special case, is verified by 
routine computations. Q.E.D. 
DEFINITION 6.4. We will call E the imprimitivity algebra of the 
B-rigged space X. 
We remark that Tc~,J is an operator of B-rank one in the obvious 
imprecise sense, but that not all operators of B-rank one are of this 
form (for example y could instead be taken from the completion of X). 
Also, strictly speaking, E is more the analog of the two-sided ideal 
of finite rank operators rather than of compact operators. But little 
would be gained by taking the closure of E in L(X) since L(X) need 
not be complete. 
It is easily seen that the algebra E defined in Definition 3.6 is a special 
case of the algebra E defined above. 
Now X is of course a left E-module. It is profitable for us to make 
the roles of E and B symmetric by defining an E-valued preinner 
product on X, so that X becomes a left E-rigged space. 
PROPOSITION 6.5. For any x, y E X let 
<GY>B = T(w) . 
Then ( , )E is an E-inner product (conjugate linear in the second variable), 
with respect to which X becomes a left E-rigged space. The E and B inner 
products on X are related by the associativity relation 
INDUCED REPRESENTATIONS OF C*-ALGEBRAS 233 
Proof. We must show that (x, x)~ is a positive element of L(X) 
for all x E X. Now for any y E X, a routine computation shows that 
<<% Xh?Y> Yh =. <x9 Y% <x, Y)B 9 
which is a positive element of B. It follows then from Corollary 2.7 
that (x, x)= is a positive element of B. Furthermore, because we have 
assumed that the B-inner product is definite, it follows that ( , )E 
is also, for if (x, x)= = 0, then, letting y = x in the identity just above, 
we find that (x, x>i = 0, so that x = 0. 
The fact that (x, r)g = (y, x)~ for all x, y E X follows from the 
last statement of Lemma 6.2, while the fact that X is B-rigged follows 
from the last part of Proposition 6.3. The associativity relation is just 
6.1 in different notation. Q.E.D. 
We show next that the norms on E and B are closely related to the 
inner products’on X. 
PROPOSITION 6.6. For any e E E, b E B and x E X we have 
+x7 f&3 < II e II2 (x, &I, 
<x6 X~>E < I/ b /I2 <X, x)E - 
Proof. The first of these inequalities just comes from the definition 
of the norm on E. The second inequality is verified by first making 
a routine calculation showing that for any y E X, we have 
(<x4 xb)E y, Y)B = <x, y>gbb * <x, Y)B 
< 11 b 11’ <<Xs x)E% Y)B - 
We can now apply Corollary 2.7. Q.E.D. 
EXAMPLE 6.7. Let X be the B-rigged space of Example 4.25, so 
that X = L is a left ideal in the pre-C*-algebra A, and B = L*L. 
Then it is easily verified that the imprimitivity algebra E of X is the 
two-sided ideal LL* of A, and that 
(a, c)~ = ac* 
for all a, c EL. We remark that B is what J. M. G. Fell calls a block 
subalgebra, that is, it has the property that bab’ G B for all b, b’ E B 
and a E A. When the comment of Kaplansky near the top of ‘page 9 of 
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[79] is viewed in the context of this example, and Theorem 6.23 is 
applied, one obtains the fact that homogeneous C*-algebras are Morita 
equivalent to their centers in the sense appropriate for C*-algebras. 
EXAMPLE 6.8. J. M. G. Fell has pointed out to us the following 
interesting special case of Example 6.7. If i is a self-adjoint idempotent 
in the double centralizer algebra of A, then L = Ai is a left ideal in A. 
In particular, let G be a locally compact group and let K be a compact 
subgroup of G. Let A = C,(G) and let i be a minimal central idempotent 
in C,(K) corresponding to an irreducible unitary representation, R, of K. 
Then the irreducible representations of E = AiA are in bijective 
correspondence with the irreducible representations of G whose restric- 
tion to K contains R. But one consequence of the main theorem of 
this section (Theorem 6.23) will be that the representations of AiA 
are in bijective correspondence with the representations of B = iAi. 
Now the subalgebra iAi is an important tool in Section 1 of Godement’s 
paper [25] (see particularly the projection which Godement defines 
near the bottom of p. 504, which is the conditional expectation from 
which the B-inner product arises). As J. M. G. Fell has pointed out 
to us, the correspondence indicated above can be used to clarify a few 
of the results in Godement’s paper. 
EXAMPLE 6.9. Let X be the B-rigged space of Example 4.26. 
Then it is easily verified that the imprimitivity algebra E of X is the 
two-sided ideal of A = End,( W’) spanned by the operators of the 
form ST* for S, T E X, and that 
for S, T E X. 
(S, TjE = ST* 
Let us return to the situation in which X is some B-rigged space, 
and let E be its imprimitivity algebra. 
We now wish to study further the relations between B, X, and E 
which follow from the properties derived above. For this purpose we 
can forget how E was defined, and instead study an abstract system 
possessing the properties which interest us. For this purpose, it is 
no longer necessary to assume that the inner products are definite, 
and so we will now drop that assumption. This will be useful to us 
shortly. 
DEFINITION 6.10. Let E and B be pre-C*-algebras. By an E-B- 
INDUCED REPRESENTATIONS OF c*-ALGEBRAS 235 
impimitivity bimodule, we mean a left-E-right-B-bimodule, X, which 
is equipped with an E-valued and a B-valued preinner product with 
respect to which X is a left E-rigged space and a right B-rigged space, 
such that 
(1) (x, y)E z = x(y, x)B for all x, y, z E X; 
(2) (ex, ex)B < 11 e 112(x, x)~ for all x E X and e E E; 
(3) (xb, ~b)~ < 11 b 112(x, x)~ for all x E X and b E B. 
This definition should be compared with the definition of the 
bimodules occuring in the Morita theorems, which Bass [l] calls 
“equivalence data.” In particular, the associativity relation (1) above 
should be compared with the relation at the top of p. 62 of [l]. 
The earlier part of this section can now be reformulated as saying 
that if we start with a B-rigged space X and form its imprimitivity 
algebra E with corresponding inner product, then X becomes an E-B- 
imprimitivity bimodule. 
We give an example to show that conditions 2 and 3 of Definition 6.7 
are independent. 
EXAMPLE 6.11. Let X be the algebra of polynomials with complex 
coefficients. Let E be X viewed as a dense subalgebra of the C*-algebra 
of continuous functions on the interval [0,2], and let B be X viewed 
as a dense subalgebra of the C*-algebra of continuous functions on 
the interval [0, 11, with the obvious actions of E and B on X. Define 
E- and B-valued inner products on X by 
(f, g)E = fg, <f, gh3 = IiT = 83 
Then it is easily verified that conditions 1 and 2 of Definition 6.7 hold, 
but that condition 3 does not. If we exchange the intervals on which 
E and B are viewed as being algebras of functions, then conditions 
1 and 3 will hold but condition 2 will not. 
We remark that conditions 2 and 3 can be given an alternate formula- 
tion along the lines of Proposition 4.27. 
The next series of results leads, among other things, to the fact 
that if X is an E-B-imprimitivity bimodule, then X is both a pre- 
Hermitian right B-rigged left E-module, and a pre-Hermitian left 
E-rigged right B-module. 
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LEMMA 6.12. If X is an E-B-imprimitivity bimodule, then 
<ex, A3 = <x9 e*h, (&Y)E = <x,Yb*)E 
forx,y~X,e~Eandb~B. 
Proof. Let U, v, x, y E X. Then a routine calculation using con- 
dition 1 of Definition 6.10 shows that 
((% v)E x, yh3 = cx, (% +&h3, 
so that the first equality of the lemma holds for any element of the range 
of ( , )E > and so for the algebra generated by this range. But the algebra 
generated by this range is by assumption dense in E, and both sides 
of the first equality are continuous functions of e, as can be seen by 
using the generalized Cauchy-Schwartz inequality of Proposition 2.9 
in the same way that it was used in the first part of the proof of Proposi- 
tion 4.27. Thus the first equality is true for all e E E. The proof of the 
second equality is similar. Q.E.D. 
LEMMA 6.13. Let B be a pre-F-algebra, and let X be a B-rigged 
space. Let B, be the span of the range of ( , )B . Then XB, is dense in X 
with respect to the B seminorm on X. 
Proof. Let x E X and b E B, . Then 
(x - xb, x - Xb)B = (x, x)B - <x9 X)B b - b*(x, X)B + b*(x, x)b, 
which can be made as small as desired by letting b be close to appropriate 
elements of an approximate identity for the completion of B. Q.E.D. 
PROPOSITION 6.14. Let X be an E-B-imprimitivity bimodule. Then 
X is a pre-Hermitian right B-rigged left E-module, and a pre-Hermitian 
left E-rigged right B-module. 
Proof. The fact that X is a pre-Hermitian B-rigged E-module is 
clear except for the nondegeneracy of X as an E-module. To show the 
nondegeneracy it suffices to note that condition 1 of Definition 6.10 
implies that E,,X = XB, , where E,, denotes the linear span in E of 
the range of ( , )= . It then suffices to apply Lemma 6.13. The proof 
of the last part of the proposition is similar. Q.E.D. 
COROLLARY 6.15. Let X be an E-B-imprimitivity bimodule. Then 
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for every Hermitian B-module V, we can form the induced module ‘jV. 
We obtain in this way a fun&or from the category of Hermitian B-modules 
to the category of Hermitian E-modules. 
Proof. Apply Theorems 5.1 and 5.3. Q.E.D. 
The Morita theorems suggest that we might be able to obtain an 
inverse for this functor by using an appropriate form of the B-dual 
of X, which should be a left-B-right-E-bimodule (see the definition 
of Q on p. 67 of [l]). A ccordingly, we might let X* = Hom,(X, B), 
forgetting all topologies. This is certainly a B-E-bimodule if actions 
are defined by 
W)(x) = ww WX4 = f(4 (6.16) 
forfEX*,bEB,eEEandxEX. 
However, in the spirit of our subject, we would expect to have to 
restrict attention to elements of X* which are continuous in some sense. 
In fact, in analogy with the situation for ordinary Hilbert spaces, it 
is natural to take as the dual of X the set X itself with an appropriate 
conjugate structure defined so that the assignment to each y E X of the 
map x F+ (y, x)~ is a B-E-linear map of this dual into Hom,(X, B). 
This turns out to be the appropriate definition. 
DEFINITION 6.17. Let X denote the additive group X with the 
conjugate operations of E, B and the complex numbers, and the corre- 
sponding preinner products. When an element x of X is viewed as 
an element of X, we write it as x”. Then these conjugate operations and 
preinner products on X are defined by 
bi? = (xb”)“, i?e = (e*x)-, 
<% Y)B = <% Y)B 9 (2, Y)B = <x3 Y)E , 
for x, y e X, b E B, e E E. Whenever convenient, we will also let R 
denote the corresponding element of Hom,(X, B) defined by x”(y) = 
(x, y)B . We will call X the duaE of the imprimitivity bimodule X. 
PROPOSITION 6.18. With the operation-s defined in Definition 6.17, 
2 is a B-E-imprimitivity bimodub. 
This is verified by routine computations. 
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COROLLARY 6.19. X is a pre-Hermitian right E-rigged left B-module. 
COROLLARY 6.20. For any Hermitian E-module W, we can form the 
corresponding induced module $W. We obtain in this way a functor from 
the category of Hermitian E-modules to the category of Hermitian B- 
modules. 
We wish to show that this functor is an inverse for the functor 
defined in Corollary 6.15. The next series of results will show that 
the functor V ct $($V) is naturally equivalent to the identity functor 
on the category of Hermitian E-modules. The proof that the com- 
position of the functors in the opposite order is naturally equivalent 
to the identity functor on the category of Hermitian E-modules is 
then obtained just by interchanging the roles of X and 8. (Note that 
the dual of X is X.) 
Now it is easily verified that the pre-Hermitian B-module 
X BE (X @JB V) is preequivalent to j(:V) under the obvious map 
(where they are viewed as @-rigged spaces for the purposes of Defini- 
tion 5.6). We need next the fact that the preinner products on tensor 
products (as defined in Theorem 5.9) of Hermitian rigged modules 
behave properly with respect to the associativity property of tensor 
products. 
PROPOSITION 6.21. Let A, B, C, D be pre-C*-algebras, let X be a 
pre-Hermitian B-rigged A-module, let Y be a pre-Hermitian C-rigged 
B-module, and let Z be a pre-Hermitian D-rigged C-module. Then the 
pre-Hermitian D-rigged A-modules X @s (Y @o Z) and (X BB Y) @a Z 
are naturally isomorphic (so preequivalent) under the obvious map. 
This is verified by routine calculations. 
It follows that X BE (X Be V) is preequivalent to (X BE X) a8 V. 
We are thus led to examine the pre-Hermitian B-rigged B-module 
X gE X. Now as in Example 2.14 we can view B itself as a pre-Hermitian 
B-rigged B-module. 
LEMMA 6.22. The pre-Hermitian B-rigged B-module X @r X is 
preequivalent to B viewed as a pre-Hermitian B-rigged B-module, under 
the map R whose value on elementary tensors is given by 
WY 0 4 = <r, x)23 
for all x, y E X. 
This also is verified by routine calculations. 
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It follows that 8 BE (X &, I’) is preequivalent to the pre-Hermitian 
B-module B @‘B I’, which itself is easily seen to be preequivalent 
to V under the map b 631 o t-+ bo. From all of this together with 
Lemma 5.7, we conclude that $(gV) is unitarily equivalent to V. That 
this equivalence is natural is easily seen. Thus the functor V w  $(gV) 
is naturally equivalent to the identity functor as desired. As mentioned 
earlier, we can also interchange the roles of X and X to show that 
the functor WI+ ~@I’) is naturally equivalent to the identity functor. 
We thus obtain the proof of one of our main theorems. 
THE EQUIVALENCE THEOREM 6.23. Let E and B be pre-C*-algebras, 
and let X be an E-B-imprimitivity bimodule. Then the functor V N ZV 
from Hermitian B-modules to Hermitian E-modules and the functor 
W ct $W from Hermitian E-modules to Hermitian B-modules establish 
an equivalence between the category of Hermitian E-modules and the 
category of Hermitian B-modules. 
We remark that a slightly different way of developing the proof 
of the above theorem is to show that X is the analog of what Bass calls 
an invertible bimodule (p. 60 of [l]), with X as its inverse. Specifically, 
one shows that X & X viewed now as a B-B-imprimitivity bimodule 
in the obvious way is preequivalent (in a sense analogous to Defini- 
tion 5.6) to B viewed as a B-B-imprimitivity bimodule (as in Example 6.7 
with B = A = L . 
2 
Similarly, one shows that the E-E-imprimitivity 
bimodule X @,, is preequivalent to E viewed as an E-E-imprimitivity 
bimodule. In this connection, we remark that the preinner products 
on X BE X and X QB X need not be definite. 
We give now an example to show that the map R of Lemma 6.22 
need not be injective. 
EXAMPLE 6.24. Let A be the dense subalgebra of the C*-algebra 
of continuous functions on [-2, -11 u [l, 2) which vanish at both 
- 1 and 1 consisting of functions which on [-2, -11 agree with some 
polynomial vanishing at - 1 and which on [l, 21 agree with some 
(possibly different) polynomial vanishing at 1. Let E = X = B = A 
with E- and B-valued inner products on X defined as in Example 6.7 
with L = A. Let f be the function which agrees with 0 on [-2, -11 
and with x - 1 on [l, 21, and let g be the function which agrees with 
1 + x on [-2, -11 and with 0 on 
zero by R, but J @ g is not zero in 
Then f @ g is carried to 
BE X because the B-balanced 
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bilinear map (R, Fz) tt P( 1) K’(- 1) for h, K E A does not vanish on 
f@g (when the primes denote the first derivative). (The fact that E 
does not have an identity element is crucial for this example to work.) 
The Equivalence Theorem applied to the imprimitivity bimodule 
obtained from a B-rigged space can be viewed as the generalization 
to the present context of Mackey’s Theorem 6.4 in [38], which was 
generalized by Blattner to the nonseparable case in [3]. It is also a 
generalization of the well-known fact that the one-dimensional C*- 
algebra @ and the C*-algebra of all compact operators on a Hilbert 
space have equivalent categories of Hermitian modules. 
Any properties of Hermitian modules which can be defined in terms 
of morphisms must, of course, be preserved under the equivalence 
of categories given above. For example: 
COROLLARY 6.25. A Hermitian B-module V is irreducible if and only 
zy E V is irreducible. 
But the equivalence of categories given in Theorem 6.23 also preserves 
certain properties which, as far as we can determine, are not definable 
just in terms of morphisms. Weak containment (see 3.4.5 of [13]) is 
such a property. 
PROPOSITION 6.26. Let X be an E-B-imprimitivity bimodule, let V 
be a Hermitian B-module, and let {V,} be a family of Hermitian B-modules. 
Then the family {Vk} weakly contains V if and only if the family (“V,} 
weakly contains EV. 
Proof. Suppose that the family {Vk} weakly contains V. Fix some 
v E V of unit length, and let p, denote the corresponding vector state 
of B. Then by assumption there is a net, pi , of states of B, each element 
of which is a convex combination of vector states from the V, , which 
converges to p, in the weak-a topology. Let pi = CyL, riipWi3 with 
rii > 0, xi rii = 1, and v$~ of unit length in Vkij . 
Now for any x E X for which the elementary tensor w = x Q v 
in EV is of unit length, the corresponding state, qW , of E is easily seen 
to have value on e E E given by 
and, of course, 
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Now 
so that eventually pj((x, x)~) is always nonzero. For the rest of the 
proof we assume that pj((x, x)~) # 0 for all j. 
If x Q vii has nonzero length, let 
and let 
sij = rij II x 0 ‘uij 112M(x, xh). 
Let qi = Ci siiqw,, , where the sum is taken only over nonzero terms. 
Then qj is a convex combination of vector states from the “V, . But 
it is easily verified that qw is the limit in the weak-* topology of the qi . 
Thus every vector state of EV corresponding to an elementary tensor 
of unit length is a limit of convex combinations of vector states from 
the “V, . Now if V is cyclic, then the elementary tensors of unit length 
in EV are dense in the set of all vectors of unit length in EV by the 
arguments used in the proof of Lemma 1.7. It is easily seen that because 
of this, every vector state of =V is a weak-* limit of convex combinations 
of vector states from the “Vi , so that EV is weakly contained in {“Vi}. 
In general, V is the direct sum of cyclic modules, and to show the 
weak containment of a direct sum of modules it is easily seen to be 
sufficient to show the weak containment of each summand. 
The converse follows by applying the above result to the functor 
from E-modules to B-modules. Q.E.D. 
COROLLARY 6.27. Let E and B be pre-P-algebras. If there exists an 
E-B-imprimitivity bimodule then the spectrums of E and B are homeo- 
morphic. 
One property of modules which is not preserved by the equivalence 
established by an imprimitivity bimodule is that of being cyclic, as 
is shown by the following example. 
EXAMPLE 6.28. Let B be the one-dimensional C*-algebra 6, let 
X = @a with the usua1 action of @ (viewed as a right action) and the 
usual B-inner product. Then X is a right B-rigged space whose im- 
primitivity algebra is the algebra of 2 x 2 complex matrices acting 
on X in the usual way, and with E-valued inner product defined in 
60711312-9 
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the usual way by forming operators of rank one. Now let I’ be the 
Hermitian B-module C2, which is not cyclic. Then EV is the four 
dimensional representation of E, which is cyclic. If we interchange 
the roles of E and B and take X instead of X, and if we let V now be 
the four-dimensional cyclic E-module, then it follows that BV is not 
cyclic. 
We remark however, that we do not know whether or not if H is a 
closed subgroup of a locally compact group G, and if V is a cyclic 
unitary H-module, then GV will always be cyclic as an E-module. 
(Of course, it need not be cyclic as a G-module-consider the regular 
representation of any compact group which is not second countable.) 
See also [27, 701. 
The equivalence theorem (Theorem 6.23) is the heart of the proof 
of the imprimitivity theorem. 
THE IMPRIMITIVITY THEOREM 6.29. Let A and B be pre-C*-algebras, 
and let X be a Hermitian B-rigged A-module. Let E be the imprimitivity 
algebra of the B-rigged space X. Then a Herma’tian A-module W is 
unitarily equivalent to a Hermitian A-module induced from some Hermitian 
B-module via X if and only if W can be made into a Hermitian E-module 
in such a way that 
a(ex) = (ae)x (6.30) 
for all a E A, e E E, x E X, where by ae we mean the product of a and e 
as elements of L(X). (This product will be an element of E.) 
Proof. If W is induced from a Hermitian B-module, then it follows 
from Theorem 5.1 that W will also be a Hermitian E-module satisfying 
6.30. 
Suppose, conversely, that W can be made into a Hermitian E-module 
in a way satisfying 6.30. Then by Theorem 6.23 there is a Hermitian 
B-module V such that as E-modules EV is unitarily equivalent to W. 
Let S be a unitary E-isomorphism of EV onto W. Now by Theorem 5.1 
EV is an A-module in such a way that 
a(eu) = (ae)u 
for a E A, e E E, u E EV. Since the action of A on W is assumed to 
satisfy the same relation, we have 
S(a(eu)) = S((ae)u) = (ae) S(u) = aS(eu) 
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for all a g A, e E E, and u E EV. But the linear span of the elements 
of the form eu in E V is dense in E V, and so S is a unitary A-isomorphism 
as well. Q.E.D. 
7. THE IMPRIMITIVITY THEOREM FOR GROUPS 
In this section we will show how Mackey’s imprimitivity theorem 
for induced representations of locally compact groups can be derived 
from the imprimitivity theorem for induced representations of C*- 
algebras (Theorem 6.29). Many of the maneuvers which we will carry 
out in showing this are counterparts of maneuvers occuring in [33, 4, 
16, 19, 44, 711. 
Our first task will be to obtain an explicit description of the im- 
primitivity algebra E of Definition 6.4 in the case of the rigged space 
obtained from a group and a closed subgroup. As before, we will let 
H be a closed subgroup of the locally compact group G, and we will 
let A and B denote the pre-C*-algebras C,(G) and C,(H) respectively, 
with A viewed as a pre-Hermitian B-rigged A-module in the way 
described in Section 4. 
Let C(G/H) denote the C*-algebra of bounded continuous complex- 
valued functions on G/H with pointwise multiplication and supremum 
norm II IL , and let C,(G/H) d enote its C*-subalgebra of functions 
vanishing at infinity. Whenever convenient we will tacitly identify 
elements of C(G/H) with the corresponding bounded continuous 
functions on G which are constant on the cosets of H. To facilitate 
this, our notation will not distinguish between points of G and points 
of G/H. We recall that according to Blattner’s formulation [4] of 
Mackey’s imprimitivity theorem, a system of imprimitivity based on 
G/H for a unitary G-module W is a representation of C,(G/H) on W 
such that 
x(Fw) = (xF)(xw) (7-l) 
for all x E G, FE C,(G/H), and w E W, where by definition (xF)(y) = 
F(x-ly) for all y E G. 
Now the elements of C(G/H) act on C,(G) by pointwise multiplication. 
We show that under this action, the B-rigged space C,(G) becomes 
a pre-Hermitian B-rigged C,(G/H)-module, and that the action of 
C,(G/H) on C,(G) satisfies relation 7.1. 
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PROPOSITION 7.2. Let FE C(G/H) and let MF denote the operator 
on C,(G) consisting of pointwise multiplication by F. Then MF E L(A) 
(where A = C,(G) is viewed as a C,(H)-rigged space), and in fact 
II MF II = II FIL . Thus C,(G) becomes a pre-Hermitian C,(H)-rigged 
C( G/H)-mod&e. Furthermore, as a Cm( G/H)-module C,(G) is non- 
degenerate, and so it is also a pre-Hermitian C&G/H)-module. 
Proof. Let FE C(G/H). It is easily verified that, since F is constant 
on cosets of H, the operator M, commutes with the right action of 
C,(H) on C,(G). Let f E C,(G). We must show3 that 
Let V be a unitary H-module, and let v E V. From the fact that F 
is constant on cosets of H it is easily calculated that 
where we use the notation of Theorem 4.4. Then the desired inequality 
is easily seen to follow from the second statement of Theorem 4.4. 
Furthermore, it is easily verified that the adjoint of M, is MF. 
It is clear that the *-homomorphism of C(G/H) into L(A) so obtained 
is injective, and so according to 1.8.3 of [13] it is isometric. Finally, 
for any f E C,(G) ‘t 1 is clear that we can find FE C,(G/H) such that 
MFf = f. It follows that as a C,(G/H)-module C,(G) is still non- 
degenerate. Q.E.D. 
From Proposition 4.10 and routine calculations we obtain: 
PROPOSITION 7.3. Let x E G, and let L, denote the operator on C,(G) 
consisting of convolving on the left by the unit measure concentrated at x 
(which is the same as left translation by x, so that Lzf = xf for f E C,(G)). 
Then L, E L(A), and L, is an isometric operator with respect to the B-valued 
inner-product on A. Furthermore, if F E C(G/H), then 
when by definition (xF)(y) = F(x-ly) for all y E G. 
s Here is a simpler proof: First show that P acts as the adjoint of F. Next, let F,, = 
(11 F II* - FF)llp. Then 
llFll2, <f>fh - <W,Ff>, = <(IIFll2, -iWf,f>, = <Fof,Fof>B a 0. 
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We remark that the above relation between L, and MF is just the 
analog of relation 7.1. Thus we could view the representation M of 
C(G/H) on C,(G) as being a “system of imprimitivity” for the “B- 
unitary” representation x I+ L, . 
Now by the action F +P xF used above (which comes from the natural 
action of G on G/H) G acts as a group of isometric *-automorphisms 
of the C*-algebra C(G/H). Furthermore, this action is strongly con- 
tinuous on the subalgebra C,(G/H) and on its dense s-subalgebra 
C,(G/H). Let us for the moment denote the left regular representation 
of C,(G) on itself also by L, since it is the integrated form of the repre- 
sentation x w L, . Then the algebraic tensor product C,(G/H) @ C,(G) 
over the complex numbers can be viewed as a vector space of operators 
on C,(G) by F @f~+ M,Lt . This collection of operators will in general 
not quite be an algebra of operators. However, the elements of 
‘XGIH) 0 C,(G) can be identified in an obvious way with certain 
elements of C,(G, C,(G/H)), the space of continuous C,( G/H)-valued 
functions on G of compact support, and it is easily seen that the above 
action of C,(G/H) @ C,(G) on C,(G) extends to an action of 
C&Z C,(GIW) given by 
for @ E C,(G, C,(G/H)) and f E C,(G). Furthermore, this collection of 
operators on C,(G) is an algebra, for if C,(G, C,(G/H)) is identified 
with C,(G x G/H) in the obvious way, then the composition of the 
operators corresponding to the elements Q, and Y of C,(G x G/H) 
is easily seen (by using the analog of 7.1) to be the operator corresponding 
to the element @ I Y of C,(G x G/H) defined by 
(@ * y)(x, 4 = s, WY, 4 Y(y-lx, y-l4 dr (7.5) 
for x E G, x E G/H. But this product is just the usual product in the 
transformation group algebra of the transformation group (G, G/H) 
(see for example Eq. 3.3 of [16]). In fact, if C,(G/H) is viewed as acting 
on itself rather than on C,(G) then analogous considerations can be 
used to motivate the definition of the product in an arbitrary trans- 
formation group algebra. 
PROPOSITION 7.6. Let @ E C,(G x G/H), and Zet S, denote the 
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operator on the B-rigged space A = C,(G) deJined by 7.4. Then S, E L(A). 
In fact, viewing @ as an element of C,(G, C,(G/H)), we have 
and the adjoint of S, is the operator corresponding to @*, where 
@*(y, Lx) = qy-‘,y-‘x) d(y-1). 
With this operation as the involution and with the product defined in 7.5, 
C,(G x G/H) b ecomes a *-algebra, and the map @ tt SO is an injective 
+-homomorphism of C,(G x G/H) into L(A). 
Proof. View @ as an element of C,(G, C.&G/H)), and for each 
y E G, let N, = M (p(y)L21 , which is an element of L(A) of norm (1 @(y)jlm 
by Propositions 7.2 and 7.3. The function y ++ N, is not in general 
norm continuous since L, is not. However, it is “strongly continuous” 
in the sense that for any f E C,(G), the function y t-t N,f is clearly 
continuous for the inductive limit topology on C,.(G). Thus for any 
state p of B (that is, normalized positive-type function on H), it is 
continuous for the topology on A corresponding to the inner product 
p(( , )B). Furthermore, if 11 IJp d enotes the norm from that inner 
product, we have 
by Proposition 7.2. It follows that 
I/ j- NJ dr iin G (j” II WIlm 4) Ilfll, . 
Since this is true for all states p of B, it follows easily that (1 S, 1) < 
J I] @(y)llm dy as desired. The remaining statements of the proposition 
are verified by routine calculations. Q.E.D. 
We remark that the involution defined above is the usual one for 
transformation group algebras (see Eq. 3.5 of [16]), and that 1 II @(y)llm dy 
defines a norm on C,(G x G/H) under which this algebra becomes a 
a-normed algebra (see 3.11 of [16] or Theorem 2.2 of [9]). 
It is our impression that it has not been noticed before in the literature 
that C,(G x G/H) can act as an algebra of operators on C,(G). 
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COROLLARY 7.7. The inductive limit topology on C,(G x G/H) is 
jiner than the P-norm topology obtained from viewing C,(G x G/H) 
as a subalgebra of L(A). 
We now obtain an explicit form for the “rank one” operators which 
generate E. Let f, g E C,(G), and let TO,,, be the corresponding operator 
defined as in 6.1. If h E C,(G), then it is easily calculated that 
(Tcf,,,W) = (f * (g, b)(4 
Let us define K(j,p) by 
(7.8) 
From the left invariance of Haar measure on H, it follows that in its 
second variable, KctS,l is constant on cosets of H, and so Ko,~) can 
be viewed as a continuous function on G x G/H. It is easily verified 
that in fact Kg,O~ is in C,(G x G/H). Finally, we have carefully defined 
Ktf,B) in such a way that its action on C,(G) corresponding to the action 
of T(,,,) is defined by 7.4. It follows that E is contained in the image 
in L(A) of C,(G x G/H) under the representation Cp I+ S, . In other 
words: 
PROPOSITION 7.9. If f, g E C,(G), then (f, g)= is the operator on 
C,(G) whose vaZue on h E C,(G) is given by 
where Ktf,B) is dejined as in 7.8. The map TtfPs) ct Ktf,*) extends to an 
injective *-homomorphism of E onto a two sided ideal of C,(G x G/H). 
From now on we will tacitly identify E with its image in C,(G x G/H) 
whenever this is convenient. 
We would like to show that E is dense in C,(G x G/H) in the C*-norm 
from L(A). In view of Corollary 7.7 it suffices to show that E is dense 
in the inductive limit topology. To do this, it suffices to show that E 
contains an approximate identity for C,(G x G/H) in the inductive 
limit topology, because of the fact that E is a two-sided ideal in 
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C,(G x G/H). The verification of the following description of a con- 
venient type of approximate identity for C,(G x G/H) is almost the 
same as the proof of Lemma 3.27 of [16]. 
LEMMA 7.10. Let OC~,~) be a net of non-negative elements of 
C,(G x G/H) h’ h w zc is indexed by decreasing neighborhoods, N, of the 
identity element of G and by increasing compact subsets, C, of G/H, such 
that 
(1) @(N,~)(x,Y) = 0 ifx4N 
(2) J-G @w,&, y> dx = 1 ifu 6 C. 
Then OcN,C’) is an approximate identity for C,(G x G/H) in the sense 
that OC~,~) * @ converges in the inductive limit topology to @ for any 
@ E C,(G x G/H). 
PROPOSITION 7.11. The two-sided ideal E is dense in C,(G x G/H) 
in the inductive limit topology. 
PYOO~. Let N be a neighborhood of the identity element of G, 
and let C be a compact subset of G/H. Let b be a Bruhat approximate 
cross section (as described before Theorem 4.4) which has been 
truncated so that b E C,(G) and JH b(xs) ds = 1 for all x E C. Choose a 
neighborhood iV of the identity element of G such that M2 C N, and 
choose a partition of unity [5] for G which is finer than right translates 
of M, that is, so that each element of the partition is supported in a 
right translate of M. Multiply this partition pointwise with b, so that 
we obtain a finite number of not identically zero functions, fi ,..., f, , 
in C,(G) such that for each i, the support of fi is contained in MXi 
for some zi E G, and 
i JHhb’s) ds = 1 for y E C. (7.12) 
For each i, choose a non-negative function gi E C,(G) such that gi* 
is supported in z;lM and scgi*(x) dx = 1. Let 
Then routine calculations show that 0 cN,c) satisfies conditions 1 and 2 
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of Lemma 7.10. Thus E contains an approximate identity for 
C,(G x G/H) and so is dense in C,(G x G/H). Q.E.D. 
COROLLARY 7.13. The two-sided ideal E is dense in C,(G x G/H) in 
the C*-nom from L(A). 
Thus, while C,(G x G/H) will not in general be complete with 
respect to the C*-norm from L(A), or even closed in L(A), we can 
think of it as a fuller version than E of the analog of the algebra of all 
compact operators on A. For example, the closure of C,(G x G/H) 
in L(A) will be a two-sided ideal, and in particular will be acted on 
on the left by the subalgebras M,(G) ( see Proposition 4.10) and C(G/H) 
of L(A). These subalgebras actually carry C,(G x G/H) into itself, and 
their actions are easily verified to be the following: 
(m * @I@, 4 = s, @(Y-% Y-~x) WY), (7.14) 
VW, 4 = F(x) @(z, x), (7.15) 
for m E M,(G), FE C(G/H), and Q, 6 C,(G x G/H). Except for dif- 
ferences in conventions, these are the same actions as considered by 
Blattner in the last paragraph of p. 425 of [4], or as defined in Eqs. 3.22 
and 3.33 of [16] (see [12] and [24] also). Of course, Hermitian E-modules 
will coincide with Hermitian C,(G x G/H)-modules. Thus we could 
now replace E by C,(G x G/H). Instead, to simplify our notation, 
we will simply let E denote C,(G x G/H) from now on. 
On the basis of Theorem 6.29, we could now state a preliminary 
version of the imprimitivity theorem for this setting, namely, that a 
Hermitian C,(G)-module W is induced from a Hermitian C,(H)- 
module if and only if the action of C,(G) on W can be extended to an 
action of E on W in such a way that W becomes a Hermitian E-module 
and that 
fP4 = (f * @P)w 
for allfE C,(G), Q, E E, and w E W (wheref * Q, is defined as in 7.14). 
The reason that this version is not very useful is that it requires that 
the representation of E on W be continuous for the L(A)-norm, and 
this norm is defined in a somewhat complicated way in terms of the 
representation theory of H. To obtain a more useful theorem we need 
to show that, instead, it is sufficient for the representation of E on W 
to be continuous with respect to the inductive limit topology. 
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THEOREM 7.16. Let W be a Hilbert space which is an E-module 
(E = C,( G x G/H)) giving a nondegenerate *-representation of E by 
bounded operators. If this representation is continuous for the inductive 
limit topology, in the sense that @ ti (@w, w’)~ is continuous in the 
inductive Eimit topology for all w, w’ E W, then this representation is 
continuous for the L(A)- norm on E, so that W is a Hermitian E-module. 
Proof. The means by which we relate W to the representation 
theory of H is to “induce” W down to H. Specifically: 
LEMMA 7.17. Let W be an E-module satisfying the conditions of the 
above theorem. Let X denote the E-B-imprimitivity bimodule C,.(G), 
and then let X be defined as in De$nition 6.17. Define a sespuiZinear form 
on 2 gE W whose value on elementary tensors is given by 
<Jo w* g” 0 w’> = <<&%w, w’>. 
Then this form dejines a preinner product on 2 BE W, and with this 
preinner product -J!? ot W becomes a pre-Hermitian B-module. 
Proof. Let an element, Cji @ wi, of Y? BE W be given. We must 
show that the sesquilinear form evaluated on this element is non- 
negative. Now it is easily seen that we can find a net, gk , of elements 
of C,(G) such that the net (gk , g,), of elements of C,(H) is an ap- 
proximate identity for C,(G) in the sense that h * (gk , gk)B converges 
to h in the inductive limit topology for all h E C,(G). It follows that 
<fj ’ <gk > gk>B , fi)E converges to (4 , fi)E in the inductive limit 
topology on E for each i and j. Now a routine calculation using con- 
dition 1 of Definition 6.10 shows that for each k 
1 (<fi ’ (gk ) g7c)B ,fi)EWi 3 Wj> = (T <gk ,fi)EWi 3 c <gk jfj>sWj), 
i,j j 
which is clearly non-negative. But then the limit of this expression, 
which is 
since the representation on W is assumed continuous for the inductive 
limit topology, must be non-negative, as desired. 
We show next that x BE W is a pre-Hermitian C,(H)-module. 
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Now C,(G) is not only a right C,(H)-module, but also a right M,(H)- 
module in the same way. In particular, if Ss denotes the unit mass 
at the point s of H, then f * as is defined for f E C,(G) by (f . 6,)(x) = 
h)f (xs-l) WY, and in this way C,(G) becomes a right H-module. 
It is easily verified that this action of H is “isometric” with respect 
to the E-valued inner-product on C,(G). Furthermore, the action of H is 
“strongly continuous” in the sense that (f - f -6, , f - f * S,>, con- 
verges to zero in the inductive limit topology for any f E C,(G) as s 
converges to the identity element of H (because f-f * 6, converges 
to zero in the inductive limit topology). From all this, it follows that 
X becomes a left H-module on which the action of H is “isometric” 
and “strongly continuous.” 
From the above considerations, it follows that X BE W is a left 
H-module, and now the action of H is easily verified to be isometric 
with respect to the ordinary preinner product defined above. Further- 
more, from the “strong continuity” of the action of H on C,(G) together 
with the assumption that the action of E on W is continuous for the 
inductive limit topology, it is easily seen that the action of H on X BE W 
is strongly continuous in the usual sense. Thus X BE W is a “pre- 
unitary” H-module. 
Now what we wish to show is that as a C,(H)-module, 8 BE W is 
pre-Hermitian. To do the, it clearly suffices to verify that the repre- 
sentation of C,(H) on X BE W is just the integrated form of the 
“preunitary” representation of H defined just above. By linearity and 
polarization, it suffices to show that 
<(g * 4, f )Ew, w’> = s H W<<g - 6s > f M, w’> ds 
for all f, g E C,(G), 4 E C,(H), and w, w’ E W. But this is easily verified 
by noting that 
and by using the fact that g t-+ (g, f) E is continuous and that the repre- 
sentation of E on W is assumed to be continuous in the inductive 
limit topology. Q.E.D. 
We now return to the proof of Theorem 7.16. Since, as we have 
just seen, X aE W is a pre-Hermitian B-module, it follows from the 
first part of Theorem 5.9 that X o8 (X BE IV) is a pre-Hermitian 
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E-module. But a routine calculation shows that the map from 
X Be (x BE W) into W which on elementary tensors is defined by 
f 0 (2 0 4 * <A &?)EW, 
is an isometric E-module homomorphism. (This calculation can be used 
to give an alternative proof of Theorem 6.28.) Furthermore, this map 
has dense range because of Proposition 7.11. It follows that W is a 
Hermitian E-module. Q.E.D. 
We remark that the above theorem can be generalized to the setting 
of C*-algebras if appropriate (somewhat cumbersome) hypotheses are 
made concerning approximate identities. 
We could now state a useful imprimitivity theorem of a form very 
analogous to Theorem 6.29. Instead, we will go directly to Mackey’s 
form of the imprimitivity theorem [34, 381 as generalized to not neces- 
sarily separable groups by Loomis and Blattner [33, 41. 
THE IMPRIMITIVITY THEOREM FOR GROUPS 7.18. Let G be a ZocaZZy 
compact group, let H be a closed subgroup of G, and let W be a unitary 
G-module. Then W is unitarily equivalent to a unitary G-module induced 
from some unitary H-module if and only if W can be made into a Hermitian 
C,(G/H)-module in such a way that 
x(Fw) = (xF)(xw) (7.19) 
for all x E G, FE C,(G/H), and w E W (see 7.1). (A representation of 
C,(G/H) on W satisfying 7.19 is called a system of imprimitivity for W 
based on G/H.) 
Proof. The necessity of the conditions follows from our earlier 
considerations, particularly Proposition 7.3. Suppose now that W is a 
unitary G-module which satisfies the conditions of the theorem. We 
would like to make W into a Hermitian E-module. Now for any 0 E E 
and w E W, view @ as an element of C,(G, C,(G/H)) and define @w, 
in analogy with 7.4, by 
@w = G @(Y)(YW) dY* s 
(7.20) 
This definition can be justified by arguments analogous to those used 
in the proof of Proposition 7.6. Furthermore, as in the proof of that 
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proposition, it is easily seen that W becomes an E-module giving a 
*-representation of E by bounded operators, and in fact that 
In particular, this last fact shows that the representation is continuous 
for the inductive limit topology in the sense of Theorem 7.16. Finally, 
a standard argument shows that the representation is nondegenerate. 
(Proofs of most of the above facts can also be found in 124, 4, 161.) 
Applying Theorem 7.16, we conclude that W is a Hermitian E-module. 
Now if f E A, @ E E, and w E W then, by using 7.14, 7.19, and 7.20, 
it is easily calculated that 
f@w = (f * @>w* 
An application of Theorem 6.29 concludes the proof. Q.E.D. 
We conclude this section by indicating how the above results can 
be applied to projective representations. We will use the approach to 
projective representations which is described in Section 17 of [19] 
because it works smoothly in the nonseparable case. Let T denote 
the group of complex numbers of modulus one, and let G be a locally 
compact group. We will let f denote a central group extension of G 
by T, that is, a locally compact group, G, , together with maps 
such that i is a (homeomorphic) isomorphism of T onto a closed central 
subgroup of Gc , and u is an open continuous homomorphism of G( 
onto G whose kernel is i(T). (Th e connection with cocycles in the 
separable case can be made using [17] and [49].) Following the definition 
on p. 149 of [19] we will mean by a &projective representation of G 
an ordinary representation of G, which when restricted to i(T), gives 
the standard representation of T (that is, the representation c t-t c1 
for c E T, where I is the identity operator on the space of the repre- 
sentation of G,). If H is a closed subgroup of G, we will let He denote 
the preimage of H under u, so that HE is the group of a central group 
extension of H by T which we will also denote by c. If R is a &projective 
representation of H (so an ordinary representation of H,), then by GR 
we mean the ordinary representation of Gc induced from R. It is easily 
verified that GR is a f-projective representation of G. 
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We note that G,IH, is naturally homeomorphic to G/H. By a system 
of imprimitivity based on G/H for the &projective representation S 
of G, we mean an ordinary system of imprimitivity based on G,IH, 
(as in Theorem 7.18) for the ordinary representation S of G, . Then 
it is not difficult to show that the ordinary representation Hc from which 
S is induced according to Theorem 7.18, whose space comes from 
x gE W where W is the space of S, is a &projective representation 
of H. This is the imprimitivity theorem for &projective representations. 
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