Abstract-In this paper, we evaluate the effects of time separation between acquisitions in iris recognition. We use for our experiments a publicly available iris recognition system and the BiosecurlD database, containing 8128 iris images of 254 individuals acquired in four acquisition sessions, separated by one to four weeks between consecutive sessions. Reported results show that time separation between iris samples under comparison has severe impact on the recognition rates. An important degradation on the False Rejection Rate is observed, meaning that the intra-class variability is increased. All images in our database have been acquired under similar controlled conditions and with the same sensor.
I. INTRODUCTION Biometric authentication has been receiving a considerable attention over the last years due to the increasing demand for automatic person recognition. The term biometrics refers to automatic recognition of an individual based on anatomical (e.g., fingerprint, face, iris, hand geometry, ear, palmprint) or behavioral characteristics (e.g., signature, gait, keystroke dynamics), which cannot be stolen, lost or copied [1] . Among all biometric techniques, iris recognition has been traditionally regarded as one of the most reliable and accurate biometric identification system available [2] .
One of the drawbacks of a biometric system is the variability in the acquired data. The biometric data acquired from an individual during authentication may be very different from the data that was used to generate the template during enrollment, thereby affecting the matching process [1] . In this paper, we evaluate the effects of time separation between acquisitions in iris recognition. Our goal is to determine to what extent recognition rates are degraded when time between sample acquisition is increased. Experiments reported here show that the False Rejection Rate is dramatically worsened. Subsequent experiments suggest that this degradation in the error rates is not caused by variations in the user-sensor interaction, but by a reduction in the similarity between iris templates across time.
II. RECOGNITION SYSTEM
We have used for our experiments the iris recognition system' developed by Libor Masek [3] , [4] . It A. Segmentation and Normalization For the iris segmentation task, the system uses circular Hough transform in order to detect the iris and pupil boundaries. Iris boundaries are modeled as two concentric circles. The range of search radius values is set manually. A maximum value is also imposed to the distance between the circle's center. An eyelids and eyelashes removal step is also performed in the system. Eyelids are isolated first by fitting a line to the upper and lower eyelid using the linear Hough transform. Eyelashes isolation is then performed by histogram thresholding. An example can be seen in Figure 1 .
For normalization of iris regions, a technique based on Daugman's rubber sheet model is employed. The centre of the pupil is considered as the reference point, and radial vectors pass through the iris region. Since the pupil can be non-concentric to the iris, a remapping formula for rescale points depending on the angle around the circle is used. Normalization produces a 2D array with horizontal dimensions of angular resolution and vertical dimensions of radial resolution, in addition to another 2D noise mask array for marking reflections, eyelashes, and eyelids detected in the segmentation stage. In Figure 2 , an example of the normalization step is depicted.
B. Feature encoding and Matching
Feature encoding is implemented by convolving the normalized iris pattern with ID Log-Gabor wavelets. The 2D normalized pattern is broken up into a number of ID signals, and then these ID signals are convolved with ID Gabor wavelets. The rows of the 2D normalized pattern are taken as the ID signal, each row corresponds to a circular ring on the iris region. It uses the angular direction since maximum independence occurs in this direction [3] . The output of filtering is then phase quantized to four levels using the Daugman method [5] , with each filtering producing two bits of data. The output of phase quantization is a grey code, so that when going from one quadrant to another, only 1 bit changes. This will minimize the number of bits disagreeing, if say two intra-class patterns are slightly misaligned and thus will provide more accurate recognition [3] . The encoding process produces a bitwise template containing a number of bits of information, and a corresponding noise mask which represents corrupt areas within the iris pattern.
For In order to account for rotational inconsistencies, when the Hamming distance of two templates is calculated, one template is shifted left and right bitwise and a number of Hamming distance values is calculated from successive shifts [5] . This method corrects for misalignments in the normalized iris pattern caused by rotational differences during imaging. From the calculated distance values, the lowest one 
A. Database and Protocol
For the experiments in this paper, we use the BioSec baseline [6] and BioSecurlD [7] having 400 users in the Biosec database and 508 users in the BiosecurlD database. Glasses were removed for the acquisition, while the use of contact lenses was allowed. Both databases used the same LG Iris Access 3000 sensor, with an image size of 640 pixels width and 480 pixels height (see Figure 3) . This sensor incorporates a built-in quality checking process: a sequence of 20 images is acquired and the best of them is selected. Previous to this sequence acquisition, the camera automatically checks subject' positioning and distance to ensure proper focus (if this checking fails, no sequence is acquired). Specular reflection is positioned in the pupil region (outside of the iris region, see Figure 4 for example) due to the proper positioning of a set of LEDbased light sources. Acquisition of the databases was done in an office-like environment under the supervision of a human operator that gave the necessary instructions and guidance. Regarding the environmental conditions, neutral lighting with no preponderant focuses was used, and the pose of the contributor was frontal while sitting in a non-revolving chair.
The Biosec database is used here to tune the parameters of the verification system, namely the range of radii of circles modeling iris boundaries, as well as the maximum distance allowed between the centers of both circles. Once tuned the system, the BiosecurlD database is used for testing. In Figure 4 , some iris samples from the BioSecurlD subcorpus are shown. Eyelashes detection is not performed in our experiments. Although eyelashes are quite dark compared with the surrounding iris region, other iris areas are equally dark due to the imaging conditions. Therefore, thresholding to isolate eyelashes would also remove important iris regions, as shown in Figure 1, making For evaluation of the verification performance, the following experiments are carried out in the BiosecurlD database: i) matching between iris of the same session (intra-session evaluation); and ii) matching between iris of the first session against each of the others sessions (inter-session evaluation). For the intra-session evaluation, the experimental protocol is as follows. Genuine matches are obtained by comparing each of the four images of a user to the remaining images of the same user, but avoiding symmetric matches. Impostor matches are obtained by comparing the first image of an user to the four iris images of the remaining users, avoiding symmetric matches. This process is repeated for the four different sessions, resulting on four sets of scores, one per session. For the inter-session evaluation, the experimental protocol is as follows. For a given user, all the images of the first session are considered as enrolment templates. Genuine matches are obtained by comparing the templates to the corresponding images of the second (third, fourth) session from the same user. Impostor matches are obtained by comparing one randomly selected template of a user to a randomly selected iris image of the second (third, fourth) session from the remaining users. As a result, three sets of scores are obtained.
B. Results and discussion
In Figure 5 we plot the distribution of radii of circles modeling iris boundaries for the Biosec database. Based on this histogram, we set a range from 90 to 130 pixels for the outer circle and 28 to 78 pixels for the inner circle. It is also depicted in Figure 6 the distribution of distance between centers of pupil and iris circumferences (top) and examples of images that fails extraction (bottom) when a threshold value of 14 is set. With these constraints, for the BioSec database we obtain 2631 iris images correctly extracted of the 3200 iris images available, which corresponds to a success rate of around 82.32%. For BioSecurID, we get 6223 iris images correctly extracted of the 8128 iris images available, which corresponds to a success rate of around 76.56%. These figures are summarized in Table I . They are consistent with those of [3] , where a success rate of around 83% was reported on the CASIA database using the same system. As a result, it is not possible to use all the eye images from the BiosecurlD database for testing experiments. The number of available matches are summarized in Table II. Verification results for the intra-and inter-session experiments are reported in Table III . FRR at three specific FAR points is reported. In Figure 7 , distributions of FR and FA errors are also depicted. It is observed that error rates are increased considerably in the inter-session experiments with respect to the intra-session ones (an increase of more than twice as many is observed). This reveals that time separation between samples being compared has impact on the recognition rates. From Figure 7 , it is worth noting that degradation occurs on the FRR, not on the FAR, meaning that the system remains enough robust to impostor accesses across time but that intra-class variability is increased. These results are mirrored in Table IV , where the mean and standard deviation values of genuine and impostor score distributions are given, together with a plot of their distributions. Interestingly enough, we observe that only the mean value of genuine score distributions is affected, but not its standard deviation. We also give in Table IV the Fisher Distance between genuine and impostor score distributions, which is defined as [8] : (2) where AG and aG (pI and uI) are the mean and variance of the genuine score distribution (impostor score distribution). A significant reduction is observed in the FD for the intersession experiments with respect to the intra-session ones.
By looking at the intra-session experiments of Table III , no general trend can be observed in the error rates among different sessions. This can also be observed in the score distributions of Table IV (top). On the other hand, we observe from the inter-session experiments that as time separation between samples is increased, higher error rates are obtained. Particularly, clear differences are observed between the "sls2" line of Figure 7 and the other ones. It seems, however, that once that a minimum time between samples has passed, error rates are not apparently increased. This is observed in Figure 7 , where an small separation between lines marked "sl-s3" and "sl-s4" can be seen.
We now study the differences observed in the genuine score distributions between intra-and inter-class experi- Figure 8 ) accounts for the number of significant bits between the two bitwise templates under comparison, whereas the numerator (right part of Figure 8 ) is the number of dissimilar bits between them. It is clearly observed that when time separation is allowed, the number of dissimilar bits between the samples is increased. In other words, the similarity between two iris templates is reduced if they are acquired at different moments (in our experiments, the minimum separation is one to four weeks between any two consecutive sessions). However, as observed before, once that a minimum time between samples has passed, the similarity is not reduced anymore. The databases used in our experiments have been acquired under supervision of an operator, with neutral lighting and frontal pose of the contributor. As a result, no significant differences are expected between iris images of different sessions due to the acquisition process. This is consistent with Figure 8 (left) , where the number of significant bits between iris templates remains constant with time. We also plot in Figure 9 the distribution of several geometrical parameters of the BiosecurlD database, namely: radius of the pupil and iris, area of the iris, and size of the noise mask. No remarkable differences are found in these parameters for the different sessions, thus suggesting that the acquisition process itself has not impact on the differences observed above in the error rates.
IV. CONCLUSIONS
The effects of time separation between samples acquisition in iris recognition is studied. A publicly available iris recognition system and the BiosecurlD database are used in our experiments. This database contains iris images of 254 individuals acquired in four acquisition sessions, separated by one to four weeks between consecutive sessions, thus allowing to evaluate time variability. We observe that time separation between iris samples being compared has impact on the recognition rates. An increase of more than twice as many is observed in the False Rejection Rate. On the contrary, no effect is observed in the False Acceptance Rate.
ments. We plot in Figure 8 This means that the system remains enough robust to impostor accesses across time but that intra-class variability is increased. A subsequent analysis suggest that this difference in performance across time is not caused by the acquisition process (i.e. different interaction with the sensor) but by a reduction of similarity between iris template across time.
Existing technology evaluations have not taken into account the effects of timing in iris recognition [9] . Results of this paper motivates us to conduct further experiments using other recognition algorithms and acquisition devices [10] . Also, to cope with this problem, template update techniques, the use of multiple templates [11] and the incorporation of quality measures [12] Fondo Social Europeo for supporting his PhD studies.
