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Abstract
The goal of this paper is to prove that coniveau spectral sequences
are motivically functorial for all cohomology theories that can be fac-
torized through motives. To this end the motif of a smooth variety over
a countable field k is decomposed (in the sense of Postnikov towers)
into twisted (co)motives of its points; this is generalized to arbitrary
Voevodsky’s motives. In order to study the functoriality of this con-
struction, we use the formalism of weight structures (introduced in the
previous paper). We also develop this formalism (for general triangu-
lated categories) further, and relate it with a new notion of nice duality
of triangulated categories (that’s a sort of a pairing for two distinct
categories); this piece of homological algebra could be interesting for
itself.
We construct a certain Gersten weight structure for a triangulated
category of comotives that contains DM effgm as well as (co)motives of
function fields over k. It turns out that the corresponding weight spec-
tral sequences generalize the classical coniveau ones (to cohomology of
arbitrary motives). When a cohomological functor is represented by a
Y ∈ ObjDM eff− , the corresponding coniveau spectral sequences can
∗The author gratefully acknowledges the support from Deligne 2004 Balzan prize in
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00287) and INTAS (grant no. 05-1000008-8118).
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be expressed in terms of the (homotopy) t-truncations of Y ; this ex-
tends to motives the seminal coniveau spectral sequence computations
of Bloch and Ogus.
We also obtain that the comotif of a smooth connected semi-local
scheme is a direct summand of the comotif of its generic point; co-
motives of function fields contain twisted comotives of their residue
fields (for all geometric valuations). Hence similar results hold for any
cohomology of (semi-local) schemes mentioned.
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Introduction
Let k be our perfect base field.
We recall two very important statements concerning coniveau spectral
sequences. The first one is the calculation of E2 of the coniveau spectral se-
quence for cohomological theories that satisfy certain conditions; see [BOg94]
and [CHK97]. It was proved by Voevodsky that these conditions are fulfilled
by any theory H represented by a motivic complex C (i.e. an object of
DMeff− ; see [Voe00a]); then the E2-terms of the spectral sequence could be
calculated in terms of the (homotopy t-structure) cohomology of C. This
result implies the second one: H-cohomology of a smooth connected semi-
local scheme (in the sense of §4.4 of [Voe00b], i.e. actually an affine essen-
tially smooth one) injects into the cohomology of its generic point; the latter
statement was extended to all (smooth connected) primitive schemes by M.
Walker.
The main goal of the present paper is to construct (motivically) functorial
coniveau spectral sequences converging to cohomology of arbitrary motives;
there should exist a description of these spectral sequences (starting from
E2) that is similar to the description for the case of cohomology of smooth
varieties (mentioned above).
A related objective is to clarify the nature of the injectivity result men-
tioned; it turned our that (in the case of a countable k) the cohomology of
a smooth connected semi-local (more generally, primitive) scheme is actu-
ally a direct summand of the cohomology of its generic point. Moreover,
the (twisted) cohomology of a residue field of a function field K/k (for any
geometric valuation of K) is a direct summand of the cohomology of K. We
actually prove more in §4.3.
Our main homological algebra tool is the theory of weight structures (in
triangulated categories; we usually denote a weight structure by w) intro-
duced in the previous paper [Bon10]. In this article we develop it further;
this part of the paper could be interesting also to readers not acquainted with
motives (and could be read independently from the rest of the paper). In
particular, we study nice dualities (certain pairings) of (two distinct) trian-
gulated categories; it seems that this subject was not previously considered
in the literature at all. This allows us to generalize the concept of adjacent
weight and t-structures (t) in a triangulated category (developed in §4.4 of
[Bon10]): we introduce the notion of orthogonal structures in (two possibly
distinct) triangulated categories. If Φ is a nice duality of triangulated C,D,
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X ∈ ObjC, Y ∈ ObjD, t is orthogonal to w, then the spectral sequence
S converging to Φ(X, Y ) that comes from the t-truncations of Y is natu-
rally isomorphic (starting from E2) to the weight spectral sequence T for the
functor Φ(−, Y ). T comes from weight truncations of X (note that those gen-
eralize stupid truncations for complexes). Our approach yields an abstract
alternative to the method of comparing similar spectral sequences using fil-
tered complexes (developed by Deligne and Paranjape, and used in [Par96],
[Deg09], and [Bon10]). Note also that we relate t-truncations in D with vir-
tual t-truncations of cohomological functors on C. Virtual t-truncations for
cohomological functors are defined for any (C,w) (we do not need any tri-
angulated ’categories of functors’ or t-structures for them here); this notion
was introduced in §2.5 of [Bon10] and is studied further in the current paper.
Now, we explain why we really need a certain new category of comotives
(containing Voevodsky’s DMeffgm ), and so the theory of adjacent structures
(i.e. orthogonal structures in the case C = D, Φ = C(−,−)) is not sufficient
for our purposes. It was already proved in [Bon10] that weight structures
provide a powerful tool for constructing spectral sequences; they also relate
the cohomology of objects of triangulated categories with t-structures adja-
cent to them. Unfortunately, a weight structure corresponding to coniveau
spectral sequences cannot exist on DMeff− ⊃ DM
eff
gm since these categories
do not contain (any) motives for function fields over k (as well as motives
of other schemes not of finite type over k; still cf. Remark 4.5.4(5)). Yet
these motives should (co)generate the heart of this weight structure (since
the objects of this heart should corepresent covariant exact functors from the
category of homotopy invariant sheaves with transfers to Ab).
So, we need a category that would contain certain homotopy limits of
objects of DMeffgm . We succeed in constructing a triangulated category D
(of comotives) that allows us to reach the objectives listed. Unfortunately,
in order to control morphisms between the homotopy limits mentioned we
have to assume k to be countable. In this case there exists a large enough
triangulated category Ds (DMeffgm ⊂ Ds ⊂ D) endowed with a certain Ger-
sten weight structure w; its heart is ’cogenerated’ by comotives of function
fields. w is (left) orthogonal to the homotopy t-structure on DMeff− and (so)
is closely connected with coniveau spectral sequences and Gersten resolutions
for sheaves. Note still: we need k to be countable only in order to construct
the Gersten weight structure. So those readers who would just want to have
a category that contains reasonable homotopy limits of geometric motives
(including comotives of function fields and of smooth semi-local schemes),
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and consider cohomology theories for this category, may freely ignore this
restriction. Moreover, for an arbitrary k one can still pass to a countable
homotopy limit in the Gysin distinguished triangle (as in Proposition 3.6.1).
Yet for an uncountable k countable homotopy limits don’t seem to be in-
teresting; in particular, they definitely do not allow to construct a Gersten
weight structure (in this case).
So, we consider a certain triangulated categoryD ⊃ DMeffgm that (roughly!)
’consists of’ (covariant) homological functors DMeffgm → Ab. In particular,
objects of D define covariant functors SmV ar → Ab (whereas another ’big’
motivic category DMeff− defined by Voevodsky is constructed from certain
sheaves i.e. contravariant functors SmV ar → Ab; this is also true for all mo-
tivic homotopy categories of Voevodsky and Morel). Besides, DMeffgm yields
a family of (weak) cocompact cogenerators for D. This is why we call ob-
jects of D comotives. Yet note that the embedding DMeffgm → D is covariant
(actually, we invert the arrows in the corresponding ’category of functors’
in order to make the Yoneda embedding functor covariant), as well as the
functor that sends a smooth scheme U (not necessarily of finite type over k)
to its comotif (which coincides with its motif if U is a smooth variety).
We also recall the Chow weight structure w′Chow introduced in [Bon10];
the corresponding Chow-weight spectral sequences are isomorphic to the clas-
sical (i.e. Deligne’s) weight spectral sequences when the latter are defined.
w′Chow could be naturally extended to a weight structure wChow for D. We
always have a natural comparison morphism from the Chow-weight spectral
sequence for (H,X) to the corresponding coniveau one; it is an isomorphism
for any birational cohomology theory. We consider the category of birational
comotives Dbir i.e. the localization of D by D(1) (that contains the cat-
egory of birational geometric motives introduced in [KaS02]; though some
of the results of this unpublished preprint are erroneous, this makes no dif-
ference for the current paper). It turns our that w and wChow induce the
same weight structure w′bir on Dbir. Conversely, starting from w
′
bir one can
’glue’ (from slices) the weight structures induced by w and wChow on D/D(n)
for all n > 0. Moreover, these structures belong to an interesting family of
weight structures indexed by a single integral parameter! It could be in-
teresting to consider other members of this family. We relate briefly these
observations with those of A. Beilinson (in [Bei98] he proposed a ’geometric’
characterization of the conjectural motivic t-structure).
Now we describe the connection of our results with related results of
F. Deglise (see [Deg08a], [Deg08b], and [Deg09]). He considers a certain
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category of pro-motives whose objects are naive inverse limits of objects
of DMeffgm (this category is not triangulated, though it is pro-triangulated
in a certain sense). This approach allows to obtain (in a universal way)
classical coniveau spectral sequences for cohomology of motives of smooth
varieties; Deglise also proves their relation with the homotopy t-truncations
for cohomology represented by an object of DMeff− . Yet for cohomology
theories not coming from motivic complexes, this method does not seem to
extend to (spectral sequences for cohomology of) arbitrary motives; motivic
functoriality is not obvious also. Moreover, Deglise didn’t prove that the
pro-motif of a (smooth connected) semi-local scheme is a direct summand
of the pro-motif of its generic point (though this is true, at least in the
case of a countable k). We will tell much more about our strategy and on
the relation of our results with those of Deglise in §1.5 below. Note also
that our methods are much more convenient for studying functoriality (of
coniveau spectral sequences) than the methods applied by M. Rost in the
related context of cycle modules (see [Ros96] and §4 of [Deg08b]).
The author would like to indicate the interdependencies of the parts of
this text (in order to simplify reading for those who are not interested in
all of it). Those readers who are not (very much) interested in (coniveau)
spectral sequences, may avoid most of section 2 and read only §§2.1 –2.2
(Remark 2.2.2 could also be ignored). Moreover, in order to prove our direct
summands results (i.e. Theorem 4.2.1, Corollary 4.2.2, and Proposition 4.3.1)
one needs only a small portion of the theory of weight structures; so a reader
very reluctant to study this theory may try to derive them from the results
of §3 ’by hand’ without reading §2 at all. Still, for motivic functoriality of
coniveau spectral sequences and filtrations (see Proposition 4.4.1 and Remark
4.4.2) one needs more of weight structures. On the other hand, those readers
who are more interested in the (general) theory of triangulated categories
may restrict their attention to §§1.1– 1.2 and §2; yet note that the rest of
the paper describes in detail an important (and quite non-trivial) example
of a weight structure which is orthogonal to a t-structure with respect to a
nice duality (of triangulated categories). Moreover, much of section §4 could
also be extended to a general setting of a triangulated category satisfying
properties similar to those listed in Proposition 3.1.1; yet the author chose
not to do this in order to make the paper somewhat less abstract.
Now we list the contents of the paper. More details could be found at the
beginnings of sections.
We start §1 with the recollection of t-structures, idempotent completions,
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and Postnikov towers for triangulated categories. We describe a method for
extending cohomological functors from a full triangulated subcategory to the
whole C (after H. Krause). Next we recall some results and definitions for
Voevodsky’s motives (this includes certain properties of Tate twists for mo-
tives and cohomological functors). Lastly, we define pro-motives (following
Deglise) and compare them with our triangulated category D of comotives.
This allows to explain our strategy step by step.
§2 is dedicated to weight structures. First we remind the basics of this
theory (developed in §[Bon10]). Next we recall that a cohomological func-
tor H from an (arbitrary triangulated category) C endowed with a weight
structure w could be ’truncated’ as if it belonged to some triangulated cat-
egory of functors (from C) that is endowed with a t-structure; we call the
corresponding pieces of H its virtual t-truncations. We recall the notion of
weight spectral sequence (introduces in ibid.). We prove that the derived
exact couple for a weight spectral sequence could be described in terms of
virtual t-truncations. Next we introduce the definition of a (nice) duality
Φ : Cop × D → A (here D is triangulated, A is abelian), and of orthog-
onal weight and t-structures (with respect to Φ). If w is orthogonal to t,
then the virtual t-truncations (corresponding to w) of functors of the type
Φ(−, Y ), Y ∈ ObjD, are exactly the functors ’represented via Φ’ by the ac-
tual t-truncations of Y (corresponding to t). Hence if w and t are orthogonal
with respect to a nice duality, the weight spectral sequence converging to
Φ(X, Y ) (for X ∈ ObjC, Y ∈ ObjD) is naturally isomorphic (starting from
E2) to the one coming from t-truncations of Y . We also mention some al-
ternatives and predecessors of our results. Lastly we compare weight decom-
positions, virtual t-truncations, and weight spectral sequences corresponding
to distinct weight structures (in possibly distinct triangulated categories).
In §3 we describe the main properties of D ⊃ DMeffgm . The exact choice of
D is not important for most of this paper; so we just list the main properties
of D (and its certain enhancement D′) in §3.1. We construct D using the
formalism of differential graded modules in §5 later. Next we define como-
tives for (certain) schemes and ind-schemes of infinite type over k (we call
them pro-schemes). We recall the notion of primitive scheme. All (smooth)
semi-local pro-schemes are primitive; primitive schemes have all nice ’mo-
tivic’ properties of semi-local pro-schemes. We prove that there are no D-
morphisms of positive degrees between the comotives of primitive schemes
(and also between certain Tate twists of those). In §3.6 we prove that the
Gysin distinguished triangle for motives of smooth varieties (inDMeffgm ) could
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be naturally extended to comotives of pro-schemes. This allows to construct
certain Postnikov towers for the comotives of pro-schemes; these towers are
closely related with classical coniveau spectral sequences for cohomology.
§4 is central in this paper. We introduce a certain Gersten weight struc-
ture for a certain triangulated category Ds (DMeffgm ⊂ Ds ⊂ D). We prove
that Postnikov towers constructed in §3.6 are actually weight Postnikov tow-
ers with respect to w. We deduce our (interesting) results on direct sum-
mands of the comotives of function fields. We translate these results to
cohomology in the obvious way.
Next we prove that weight spectral sequences for the cohomology of X
(corresponding to the Gersten weight structure) are naturally isomorphic
(starting from E2) to the classical coniveau spectral sequences if X is the
motif of a smooth variety; so we call these spectral sequence coniveau ones in
the general case also. We also prove that the Gersten weight structure w (on
Ds) is orthogonal to the homotopy t-structure t on DM
eff
− (with respect to
a certain Φ). It follows that for an arbitrary X ∈ ObjDs, for a cohomology
theory represented by Y ∈ ObjDMeff− (any choice of) the coniveau spectral
sequence that converges to Φ(X, Y ) could be described in terms of the t-
truncations of Y (starting from E2).
We also define coniveau spectral sequences for cohomology of motives over
uncountable base fields as the limits of the corresponding coniveau spectral
sequences over countable perfect subfields of definition. This definition is
compatible with the classical one; so we establish motivic functoriality of
coniveau spectral sequences in this case also.
We also prove that the Chow weight structure for DMeffgm (introduced in
§6 of [Bon10]) could be extended to a weight structure wChow on D. The cor-
responding Chow-weight spectral sequences are isomorphic to the classical
(i.e. Deligne’s) ones when the latter are defined (this was proved in [Bon10]
and [Bon09]). We compare Chow-weight spectral sequences with coniveau
ones: we always have a comparison morphism; it is an isomorphism for a
birational cohomology theory. We consider the category of birational como-
tives Dbir i.e. the localization of D by D(1). w and wChow induce the same
weight structure w′bir on Dbir; one almost can glue w and wChow from copies
of w′bir (one may say that these weight structures could almost be glued from
the same slices with distinct shifts).
§5 is dedicated to the construction of D and the proof of its properties.
We apply the formalism of differential graded categories, modules over them,
and of the corresponding derived categories. A reader not interested in these
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details may skip (most of) this section. In fact, the author is not sure that
there exists only one D suitable for our purposes; yet the choice of D does
not affect cohomology of (the comotives of) pro-schemes and of Voevodsky’s
motives.
We also explain how the differential graded modules formalism can be
used to define base change (extension and restriction of scalars) for comotives.
This allows to extend our results on direct summands of the comotives (and
cohomology) of function fields to pro-schemes obtained from them via base
change. We also define tensoring of comotives by motives (in particular,
this yields Tate twist for D), as well as a certain cointernal Hom (i.e. the
corresponding left adjoint functor).
§6 is dedicated to properties of comotives that are not (directly) related
with the main results of the paper; we also make several comments. We
recall the definition of the additive category Dgen of generic motives (studied
in [Deg08a]). We prove that the exact conservative weight complex functor
corresponding to w (that exists by the general theory of weight structures)
could be modified to an exact conservative WC : Ds → Kb(Dgen). Next we
prove that a cofunctor Hw → Ab is representable by a homotopy invariant
sheaf with transfers whenever is converts all products into direct sums.
We also note that our theory could be easily extended to (co)motives
with coefficients in an arbitrary ring. Next we note (after B. Kahn) that
reasonable motives of pro-schemes with compact support do exist in DMeff− ;
this observation could be used for the construction of an alternative model
for D. Lastly we describe which parts of our argument do not work (and
which do work) in the case of an uncountable k.
A caution: the notion of weight structure is quite a general formalism for
triangulated categories. In particular, one triangulated category can support
several distinct weight structures (note that there is a similar situation with
t-structures). In fact, we construct an example for such a situation in this
paper (certainly, much simpler examples exist): we define the Gersten weight
structure w for Ds and a Chow weight structure wChow for D. Moreover, we
show in §4.9 that these weight structures are compatible with certain weight
structures defined on the localizations D/D(n) (for all n > 0). These two
series of weight structures are definitely distinct: note that w yields coniveau
spectral sequences, whereas wChow yields Chow-weight spectral sequences,
that generalize Deligne’s weight spectral sequences for étale and mixed Hodge
cohomology (see [Bon10] and [Bon09]). Also, the weight complex functor
constructed in [Bon09] and [Bon10] is quite distinct from the one considered
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in §6.1 below (even the targets of the functors mentioned are completely
distinct).
The author is deeply grateful to prof. F. Deglise, prof. D. Hébert, prof.
B. Kahn, prof. M. Rovinsky, prof. A. Suslin, prof. V. Voevodsky, and to the
referee for their interesting remarks. The author gratefully acknowledges the
support from Deligne 2004 Balzan prize in mathematics. The work is also
supported by RFBR (grants no. 08-01-00777a and 10-01-00287a).
Notation. For a category C, A,B ∈ ObjC, we denote by C(A,B) the set
of C-morphisms from A to B. For categories C,D we write D ⊂ C if D is a
full subcategory of C.
For additive C,D we denote by AddFun(C,D) the category of additive
functors from C to D (we will ignore set-theoretic difficulties here since they
do not affect our arguments seriously).
Ab is the category of abelian groups. For an additive B we will denote by
B∗ the category AddFun(B,Ab) and by B∗ the category AddFun(Bop, Ab).
Note that both of these are abelian. Besides, Yoneda’s lemma gives full
embeddings of B into B∗ and of Bop into B∗ (these send X ∈ ObjB to
X∗ = B(−, X) and to X∗ = B(X,−), respectively).
For a category C, X, Y ∈ ObjC, we say that X is a retract of Y if idX can
be factorized through Y . Note that when C is triangulated or abelian then
X is a retract of Y if and only if X is its direct summand. For any D ⊂ C
the subcategory D is called Karoubi-closed in C if it contains all retracts of
its objects in C. We will call the smallest Karoubi-closed subcategory of C
containing D the Karoubi-closure of D in C; sometimes we will use the same
term for the class of objects of the Karoubi-closure of a full subcategory of
C (corresponding to some subclass of ObjC).
For a category C we denote by Cop its opposite category.
For an additive C an objectX ∈ ObjC is called cocompact if C(
∏
i∈I Yi, X) =⊕
i∈I C(Yi, X) for any set I and any Yi ∈ ObjC such that the product exists
(here we don’t need to demand all products to exist, though they actually
will exist below).
For X, Y ∈ ObjC we will write X ⊥ Y if C(X, Y ) = {0}. For D,E ⊂
ObjC we will write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E. For D ⊂ C we
will denote by D⊥ the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Sometimes we will denote by D⊥ the corresponding full subcategory of C.
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Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}. This convention is
opposite to the one of §9.1 of [Nee01].
In this paper all complexes will be cohomological i.e. the degree of all
differentials is +1; respectively, we will use cohomological notation for their
terms.
For an additive category B we denote by C(B) the category of (un-
bounded) complexes over it. K(B) will denote the homotopy category of
complexes. If B is also abelian, we will denote by D(B) the derived category
of B. We will also need certain bounded analogues of these categories (i.e.
Cb(B), Kb(B), D−(B)).
C and D will usually denote some triangulated categories. We will use
the term ’exact functor’ for a functor of triangulated categories (i.e. for a for
a functor that preserves the structures of triangulated categories).
A will usually denote some abelian category. We will call a covariant ad-
ditive functor C → A for an abelian A homological if it converts distinguished
triangles into long exact sequences; homological functors Cop → A will be
called cohomological when considered as contravariant functors C → A.
H : Cop → A will always be additive; it will usually be cohomological.
For f ∈ C(X, Y ), X, Y ∈ ObjC, we will call the third vertex of (any)
distinguished triangle X
f
→ Y → Z a cone of f . Note that different choices
of cones are connected by non-unique isomorphisms, cf. IV.1.7 of [GeM03].
Besides, in C(B) we have canonical cones of morphisms (see section §III.3 of
ibid.).
We will often specify a distinguished triangle by two of its morphisms.
When dealing with triangulated categories we (mostly) use conventions
and auxiliary statements of [GeM03]. For a set of objects Ci ∈ ObjC, i ∈ I,
we will denote by 〈Ci〉 the smallest strictly full triangulated subcategory
containing all Ci; for D ⊂ C we will write 〈D〉 instead of 〈C : C ∈ ObjD〉.
We will say that Ci generate C if C equals 〈Ci〉. We will say that Ci
weakly cogenerate C if for X ∈ ObjC we have C(X,Ci[j]) = {0} ∀i ∈ I, j ∈
Z =⇒ X = 0 (i.e. if ⊥{Ci[j]} contains only zero objects).
We will call a partially ordered set L a (filtered) projective system if for
any x, y ∈ L there exists some maximum i.e. a z ∈ L such that z ≥ x and
z ≥ y. By abuse of notation, we will identify L with the following category
D: ObjD = L; D(l′, l) is empty whenever l′ < l, and consists of a single
morphism otherwise; the composition of morphisms is the only one possible.
If L is a projective system, C is some category, X : L → C is a covariant
12
functor, we will denote X(l) for l ∈ L by Xl. We will write X = lim←−l∈LXl
for the limit of this functor (if it exists); we will call it the inverse limit of Xl.
We will denote the colimit of a contravariant functor Y : L→ C by lim
−→l∈L
Yl
and call it the direct limit. Besides, we will sometimes call the categorical
image of L with respect to such an Y an inductive system.
Below I, L will often be projective systems; we will usually require I to
be countable.
A subsystem L′ of L is a partially ordered subset in which maximums
exist (we will also consider the corresponding full subcategory of L). We will
call L′ unbounded in L if for any l ∈ L there exists an l′ ∈ L′ such that l′ ≥ l.
k will be our perfect base field. Below we will usually demand k to be
countable. Note: this yields that for any variety the set of its closed (or
open) subschemes is countable.
We also list central definitions and main notation of this paper.
First we list the main (general) homological algebra definitions. t-structures,
t-truncations, and Postnikov towers in triangulated categories are defined in
§1.1; weight structures, weight decompositions, weight truncations, weight
Postnikov towers, and weight complexes are considered in §2.1; virtual t-
truncations and nice exact complexes of functors are defined in §2.3; weight
spectral sequences are studied in §2.4; (nice) dualities and orthogonal weight
and t-structures are defined in Definition 2.5.1; right and left weight-exact
functors are defined in Definition 2.7.1.
Now we list notation (and some definitions) for motives. DMeffgm ⊂
DMeff− , HI and the homotopy t-structure for DM
eff
gm are defined in §1.3;
Tate twists are considered in §1.4; Dnaive is defined in §1.5; comotives (D
and D′) are defined in §3.1; in §3.2 we discuss pro-schemes and their como-
tives; in §3.3 we recall the definition of a primitive scheme; in §4.1 we define
the Gersten weight structure w on a certain triangulated Ds; we consider
wChow in §4.7; Dbir and w′bir are defined in §4.9; several differential graded
constructions (including extension and restriction of scalars for comotives)
are considered in §5; we define Dgen and WC : Ds → Kb(Dgen) in §6.1.
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1 Some preliminaries on triangulated categories
and motives
§1.1 we recall the notion of t-structure (and introduce some notation for it),
recall the notion of the idempotent completion of an additive category; we
also recall that any small abelian category could be faithfully embedded into
Ab (a well-known result by Mitchell).
In §1.2 we describe (following H. Krause) a natural method for extending
cohomological functors from a full triangulated C ′ ⊂ C to C.
In §1.3 we recall some definitions and results of Voevodsky.
In §1.4 we recall the notion of Tate twist; we study the properties of Tate
twists for motives and homotopy invariant sheaves.
In §1.5 we define pro-motives (following [Deg08a] and [Deg08b]). These
are not necessary for our main result; yet they allow to explain our methods
step by step. We also describe in detail the relation of our constructions and
results with those of Deglise.
1.1 t-structures, Postnikov towers, idempotent comple-
tions, and an embedding theorem of Mitchell
To fix the notation we recall the definition of a t-structure.
Definition 1.1.1. A pair of subclasses Ct≥0, Ct≤0 ⊂ ObjC for a triangulated
category C will be said to define a t-structure t if (Ct≥0, Ct≤0) satisfy the
following conditions:
(i) Ct≥0, Ct≤0 are strict i.e. contain all objects of C isomorphic to their
elements.
(ii) Ct≥0 ⊂ Ct≥0[1], Ct≤0[1] ⊂ Ct≤0.
(iii) Orthogonality. Ct≤0[1] ⊥ Ct≥0.
(iv) t-decomposition. For any X ∈ ObjC there exists a distinguished
triangle
A→ X → B[−1]→A[1] (1)
such that A ∈ Ct≤0, B ∈ Ct≥0.
We will need some more notation for t-structures.
Definition 1.1.2. 1. A category Ht whose objects are Ct=0 = Ct≥0 ∩ Ct≤0,
Ht(X, Y ) = C(X, Y ) for X, Y ∈ Ct=0, will be called the heart of t. Recall
14
(cf. Theorem 1.3.6 of [BBD82]) that Ht is abelian (short exact sequences in
Ht come from distinguished triangles in C).
2. Ct≥l (resp. Ct≤l) will denote Ct≥0[−l] (resp. Ct≤0[−l]).
Remark 1.1.3. 1. The axiomatics of t-structures is self-dual: if D = Cop (so
ObjC = ObjD) then one can define the (opposite) weight structure t′ on D
by taking Dt
′≤0 = Ct≥0 and Dt
′≥0 = Ct≤0; see part (iii) of Examples 1.3.2 in
[BBD82].
2. Recall (cf. Lemma IV.4.5 in [GeM03]) that (1) defines additive functors
C → Ct≤0 : X → A and C → Ct≥0 : X → B. We will denote A,B by X t≤0
and X t≥1, respectively.
3. (1) will be called the t-decomposition of X. If X = Y [i] for some
Y ∈ ObjC, i ∈ Z, then we will denote A by Y t≤i (it belongs to Ct≤0) and
B by Y t≥i+1 (it belongs to Ct≥0), respectively. Sometimes we will denote
Y t
≤i[−i] by t≤iY ; t≥i+1Y = Y t
≥i+1[−i − 1]. Objects of the type Y t
≤i[j] and
Y t
≥i[j] (for i, j ∈ Z) will be called t-truncations of Y .
4. We denote by X t=i the i-th cohomology of X with respect to t i.e.
(Y t≤i)t≥0 (cf. part 10 of §IV.4 of [GeM03]).
5. The following statements are obvious (and well-known): Ct≤0 = ⊥Ct≥1;
Ct≥0 = Ct≤−1⊥.
Now we recall the notion of idempotent completion.
Definition 1.1.4. An additive category B is said to be idempotent complete
if for any X ∈ ObjB and any idempotent p ∈ B(X,X) there exists a decom-
position X = Y
⊕
Z such that p = i◦j, where i is the inclusion Y → Y
⊕
Z,
j is the projection Y
⊕
Z → Y .
Recall that any additive B can be canonically idempotent completed. Its
idempotent completion is (by definition) the category B′ whose objects are
(X, p) for X ∈ ObjB and p ∈ B(X,X) : p2 = p; we define
A′((X, p), (X ′, p′)) = {f ∈ B(X,X ′) : p′f = fp = f}.
It can be easily checked that this category is additive and idempotent com-
plete, and for any idempotent complete C ⊃ B we have a natural full em-
bedding B′ → C.
The main result of [BaS01] (Theorem 1.5) states that an idempotent
completion of a triangulated category C has a natural triangulation (with
distinguished triangles being all retracts of distinguished triangles of C).
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Below we will need the notion of Postnikov tower in a triangulated cate-
gory several times (cf. §IV2 of [GeM03])).
Definition 1.1.5. Let C be a triangulated category.
1. Let l ≤ m ∈ Z.
We will call a bounded Postnikov tower for X ∈ ObjC the following data:
a sequence of C-morphisms (0 =)Yl → Yl+1 → · · · → Ym = X along with
distinguished triangles
Yi → Yi+1 → Xi (2)
for some Xi ∈ ObjC; here l ≤ i < m.
2. An unbounded Postnikov tower for X is a collection of Yi for i ∈ Z that
is equipped (for all i ∈ Z) with: connecting arrows Yi → Yi+1 (for i ∈ Z),
morphisms Yi → X such that all the corresponding triangles commute, and
distinguished triangles (2).
In both cases, we will denote X−p[p] by Xp; we will call Xp the factors of
our Postnikov tower.
Remark 1.1.6. 1. Composing (and shifting) arrows from triangles (2) for two
subsequent i one can construct a complex whose terms are Xp (it is easily
seen that this is a complex indeed, cf. Proposition 2.2.2 of [Bon10]). This
observation will be important for us below when we will consider certain
weight complex functors.
2. Certainly, a bounded Postnikov tower could be easily completed to an
unbounded one. For example, one could take Yi = 0 for i < l, Yi = X for
i > m; then X i = 0 if i < l or i ≥ m.
Lastly, we recall the following (well-known) result.
Proposition 1.1.7. For any small abelian category A there exists an exact
faithful functor A→ Ab.
Proof. By the Freyd-Mitchell’s embedding theorem, any small A could be
fully faithfully embedded into R−mod for some (associative unital) ring R.
It remains to apply the forgetful functor R−mod→ Ab.
Remark 1.1.8. 1. We will need this statement below in order to assume that
objects of A ’have elements’; this will considerably simplify diagram chase.
Note that we can assume the existence of elements for a not necessarily small
A in the case when a reasoning deals only with a finite number of objects of
A at a time.
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2. In the proof it suffices to have a faithful embedding A → R − mod;
this weaker assertion was also proved by Mitchell.
1.2 Extending cohomological functors from a triangu-
lated subcategory
We describe a method for extending cohomological functors from a full tri-
angulated C ′ ⊂ C to C (after H. Krause). Note that below we will apply
some of the results of [Kra00] in the dual form. The construction requires C ′
to be skeletally small i.e. there should exist a subset (not just a subclass!)
D ⊂ ObjC ′ such that any object of C ′ is isomorphic to some element of D.
For simplicity, we will sometimes (when writing sums over ObjC ′) assume
that ObjC ′ is a set itself. Since the distinction between small and skeletally
small categories will not affect our arguments and results, we will ignore it
in the rest of the paper.
If A is an abelian category, then AddFun(C ′op, A) is abelian also; com-
plexes in it are exact whenever they are exact when applied to any object of
C ′.
Suppose that A satisfies AB5 i.e. it is closed with respect to all small
coproducts, and filtered direct limits of exact sequences in A are exact.
Let H ′ ∈ AddFun(C ′op, A) be an additive functor (it will usually be co-
homological).
Proposition 1.2.1. I Let A,H ′ be fixed.
1. There exists an extension of H ′ to an additive functor H : C → A.
It is cohomological whenever H is. The correspondence H ′ → H defines an
additive functor AddFun(C ′op, A)→ AddFun(Cop, A).
2. Moreover, suppose that in C we have a projective system Xl, l ∈ L,
equipped with a compatible system of morphisms X → Xl, such that the latter
system for any Y ∈ ObjC ′ induces an isomorphism C(X, Y ) ∼= lim−→
C(Xl, Y ).
Then we have H(X) ∼= lim−→
H(Xl).
II Let X ∈ ObjC be fixed.
1. One can choose a family of Xl ∈ ObjC
′ and fl ∈ C(X,Xl) such that
(fl) induce a surjection
⊕
H ′(Xl) → H(X) for any H
′, A, and H as in
assertion I1.
2. Let F ′
f ′
→ G′
g′
→ H ′ be a (three-term) complex in AddFun(C ′op, A) that
is exact in the middle; suppose that H ′ is cohomological. Then the complex
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F
f
→ G
g
→ H (here F,G,H, f, g are the corresponding extensions) is exact in
the middle also.
Proof. I1. Following §1.2 of [Kra00] (and dualizing it), we consider the
abelian category C = C ′∗ = AddFun(C ′, Ab) (this is Mod C ′op in the no-
tation of Krause). The definition easily implies that direct limits in C are
exactly direct limits of functors (computed at each object of C ′). We have
the Yoneda’s functor i′ : Cop → C that sends X ∈ ObjC to the functor
X∗ = (Y 7→ C(X, Y ), Y ∈ ObjC ′); it is obviously cohomological. We de-
note by i the restriction of i′ to C ′ (i is opposite to a full embedding).
By Lemma 2.2 of [Kra00] (applied to the category C ′op) we obtain that
there exists an exact functor G : C → A that preserves all small coproducts
and satisfies G ◦ i = H ′. It is constructed in the following way: if for X ∈
ObjC we have an exact sequence (in C)
⊕
j∈J
X∗j →
⊕
l∈L
X∗l → X
∗ → 0 (3)
for Xj, Xl ∈ C ′, then we set
G(X) = Coker
⊕
j∈J
H ′(Xj)→
⊕
l∈L
H ′(Xl). (4)
We define H = G ◦ i′; it was proved in loc. cit. that we obtain a well-
defined functor this way. As was also proved in loc. cit., the correspondence
H ′ 7→ H yields a functor; H is cohomological if H ′ is.
2. The proof of loc. cit. shows (and mentions) that G respects (small)
filtered inverse limits. Now note that our assertions imply: X∗ = lim
−→
X∗l in
C.
II 1. This is immediate from (4).
2. Note that the assertion is obviously valid if X ∈ ObjC ′. We reduce
the general statement to this case.
Applying Yoneda’s lemma to (3) is we obtain (canonically) some mor-
phisms fl : X → Xl for all l ∈ L and glj : Xl → Xj for all l ∈ L, j ∈ J , such
that: for any l ∈ L almost all glj are 0; for any j ∈ J almost all glj is 0; for
any j ∈ J we have
∑
l∈L glj ◦ fl = 0.
Now, by Proposition 1.1.7, we may assume that A = Ab (see Remark
1.1.8). We should check: if for a ∈ G(X) we have g∗(a) = 0, then a = f∗(b)
for some b ∈ F (X).
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Using additivity of C ′ and C, we can gather finite sets of Xl and Xj
into single objects. Hence we can assume that a = G(fl0)(c) for some c ∈
G(Xl) (= G
′(Xl)), l0 ∈ L and that g∗(c) ∈ H(gl0j0)(H(Xj0)) for some j0 ∈ J ,
whereas gl0j0 ◦ fl0 = 0. We complete Xl0 → Xj0 to a distinguished triangle
Y
α
→ Xl0
gl0j0→ Xj0; we can assume that B ∈ ObjC
′. We obtain that fl0 could
be presented as α ◦ β for some β ∈ C(X, Y ). Since H ′ is cohomological,
we obtain that H(α)(g∗(c)) = 0. Since Y ∈ ObjC, the complex F (Y ) →
G(Y ) → H(Y ) is exact in the middle; hence G(α)(c) = f∗(d) for some
d ∈ F (Y ). Then we can take b = F (β)(d).
1.3 Some definitions of Voevodsky: reminder
We use much notation from [Voe00a]. We recall (some of) it here for the
convenience of the reader, and introduce some notation of our own.
V ar ⊃ SmV ar ⊃ SmPrV ar will denote the class of all varieties over k,
resp. of smooth varieties, resp. of smooth projective varieties.
We recall that for categories of geometric origin (in particular, for SmCor
defined below) the addition of objects is defined via the disjoint union of
varieties operation.
We define the category SmCor of smooth correspondences. ObjSmCor =
SmV ar, SmCor(X, Y ) =
⊕
U Z for all integral closed U ⊂ X × Y that are
finite over X and dominant over a connected component of X; the composi-
tion of correspondences is defined in the usual way via intersections (yet, we
do not need to consider correspondences up to an equivalence relation).
We will write · · · → X i−1 → X i → X i+1 → . . . , for X l ∈ SmV ar, for the
corresponding complex over SmCor.
PreShv(SmCor) will denote the (abelian) category of additive cofunctors
SmCor → Ab; its objects are usually called presheaves with transfers.
Shv(SmCor) = Shv(SmCor)Nis ⊂ PreShv(SmCor) is the abelian cat-
egory of additive cofunctors SmCor → Ab that are sheaves in the Nisnevich
topology (when restricted to the category of smooth varieties); these sheaves
are usually called sheaves with transfers.
D−(Shv(SmCor)) will be the bounded above derived category of Shv(SmCor).
For Y ∈ SmV ar (more generally, for Y ∈ V ar, see §4.1 of [Voe00a]) we
consider L(Y ) = SmCor(−, Y ) ∈ Shv(SmCor). For a bounded complex
X = (X i) (as above) we will denote by L(X) the complex · · · → L(X i−1)→
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L(X i)→ L(X i+1)→ · · · ∈ Cb(Shv(SmCor)).
S ∈ Shv(SmCor) is called homotopy invariant if for any X ∈ SmV ar
the projection A1 ×X → X gives an isomorphism S(X)→ S(A1 ×X). We
will denote the category of homotopy invariant sheaves (with transfers) by
HI; it is an exact abelian subcategory of SmCor by Proposition 3.1.13 of
[Voe00a].
DMeff− ⊂ D
−(Shv(SmCor)) is the full subcategory of complexes whose
cohomology sheaves are homotopy invariant; it is triangulated by loc. cit.
We will need the homotopy t-structure on DMeff− : it is the restriction of the
canonical t-structure on D−(Shv(SmCor)) to DMeff− . Below (when dealing
with DMeff− ) we will denote it by just by t. We have Ht = HI.
We recall the following results of [Voe00a].
Proposition 1.3.1. 1. There exists an exact functor RC : D−(Shv(SmCor))→
DMeff− right adjoint to the embedding DM
eff
− → D
−(Shv(SmCor)).
2. DMeff− (Mgm(Y )[−i], F ) = H
i(F )(Y ) (the i-th Nisnevich hypercoho-
mology of F computed in Y ) for any Y ∈ SmV ar.
3. Denote RC◦L byMgm. Then the corresponding functorK
b(SmCor)→
DMeff− could be described as a certain localization of K
b(SmCor).
Proof. See §3 of [Voe00a].
Remark 1.3.2. 1. In [Voe00a] (Definition 2.1.1) the triangulated category
DMeffgm (of effective geometric motives) was defined as the idempotent com-
pletion of a certain localization of Kb(SmCor). This definition is compatible
with a differential graded enhancement for DMeffgm ; cf. §5.3 below. Yet in
Theorem 3.2.6 of [Voe00a] it was shown that DMeffgm is isomorphic to the
idempotent completion of (the categorical image) Mgm(Cb(SmCor)); this
description of DMeffgm will be sufficient for us till §5.
2. In fact, RC could be described in terms of so-called Suslin complexes
(see loc. cit.). We will not need this below. Instead, we will just note that
RC sends D−(Shv(SmCor))t≤0 to DMeff−
t≤0.
1.4 Some properties of Tate twists
Tate twisting in DMeff− ⊃ DM
eff
gm is given by tensoring by the object Z(1)
(it is often denoted just by −(1)). Tate twist has several descriptions and
nice properties. We will only need a few of them; our main source is §3.2 of
[Voe00a]; a more detailed exposition could be found in [MVW06] (see §§8–9).
In order to calculate the tensor product of X, Y ∈ ObjDMeff− one should
take any preimages X ′, Y ′ of X, Y in ObjD−(Shv(SmCor)) with respect to
RC (for example, one could take X ′ = X, Y ′ = Y ); next one should resolve
X, Y by direct sums of L(Zi) for Zi ∈ SmV ar; lastly one should tensor these
resolutions using the identity L(Z) ⊗ L(T ) = L(Z × T ) for Z, T ∈ SmV ar,
and apply RC to the result. This tensor product is compatible with the
natural tensor product for Kb(SmCor).
We note that any object D−(Shv(SmCor))t≤0 has a resolution concen-
trated in negative degrees (the canonical resolution of the beginning of §3.2
of [Voe00a]). It follows that DMeff−
t≤0⊗DMeff−
t≤0 ⊂ DMeff−
t≤0 (see Remark
1.3.2(2); in fact, there is an equality since Z ∈ ObjHI).
Next, we denote A1 \ {0} by Gm. The morphisms pt → Gm → pt (the
point is mapped to 1 in Gm) induce a splitting Mgm(Gm) = Z ⊕ Z(1)[1]
for a certain (Tate) motif Z(1); see Definition 3.1 of [MVW06]. For X ∈
ObjDMeff− we denote X ⊗ Z(1) by X(1).
One could also present Z(1) as Cone(pt→ Gm)[−1]; hence the Tate twist
functor X 7→ X(1) is compatible with the functor −⊗ (Cone(pt→ Gm)[−1])
on Cb(SmCor) via Mgm. We also obtain that DM
eff
−
t≤0(1) ⊂ DMeff−
t≤1.
Now we define certain twists for functors.
Definition 1.4.1. For an G ∈ AddFun(DMeffgm , Ab), n ≥ 0, we define
G−n(X) = G(X(n)[n]).
Note that this definition is compatible with those of §3.1 of [Voe00b]. In-
deed, forX ∈ SmV ar we haveG−1(Mgm(X)) = G(Mgm(X×Gm))/G(Mgm(X)) =
Ker(G(Mgm(X ×Gm))→ G(Mgm(X))) (with respect to natural morphisms
X× pt→ X ×Gm → X× pt); G−n for larger n could be defined by iterating
−−1.
Below we will extend this definition to (co)motives of pro-schemes.
For F ∈ ObjDMeff− we will denote by F∗ the functorX 7→ DM
eff
− (X,F ) :
DMeffgm → Ab.
Proposition 1.4.2. Let X ∈ SmV ar, n ≥ 0, i ∈ Z.
1. For any F ∈ ObjDMeff− we have: F∗−n(Mgm(X)[−i]) is a retract of
Hi(F )(X ×G×nm ) (which can be described explicitly).
2. There exists a t-exact functor Tn : DM
eff
− → DM
eff
− such that for any
F ∈ ObjDMeff− we have F∗−n ∼= (Tn(F ))∗.
Proof. 1. Proposition 1.3.1 along with our description of Z(1) yields the
result.
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2. For F represented by a complex of F i ∈ ObjShv(SmCor) (i ∈ Z)
we define Tn(F ) as the complex of Tn(F i), where Tn : PreShv(SmCor) →
PreShv(SmCor) is defined similarly to −−n in Definition 1.4.1. Tn(F i) are
sheaves since Tn(Fi)(X), X ∈ SmV ar, is a functorial retract of Fi(X×Gnm).
In order to check that we actually obtain a well-defined a t-exact functor
this way, it suffices to note that the restriction of Tn to Shv(SmCor) is an
exact functor by Proposition 3.4.3 of [Deg08a].
Now, it suffices to check that Tn defined satisfies the assertion for n = 1.
In this case the statement follows easily from Proposition 4.34 of [Voe00b]
(note that it is not important whether we consider Zariski or Nisnevich topol-
ogy by Theorem 5.7 of ibid.).
1.5 Pro-motives vs. comotives; the description of our
strategy
Below we will embed DMeffgm into a certain triangulated category D of como-
tives. Its construction (and computations in it) is rather complicated; in fact,
the author is not sure whether the main properties of D (described below)
specify it up to an isomorphism. So, before working with co-motives we will
(following F. Deglise) describe a simpler category of pro-motives. The latter
is not needed for our main results (so the reader may skip this subsection);
yet the comparison of the categories mentioned would clarify the nature of
our methods.
Following §3.1 of [Deg08a], we define the category Dnaive as the additive
category of naive i.e. formal (filtered) pro-objects of DMeffgm . This means
that for any X : L→ DMeffgm , Y : J → DM
eff
gm we define
D
naive(lim
←−l∈L
Xl, lim←−j∈J
Yj) = lim←−j∈J
(lim
−→l∈L
DMeffgm (Xl, Yj)). (5)
The main disadvantage of Dnaive is that it is not triangulated. Still, one
has the obvious shift for it; following Deglise, one can define pro-distinguished
triangles as (filtered) inverse limits of distinguished triangles in DMeffgm . This
allows to construct a certain motivic coniveau exact couple for a motif of a
smooth variety in §4.2 of [Deg08b] (see also §5.3 of [Deg08a]). This construc-
tion is parallel to the classical construction of coniveau spectral sequences
(see §1 of [CHK97]). One starts with certain ’geometric’ Postnikov towers in
DMeffgm (Deglise calls them triangulated exact couples). For Z ∈ SmV ar we
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consider filtrations ∅ = Zd+1 ⊂ Zd ⊂ Zd−1 ⊂ · · · ⊂ Z0 = Z; Zi is everywhere
of codimension ≥ i in Z for all i. Then we have a system of distinguished
triangles relatingMgm(Z \Zi) andMgm(Z \Zi → Z \Zi+1); this yields a Post-
nikov tower. Then one passes to the inverse limit of these towers in Dnaive
(here the connecting morphisms are induced by the corresponding open em-
beddings). Lastly, the functorial form of the Gysin distinguished triangle for
motives allows Deglise to identify Xi = lim←−(Mgm(Z \Zi → Z \Zi+1)) with the
product of shifted Tate twists of pro-motives of all points of Z of codimension
i. Using the results of see §5.2 of [Deg08a] (the relation of pro-motives with
cycle modules of M. Rost, see [Ros96]) one can also compute the morphisms
that connect X i with X i+1.
Next, for any cohomological H : DMeffgm → A, where A is an abelian
category satisfying AB5, one can extend H to Dnaive via the corresponding
direct limits. Applying H to the motivic coniveau exact couple one gets the
classical coniveau spectral sequence (that converges to the H-cohomology of
Z). This allows to extend the seminal results of §6 of [BOg94] to a compre-
hensive description of the coniveau spectral sequence in the case when H is
represented by Y ∈ ObjDMeff− (in terms of the homotopy t-truncations of
Y ; see Theorem 6.4 of [Deg09]).
Now suppose that one wants to apply a similar procedure for an arbitrary
X ∈ ObjDMeffgm ; say, X = Mgm(Z
1 f→ Z2) for Z1, Z2 ∈ SmV ar, f ∈
SmCor(Z1, Z2). One would expect that the desired exact couple for X
could be constructed from those for Zj, j = 1, 2. This is indeed the case
when f satisfies certain codimension restrictions; cf. §7.4 of [Bon10]. Yet for
a general f it seems to be quite difficult to relate the filtrations of distinct
Zj (by the corresponding Zji ). On the other hand, the formalism of weight
structures and weight spectral sequences (developed in [Bon10]) allows to
’glue’ certain weight Postnikov towers for objects of a triangulated categories
equipped with a weight structure; see Remark 4.1.2(3) below.
So, we construct a certain triangulated category D that is somewhat
similar to Dnaive. Certainly, we want distinguished triangles in D to be com-
patible with inverse limits that come from ’geometry’. A well-known recipe
for this is: one should consider some category D′ where (certain) cones of
morphisms are functorial and pass to (inverse) limits in D′; D should be a
localization of D′. In fact, D′ constructed in §5.3 below could be endowed
with a certain (Quillen) model structure such that D is its homotopy cate-
gory. We will never use this fact below; yet we will sometimes call inverse
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limits coming from D′ homotopy limits (in D).
Now, in Proposition 4.3.1 below we will prove that cohomological functors
H : DMeffgm → A could be extended to D in a way that is compatible with
homotopy limits (those coming from D′). So one may say that objects of D
have the same cohomology as those of Dnaive. On the other hand, we have
to pay the price for D being triangulated: (5) does not compute morphisms
between homotopy limits in D. The ’difference’ could be described in terms
of certain higher projective limits (of the corresponding morphism groups in
DMeffgm ).
Unfortunately, the author does not know how to control the corresponding
lim
←−
2 (and higher ones) in the general case; this does not allow to construct
a weight structure on a sufficiently large triangulated subcategory of D if k
is uncountable (yet see §6.5, especially the last paragraph of it). In the case
of a countable k only lim
←−
1 is non-zero. In this case the morphisms between
homotopy limits in D are expressed by the formula (28) below. This allows
to prove that there are no morphisms of positive degrees between certain
Tate twists of the comotives of function fields (over k). This immediately
yields that one can construct a certain weight structure on the triangulated
subcategory Ds of D generated by products of Tate twists of the comotives
of function fields (in fact, we also idempotent complete Ds). Now, in order
to prove that Ds contains DMeffgm it suffices to prove that the motif of any
smooth variety X belongs to Ds. To this end it clearly suffices to decompose
Mgm(X) into a Postnikov tower whose factors are products of Tate twists of
the comotives of function fields. So, we lift the motivic coniveau exact couple
(constructed in [Deg08b]) fromDnaive to D. Since cones in D′ are compatible
with inverse limits, we can construct a tower whose terms are the homotopy
limits of the corresponding terms of the geometric towers mentioned. In fact,
this could be done for an uncountable k also; the difficulty is to identify the
analogues of Xi in D. If k is countable, the homotopy limits corresponding
to our tower are countable also. Hence (by an easy well-known result) the
isomorphism classes of these homotopy limits could be computed in terms
of the corresponding objects and morphisms in DMeffgm . This means: it
suffices to compute X i in Dnaive (as was done in [Deg08b]); this yields the
result needed. Note that we cannot (completely) compute the D-morphisms
X i → X i+1; yet we know how they act on cohomology.
The most interesting application of the results described is the following
one. We prove that there are no positiveD-morphisms between (certain) Tate
twists of the comotives of smooth semi-local schemes (or primitive schemes,
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see below); this generalizes the corresponding result for function fields. It
follows that these twists belong to the heart of the weight structure on Ds
mentioned. Therefore the comotives of (connected) primitive schemes are
retracts of the comotives of their generic points. Hence the same is true for
the cohomology of the comotives mentioned and also for the corresponding
pro-motives. Also, the comotif of a function field contains as retracts the
twisted comotives of its residue fields (for all geometric valuations); this also
implies the corresponding results for cohomology and pro-motives.
Remark 1.5.1. In fact, Deglise mostly considers pro-objects for Voevodsky’s
DMgm and of DM
eff
− ; yet the distinctions are not important since the full
embeddings DMeffgm → DMgm andDM
eff
gm → DM
eff
− obviously extend to full
embedding of the corresponding categories of pro-objects. Still, the embed-
dings mentioned allow Deglise to extend several nice results for Voevodsky’s
motives to pro-motives.
2. One of the advantages of the results of Deglise is that he never requires
k to be countable. Besides, our construction of weight Postnikov towers men-
tioned heavily relies on the functoriality of the Gysin distinguished triangle
for motives (proved in [Deg08b]; see also Proposition 2.4.5 of [Deg08a]).
2 Weight structures: reminder, truncations, weight
spectral sequences, and duality with t-structures
In §2.1 we recall basic definitions of the theory of weight structures (it
was developed in [Bon10]; the concept was also independently introduced
in [Pau08]). Note here that weight structures (usually denoted by w) are
natural counterparts of t-structures. Weight structures yield weight trunca-
tions; those (vastly) generalize stupid truncations in K(B): in particular,
they are not canonical, yet any morphism of objects could be extended (non-
canonically) to a morphism of their weight truncations. We recall several
properties of weight structures in §2.2.
We recall virtual t-truncations for a (cohomological) functor H : C → A
(for C endowed with a weight structure) in §2.3 (these truncations are defined
in terms of weight truncations). Virtual t-truncations were introduced in §2.5
of [Bon10]; they yield a way to present H (canonically) as an extension of
a cohomological functor that is positive in a certain sense by a ’negative’
one (as if H belonged to some triangulated category of functors C → A
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endowed with a t-structure). We study this notion further here, and prove
that virtual t-truncations for a cohomological H could be characterized up
to a unique isomorphism by their properties (see Theorem 2.3.1(III4)). In
order to give some characterization also for the ’dimension shift’ (connecting
the positive and the negative virtual t-truncations of H), we introduce the
notion of nice (strongly exact) complex of functors. We prove that complexes
of representable functors coming from distinguished triangles in C are nice,
as well as those complexes that could be obtained from nice strongly exact
complexes of functors C ′ → A for some small triangulated C ′ ⊂ C (via the
extension procedure given by Proposition 1.2.1).
In §2.4 we consider weight spectral sequences (introduced in §§2.3–2.4 of
[Bon10]). We prove that the derived exact couple for the weight spectral
sequence T (H) (for H : C → A) could be naturally described in terms
of virtual t-truncations of H . So, one can express T (H) starting from E2
(as well as the corresponding filtration of H∗) in these terms also. This is
an important result, since the basic definition of T (H) is given in terms of
weight Postnikov towers for objects of C, whereas the latter are not canonical.
In particular, this result yields canonical functorial spectral sequences in
classical situations (considered by Deligne; cf. Remark 2.4.3 of [Bon10]; note
that we do not need rational coefficients here).
In §2.5 we introduce the definition a (nice) duality Φ : Cop×D → A, and
of (left) orthogonal weight and t-structures (with respect to Φ). The latter
definition generalizes the notion of adjacent structures introduced in §4.4 of
[Bon10] (this is the case C = D, A = Ab, Φ = C(−, )). If w is orthogonal
to t then the virtual t-truncations (corresponding to w) of functors of the
type Φ(−, Y ), Y ∈ ObjD, are exactly the functors ’represented via Φ’ by
the actual t-truncations of Y (corresponding to t). We also prove that (nice)
dualities could be extended from C ′ to C (using Proposition 1.2.1). Note
here that (to the knowledge of the author) this paper is the first one which
considers ’pairings’ of triangulated categories.
In §2.6 we prove: if w and t are orthogonal with respect to a nice duality,
the weight spectral sequence converging to Φ(X, Y ) (for X ∈ ObjC, Y ∈
ObjD) is naturally isomorphic (starting from E2) to the one coming from
t-truncations of Y . Moreover even when the duality is not nice, all Epqr
for r ≥ 2 and the filtrations corresponding to these spectral sequences are
still canonically isomorphic. Here niceness of a duality (defined in §2.5)
is a somewhat technical condition (defined in terms of nice complexes of
functors). Niceness generalizes to pairings (C ×D → A) the axiom TR3 (of
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triangulated categories: any commutative square in C could be completed
to a morphism of distinguished triangles; note that this axiom could be
described in terms of the functor C(−,−) : C × C → Ab). We also discuss
some alternatives and predecessors of our methods and results.
In §2.7 we compare weight decompositions, virtual t-truncations, and
weight spectral sequences corresponding to distinct weight structures (in pos-
sibly distinct triangulated categories, connected by an exact functor).
2.1 Weight structures: basic definitions
We recall the definition of a weight structure (see [Bon10]; in [Pau08] D.
Pauksztello introduced weight structures independently and called them co-
t-structures).
Definition 2.1.1 (Definition of a weight structure). A pair of subclasses
Cw≤0, Cw≥0 ⊂ ObjC for a triangulated category C will be said to define a
weight structure w for C if they satisfy the following conditions:
(i) Cw≥0, Cw≤0 are additive and Karoubi-closed (i.e. contain all retracts
of their objects that belong to ObjC).
(ii) Semi-invariance with respect to translations.
Cw≥0 ⊂ Cw≥0[1]; Cw≤0[1] ⊂ Cw≤0.
(iii) Orthogonality.
Cw≥0 ⊥ Cw≤0[1].
(iv) Weight decomposition.
For any X ∈ ObjC there exists a distinguished triangle
B[−1]→ X → A
f
→ B (6)
such that A ∈ Cw≤0, B ∈ Cw≥0.
A simple example of a category with a weight structure is K(B) for any
additive B: positive objects are complexes that are homotopy equivalent to
those concentrated in positive degrees; negative objects are complexes that
are homotopy equivalent to those concentrated in negative degrees. Here one
could also consider the subcategories of complexes that are bounded from
above, below, or from both sides.
The triangle (6) will be called a weight decomposition of X. A weight
decomposition is (almost) never canonical; still we will sometimes denote any
pair (A,B) as in (6) by Xw≤0 and Xw≥1. Besides, we will call objects of the
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type (X [i])w≤0[j] and (X [i])w≥0[j] (for i, j ∈ Z) weight truncations of X. A
shift of the distinguished triangle (6) by [i] for any i ∈ Z, X ∈ ObjC (as well
as any its rotation) will sometimes be called a shifted weight decomposition.
In K(B) (shifted) weight decompositions come from stupid truncations
of complexes.
We will also need the following definitions and notation.
Definition 2.1.2. Let X ∈ ObjC.
1. The category Hw ⊂ C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0,
Hw(Z, T ) = C(Z, T ) for Z, T ∈ Cw=0, will be called the heart of the
weight structure w.
2. Cw≥l (resp. Cw≤l, resp. Cw=l) will denote Cw≥0[−l] (resp. Cw≤0[−l],
resp. Cw=0[−l]).
3. We denote Cw≥l ∩ Cw≤i by C [l,i].
4. Xw≤l (resp. Xw≥l) will denote (X [l])w≤0 (resp. (X [l − 1])w≥1).
5. w≤iX (resp. w≥iX) will denote Xw≤i[−i] (resp. Xw≥i[−i]).
6. w will be called non-degenerate if
∩lC
w≥l = ∩lC
w≤l = {0}.
7. We consider Cb = (∪i∈ZC
w≤i) ∩ (∪i∈ZC
w≥i) and call it the class of
bounded objects of C.
ForX ∈ Cb we will usually take w≤iX = 0 for i small enough, w≥iX = 0
for i large enough.
We will also denote by Cb the corresponding full subcategory of C.
8. We will say that (C,w) is bounded if Cb = C.
9. We will call a Postnikov tower for X (see Definition 1.1.5) a weight
Postnikov tower if all Yi are some choices for w≥1−iX. In this case we
will call the complex whose terms are Xp (see Remark 1.1.6) a weight
complex for X.
We will call a weight Postnikov tower for X negative if X ∈ Cw≤0 and
we choose w≥jX to be 0 for all j > 0 here.
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10. D ⊂ ObjC will be called extension-stable if for any distinguished tri-
angle A→ B → C in C we have: A,C ∈ D =⇒ B ∈ D.
We will also say that the corresponding full subcategory is extension-
stable.
11. D ⊂ ObjC will be called negative if for any i > 0 we have D ⊥ D[i].
Remark 2.1.3. 1. One could also dualize our definition of a weight Postnikov
tower i.e. build a tower from w≤lX instead of w≥lX. Our definition of a
weight Postnikov tower is more convenient for our purposes since in §3.6
below we will consider Yi = j(Z0 \ Zi) instead of = j(Z0 \ Zi → Z0)[−1].
Yet this does not make much difference; see §1.5 of [Bon10] and Theorem
2.2.1(12) below. In particular, our definition of the weight complex for X
coincides with Definition 2.2.1 of ibid. Note also, that Definition 1.5.8 of ibid
(of a weight Postnikov tower) contained both ’our’ part of the data and the
dual part.
2. Weight Postnikov towers for objects of C are far from being unique;
their morphisms (provided by Theorem 2.2.1(15) below) are not unique also
(cf. Remark 1.5.9 of [Bon10]). Yet the corresponding weight spectral se-
quences for cohomology are unique and functorial starting from E2; see The-
orem 2.4.2 of ibid. and Theorem 2.4.2 below for more detail. In particular,
all possible choices of a weight complex for X are homotopy equivalent (see
Theorem 3.2.2(II) and Remark 3.1.7(3) in [Bon10]).
2.2 Basic properties of weight structures
Now we list some basic properties of notions defined. In the theorem below
we will assume that C is endowed with a fixed weight structure w everywhere
except in assertions 18 – 20.
Theorem 2.2.1. 1. The axiomatics of weight structures is self-dual: if
D = Cop (so ObjC = ObjD) then one can define the (opposite) weight
structure w′ on D by taking Dw
′≤0 = Cw≥0 and Dw
′≥0 = Cw≤0.
2. We have
Cw≤0 = Cw≥1⊥ (7)
and
Cw≥0 = ⊥Cw≤−1. (8)
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3. For any i ∈ Z, X ∈ ObjC we have a distinguished triangle w≥i+1X →
X → w≤iX (given by a shifted weight decomposition).
4. Cw≤0, Cw≥0, and Cw=0 are extension-stable.
5. All Cw≤i are closed with respect to arbitrary (small) products (those,
which exist in C); all Cw≥i and Cw=i are additive.
6. For any weight decomposition of X ∈ Cw≥0 (see (6)) we have A ∈
Cw=0.
7. If A → B → C → A[1] is a distinguished triangle and A,C ∈ Cw=0,
then B ∼= A⊕ C.
8. If we have a distinguished triangle A → B → C for B ∈ Cw=0, C ∈
Cw≤−1, then A ∼= B
⊕
C[−1].
9. If X ∈ Cw=0, X [−1] → A
f
→ B is a weight decomposition (of X [−1]),
then B ∈ Cw=0; B ∼= A⊕X.
10. Let l ≤ m ∈ Z, X,X ′ ∈ ObjC; let weight decompositions of X [m] and
X ′[l] be fixed. Then any morphism g : X → X ′ can be completed to a
morphism of distinguished triangles
w≥m+1X −−−→ X
c
−−−→ w≤mXya
yg
yb
w≥l+1X
′ −−−→ X ′
d
−−−→ w≤lX
′
(9)
This completion is unique if l < m.
11. Consider some completion of a commutative triangle w≥m+1X → w≥l+1X →
X (that is uniquely determined by the morphisms w≥m+1X → X and
w≥l+1X → X coming from the corresponding shifted weight decomposi-
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tions; see the previous assertion) to an octahedral diagram:
w≤lX
[1]
&&▼▼
▼▼
▼▼
▼▼
▼▼
[1]

Xoo
w≥l+1X
88qqqqqqqqqqqq
xxqqq
qq
qq
qq
q
w[l+1,m]X
[1] // w≥m+1X
ff▼▼▼▼▼▼▼▼▼▼
OO
w≤lX
[1]

X
yyrrr
rr
rr
rr
rr
oo
w≤mX
ff▲▲▲▲▲▲▲▲▲▲
[1]
%%▲▲
▲▲
▲▲
▲▲
▲▲
w[l+1,m]X
88rrrrrrrrrr [1] // w≥m+1X
OO
Then w[l+1,m]X ∈ C
[l+1,m]; all the distinguished triangles of this octa-
hedron are shifted weight decompositions.
12. For X,X ′ ∈ ObjC, l, l′, m,m′ ∈ Z, l < m, l′ < m′, l > l′, m > m′, con-
sider two octahedral diagrams: (11) and a similar one corresponding to
the commutative triangle w≥m+1X → w≥l+1X → X and w≥m′+1X
′ →
w≥l′+1X → X (i.e. we fix some choices of these diagrams). Then any
g ∈ C(X,X ′) could be uniquely extended to a morphism of these di-
agrams. The corresponding morphism h : w[l+1,m]X → w[l′+1,m′]X
′ is
characterized uniquely by any of the following conditions:
(i) there exists a C-morphism i that makes the squares
w≥l+1X −−−→ Xyi
yg
w≥l′+1X
′ −−−→ X ′
(10)
and
w≥l+1X −−−→ w[l+1,m]Xyi
yh
w≥l′+1X
′ −−−→ w[l′+1,m′]X
′
(11)
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commutative.
(ii) there exists a C-morphism j that makes the squares
X −−−→ w≤mXyg
yj
X ′ −−−→ w≤m′X
′
(12)
and
w[l+1,m]X −−−→ w≤mXyh
yj
w[l′+1,m′]X
′ −−−→ w≤m′X
′
(13)
commutative.
13. For any choice of w≥iX there exists a weight Postnikov tower for X
(see Definition 2.1.2(9)). For any weight Postnikov tower we have
Cone(Yi → X) ∈ C
w≤−i; X i ∈ Cw=0.
14. Conversely, any bounded Postnikov tower (for X) with X i ∈ Cw=0 is a
weight Postnikov tower for it.
15. For X,X ′ ∈ ObjC and arbitrary weight Postnikov towers for them, any
g ∈ C(X,X ′) can be extended to a morphism of Postnikov towers (i.e.
there exist morphisms Yi → Y
′
i , X
i → X ′i, such that the corresponding
squares commute).
16. For X,X ′ ∈ Cw≤0, suppose that f ∈ C(X,X ′) can be extended to a
morphism of (some of) their negative Postnikov towers that establishes
an isomorphism X0 → X ′0. Suppose also that X ′ ∈ Cw=0. Then f
yields a projection of X onto X ′ (i.e. X ′ is a retract of X via f).
17. Cb is a Karoubi-closed triangulated subcategory of C. w induces a non-
degenerate weight structure for it, whose heart equals Hw.
18. For a triangulated idempotent complete C let D ⊂ ObjC be negative.
Then there exists a unique weight structure w on the Karoubi-closure
T of 〈D〉 in C such that D ⊂ Tw=0. Its heart is the Karoubi-closure of
the closure of D in C with respect to (finite) direct sums.
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19. For the weight structure mentioned in the previous assertion, Tw≤0 is
the smallest Karoubi-closed extension-stable subclass of ObjC contain-
ing ∪i≥0D[i]; T
w≥0 is the smallest Karoubi-closed extension-stable sub-
class of ObjC containing ∪i≤0D[i].
20. For the weight structure mentioned in two previous assertions we also
have
Tw≤0 = (∪i<0D[i])
⊥; Tw≥0 = ⊥(∪i>0D[i]).
Proof. 1. Obvious; cf. Remark 1.1.3 of [Bon10] (and Remark 1.1.2 of ibid.
for more detail).
2. These are parts 1 and 2 of Proposition 1.3.3 of ibid.
3. Obvious (since [i] is exact up to change of signs of morphisms); cf.
Remark 1.2.2 of ibid.
4. This is part 3 of Proposition 1.3.3 of ibid.
5. Obvious from the definition and parts 4 of loc. cit.
6. This is part 6 of Proposition 1.3.3 of ibid.
7. This is part 7 of loc. cit.
8. It suffices to note that C(B,C) = {0}, hence the triangle splits.
9. This is part 8 of loc. cit.
10. This is Lemma 1.5.1 of ibid.
11. The only non-trivial statement here is that w[l+1,m]X ∈ C
[l+1,m] (it
easily implies: the left hand side of the lower cap in (11) also yields
a shifted weight decomposition). (11) yields distinguished triangles:
T1 = (w≥l+1X → w[l+1,m]X → w≥m+1X [1]) and T2 = (w≤lX →
w[l+1,m]X [1]→ w≤mX [1]). Hence assertion 4 yields the result.
12. By assertion 10, g extends uniquely to a morphism of the following
distinguished triangles: from T3 = (w≥m+1X → X → w≤mX) to T ′3 =
(w≥m′+1X
′ → X ′ → w≤m′X), and from T4 = (w≥l+1X → X → w≤lX)
to T ′4 = (w≥l′+1X
′ → X ′ → w≤l′X); next we also obtain a unique
morphism from T1 (as defined in the proof of the previous assertion)
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to its analogue T ′1. Putting all of this together: we obtain unique
morphisms of all of the vertices of our octahedra, which are compatible
with all the edges of the octahedra except (possibly) those that belong
to T2 (as defined above). We also obtain that there exists unique i and
h that complete (10) and (11) to commutative squares.
Now, the morphism w≤lX → w[l+1,m]X could be decomposed into the
composition of morphisms belonging to T1 and T3. Hence in order
to verify that we have actually constructed a morphism of octahedral
diagrams, it remains to verify the commutativity of the squares
w≤mX −−−→ w≤lXyg
yj
w≤m′X
′ −−−→ w≤l′X
′
(14)
and (13) i.e. we should check that the two possible compositions of
arrows for each of the squares are equal. Now, assertion 10 implies:
the compositions in question for (14) both equal the only morphism q
that makes the square
X −−−→ w≤mXyg
yq
X ′ −−−→ w≤l′X
′
commutative. Similarly, the compositions for (13) both equal the only
morphism r that makes the square
w≥l+1X −−−→ w[l+1,m]Xy
yr
X ′ −−−→ w≤m′X
′
commutative. Here we use the part of the octahedral axiom that says
that the square
w≥l+1X −−−→ w[l+1,m]Xy
y
X −−−→ w≤mX
is commutative (as well as the corresponding square for (X ′, l′, m′)).
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Lastly, as we have already noted, the condition (i) characterizes h
uniquely; for similar (actually, exactly dual) reasons the same is true
for (ii). Since the morphism w[l+1,m]X → w[l′+1,m′]X ′ coming from the
morphism of the octahedra constructed satisfies both of these condi-
tions, it is characterized by any of them uniquely.
13. Immediate from part 2 of (Proposition 1.5.6) of loc. cit. (and also from
assertion 11).
14. Immediate from Remark 1.5.9(2) of ibid.
15. Immediate from part 1 (of Remark 1.5.9) of loc. cit.
16. It suffices to prove that Cone f ∈ Cw≤−1. Indeed, then the distin-
guished triangle X
f
→ X ′ → Cone f necessarily splits.
We complete the commutative triangle Xw≤−1 → X ′w≤−1 → X0(=
X ′0) to an octahedral diagram. Then we obtainCone f ∼= Cone(Xw≤−1 →
X ′w≤−1)[1]; hence Cone f ∈ Cw≤−1 indeed.
17. This is Proposition 1.3.6 of ibid.
18. By Theorem 4.3.2(II1) of ibid., there exists a unique weight structure
on 〈D〉 such that D ⊂ 〈D〉w=0. Next, Proposition 5.2.2 of ibid. yields
that w can be extended to the whole T ; along with part Theorem
4.3.2(II2) of loc. cit. it also allows to calculate Tw=0 in this case.
19. Immediate from Proposition 5.2.2 of ibid. and the description of 〈H〉w≤0
and 〈H〉w≥0 in the proof of Theorem 4.3.2(II1) of ibid.
20. If X ∈ Tw≤0 then the orthogonality condition for w immediately yields:
Y ⊥ X for any Y ∈ ∪i<0D[i].
Conversely, suppose that for some X ∈ ObjT we have Y ⊥ X for all
Y ∈ ∪i<0D[i]. Then Y ⊥ X also for all Y belonging to the smallest
extension-stable subclass of ObjC containing ∪i<0D[i]. Hence this is
also true for all Y ∈ Tw≥1 (see the previous assertion). Hence (7) yields:
X ∈ Tw≤0. We obtain the first part of the assertion.
The second part of the assertion is dual to the first one (and easy from
(8)).
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Remark 2.2.2. 1. In the notation of assertion 10, for any a (resp. b) such
that the left (resp. right) hand square in (9) commutes there exists
some b (resp. some a) that makes (9) a morphism of distinguished
triangles (this is just axiom TR3 of triangulated categories). Hence for
l < m the left (resp. right) hand side of (9) characterizes a (resp. b)
uniquely.
2. Assertions 10 and 12 yield mighty tools for proving that a construction
described in terms of weight decompositions is functorial (in a certain
sense). In particular, the proofs of functoriality of weight filtration and
virtual t-truncations for cohomology (we will consider these notions
below) in [Bon10] were based on assertion 10.
Now we explain what kind of functoriality could be obtained using
assertion loc. cit. Actually, such an argument was already used in the
proof of assertion 12.
In the notation of assertion 10 we will say that a and b are compatible
with g (with respect to the corresponding weight decompositions). Now
suppose that for some X ′′ ∈ ObjC, some n ≤ l, g′ ∈ C(X ′, X ′′), and
a distinguished triangle w≥n+1X ′′ → X ′ → w≤nX ′ we have morphisms
a′ : w≥l+1X
′ → w≥n+1X
′′ and b′ : w≤lX ′ → w≤nX ′′ compatible with
g′. Then a′ ◦ a and b′ ◦ b are compatible with g′ ◦ g (with respect to
the corresponding weight decompositions)! Moreover, if n < m then
(a′ ◦ a, b′ ◦ b) is exactly the (unique!) pair of morphisms compatible
with g′ ◦ g.
3. In the notation of assertion 12 we will (also) say that h : w[l+1,m]X →
w[l′+1,m′]X
′ is compatible with g. Note that h is uniquely characterized
by (i) (or (ii)) of loc. cit.; hence in order to characterize it uniquely
it suffices to fix g and all the rows in (10) and (11) (or in (12) and
(13)). Besides, we obtain that h is functorial in a certain sense (cf. the
reasoning above).
4. Assertion 11 immediately implies: for any l < m the class of all possible
w≤lX coincides with the class of possible w≤l(w≤mX), whereas the class
of possible w≥mX coincides with those of w≥m(w≥lX).
Besides, assertion 11 also allows to construct weight Postnikov towers
(cf. §1.5 of [Bon10]). Hence w[i,i]X is just X i[−i] (for any i ∈ Z, X ∈
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ObjC), and a weight complex for any w[l+1,m]X can be assumed to be
the corresponding stupid truncation of the weight complex of X.
5. Assertions 10 and 15 will be generalized in §2.7 below to the situation
when there are two distinct weight structures; this will also clarify
the proofs of these statements. Besides, note that our remarks on
functoriality are also actual for this setting.
Some of the proofs in §2.7 may also help to understand the concept of
virtual t-truncations (that we will start to study just now) better.
2.3 Virtual t-truncations of (cohomological) functors
Till the end of the section C will be endowed with a fixed weight structure
w; H : C → A (A is an abelian category) will be a contravariant (usually, co-
homological) functor. We will not consider covariant (homological) functors
here; yet certainly, dualization is absolutely no problem.
Now we recall the results of §2.5 of [Bon10] and develop the theory further.
Theorem 2.3.1. Let H : C → A be a contravariant functor, k ∈ Z, j > 0.
I The assignments H1 = H
kj
1 : X 7→ Im(H(w≤kX) → H(w≤k+jX))
and H2 = H
kj
2 : X 7→ Im(H(w≥kX) → H(w≥k+jX)) define contravariant
functors C → A that do not depend (up to a canonical isomorphism) from
the choice of weight decompositions. We have natural transformations H1 →
H → H2.
II Let k′ ∈ Z, j′ > 0. Then there exist the following natural isomorphisms.
1. (Hkj1 )
k′j′
1
∼= H
min(k,k′),max(k+j,k′+j′)−min(k,k′)
1 .
2. (Hkj2 )
k′j′
2
∼= H
min(k,k′),max(k+j,k′+j′)−min(k,k′)
2 .
3. (Hkj1 )
k′j′
2
∼= (H
k′j′
2 )
kj
1
∼= Im(H(w[k,k′]X) → H(w[k+j,k′+j′]X)). Here the
last term is defined using the connection morphism w[k+j,k′+j′]X → w[k,k′]X
that is compatible with idX in the sense of Remark 2.2.2(3); the last isomor-
phism is functorial in the sense described in loc. cit.
III Let H be cohomological, j = 1; let k be fixed.
1. Hl (l = 1, 2) are also cohomological; the transformations H1 → H →
H2 extend canonically to a long exact sequence of functors
· · · → H2 ◦ [1]→ H1 → H → H2 → H1 ◦ [−1]→ . . . (15)
(i.e. the sequence is exact when applied to any X ∈ ObjC).
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2. H1 ∼= H whenever H vanishes on C
w≥k+1.
3. H ∼= H2 whenever H vanishes on C
w≤k.
4. Let H ′
f
→ H
g
→ H ′′ be a (three-term) complex of functors exact in the
middle such that:
(i) H ′, H ′′ are cohomological.
(ii) for any X ∈ ObjC we have Coker g(X) ∼= Ker f(X [−1]) (we do not
fix these isomorphisms).
(iii) H ′ vanishes on Cw≥k+1; H ′′ vanishes on Cw≤k.
Then H ′
f
→ H is canonically isomorphic to H1 → H; H
g
→ H ′′ is canon-
ically isomorphic to H → H2.
Proof. I This is Proposition 2.5.1(III1) of [Bon10].
II Easily follows from Theorem 2.2.1, parts 11 and 12; see Remark 2.2.2.
III1. This is Proposition 2.5.1(III2) of [Bon10].
2. If H vanishes on Cw≥k+1 then for any X we have w≥k+1X = 0; hence
H2 vanishes. Therefore in the long exact sequence · · · → H2(X [1])→ H1 →
H → H2(X) → . . . given by assertion II1 we have H2(X [1]) ∼= 0 ∼= H2(X);
we obtain H1 ∼= H .
Conversely, suppose that H1 ∼= H . Let X ∈ ObjC
w≥k+1; we can as-
sume that w≤kX = 0. Then we have H(X) ∼= H1(X) = ImH(w≤kX) →
H(w≤k+1X)) = 0.
3. It suffices to apply assertion II1 to the dual functor Cop → Aop; note
that the axiomatics of abelian categories, triangulated categories, and weight
structures are self-dual (see Remark 1.1.3(1) and Theorem 2.2.1(1)).
4. We should check that in the diagram
H ′1
g
−−−→ H1yh
y
H ′ −−−→ H
g and h are isomorphisms. Then g ◦ h−1 will yield the first isomorphism
desired, whereas dualization will yield the remaining half of the statement.
Now, assertion III2 yields that g in isomorphism.
Next, for an X ∈ ObjC we choose some weight decompositions for X [k]
and X [k + 1] and consider the diagram
H ′′((w≤kX)[1]) −−−−→ H
′(w≤kX)
l
−−−−→ H(w≤kX) −−−−→ H
′′(w≤kX)ya
yb
H ′′((w≤k+1X)[1]) −−−−→ H
′(w≤k+1X)
m
−−−−→ H(w≤k+1X) −−−−→ H
′′(w≤k+1X).
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By our assumptions, H ′′((w≤kX)[1]) ∼= H ′′(w≤kX) ∼= H ′′((w≤k+1X)[1]) ∼=
0; hence l is an isomorphism and m is a monomorphism. Hence the induced
map Im a→ Im b is an isomorphism; so h is an isomorphism (since its appli-
cation to any X ∈ ObjC is an isomorphism).
Definition 2.3.2. [virtual t-truncations of H ]
Let k,m ∈ Z. For a (co)homological H we will call Hk1l , l = 1, 2, k ∈ Z,
virtual t-truncations of H . We will often denote them simply by Hl; in this
case we will assume k = 0 unless k is specified explicitly.
We denote the following functors C → A: Hk11 , H
k−1,1
2 , (H
m1
2 )
k1
1 , and
X 7→ (H011 )
−11
2 (X [k]) by τ≤kH , τ≥kH , τ[m+1,k]H , and H
τ=k, respectively.
Note that all of these functors are cohomological if H is.
Remark 2.3.3. 1. Note that H often lies in a certain triangulated ’category of
functors’ D (whose objects are certain cohomological functors C → A). We
will axiomatize this below by introducing the notion of duality Φ : Cop×D →
A: if Φ is a duality then for any Y ∈ ObjD we have a cohomological functor
Φ(−, Y ) : C → A. It is also often the case when the virtual t-truncations
defined are compatible with actual t-truncations with respect to some t-
structure t on D (see below). Still, it is very amusing that these t-truncated
functors as well as their transformations corresponding to t-decompositions
(see Definition 1.1.1) can be described without specifying any D and Φ!
2. Below we will need an explicit description of the connecting morphisms
in (15). We give it here (following the proof of Proposition 2.5.1 of [Bon10]).
The transformation H1 → H (resp. H → H2) for any k, j can be cal-
culated by applying H to any possible choice either of X → w≤kX or of
X → w≤k+jX (resp. of w≥kX → X or of w≥k+jX → X) that comes from
any possible choice the corresponding weight decomposition. The transfor-
mation H2 → H1 ◦ [−1] for j = 1 is given by applying H to any possible
choice either of the morphism w≤k+1X → w≥k+2X [1] or of the morphism
w≤kX → w≥k+1X [1] that comes from any possible choice of a weight decom-
position of X [k].
Here we use the following trivial observation: for A-morphisms X1
f1
→ Y1
and X2
f2
→ Y2 any g : X1 → X2 (resp. h : Y1 → Y2) is compatible with at
most one morphism i : Im f1 → Im f2; if such an i exists, we will say that it
is induced by g (resp. by h). Certainly, here f1 could be equal to idX1 or f2
could be equal to idX2 .
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3. For any k, j, and any C-morphism g : X → Y the morphism H1(X)→
H1(Y ) (resp. H2(X) → H2(Y )) is induced by any choice of either of the
morphism w≤kX → w≤kY or of w≤k+jX → w≤k+jY (resp. of the morphism
w≥kX → w≥kY or of w≥k+jX → w≥k+jY ) that is compatible with g with
respect to the corresponding weight decomposition (in the sense of Remark
2.2.2(2)); see the proof of Proposition 2.5.1 of [Bon10].
We would like to extend assertion III4 of Theorem 2.3.1 to a statement
on a (canonical) isomorphism of long exact sequences of functors. To this
end we need the following definition.
Definition 2.3.4. 1. We will call a sequence of functors C = · · · → H ′′ ◦
[1]
[1](h)
→ H ′
f
→ H
g
→ H ′′
h
→ H ′ ◦ [−1]→ . . . of contravariant functors C → Ab
a strongly exact complex if H ′, H,H ′′ are cohomological and C(X) is a long
exact sequence for any X ∈ ObjC; here [1](h) is the transformation induced
by h.
2. We will also say that a strongly exact complex C is nice in H if the
following condition is fulfilled:
For any distinguished triangle T = A
l
→ B
m
→ C
n
→ A[1] in C the natural
morphism p:
Ker((H ′(A)
⊕
H(B)
⊕
H ′′(C))


f(A) −H(l) 0
0 g(B) −H ′′(m)
−H ′([−1](n)) 0 h(C)


−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(H(A)
⊕
H ′′(B)
⊕
H ′(C[−1])))
p
→ Ker((H ′(A)
⊕
H(B))
f(A)⊕−H(l)
−−−−−−−→ H(A)) is epimorphic.
(16)
Now we describe the connection of (16) with truncated realizations; our
arguments will also somewhat clarify the meaning of this condition.
Theorem 2.3.5. 1. Let C be a strongly exact complex of functors that is nice
in H; let H ′
f
→ H
g
→ H ′′ (a ’piece’ of C) satisfy the conditions of assertion
III4 of Theorem 2.3.1. Then C is canonically isomorphic to (15).
2. Let X → Y → Z be a distinguished triangle in C. Then C = · · · →
C(−, X) → C(−, Y ) → C(−, Z) → . . . is a strongly exact complex of func-
tors C → Ab; it is nice in C(−, Y ).
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3. Let there exist a (skeletally) small full triangulated C ′ ⊂ C such that
the restriction of a strongly exact complex C to C ′ is nice in H. For D ∈
ObjC we consider the projective system L(D) whose elements are (E, i) :
E ∈ ObjC ′, i ∈ C(D,E); we set (E, i) ≥ (E ′, i′) if (E, i) = (E ′
⊕
E ′′, i′⊕ i′′)
for some (E ′′, i′′) ∈ L(D).
Suppose that for any D ∈ C and for G = H ′ and G = H we have
lim
−→L(D)
(ImG(i) : G(E)→ G(D)) = G(D); (17)
here we also assume that these limits exist. Then C is nice on C also.
4. Let C ′ ⊂ C be a (skeletally) small triangulated subcategory, let A
satisfy AB5. Let C ′ = · · · → H ′ → H → H ′′ → . . . be a strongly exact
complex of functors C ′ → A. We extend all its terms from C ′ to C by the
method of Proposition 1.2.1 and denote the complex obtained by C; we carry
on the notation for the terms and arrows from C ′ to C. Then C is a strongly
exact complex also (and its terms are cohomological functors).
It is nice in H whenever C ′ is.
Proof. 1. It suffices to check that the isomorphism provided by Theorem
2.3.1(III4) is compatible with the coboundaries if (16) is fulfilled. We can
assume A = Ab; see Remark 1.1.8. Then (16) transfers into: for any (x, y) :
x ∈ H ′(A), y ∈ H(B), f(A)(x) = H(l)(y) there exists a
z ∈ H ′′(C) such that g(B)(y) = H ′′(z) and H([−1](n))(x) = h(C)(z). (18)
We should prove: if the images of x ∈ H2(X) and of y ∈ H ′′(X) in
H ′′2 (X) coincide, w ∈ H1(X [−1]) and t = H(X)(y) ∈ H
′(X [−1]) are their
coboundaries, then w and t come from some (single) u ∈ H ′1(X [−1]).
We lift x to some x′ ∈ H(w≥k+1X). Then (16) (if we substitute w≥k+1
for A and X for B in it) implies the existence of some v ∈ H ′((w≤kX)[−1])
whose image in H ′(X [−1]) (resp. in H(w≤kX [−1])) coincides with t (resp.
with the coboundary of x′). Hence we can take u being the image of v (in
H ′1(X [−1])).
2. Since the bi-functor C(−,−) is (co)homological with respect to both
arguments, C is a strongly exact complex indeed. It remains to note: (16)
in this case just means that any commutative square can be completed to
a morphism of distinguished triangles; so it follows from the corresponding
axiom (TR3) of triangulated categories.
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3. First suppose that A = Ab (or any other abelian category equipped
with an exact faithful functor A→ Ab that respects small direct limits; note
that below we will only need A = Ab). Then we should check (18).
Now note: it suffices to prove that there exist A′, B′ ∈ ObjC ′, l′ ∈
C(A′, B′), α ∈ C(A,A′), β ∈ C(B,B′), x′ ∈ H ′(A′), g′ ∈ H(B′) such that:
x = H ′(α)(x′), y = H(β)(y′), l′ ◦ α = β ◦ l, f(A′)(x′) = H(l′)(y′). (19)
Indeed, denote C ′ = Cone(l′); denote by γ some element of C(C,C ′) that
completes
A −−−→ B
y
y
A′ −−−→ B′
to a morphism of triangles. Let z′ ∈ H ′′(C ′) be some element satisfying the
obvious analogue of (18). Then h = H ′′(γ)(h′) is easily seen to satisfy (18).
Now we construct A′, B′, . . . as desired. Note that in this case the as-
sumption (17) is equivalent to: for any t ∈ G(D) there exist E ∈ ObjC ′,
s ∈ G(D), and r ∈ C(D,E), such that t = G(r)(s) (since C ′ is addi-
tive). So, we can choose A′ ∈ ObjC ′, α ∈ C(A,A′), x′ ∈ H ′(A′) such that
x = H ′(α)(x′). We complete q = α ⊕ l ∈ C(A,A′
⊕
B) to a distinguished
triangle A → A′
⊕
B
p=p1⊕p2
→ D. Since H(q)((−H ′(f(A′)(x′), y)) = 0, there
exists an s ∈ H(D) such that H(p)(s) = (−H ′(f(A′)(x′), y) (recall that H
is cohomological on C). So, we have H(p2)(s) = y, −H(p1)(s) = f(A′)(X ′),
p2 ◦ l = −p1 ◦ α.
D fits for B′ if it lies in ObjC ′. In the general case using (17) again, we
choose B′ ∈ ObjC ′, δ ∈ C(D,B′), g′ ∈ H(Y ), such that s = H(δ)(g′). Then
it is easily seen that taking l′ = −δ ◦ p1, β = δ ◦ p2, we complete the choice
of a set of data satisfying (19).
This argument can be modified to work for a general A. To this end
we separate those parts of the reasoning where we used the fact that H is
cohomological from those where we deal with limits; this allows us to ’work
as if A = Ab’.
We denote Ker(H ′(A)
⊕
H(B))→H(A)) (with respect to the morphism
in (16) by S(A,B), and Ker(H ′(A)
⊕
H(B)
⊕
H ′′(C))→H(A)
⊕
H ′′(B)
⊕
H ′(C[−1])
by T (A,B,C).
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Then we have a commutative diagram
lim
−→
(Im(T (A′, B′, C ′)→ T (A,B,C)))
t′
−−−→ lim
−→
(Im(S(A′, B′)→ S(A,B)))
y
yi
T (A,B,C)
t
−−−→ S(A,B)
here the first direct limit above is taken with respect to morphisms of triangles
(A → B → C) → (A′ → B′ → C ′) for A′, B′, C ′ ∈ ObjC ′ (the ordering is
similar to those of (17)); the second limit is taken similarly with respect to
morphisms (A→ B) → (A′ → B′) for A′, B′ ∈ ObjC ′. Since the restriction
of C to C ′ is nice in H , for all A′, B′, C ′ the morphism T (A′, B′, C ′) →
S(A′, B′) is epimorphic; hence t′ is epimorphic. Therefore, it suffices to prove
that i is epimorphic.
Now let us fix A′ = A0 and α = α0. We use the notation introduced
above; denote the preimage of Im(H ′(α) : H ′(A′) → H ′(A)) with respect to
the natural morphism S(A,B) → H ′(A) by J . Then J equals Im(H ′(A′)×
H(D)→ S(A,B)). Indeed, here we can apply Proposition 1.1.7 (see Remark
1.1.8) and then apply the reasoning ’with elements’ used above.
In any A we obtain: since Φ(D, Y ) = lim
−→
(Im(Φ(B′, Y ) → Φ(D, Y ))), we
obtain that G = lim
−→
(Im(S(A0, B
′, X, Y )→ S(A,B,X, Y ))). Here we use the
following fact (valid in any abelian A): if Ji ⊂ J ′ ∈ ObjA, lim−→ Ji = J (for
some projective system), u : J ′ → J is anA-epimorphism, then lim
−→
u(Ji) = J .
Now, passing to the limit with respect to (A0, α0) (using (17)) finishes
the proof.
4. C is a complex indeed since the extension procedure is functorial.
By Proposition 1.2.1(I1), all the terms of C are cohomological on C. Also,
part II2 of loc. cit. immediately implies that C is exact (i.e. C(X) is exact
for any X ∈ ObjC). Hence C is a strongly exact complex.
Obviously, if C is nice in H then C ′ also is.
Conversely, let C ′ be nice in H . Then Proposition 1.2.1(II1) implies that
H ′ and H satisfy (17) (for all D). Hence C is nice in H by assertion 3.
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2.4 Weight spectral sequences and filtrations; relation
with virtual t-truncations
Definition 2.4.1. For an arbitrary (C,w) let H : C → A be a cohomological
functor (A is any abelian category).
We define W i(H) : C → A as X → Im(H(w≤iX)→ H(X)).
By Proposition 2.1.2(2) of [Bon10], W i(H)(X) does not depend on the
choice of a weight decomposition for X [i]; it also defines a (canonical) sub-
functor of H(X).
Now recall that Postnikov towers yield spectral sequences for cohomology.
We will denote H(X [−i]) by H i(X) (for X ∈ ObjC). We will also use the
notation of Definition 2.3.2.
Theorem 2.4.2. Let k,m ∈ Z.
I1. For any weight Postnikov tower for X (see Definition 2.1.2(9)) there
exists a spectral sequence T = T (H,X) with Epq1 (T ) = H
q(X−p) such that
the map Epq1 → E
p+1q
1 is induced by the morphism X
−p−1 → X−p (coming
from the tower). We have T (H,X) =⇒ Hp+q(X) for any X ∈ Cb.
One can construct it using the following exact couple: Epq1 = H
q(X−p),
Dpq1 = H
q(Xw≥1−p).
2. T is (covariantly) functorial in H; it is contravariantly C-functorial
in X starting from E2.
3. Denote the step of filtration given by (El,m−l∞ : l ≥ −k) on H
m(X) by
F−kHm(X). Then F−kHm(X) = (W kHm)(X).
II The derived exact couple for T (H,X) can be naturally calculated in
terms of virtual t-truncations of H in the following way: Epq2
∼= E
′pq
2 =
(Hq)τ=−p(X), Dpq2 = D
′pq
2 = (τ≥qH)(X [1− p]); the connecting morphisms of
the couple ((E ′2, D
′
2)) come from (15).
III1. F−kHm(X) = Im((τ≤kH
m)(X) → Hm(X)) (with respect to the
connecting morphism mentioned in Theorem 2.3.1(I)).
2. For any r ≥ 2, p, q ∈ Z there exists a functorial isomorphism Epqr
∼=
(F p(τ[−p+2−r,−p+r−2]H)
q)p/F p+1(τ[−p+2−r,−p+r−2]H)
q)p.
Proof. I This is Theorem 2.4.2 of [Bon10]; see also Remark 2.4.1 of ibid. for
the discussion of exact couples.
In fact, assertion 1 follows easily from well known properties of Postnikov
towers and of related spectral sequences.
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II Since virtual t-truncations are functorial, the exact couple (D′2, E
′
2) is
functorial also.
The definitions of the derived exact couple and of the virtual t-truncations
imply immediately that Dpq2 and their connecting maps are exactly D
′pq
2 (and
their connecting morphisms) specified in the assertion.
It remains to compare E2 with E ′2, and also the connecting maps of exact
couples starting and ending in E2 with those for E ′2. It suffices to consider p =
q = 0. Our strategy is the following one. First we construct an isomorphism
E002 → E
′00
2 ; our construction depends on some choices. Then we prove that
the isomorphism constructed is actually natural (in particular, it does not
depend on the choices made). Lastly we verify that the isomorphisms of
the terms of the exact couples constructed is compatible with the connecting
morphisms of these couples. Note that in this (last) part of the argument we
can make those choices (of certain weight decompositions) that we like.
By the definition of the derived exact couple we have: E002 is the 0-th
cohomology of the complex (H(X−j)) (for any choice of the weight complex
(X i)). E ′002 is the image of H(k) where k ∈ C(w[0,1]X,w[−1,0]X) is any mor-
phism that is compatible with idX with respect to the corresponding weight
decompositions (see see Theorem 2.3.1(II3) and Remark 2.2.2(3)). So, we
should compare a subfactor of H(X0) with a subobject of H(w[0,1]X).
Now suppose that we are given an octahedral diagram containing a com-
mutative triangle w[1,1]X → w[0,1]X → w[−1,1]X (see Theorem 2.2.1(11)). We
could obtain it as follows: fix some w[−1,1]X; then choose certain w[0,1]X =
w≥0(w[−1,1]X) and w[1,1]X = w≥1(w[−1,1]X) (see Remark 2.2.2(4)). For any
possible completion of the commutative triangle w[1,1]X → w[0,1]X → w[−1,1]X
to an octahedral diagram, the remaining vertices of the octahedron are cer-
tain w[−1,0]X, w[0,0]X = X0, and w[−1,−1]X = X−1[1] (by Theorem 2.2.1(11)).
We obtain morphisms w[0,1]X
i
→ X0
j
→ w[−1,0]X such that k = j ◦ i.
Moreover, Im(H(X1) → H(X0)) = KerH(i). Hence H(i) induces some
monomorphism α : H(X0)/ Im(H(X1) → H(X0)) to H(w[0,1]X). Besides,
Ker(H(X0)→ H(X−1)) = ImH(j); therefore the restriction of α to α−1(ImH(k))
yields an isomorphism β : E002 → E
′00
2 .
Now we verify that the isomorphism constructed is natural.
Note that it actually depends only on w[0,1]X
i
→ X0 and ImH(k) (we
used the remaining data only in order to verify that we actually obtain an
isomorphism). So, suppose that we have X ′ ∈ ObjC, g ∈ C(X,X ′), and
some choice of w≥0X ′, w≥1X ′, and w≥2X ′. We have canonical connecting
45
morphisms w≥0X ′ → w≥1X ′ → w≥2X ′ that are compatible with idX′ with
respect to the morphisms w≥lX ′ → X ′ (l = 0, 1, 2). Applying Theorem
2.2.1(11), we obtain a choice of w[0,1]X ′
i′
→ X ′0. We also fix some choice of
H(k′) (in order to do this we fix some choice of w≤−1X and of w[−1,0]X). Note
that all of these choices are necessarily compatible with some choice of the
isomorphism β ′ : E002 (X
′)→ E ′002 (X
′) constructed as above (see 2.2.2(2)).
Now we choose some morphisms gl : w≥lX → w≥lX ′, for −1 ≤ l ≤ 2,
compatible with g (see Remark 2.2.2(2)). These choices could be extended
to some morphisms a : w[0,1]X → w[0,1]X ′ and b : X0→X ′0 (by extending
morphisms of arrows to morphism of distinguished triangles).
Now we verify the commutativity of the diagram
w[0,1]X
i
−−−→ X0
ya
yb
w[0,1]X
′ i
′
−−−→ X ′0
It follows from Theorem 2.2.1(10) applied to the morphism g0 : w≥0X →
w≥0X
′, l = 1, m = 2 (since both b ◦ i and i′ ◦ a are compatible with g0).
Moreover, Remark 2.2.2(3) yields that H(a) sends H(k) to H(k′). We obtain
a commutative diagram
E002
β
−−−→ E ′002y
y
E002 (H,X
′)
β′
−−−→ E ′002 (H,X
′)
Since E002 (H,−) and E
′00
2 (H,−) are C
op-functorial (and the vertical arrows
in the diagram are exactly those that yield this functoriality; see Remark
2.3.3(3)), we obtain the naturality in question.
Now it remains to prove that the isomorphisms of terms of exact cou-
ples constructed above is compatible with the (two remaining) connecting
morphisms of these couples.
First consider the morphisms E002 → D
10
2 . Recall (by the definition of
the derived exact couple) that it is induced by any morphism w≥0X → X0
that extends to a weight decomposition of w≥0X (here we consider E002 as
a subfactor of H(X0)). On the other hand, the morphism E ′002 → D
′10
2 =
Im(H(w≥−1X)→ H(w≥0X)) is induced by any possible choice of a morphism
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w≥0X → w[0,1]X that yields a weight decomposition of w≥0X [1] (by Remark
2.3.3(2); see also Remark 2.2.2(3)). Hence it suffices to note that the triangle
w≥0X → w[0,1]X
i
→ X0 is necessarily commutative by Remark 2.2.2.
It remains consider the morphism D1,−12 → E
00
2 . It is induced by the
morphism X0 → w≥1X (that yields a weight decomposition of w≥0X). The
morphism D′1,−12 (= Im(H(w≥1X)[1])→ H(w≥2X)[1]))→ E
′00
2 is induced by
the morphism w[0,1]X → w≥2X [1]. Hence it suffices to construct a commu-
tative square
w[0,1]X
i
−−−→ X0
y
y
w≥2X [1] −−−→ w≥1X [1]
By applying Theorem 2.2.1(11) to the commutative triangle w≥2X → w≥1X →
w≥0X we obtain that there exists such a commutative square with a certain
i0 instead of i. Note that (by loc. cit.) i0 yields a weight decomposi-
tion of w[0,1]X. It suffices to verify that we may take i0 for i i.e. that i0
could be completed to an octahedral diagram one of whose faces yields some
choice of the commutative triangle w[1,1]X → w[0,1]X → w[−1,1]X. We take
w[1,1]X = Cone i0[−1], choose some w[−1,1]X (coming from the same w≤1X
as w[0,1]X). By Remark 2.2.2(2) we obtain a unique commutative trian-
gle w[1,1]X → w[0,1]X → w[−1,1]X that is compatible with idw≤1X respect
to the corresponding weight decompositions. It remains to apply Theorem
2.2.1(11).
III We can assume k = m = 0.
1. In the notation of Theorem 2.3.1 we consider the morphism of spectral
sequences M : T (H1, X) → T (H,X) (induced by H1 → H). Part II of loc.
cit. implies: M is an isomorphism on Epq2 for p ≥ −k and E
pq
2 (T (H1, X)) = 0
otherwise. The assertion follows immediately.
2. Similarly to the previous reasoning, we have natural isomorphisms:
Epq2 (T (τ[2−r,r−2]H,X)
∼= E
pq
2 (T (H,X)) for 2 − r ≤ p ≤ r − 2 and = 0 other-
wise. It easily follows thatEpq∞(T (τ[2−r,r−2]H,X) ∼= E
pq
r (T (τ[−p+2−r,−p+r−2]H,X).
The result follows immediately.
Remark 2.4.3. 1. The dual of assertion II is: if we consider the alternative
exact couple for our weight spectral sequence (see Remark 2.1.3) then the
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derived exact couple can also be described in terms of virtual t-truncations
(in a way that is dual in an appropriate sense to that of Theorem 2.4.2).
2. Possibly, at least a part of (assertion II of) the theorem could be
proved by studying the functoriality of the derived exact couple (and applying
Theorem 2.3.5(1)).
2.5 Dualities of triangulated categories; orthogonal weight
and t-structures
Let C,D be triangulated categories. We study certain pairings of triangu-
lated categories Cop × D → A. In the following definition we consider a
general A, yet below we will mainly need A = Ab.
Definition 2.5.1. 1. We will call a (covariant) bi-functor Φ : Cop ×D → A
a duality if it is bi-additive, homological with respect to both arguments;
and is equipped with a (bi)natural bi-additive transformation Φ(X, Y ) ∼=
Φ(X [1], Y [1]).
2. We will say that Φ is nice if for any distinguished triangle X → Y → Z
the corresponding (strongly exact) complex of functors
· · · → Φ(−, X)→ Φ(−, Y )→ Φ(−, Z)
f
→ Φ([−1](−), X)→ . . . (20)
is nice in Φ(−, Y ) (see Definition 2.3.4); here f is obtained from the natural
morphism Φ(−, Z)→Φ(−, X [1]) by applying the (bi)natural transformation
mentioned above.
3. Suppose that C is endowed with a weight structure w, D is endowed
with a t-structure t. Then we will say that w is (left) orthogonal to t with
respect to Φ if the following orthogonality condition is fulfilled:
Φ(X, Y ) = 0 if: X ∈ Cw≤0 and Y ∈ Dt≥1, or X ∈ Cw≥0 and Y ∈ Dt≤−1.
(21)
4. If w is defined on Cop, t is defined on Dop, w is left orthogonal to
t (with respect to some duality); then we will say that the corresponding
opposite weight structure on C is right orthogonal to the opposite t-structure
for D.
Remark 2.5.2. 1. The axioms of Φ immediately imply that (20) is a strongly
exact complex of functors indeed (whether Φ is nice or not).
2. Certainly, if Φ is nice then (20) is nice at any term (since we can
’rotate’ distinguished triangles in D).
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First we prove a statement that will simplify checking the orthogonality
of weight and t-structures.
Proposition 2.5.3. Let Φ : Cop × D → A be some duality; let (C,w) be
bounded. Then w is (left) orthogonal to t whenever there exists a D ⊂ Cw=0
such that any object of Cw=0 is a retract of a finite direct sum of elements of
D and
Φ(X, Y ) = 0 ∀ X ∈ D, Y ∈ Dt≥1 ∪Dt≤−1. (22)
Proof. If w is is left orthogonal to t, then (22) for D = Cw=0 follows imme-
diately from the orthogonality condition.
Conversely, letD satisfy the assumptions of our assertion. Hence we have:
Φ(X, Y ) = 0 if X ∈ D[i], i ≥ 0, Y ∈ Dt≥1, or if X ∈ D[i], i ≤ 0, Y ∈ Dt≤−1.
Now we note: if for some E, F ⊂ ObjC we have Φ(X, Y ) = 0 if X ∈ E
and Y ∈ Dt≥1 (resp. X ∈ F and Y ∈ Dt≤−1), then we also have Φ(X, Y ) = 0
if X ∈ E ′ and Y ∈ Dt≥1 (resp. X ∈ F ′ and Y ∈ Dt≤−1) where E ′ (resp. F ′)
is the smallest Karoubi-closed extension-stable subclass of ObjC containing
E (resp. F ).
Now by Theorem 2.2.1(19), for E = ∪i≥0D[i], F = ∪i≤0D[i], we have
E ′ = Cw≤0, F ′ = Cw≥0. Hence we obtain the orthogonality desired.
When (weight and t-) structures are orthogonal, virtual t-truncations of
Φ(−, Y ) are given by t-truncations in D. We use the notation of Definition
2.3.2.
Proposition 2.5.4. 1. Let t be orthogonal to w with respect to Φ, k ∈ Z.
For Y ∈ ObjD denote the functor Φ(−, Y ) : C → A by H. Then we have an
isomorphism of complexes (τ≤kH → H → τ≥k+1H) ∼= (Φ(−, t≤kY ) → H →
Φ(−, t≥k+1Y )) (where the connecting maps of the second complex are induced
by t-truncations); this isomorphism is natural in Y .
2. Suppose also that Φ is nice. Then the (strongly exact) complex of
functors that sends X to
· · · → Φ(X, t≤kY )→ Φ(X, Y )→ Φ(X, t≥k+1Y )→ Φ(X [−1], t≤kY )→ . . .
(23)
(constructed as in the definition of a nice duality) is naturally isomorphic to
(15).
49
Proof. 1. Since t and w orthogonal, Φ(−, t≤kY ) vanishes on C
w≥k+1, whereas
Φ(−, t≥k+1Y ) vanishes on C
w≤k. Moreover, (23) yields that H ′ = Φ(−, t≤kY )
andH ′′ = Φ(−, t≥k+1Y ) also satisfy the condition (iii) of Theorem 2.3.1(III4).
Hence the theorem yields the claim.
2. Immediate from the previous assertion and Theorem 2.3.5(1).
Remark 2.5.5. Note that we actually need quite a partial case of the ’niceness
condition’ for Φ in order to prove assertion 2. Hence here (and so, in all
the applications below) we will not need the niceness condition in its full
generality. Possibly, the corresponding partial case of the condition is weaker
than the whole assertion; yet checking it does not seem to be much easier.
Also, it seems quite possible that for an arbitrary (not necessarily nice)
duality there exists some isomorphism of (15) with (23) if we modify the
boundary maps of the second complex. Yet there seems to be no way to
choose such a modification canonically.
’Natural’ dualities are nice; we will justify this thesis now.
Proposition 2.5.6. 1. If A = Ab, D = C, then Φ : (X, Y ) 7→ C(X, Y ) is a
nice duality.
2. For some duality Φ : Cop×D → A let there exist a (skeletally) small full
triangulated C ′ ⊂ C such that: the restriction of Φ to C ′op×D is a nice duality
(of C ′ with D); for any X ∈ ObjD the functor G = Φ(−, X), Cop → A,
satisfies (17). Then Φ is nice also.
3. For D, C ′ ⊂ C as above, A satisfying AB5, let Φ′ : C ′op×D → A be a
duality. For any Y ∈ ObjD we extend the functor Φ′(−, Y ) from C ′ to C by
the method of Proposition 1.2.1; we denote the functor obtained by Φ(−, Y ).
Then the corresponding bi-functor Φ is a duality (Cop ×D → A). It is nice
whenever Φ′ is.
Proof. Immediate from parts 2–4 of Theorem 2.3.5.
Remark 2.5.7. 1. Proposition 2.5.6(1) yields an important family of nice
dualities; this case was thoroughly studied in [Bon10] (in sections 4 and 7).
We will say that w is left (resp. right) adjacent to t if it is left (resp. right)
orthogonal to it with respect to Φ(X, Y ) = C(X, Y ). Note that for w left
(resp. right) adjacent to t with respect to this definition we necessarily have
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Cw≤0 = Ct≤0 (resp. Cw≥0 = Ct≥0) by Theorem 2.2.1(2) and Remark 1.1.3(2);
so this definition is actually compatible with Definition 4.4.1 of [Bon10].
One can generalize this family as in §8.3 of ibid.: for A = Ab and an
exact F : D → C we define Φ(X, Y ) = C(X,F (Y )). Certainly, one could
also dualize this construction (in a certain sense) and consider F : C → D
and Φ(X, Y ) = C(F (X), Y ).
2. Another (general) family of dualities is mentioned in Remark 6.4.1(2)
of ibid. All the families of dualities mentioned can be expanded using part 3
of the proposition.
3. It is also easy to construct a duality that is not nice. To this end one can
start with C = D, Φ = C(−,−) and then modify the choice of distinguished
triangles in D (without changing the shift in D, and changing nothing in C)
in a way that would not affect the properties of functors to be cohomological.
The simplest way to do this is to proclaim a triangle X
f
→ Y
g
→ Z
h
→ X [1]
to be distinguished in D if X
−f
→ Y
−g
→ Z
−h
→ X [1] is distinguished in C.
Certainly, such a modification is not very ’serious’; in particular, one can ’fix
the problem’ by multiplying the isomorphism Φ(X, Y ) ∼= Φ(X [1], Y [1]) by
−1.
The author does not know whether any duality can be made nice by
modifying the choice of the class of distinguished triangles (in D), or by
modifying the isomorphism mentioned. Note also that the question whether
there exists a D for which such a modification can change the ’equivalence
class’ of triangulations is well-known to be open.
2.6 Comparison of weight spectral sequences with those
coming from (orthogonal) t-truncations
Now we describe the relation of weight spectral sequences with orthogonal
structures.
Theorem 2.6.1. Let w for C and t for D be orthogonal with respect to a
duality Φ; let i, j ∈ Z, X ∈ ObjC, Y ∈ ObjD.
1. Consider the spectral sequence S coming from the following exact cou-
ple: Dpq2 (S) = Φ(X, Y
t≥q[p − 1]), Epq2 (S) = Φ(X, Y
t=q[p]) (we start S
from E2). It naturally converges to Φ(X, Y [p + q]) if X ∈ C
b.
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2. Let T be the weight spectral sequence given by Theorem 2.4.2 for the
functor H : Z 7→ Φ(Z, Y ). Then for all r ≥ 2 we have natu-
ral isomorphisms Epqr (T (H,X))
∼= Epqr (S). There is also an equality
F−kHm(X) = Im(Φ(X, t≤kY [m]) → H
m(X)) (here we use the nota-
tion of part I4 of loc. cit.) compatible with this isomorphism.
3. Suppose that Φ is also nice. Then the isomorphism mentioned in the
previous assertion extends naturally to the isomorphism of of T with S
(starting from E2).
4. Let · · · → X−j−1 → X−j → X1−j → . . . denote an arbitrary choice of
the weight complex for X. Then we have a functorial isomorphism
Φ(X,Y t=i[j]) ∼=
(Ker(Φ(X−j , Y [i])→ Φ(X−1−j , Y [i]))/ Im(Φ(X1−j , Y [i])→ Φ(X−j , Y [i])).
(24)
Proof. 1. The theory of t-structures easily yields: Y t≥q and Y t=q can be
functorially organized into a certain Postnikov tower for Y . Hence the
usual results on spectral sequences coming from Postnikov towers (see
§IV2, Exercise 2, of [GeM03]) yield the assertion easily.
2. Immediate from Proposition 2.5.4(1) and Theorem 2.4.2(III). Note that
the latter assertion does not use the ’dimension shift’ in (15).
3. Proposition 2.5.4(2) and Theorem 2.4.2(II) imply: there is a natural
isomorphism of the derived exact couple for T with the exact couple of
S (’at level 2’). The result follows immediately.
4. This is just assertion 2 for E2-terms.
Remark 2.6.2. 1. So, we justified parts 4 and 5 of Remark 4.4.3 of [Bon10].
2. Note that the spectral sequence denoted by S in (Remark 4.4.3(4) and
§6.4 of) ibid. started from E1; so it differed from our S and T by a
certain shift of indices.
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3. So, we developed an ’abstract triangulated alternative’ to the method
of comparing similar spectral sequences that was developed by Deligne
and Paranjape. The latter method used filtered complexes; it was
applied in [Par96], [Deg09], and in §6.4 of [Bon10]. The disadvantage of
this approach is that one needs extra information in order to construct
the corresponding filtered complexes; this makes difficult to study the
naturality of the isomorphism constructed. Moreover, in some cases
the complexes required cannot exist at all; this is the case for the
spherical weight structure and its adjacent Postnikov t-structure for
C = D = SH (the topological stable homotopy category; see §4.6 of
[Bon10]; yet in this case one can compare the corresponding spectral
sequences using topology).
4. One could modify our reasoning to prove a version of the theorem
that does not mention weight and t-structures. To this end instead of
considering a weight Postnikov tower for X and the Postnikov tower
coming from t-truncations of Y one should just compare spectral se-
quences coming from some Postnikov towers for X and Y in the case
when these Postnikov towers satisfy those ’orthogonality’ conditions
(with respect to a (nice) duality Φ) that are implied by the orthogo-
nality of structures condition in our situation. Yet it seems difficult to
obtain the naturality of the isomorphisms in Theorem 2.6.1(3) using
this approach.
5. Even more generally, it suffices to have an inductive system of Postnikov
towers in D and a projective system of Postnikov towers in C such
that the orthogonality conditions required are satisfied in the (double)
limit. Then the comparison statements for the double limits of the
corresponding spectral sequences are valid also. A very partial (yet
rather important) example of a reasoning of this sort is described in §7.4
of [Bon10]. Besides, this approach could possibly yield the comparison
result of §6 of [Deg09] (even without assuming k to be countable as we
do here).
6. A simple (yet important) case of (24) is: for any i ∈ Z
X ∈ Cw=i =⇒ ∀Y ∈ ObjD we have Φ(X, Y ) ∼= Φ(X, Y t=i). (25)
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2.7 ’Change of weight structures’; comparing weight
spectral sequences
Now we compare weight decompositions, virtual t-truncations, and weight
spectral sequences corresponding to distinct weight structures. In order make
our results more general (and to apply them below) we will assume that these
structures are defined on distinct triangulated categories; yet the case when
both are defined on C is also interesting.
So, till the end of the section we will assume: C,D are triangulated
categories endowed with weight structures w and v, respectively; F : C → D
is an exact functor.
Definition 2.7.1. 1. We will say that F is right weight-exact if F (Cw≥0) ⊂
Dv≥0.
2. If F is fully faithful and right weight-exact, we will say that v dominates
w.
3. We will say that F is left weight-exact if F (Cw≤0) ⊂ Dv≤0.
4. F will be called weight-exact if it is both right and left weight-exact.
We will say that w induces v (via F ) if F is a weight-exact localization
functor.
Proposition 2.7.2. Let F be a right weight-exact functor; let l ≥ m ∈ Z,
X ∈ ObjD, X ′ ∈ ObjC, g ∈ D(F (X ′), X).
1. Let weight decompositions of X [m] with respect to v and X ′[l] with
respect to w be fixed. Then g can be completed to a morphism of distinguished
triangles
F (w≥l+1X
′) −−−→ F (X ′) −−−→ F (w≤lX
′)
ya
yg
yb
v≥m+1X −−−→ X −−−→ v≤mX
(26)
This completion is unique if l > m.
2. For arbitrary weight Postnikov towers Pov(X) for X (with respect to
v) and PowX
′ for X ′ (with respect to w), g can be extended to a morphism
F∗(PowX
′)→ Pov(X).
3. Let H : D → A be any functor, k ∈ Z, j > 0. Denote H ◦ F by G.
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Then (26) allows to extend H(g) naturally to a diagram
Hv1 (X) −−−→ H(X) −−−→ H
v
2 (X)y
yH(g)
y
Gw1 (X
′) −−−→ G(X ′) −−−→ Gw2 (X
′)
here we add the weight structure chosen as an index to the notation of The-
orem 2.3.1(I).
Proof. 1. Since F is right weight-exact, D(F (w≥n+1X ′), v≤mX) = {0} for
any n ≥ m. Hence the composition morphism F (w≥l+1X ′)→ v≤mX is zero;
if l > m then D(F (w≥l+1X ′), (v≤mX)[−1]) = {0}. The result follows easily;
see Proposition 1.1.9 of [BBD82].
2. Assertion 1 (in the case l = m) yields that there exists a system of
morphisms fi ∈ D(F (w≥iX ′), v≥iX) compatible with g; we fix such a system.
Applying the same assertion for any pair of l, m : l > m, we obtain that
fl is compatible with fm (here we use arguments similar to those described
in Remark 2.2.2). Finally, since any commutative square can be extended
to a morphism of the corresponding distinguished triangles (an axiom of
triangulated categories), we obtain that we can complete (uniquely up to
a non-canonical isomorphism) the data chosen to a morphism of Postnikov
towers (i.e. choose a compatible system of morphisms F (X ′i)→ X i).
3. Easy from assertion 1; note that for any commutative square in A
X
f
−−−→ Y
yh
y
Z
g
−−−→ T
if we fix the rows then the morphism g ◦ h : X → T completely determines
the morphism Im f → Im g induced by h.
We easily obtain a comparison morphism of weight spectral sequences.
Proposition 2.7.3. I Let F,X ′, G be as in the previous proposition; suppose
also that H is cohomological. Set X = F (X ′), g = idX .
1. There exists some comparison morphism of the corresponding weight
spectral sequences M : Tv(H,X) → Tw(G,X
′). Moreover, this morphism is
unique and additively functorial (in g) starting from E2.
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2. Let there exist D ⊂ Cw=0 such that any Y ∈ Cw=0 is a retract of
some Z ∈ D, and that for any Z ∈ D there exists a choice of Zw≥1 such that
Epq2 Tv(H,F (Z
w≥1)) = {0} for all p, q ∈ Z. Then (any choice of) M yields
an isomorphism of the spectral sequence functors starting from E2.
3. Let E be a triangulated category endowed with a weight structure u,
F ′ : D → E a right weight-exact functor; suppose that H = E ◦ F ′ for some
cohomological functor E : E → A. Then we have the following associa-
tivity property for comparison of weight spectral sequences: the composition
of M with (any choice of) a comparison morphisms M ′ : Tu(E, F
′(X)) →
Tv(H,X) constructed as in assertion 1, starting from E2 is canonically iso-
morphic to (any choice of a similarly constructed) comparison morphism
Tu(E, F
′(X))→ Tw(G,X
′).
II Let H,X ′, X,G be as above, but suppose that F : C → D is left weight-
exact. Then a method dual to the one for assertion I1 yields a transformation
N : Tw(G,X
′)→ Tv(H,X); this construction satisfies the duals for all prop-
erties of M described in assertion I.
Proof. I 1. In order to construct some comparison morphism, it suffices to
construct a morphism of the corresponding exact couples that is compatible
with idX . Hence it suffices to use Proposition 2.7.2(2) to obtain a morphism
of the corresponding Postnikov towers, and then apply H to it.
Theorem 2.4.2(II) yields that weight spectral sequences could be de-
scribed in terms of the corresponding virtual t-truncations. Hence Propo-
sition 2.7.2(3) implies all the functoriality properties of M listed.
2. It suffices to prove that M is an isomorphism on E∗∗2 Tw(G, Y ) for all
Y ∈ ObjC.
Since D ⊂ Cw≥0, this assertion is true for any Y ∈ D. Since Z 7→
E2(T (G,Z)) is a cohomological functor for any weight structure (see Theorem
2.4.2 and the remark at Definition 2.3.2), the assertion is also true for any
Y ∈ ObjCb. To conclude it suffices to note that for any H , any Y ∈ ObjC,
any finite ’piece’ of E∗∗2 Tw(G, Y ) coincides with the corresponding piece of
E∗∗2 Tw(G,w[i,j]Y ) (for any choice of w[i,j]Y ) if i is small enough and j is large
enough, and this isomorphism is compatible with M .
3. We recall that comparison morphisms for weight spectral sequences
were constructed using Proposition 2.7.2(1). It easily follows that M ′ ◦M is
one of the possible choices for a comparison morphism Tu(E, F ′ ◦ F (X)) →
Tw(G,X
′). It suffices to apply assertion I1 to conclude that this fixed choice
of a comparison morphism coincides with any other possible choice starting
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from E2.
II We obtain the assertion from assertion I immediately by dualization
(see Theorem 2.2.1(1)); here one should consider the duals of C, D, and A
(and also ’dualize’ the connecting functors).
Remark 2.7.4. M is an isomorphism (starting from E2) also if: there exists
a localization of D such that H factorizes through it, v induces a weight
structure v′ on it, w induces a weight structure on the categorical image of
C that coincides with the restriction of v′ to it (since both weight spectral
sequences are isomorphic to the spectral sequence corresponding to this new
weight structure).
Yet this conditions are somewhat restrictive since weight structures do
not ’descend’ to localizations in general (since for an exact F ′ : C → E the
classes F ′∗(C
w≥1) and F ′∗(C
w≤0) are not necessarily orthogonal in E).
In order to simplify checking right and left weight-exactness of functors,
we will need the following easy statement.
Lemma 2.7.5. Let w be bounded.
1. An exact J : C → D is a right weight-exact whenever there exists a
D ⊂ Cw=0 such that any Y ∈ Cw=0 is a retract of some X ∈ D, and that for
any X ∈ D we have J(Y ) ∈ Dv≥0.
2. An exact J : C → D is a left weight-exact whenever there exists a
D ⊂ Cw=0 such that any Y ∈ Cw=0 is a retract of some X ∈ D, and that for
any X ∈ D we have J(Y ) ∈ Dv≤0.
Proof. It suffices to prove assertion 1, since assertion 2 is exactly its dual.
If J is right weight-exact functor, then we can take D = Cw=0.
Now we prove the converse statement. Since Dv≥0 is Karoubi-closed and
extension-stable in D, Theorem 2.2.1(13) yields that J(Cw≥0) indeed belongs
to Dv≥0.
3 Categories of comotives (main properties)
We embed DMeffgm into a certain big triangulated motivic category D; we
will call it objects comotives. We will need several properties of D; yet we
will never use its description directly. For this reason in §3.1 we only list the
main properties of D.
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In §3.2 we associate certain comotives to (disjoint unions of) ’infinite
intersections’ of smooth varieties over k (we call those pro-schemes). We also
introduce certain Tate twists for these comotives.
In §3.3 we recall the definition of a primitive scheme (note that in the case
of a finite k we call a scheme primitive whenever it is smooth semi-local).
The main motivic property of primitive schemes (proved by M. Walker) is:
F (S) injects into F (S0) if S is primitive connected, S0 is its generic point,
and F is a homotopy invariant presheaf with transfers.
In §3.4 we study the relation of (the comotives of) primitive schemes with
the homotopy t-structure for DMeff− .
In §3.5 we prove that there are no D-morphisms of positive degrees be-
tween the comotives of primitive schemes (and also certain Tate twists of
those); this is also true for products of the comotives mentioned.
In §3.6 we prove that one can pass to countable homotopy limits in Gysin
distinguished triangles; this yields Gysin distinguished triangles for the co-
motives of pro-schemes. This allows to construct certain Postnikov towers
for the comotives of pro-schemes (and their Tate twists), whose factors are
twisted products of the comotives of function fields (over k). The construc-
tion of the tower is parallel to the classical construction of coniveau spectral
sequences (see §1 of [CHK97]).
3.1 Comotives: an ’axiomatic description’
We will define D below as the derived category of differential graded functors
J → B(Ab); here J yields a differential graded enhancement of DMeffgm (cf.
[BeV08] or [Lev98]), B(Ab) is the differential graded category of complexes
over Ab. We will also need some category D′ that projects to D (a certain
model of D). Derived categories of differential graded functors were studied
in detail in [Dri04] and [Kel06]. We will define and study them in §5 below;
now we will only list their properties that are needed for the proofs of main
statements.
Below we will also need certain (filtered) inverse limits several times. D
is a triangulated category; so it is no wonder that there are no nice limits in
it. So we consider a certain additive D′ endowed with an additive functor
p : D′ → D. We will call (the images of) inverse limits from D′ homotopy
limits in D.
The relation of D′ with D is similar to the relation of C(A) with D(A).
In particular, D′ is closed with respect to all (small filtered) inverse limits;
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we have functorial cones of morphisms in D′ that are compatible with inverse
limits.
We will need some conventions and definitions introduced in Notation; in
particular, I, L will be projective systems; I is countable.
Proposition 3.1.1. 1. D is a triangulated category; D ⊃ DMeffgm , and
all objects of DMeffgm are cocompact in D.
2. There is an additive category D′ closed with respect to arbitrary (small
filtered) inverse limits, and an additive functor p : D′ → D that pre-
serves (small) products. Moreover, p is surjective on objects.
3. D′ is endowed with a certain invertible shift functor [1] that is compat-
ible with the shift on D and respects inverse limits.
4. There is a functorial cone of morphisms in D′ defined; it is compatible
with [1] and respects inverse limits.
5. Any triangle of the form X
f
→ Y → Cone(f) → X [1] in D′ becomes
distinguished in D.
6. The composition functor Mgm : C
b(SmCor) → DMeffgm → D can be
canonically factorized through an additive functor j : Cb(SmCor) →
D
′. Shifts and cones of morphisms in Cb(SmCor) are compatible with
those in D′ via j.
7. For any X ∈ Mgm(C
b(SmCor)) ⊂ ObjD, any Y : L → D′ we have
D(p(lim
←−l∈L
Yl), X) = lim−→l∈L
D(p(Yl), X).
8. DMeffgm weakly cogenerates D (i.e. we have
⊥DMeffgm = {0}, see Nota-
tion).
9. Let a sequence in ∈ I, n > 0, be increasing (i.e. in+1 > in for any
n > 0) unbounded (see Notation). Then for all functors X : I → D′,
we have functorial distinguished triangles in D:
p(lim
←−i∈I
Xi)→ p(
∏
Xin)
e
→ p(
∏
Xin); (27)
e is the product of idXin ⊕ −φn : Xin+1 → Xin; here φn are the mor-
phisms coming from I via X.
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10. There exists a differential graded enhancement for D; see §5.1 below.
Remark 3.1.2. 1. Since below we will prove some statements for D only using
its ’axiomatics’ (i.e. the properties listed in Proposition 3.1.1), these results
would also be valid in any other category that fulfills these properties. This
could be useful, since the author is not sure at all that all possible D are
isomorphic.
2. Moreover, one could modify the axiomatics of D and consider instead
a category that would only contain the triangulated subcategory of DMeffgm
generated by motives of smooth varieties of dimension ≤ n (for a fixed n > 0).
Our results and arguments below can be easily carried over to this setting
(with minor modifications; it is also useful here to weaken condition 8 in the
Proposition). This makes sense since these ’geometric pieces’ of DMeffgm are
self-dual with respect to Poincare duality (at least, if char k = 0); see §6.4
below. See also Remark 4.5.2(2).
Alternatively, we can weaken the condition for the functor DMeffgm → D
to be a full embedding. For example, it could be interesting to consider the
version of D for which this functor kills DMeffgm (n) (for some fixed n > 0).
Lastly note that we do not really need condition 2 in its full generality
(below).
Now we derive some consequences from the axiomatics listed.
Corollary 3.1.3. 1. For any Z ∈ ObjDMeffgm ⊂ ObjD, any X : L → D
′
we have D(p(lim
←−l∈L
Xl), Z) = lim−→l∈L
D(p(Xl), Z).
2. For any T ∈ ObjD, all functors Y : I → D′ we have functorial short
exact sequences
{0} → lim
←−
1
D(T, p(Yi)[−1])→ D(T, p(lim←−
Yi))→ lim←−
D(T, p(Yi))→ {0};
here lim
←−
1 is the (first) derived functor of lim
←−
= lim
←−I
.
3. For all functors X : L → Cb(SmCor), Y : I → Cb(SmCor), we have
functorial short exact sequences
{0} → lim
←−
1
i∈I
(lim
−→l∈L
D(Mgm(Xl),Mgm(Yi)[−1]))→
D(p(lim
←−l∈L
j(Xl)), p(lim←−i∈I
j(Yi)))→
lim
←−i∈I
(lim
−→l∈L
D(Mgm(Xl),Mgm(Yi)))→ {0}.
(28)
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4. D is idempotent complete.
Proof. 1. If Z ∈ Mgm(Cb(SmCor)), then the assertion is exactly Propo-
sition 3.1.1(7).
It remains to note that any Z ∈ ObjDMeffgm is a retract of some object
coming from Cb(SmCor).
2. Since inverse limits and their derived functors do not change when
we replace a projective system by any unbounded subsystem, we can
assume that L consists of some in as in (27).
Now, (27) yields a long exact sequence
· · · →
∏
i∈I
D(T, p(Yi)[−1])
f
→
∏
i∈I
D(T, p(Yi)[−1])→ D(T, p(lim←−i∈I
Yi))
→
∏
i∈I
D(T, p(Yi))
g
→
∏
i∈I
D(T, p(Yi))→ . . . ,
here f and g are induced by e in (27).
It is easily seen that Ker g ∼= lim←−D(T,Mgm(Ym)).
Lastly, Remark A.3.6 of [Nee01] allows to identify Coker f with lim
←−
1
D(T,Mgm(Ym)[−1]).
3. Immediate from the previous assertions.
4. Since D′ is closed with respect to all inverse limits, it is closed with
respect to all (small) products. Then Proposition 3.1.1(2) yields that D
is also closed with respect to all products. Now, Remark 1.6.9 of [Nee01]
yields the result (in fact, the proof uses only countable products).
We will often call the objects of D comotives.
3.2 Pro-schemes and their comotives
Now we have certain inverse limits for objects (coming from) Cb(SmCor);
this allows to define (reasonable) comotives for certain schemes that are not
(necessarily) of finite type over k (and for their disjoint unions). We also
define certain Tate twists of those.
We will call certain formal disjoint unions of projective limits of smooth
varieties over k pro-schemes. Such a union V/k is a pro-scheme if it is a
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countable disjoint union of projective limits of smooth varieties of dimension
≤ cV for some fixed cV ≥ 0 (in the category of schemes) with connecting
morphisms being open dense embeddings (note that these projective limits
are often k-schemes). One may say that a pro-scheme is a countable disjoint
union of intersections of smooth varieties. Note that (the spectrum of) any
function field over k yields a pro-scheme; any smooth k-variety or any its
(semi)-localizations is a pro-scheme also. We have the operation of countable
disjoint union for pro-schemes of bounded dimension.
Now, we would like to present a (not necessarily connected) pro-scheme V
as projective limits of smooth varieties Vi. This is easy if V is connected (cf.
Lemma 3.2.9 of [Deg08a]). In the general case one should allow (formally)
zero morphisms between connected components of Vi (for distinct i). So
we consider a new category SmV ar′ containing the category of all smooth
varieties as a (non-full!) subcategory. We take ObjSmV ar′ = SmV ar; for
any smooth connected varieties X, Y ∈ SmV ar we have SmV ar′(X, Y ) =
MorV ar(X, Y ) ∪ {0}; the composition of a zero morphism with any other
one is zero; SmV ar′(⊔iXi,⊔jYj) = ⊔i,jSmV ar′(Xi, Yj). SmV ar′ can be
embedded into SmCor (certainly, this embedding is not full).
We will write V = lim
←−
Vi. Note that the set of connected components of
V is the inductive limit of the corresponding sets for Vi.
Now, for any pro-scheme V = lim
←−
Vi, any s ≥ 0, we introduce the following
notation: Mgm(V )(s) = p(lim←−(j(Vi)(s))) ∈ ObjD (see Proposition 3.1.1); we
will denote Mgm(V )(0) by Mgm(V ) and call Mgm(V ) the comotif of V . This
notation should be considered as formal i.e. we do not define Tate twists on
D (till §5.4.3).
Obviously, if V ∈ SmV ar, its comotif (and its twists) coincides with its
motif (and its twists), so we can use the same notation for them.
If A is a category closed with respect to filtered direct limits, H ′ :
DMeffgm → A is a functor, we can (formally) extend it to co-motives in ques-
tion; we set:
H(Mgm(V )(s)[n]) = lim−→
H ′(Mgm(Vi)(s)[n]). (29)
Remark 3.2.1. 1. For a general H ′ this notation should be considered as
formal. Yet in the case H ′ = (−, Y ) : D → Ab, Y ∈ ObjDMeffgm ⊂ ObjD,
we have H(Mgm(V )(i)[n]) = D(Mgm(V )(i)[n], X); see Corollary 3.1.3(1), i.e.
(29) yields the value of a well-defined functor D→ Ab at Mgm(V )(s)[n]. We
will only need H ′ of this sort till §4.3.
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More generally, there exists such an H if A satisfies AB5 and H ′ is coho-
mological; we will call the corresponding H an extended cohomology theory,
see Remark 4.3.2 below.
2. Let V j be a countable set of pro-schemes (of bounded dimensions).
Then Mgm(⊔V j) =
∏
Mgm(V
j) by Proposition 3.1.1(2).
Besides, for anyH ′ as in (29) we haveH(Mgm(⊔V j)(s)[n]) =
⊕
H(Mgm(V
j)(s)[n]).
Below we will need some conventions for pro-schemes.
For pro-schemes U = lim
←−
Ui and V = lim←−Vj we will call an element of
lim
←−i∈I
(lim
−→j∈J
SmCor(Ui, Vj)) an open embedding if it can be obtained as a
double limit of open embeddings Ui → Vj (as varieties). If U = V \W for
some pro-scheme W , we will say that W is a closed sub-pro-scheme of V .
Note that in this case any connected component of W is a closed subscheme
of some connected component of V ; yet some components of V could contain
an infinite set of connected components of W .
For V = ⊔V j , V j are connected pro-schemes, we will call the maximum
of the transcendence degrees of the function fields of V j the dimension of
V (note that this is finite). We will say that a sub-pro-scheme U = ⊔Um,
Um are connected, is everywhere of codimension r (resp. ≥ r, for some fixed
r ≥ 0) in V = ⊔V j if for every induced embedding Um → V j the difference
of their dimensions (defined as above) is r (resp. ≥ r).
We will call the inverse limit of the sets of points of Vi of a fixed codimen-
sion s ≥ 0 the set of points of V of codimension s (note that any element of
this set indeed defines a point of some connected component of V ).
3.3 Primitive schemes: reminder
In [Wal98] M. Walker proved that primitive schemes in the case of an infinite
k have ’motivic’ properties similar to those of smooth semi-local schemes
(in the sense of §4.4 of [Voe00b]). Since we don’t want to discriminate the
case of a finite k, we will modify slightly the standard definition of primitive
schemes.
Definition 3.3.1. If k is infinite then a (pro-)scheme is called primitive if
all of its connected components are affine k-schemes and their coordinate
rings Rj satisfy the following primitivity criterion: for any n > 0 every
polynomial in Rj [X1, . . . , Xn] whose coefficients generate Rj as an ideal over
itself, represents an Rj-unit.
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If k is finite, then we will call a pro-scheme primitive whenever all of its
connected components are semi-local (in the sense of §4.4 of [Voe00b]).
Remark 3.3.2. Recall that in the case of infinite k all semi-local k-algebras
satisfy the primitivity criterion (see Example 2.1 of [Wal98]).
Below we will mostly use the following basic property of primitive schemes.
Proposition 3.3.3. Let S be a primitive pro-scheme, let S0 be the collection
of all of its generic points; F is a homotopy invariant presheaf with transfers.
Then F (S) ⊂ F (S0); here we define F on pro-schemes as in (29).
Proof. We can assume that S is connected (so it is a smooth primitive
scheme).
Hence in the case of infinite k our assertion follows from Theorem 4.19 of
[Wal98]. Now, if k is finite, then S0 is semi-local (by our convention); so we
may apply Corollary 4.18 of [Voe00b] instead.
3.4 Basic motivic properties of primitive schemes
We will call a primitive pro-scheme just a primitive scheme. We prove certain
motivic properties of primitive schemes (in the form in which we will need
them below).
Proposition 3.4.1. For F ∈ ObjDMeff− we define H
′(−) = DMeff− (−, F )
on DMeffgm ; we also define H(Mgm(V )(i)[n]) as in (29). Let S be a primitive
scheme, m ≥ 0, i ∈ Z.
1. Let F ∈ DMeff−
t≤−1 (t is the homotopy t-structure, that we considered
in §1.3). Then H(Mgm(S)(m)[m]) = {0}.
2. More generally, for any F ∈ ObjDMeff− we have H(Mgm(S)(m)[m]) ∼=
F 0−m(S) where F
0 = F t=0, F 0−m is the m-th Tate twist of F
0 (see Definition
1.4.1).
Proof. 1. We consider the homotopy invariant presheaf with transfers F−m :
X 7→ DMeff− (Mgm(X)(m)[m], F ). We should prove that F−m(S) = 0 (here
we extend F−m to pro-schemes in the usual way i.e. as in (29)).
(29) also yields that F−m(⊔Si) =
⊕
F−m(Si). Hence by Proposition 3.3.3,
it suffices to consider the case of S being (the spectrum of) a function field
over k. Since F−m is represented by an object of DM
eff
−
t≤−1 (see Proposition
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1.4.2(2)), it suffices to note that any field is a Henselian scheme i.e. a point
in the Nisnevich topology.
2. By Proposition 1.4.2, for any X ∈ SmV ar we have Mgm(X)(m)[m] ⊥
DMeff−
t≥1. Hence we can assume F ∈ DMeff−
t≤0.
Next, using assertion 1, we can easily reduce the situation to the case
F = F t=0 ∈ ObjHI (by considering the t-decomposition of F [−1]). In this
case the statement is immediate from Proposition 1.4.2(1).
Lemma 3.4.2. Let U → U ′ be an open dense embedding of smooth varieties.
1. We have Cone(Mgm(U)→Mgm(U
′)) ∈ DMeff−
t≤−1.
2. Let S be primitive. Then for any n,m, i ≥ 0 the map
D(Mgm(S)(m)[m],Mgm(U)(n)[n+i])→ D(Mgm(S)(m)[m],Mgm(U
′)(n)[n+i])
is surjective.
Proof. 1. We denote Cone(Mgm(U) → Mgm(U ′)) by C. Obviously, C ∈
DMeff−
t≤0. Let H denote Ct=0 (H ∈ ObjHI). By Corollary 4.19 of [Voe00b],
we haveH(U) ⊂ H(U ′). Next, from the long exact sequence {0}(= DMeff− (Mgm(U)[1], H))→
DMeff− (C,H) → DM
eff
− (U
′, H) → DMeff− (U,H) → . . . we obtain C ⊥ H .
Then the long exact sequence · · · → DMeff− (C
t≤−1[2], H)→ DMeff− (H,H)→
DMeff− (C,H)→ . . . yields H = 0.
2. It suffices to check thatMgm(S)(m)[m] ⊥ C(n)[n+i]. SinceMgm(U)(n)[n]
is canonically a retract of Mgm(U ×Gnm), we can assume that n = 0.
Now the claim follows immediately from assertion 1 and Proposition
3.4.1(1).
3.5 On morphisms between the comotives of primitive
schemes
We will need the fact that certain ’positive’ morphism groups are zero.
Let n,m,≥ 0, i > 0, Y = lim
←−
Yl (l ∈ L), be any pro-scheme, X be a
primitive scheme.
Proposition 3.5.1. 1. The natural homomorphism
D(Mgm(X)(m)[m],Mgm(Y )[n](n))→
→ lim
←−l
(lim
−→X⊂Z,Z∈SmV ar
DMeffgm (Z(m)[m],Mgm(Yl)(n)[n]))
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is surjective.
2. Mgm(X)(m)[m] ⊥Mgm(Y )[n+ i](n).
Proof. Note first that by the definition of the Tate twist (1), it can be lifted
to Cb(SmCor).
1. This is immediate from the short exact sequence (28).
2. By Remark 3.2.1(2), we may suppose that Y is connected. Then we
apply (28) again. The corresponding lim
←−
-term is zero by Proposition
3.4.1(1). Lastly, the surjectivity proved in Lemma 3.4.2(2) yields that
the corresponding lim
←−
1-term is zero. Indeed, the groupsD(Mgm(X)(m)[m],Mgm(Yl)[n+
i − 1](n)) obviously satisfy the Mittag-Leffler condition; see §A.3 of
[Nee01].
In fact, one could easily deduce the assertion from the results of the
previous subsection and (27) directly (we do not need much of the
theory of higher limits in this paper).
Remark 3.5.2. In fact, this statement, as well as all other properties of (prim-
itive) pro-schemes that we need, are also true for not necessary countable
disjoint unions of (primitive) pro-schemes. This observation could be used
to extend the main results of the paper to a somewhat larger category; yet
such an extension does not seem to be important.
3.6 The Gysin distinguished triangle for pro-schemes;
’Gersten’ Postnikov towers for the comotives of pro-
schemes
We prove that we can pass to countable homotopy limits in Gysin distin-
guished triangles.
Proposition 3.6.1. Let Z,X be pro-schemes, Z a closed subscheme of X
(everywhere) of codimension r. Then for any s ≥ 0 the natural morphism
Mgm(X \ Z)(s) → Mgm(X)(s) extends to a distinguished triangle (in D):
Mgm(X \ Z)(s)→Mgm(X)(s)→ Mgm(Z)(r + s)[2r].
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Proof. First assume s = 0.
We can assume X = lim
←−
Xi, Z = lim←−Zi for i ∈ I, where Xi, Zi ∈ SmV ar,
Zi is closed everywhere of codimension r in Xi for all i ∈ I.
We take Yi = j(Xi \ Zi → Xi), Y = p(lim←−i∈I Yi). By parts 4 and 5 of
Proposition 3.1.1 we have a distinguished triangleMgm(X\Z)→ Mgm(X)→
Y .
It remains to prove that Y ∼= Mgm(Z)(r)[2r]. Proposition 2.4.5 of [Deg08a]
(a functorial form of the Gysin distinguished triangle for Voevodsky’s mo-
tives) yields that p(Yi) ∼= Mgm(Zi)(r)[2r]; moreover, the connecting mor-
phisms p(Yi) → p(Yi+1) are obtained from the corresponding morphisms
Mgm(Zi) → Mgm(Zi+1) by tensoring by Z(r)[2r]. It remains to recall: by
Proposition 3.1.1(9), the isomorphism class of a homotopy limit in D can be
completely described in terms of (objects and morphisms) of D (i.e. we don’t
have to consider the lifts of objects and morphisms to D′). This yields the
result.
Now, since Mgm(X × Gm) = Mgm(X)
⊕
Mgm(X)(1)[1] for any X ∈
SmV ar (hence this is also true for pro-schemes), the assertion for the case
s = 0 yields the general case easily.
Now we will construct a certain Postnikov tower Po(X) for X being the
(twisted) comotif of a pro-scheme Z that will be related to the coniveau
spectral sequences (for cohomology) of Z; our method was described in §1.5
above. Note that we consider the general case of an arbitrary pro-scheme Z
(since in this paper pro-schemes play an important role); yet this case is not
much distinct from the (partial) case of Z ∈ SmV ar.
Corollary 3.6.2. We denote the dimension of Z by d (recall the conventions
of §3.2).
For all i ≥ 0 we denote by Z i the set of points of Z of codimension i.
For any s ≥ 0 there exists a Postnikov tower for X = Mgm(Z)(s)[s] such
that l = 0, m = d+ 1, Xi ∼=
∏
z∈Zi Mgm(z)(i+ s)[2i+ s].
Proof. As above, it suffices to prove the statement for s = 0. Since any
product of distinguished triangles is distinguished, we can assume Z to be
connected.
We consider a projective system L whose elements are sequences of closed
subschemes ∅ = Zd+1 ⊂ Zd ⊂ Zd−1 ⊂ · · · ⊂ Z0. Here Z0 ∈ SmV ar,
Zl ∈ V ar for l > 0, Z is open in Z0 (see §3.2; Z0 is connected; in the case
when Z ∈ SmV ar we only take Z0 = Z); for all j > 0 we have: Zj is
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everywhere of codimension ≥ j in Z0; all irreducible components of all Zj
are everywhere of codimension ≥ j in Z0; and Zj+1 contains the singular
locus of Zj (for j ≤ d). The ordering in L is given by open embeddings of
varieties Uj = Z0 \ Zj for j > 0. For l ∈ L we will denote the corresponding
sequence by ∅ = Z ld+1 ⊂ Z
l
d ⊂ Z
l
d−1 ⊂ · · · ⊂ Z
l
0. Note that L is countable!
By the previous proposition, for any j we have a distinguished triangle
Mgm(lim←−
(Z l0 \ Z
l
j))→Mgm(lim←−
(Z l0 \ Z
l
j+1))→Mgm(lim←−
(Z lj \ Z
l
j+1)(j)[2j]).
It remains to compute the last term; we fix some j.
We have lim
←−l∈L′
(Z lj \ Z
l
j+1))
∼=
∏
z∈Zi Mgm(z). Indeed, for all l ∈ L
the variety Z lj \ Z
l
j+1 is the disjoint union of some locally closed smooth
subschemes of Z l0 of codimension j; for any z0 ∈ Z
j for l ∈ L large enough
z0 is contained in Z lj \Z
l
j+1 as an open sub-pro-scheme, and the inverse limit
of connected components of Z lj \ Z
l
j+1 containing z0 is exactly z0. Now, we
can apply the functor X 7→ Mgm(X)(j)[2j] to this isomorphism. We obtain
Mgm(lim←−
(Z lj \ Z
l
j+1)(j)[2j])
∼=
∏
z∈Zi Mgm(z)(i). This yields the result.
Remark 3.6.3. 1. Alternatively, one could construct Po(X) for the (twisted)
comotif of a pro-scheme T = lim
←−
T l as the inverse limit of the Postnikov
towers for T l (constructed as above yet with fixed Z l0 = T
l); certainly, to this
end one should pass to the limit in D′. It is easily seen that one would get
the same tower this way.
2. Certainly, if we shift a Postnikov tower for Mgm(Z)(s)[s] by [j] for
some j ∈ Z, we obtain a Postnikov tower for Mgm(Z)(s)[s + j]. We didn’t
formulate assertion 2 for these shifts only because we wanted Xp to belong
to Dw=0s (see Proposition 4.1.1 below).
3. Since the calculation of X i used Proposition 3.1.1(9), our method
cannot describe connecting morphisms between them (in D). Yet one can
calculate the ’images’ of the connecting morphisms in Dnaive; see §1.5 and
§6.1.
4 Main motivic results
The results of the previous section combined with those of §2.2 allow us to
construct (in §4.1) a certain Gersten weight structure w on a certain trian-
gulated Ds: DMeffgm ⊂ Ds ⊂ D. Its main property is that the comotives
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of function fields over k (and their products) belong to Hw. It follows im-
mediately that the Postnikov tower Po(X) provided by Corollary 3.6.2 is a
weight Postnikov tower with respect to w. Using this, in §4.2 we prove: if
S is a primitive scheme, S0 is its dense sub-pro-scheme, then Mgm(S) is a
direct summand ofMgm(S0); Mgm(K) (for a function field K/k) contains (as
retracts) the comotives of primitive schemes whose generic point is K, as well
as the twisted comotives of residue fields of K (for all geometric valuations).
In §4.3 we (easily) translate these results to cohomology; in particular, the
cohomology of (the spectrum of) K contains direct summands corresponding
to the cohomology of primitive schemes whose generic point is K, as well
as twisted cohomology of residue fields of K. Here one can consider any
cohomology theory H : Ds → A; one can obtain such an H by extending
to Ds any cohomological H ′ : DMeffgm → A if A satisfies AB5 (by means
of Proposition 1.2.1). Note: in this case the cohomology of pro-schemes
mentioned is calculated in the ’usual’ way.
In §4.4 we consider weight spectral sequences corresponding to (the Ger-
sten weight structure) w. We observe that these spectral sequences general-
ize naturally the classical coniveau spectral sequences. Besides, for a fixed
H : Ds → A our (generalized) coniveau spectral sequence converging to
H∗(X) (where X could be a motif or just an object of Ds) is Ds-functorial
in X (i.e. it is motivically functorial for objects of DMeffgm ); this fact is
non-trivial even when restricted to motives of smooth varieties.
In §4.5 we prove that there exists a nice duality Dop×DMeff− → Ab (ex-
tending the bi-functorDMeff− (−,−) : DM
eff
gm
op×DMeff− → Ab); the Gersten
weight structure w (on Ds) is left orthogonal to the homotopy t-structure t
on DMeff− with respect to it. This allows to apply Theorem 2.6.1: in the
case when H comes from Y ∈ ObjDMeff− we prove the isomorphism (starting
from E2) of (the coniveau) T (H,X) with the spectral sequence correspond-
ing to the t-truncations of Y . We describe ObjDMeffgm ∩D
w≤i
s in terms of t
(for DMeff− ). We also note that our results allow to describe torsion motivic
cohomology in terms of (torsion) étale cohomology (see Remark 4.5.4(4)).
In §4.6 we define the coniveau spectral sequence (starting from E2) for
cohomology of a motif X over a not (necessarily) countable perfect base field
l as the limit of the corresponding coniveau spectral sequences over countable
perfect subfields of definition for X. This definition is compatible with the
classical one (forX being the motif of a smooth variety); so we obtain motivic
functoriality of classical coniveau spectral sequences over a general base field.
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In §4.7 we prove that the Chow weight structure for DMeffgm (introduced
in §6 of [Bon10]) could be extended to D (certainly, the corresponding weight
structure wChow differs from w). We will call the corresponding weight spec-
tral sequences Chow-weight ones; note that they are isomorphic to classical
(i.e. Deligne’s) weight spectral sequences when the latter are defined.
In §4.8 we use the results §2.7 to compare Chow-weight spectral sequences
with coniveau ones. We always have a comparison morphism; it is an iso-
morphism if H is a birational cohomology theory.
In §4.9 we consider the category of birational comotives Dbir (a certain
’completion’ of birational motives of [KaS02]) i.e. the localization of D by
D(1). It turns our that w and wChow induce the same weight structure w′bir
on Dbir. Conversely, starting from w′bir one can glue ’from slices’ the weight
structures induced by w and wChow on D/D(n) for all n > 0. Furthermore,
these structures belong to an interesting family of weight structures indexed
by a single integral parameter; other terms of this family could be also inter-
esting!
4.1 The Gersten weight structure for Ds ⊃ DM
eff
gm
Now we describe the main weight structure of this paper. Unfortunately, the
author does not know whether it is possible to define the Gersten weight
structure (see below) on the whole D. Yet for our purposes it is quite
sufficient to define the corresponding weight structure on a certain trian-
gulated subcategory Ds ⊂ D containing DMeffgm (and the comotives of all
pro-schemes).
In order to make the choice of Ds ⊂ D compatible with extensions of
scalars, we bound certain dimensions of objects of Hw.
We will denote by H the full subcategory of D whose objects are all
countable products
∏
l∈LMgm(Spec Kl)(nl)[nl]; here Kl are (the spectra of)
function fields over k, nl ≥ 0; we assume that the transcendence degrees of
Kl/k and nl are bounded.
Proposition 4.1.1. 1. Let Ds be the Karoubi-closure of 〈H〉 in D. Then
C = Ds can be endowed with a unique weight structure w such that Hw
contains H.
2. Hw is the idempotent completion of H.
3. Ds contains DM
eff
gm as well as allMgm(Z)(l) for Z being a pro-scheme,
l ≥ 0.
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4. For any primitive S, i ≥ 0, we have Mgm(S)(i)[i] ∈ D
w=0
s .
5. Let Z be a pro-scheme, s ≥ 0. Then Mgm(Z)(s)[s] ∈ D
w≤0
s ; the Post-
nikov tower for Mgm(Z)(s)[s] given by Corollary 3.6.2 is a weight Postnikov
tower for it.
Proof. 1. By Proposition 3.5.1(2), H is negative (since any object of H is
a finite sum of Mgm(Xi)(mi) for some primitive pro-schemes Xi, mi ∈ Z).
Besides, D is idempotent complete (see Corollary 3.1.3(4)); hence Ds and
D
w=0
s also are. Hence we can apply Theorem 2.2.1(18) (for D = H).
2. Also immediate from Theorem 2.2.1(18).
3. Mgm(Z)(l) ∈ ObjDs by Corollary 3.6.2; in particular, this is true
for Z ∈ SmV ar. It remains to note that DMeffgm is the Karoubi-closure of
〈Mgm(U) : U ∈ SmV ar〉 in D.
4. It suffices to note thatMgm(S)(i)[i] belongs both to Dw≤0s and to D
w≥0
s
by Theorem 2.2.1(20). Here we use Proposition 3.5.1(2) again.
5. We have X i ∈ Dw=0s . Hence Theorem 2.2.1(14) yields the result. Note
here that we have Y0 = 0 in the notation of Definition 2.1.2(9).
We will call w the Gersten weight structure, since it is closely connected
with Gersten resolutions of cohomology (cf. §4.5 below). By default, below
w will denote the Gersten weight structure.
Remark 4.1.2. 1. Hw is idempotent complete since Ds is.
2. In fact, one could easily prove similar statements for C being just 〈H〉
(instead of its Karoubi-closure in D). Certainly, for this version of C we will
only have C ⊃Mgm(Kb(SmCor)).
Besides, note that for any function field K ′/k, any r ≥ 0, there exists a
function fieldK/k such thatMgm(Spec K ′)(r)[r] is a retract ofMgm(Spec K)
(see Corollary 4.2.2 below). Hence it suffices take H being the full subcate-
gory of D whose objects are
∏
l∈LMgm(Spec Kl) (for bounded transcendence
degrees of Kl/k).
3. The proposition implies that Ds is exactly the Karoubi-closure in D
of the triangulated category generated by the comotives of all pro-schemes.
4. The author does not know whether one can describe weight de-
compositions for arbitrary objects of DMeffgm explicitly. Still, one can say
something about these weight decompositions and weight complexes using
their functoriality properties. In particular, knowing weight complexes for
X, Y ∈ ObjDMeffgm (or just ∈ ObjDs) and f ∈ Ds(X, Y ) one can describe
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the weight complex of Cone(f) up to a homotopy equivalence as the cor-
responding cone (see Lemma 6.1.1 below). Besides, let X → Y → Z be
a distinguished triangle (in D). Then for any choice of (Xw≤0, Xw≥1) and
(Zw≤0, Zw≥1) there exists a choice of (Y w≤0, Y w≥1) such that there exist dis-
tinguished triangles Xw≤0 → Y w≤0 → Zw≤0 and Xw≥1 → Y w≥1 → Zw≥1;
see Lemma 1.5.4 of [Bon10]. In particular, we obtain that j maps com-
plexes (over SmCor) concentrated in degrees ≤ j into Dw≤js (we will prove
a stronger statement in Remark 4.5.4(4) below). If X ∈ ObjDMeffgm comes
from a complex over SmCor whose connecting morphisms satisfy certain
codimension restrictions, these observations could be extended to an explicit
description of a weight decomposition for it; cf. §7.4 of [Bon10].
4.2 Direct summand results for comotives
Proposition 4.1.1 easily implies the following interesting result.
Theorem 4.2.1. 1. Let S be a primitive scheme; let S0 be its dense sub-
pro-scheme. Then Mgm(S) is a direct summand of Mgm(S0).
2. Suppose moreover that S0 = S \ T where T is a closed subscheme of S
everywhere of codimension r > 0. Then we haveMgm(S0) ∼= Mgm(S)
⊕
Mgm(T )(r)[2r−
1].
Proof. We can assume that S and S0 are connected.
1. By Proposition 4.1.1(5), we have: Mgm(S0),Mgm(S) ∈ Dw≤0s ;Mgm(Spec (k(S)))
could be assumed to be the zeroth term of their weight complexes for a choice
of weight complexes compatible with some negative Postnikov weight towers
for them; the embedding S0 → S is compatible with idMgm(Spec (k(S))) (since we
have a commutative triangle Spec k(S) → S0 → S of pro-schemes). Hence
Theorem 2.2.1(16) yields the result.
2. By Proposition 3.6.1 we have a distinguished triangle Mgm(S0) →
Mgm(S) → Mgm(T )(r)[2r]. By parts 4 and 5 of Proposition 4.1.1 we have
Mgm(S0) ∈ D
w≤0
s , Mgm(S) ∈ D
w=0
s , Mgm(T )(r)[2r] ∈ D
w≤−r
s ⊂ D
w≤−1
s .
Hence Theorem 2.2.1(8) yields the result.
Corollary 4.2.2. 1. Let S be a connected primitive scheme, let S0 be its
generic point. Then Mgm(S) is a retract of Mgm(S0).
2. Let K be a function field over k. Let K ′ be the residue field for a
geometric valuation v of K of rank r. Then Mgm(Spec K
′)(r)[r] is a retract
of Mgm(Spec K).
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Proof. 1. This is just a partial case of part 1 of the previous theorem.
2. Obviously, it suffices to prove the statement in the case r = 1. Next,
K is the function field of some normal projective variety over k. Hence there
exists a U ∈ SmV ar such that: k(U) = K, v yields a non-empty closed
subscheme of U (since the singular locus has codimension ≥ 2 in a normal
variety). It easily follows that there exists a pro-scheme S (i.e. an inverse
limit of smooth varieties) whose only points are the spectra of K and K0.
So, S is local, hence it is primitive.
By part 2 of the theorem, we have
Mgm(Spec K) = Mgm(S)
⊕
Mgm(Spec K0)(1)[1];
this concludes the proof.
Remark 4.2.3. 1. Note that we do not construct any explicit splitting mor-
phisms in the decompositions above. Probably, one cannot choose any canon-
ical splittings here (in the general case); so there is no (automatic) com-
patibility for any pair of related decompositions. Respectively, though the
comotives of (spectra of) function fields contain tons of direct summands,
there seems to be no general way to decompose them into indecomposable
summands.
2. Yet Proposition 3.6.1 easily yields thatMgm(Spec k(t)) ∼= Z
⊕∏
EMgm(E)(1)[1];
here E runs through all closed points of A1 (considered as a scheme over k).
4.3 On cohomology of pro-schemes, and its direct sum-
mands
The results proved above immediately imply similar assertions for cohomol-
ogy. We also construct a class of cohomology theories that respect homotopy
limits.
Proposition 4.3.1. Let H : Ds → A be cohomological, S be a primitive
scheme.
1. Let S0 be a dense sub-pro-scheme of S. Then H(Mgm(S)) is a direct
summand of H(Mgm(S0)).
2. Suppose moreover that S0 = S\T where T is a closed subscheme of S of
codimension r > 0. Then we haveH(Mgm(S0)) ∼= H(Mgm(S))
⊕
H(Mgm(T )(r)[2r−
1]).
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3. Let S be connected, S0 be the generic point of S. Then H(Mgm(S)) is
a retract of H(Mgm(S0)) in A.
4. Let K be a function field over k. Let K ′ be the residue field for a
geometric valuation v of K of rank r. Then H(Mgm(Spec K
′)(r)[r]) is a
retract of H(Mgm(Spec K)) in A.
5. Let H ′ : DMeffgm → A be a cohomological functor, let A satisfy AB5.
Then Proposition 1.2.1 allows to extend H ′ to a cohomological functor H :
D → A that converts inverse limits in D′ to the corresponding direct limits
in A.
Proof. 1. Immediate from Theorem 4.2.1(1).
2. Immediate from Theorem 4.2.1(2).
3. Immediate from Corollary 4.2.2(1).
4. Immediate from Corollary 4.2.2(2).
5. Immediate from Proposition 1.2.1; note that DMeffgm is skeletally small.
Here in order to prove that H converts homotopy limits into direct limits we
use part I2 of loc. cit. and Proposition 3.1.1(7).
Remark 4.3.2. 1. In the setting of assertion 5 we will call H an extended
cohomology theory.
Note that for H ′ = DMeffgm (−, Y ), Y ∈ ObjDM
eff
gm , we have H =
D(−, Y ); see (4).
2. Now recall that for any pro-scheme Z, any i ≥ 0, Mgm(Z)(i) (by
definition) could be presented as a countable homotopy limit of geometric
motives. Moreover, the same is true for all small countable products of
Mgm(Zl)(i). Hence if H is extended, then the cohomology of
∏
Mgm(Zl)(i)
is the corresponding direct limit; this coincides with the definition given by
(29) (cf. Remark 3.2.1).
In particular, one can apply the results of Proposition 4.3.1 to the usual
étale cohomology of pro-schemes mentioned (with values in Ab or in some
category of Galois modules).
3. If H ′ is also a tensor functor (i.e. it converts tensor product in
DMeffgm into tensor products in D(A)), then certainly the cohomology of
Mgm(Spec K
′)(r)[r] is the corresponding tensor product ofH∗(Mgm(Spec K ′))
with H∗(Z(r)[r]). Note that the latter one is a retract of H∗(Grm); we obtain
the Tate twist for cohomology this way.
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4.4 Coniveau spectral sequences for cohomology of (co)motives
Let H : Dops → A be a cohomological functor, X ∈ ObjDs.
Proposition 4.4.1. 1. Any choice of a weight spectral sequence T (H,X) (see
Theorem 2.4.2) corresponding to the Gersten weight structure w is canonical
and Ds-functorial in X starting from E2.
2. T (H,X) converges to H(X).
3. Let H be an extended theory (see Remark 4.3.2), X = Mgm(Z) for
Z ∈ SmV ar. Then any choice of T (H,X) starting from E2 is canonically
isomorphic to the classical coniveau spectral sequence (converging to the H-
cohomology of Z; see §1 of [CHK97]).
Proof. 1. This is just a partial case of Theorem 2.4.2(I).
2. Immediate since w is bounded; see part I2 of loc. cit.
3. Recall that in the proof of Corollary 3.6.2 a Postnikov tower Po(X) for
X was obtained from certain ’geometric’ Postnikov towers (in j(Cb(SmCor)))
by passing to the homotopy limit. Now, the coniveau spectral sequence (for
the H-cohomology of Z) in §1.2 of [CHK97] was constructed by applying
H to the same geometric towers and then passing to the inductive limit (in
A). Furthermore, Remark 4.3.2(2) yields that the latter limit is (naturally)
isomorphic to the spectral sequence obtained via H from Po(X). Next, since
Po(X) is a weight Postnikov tower forX (see Proposition 4.1.1(5)), we obtain
that the latter spectral sequence is one of the possible choices for T (H,X).
Lastly, assertion 1 yields that all other possible T (H,X) (they depend
on the choice of a weight Postnikov tower for X) starting from E2 are also
canonically isomorphic to the classical coniveau spectral sequence mentioned.
Remark 4.4.2. 1. Hence we proved (in particular) that classical coniveau
spectral sequences (for cohomology theories that can be factorized through
motives; this includes étale and singular cohomology of smooth varieties) are
DMeffgm -functorial (starting from E2); we also obtain such a functoriality for
the coniveau filtration for cohomology! These facts are far from being obvious
from the usual definition of the coniveau filtration and spectral sequences,
and seem to be new (in the general case). So, we justified the title of the
paper.
We also obtain certain coniveau spectral sequences for cohomology of
singular varieties (for cohomology theories that can be factorized through
DMeffgm ; in the case char k > 0 one also needs rational coefficients here).
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2. Assertion 3 of the proposition yields a nice reason to call (any choice of)
T (H,X) a coniveau spectral sequence (for a general H,A, and X ∈ ObjDs);
this will also distinguish (this version of) T from weight spectral sequences
corresponding to other weight structures. We will give more justification for
this term in Remark 4.5.4 below. So, the corresponding filtration could be
called the (generalized) coniveau filtration.
4.5 An extension of results of Bloch and Ogus
Now we want to relate coniveau spectral sequences with the homotopy t-
structure (in DMeff− ). This would be a vast extension of the seminal results
of §6 of [BOg94] (i.e. of the calculation by Bloch and Ogus of the E2-terms
of coniveau spectral sequences) and of §6 of [Deg09].
We should relate t (for DMeff− ) and w; it turns out that they are orthog-
onal with respect to a certain quite natural nice duality.
Proposition 4.5.1. For any Y ∈ ObjDMeff− we extend H
′ = DMeff− (−, Y )
from DMeffgm to D ⊃ Ds by the method of Proposition 1.2.1; we define
Φ(X, Y ) = H(X). Then the following statements are valid.
1. Φ is a nice duality (see Definition 2.5.1).
2 w is left orthogonal to the homotopy t-structure t (on DMeff− ) with
respect to Φ.
3. Φ(−, Y ) converts homotopy limits (in D′) into direct limits in Ab.
Proof. 1. By Proposition 2.5.6(1), the restriction of Φ to DMeffgm
op×DMeff−
is a nice duality. It remains to apply part 3 of loc. cit.
2. In the notation of Proposition 2.5.3, we take for D the set of all small
products
∏
l∈LMgm(Spec Kl)(nl)[nl] ∈ ObjDs; here Mgm(Spec Kl) denote
the comotives of (spectra of) some function fields over k, nl ≥ 0 and the
transcendence degrees of Kl/k are bounded (cf. §4.1). Then D,Φ satisfy
the assumptions of the proposition by Proposition 3.4.1(2) (see also Remark
4.3.2(2)).
3. Immediate from Proposition 4.3.1(3).
Remark 4.5.2. 1. Suppose that we have an inductive family Yi ∈ ObjDM
eff
−
connected by a compatible family of morphisms with some Y ∈ DMeff− such
that: for any Z ∈ ObjDMeffgm we have DM
eff
− (Z, Y ) ∼= lim−→
DMeff− (Z, Yi)
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(via these morphisms Yi → Y ). In such a situation it is reasonable to call Y
a homotopy colimit of Yi.
The definition of Φ in the proposition easily implies: for any X ∈ ObjD
we have Φ(X, Y ) = lim
−→
Φ(X, Yi). So, one may say that all objects of D
are ’compact with respect to Φ’, whereas part 3 of the proposition yields
that all objects of DMeff− are ’cocompact with respect to Φ’. Note that no
analogues of these nice properties can hold in the case of an adjacent weight
and t-structure (defined on a single triangulated category).
2. Now, we could have replaced DMeffgm by DMgm everywhere in the
’axiomatics’ of D (in Proposition 3.1.1). Then the corresponding category
Dgm could be used for our purposes (instead of D), since our arguments work
for it also. Note that we can extend Φ to a nice duality Dopgm × DM
eff
− →
Ab; to this end it suffices for Y ∈ ObjDMeff− to extend H
′ to DMgm in
the following way: H ′(X(−n)) = DMeff− (X, Y (n)) for X ∈ ObjDM
eff
gm ⊂
ObjDMgm, n ≥ 0.
Moreover, the methods of §5.4.3 allow to define an invertible Tate twist
functor on Dgm.
Corollary 4.5.3. 1. If H is represented by a Y ∈ ObjDMeff− (via our
Φ) then for a (co)motif X our coniveau spectral sequence T (H,X) starting
from E2 could be naturally expressed in terms of the cohomology of X with
coefficients in t-truncations of Y (as in Theorem 2.6.1).
In particular, the coniveau filtration for H∗(X) could be described as in
part 2 of loc. cit.
2. For U ∈ ObjDMeffgm , i ∈ Z, we have U ∈ D
w≤i
s ⇐⇒ U ∈ DM
eff
−
t≤i.
Proof. 1. Immediate from Proposition 4.5.1.
2. By Theorem 2.2.1(20), we should check whether Z ⊥ U for any
Z =
∏
l∈LMgm(Spec Kl)(nl)[nl + r], where Kl are function fields over k,
nl ≥ 0 and the transcendence degrees of Kl/k are bounded, r > 0 (see Propo-
sition 4.1.1(2)). Moreover, since U is cocompact in D, it suffices to consider
Z = Mgm(Spec K
′)(n)[n+ r] (K ′/k is a function field, n ≥ 0). Lastly, Corol-
lary 4.2.2(2) reduces the situation to the case Z = Mgm(Spec K) (K/k is a
function field).
Hence (25) implies: U ∈ Dw≤is whenever for any j > i, any function field
K/k, the stalk of U t=j at K is zero. Now, if U ∈ DMeff−
t≤i then U t=j = 0 for
all j > i; hence all stalks of U t=j are zero. Conversely, if all stalks of U t=j at
function fields are zero, then Corollary 4.19 of [Voe00b] yields U t=j = 0 (see
also Corollary 4.20 of loc. cit.); if U t=j = 0 for all j > i then U ∈ DMeff−
t≤i.
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Remark 4.5.4. 1. Our comparison statement is true for Y -cohomology of an
arbitrary X ∈ ObjDMeffgm ; this extends to motives Theorem 6.4 of [Deg09]
(whereas the latter essentially extends the results of §6 of [BOg94]). We
obtain one more reason to call T (in this case) the coniveau spectral sequence
for (cohomology of) motives.
Note also that the methods of Deglise do not (seem to) yield the motivic
functoriality of the isomorphism in question (cf. Remark 2.6.2).
2. If Y ∈ ObjHI, then E2(T ) yields the Gersten resolution for Y (when
X varies); this is why we called w the Gersten weight structure.
3. Now, let Y represent étale cohomology with coefficients in Z/lZ, l is
prime to char k (Y is actually unbounded from above, yet this is not impor-
tant). Then the t-truncations of Y represent Z/lZ-motivic cohomology by the
(recently proved) Beilinson-Lichtenbaum conjecture (see [Voe08]; this paper
is not published at the moment). Hence Proposition 2.5.4(1) yields some new
formulae for Z/lZ-motivic cohomology of X and for the ’difference’ between
étale and motivic cohomology. Note also that the virtual t-truncations (men-
tioned in loc. cit.) are exactly the D2-terms of the alternative exact couple
for T (H,X) and for the version of the exact couple used in the current paper
respectively (i.e. we consider exact couples coming from the two possible
versions for a weight Postnikov tower for X, as described in Remark 2.1.3).
See also §7.5 of [Bon10] for more explicit results of this sort. It could also
be interesting to study coniveau spectral sequences for singular cohomology;
this could yield a certain theory of ’motives up to algebraic equivalence’; see
Remark 7.5.3(3) of loc. cit. for more details.
5. Assertion 2 of the corollary yields that Dw≤0s ∩ ObjDM
eff
gm is large
enough to recover w (in a certain sense); in particular, this assertion is similar
to the definition of adjacent structures (see Remark 2.5.7). In contrast,
D
w≥0
s ∩ObjDM
eff
gm seems to be too small.
4.6 Base field change for coniveau spectral sequences;
functoriality for an uncountable k
It can be easily seen (and well-known) that for any perfect field extension l/k
there exist an extension of scalars functor DMeffgm k → DM
eff
gm l compatible
with the extension of scalars for smooth varieties (and for Kb(SmCor)). In
5.4.2 below we will prove that this functor could be expanded to a functor
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Extl/k : Dk → Dl that sends Mgm,k(X) to Mgm,l(Xl) for a pro-scheme X/k;
this extension procedure is functorial with respect to embeddings of base
fields. Moreover, Extl/k mapsDsk intoDsl. Note the existence of base change
for comotives does not follow from the properties of D listed in Proposition
3.1.1; yet one can define base change for our model of comotives (described
in §5 below) and (probably) for any other possible reasonable version of D.
Now we prove that base change for comotives yields base change for
coniveau spectral sequences; it also allows to prove that these spectral se-
quences are motivically functorial for not necessary countable base fields.
In order to make the limit in Proposition 4.6.1(2) below well-defined, we
assume that for any X ∈ ObjDMeffgm there is a fixed representative Y, Z, p
chosen, where: Z, Y ∈ Cb(SmCor),Mgm(Y ) ∼= Mgm(Z), p ∈ Cb(SmCor)(Y, Z)
yields a direct summand of Mgm(Y ) in DMeffgm that is isomorphic to X. We
also assume that all the components of (X, Y, p) have fixed expressions in
terms of algebraic equations over k; so one may speak about fields of defini-
tion for X.
Proposition 4.6.1. Let l be a perfect field, H : Dl → A be any cohomological
functor (for an abelian A). For any perfect k ⊂ l we denote H◦Extl/k : Dk →
A by Hk.
1. Let l be countable. Then for any X ∈ ObjDk the method of Proposition
2.7.3(II) yields some morphism Nl/k : Twk(Hk, X)→ Twl(H,Extl/k(X)); this
morphism is unique and Dk-functorial in X starting from E2.
The correspondence (l, k) 7→ Nl/k is associative with respect to extensions
of countable fields (starting from E2); cf. part I3 of loc. cit.
2. Let l be a not (necessarily) countable perfect field, let A satisfy AB5.
For X ∈ ObjDMeffgm l we define Tw(H,X) = lim−→k
Twk(Hk, Xk). Here we
take the limit with respect to all perfect k ⊂ l such that k is countable, X
is defined over k; the connecting morphisms are given by the maps N−/−
mentioned in assertion 1; we start our spectral sequences from E2. Then
Tw(H,X) is a well-defined spectral sequence that is DM
eff
gm l-functorial in X.
3. If X = Mgm,l(Z), Z ∈ SmV ar, H is as an extended theory, and A sat-
isfies AB5, the spectral sequence given by the previous assertion is canonically
isomorphic to the classical coniveau spectral sequence (for (H,Z); considered
starting from E2).
Proof. 1. By Proposition 2.7.3(II) it suffices to check that Extl/k is left
weight-exact (with respect to weight structures in question). We take D be-
ing the class of all small products
∏
l∈LMgm(Spec Kl), where Mgm(Spec Kl)
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denote the comotives of (spectra of) function fields over k of bounded tran-
scendence degree. Proposition 4.1.1 and Corollary 4.2.2(2) yield that any
X ∈ Ds
w=0
k is a retract of some element of D. It suffices to check that for
any X =
∏
l∈LMgm,k(Kl) we have Extl/kX ∈ Ds
wl≤0
l ; here we recall that wk
is bounded and apply Lemma 2.7.5.
Now, X is the comotif of a certain pro-scheme, hence the same is true for
Extl/kX. It remains to apply Proposition 4.1.1(5).
2. By the associativity statement in the previous assertion, the limit is
well-defined. Since A satisfies AB5, we obtain a spectral sequence indeed.
Since we have k-motivic functoriality of coniveau spectral sequences over each
k, we obtain l-motivic functoriality in the limit.
3. Again (as in the proof of Proposition 4.4.1(3)) we recall that the
classical coniveau spectral sequence for this case is defined by applying H
to ’geometric’ Postnikov towers (coming from elements of L as in the proof
of Corollary 3.6.2) and then passing to the limit (in A) with respect to L.
Our assertion follows easily, since each l ∈ L is defined over some perfect
countable k ⊂ l; the limit of the spectral sequences with respect to the subset
of L defined over a fixed k is exactly Twk(Hk, Xk) since H sends homotopy
limits to inductive limits in A (being an extended theory).
Here we certainly use the functoriality of T starting from E2.
Remark 4.6.2. 1. For a general X ∈ ObjDMeffgm we only have a canonical
choice of base change maps (for T (Hkl, X)) starting from E2; this is why we
start our spectral sequence from the E2-level.
2. Assertion 2 of the proposition is also valid for any comotif defined
over a (perfect) countable subfield of l. Unfortunately, this does not seem
to include the comotives of function fields over l (of positive transcendence
degrees, if l is not countable).
4.7 The Chow weight structure for D
Till the end of the section, we will either assume that char k = 0, or that we
deal with motives, comotives, and cohomology with rational coefficients (we
will use the same notation for motives with integral and rational coefficients;
cf. §6.3 below).
We prove that D supports a weight structure that extends the Chow
weight structure of DMeffgm (see §6.5 and Remark 6.6.1 of [Bon10], and also
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[Bon09]).
In this subsection we do not require k to be countable.
Proposition 4.7.1. 1. There exists a Chow weight structure on DMeffgm that
is uniquely characterized by the condition that allMgm(P ) for P ∈ SmPrV ar
belong to its heart; it could be extended to a weight structure wChow on D.
2. The heart of wChow is the category HChow of arbitrary small products
of (effective) Chow motives.
3. We have X ∈ DwChow≥0 if and only if D(X, Y [i]) = {0} for any
Y ∈ ObjChoweff , i > 0.
4. There exists a t-structure tChow on D that is right adjacent to wChow
(see Remark 2.5.7). Its heart is the opposite category to Choweff∗ (i.e. it is
equivalent to (AddFun(Choweff , Ab))op).
5. wChow respects products i.e. Xi ∈ D
wChow≤0 =⇒
∏
Xi ∈ D
wChow≤0
and Xi ∈ D
wChow≥0 =⇒
∏
Xi ∈ D
wChow≥0.
6. For
∏
Xi there exists a weight decomposition:
∏
Xi →
∏
Xw≤0i →∏
Xw≥1i .
7. If H : D→ A is an extended theory, then the functor that sends X to
the derived exact couple for TwChow(H,X) (see Theorem 2.4.2) converts all
small products into direct sums.
Proof. 1. It was proved in (Proposition 6.5.3 and Remark 6.6.1 of) [Bon10]
that there exists a unique weight structure w′Chow on DM
eff
gm such that
Mgm(P ) ∈ D
w′
Chow
=0 for all P ∈ SmPrV ar. Moreover, the heart of this
structure is exactly Choweff ⊂ DMeffgm .
Now, DMeffgm is generated by Chow
eff . It easily follows that {Mgm(P ), P ∈
SmPrV ar} weakly cogenerates D. Then the dual (see Theorem 2.2.1(1)) of
Theorem 4.5.2(I2) of [Bon10] yields that w′Chow could be extended to a weight
structure wChow for D. Moreover, the dual to part II1 of loc. cit. yields that
for this extension we have: HwChow is the idempotent completion of HChow.
2. It remains to prove thatHChow is idempotent complete. This is obvious
since Choweff is.
3. This is just the dual of (27) in loc. cit.
4. The dual statement to part I2 of loc. cit. (cf. Remark 1.1.3(1)) yields
the existence of tChow. Applying the dual of Theorem 4.5.2(II1) of [Bon10]
we obtain for the heart of t: HtChow ∼= (Chow
eff
∗ )
op.
5. Theorem 2.2.1(2) easily yields that DwChow≤0 is stable with respect to
products. The stability of DwChow≥0 with respect to products follows from
assertion 3; here we recall that all objects of Choweff are cocompact in D.
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6. Immediate from the previous assertion; note that any small product
of distinguished triangles is distinguished (see Remark 1.2.2 of [Nee01]).
7. Since H is extended, it converts products in D into direct sums
in A. Hence for any Xi ∈ ObjD there exist a choice of exact couples
for the corresponding weight spectral sequences for Xi and
∏
Xi that re-
spects products i.e such that Dpq1 TwChow(H,
∏
Xi) ∼=
⊕
iD
pq
1 TwChow(H,Xi)
and Epq1 TwChow(H,
∏
Xi) ∼=
⊕
iE
pq
1 TwChow(H,Xi) (for all p.q ∈ Z; this iso-
morphism is also compatible with the connecting morphisms of couples).
Since A satisfies AB5, we obtain the isomorphism desired for D2 and E2-
terms (note that those are uniquely determined by H and X).
Remark 4.7.2. 1. In Remark 2.4.3 of [Bon10] it was shown that weight spec-
tral sequences corresponding to the Chow weight structure are isomorphic
to the classical (i.e. Deligne’s) weight spectral sequences when the latter
are defined (i.e. for singular or étale cohomology of varieties). Yet in order
to specify the choice of a weight structure here we will call these spectral
sequences Chow-weight ones.
2. All the assertions of the Proposition could be extended to arbitrary
triangulated categories with negative families of cocompact weak cogenera-
tors (sometimes one should also demand all products to exist; in assertion 7
we only need H to convert all products into direct sums).
3. Since (effective) Chow motives are cocompact in D, HwChow is the cat-
egory of ’formal products’ of effective Chow motives i.e. D(
∏
l∈LXl,
∏
i∈I Yi) =∏
i∈I(⊕l∈LChow
eff(Xl, Yi)) for Xl, Yl ∈ ObjChoweff ⊂ ObjD (cf. Remark
4.5.3(2) of [Bon10]).
4. Recall (see §7.1 of ibid.) that DMeff− supports (adjacent) Chow weight
and t-structures (we will denote them by w′Chow and t
′
Chow, respectively). One
could also check that these structures are right orthogonal to the correspond-
ing Chow structures for D. Hence, applying Proposition 2.5.4(1) repeatedly
one could relate the compositions of truncations (on Ds ⊂ D) via w and via
tChow (resp. via w and via wChow) with truncations via t and via w′Chow (resp.
via t and via t′Chow) on DM
eff
− ; cf. §8.3 of [Bon10]. One could also apply
wChow-truncations and then w-truncations (i.e. compose truncations in the
opposite order) when starting from an object of DMeffgm . Recall also that
truncations via tChow (and their compositions with t-truncations) are related
with unramified cohomology; see Remark 7.6.2 of ibid.
82
4.8 Comparing Chow-weight and coniveau spectral se-
quences
Now we prove that Chow-weight and coniveau spectral sequences are natu-
rally isomorphic for birational cohomology theories.
Proposition 4.8.1. 1. wChow for D dominates w (for Ds) in the sense of
§2.7.
2. Let H : DMeffgm → A be an extended cohomology theory in the sense
of Remark 4.3.2; suppose that H is birational i.e. that H(Mgm(P )(1)[i]) =
0 for all P ∈ SmPrV ar, i ∈ Z. Then for any X ∈ ObjDs the Chow-
weight spectral sequence TwChow(H,X) (corresponding to wChow) is naturally
isomorphic starting from E2 to (our) coniveau spectral sequence Tw(H,X)
via the comparison morphism M given by Proposition 2.7.3(I1).
Proof. 1. Let D be the class of all countable products
∏
l∈LMgm(Spec Kl),
whereMgm(Spec Kl) denote the comotives of (spectra of) function fields over
k of bounded transcendence degree. Proposition 4.1.1 and Corollary 4.2.2(2)
yield that any X ∈ Dw=0s is a retract of some element of D. It suffices to
check that any X =
∏
l∈LMgm(Spec Kl) belongs to D
wChow≥0; here we recall
that w is bounded and apply Lemma 2.7.5.
By Proposition 4.7.1(5), we can assume that L consists of a single element.
In this case we have D(Mgm(Spec Kl),Mgm(P )[i]) = 0 (this is a trivial case
of Proposition 3.5.1); hence loc. cit. yields the result.
2. We take the same D and X as above.
Let char k = 0. We choose Pl ∈ SmPrV ar such that Kl are their
function fields. Since all Mgm(Pl) are cocompact in D, we have a natural
morphism X →
∏
Mgm(Pl). By Proposition 2.7.3(I2), it suffices to check
that Cone(X →
∏
Mgm(Pl)) ∈ D
wChow≥0, H(X) ∼= H(
∏
Mgm(Pl)), and
E∗∗2 TwChow(H,Cone(X →
∏
Mgm(Pl))) = 0.
By Proposition 4.7.1(7) we obtain: it suffices again to verify these state-
ments in the case when L consists of a single element. Now, we have
Spec (Kl) = lim←−
Mgm(U) for U ∈ SmV ar, k(U) = Kl. Therefore (27) yields:
it suffices to verify assertions required for Z = Mgm(U → P ) instead, where
U ∈ SmV ar, U is open in P ∈ SmPrV ar.
The Gysin distinguished triangle for Voevodsky’s motives (see Proposi-
tion 2.4.5 of [Deg08a]) easily yields by induction that Z ∈ ObjDMeffgm (1).
Since Choweff is −⊗Z(1)[2]-stable, we obtain that there exists a wChow-
Postnikov tower for Z such that all of its terms are divisible by Z(1); this
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yields the vanishing ofE∗∗2 TwChow(H,Z). Lastly, the fact that Z ∈ DM
eff
gm
w′
Chow
≥0
was (essentially) proved by easy induction (using the Gysin triangle) in the
proof of Theorem 6.2.1 of [Bon09].
In the case char k > 0, de Jong’s alterations allow us to replace Mgm(Pl)
in the reasoning above by some Chow motives (with rational coefficients);
see Appendix B of [HuK06]; we will not write down the details here.
Remark 4.8.2. 1. Hence for any H : D → A, X ∈ ObjDs there exists
a comparison morphism M : TwChow(H,X) → Tw(H
′, X), where H ′ is the
restriction of H to Ds. It is canonical starting from E2; see Proposition
2.7.3(II).
2. Assertion 2 is not very actual for cohomology of smooth varieties since
any Z ∈ SmPrV ar is birationally isomorphic to P ∈ SmPrV ar (at least for
char k = 0). Yet the statement becomes more interesting when applied for
X = M cgm(Z).
4.9 Birational motives; constructing the Gersten weight
structure by gluing; other possible weight structures
An alternative way to prove Proposition 4.8.1(2) is to consider (following
[KaS02]) the category of birational comotives. It satisfies the following prop-
erties:
(i) All birational cohomology theories factorize through it.
(ii) Chow and Gersten weight structures induce the same weight structure
on it (see Definition 2.7.1(4)).
(iii) More generally, for any n ≥ 0 Chow and Gersten weight structures
induce weight structures on the localizations D(n)/D(n+ 1) ∼= Dbir (we call
these localizations slices) that differ only by a shift.
Moreover, one could ’almost recover’ original Chow and Gersten weight
structures starting from this single weight structure.
Now we describe the constructions and facts mentioned in more detail.
We will be rather sketchy here, since we will not use the results of this
subsection elsewhere in the paper. Possibly, the details will be written down
in another paper.
As we will show in §5.4.3 below, the Tate twist functor could be extended
(as an exact functor) from DMeffgm to D; this functor is compatible with
(small) products.
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Proposition 4.9.1. I The functor − ⊗ Z(1)[1] is weight-exact with respect
to w on Ds; −⊗Z(1)[2] is weight-exact with respect to wChow on D (we will
say that w is −⊗ Z(1)[1]-stable, and wChow is −⊗ Z(1)[2]-stable).
II Let Dbir denote the localization of D by D(1); B is the localization
functor. We denote B(Ds) by Ds,bir.
1. wChow induces a weight structure w
′
bir on Dbir. Besides, w induces a
weight structure wbir on Ds,bir.
2. We have Dwbir≤0s,bir ⊂ D
w′
bir
≤0
bir , D
wbir≥0
s,bir ⊂ D
w′
bir
≥0
bir (i.e. the embedding
(Ds,bir, wbir)→ (Dbir, w
′
bir) is weight-exact).
3. For any pro-scheme U we have B(Mgm(U)) ∈ D
wbir=0
s,bir .
Proof. I This is easy, since the functors mentioned obviously map the corre-
sponding hearts (of weight structures) into themselves.
II 1. By assertion I, wChow induces a weight structure on D(1) (i.e. D(1)
is a triangulated category, ObjD(1) ∩ DwChow≤0 and ObjD(1) ∩ DwChow≥0
yield a weight structure on it). Hence by Proposition 8.1.1(1) of [Bon10] we
obtain existence (and uniqueness) of w′bir. The same argument also implies
the existence of some wbir on Ds,bir.
2. Now we compare wbir with w′bir. Since w is bounded, wbir also is
(see loc. cit.). Hence it suffices to check that Hwbir ⊂ Hw
′
bir (see Theorem
2.2.1(13)).
Moreover, it suffices to check that for X =
∏
l∈LMgm(Spec Kl) we have
B(X) ∈ D
w′
bir
=0
bir (since D
w′
bir
=0
bir is Karoubi-closed in Dbir, here we also ap-
ply Proposition 4.7.1(2)). As in the proof of Proposition 4.8.1(2), we will
consider the case char k = 0; the case char k = p is treated similarly.
Then we choose Pl ∈ SmPrV ar such that Kl are their function fields;
we have a natural morphism X →
∏
Mgm(Pl). It remains to check that
Cone(X →
∏
Mgm(Pl)) ∈ Ds(1). Now, since Ds(1) and the class of dis-
tinguished triangles are closed with respect to small products, it suffices to
consider the case when L consists of a single element. In this case the state-
ment is immediate from Corollary 3.6.2.
3. Immediate from Corollary 3.6.2.
Remark 4.9.2. 1. Assertion II easily implies Proposition 4.8.1(2).
Indeed, any extended birational H (as in loc. cit.) can be factorized as
G◦B for a cohomological G : Dbir → A. Since B is weight-exact with respect
to wChow (and its restriction to Ds is weight-exact with respect to w), (the
85
trivial case of) Proposition 2.7.3(I2) implies that for any X ∈ ObjD (any
choice) of Tw′
bir
(G,B(X)) is naturally isomorphic starting from E2 to any
choice of TwChow(H,X); for any X ∈ ObjDs (any choice) of Twbir(G,B(X))
is naturally isomorphic starting from E2 to any choice of Tw(H,X).
It is also easily seen that the isomorphism TwChow(H,X) → Tw(H,X) is
compatible with the comparison morphism M (see loc. cit.).
2. The proof of existence of wbir and of assertion 3 works with integral
coefficients even if char k > 0. Hence we obtain that that the category image
B(Mgm(U)), U ∈ SmV ar, is negative. We can apply this statement in C be-
ing the idempotent completion of B(DMeffgm ) i.e. in the category of birational
comotives. Hence Theorem 2.2.1(18) yields: there exists a weight structure
for C whose heart is the category of birational Chow motives (defined as
in §5 of [KaS02]). Note also that one can pass to the inductive limit with
respect to base change in this statement (cf. §4.6); hence one does not need
to require k to be countable.
Now we explain that w and wChow could be ’almost recovered’ from
(Dbir, w
′
bir). Exactly the same reasoning as above shows that for any n > 0
the localization of D by D(n) could be endowed with a weight structure w′n
compatible with wChow, whereas the localization of Ds by Ds(n) could be
endowed with a weight structure wn compatible with w.
Next, we have a short exact sequence of triangulated categoriesD/D(n)
i∗→
D/D(n+1)
j∗
→ Dbir. Here the notation for functors comes from the ’classical’
gluing data setting (cf. §8.2 of [Bon10]); i∗ could be given by − ⊗ Z(1)[s]
for any s ∈ Z, j∗ is just the localization. Now, if we choose s = 2 then i∗
is weight-exact with respect to w′n and w
′
n+1; if we choose s = 1 then the
restriction of i∗ to Ds/Ds(n) is weight-exact with respect to wn and wn+1.
Next, an argument similar to the one used in §8.2 of [Bon10] shows: for
any short exact sequence D
i∗→ C
j∗
→ E of triangulated categories, if D and
E are endowed with weight structures, then there exist at most one weight
structure on C such that both i∗ and j∗ are weight-exact (see also Lemma
4.6 of [Bei98] for the proof of a similar statement for t-structures). Hence
one can recover wn and w′n from (copies of) w
′
bir; the main difference between
them is that the first one is − ⊗ Z(1)[1]-stable, whereas the second one is
−⊗Z(1)[2]-stable. It is quite amazing that weight structures corresponding
to spectral sequences of quite distinct geometric origin differ just by [1] here!
If one calls the filtration of D by D(n) the slice filtration (this term was
already used by A. Huber, B. Kahn, M. Levine, V. Voevodsky, and other
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authors for other ’motivic’ categories), then one may say that wn and w′n
could be recovered from slices; the difference between them is ’how we shift
the slices’.
Moreover, Theorem 8.2.3 of [Bon10] shows: if both adjoints to i∗ and
j∗ exist, then one can use this gluing data in order to glue (any pair) of
weight structures for D and E into a weight structure for C. So, suppose
that we have a weight structure wn,s for D/D(n) that is −⊗(1)[s]-stable and
compatible with w′bir on all slices (in the sense described above; so w
′
n = wn,2,
wn is the restriction of wn,1 to Ds/Ds(n), and all w1,s coincide with w′bir).
General homological algebra (see Proposition 3.3 of [Kra05]) yields that all
the adjoints required do exist in our case. Hence one can construct wn+1,s for
D/D(n+1) that satisfies similar properties. So, wn,s exist for all n > 0 and all
s ∈ Z. Hence Gersten and Chow weight structures (forDs/Ds(n) ⊂ D/D(n))
are members of a rather natural family of weight structures indexed by a
single integral parameter. It could be interesting to study other members of
it (for example, the one that is − ⊗ Z(1)-stable), though possibly w′n is the
only member of this family whose heart is cocompactly cogenerated.
This approach could allow constructing w in the case of a not neces-
sarily countable k. Note here that the system of Ds/Ds(n) yields a fine
approximation of Ds. Indeed, if X ∈ SmPrV ar, n ≥ dimX, then Poincare
duality yields: for any Y ∈ ObjDMeffgm we have DM
eff
gm (Y (n),Mgm(X))
∼=
DMeffgm (Y ⊗ X(n − dimX)[−2 dimX ],Z); this is zero if n > dimX since
Z is a birational motif. Hence (by Yoneda’s lemma) for any n > 0 the full
subcategory of DMeffgm generated by motives of varieties of dimension less
than n fully embeds into DMeffgm /DM
eff
gm (n) ⊂ D/D(n).
It follows that the restrictions of wn,s to a certain series of (sufficiently
small) subcategories of D/D(n) are induced by a single − ⊗ (1)[s]-stable
weight structure ws for the corresponding subcategory of D. Here for the
corresponding subcategory of D/D(n) (or D) one can take the union of the
subcategories of D/D(n) (resp. D) cogenerated (in an appropriate sense) by
the comotives of (smooth) varieties of dimension ≤ r (with r running through
all natural numbers). Note that this subcategory of D contains DMeffgm .
We also relate briefly our results with the (conjectural) picture for t-
structures described in [Bei98]. There another (geometric) filtration for mo-
tives was considered; this filtration (roughly) differs from the filtration con-
sidered above by (a certain version of) Poincare duality. Now, conjecturally
the grn of the category of birational motives with rational coefficients (cf. §4.2
of ibid.) should be (the homotopy category of complexes over) an abelian
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semisimple category. Hence it supports a t-structure which is simultaneously
a weight structure. This structure should be the building block of all rele-
vant weight and t-structures for (co)motives. Certainly, this picture is quite
conjectural at the present moment.
Remark 4.9.3. The author also hopes to carry over (some of) the results
of the current paper to relative motives (i.e. motives over a base scheme
that is not a field), relative comotives, and their cohomology. One of the
possible methods for this is the usage of gluing of weight structures (see §8.2
of [Bon10], especially Remark 8.2.4(3) of loc. cit.). Possibly for this situation
the ’version of D’ that uses motives with compact support (see §6.4 below)
could be more appropriate.
5 The construction of D and D′; base change
and Tate twists
Now we construct our categories D′ and D using the differential graded
categories formalism.
In §5.1 we recall the definitions of differential graded categories, modules
over them, shifts and cones (of morphisms).
In §5.2 we recall main properties of the derived category of (modules over)
a differential graded category.
In §5.3 we define D′ andD as the categories opposite to the corresponding
categories of modules; then we prove that they satisfy the properties required.
In §5.4 we use the differential graded modules formalism to define base
change for motives (extension and restriction of scalars). This yields: our
results on direct summands of the comotives (and cohomology) of function
fields (proved above) could be carried over to pro-schemes obtained from
them via base change.
We also define tensoring of comotives by motives, as well as a certain
’co-internal Hom’ (i.e. the corresponding left adjoint functor to X ⊗ − for
X ∈ ObjDMeffgm ). These results do not require k to be countable.
5.1 DG-categories and modules over them
We recall some basic definitions; cf. [Kel06] and [Dri04].
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An additive category A is called graded if for any P,Q ∈ ObjA there
is a canonical decomposition A(P,Q) ∼=
⊕
iA
i(P,Q) defined; this decom-
position satisfies Ai(∗, ∗) ◦ Aj(∗, ∗) ⊂ Ai+j(∗, ∗). A differential graded cat-
egory (cf. [Dri04]) is a graded category endowed with an additive oper-
ator δ : Ai(P,Q) → Ai+1(P,Q) for all i ∈ Z, P, Q ∈ ObjA. δ should
satisfy the equalities δ2 = 0 (so A(P,Q) is a complex of abelian groups);
δ(f ◦ g) = δf ◦ g + (−1)if ◦ δg for any P,Q,R ∈ ObjA, f ∈ Ai(Q,R),
g ∈ A(P,Q). In particular, δ(idP ) = 0.
We denote δ restricted to morphisms of degree i by δi.
Now we give a simple example of a differential graded category.
For an additive category B we consider the category B(B) whose ob-
jects are the same as for C(B) whereas for P = (P i), Q = (Qi) we define
B(B)i(P,Q) =
∏
j∈ZB(P
j, Qi+j). Obviously B(B) is a graded category.
We will also consider a full subcategory Bb(B) ⊂ B(B) whose objects are
bounded complexes.
We set δf = dQ ◦ f − (−1)if ◦ dP , where f ∈ Bi(P,Q), dP and dQ
are the differentials in P and Q. Note that the kernel of δ0(P,Q) coincides
with C(A)(P,Q) (the morphisms of complexes); the image of δ−1 are the
morphisms homotopic to 0.
Note also that the opposite category to a differential graded category
becomes differential graded also (with the same gradings and differentials) if
we define f op ◦ gop = (−1)pq(g ◦ f)op for g, f being composable homogeneous
morphisms of degrees p and q, respectively.
For any differential graded A we define an additive category H(A) (some
authors denote it by H0(A)); its objects are the same as for A; its morphisms
are defined as
H(A)(P,Q) = Ker δ0A(P,Q)/ Im δ
−1
A (P,Q).
In the case when H(A) is triangulated (as a full subcategory of the category
K(A) described below) we will say that A is a (differential graded) enhance-
ment for H(A).
We will also need Z(A): ObjZ(A) = ObjA; Z(A)(P,Q) = Ker δ0A(P,Q).
We have an obvious functor Z(A) → H(A). Note that Z(B(B)) = C(B);
H(B(B)) = K(B).
Now we define (left differential graded) modules over a small differen-
tial graded category A (cf. §3.1 of [Kel06] or §14 of [Dri04]): the objects
DG-Mod(A) are those additive functors of the underlying additive categories
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A → B(Ab) that preserve gradings and differentials for morphisms. We de-
fine DG-Mod(A)i(F,G) as the set of transformations of additive functors of
degree i; for h ∈ DG-Mod(A)i(F,G) we define δi(h) = dG ◦ f − (−1)if ◦ dF .
We have a natural Yoneda embedding Y : Aop → DG-Mod(A) (one should
apply Yoneda’s lemma for the underlying additive categories); it is easily
seen to be a full embedding of differential graded categories.
Now we define shifts and cones in DG-Mod(A) componentwisely. For F ∈
ObjDG-Mod(A) we set F [1](X) = F (X)[1]. For h ∈ Ker δ0DG-Mod(A)(F,G)
we define the object Cone(h): Cone(h)(X) = Cone(F (X) → G(X)) for all
X ∈ ObjA.
Note that for A = B(B) both of these definitions are compatible with the
corresponding notions for complexes (with respect to the Yoneda embedding).
We have a natural triangle of morphisms in δ0DG-Mod(A):
P
f
→ P ′ → Cone(f)→ P [1]. (30)
5.2 The derived category of a differential graded cate-
gory
We define K(A) = H(DG-Mod(A)). It was shown in §2.2 of [Kel06] that
K(A) is a triangulated category with respect to shifts and cones of morphisms
that were defined above (i.e. a triangle is distinguished if it is isomorphic to
those of the form (30)).
We will say that f ∈ Ker δ0DG-Mod(A)(F,G) is a quasi-isomorphism if for
any X ∈ ObjA it yields an isomorphism F (X) → F (Y ). We define D(A)
as the localization of K(A) with respect to quasi-isomorphisms; so it is a
triangulated category. Note that quasi-isomorphisms yield a localizing class
of morphisms in K(A). Moreover, the functor X → H0(F (X)) : K(A)→ Ab
is corepresented by DG-Mod(A)(X,−) ∈ ObjK(A); hence for anyX ∈ ObjA,
F ∈ ObjK(A) we have
D(A)(Y (X), F ) ∼= K(A)(Y (X), F ). (31)
Hence we have an embedding H(A)op → D(A).
We define C(A) as Z(DG-Mod(A)). It is easily seen that C(A) is closed
with respect to (small filtered) direct limits, and lim
−→
Fl is given by X →
lim
−→
Fl(X).
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Now we recall (briefly) that differential graded modules admit certain
’resolutions’ (i.e. any object is quasi-isomorphic to a semi-free one in the
terms of §14 of [Dri04]).
Proposition 5.2.1. There exists a full triangulated K ′ ⊂ K(A) such that the
projection K(A) → D(A) induces an equivalence K ′ ≈ D(A). K ′ is closed
with respect to all (small) coproducts.
Proof. See §14.8 of [Dri04]
Remark 5.2.2. In fact, there exists a (Quillen) model structure for C(A) such
that D(A) its homotopy category; see Theorem 3.2 of [Kel06]. Moreover (for
the first model structures mentioned in loc. cit.) all objects of C(A) are
fibrant, all objects coming from A are cofibrant. For this model structure
two morphisms are homotopic whenever they become equal in K(A). So, one
could take K ′ whose objects are the cofibrant objects of C(A).
Using these facts, one could verify most of Proposition 3.1.1 (for D′ and
D described below).
5.3 The construction of D′ and D; the proof of Propo-
sition 3.1.1
It was proved in §2.3 of [BeV08] (cf. also [Lev98] that DMeffgm could be
described as H(A), where A is a certain (small) differential graded category.
Moreover, the functor Kb(SmCor) → DMeffgm could be presented as H(f),
where f : Bb(SmCor)→ A is a naturally defined differential graded functor
(note still: it seems difficult to construct such a functor for the ’model’ of
DMeffgm constructed in [Bon09]). We will not describe the details for (any of)
these constructions since we will not need them.
We define D′ = C(A)op, D = D(A)op, p is the natural projection. We
verify that these categories satisfy Proposition 3.1.1. Assertion 10 follows
from the fact that any localization of a triangulated category that possesses
an enhancement is enhanceable also (see §§3.4–3.5 of [Dri04]).
The embedding H(A)op → D(A) yields DMeffgm ⊂ D
′. Since all objects
coming from A are cocompact in K(A)op, Proposition 5.2.1 yields that the
same is true in D. We obtain assertion 1.
D
′ is closed with respect to inverse limits since C(A) is closed with respect
to direct ones. Since the projection C(A) → K(A) respects coproducts (as
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well as all other (filtered) colimits), Proposition 5.2.1 yields that p respects
products also. We obtain assertion 2.
The descriptions of C(A) and D(A) yields all the properties of shifts and
cones required. This yields assertions 3, 4, and 6. Since D(A) is a localization
of K(A), we also obtain assertion 5.
Next, sinceD(A) is a localization ofK(A) with respect to quasi-isomorphisms,
we obtain assertion 8.
Recall that filtered direct limits of exact sequences of abelian groups are
exact. Hence for any X ∈ ObjA ⊂ ObjD′, Y : L→ DG-Mod(A) we have
K(A)(DG-Mod(A)(X,−), lim
−→l
Yl) = H
0((lim
−→
Yl)(A))
= H0(lim
−→
(Yl(A))) = lim−→
H0(Yl(A)) = lim−→l
K(A)(DG-Mod(A)(X,−), Yl).
Applying (31) we obtain assertion 7.
It remains to verify assertion 9 of loc. cit. Since the inverse limit with
respect to a projective system is isomorphic to the inverse limit with respect
to any its unbounded subsystem, and the same is true for lim
←−1
in the count-
able case, we can assume that I is the category of natural numbers, i.e. we
have a sequence of Fi connected by morphisms.
In this case we have functorial morphisms lim
←−
Fi
f
→
∏
Fl
g
→
∏
Fi as in
(27). Hence it suffices to check that these morphisms yield a distinguished
triangle in D. Note that g ◦ f = 0; hence g can be factorized through a
morphism h : Cone f →
∏
Fi in D′. Since for any X ∈ ObjA the mor-
phism h∗ :
∏
D′
Fi(X) → ConeF (X) is a quasi-isomorphism, h becomes an
isomorphism in D. This finishes the proof.
Remark 5.3.1. 1. Note that the only part of our argument when we needed
k to be countable in the proof of assertion 9 of loc. cit.
2. The constructions of A (i.e. of the ’enhancement’ for DMeffgm men-
tioned above) that were described in [BeV08] and [Lev98] are easily seen to
be functorial with respect to base field change (see below). Still, the con-
structions mentioned are distinct and far from being the only ones possible;
the author does not know whether all possible D are isomorphic. Still, this
makes no difference for cohomology (of pro-schemes); see Remark 4.3.2.
Moreover, note that assertion 10 of Proposition 3.1.1 was not very im-
portant for us (without if we would only have to consider a certain weakly
exact weight complex functor in §6.1 below; see §3 of [Bon10]). The author
doubts that this condition follows from the other parts of Proposition 3.1.1.
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5.4 Base change and Tate twists for comotives
Our differential graded formalism yields certain functoriality of comotives
with respect to embeddings of base fields. We construct both extension and
restriction of scalars (the latter one for the case of a finite extension of fields
only). The construction of base change functors uses induction for differential
graded modules. This method also allows defining certain tensor products
and Co−Hom for comotives. In particular, we obtain a Tate twist functor
which is compatible with (29) (and a left adjoint to it).
We note that the results of this subsection (probably) could not be de-
duced from the ’axioms’ of D listed in Proposition 3.1.1; yet they are quite
natural.
5.4.1 Induction and restriction for differential graded modules:
reminder
We recall certain results of §14 of [Dri04] on functoriality of differential graded
modules. These extend the corresponding (more or less standard) statements
for modules over differential graded algebras (cf. §14.2 of ibid.).
If f : A → B is a functor of differential graded categories, we have an
obvious restriction functor f ∗ : C(B) → C(A). It is easily seen that f ∗ also
induces functors K(B) → K(A) and D(B) → D(A). Certainly, the latter
functor respects homotopy colimits (i.e. the direct limits from C(B)).
Now, it is not difficult to construct an induction functor f∗ : DG-Mod(A)→
DG-Mod(B) which is left adjoint to f ∗; see §14.9 of ibid. By Example 14.10
of ibid, for any X ∈ ObjA this functor sends X∗ = A(X,−) to f(X)∗.
f∗ also induces functors C(A) → C(B) and K(A) → K(B). Restricting
the latter one to the category of semi-free modules K ′ (see Proposition 5.2.1)
one obtains a functor Lf∗ : D(A) → D(B) which is also left adjoint to the
corresponding f ∗; see §14.12 of [Dri04]. Since all functors of the type X∗
are semi-free by definition, we have Lf∗(X∗) = A(X,−) = Lf(X)∗. It can
also be shown that Lf∗ respects direct limits of objects of Aop (considered as
A-modules via the Yoneda embedding). In the case of countable limits this
follows easily from the definition of semi-free modules and the expression of
the homotopy colimit in D(A) as lim
−→
Xi = Cone(
∐
Xi →
∐
Xi) (this is just
the dual to (27)). For uncountable limits, one could prove the fact using a
’resolution’ of the direct limit similar to those described in §A3 of [Nee01].
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5.4.2 Extension and restriction of scalars for comotives
Now let l/k be an extension of perfect fields.
Recall that D′ and D were described (in §5.3) in terms of modules over
a certain differential graded category A. It was shown in [Lev98] that the
corresponding version of A is a tensor (differential graded) category; we also
have an extension of scalars functor Ak → Al. It is most probable that both
of these properties hold for the version of A described in [BeV08] (note that
they obviously hold for Bb(SmCor)). Moreover, if l/k is finite, then we have
the functor of restriction of scalars in inverse direction.
So, the induction for the corresponding differential graded modules yields
an exact functor of extension of scalars Extl/k : Dk → Dl. The reasoning
above shows that Extl/k is compatible with the ’usual’ extension of scalars
for smooth varieties (and complexes of smooth correspondences). Moreover,
since Extl/k respects homotopy limits, this compatibility extends to the co-
motives of pro-schemes and their products. It can also be easily shown that
Extl/k respects Tate twists.
We immediately obtain the following result.
Proposition 5.4.1. Let k be countable (and perfect), let l ⊃ k be a perfect
field.
1. Let S be a connected primitive scheme over k, let S0 be its generic
point. Then Mgm(Sl) is a retract of Mgm(S0l) in Dl.
2. Let K be a function field over k. Let K ′ be the residue field for a
geometric valuation v of K of rank r. Then Mgm(K
′
l(r)[r]) is a retract of
Mgm(Kl) in Dl.
As in 4.3, this result immediately implies similar statements for any
cohomology of pro-schemes mentioned (constructed from a cohomological
H : DMeffgm l → A via Proposition 1.2.1).
Next, if l/k is finite, induction for differential graded modules applied
to the restriction of scalars for A’s also yields a restriction of scalars functor
Resl/k : Dl → Dk. Similarly to Extl/k, this functor is compatible with restric-
tion of scalars for smooth varieties, pro-schemes, and complexes of smooth
correspondences; it also respects Tate twists.
It follows: l/k is finite, then Extl/k maps Dsk to Dsl; Resl/k maps Dsl to
Dsk. Besides, if we also assume l to be countable, then both of these functors
respect weight structures (i.e. they map Ds
w≤0
k to Ds
w≤0
l , Ds
w≥0
k to Ds
w≥0
l ,
and vice versa).
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Remark 5.4.2. It seems that one can also define restriction of scalars via
restriction of differential graded modules (applied to the extension of scalars
for A’s). To this end one needs to check the corresponding adjunction for
DMeffgm ; the corresponding (and related) statement for the motivic homotopy
categories was proved by J. Ayoub. This would allow defining Resl/k also in
the case when l/k is infinite; this seems to be rather interesting if l is a
function field over k. Note that Resl/k (in this case) would (probably) also
map Ds
w≤0
l to Ds
w≤0
k and Ds
w≥0
l to Ds
w≥0
k (if l is countable).
5.4.3 Tensor products and ’co-internal Hom’ for comotives; Tate
twists
Now, for X ∈ ObjA we apply restriction and induction of differential graded
modules for the functor X ⊗ − : A→ A. Induction yields a certain functor
X ⊗ − : D → D, whereas restriction yields its left adjoint which we will
denote by Co−Hom(X,−) : D→ D. Both of them respect homotopy limits.
Also, X ⊗ − is compatible with tensoring by X on DMeffgm . Besides, the
isomorphisms classes of these functors only depend on the quasi-isomorphism
class of X in DG-Mod(A). Indeed, it is easily seen that both X ⊗ Y and
Co − Hom(X, Y ) are exact with respect to X if we fix Y ; since they are
obviously zero for X = 0, it remains to note that quasi-isomorphic objects
could be connected by a chain of quasi-isomorphisms.
Now suppose that X is a Tate motif i.e. X = Z(m)[n], m > 0, n ∈
Z. Then we obtain that the formal Tate twists defined by (29) are the
true Tate twists i.e. they are given by tensoring by X on D. Then recall
the Cancellation Theorem for motives: (see Theorem 4.3.1 of [Voe00a], and
[Voe10])): X ⊗ − is a full embedding of DMeffgm into itself. Then one can
deduce that X ⊗ − is fully faithful on D also (since all objects of D come
from semi-free modules over A). Moreover, Co − Hom(X,−) ◦ (X ⊗ −) is
easily seen to be isomorphic to the identity on D (for such an X).
6 Supplements
We describe some more properties of comotives, as well as certain possible
variations of our methods and results. We will be somewhat sketchy some-
times.
In §6.1 we define an additive categoryDgen of generic motives (a variation
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of those studied in [Deg08a]). We also prove that the exact conservative
weight complex functor (that exists by the general theory of weight structures)
could be modified to an exact conservative WC : Ds → Kb(Dgen). Besides,
we prove assertions on retracts of the pro-motif of a function field K/k, that
are similar to (and follow from) those for its comotif.
In §6.2 we prove that HI has a nice description in terms of Hw. This is
a sort of Brown representability: a cofunctor Hw → Ab is representable by
a (homotopy invariant) sheaf with transfers whenever it converts all small
products into direct sums. This result is similar to the corresponding results
of §4 of [Bon10] (on the connection between the hearts of adjacent structures).
In §6.3 we note that our methods could be used for motives (and como-
tives) with coefficients in an arbitrary commutative unital ring R; the most
important cases are rational (co)motives and ’torsion’ (co)motives.
In §6.4 we note that there exist natural motives of pro-schemes with
compact support in DMeff− . It seems that one could construct alternative D
and D′ using this observation (yet this probably would not affect our main
results significantly).
We conclude the section by studying which of our arguments could be
extended to the case of an uncountable k.
6.1 The weight complex functor; relation with generic
motives
We recall that the general formalism of weight structures yields a conserva-
tive exact weight complex functor t : Ds → Kb(Hw); it is compatible with
Definition 2.1.2(9). Next we prove that one can compose it with a certain
’projection’ functor without losing the conservativity.
Lemma 6.1.1. There exists an exact conservative functor t : Ds → K
b(Hw)
that sends X ∈ ObjDs to a choice of its weight complex (coming from any
choice of a weight Postnikov tower for it).
Proof. Immediate from Remark 6.2.2(2) and Theorem 3.3.1(V) of [Bon10]
(note thatDs has a differential graded enhancement by Proposition 3.1.1(10)).
Now, since all objects of Hw are retracts of those that come via p from
inverse limits of objects of j(Cb(SmCor)), we have a natural additive functor
Hw→ Dnaive (see §1.5). Its categorical image will be denoted byDgen; this is
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a slight modification of Deglise’s category of generic motives. We will denote
the ’projection’ Hw → Dgen and Kb(Hw)→ Kb(Dgen) by pr.
Theorem 6.1.2. 1. The functor WC = pr ◦ t : Ds → K
b(Dgen) is exact and
conservative.
2. Let S be a connected primitive scheme, let S0 be its generic point.
Then pr(Mgm(S)) is a retract of pr(Mgm(S0)) in D
gen.
3. Let K be a function field over k. Let K ′ be the residue field for some
geometric valuation v of K of rank r. Then pr(Mgm(Spec K
′)(r)[r]) is a
retract of pr(Mgm(Spec K)) in D
gen.
Proof. 1. The exactness of WC is obvious (from Lemma 6.1.1). Now we
check that WC is conservative.
By Proposition 3.1.1(8), it suffices to check: ifWC(X) is acyclic for some
X ∈ ObjDs, then D(X, Y ) = 0 for all Y ∈ ObjDMeffgm . We denote the terms
of t(X) by X i.
We consider the coniveau spectral sequence T (H,X) for the functor H =
D(−, Y ) (see Remark 4.4.2). Since WC(X) is acyclic, we obtain that the
complexes D(X−i, Y [j]) are acyclic for all j ∈ Z. Indeed, note that the
restriction of a functor D(X−i,−) to DMeffgm could be expressed in terms of
pr(X−i); see Remark 3.2.1. Hence E2(T ) vanishes. Since T converges (see
Proposition 4.4.1(2)) we obtain the claim.
2. Immediate from Corollary 4.2.2(1).
3. Immediate from Corollary 4.2.2(2).
Remark 6.1.3. For X = Mgm(Z), Z ∈ SmV ar, it easily seen that WC(X)
could be described as a ’naive’ limit of complexes of motives; cf. §1.5.
Now, the terms of t(X) are just the factors of (some possible) weight
Postnikov tower for X; so one can calculate them (at least, up to an isomor-
phism) for X = Mgm(Z). Unfortunately, it seems difficult to describe the
boundary for t(X) completely since Hw is finer than Dgen.
6.2 The relation of the heart of w with HI (’Brown rep-
resentability’)
In Theorem 4.4.2(4) of [Bon10], for a pair of adjacent structures (w, t) for
C (see Remark 2.5.7) it was proved that Ht is a full subcategory of Hw∗(=
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AddFun(Hwop, Ab)). This result cannot be extended to arbitrary orthog-
onal structures since our definition of a duality did not include any non-
degenerateness conditions (in particular, Φ could be 0). Yet for our main
example of orthogonal structures the statement is true; moreover, HI has
a natural description in terms of Hw. This statement is very similar to a
certain Brown representability-type result (for adjacent structures) proved in
Theorem 4.5.2(II.2) of ibid.
Note that Hw is closed with respect to arbitrary small products; see
Proposition 4.1.1(2).
Proposition 6.2.1. HI is naturally isomorphic to a full abelian subcategory
Hw′∗ of Hw∗ that consists of functors that convert all products in Hw into
direct sums (of the corresponding abelian groups).
Proof. First, note that for any G ∈ ObjDMeff− the functor D → Ab that
sends X ∈ ObjD to Φ(X,G) (Φ is the duality constructed in Proposition
4.5.1) is cohomological. Moreover, it converts homotopy limits into injective
limits (of the corresponding abelian groups); hence its restriction to Hw
belongs to Hw′∗. We obtain an additive functor DM
eff
gm → Hw
′
∗. In fact,
it factorizes through HI (by (25)). For G ∈ ObjHI we denote the functor
Hw→ Ab obtained by G′.
Next, for any (additive) F : Hwop → Ab we define F ′ : Ds → Ab by:
F ′(X) = (Ker(F (X0)→ F (X−1))/ Im(F (X1)→ F (X0)); (32)
here X i is a weight complex for X. It easily seen from Lemma 6.1.1 that F ′
is a well-defined cohomological functor. Moreover, Theorem 2.2.1(19) yields
that F ′ vanishes on Dw≤−1s and on D
w≥1
s (since it vanishes on D
w=i
s for all
i 6= 0).
Hence F ′ defines an additive functor F ′′ = F ′ ◦Mgm : SmCor
op → Ab i.e.
a presheaf with transfers. SinceMgm(Z) ∼= Mgm(Z×A1) for any Z ∈ SmV ar,
F ′′ is homotopy invariant. We should check that F ′′ is actually a (Nisnevich)
sheaf. By Proposition 5.5 of [Voe00b], it suffices to check that F ′′ is a Zariski
sheaf. Now, the Mayer-Vietoris triangle for motives (§2 of [Voe00a]) yields:
to any Zariski covering U
∐
V → U ∪ V there corresponds a long exact
sequence
· · · → F ′(Mgm(U ∩ V )[1])→ F
′′(U ∪ V )→ F ′′(U)
⊕
F ′′(V )→ F ′′(U ∩ V )→ . . .
SinceMgm(U∩V ) ∈ Dw≤0s by part 5 of Proposition 4.1.1, we have F
′(Mgm(U∩
V )[1]) = {0}; hence F ′′ is a sheaf indeed.
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So, F 7→ F ′′ yields an additive functor Hw∗ → HI.
Now we check that the functor G 7→ G′ (described above) and the restric-
tions of F 7→ F ′′ to Hw′∗ ⊂ Hw∗ yield mutually inverse equivalences of the
categories in question.
(24) immediately yields that the functor HI → HI that sends G ∈
ObjHI to (G′)′′ is isomorphic to idHI .
Now for F ∈ ObjHw′∗ we should check: for any P ∈ D
w=0
s we have a natu-
ral isomorphism (F ′′)′(P ) ∼= F (P ). SinceHw is the idempotent completion of
H , it suffices to consider P being of the form
∏
l∈LMgm(Spec Kl)(nl)[nl] (here
Kl are function fields over k, nl ≥ 0; nl and the transcendence degrees ofKl/k
are bounded); see part 2 of Proposition 4.1.1. Moreover, since F converts
products into direct sums, it suffices to consider P = Mgm(Spec K ′)(n)[n]
(K ′/k is a function field, n ≥ 0). Lastly, part 2 of Corollary 4.2.2 reduces
the situation to the case P = Mgm(Spec K) (K/k is a function field). Now,
by the definition of the functor G 7→ G′, we have (F ′′)′(Mgm(Spec K)) =
lim
−→l∈L
F ′′(Mgm(Ul)), where K = lim←−l∈L Ul, Ul ∈ SmV ar. We have F
′′(Ul) =
KerF (Mgm(Spec K))→ F (
∏
z∈U1
l
Mgm(z)(1)[1]); here U1l is the set of points
of Ul of codimension 1. Since F (
∏
z∈U1
l
Mgm(z)(1)[1]) = ⊕z∈U1
l
F (Mgm(z)(1)[1]);
we have lim
−→l∈L
F (
∏
z∈U1
l
Mgm(z)(1)[1]) = {0}; this yields the result.
6.3 Motives and comotives with rational and torsion
coefficients
Above we considered (co)motives with integral coefficients. Yet, as was shown
in [MVW06], one could do the theory of motives with coefficients in an arbi-
trary commutative associative ring with a unit R. One should start with the
naturally defined category of R-correspondences: Obj(SmCorR) = SmV ar;
for X, Y in SmV ar we set SmCorR(X, Y ) =
⊕
U R for all integral closed
U ⊂ X×Y that are finite over X and dominant over a connected component
of X. Then one obtains a theory of motives that would satisfy all properties
that are required in order to deduce the main results of this paper. So, we
can define R-comotives and extend our results to them.
A well-known case of motives with coefficients are the motives with ra-
tional coefficients (note that Q is a flat Z-algebra). Yet, one could also take
R = Z/nZ for any n prime to char k.
So, the results of this paper are also valid for rational (co)motives and
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’torsion’ (co)motives.
Still, note that there could be idempotents forR-motives that do not come
from integral ones. In particular, for the naturally defined rational motivic
categories we have DMeffgm Q 6= DM
eff
gm ⊗Q; also Chow
effQ 6= Choweff ⊗Q
(here ChoweffQ ⊂ DMeffgm Q denote the corresponding R-hulls). Certainly,
this does not matter at all in the current paper.
6.4 Another possibility for D; motives with compact
support of pro-schemes
In the case char k = 0, Voevodsky developed a nice theory of motives with
compact support that is compatible with Poincare duality; see Theorem 4.3.7
of [Voe00a]. Moreover, the explicit constructions of [Voe00a] yield that the
functor of motif with compact support M cgm : SmV ar
op → DMeffgm is com-
patible with a certain jc : SmV aropfl → C
−(Shv(SmCor)) (which sends X to
the Suslin complex of Lc(X), see §4.2 loc. cit.); this observation was kindly
communicated to the author by Bruno Kahn). This allows us to define jc(V )
for a pro-scheme V as the corresponding direct limit (in C(Shv(SmCor))).
Starting from this observation, one could try to develop an analogue of
our theory using the functorM cgm. One could consider D = DM
eff
−
op; then it
would contain DMeffgm
op as the full category of cocompact objects. It seems
that our arguments could be carried over to this context. One can construct
some D′ for this D using certain differential graded categories.
Though motives with compact support are Poincare dual to ordinary
motives of smooth varieties (up to a certain Tate twist), we do not have
a covariant embedding DMeffgm → D (for this ’alternative’ D), since (the
whole) DMeffgm is not self-dual. Still, DM
eff
gm has a nice embedding into
(Voevodsky’s) self-dual category DMgm; it contains an exhausting system of
self-dual subcategories. Hence this alternative D would yield a theory that
is compatible with (though not ’isomorphic’ to) the theory developed above.
Since the alternative version of D is closely related with DMeff−
op, it
seems reasonable to call its objects comotives (as we did for the objects of
’our’ D).
These observations show that one can dualize all the direct summands
results of §4 to obtain their natural analogues for motives of pro-schemes
with compact support. Indeed, to prove them we may apply the duals of our
arguments in §4 without any problem; see part 2 of Remark 3.1.2. Note that
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we obtain certain direct summand statements for objects of DMeff− this way.
This is an advantage of our ’axiomatic’ approach in §3.1.
One could also take Dop = ∪n∈ZDMeffgm (−n) (more precisely, this is the
direct limit of copies of DMeffgm with connecting morphisms being −⊗Z(1)).
Then we have a covariant embedding DMeffgm → DMgm → D.
Note that both of these alternative versions of D are not closed with
respect to all (countable) products, and so not closed with respect to all
(filtered countable) homotopy limits; yet they contain all products and ho-
motopy limits that are required for our main arguments.
6.5 What happens if k is uncountable
We describe which of the arguments above could be applied in the case of an
uncountable k (and for which of them the author has no idea how to achieve
this). The author warns that he didn’t check the details thoroughly here.
As we have already noted above, it is no problem to define D, D′, or
even Ds for any k. The main problem here that (if k is uncountable) the
comotives of generic points of varieties (and of other pro-schemes) can usually
be presented only as uncountable homotopy limits of motives of varieties.
The general formalism of inverse limits (applied to the categories of modules
over a differential graded category) allows us to extend to this case all parts
of Proposition 3.1.1 except part 9. This actually means that instead of the
short exact sequence (28) one obtains a spectral sequence whose E1-terms are
certain lim
←−
j; here lim
←−
j is the j’s derived functor of lim
←−I
; cf. Appendix A of
[Nee01]. This does not seem to be catastrophic; yet the author has absolutely
no idea how to control higher projective limits in the proof of Proposition
3.5.1; note that part 2 of loc. cit. is especially important for the construction
of the Gersten weight structure.
Besides, the author does not know how to pass to an uncountable homo-
topy limit in the Gysin distinguished triangle. It seems that to this end one
either needs to lift the functoriality of the (usual) motivic Gysin triangle to
D
′, or to find a way to describe the isomorphism class of an uncountable ho-
motopy limit in D in terms of D-only (i.e. without fixing any lifts to D′; this
seems to be impossible in general). So, one could define the ’Gersten’ weight
tower for the comotif of a pro-scheme as the homotopy limit of ’geometric
towers’ (as in the proof of Corollary 3.6.2); yet it seems to be rather difficult
to calculate factors of such a tower. It seems that the problems mentioned
do not become simpler for the alternative versions of D described in §6.4.
101
So, currently the author does not know how to prove the direct summand
results of §4.2 if k is uncountable (they even could be wrong). The problem
here that the splittings of §4.2 are not canonical (see Remark 4.2.3), so one
cannot apply a limit argument (as in §4.6) here.
It seems that constructing the Gersten weight structure is easier for
Ds/Ds(n) (for some n > 0); see §4.9.
Lastly, one can avoid the problems with homotopy limits completely by
restricting attention to the subcategory of Artin-Tate motives in DMeffgm (i.e.
the triangulated category generated by Tate twists of motives of finite exten-
sions of k, as considered in [Wil08]). Note that coniveau spectral sequences
for cohomology of such motives (could be chosen to be) very ’economic’.
References
[BaS01] Balmer P., Schlichting M. Idempotent completion of triangulated
categories// Journal of Algebra 236, no. 2 (2001), 819-834.
[BBD82] Beilinson A., Bernstein J., Deligne P., Faisceaux pervers, Aster-
isque 100, 1982, 5–171.
[Bei98] Beilinson A., Remarks on n-motives and correspondences at the
generic point, in: Motives, polylogarithms and Hodge theory, part I,
Irvine, CA, 1998, Int. Press Lect. Ser., 3, I, Int. Press, Somerville, MA,
2002, 35–46.
[BeV08] Beilinson A., Vologodsky V. A DG guide to Voevodsky motives//
Geom. Funct. Analysis, vol. 17, no. 6, 2008, 1709–1787.
[BOg94] Bloch S., Ogus A. Gersten’s conjecture and the homology of
schemes// Ann. Sci. Éc. Norm. Sup. v.7 (1994), 181–202.
[Bon10] Bondarko M., Weight structures vs. t-structures; weight filtra-
tions, spectral sequences, and complexes (for motives and in gen-
eral)// J. of K-theory, v. 6, i. 03, pp. 387–504, 2010, see also
http://arxiv.org/abs/0704.4003
[Bon09] Bondarko M.V., Differential graded motives: weight complex,
weight filtrations and spectral sequences for realizations; Voevodsky vs.
Hanamura// J. of the Inst. of Math. of Jussieu, v.8 (2009), no. 1, 39–97,
see also http://arxiv.org/abs/math.AG/0601713
102
[CHK97] J.-L. Colliot-Thelène, R.T. Hoobler, B. Kahn, The Bloch-Ogus-
Gabber Theorem; Algebraic K-Theory, in: Fields Inst. Commun., Vol.
16, Amer. Math. Soc., Providence, RI, 1997, 31–94.
[Deg08a] Deglise F. Motifs génériques, Rendiconti Sem.
Mat. Univ. Padova, 119: 173–244, 2008, see also
http://www.math.uiuc.edu/K-theory/0690/
[Deg08b] Deglise F. Around the Gysin triangle I, preprint,
http://arxiv.org/abs/0804.2415
http://www.math.uiuc.edu/K-theory/0764/
[Deg09] Deglise F. Modules homotopiques (Homotopy modules), preprint,
http://arxiv.org/abs/0904.4747
[Dri04] Drinfeld V. DG quotients of DG categories// J. of Algebra 272
(2004), 643–691.
[GeM03] Gelfand S., Manin Yu., Methods of homological algebra. 2nd ed.
Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2003.
xx+372 pp.
[HuK06] Huber A., Kahn B. The slice filtration and mixed Tate motives,
Compos. Math. 142(4), 2006, 907–936.
[KaS02] Kahn B., Sujatha R., Birational motives, I, preprint,
http://www.math.uiuc.edu/K-theory/0596/
[Kel06] Keller B., On differential graded categories, International Congress
of Mathematicians. Vol. II, 151–190, Eur. Math. Soc., Zürich, 2006.
[Kra00] Krause H., Smashing subcategories and the telescope conjecture —
an algebraic approach // Invent. math. 139, 2000, 99–133.
[Kra05] Krause H., The stable derived category of a noetherian scheme//
Comp. Math., 141:5 (2005), 1128–1162.
[Lev98] Levine M. Mixed motives, Math. surveys and Monographs 57, AMS,
Prov. 1998.
103
[MVW06] Mazza C., Voevodsky V., Weibel Ch. Lecture notes on mo-
tivic cohomology, Clay Mathematics Monographs, vol. 2, see also
http://www.math.rutgers.edu/~weibel/MVWnotes/prova-hyperlink.pdf
[Nee01] Neeman A. Triangulated Categories. Annals of Mathematics Studies
148 (2001), Princeton University Press, viii+449 pp.
[Par96] Paranjape K., Some Spectral Sequences for Filtered Complexes and
Applications// Journal of Algebra, v. 186, i. 3, 1996, 793–806.
[Pau08] Pauksztello D., Compact cochain objects in triangulated categories
and co-t-structures// Central European Journal of Mathematics, vol. 6,
n. 1, 2008, 25–42.
[Ros96] Rost M. Chow groups with coefficients// Doc. Math., 1 (16), 319–
393, 1996.
[Voe00a] Voevodsky V. Triangulated category of motives, in: Voevodsky V.,
Suslin A., and Friedlander E., Cycles, transfers and motivic homology
theories, Annals of Mathematical studies, vol. 143, Princeton University
Press, 2000, 188–238.
[Voe00b] Voevodsky V. Cohomological theory of presheaves with transfers,
same volume, 87–137.
[Voe10] Voevodsky, V. Cancellation theorem// Doc. Math., extra volume:
Andrei Suslin’s Sixtieth Birthday (2010), 671–685.
[Voe08] Voevodsky V. On motivic cohomology with Z/l coefficients, Ann.
Math. (2) 174, No. 1, 2011, 401–438.
[Wal98] Walker M., The primitive topology of a scheme// J. of Algebra 201
(1998), 655–685.
[Wil08] Wildeshaus J., Notes on Artin-Tate motives, preprint,
http://www.math.uiuc.edu/K-theory/0918/
104
