Abstract-The automatic detection of the activation of facial muscles, i.e. the detection of the so called facial Action Units (AUs), has received significant attention due to the application of facial expression analysis/recognition in areas such as affect recognition or behavior analysis. However, the recognition of subtle expressions is a challenging task that requires a multimodal approach where several sources of information are used. In this paper, we follow such an approach and propose a novel Deep Learning architecture that fuses information from several specialized Deep Neural Networks (DNNs) each of which models a different aspect of the problem in question. At the core of our approach is a novel dynamic adaptation of the Deep Network cost function so as to deal with the data imbalances that are inherent in multilabel classification problems -this allows crossdatabase training. We show the benefits of the proposed training approach and how different architectures are more suitable for particular AUs. Extensive experimental results show that our multi-modal approach outperform the state of the art by a considerable margin.
I. INTRODUCTION
Human affect, emotions, and personality can be identified, mainly from the facial information [2] . Automatic facial analysis has been an active research area in computer vision in the last twenty years. Ekman and Friesen put the cornerstone for studying facial expressions, by proposing the Facial Action Coding System (FACS) [7] . FACS has different combinations of facial muscle movements, that result in different facial expressions. These muscle movements are represented by Action Units (AUs). Manual annotation of these AUs is a very hard task as it requires hours for annotating a minute of a video. Subsequently, building an automatic and reliable AUs detection system will offer a powerful tool for different fields (e.g. Psychological field [6] , [16] ), that use manual annotation for studying facial behaviour. Moreover, it will have a great impact on the current challenging facial-based applications (e.g. affect recognition [30] ).
Automatic AUs annotation has been the focus of many researchers for a long time. However, there is still a gap between the state-of-the-art results and the performance needed in several face-analysis applications. This is due to head pose variation, appearance differences, and limitations of the available datasets, i.e. lack of sufficient positive samples for certain AUs, as well as recording in controlled conditions. Inspired by the remarkable success of Deep learning in several Computer Vision problems [11] , [13] , [15] , [18] , several works apply this paradigm for AUs detection [10] , [32] . Literature review shows that learned features give better performance than the hand-crafted ones. However, many works address the problem of AUs detection as a binary classification problem, where a different model is built for each AU, and ignoring in this way informative correlations between the different AUs. Other works that pose the problem as a multilabel classification problem are faced with the inherent imbalance of the data, since the number of positive examples for different AUs vary wildly. Moreover, combining different datasets in the training process becomes infeasible, as they being annotated with different AUs.
In this paper, we propose a Deep Learning architecture that fuses information from several sources. The proposed architecture consists of eight Deep Networks, each one of which is specialized in different aspects of the problem, as depicted in fig. 1 . At the first stage, two Convolutional Neural Networks (CNNs) are used for learning deep appearance features based on cropped face images, and two MultiLayer Perceptrons (MLPs) for learning distinctive geometric features based on facial landmarks locations. A multilabel classifier is used in each CNN and MLP to extract the framebased AUs correlations. At the second stage, a Recurrent Neural Network (RNN) is placed at the top of each of the four networks of the first stage so as to learn the spatiotemporal AUs correlations over consecutive video frames. At the third stage the predictions of those eight models are fused. Experimental results on well-known datasets show that the different networks perform significantly different in detecting diverse AUs and that the combined architecture performs considerably better than any single network.
In the heart of our architecture is a method for training each of the individual Deep Networks as a multilabel classifier that at test phase simultaneously detects all AUs. This is in contrast to other approaches that treat the problem as several binary classification problems [1] , [10] , [27] , one for each AU, and fail, therefore, to extract features that are shared between the different AUs or utilize patterns of co-occurrence. Here we make two contributions. First, we address a common issue in multilabel problems, and in particular in AU-annotated datasets that is the inherent data imbalance -while this can be solved efficiently in binary classification problems, for example with over/under sampling, in multilabel problems balancing the data (typically the current batch) with respect to one class (AU in our case) will inevitably result in unbalancing it with respect to another class. In this paper, we address this problem by proposing to adjust the cost term associated with each AU positive example with the ratio of negative to positive examples in the current batch and therefore control the back-propagated error.
The second contribution is that we address the problem of threshold selection at the output neurons at test time. In our architecture, in order to avoid threshold selection, each class is represented by 2 neurons, 1 for positive activation while other for negative activation. During training, those output neurons are supervised with complementary information, and during testing, the maximum of the 2 neurons is chosen to represent the activation. Those two contributions allow us to design a more general architecture that can be trained across several datasets and for the detection of many AUs. We have used in our analysis the four well-known spontaneous databases UNBC [21] , DISFA [22] , and FERA [27] (FERA includes two databases, BP4D and SEMAINE). The proposed architecture outperforms the state-of-the-art methods by a significant margin.
In section 2, we will review the related literature in AUs detection and highlight how the proposed method addresses their shortcomings. The proposed multilabel training scheme is described in section 3, and the proposed architecture with the fusion of several specialized Deep Networks is presented in section 4. Finally, experimental results and conclusion are given in section 5, and section 6, respectively.
II. RELATED WORK
Automatic AUs recognition has been the focus of many researchers for a long time. Different methods have been proposed, that differ in many aspects. In this section, we present some of the state-of-the-art methods, to illustrate the main trends and highlight their shortcomings.
One of the critical steps in AUs detection is the feature extraction. Extracted features can be divided roughly into hand-crafted [1] , [14] , [29] , [31] , and learned features [8] , [9] , [10] , [32] . Each of these features can be further split into appearance and geometric ones. In [1] , the hand-crafted appearance and geometric features are fused together for better performance. In spite of the great performance achieved by the learned features, the fusion of the deep appearance and geometric features have not been discovered yet in AUs detection. Moreover, Jung et al. proved in [12] that better accuracy can be achieved in emotion recognition when both of them are used. In this paper, both deep appearance and geometric features are fused to improve the feature extraction step.
The extracted features are then used for training several binary classifiers or a multilabel classifier. In [1] , [10] , [27] , a binary classifier is used for each AU, to learn AU-specific features. Using AU-specific classifier increases linearly the complexity, and the computational cost of the whole architecture. In [8] , [9] , a single multilabel classifier is used for different AUs, in order to learn general AU features, and the embedded spatial AUs correlations. In [32] , a similar multilabel classifier is used, but replacing the conventional CNN general filters by a region-specific ones. The main drawback of this method is the large number of parameters (approx. 56 million), which easily make the network overfit when trained on limited data or subjects. Based on that, a single multilabel classifier is used in this paper to exploit the frame-based AUs correlations. Moreover, the multilabel classifier is modified to address the data imbalance and threshold selection problems.
Another aspect is the domain for extracting the features, that can either be spatial or spatio-temporal domain. Most of the existing works [8] , [9] , [32] , focus on extracting features at the spatial domain. In [10] , Jaiswal and Valstar proposed to extract the short-term spatio-temporal features by using a 3D CNN, and the long-term ones by adding a bidirectional Long Short Term Memory (LSTM) to the 3D CNN. Although, the CNN-LSTM model shows a good performance in extracting spatio-temporal features, multiple single-label classifiers are trained, one for each AU, and therefore the AUs correlations are discarded. In the proposed architecture, a RNN is used on the top of a multilabel classifier to extract the spatio-temporal AUs correlations.
The normalization of the features or the face images using the subject's neutral face helps in extracting more discriminative features. In [8] , Ghosh et al. proposed to normalize face images using the subject's mean (neutral) face. In [1] , Baltrusaitis et al. proposed to normalize the extracted features by using features calculated from the subject's median (neutral) face. Although, subtracting the mean/median face can improve the performance significantly compared to using face images directly. The calculated mean/median face is not always the neutral face. Larger improvement can be achieved if an accurate neutral face image is fed to the network. In order to tackle the neutral face detection, two networks are used, one based on mean (neutral) face subtraction, while the other is based on original face images. The two networks complement each other for better AUs detection results.
Finally, different AU-annotated databases are available for the research community. The way that these databases are used for training and testing affects the AUs classification and reflects the generalization of the classifier. In [10] , [29] , models are trained and tested on the same database. In [8] , Ghosh added a way of using one database for training, while other for testing. In [1] , Baltrusaitis combined different databases for specific AU, in order to increase the number of training examples. Although combining databases can improve classifier performance by avoiding overfitting, it seems a hard task when a multilabel classifier is used since not all of the databases are annotated to the same AUs. In this paper, the proposed architecture is trained on all databases by back-propagating only the errors coming from the annotated AUs in each database.
III. MULTILABEL TRAINING SCHEME
AUs detection can be naturally seen as a multilabel classification problem in which, at each example, one or typically more AUs are activated. Several works address AUs detection as independent binary classification problems, where a different classifier is built for each of the AUs. Then, a ranking or thresholding technique is used to give final predictions. However, the complexity of such an approach increases as the number of classes increase. Moreover, label dependencies which are very strong in the AUs detection problem, are discarded in this way, and the networks are likely to overfit on AUs that have a few annotated examples. In this paper, we follow [24] that extends a common singlelabel multiclass classifier to a multilabel multiclass classifier, in order to exploit embedded correlations and reduce complexity. Such multilabel classifiers are employed in each of our eight specialized models that we will describe in the next section.
Deep learning techniques have many parameters that can easily overfit when a limited number of subjects, or data are used in training. In order to avoid overfitting and extract distinctive AU-related features, different databases should be used in the training process. The main impediment for using combined databases in training a multilabel classifier is the unequal number of AUs annotated in these databases. In order to solve this problem and exploit all the available datasets, each image in the used databases is annotated in terms of 18 AUs, with a ground truth label q ∈ {0, 1, NL}. The AU presence is labelled by 1, AU absence by 0, and NL if the image is not annotated for this AU. The computed cost for the NL-labelled AUs is discarded, and does not take part in the average back-propagated cost. Therefore, the computed cost is only for the annotated AUs in each batch.
The first contribution that we make in this field is addressing the problem of threshold selection for AUs classification. Typically, in order to make a binary decision on whether the AU in question is activated or not, the corresponding neuron output is thresholded either at 0.5 or, more commonly, by a threshold that is chosen based on the training set. However, different conditions (e.g. head motion, lighting effects) can affect the neuron output, and therefore using a certain threshold for all images is not the best choice. In order to overcome this problem and choose the threshold automatically, each AU i is represented by 2 neurons, one representing AU presence AU i 1 while the other representing AU absence AU i 0 . During training they are supervised by complementary information, and during testing the one with the highest output is selected. Doing so allows the network to choose the threshold automatically according to the given input conditions -for example blurring or a darker image will affect both neurons in the same manner.
The second contribution that we make in this field is a scheme that addresses the problem of data imbalance. Data imbalance is a common problem in many applications including AUs detection and results in biasing the classifier towards the class with the most samples. Typically, positive examples are limited -this can be tackled by duplicating the positive examples (named "Oversampling"), or removing some negative examples (named "Undersampling") [4] ; however, this is only possible in a binary classification problem -in a multilabel classification problem balancing the data with respect to one AU will result in imbalance with respect to other AUs. In this paper, we propose a new method for balancing the data in a multilabel classifier. For each batch in the training set, let us denote by p i the number of the positive examples and n i the number of negative examples for the AU i. Then, the ratio r i of the negative to positive examples is computed as:
where the index i ∈ {1, 2, 3, ..., 2K} where 2K is twice the number of AUs, as we use 2 neurons for each AU. Then, we create a weight matrix M , having the same size of the output batch. In the weight matrix, we set the 0-labeled examples by 1, NL-labeled by 0, and 1-labeled by r i , where r i is given by eq. 1, and is different for each AU i. This weight matrix is multiplied elementwise by the output cost matrix. By doing so we adjust the misclassification cost of positive examples so as to prevent the biasing of the network towards the negative class when a few positive examples are available. We use the binary cross-entropy as a cost function. That is, the total batch cost is:
where z i denotes the sum of the weights at AU i, bs the batch size, t the target value and q is the predicted value. Across the different databases, the multilabel classifier will learn general and discriminative features for AUs detection.
IV. FUSION ARCHITECTURE
Our architecture consists of multiple deep networks for facial AUs detection. Two CNNs are used for extracting appearance features, and two MLPs are used for extracting geometric features. Then, a RNN is built on the top of each of the spatial models to learn the spatio-temporal AUs correlations. Finally, the eight models' predictions are fused in a linear layer, in order to pick the best weights for each AU, over the different models.
A. Preprocessing Step
Given any of the database spontaneous videos, preprocessing is a crucial step to ensure that a stream of aligned face images and landmarks are fed to our architecture. Face detection is an effective step, as all of the processing steps depend on it. Therefore, two face detectors were employed; OpenCV face detector, trained on frontal and profile faces, and Zhu-Ramanan face detector [33] . First, OpenCV is used for its robust and fast performance. Then, Zhu-Ramanan detector is used as a complementary model to process the failed frames, as OpenCV fails sometimes when the roll angle of the head pose increases. The extracted face images are passed for landmarks localization. The Supervised Descent Method [28] is used for extracting 49 landmarks. The detected landmarks are then aligned to a reference frame using Procrustes transform. The points that are invariant to facial expressions, like eye corners and nose tip are used for the alignment. Finally, the faces are cropped to 48x48, and converted to gray scale, and used with the landmarks locations as inputs to the CNNs and MLPs, respectively.
B. Convolutional Neural Networks
Following the great success achieved by AlexNet in image classification [15] , CNNs have been extensively used for different Computer Vision problems in the last years. CNNs learn better appearance features than the designed ones. In this work, two CNNs are employed for extracting deep appearance features. The first CNN (called CNN1) is based on subtracting subject's mean face, which can learn meaningful features away from the appearance differences. The other CNN (called CNN2) is based on the original face images, this network can better learn AUs when the calculated neutral face is not accurate enough. More specifically, AUs are subtle and differ according to face appearance, shape, and dynamics, so subtracting the mean (neutral) face can avoid these differences by highlighting the AUs locations when its activated. The assumption of using the mean [8] , or the median [1] of all subject's frames as the neutral face is not always accurate. Fig. 2 shows several subjects' mean faces, the first two are almost neutral, but in the last two the mouth is slightly opened (AU25). Subsequently, CNN1 works better for almost all AUs, but CNN2 is employed to better classify the mistaken AUs (e.g. AU25), due to the neutral face inaccuracy. CNN1 and CNN2 complement each other for better performance.
The CNNs take batches of 48x48 face images as input and randomly crop each into 44x44 smaller sub-image. Subimages are randomly flipped horizontally with a probability of 0.5, in order to augment the data and avoid overfitting problems. At test time classification is done using 44x44 subimages cropped from the center of the original face images. Each CNN consists of 3 convolutional layers and 1 fully connected layer, each convolutional layer is followed by a maxpooling layer [19] . For the first and second convolutional layers, 64 filters of size 9x9 and 5x5 respectively are used, and for the last convolutional layer, 128 filters of size 5x5 are used. The activation function used in the convolutional layers is the rectified linear unit (ReLU) function [23] . Dropout is used for regularization to avoid overfitting [26] . Max-pooling layers have filters of size 2x2 in order to make the network translation invariant. The last layer consists of K sigmoid units, where K is equal to the number of the detected AUs. The CNNs are trained using stochastic gradient descent, with the same learning parameters: 0.005 learning rate, 0.9 momentum, and 0.25 dropout. The learning rate decays with increasing epochs at a rate of 0.001 for CNN1 and 0.0005 for CNN2.
C. MultiLayer Perceptron
The inspiration of using MLP along with CNN comes from its success in emotion recognition in [12] . The normalized landmarks' locations are used as input to the MLP. The main idea of using landmarks for AUs detection is that some AUs (e.g. AU25, AU26) are characterized by a large shift in their locations, that make the network easily learn better features for AUs detection. Our algorithm contains two MLPs trained on the extracted landmarks' positions. The first MLP (called MLP1) is trained using the 49 landmarks, normalized by subtracting subject's mean landmarks. The other MLP (called MLP2) is trained using the original 49 landmarks, normalized according to the method in [12] . The idea of using two MLPs is the same as with the CNNs, they complement each other when the subject's neutral landmarks are not accurately detected.
Each landmark location has two coordinates (x, y), so the length of the input feature vector is 49 x 2 = 98. Two hidden layers are used, each consisting of 600 neurons. The output layer consists of K sigmoid units, where K is the number of detected AUs. ReLU is used as the activation function after each hidden layer. Both MLPs are trained using stochastic gradient descent, and share the same learning parameters: 0.005 learning rate, 0.9 momentum, and 0.25 dropout.
D. Recurrent Neural Networks
Facial AUs are strongly correlated both in the spatial and temporal domains. Spatial AUs correlations are extracted by the multilabel classifier used in each of the MLPs and CNNs. In order to extract the temporal correlations, a Bi-directional Recurrent Neural Network (B-RNN) is employed [25] . The B-RNN transform a number of inputs (X) to a number of outputs (Y ) based on the input values, and previous and future information. In [17] , Hinton compared several RNNs over different tasks, and found that a simple RNN with ReLU and scaled identity initialization can give better performance compared to others like LSTM. Based on that, this RNN is used in our analysis. Outputs of the CNNs and MLPs are fed to the RNNs as inputs over different video frames. At frame t, the output y t is calculated as follows:
where W 
E. Decision Fusion Stage
Appearance (CNNs) and geometric (MLPs) models have varying AUs detection performances. In order to exploit both models information/features, and tackle the defects in neutral face detection, decision fusion is employed for the eight deep models. Indeed, decision fusion will also fuse the spatial AUs correlations extracted by CNNs and MLPs in the multilabel classifiers, with the temporal ones extracted by the B-RNNs.
A linear model whose parameters are optimized with random search [3] , [13] , is used to combine the predictions from the different modality classifiers. In random search, one weight is given for each AU/class in each model, and the final AU prediction is the weighted sum of all models predictions. Random sampling of uniform distribution is used to get weights between 0 and 1. Then, each class weights are normalized to 1. The best sampled weights are chosen based on the best F1-score. In our architecture, 25,000 iterations are used initially, then a local random search is performed around the best weights chosen over different classes. The weights for the local search are sampled from a Gaussian distribution with a mean equal to the best chosen weights, and standard deviation std of 0.5. The local search is repeated around the best chosen weights after every 1000 iterations, and at each time the std is decreased by a factor of 0.8 and stopped when it is smaller than 0.001.
V. EXPERIMENTS
Experimental setup. Four spontaneous databases are used in our experiments: UNBC, DISFA, and FERA (which includes two datasets, SEMAINE and BP4D). FERA is divided into training, validation, and testing sets. In our first experiment, the BP4D is used to show the effect of the proposed methods for data balancing and automatic threshold selection in a multilabel classifier. In the second experiment, UNBC, DISFA, and FERA training set are randomly combined for training our architecture. Then, the FERA validation set is used for testing in terms of 18 AUs, to show the AUs detection performance over the 8 deep models, as well as their fusion model. In the third experiment, the code of the trained model is submitted to the FERA organizers, in order to be tested on the FERA 2015 challenge. FERA challenge specifies 6 AUs on SEMAINE, and 11 AUs on BP4D, for challenging. Using the FERA platform, allows all participants to test their methods in similar conditions, for a better and fair evaluation. In the last experiment, 3-fold partitioning is implemented for the BP4D database, in order to compare the proposed method performance to the results reported in [5] , [20] , [31] , [32] .
Performance metrics. In this paper, accuracy and F1-score are used for evaluating the performance of the proposed algorithm. Accuracy is a widely used and powerful metric, but when the ratio of the negative to positive examples is large, the detection accuracy of the positive class is almost neglected. On the other hand, F1-score depends mainly on the detection performance of the positive class, but the number of the true negatives does not take a part in the computation. In what follows we report both metrics.
Results. In the first experiment, we show the effect of adding Automatic Threshold Selection (ATS), Data Balancing (DB), as well as Cross-Dataset Training (CDT) to the MultiLabel Classifier (MLC). As an illustrative case we show the performance of one of the eight models, that is CNN1, on the BP4D dataset using a 2:1 ratio of training and validation. Results on 14 out of 18 AUs that are annotated in BP4D are reported. We report results for various combinations of ATS, DB, and CDT. When ATS is not used, the AU threshold is chosen based on the best F1-score and when CDT is selected, several datasets, i.e. UNBC, DISFA, SEMAINE and BP4D are used for training. Table I summarizes the obtained results for the different settings. Using only ATS seems to reduce the average F1-score compared to the simple MLC -a reason for that is the increase in false negative for AUs in which the positive/negative ratio is very low, where one output neuron is biased towards the more frequent class (i.e. 0) and the other output neuron is biased towards the most infrequent class (i.e. 1). Our cost adaptation method for data balancing improves the MLC performance by 0.7% in F1-score, but larger improvement is obtained when adding the ATS with DB -the F1-score is improved by approx 3.3%. Finally, using ATS and DB with the expansion of the training set adds an additional 0.6% to the F1-score, as better features are extracted. Based on that, ATS, DB, and CDT is used in the training of each of our 8 deep models.
In order to show the importance of fusing information from several sources, and how the different models perform on different AUs, the SEMAINE and BP4D validation sets are combined and used for testing our architecture. The F1-score and accuracy over the different stages of the architecture are shown in Table II . By comparing the performance of the appearance (CNNs) and geometric (MLPs) features, we found that on average, the appearance features perform better. However, AUs performance varies over the MLPs and CNNs -typically, CNNs detect better AUs that are characterized by subtle change in the appearance (e.g. AU2, AU6, AU10, AU17), while MLPs perform better for AUs characterized by large displacement in landmarks locations (e.g. AU25, AU26, AU28).
The effectiveness of the neutral face subtraction can be inferred from the good performance achieved by CNN1 in comparison to CNN2. On average, CNN1 outperforms CNN2 on both F1-score and accuracy. CNN1 works better for most of the AUs, except some of those related to the mouth area (e.g. AU15, AU17, AU24, AU25). That is the result of the inaccuracy in neutral face estimation at the mouth region. In the same way, comparing the performance of MLP1 and MLP2 gives similar conclusions. In order to address the problem of the neutral face estimation and utilize both the appearance and geometric features, decision fusion is implemented. Adding the fusion step to the four spatial models leads to the second best performing model, where the F1-score improves by approximately 3% and accuracy by 1% compared to the best spatial model CNN1.
The RNNs extract the spatio-temporal AUs correlations over different video frames. Table II, shows the effect of adding the RNN for each spatial model. The F1-score is not affected for CNN2 and MLP2, but for CNN1 and MLP1, the improvement gained is 1.5% and 2.5%, respectively. Adding the RNN to the CNN1 led to the third best model. The decision fusion of the 4 spatial models with the 4 temporal models led to the best performing model, where the F1-score improves by 0.28% and accuracy by 1.2% compared to the second best model. Fusion of the 8 models exploits the appearance and geometric features, spatio-temporal AUs correlations, and addresses the inaccuracy in neutral face detection, which helps in boosting the performance of the AUs detection.
The proposed architecture has been also tested on the FERA challenge, including the BP4D and SEMAINE testing sets. Table III and table IV show the obtained results on  the BP4D and SEMAINE, respectively, with other results reported in the literature [1] , [9] , [10] , [27] , [29] . We achieved the best F1-score on BP4D dataset and the second best on the SEMAINE dataset. Finally, in order to compare our work with other methods in the literature, in the last experiment, a 3-fold partitioning is adopted on the combined BP4D training and validation sets, where 2 partitions are mixed with UNBC, DISFA, and SEMAINE datasets for architecture training, while the remaining partition is used for testing. We report the average F1-score of 3 runs over the 12 AUs mentioned in [32] . The obtained results were compared with other state-of-theart methods, namely JPML [31] , DRML [32] , CNN-RNN [5] , and EAC [20] , in table V. The proposed architecture outperforms the other methods on 9 AUs out of 12, and get the best average F1-score by a considerable margin.
VI. CONCLUSION
In this work, we proposed an architecture that fuse different deep models (CNN, MLP, B-RNN) together, in order to capture deep appearance, geometric, and temporal features. In the core of our architecture, a new method is proposed for data balancing without adding any extra computational cost, in addition to a novel way for selecting threshold automatically based on each image. Experimental results show that the proposed technique outperforms the state-ofthe-art techniques by a significant margin.
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