We focus on the construction of confidence corridors for multivariate nonparametric generalized quantile regression functions. This construction is based on asymptotic results for the maximal deviation between a suitable nonparametric estimator and the true function of interest which follow after a series of approximation steps including a Bahadur representation, a new strong approximation theorem and exponential tail inequalities for Gaussian random fields.
Introduction
Mean regression analysis is a widely used tool in statistical inference for curves. It focuses on the center of the conditional distribution, given d-dimensional covariates with d ≥ 1. In a variety of applications though the interest is more in tail events, or even tail event curves such as the conditional quantile function. Applications with a specific demand in tail event curve analysis include finance, climate analysis, labor economics and systemic risk management.
Tail event curves have one thing in common: they describe the likeliness of extreme events conditional on the covariate X. A traditional way of defining such a tail event curve is by translating "likeliness" with "probability" leading to conditional quantile curves. Extreme events may alternatively be defined through conditional moment behaviour leading to more general tail descriptions as studied by Newey and Powell (1987) and Jones (1994) . We employ this more general definition of generalized quantile regression (GQR), which includes, for instance, expectile curves and study statistical inference of GQR curves through confidence corridors.
In applications parametric forms are frequently used because of practical numerical reasons. Efficient algorithms are available for estimating the corresponding curves. However, the "monocular view" of parametric inference has turned out to be too restrictive. This observation prompts the necessity of checking the functional form of GQR curves. Such a check may be based on testing different kinds of variation between a hypothesized (parametric) model and a smooth alternative GQR. Such an approach though involves either an explicit estimate of the bias or a pre-smoothing of the "null model". In this paper we pursue the Kolmogorov-Smirnov type of approach, that is, employing the maximal deviation between the null and the smooth GQR curve as a test statistic. Such a model check has the advantage that it may be displayed graphically as a confidence corridor (CC; also called "simultaneous confidence band" or "uniform confidence band/region") but has been considered so far only for univariate covariates. The basic technique for constructing CC of this type is extreme value theory for the sup-norm of an appropriately centered nonparametric estimate of the quantile curve.
For a one-dimensional predictor confidence corridors were developed under various settings. Classical one-dimensional results are confidence bands constructed for histogram estimators by Smirnov (1950) or more general one-dimensional kernel density estimators by Bickel and Rosenblatt (1973) . The results were extended to a univariate nonparametric mean regression setting by Johnston (1982) , followed by Härdle (1989) who derived CCs for one-dimensional kernel M -estimators. Claeskens and Van Keilegom (2003) proposed uniform confidence bands and a bootstrap procedure for regression curves and their derivatives.
In recent years, the growth of the literature body shows no sign of decelerating. In the same spirit of Härdle (1989) , Härdle and Song (2010) and Guo and Härdle (2012) constructed uniform confidence bands for local constant quantile and expectile curves. Fan and Liu (2013) proposed an integrated approach for building simultaneous confidence band that covers semiparametric models. Giné and Nickl (2010) investigated adaptive density estimation based on linear wavelet and kernel density estimators and Lounici and Nickl (2011) extended the framework of Bissantz et al. (2007) to adaptive deconvolution density estimation. Bootstrap procedures are proposed as a remedy for the poor coverage performance of asymptotic confidence corridors. For example, the bootstrap for the density estimator is proposed in Hall (1991) and Mojirsheibani (2012) , and for local constant quantile estimators in Song et al. (2012) .
However, only recently progress has been achieved in the construction of confidence bands for regression estimates with a multivariate predictor. Hall and Horowitz (2013) derived an expansion for the bootstrap bias and established a somewhat different way to construct confidence bands without the use of extreme value theory. Their bands are uniform with respect to a fixed but unspecified portion (smaller than one) of points in a possibly multidimensional set in contrast to the classical approach where uniformity is achieved on the complete set considered. Proksch et al. (2014) proposed multivariate confidence bands for convolution type inverse regression models with fixed design.
To the best of our knowledge results of the classical Smirnov-Bickel-Rosenblatt type are not available for multivariate GQR or even mean regression with random design.
In this work we go beyond the earlier studies in three aspects. First, we extend the applicability of the CC to d-dimensional covariates with d > 1. Second, we present a more general approach covering not only quantile or mean curves but also GQR curves that are defined via a minimum contrast principle. Third, we propose a bootstrap procedure and we show numerically its improvement in the coverage accuracy as compared to the asymptotic approach.
Our asymptotic results, which describe the maximal absolute deviation of generalized quantile estimators, can not only be used to derive a goodness-of-fit test in quantile and expectile regression, but they are also applicable in testing the quantile treatment effect and stochastic dominance. We apply the new method to test the quantile treatment effect of the National Supported Work Demonstration program, which is a randomized employment enhancement program launched in the 1970s. The data associated with the participants of the program have been widely applied for treatment effect research since the pioneering study of LaLonde (1986) . More recently, Delgado and Escanciano (2013) found that the program is beneficial for individuals of over 21 years of age. In our study, we find that the treatment tends to do better at raising the upper bounds of the earnings growth than raising the lower bounds. In other words, the program tends to increase the potential for high earnings growth but does not reduce the risk of negative earnings growth. The finding is particularly evident for those individuals who are older and spent more years at school. We should note that the tests based on the unconditional distribution cannot unveil the heterogeneity in the earnings growth quantiles in treatment effects.
The remaining part of this paper is organized as follows. In Section 2 we present our model, describe the estimators and state our asymptotic results. Section 3 is devoted to the bootstrap and we discuss its theoretical and practical aspects. The finite sample properties of both methods are investigated by means of a simulation study in Section 4 and the application of the new method is illustrated in a data example in Section 5. The assumptions for our asymptotic theory are listed and discussed after the references. All detailed proofs are available in the supplement material.
Asymptotic confidence corridors
In Section 2.1 we present the prerequisites such as the precise definition of the model and a suitable estimate. The result on constructing confidence corridors (CCs) based on the distribution of the maximal absolute deviation are given in Section 2.2. In Section 2.3 we describe how to estimate the scaling factors, which appear in the limit theorems, using residual based estimators. Section 3.1 introduce a new bootstrap method for constructing CCs, while Section 3.2 is devoted to specific issues related to bootstrap CCs for quantile regression. Assumptions are listed and discussed after the references.
Prerequisites
Let (X 1 , Y 1 ), ..., (X n , Y n ) be a sequence of independent identically distributed random vectors in R d+1 and consider the nonparametric regression model
where θ is an aspect of Y conditional on X such as the τ -quantile, the τ -expectile or the mean regression curve. The function θ(x) can be estimated by:
where
and a loss-function ρ τ : R → R. In this paper we are concerned with the construction of uniform confidence corridors for quantile as well as expectile regression curves when the predictor is multivariate, that is, we focus on the loss functions
for k = 1 and 2 associated with quantile and expectile regression. We derive the asymptotic distribution of the properly scaled maximal deviation sup x∈D |θ n (x) − θ(x)| for both cases, where D ⊂ R d is a compact subset. We use strong approximations of the empirical process, concentration inequalities for general Gaussian random fields and results from extreme value theory. To be precise, we show that
as n → ∞, where r(x) is a scaling factor which depends on x, n and the loss function under consideration.
Asymptotic results
In this section we present our main theoretical results on the distribution of the uniform maximal deviation of the quantile and expectile estimator. The proofs of the theorems at their full lengths are deferred to the appendix. Here we only give a brief sketch of proof of Theorem 2.1 which is the limit theorem for the case of quantile regression. THEOREM 2.1. Letθ n (x) and θ 0 (x) be the local constant quantile estimator and the true quantile function, respectively and suppose that assumptions (A1)-(A6) in Section A.1 hold. Let further vol(D) = 1 and
Then the limit theorem (3) holds.
Sketch of proof. A major technical difficulty is imposed by the fact that the loss-function ρ τ is not smooth which means that standard arguments such as those based on Taylor's theorem do not apply. As a consequence the use of a different, extended methodology becomes necessary. In this context Kong et al. (2010) derived a uniform Bahadur representation for an M -regression function in a multivariate setting (see appendix). It holds uniformly for x ∈ D, where D is a compact subset of R d :
, a.s.
Here S n,0,0 (x) = K(u)g(x + hu)f X (x + hu)du, ψ τ (u) = 1(u < 0) − τ is the piecewise derivative of the loss-function ρ τ and
.
Notice that the error term of the Bahadur expansion does not depend on the design X and it converges to 0 with rate log n/nh 
Now we express the leading term on the right hand side of (5) by means of the centered empirical process
This yields, by Fubini's theorem,
denotes the bias which is of order O(h s ) by Assumption (A3) in the Appendix. The variance of the first term of the right hand side of (7) can be estimated via a change of variables and Assumption (A5), which gives
The standardized version of (5) can therefore be approximated by
The dominating term is defined by
Involving strong Gaussian approximation and Bernstein-type concentration inequalities, this process can be approximated by a stationary Gaussian field:
where W denotes a Brownian sheet. The supremum of this process is asymptotically Gumbel distributed, which follows, e.g., by Theorem 2 of Rosenblatt (1976) . Since the kernel is symmetric and of order s, we can estimate the term
if (A5) holds. On the other hand, σ 2 (x) = τ (1 − τ ) in quantile regression. Therefore, the statements of the theorem hold.
Corollary 2.2 (CC for multivariate quantile regression). Under the assumptions of Theorem 2.1, an approximate (1 − α) × 100% confidence corridor is given bŷ
where α ∈ (0, 1) and c(α) = log 2 − log log(1 − α) andf X (t),f ε|X 0|t are consistent estimates for f X (t), f ε|X 0|t with convergence rate faster than O p (log n) −1/2 .
The expectile confidence corridor can be constructed in an analogous manner as the quantile confidence corridor. The two cases differ in the form and hence the properties of the loss function. Therefore we find for expectile regression:
Through similar approximation steps as the quantile regression, we derive the following theorem.
THEOREM 2.3. Letθ n (x) be the the local constant expectile estimator and θ 0 (x) the true expectile function. If Assumptions (A1), (A3)-(A6) and (EA2) of Section A.1 hold with a constant
Then the limit theorem (3) holds with a scaling factor
the same constants H 2 and d n as defined in Theorem 2.1, where
The proof of this result is deferred to the appendix. The next corollary shows the CC for expectiles.
Corollary 2.4 (CC for multivariate expectile regression). Under the same assumptions of Theorem 2.3, an approximate (1 − α) × 100% confidence corridor is given bŷ
where α ∈ (0, 1) c(α) = log 2−log log(1−α) andf X (t),σ 2 (t) andF ε|X (0|x) are consistent estimates for f X (t), σ 2 (t) and F ε|X (0|x) with convergence rate faster than O p (log n) −1/2 .
A further immediate consequence of Theorem 2.3 is a similar limit theorem in the context of local least squares estimation of the regression curve in classical mean regression.
Corollary 2.5 (CC for multivariate mean regression). Consider the loss function ρ(u) = u 2 corresponding to ψ(u) = 2u. Under the assumptions of Theorem 2.3, with the same constants H 2 and d n , (3) holds for the local constant estimatorθ and the regression function θ(
For the appropriate bandwidth choice, it is enough to take h = O(n −1/(2s+d)−δ ), given s > d and δ > 0 to make our asymptotic theories hold, where s is the order of Hölder continuity of the function θ 0 . In the simulation study we use the rule-of-thumb bandwidth with adjustments proposed by Yu and Jones (1998) for nonparametric quantile regression, and for expectile regression we use the rule-of-thumb bandwidth for the conditional distribution smoother of Y given X, chosen with the np package in R. In the application, we use the cross-validated bandwidth for conditional distribution smoother of Y given X, chosen with the np package in R. This package is based on the paper of Li et al. (2013) .
Estimating the scaling factors
The performance of the confidence bands is greatly influenced by the scaling factorŝ
2 . The purpose of this subsection is thus to propose a way to estimate these factors and investigate their asymptotic properties.
Since we consider the additive error model (1), the conditional distribution function F Y |X (θ 0 (x)|x) and the conditional density f Y |X (θ 0 (x)|x) can be replaced by F ε|X (0|x) and f ε|X (0|x), respectively, where F ε|X and f ε|X are the conditional distribution and density functions of ε. Similarly, we have
where ε may depend on X due to heterogeneity. It should be noted that the kernel estimators for f ε|X (0|x) and f Y |X (θ 0 (x)|x) are asymptotically equivalent, but show different finite sample behavior. We explore this issue further in the following section.
Introducing the residualsε i = Y i −θ n (X i ) we propose to estimate F ε|X , f ε|X and σ 2 (x) byF
G is a continuously differentiable cumulative distribution function and g is its derivative. The same bandwidthh is applied to the three estimators, but the choice ofh will make the convergence rate of (13) sub-optimal. More details on the choice ofh will be given later. Nevertheless, the rate of convergence of (13) is of polynomial order in n. The theory developed in this subsection can be generalized to the case of different bandwidth for different direction without much difficulty.
The estimators (11) and (12) belong to the family of residual-based estimators. The consistency of residual-based density estimators for errors in a regression model are explored in the literature in various settings. It is possible to obtain an expression for the residual based kernel density estimator as the sum of the estimator with the true residuals, the partial sum of the true residuals and a term for the bias of the nonparametrically estimated function, as shown in Muhsal and Neumeyer (2010) , among others. The residual based conditional kernel density case is less considered in the literature. Kiwitt and Neumeyer (2012) consider the residual based kernel estimator for conditional distribution function conditioning on a one-dimensional variable.
Below we give consistency results for the estimators defined in (11), (12) and (13). The proof can be found in the appendix. 
The factor of log n shown in the convergence rate is the price which we pay for the supnorm deviation. Since these estimators uniformly converge in a polynomial rate in n, the asymptotic distributions in Theorem 2.1 and 2.3 do not change if we plug these estimators into the formulae.
The choice of h 0 andh should minimize the convergence rate of the residual based estimators. Hence, observing that the terms related to h 0 andh are similar to those in usual (d + 1)-dimensional density estimators, it is reasonable to choose h 0 ∼h ∼ n −1/(5+d) , given that L, g are second order kernels. We choose the rule-of-thumb bandwidths for conditional densities with the R package np in our simulation and application studies.
Bootstrap confidence corridors

Asymptotic theory
In the case of the suitably normed maximum of independent standard normal variables, it is shown in Hall (1979) that the speed of convergence in limit theorems of the form (3) is of order 1/ log n, that is, the coverage error of the asymptotic CC decays only logarithmically. This leads to unsatisfactory finite sample performance of the asymptotic methods, especially for small sample sizes. However, Hall (1991) suggests that the use of a bootstrap method, based on a proper way of resampling, can increase the speed of shrinking of coverage error to a polynomial rate of n. In this section we therefore propose a specific bootstrap technique and construct a confidence corridor for the objects to be analysed.
Given
where g and L are a kernel functions with bandwidths h 0 ,h satisfying assumptions (B1)-(B3). In particular, in our simulation study, we choose L to be a product Gaussian kernel.
In the following discussion P * and E * stand for the probability and expectation conditional on the data (X i , Y i ), i = 1, ..., n.
We introduce the notation
and define the so-called "one-step estimator" θ * (x) from the bootstrap sample bŷ
note that
As a remark, we note that undersmoothing is applied in our procedure for two reasons: first, the theory we developed so far is based on undersmoothing; secondly, it is suggested in Hall (1992) that undersmoothing is more effective than oversmoothing given that the goal is to achieve coverage accuracy.
Note that the bootstrap estimate (15) is motivated by the smoothed bootstrap procedure proposed in Claeskens and Van Keilegom (2003) . In constrast to these authors we make use of the leading term of the Bahadur representation. Mammen et al. (2013) also use the leading term of a Bahadur representation proposed in Guerre and Sabbah (2012) to construct bootstrap samples. Song et al. (2012) propose a bootstrap for quantile regression based on oversmoothing, which has the drawback that it requires iterative estimation, and oversmoothing is in general less effective in terms of coverage accuracy.
For the following discussion define
as the bootstrap analogue of the process (9), where
and
The process Y * n serves as an approximation of a standardized version ofθ * n −θ n , and similar to the previous sections the process Y * n is approximated by a stationary Gaussian field Y * n,5
under P * with probability one, that is,
Finally, sup x∈D Y * 5,n (x) is asymptotically Gumbel distributed conditional on samples.
THEOREM 3.1. Suppose that assumptions (A1)-(A6), (C1) in Section A.1 hold, and
whereŜ n,0,0 (x) is defined in (16) and σ 2 * (x) is defined in (18). Then
as n → ∞ for the local constant quantile regression estimate. If (A1)-(A6) and (EC1) hold with a constant b ≥ 4 satisfying
then (19) also holds for expectile regression with corresponding σ 2 * (x).
The proof can be found in the appendix. The following lemma suggests that we can replace σ * (x) in the limiting theorem byσ(x). 
The following corollary is a consequence of Theorem 3.1.
Corollary 3.3. Under the same conditions as stated in Theorem 3.1, the (asymptotic) bootstrap confidence set of level 1 − α is given by
where ξ * α satisfies
whereŜ n,0,0 is defined in (16).
Note that it does not create much difference to standardize theθ n (x) − θ 0 (x) in (19) withf X andσ 2 (x) constructed from original samples orf X andσ 2 (x) from the bootstrap samples. The simulation results of Claeskens and Van Keilegom (2003) show that the two ways of standardization give similar coverage probabilities for confidence corridors of kernel ML estimators.
Implementation
In this section, we discuss issues related to the implementation of the bootstrap for quantile regression.
The one-step estimator for quantile regression defined in (15) depends sensitively on the estimator ofŜ n,0,0 (x). Unlike the expectile case, the function ψ(·) in quantile case is bounded, and as the result the bootstrapped density based on (20) is very easily influenced by the factorŜ n,0,0 (x); in particular,f ε|X (0|x). As pointed out by Feng et al. (2011) , the residual of quantile regression tends to be less dispersed than the model error; thusf ε|X (0|x) tends to over-estimate the true f ε|X (0|x) for each x.
The way of getting around this problem is based on the following observation: An additive error model implies the equality f Y |X v + θ 0 (x)|x = f ε|X v|x but this property does not hold for the kernel estimatorŝ
of the conditional density functions. In generalf ε|X (0|x) =f Y |X (θ n (x)|x) in x although both estimates are asymptotically equivalent. In applications the two estimators can differ substantially due to the bandwidth selection because for data-driven bandwidths we usually have h 0 = h 1 . For example, if acommon method for bandwidth selection such as a rule-ofthumb is used, h 1 will tend to be larger than h 0 since the sample variance of Y i tends to be larger than that ofε i . Given that the same kernels are applied, it happens often that
is usually very close to θ 0 (x). To correct such abnormality, we are motivated to set h 1 = h 0 which is the rule-of-thumb bandwidth of f ε|x (v|x) in (23). As the result, it leads to a more rough estimate forf Y |X (θ n (x)|x).
In order to exploit the roughness off Y |X (θ n (x)|x) while making the CC as narrow as possible, we develop a trick depending on
As n → ∞, (24) converges to 1. If we impose h 0 = h 1 , as the multiple h 0 /h 1 vanishes, (24) captures the deviation of the two estimators without the difference of the bandwidth in the way. In particular, the bandwidth h 0 = h 1 is selected with the rule-of-thumb bandwidth for f ε|X (y|x). This makesf ε|X (y|x) larger and thus leads to a narrower CC, as will be more clear below.
We propose the alternative bootstrap confidence corridor for quantile estimator:
Note that the probability on the left-hand side of (25) can again be approximated by a Gumbel distribution function asymptotically, which follows by Theorem 3.1.
A simulation study
In this section we investigate the methods described in the previous sections by means of a simulation study. We construct confidence corridors for quantiles and expectiles for different levels τ and use the quartic (product) kernel. For the confidence based on asymptotic distribution theory, we use the rule of thumb bandwidth chosen from the R package np, and then rescale it as described in Yu and Jones (1998) , finally multiply it by n −0.05 for undersmoothing. The sample sizes are given by n = 100, 300 and 500, so the undersmoothing multiples are 0.794, 0.752 and 0.733 respectively. In the quantile regression bootstrap CC, the bandwidth h 1 used for estimatingf Y |X (y|x) is chosen to be the rule-of-thumb bandwidth off ε|X (0|x) and multiplied by a multiple 1.5. This would give slightly wider CCs.
The data are generated from the normal regression model
where the independent variables (X 1 , X 2 ) follow a joint uniform distribution taking values on [0, 1] 2 , Cov(X 1 , X 2 ) = 0.2876, f (X 1 , X 2 ) = sin(2πX 1 ) + X 2 , and ε i are independent standard Gaussian random variables. For both quantile and expectile, we look at three quantiles of the distribution, namely τ = 0.2, 0.5, 0.8.
In the homogeneous model, we take σ(X 1 , X 2 ) = σ 0 , for σ 0 = 0.2, 0.5, 0.7. In the heterogeneous model, we take σ(X 1 , X 2 ) = σ 0 + 0.8X 1 (1 − X 1 )X 2 (1 − X 2 ). 2000 simulation runs are carried out to estimate the coverage probability.
The upper part of Table 1 shows the coverage probability of the asymptotic CC for nonparametric quantile regression functions. It can be immediately seen that the asymptotic The number in the parentheses is the volume of the confidence corridor. The asymptotic method corresponds to the asymptotic quantile regression CC and bootstrap method corresponds to quantile regression bootstrap CC.
CC performs very poorly, especially when n is small. A comparison of the results with those of one-dimensional asymptotic simultaneous confidence bands derived in the paper of Claeskens and Van Keilegom (2003) or Fan and Liu (2013) , shows that the accuracy in the two-dimensional case is much worse. Much to our surprise, the asymptotic CC performs better in the case of τ = 0.2, 0.8 than in the case of τ = 0.5. On the other hand, it is perhaps not so amazing to see that asymptotic CCs behave similarly under both homogeneous and heterogeneous models. As a final remark about the asymptotic CC we mention that it is highly sensitive with respect to σ 0 . Increasing values of σ 0 yields larger CC, and this may lead to greater coverage probability.
The lower part of Table 1 shows that the bootstrap CCs for nonparametric quantile regression functions yield a remarkable improvement in comparison to the asymptotic CC. For the bootstrap CC the coverage probabilities are in general close to the nominal coverage of 95%. The bootstrap CCs are usually wider, and getting narrower when n increases. Such phenomenon can also be found in the simulation study of Claeskens and Van Keilegom (2003) . Bootstrap CCs are less sensitive than asymptotic CCs with respect to the choice σ 0 , which is also considered as an advantage. Finally, we note that the performance of bootstrap CCs does not depend on which variance specification is used too. Table 2 : Nonparametric expectile model coverage probability. The nominal coverage is 95%. The number in the parentheses is the volume of the confidence corridor. The asymptotic method corresponds to the asymptotic expectile regression CC and bootstrap method corresponds to expectile regression bootstrap CC. Table 2 shows the coverage probabiltiy of the CC for nonparametric expectile regression functions. The results are similar to the case of quantile regression. The asymptotic CCs do not give accurate coverage probabilities, and in some cases like τ = 0.2 and σ 0 = 0.2, not a single simulation in the 2000 iterations yields a case where surface is completely covered by the asymptotic CC.
The upper part of
The lower part of Table 2 shows that bootstrap CCs for expectile regression give more accurate approximates to the nominal coverage than the asymptotic CCs. One can see in the parenthesis that the volumes of the bootstrap CCs are significantly larger than those of the asymptotic CCs, especially for small n.
Application: a treatment effect study
The classical application of the proposed method consists in testing the hypothetical functional form of the regression function. Nevertheless, the proposed method can also be applied to test for a quantile treatment effect (see Koenker; or to test for conditional stochastic dominance (CSD) as investigated in Delgado and Escanciano (2013) . In this section we shall apply the new method to test these hypotheses for data collected from a real government intervention.
The estimation of the quantile treatment effect (QTE) recovers the heterogeneous impact of intervention on various points of the response distribution. To define QTE, given vector-valued exogenous variables X ∈ X where X ⊂ R d , suppose Y 0 and Y 1 are response variables associated with the control group and treatment group, and let F 0|X and F 1|X be the conditional distribution for Y 0 and Y 1 , the QTE at level τ is defined by
where Q 0|X (y|x) and Q 1|X (y|x) are the conditional quantile of Y 0 given X and Y 1 given X respectively. This definition corresponds to the idea of horizontal distance between the treatment and control distribution functions appearing in Doksum (1974) and Lehmann (1975) . A related concept in measuring the efficiency of a treatment is the so called "conditional stochastic dominance". Y 1 conditionally stochastically dominates Y 0 if
where Y, X are domains of Y and X. For example, if Y 0 and Y 1 stand for the income of two groups of people G 0 and G 1 , (27) means that the distribution of Y 1 lies on the right of that of Y 0 , which is equivalent to saying that at a given 0 < τ < 1, the τ -quantile of Y 1 is greater than that of Y 0 . Hence, we could replace the testing problem (27) by
Comparing (28) and (26), one would find that (28) is just a uniform version of the test ∆ τ (x) ≥ 0 over 0 < τ < 1.
The method that we introduced in this paper is suitable for testing a hypothesis like ∆ τ (x) = 0 where ∆ τ (x) is defined in (26). One can construct CCs for Q 1|X (τ |x) and Q 0|X (τ |x) respectively, and then check if there is overlap between the two confidence regions. One can also extend this idea to test (28) by building CCs for several selected levels τ .
We use our method to test the effectiveness of the National Supported Work (NSW) demonstration program, which was a randomized, temporary employment program initiated in 1975 with the goal to provide work experience for individuals who face economic and social problems prior to entering the program. The data have been widely applied to examine techniques which estimate the treatment effect in a nonexperimental setting. In a pioneer study, LaLonde (1986) compares the treatment effect estimated from the experimental NSW data with that implied by nonexperimental techniques. Dehejia and Wahba (1999) analyse a subset of Lalonde's data and propose a new estimation procedure for nonexperimental treatment effect giving more accurate estimates than Lalonde's estimates. The paper that is most related to our study is Delgado and Escanciano (2013) . These authors propose a test for hypothesis (27) and apply it to Lalonde's data, in which they choose "age" as the only conditional covariate and the response variable being the increment of earnings from 1975 to 1978. They cannot reject the null hypothesis of nonnegative treatment effect on the earnings growth.
The previous literature, however, has not addressed an important question. We shall depict this question by two pictures. In Figure 1 , it is obvious that Y 1 stochastically dominates Y 0 in both pictures, but significant differences can be seen between them. For the left one, the 0.1 quantile improves more dramatically than the 0.9 quantile, as the distance between A and A is greater than that between B and B . In usual words, the gain of the 90% lower bound of the earnings growth is more than that of the 90% upper bound of the earnings growth after the treatment. "90% lower bound of the earnings growth" means the probability that the earnings growth is above the bound is 90%. This suggests that the treatment induces greater reduction in downside risk but less increase in the upside potential in the earnings growth. For the right picture the interpretation is just the opposite. To see which type of stochastic dominance the NSW demonstration program belongs to, we apply the same data as Delgado and Escanciano (2013) for testing the hypothesis of positive quantile treatment effect for several quantile levels τ . The data consist of 297 treatment group observations and 423 control group observations. The response variable Y 0 (Y 1 ) denotes the difference in earnings of control (treatment) group between 1978 (year of postintervention) and 1975 (year of preintervention). We first apply common statistical procedures to describe the distribution of these two variables. Figure 2 shows the unconditional densities and distribution function. The cross-validated bandwidth forf 0 (y) is 2.273 and 2.935 forf 1 (y). The left figure of Figure 2 shows the unconditional densities of the income difference for treatment group and control group. The density of the treatment group has heavier tails while the density of the control group is more concentrated around zero. The right figure shows that the two unconditional distribution functions are very close on the left of the 50% percentile, and slight deviation appears when the two distributions are getting closer to 1. Table 3 shows that, though the differences are small, but the quantiles of the unconditional cdf of treatment group are mildly greater than that of the control group for each chosen τ . The two-sample Kolmogorov-Smirnov and Cramér-von Mises tests, however, yield results shown in the Table 4 which cannot reject the null hypothesis that the empirical cdfs for the two groups are the same with confidence levels 1% or 5%. Table 4 : The two sample empirical cdf tests results for treatment and control groups.
Next we apply our test on quantile regression to evaluate the treatment effect. In order to compare with Delgado and Escanciano (2013), we first focus on the case of a one-dimensional covariate. The first covariate X 1i is the age. The second covariate X 2i is the number of years of schooling. The sample values of schooling years lie in the range of [3, 16] and age lies between [17, 55] . In order to avoid boundary effect and sparsity of the samples, we look at the ranges [7, 13] for schooling years and [19, 31] for age. We apply the bootstrap CC method for quantiles τ = 0.1, 0.2, 0.3, 0.5, 0.7, 0.8 and 0.9. We apply the quartic kernel. The cross-validated bandwidths are chosen in the same way as for conditional densities with the R package np. The resulting bandwidths are (2.2691,2.5016) for the treatment group and (2.7204, 5.9408) for the control group. In particular, for smoothing the data of the treatment group, for τ = 0.1 and 0.9, we enlarge the cross-validated bandwidths by a constant of 1.7; for τ = 0.2, 0.3, 0.7, 0.8, the cross-validated bandwidths are enlarged by constant factor 1.3. These inflated bandwidths are used to handle violent roughness in extreme quantile levels. The bootstrap CCs are computed with 10,000 repetitions. The level of the test is α = 5%.
The results of the two quantile regressions with one-dimensional covariate, and their CCs for various quantile levels are presented in Figure 3 and 4. We observe that for all chosen quantile levels the quantile estimates associated to the treatment group lie above that of the control group when age is over certain levels, and particularly for τ = 10%, 50%, 80% and 90%, the quantile estimates for treatment group exceeds the upper CCs for the quantile estimates of the control group. On the other hand, at τ = 10%, the quantile estimates for the control group drop below the CC for treatment group for age greater than 27. Hence, the results here show a tendency that both the downside risk reduction and the upside potential enhancement of earnings growth are achieved, as the older individuals benefit the most from the treatment. Note that we observe a heterogeneous treatment effect in age and the weakly dominance of the conditional quantiles of the treatment group to that of the control group, i.e., (28) holds for the chosen quantile levels, which are in line with the findings of Delgado and Escanciano (2013). We now turn to Figure 4 , where the covariate is the years of schooling. The treatment effect is not significant for conditional quantiles at levels τ = 10%, 20% and 30%. This suggests that the treatment does little to reduce the downside risk of the earnings growth for individuals with various degree of education. Nonetheless, we constantly observe that the regression curves of the treatment group rise above that of the control group after a certain level of the years of schooling for quantiles level τ = 50%, 70%, 80% and 90%. Notice that for τ = 50% and 80% the regression curves associated to the treatment group reach the upper boundary of the CC of the control group. This suggests that the treatment effect tends to raise the upside potential of the earnings growth, in particular for those individuals who spent more years in the school. It is worth noting that we also see a heterogeneous treatment effect in schooling years, although the heterogeneity in education is less strong than the heterogeneity in age. The previous regression analyses separately conditioning on covariates age and schooling years only give a limited view on the performance of the program, we now proceed to the analysis conditioning on the two covariates jointly (X 1i , X 2i ). The estimation settings are similar to the case of univariate covariate. Figure 5 shows the quantile regression CCs. From a first glance of the pictures, the τ -quantile CC of the treatment group and that of the control group overlap extensively for all τ . We could not find sufficient evidence to reject the null hypothesis that the conditional distribution of treatment group and control group are equivalent. The second observation obtained from comparing subfigures in Figure 6 , we find that the treatment has larger impact in raising the upper bound of the earnings growth than improving the lower bound. For lower quantile levels τ = 10%, 20% and 30% the solid surfaces uniformly lie inside the CC of the control group, while for τ = 50%, 70%, 80% and 90%, we see several positive exceedances over the upper boundary of the CC of the control group. Hence, the program tends to do better at raising the upper bound of the earnings growth but does worse at improving the lower bound of the earnings growth. In other words, the program tends to increase the potential for high earnings growth but does little in reducing the risk of negative earnings growth. Our last conclusion comes from inspecting the shape of the surfaces: conditioning on different levels of years of schooling (age), the treatment effect is heterogeneous in age (years of schooling). The most interesting cases happens when conditioning on high age and high years of schooling. Indeed, when considering the cases of τ = 80% and 90%, when conditioning on the years of schooling at 12 (corresponding to finishing the high school), the earnings increment of the treatment group rises above the upper boundary of the CC of the control group. This suggests that the individuals who are older and have more years of schooling tend to benefit more from the treatment.
Supplementary Materials
Section A contains the detailed proofs of Theorems 2.1, 2.3, 3.1 and Lemmas 2.6 and 3.2, as well as intermediate results. Section B contains some results obtained by other authors, which we use in our study. We incorporate them here for completeness. (A2) Let a n be an increasing sequence, a n → ∞ as n → ∞, and the marginal density f Y be such that
and (log n)h
(A3) The function θ 0 (x) is continuously differentiable and is in Hölder class with order s > d.
(A4) f X (x) is bounded, continuously differentiable and its gradient is uniformly bounded. Moreover, inf x∈D f X (x) > 0.
(A5) The joint probability density function f (y, u) is bounded, positive and continuously differentiable up to sth order (needed for Rosenblatt transform). The conditional density f Y |X (y|x) exists and is boudned and continuouly differentiable with respect to
log n → 0 (undersmoothing), and nh 3d (log n) −2 → ∞.
, and g ∈ L 1 (R) is the derivative of G and is also a density, which is Lipschitz continuous, bounded, symmetric and five times continuously differentiable kernel.
(B2) F ε|X (v|x) is in s + 1 order Hölder class with respect to v and continuous in x, s > max{2, d}. f X (x) is in second order Hölder class with respect to x and v. E[ψ 2 (ε i )|x] is second order continuously differentiable with respect to x ∈ D.
(C1) There exist an increasing sequence c n , c n → ∞ as n → ∞ such that
as n → ∞.
The assumptions (A1)-(A5) are assumptions frequently seen in the papers of confidence corridors, such as Härdle (1989) , Härdle and Song (2010) and Guo and Härdle (2012) . (EA2) and (EC1) essentially give the uniform bound on the 2nd order tail variation, which is crucial in the sequence of approximation for expectile regression. (B1)-(B3) are similar to assumptions listed in chapter 6.1 of Li and Racine (2007) . (A6) characterizes the two conflicting conditions: the undersmoothing of our estimator and the convergence of the strong approximation. To make the condition hold, sometimes we need large s, the smoothness of the true function. (C1) and (EC1) are relevant to the theory of bootstrap, where we need bounds on the tail probability and 2nd order variation. Define the approximating processes
where Γ n = {y : |y| ≤ a n } and σ
, 1) and T (y, u) is the Rosenblatt transformation
In these approximating processes, the function
In the proofs, we suppress the subscript "τ ".
Next we introduce some notations which are used repeatedly in the following proofs. 
where " " denotes the componentwise product; that is, for any vectors
Below we give some examples of the increment of a multivariate function X on a block:
A.2. Proof of Theorem 2.1
where · denotes the sup norm with respect to x ∈ D.
PROOF. By the triangle inequality we have
whereŶ n,0 = σ 2 (x)/σ n (x)Y n,0 (x) and the terms E 1 and E 2 are defined in an obvious manner. We now show that E j = O p (log n) −1/2 , j = 1, 2. Note that
It is shown later that Y n,0 = O p √ log n , hence it remains to prove that
To this end letσ
. We now use Lemma B.2 in order to show that E 1 too is negligible.
Thus, from (29),
We now show the tightness of V n (x) for x ∈ D in order to obtain the uniform convergence. To simplify the expression, define
Take arbitrary neighboring blocks B, C ⊂ D (see Definition A.1) and suppose
where I 1 and I 2 are defined in an obvious manner. When n is large, a n is large as well and the integral is restricted to the set {Y i > a n }. Taking into account that θ is uniformly bounded on the compact set D by Assumption (A4) we deduce that ψ(Y i − θ 0 (x)) = τ for sufficiently large n on the event {Y i > a n : i = 1, ..., n}. Hence, I 1 can be estimated as
Note that
where the constant C K satisfies sup u∈D |∂ α K(u)| ≤ C K and µ(·) is the Lebesgue measure. As consequence it follows that
Analogously we obtain the estimate
which finally yields
By Assumption (A2) it follows (log n)h −3d {|y|>an} f Y (y)dy is bounded. Thus, applying Lemma B.2 with γ 1 = γ 2 = λ 1 = λ 2 = 1 yields the desired result.
PROOF. We adopt the notation that if α ∈ {0, 1} d+1 , then we write α = (α 1 , α 2 ) where α 1 ∈ {0, 1} and α 2 ∈ {0, 1} d . In the computation below, we focus on
Recall definition A.1 of an increment of a function X over a block B. Integration by parts yields
where 1 = (1, ..., 1) ∈ {0, 1} d+1 and 0 = (0, ..., 0) ∈ {0, 1} d+1 . Γ n × B x is a d + 1 dimensional cube. · 1 corresponds to the one-dimensional variable y and · 2 corresponds to the two-dimensional variable u. The second term in (40) can be evaluated with the formula (38). Γ n × B x 1−α can be viewed as the projection of Γ n × B x on to the space spanned by those axes whose numbers correspond to positions of ones of the multi-index 1 − α. This leaves us with an |α|-fold integral.
Moreover
d and dψ(y − θ 0 (x)) = δ θ 0 (x) (y) denotes the Dirac measure at θ 0 (x). By integration by parts applied to Y 1,n and an application of Theorem 3.2 in Dedecker et al. (2014) we obtain for every > 0,
By (A1), K is of bounded variation in the sense of Hardy and Krause (Owen (2005) definition 2), and this leads to the desired result that (41) is bounded.
, where T (y, u) is the Rosenblatt transformation and the Jacobian of T (y, u) is f (y, u),by a change of variables and the first order approximation to f (y, x − hv):
Lemma A.6. Y 2,n − Y 3,n = O p h 1/2−δ for an arbitrarily small 0 < δ < 1/2.
Remark A.7. We note that the rate of h 1/2−δ is not sharp rate but sufficiently fast for our purpose.
By assumption the conditional distribution function F Y |X and the function θ 0 are both continuously differentiable and change of variables and an application of the multivariate mean value theorem gives
where ξ lies on the line connecting x and u. Note that σ
Now we compute d(s, t) defined in Lemma B.3. Again from σ
Furthermore,
where s − t ∞ = sup j |s j − t j |. A change of variables and the fact that K is bounded yield
Thus, for the function γ defined in Lemma B.3 we obtain the estimate γ( ) ≤ C( √ /h) and thus
where C > 0. Observe that the graph of the inverse of a univariate, injective function Q(m) is its reflection about the line y = x, so the inverse of an upper bound for Q would be a lower bound for Q −1 . Given the upper bound above, we can therefore bound Q −1 from below by
We have
PROOF. Since both processes are Gaussian with mean zero, we only need to check the equality of the covariance functions of the two processes at any given time points s, t ∈ D.
Ignoring the normalizing factors in the front, the covariance of Y 3,n function is:
which is, up to a factor, the covariance function of Y 4,n .
PROOF. We will proceed as in Lemma A.6 and apply Lemma B.3. Set
Hence, we have σ
moreover, f X (x) is continuously differentiable on D by assumption (A4). Along with |z| 2 K(z) < ∞, we may bound
On the other hand,
we obtain
By change of variables and a similar argument as to bound I 2 in the proof of Lemma A.6, it follows
Hence, under the condition that s − t ∞ < 1 and h → 0, we conclude that
With the same notations as in Lemma B.3, (44) 
Lemma B.3 asserts that
as η → ∞ and h → 0.
Finally, an application of Theorem 2 of Rosenblatt (1976) to Y 5,n (x) concludes the proof of Theorem 2.1.
A.3. Proof of Theorem 2.3
Now let ρ τ (u) = |τ − 1(u < 0)|u 2 , be the loss function associated to quantile regression. Then ψ τ (u) = −2 τ − 1(u < 0) |u| and
It is obvious that g(x) > 0 for 0 < τ < 1, and consequently
. With such a choice we have
via similar arguments as in Lemma A.3.
we conclude by Markov's inequality that |V n (x)| → 0 for each x ∈ D.
As to the tightness, we have
Hence,
The desired result follows by similar arguments as those used to prove Lemma A.3.
for any > 0.
PROOF. With similar arguments as in Lemma A.4,
by the assumption on the kernel K, (48) is almost surely bounded bounded.
by the choice of a n given inLemma A.10.
, we obtain by a change of variables and a first order approximation to f (y, x − hv):
Note that |W (1, ..., 1)| = O p (1), Y i has a finite second moment by assumption and θ 0 is uniformly bounded on D.
PROOF. Note that the derivative of expectile loss function is 2 1(u ≤ 0) − τ u , which is Lipschitz continuous with Lipschitz constant 2 max{τ, 1 − τ }. Define V (x) as in Lemma A.6.
By a change of variables and a similar argument as used to bound I 2 in Lemma A.6, we obtain
for s − t < 1. Following the lines of proof of Lemma A.6 or Lemma A.9 completes the proof of the lemma.
Lemma A.14.
PROOF. The proof resembles the proof for Lemma A.8 and is omitted for brevity.
PROOF. The proof resembles the proof for Lemma A.9 by using (47). The details are omitted for brevity.
A.4. Proof of Lemma 2.6
We first show assertion 1.). (11). LetF ε|X (v|x) be defined as
Since sup x∈D |f
Lh(x − X i ). By Theorem 6.2. (i) of Li and Racine (2007) 
By Theorem 6.2. (ii) of Li and Racine (2007) 
. By virtue of a standard δ n -net discretization argument and the Bernstein inequality we obtain (50).
Next we show that
where R 1,n is of negligible order by (B1) under the claim in Section 3.3 of Muhsal and Neumeyer (2010) . ε i −ε i =θ n (X i ) − θ 0 (X i ), which is stochastically bounded with h s + (nh d ) −1/2 log n, for arbitrary δ > 0. Moreover, observe that
is a kernel density estimator which has standard bias and variance and which is is stochastically bounded. Hence, in order to shrink P F ε|X (v|x) −F ε|X (v|x) > ηn −λ , splitting the probability of under the event θ n (
−1/2 log n and its complement, where
−1/2 log n, we get the desired result.
Next we show assertion 2.). Letf ε|X (v|x) be defined as
By standard theory for kernel density estimation, we havẽ
It follows from the standard theory of density estimation that
A Taylor expansion yields
it follows from Muhsal and Neumeyer (2010) that R 2,n is negligible under condition (B1).
is a kernel estimator for the derivative of the conditional density function and is thus stochastically bounded. Applying the stochastic bound forθ n (X i ) − θ 0 (X i ) and similar probability separating argument for proving 1.), assertion 2.) follows. For the third estimator (13), definẽ
Using a weak uniform consistency result for kernel regression, see, for instance, Hansen (2008) 
−1/2 log n . Below we separately discuss the quantile and expectile case.
In the quantile case, ψ(u) = 1(u < 0) − τ , then
Applying the fact that sup x∈D |θ n (x) − θ 0 (x)| stochastically bounded, we first restrict our focus on the eventθ n (
where θ † (u) lies betweenθ n (u) and θ 0 (u). By condition (B2), f (v|x) is uniformly bounded,
is independent of the variable x, a discretization argument and the Bernstein inequality yield the result that n
For the expectile case, ψ(u) = 2 1(u < 0) − τ |u|. Since
Again, it is sufficient to focus on the set {|θ n (
Hence, |ER 3,n (x)| < Cn −λ 0 for some constant C.
One can apply discretization and the Bernstein inequality to show that sup x∈D R 3,n (x) = O p (n −λ 0 log n). For R 4,n (x), again suppose without loss of generality that {|θ n (
An application of Markov's inequality yields the desired result.
A.5. Proof of Theorem 3.1
Proof of Lemma 3.2. We will discuss the case of quantile and expectile regression separately.
By a change of variables,
Hence, the sup norm of (53) is bounded by I 1 + I 2 + sup x |I 3 (x)|, where
Lh(x − X i ). I 1 and I 2 decay polynomially in n by assumption (A1). Note that for any κ > 0, P sup
For the first probability, it is easy to see that it is bounded by the sum
After an explicit computation of the expectation, one concludes that B n is equal to zero for any κ > 0 if n is sufficiently large. Now we need to bound A n . Note that for any fixed x, we can estimate the variance by
applying a concentration inequality, one gets for any κ > 0,
which decreases exponentially in n since nh d → ∞ polynomially in n by assumption (B3). By a discretization argument, one can show that A n is also summable (the grid size grows polynomially in n). Hence, we conclude that the probability (54) is summable. The stochastic part of the numerator of I 3 (x) is therefore of O p ((log n) −1 ) a.s. by an application of the Borel-Cantelli lemma.
The mean of the numerator of I 3 (x) can be estimated by the law of iterative expectation:
Finally, applying a linearization argument we obtain that I 3 (x) = O p ((log n) −1 ) = O((log n) −1/2 ) a.s. In the case of expectile regression, we need to consider ψ(u) = 2(1(u < 0) − τ )|u|, which is Lipschitz continuous (see Lemma A.13). Note that |ε i | ≤ |ε i | + E n , where
by the Bahadur representation of θ n , a discretization argument and an application of the Bernstein inequality. Hence,
The first term converges almost surely to 0, faster than (log n) −1 , based on assumption (B3). The second term and the third term can be handled by similar argument for showing the uniform almost sure convergence of the Nadaraya-Watson estimator, see Hansen (2008) for more details. Let δ n = (log n) −1 h 3d . Let E n = h s + (nh d ) −1/2 log n.
where C g is a constant depending on g. For any κ > 0 and a constant λ > 0 small such that E n n λ → 0 as n → ∞, consider
1(c n − h 0 ≤ |ε i |) > 2δ n κ, θ n (x) − θ 0 (x) ≤ E n n λ + P θ n (x) − θ 0 (x) > E n n λ def = P 1,n + P 2,n .
P 2,n is summable by similar argument in the proof of Lemma 3.2. Without loss of generality, we assume c n is large enough so that h 0 + E n n λ < c n /2 since h 0 , E n n λ → 0. Thus,
1(c n /2 ≤ |ε i |) > 2δ n κ .
Let S n = n i=1 1(c n /2 ≤ |ε i |). From (30) in assumption (C2), Var(S n ) = n |v|>cn/2 f ε (v)dv = O(n 2 (log n) −3 h 6d ) = O(n 2 (log n) −1 δ 2 n ).
This yields
exp − κ 2 log n 1 + 2κ log 2 n/(nh 3d ) < ∞,
given that κ > 1, since nh 3d (log n) −2 → ∞ by assumption (A7). It follows by the BorelCantelli lemma that the stochastic part of (63) is of O p (δ n ). For the expectation, we note that 1(c n − h 0 ≤ |ε i |) ≤ 1(c n − h 0 ≤ |ε i | + θ n (x) − θ 0 (x) ) ≤ 1(c n − h 0 − E n n λ ≤ |ε i |)1( θ n (x) − θ 0 (x) ≤ E n n λ ) + 1(c n − h 0 ≤ |ε i | + θ n (x) − θ 0 (x) )1( θ n (x) − θ 0 (x) > E n n λ )
≤ 1(c n /2 ≤ |ε i |) + 1( θ n (x) − θ 0 (x) > E n n λ ).
Therefore, 1(c n − h 0 ≤ |ε i |)
+T 1,n = T 3,n + T 2,n + T 1,n . To bound T 3,n , given b from (EC1), we choose M n = n 1/b (log n) 2/b and obtain P {|(1 − E)T 3,n | > 2δ n κ} ≤ P(|(1 − E)S n | > 2nκδ n , ε i < M n , ∀i) + nP(|ε i | ≥ M n ) + P θ n (x) − θ 0 (x) > E n n λ def = U 1,n + U 2,n + U 3,n , where S n = C g n i=1 ε 2 i 1(c n /2 ≤ |ε i |), the term U 2,n is of order O(M −b n ) by (EC1) and hence summable. U 3,n is summable by a similar argument as used in the proof of (61). Restricting S n to the set ∩ exp − κ 2 log n 1 + 2κ log 2 n/(nh 3d ) < ∞,
given that κ > 1 and assumption (EA2). It follows by the Borel-Cantelli lemma that (1 − E)T 3,n = O(δ n ) a.s. It left to control the expectation. By computation in (65), 1(c n − h 0 ≤ |ε i |) ≤ 1(c n − h 0 ≤ 1(c n /2 ≤ |ε i |) + 1( θ n (x) − θ 0 (x) > E n n λ ).
Thus, by law of iterative expectation, E[T 3,n ] ≤ E ε i 1(c n /2 ≤ |ε i |) + E n 
The first condition can be shown in the same way as showing (61), and the second one is similar to (62) given b ≥ 4. A discretization argument is needed in both cases, but the grid size only grows in polynomial rate in n. The proofs are omitted for brevity. Using analogous arguments as in Lemma A.3 for quantile regression and A.10 for expectile regression with (61) and (62), it can be shown that Y * n (x) converges uniformly in probability to Y * 0,n (x). The almost sure uniform convergence in probability of Y * 0,n (x) to Y * 5,n (x) follows by similar arguments in Lemma A.4, A.5, A.8 and A.9 for quantile regression and Lemma A.11, A.12, A.14 and A.15 for expectile regression, except that f X (x), σ 2 n (x), F (y, x) are replaced byf X (x), σ 2 * ,n (x),F (v, x) respectively, and that the approximation shown in Lemma A.6 and A.13 is not needed here. Finally, the proof of Theorem 3.1 is completed by an application of the extreme value theorem of Rosenblatt (1976) .
ϕ is the piecewise derivative of ρ, and λ(s) = min 2 2 + s , 6 + 2s 8 + 4s .
Note that under the i.i.d. case, the constant s, which controls the weak dependence, is 0. 
where µ(·) is a finite nonnegative measure on [0, 1] d (for example, Lebesgue measure), where the increment of X n on the block B is defined by X n (B) = 
where Q −1 (a) = sup{m : Q(m) ≤ a}.
