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1. INTRODUCTION AND MAIN RESULT 
In this work, we study the stabilization of one-dimensional wave equations with a dynamical 
control 
Ytt -- Yxz ---- O, 0 ~ X ~ 1, 
y(0, t) = 0, 
yx(1,t) + ~(t) = 0, (1.1) 
~t(t) : yt(1, t) + ~?(t) = O, 
where ~ denotes the dynamical control and ~ is a positive constant. The dynamical control 
has been introduced in the finite-dimensional c se (ordinary differential equations); see [1], for 
example. In the infinite-dimensional c se, this concept of dynamical control is very close to the 
one of indirect damping proposed by Russell [2]. 
Let V = {y E Hi(0,  1) : y(0) -- 0}. We define the energy space ~ = V x L2(0, 1) × ~, endowed 
with the inner product (u,~)~ = f :  yx[Izdx + f~ zSdx + ~,  u = (y,z,~), ~ = (~), 5, ~) • 7~. 
Next, we define the linear operators A and B by 
D(A)  = {u = (y,z,~) E 7-/: y E H2(0, 1), z E V and y~(1)+~ = 0},  
Au = (z, yxx ,z (1 ) ) ,  Vu = (y ,z ,v )  E D(A) ,  
Bu  = (0 ,0 , -Z~) ,  Vu = (y ,z ,~)  • ~.  
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Setting u = (y, Yt, ~?) E D(A), we formally transform equation (1.1) into an evolution equation 
ut = (A + B)u, u(O) = uo ~ ?-l. (1.2) 
It is easy to prove that A is m-dissipative and B is dissipative; then A + B generates a Co 
semigroup S(t) of contractions on the energy space 7-/(see [3]). Moreover, since A is skew adjoint 
and B is compact, then using the compact perturbation theory of Russell [4], system (1.1) is not 
uniformly stable (see [5]). However, using the spectral decomposition theory of Sz-Nagy-Foias 
and Foguel (see [6]), we can prove that the energy E(t) decreases asymptotically to zero Vu0 E 7-/. 
It is well known that the energy does not have a preassigned decay rate. In fact, using a theorem 
of Littman and Markus (see [7]), we can prove that, for any given decay rate, there is an initial 
data uo E 7-( such that the decay rate of the associated energy is less than the given one. 
In this paper, our main concern is the energy decay rate for smooth solutions. We will prove 
that, for any u0 E D(A), the energy of  system (1.1) has a rational decay rate 
2M 
E(t) <_ E(O) M + t'  Vt >_ O, (1.3) 
where M is a positive constant depending on u0. To this end, we employ a nonlinear technique 
used in [8] for the dynamic ontrol of the Kirchhoff plate. We next prove that the rational energy 
decay rate (1.3) is optimal in the sense that, for any e > 0, there exists u~) E D(A) such that the 
associated energy satisfies the estimate 
c~ 
Ee(t) >_ tl+e, t ---; +c~. 
Our approach is based on the use of a suitable Riesz basis and earlier results of Littman and 
Markus [7]. 
To our knowledge, estimate (1.3) and the optimality are new, even in the one-dimensional 
case. In fact, there are several works on the energy decay rate for smooth solutions of the 
wave equation [9,10]. In [10], Lebeau and Robbiano considered the boundary stabilization for 
a wave equation. In particular, it was shown that the energy has a decay rate 1/(lnt) 2-6, 
5 > 0, for any uo E D(A). 
Unlike the spectrum method, the multiplier method does not need any knowledge of the spec- 
trum of the system. It is simple and can be adapted to the study of other problems in any spatial 
dimension (see [8,11]). However, the spectrum method is essentially limited to one-dimensional 
problems. 
2. RAT IONAL ENERGY DECAY RATE 
BY  A MULT IPL IER  METHOD 
Let u = (y, z, 7) be a smooth solution of system (1.1). We define the associated energy by 
} 2 2 (2.1) E(t) = ~ (Yt + Yz) dz + ~72 .
Then a direct computation gives 
dE(Q 
d-----~ - fh/2(t)' Vt __ 0. (2.2) 
In this section, using a multiplier method, we will establish the rational en.ergy decay rate for 
smooth solutions of system (1.1). 
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THEOREM 2.1. Assume that fl > 0. Then, for any Uo E D(A), there exists a constant M > 0 
depending only on uo such that 
2M 
E(t) ~_ E(O)M +t '  Vt ~ O. (2.3) 
PROOF. The idea of the proof consists of using the multiplier xyxE(t) which is used in [81. 
Letting 0 _< S < T < +oo, we multiply the wave equation by 2xyxE(t) and integrate by parts 
E2(t) dt ~ 6E(O)E(S) + E(S) (y2(1, t) + y~(1, t)) dr. 
On the other hand, from (2.2), we deduce that 
T T 
 '(t)dt < E(0), /: t3 ~?2(t)dt <_ El(O), 
(2A) 
~S; ~01 (El(0) 1 )S(0). (y~(1,t)+y~(1,t)) d = ((nt + f~V)2 + n 2) dt < 2 \~--~0-~ + B+ ~- ~ 
Inserting (2.5) into (2.4) gives that 
s T E2(t) dt < ME(O)E(S), 
where we have put 
V0 < S < T < oc, (2.6) 
(E l (0 )  1- ) 
M- -  2 \~- -~ +f~+ ~-~ +3 . 
Thanks to a classical result of Haraux (see [12]), we deduce the rational decay rate (2.3) from 
estimate (2.6). The proof is thus complete. 
(2.5) 
3. OPT IMAL  ENERGY DECAY RATE 
Letting uo E D(A), we define the optimal rational energy decay rate w(uo) by 
~(uo) = sup a E R:  E(t) = -~HSA+s(t)uo[[n <_ . 
From Theorem 2.1, we have w(uo) > I for any uo e D(A). In the following, we will prove that 
this upper bound is optimal in the sense that, for any ¢ > 0, there exists u S e D(A) such that 
~(u~) = i + e. 
We first recall the following result (see [7]). 
LEMMA 3.1. Consider a C°-semigroup Sx(t) acting on a real or complex Hilbert space H, with 
infinitesimal generator A. Assume the following. 
(i) The eigenvalue An of ,4 is of the form An = -an + i~-,~ with a,~ > a/n ~, a > 0, ~ > 0. 
(ii) The eigenvectors {(I),~}n>i associated to the eigenva/ues An form a Riesz basis in H. 
(iii) Let uo E 7-( such that 
b,  1 uo=~a.¢., l an l<~ b>0,  q>~.  
where the energy of higher-order El(t) is defined by El(t) = (1/2)l[u'(t)tl ~, Vt > O. Then we 
have 
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Then there exists a constant C > 0 depending on uo such that I[SA(t)uo[[~ <_ C/(t(q-1/2)/6), 
Vt>0.  
REMARK 3.1. If we assume that an ,v 1/n ~ and an ~ 1/nq, then we have 
1 
I l S~( t )uo l l~  ~ t(q_z/2)/6, vt  > o. 
Now let A E C be an eigenvalue and u = (y, z, ~?) E D(A)  be the eigenvector of A + B, 
(A + B)u = Au. 
It follows that 
Yzx - A2Y -- 0, 0 < x < 1, 
y(0) = 0, (3.1) 
(A + ~)y~(1) + Ay(1) = o. 
Then we find that a general solution y of (3.1) is given by y(x) = Csinh(Ax), C 6 C. Notice 
that A = 0 is not an eigenvalue of A + B. Hence, using the boundary condition at x = 1, 
we deduce that A is an eigenvalue of A + B if and only if A is a zero of the function f ( z )  = 
(z + D + 1)e 2z + z + D - 1. Moreover, A = i# E iR is an eigenvalue of the skew adjoint operator A 
if and only if i# is a zero of the function g(z) = (z + 1)e 2z + z - 1. 
LEMMA 3.2. Assume/3 > O. Then f ( z )  has an infinite number of roots An for n E Z, which 
appear in conjugate pairs and [An[ goes to infinity as In[ goes to infinity. Moreover, the algebraic 
multiplicity of An is one. 
PROOF. Since f ( z )  is an entire function with order one, then using Hadamard's factorization 
theorem (see [13]), we obtain that 
An ~0 
If f ( z )  has a finite number of zeros, then we have f ( z )  = eaZPm(z), where Pro(z) is a polynomial 
of degree less than m. Then we deduce that 
e"ZPm(z) = e2Z(z + ~ + 1) + (z + ~ -- 1). 
This implies that a = 2 and Pro(z) = z+~+l .  Consequently, z+~-1  = 0, and this is impossible. 
On the other hand, since the operator A + B is closed with compact resolvent, then the spectrum 
of A + B consists entirely of isolated eigenvalues with finite multiplicities (see [14]). Moreover, 
A + B has real coefficients and its eigenvalues appear in conjugate pairs. 
Now we first prove that the algebraic multiplicity of A is one if and only if A is not a root of 
h(z) = z 2 + 2flz + 8 2 - 2. In fact, let A be an eigenvalue of A + B. Then we have 
ker(A + B-  AI) = { sinh(Ax-----~) sinh(Ax), sinh(A)} 
A ' A+~ " 
Assume that there exists u -- (y, z, ~) E ker(A + B - AI) 2 \ ker(A + B - AI). Then u = (y, z, ~) 
is a solution of 
(A + B)u  = Au + v, v E ker(A + B - M). 
We deduce that 
y~ = A2y + 2 sinh(Ax), 
y(0)  = 0, 
A By( i  ) ~ sinh(A). yx(1)Z = - A + A(A + f~)2 
(3.2) 
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Then we find that a general solution y of (3.2) is given by y(x) = Csinh(Ax) + x(cosh(Ax))/A. 
Moreover, using the boundary condition at x = 1 in (3.2), we have 
tanh(A) = (2A + f~)(A + #/) (3.3) 
A(A + 8) 2 + Z " 
On the other hand, using the boundary condition at x = 1 in (3.1), we have 
tanh(A) = -(A +8).  (3.4) 
Combining (3.3) and (3.4), we obtain that A is a root of h(z). 
We next prove that the algebraic multiplicity of A is one. From (3.3), we have h(A)(1 + 
sinh2(A)) + 2 = - sinh2(A). If A is root of h(z), then we have sinh2(A) = -2, A E R, and this is 
impossible. This completes the proof. 
LEMMA 3.3. Assume that/3 >_ O. Then we have the following asymptotic expansion: 
( "n- 1 I )  __/3 (~--~3) , (3.5) 
An '~ i nn + -~ + nn 2n2n n2n2 + O as n ~ oc. 
PROOF. The eigenvalue An of A + B is zero of f(z). Then we have 
( 2 )  
e2~" = (-1) 1 An +/3+ 1 (3.6) 
We obtain 
1 ln(--1) + 1 ( An=~ ~ln \1 2 ~ + inn. (3.7) 
An +/3+1 ]
Since [An[ goes to infinity, we obtain the first asymptotic expansion 
An "~ inn + i'~ + 0 (3.8) 
On the other hand, we have 
In (1 A.+Z+I  =.~+~+o . (3.9) 
Combining (3.7) and (3.9), we obtain that 
An=inr  + i2 - -~n +-'~n +O (3.10) 
From (3.8), we deduce that 
l i+ i  (~3)  1 1 (~3)  A-~ ~ nn ~ + o ' A~ n2n 2 + O . (3.11) 
Inserting (3.1t) into (3.10), we obtain the asymptotic expansion (3.5). This completes the proof. 
In particular, we will classify the eigenvalues An of high frequencies following the asymptotic 
form (3.5). 
Now let 
LEMMA 3.4. 
in Dn. 
D,  = ] - nn ,  nn[  × ] - nn ,  nn[ .  
There exists an integer N such that, for n > N, the function f(z) has 2n + 1 roots 
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PROOF. We first prove that f (z )  and g(z) have the same number of roots in Dn. By virtue of 
Rouch6's theorem, it is sufficient o prove that If(z) - g(z)] < [g(z)h V z E ODn. 
In fact, if z = =t:in~r + x, x E [-n~r, nTr], then we have 1 + e 2~ = 1 + e 2~ • e 2inTr = 1 + e 2x > 1. 
And if z = ~n~r + iy, y E [-n~r, nTr], then we have 11 + e2Z I > I 1 - e+2n" I > 1/2, Vn > 1. 
We deduce that I1 + e2Z I > 1/2, Vz e ODn, Vn > 1. On the other hand, since I z + 11 _> nr  - 1, 
then if n > (f~ + 5) / r ,  we obtain that 
If(z)-g(z)l=#ll+e2~l<l~+llll+e2"l-2<lg(~)l, VzEODn. 
We next determine the number of zeros of g(z) in the domain D=. Let i# E iR be a zero 
of g(z). Then we have tan(#) + # = 0 which admits a unique zero in each interval [(k - 1/2)Ir, 
kTr], 1 <_ k _< n. Since #0 = 0 is obviously a zero and since tan# + # is odd, we obtain exactly 
2n + 1 zeros in Dn. 
Let A= = ign E iR be an eigenvalue of the skew adjoint operator A and (~n = (Yn, 5~,~?n) be 
the associated eigenvector 
¢o = (z ,O , -1 ) ;  
~n:  ( -1 - - -s inh(Anx) ,s inh(Anx)  -cosh(An) )  
\An ' ' 
v n e z*  = z - {0}. 
(3.12) 
Since A is skew adjoint with compact resolvent, then the system of eigenvectors i complete in 7-/. 
On the other hand, a direct calculation gives 
~) 2 --= 
n ~ IcosGu,,)l 2 + 1 ~ 1, as  n --~ +(X).  
Then there exist two constants C1 and C2 such that 
0<C1_< ~n n<_C2<+oo,  VnEZ.  
It follows that ((~n)nez is a Riesz basis of ~/. 
Now let An be an eigenvalue of A + B, and ¢n = (Yn, zn, Yn) be the associated eigenvector 
• ,~ = (~ sinh(Anx), sinh(Anx), - cosh(An)) ,  Vn E Z. (3.13) 
THEOREM 3.1. Assume that f~ > 0. Then the system of root vectors (¢ , )nez  is a Riesz basis 
in ~.  
PROOF. Using Lemma 3.3, we deduce that there exists an integer N such that for any n > N, 
we have 
- -W~2 + o 
Then we deduce that 
C 1 (3.14) 
_ _ n2 '  
_- ( o)l 
Combining (3.14) and (3.15), we get ~,~z II¢, - ¢-II~ < +oo. 
(3.15) 
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Since the system (¢n)nez is w-linearly independent (see Lemma A.6 in [15]) and quadratically 
close to the Riesz basis (<~n)neZ, applying Bari's theorem (see [16]), we conclude that (~n)nez is 
also a Riesz basis in 7-/. This completes the proof. 
THEOREM 3.2. Assume/3  > O. Then we have 
inf w(u0) -- 1. (3.16) 
uoED(A) 
PROOF. Letting e > 0, we define u~ by 
1 
u~ = ~ n3/2+¢¢n. 
nEZ" 
Then we have 
An 
(A +B)u~ = ~ n3/2+ ¢ . .  
nEZ* 
Using Lemma 3.3, we deduce that 
e~ 
nl/2+e • 
Since (~n)neZ is a Riesz basis in 7-/, we have 
2 An 2 ne~Z C I](A + B)uoll~ ~ ~ n3/2+~ ~ n1+2------ 7 < co. 
nEZ* * 
This implies that u~ E D(A) .  Thanks to Lemma 3.1 and Remark 3.1 (with q -- 3/2 + ~ and 
= 2), we deduce that 
1 IISA÷B(t)ugll~ ~ C~ E¢( t )  = ~ t l+¢ , V t  > 0, (3 . ]7)  
where Ce is a constant depending on u~). It follows that 
w(u~) = 1 +~.  
On the other hand, from Theorem 2.1, we know that w(uo) >_ 1, for any uo E D(A) .  Then we 
deduce that 
1 < infw(u0) < 1 + E. 
Since e is arbitrari ly small, we obtain (3.16). This completes the proof. 
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