Abstract. Given uniform probability on words of length M ¼ Np þ k, from an alphabet of size p, consider the probability that a word (i) contains a subsequence of letters p; p À 1; . . . ; 1 in that order and (ii) that the maximal length of the disjoint union of p À 1 increasing subsequences of the word is a M À N. A generating function for this probability has the form of an integral over the Grassmannian of p-planes in C
Introduction
Consider the set of words p A S p l :¼ fwords p of length l; built from an alphabet f1; . . . ; pgg;
(with jS p l j ¼ p l ) with the uniform probability distribution The RSK correspondence between words and pairs of semi-standard and standard tableaux induces a probability measure on partitions The symbol s l denotes the Schur polynomial associated with the partition l. Besides the probability P l; p , we also consider the corresponding Poissonized measure, depending on the real parameter x, P x; p ðlÞ ¼ e We discuss very briefly the combinatorics needed in this problem; for more details, see [17, 19, 20] . For the partition l, define the symbol which, upon restriction, using power sums and upon using (1.0.6), yields Expectations of hook products ð1:0:11Þ 2 F ð1Þ 1 ð p; q; n; xÞj
As a reminder, the chi-square distribution of parameter m is the distribution of
where the X i 's are m independent normal Nð0; 1Þ-random variables.
The expectations E x; p and E l; p are taken with regard to the probabilities P x; p and P l; p defined above. The functions on partitions, of which the expectations are taken, are products of hook lengths restricted to a vertical strip in the partition of width q À p, as in Figure 1 . In [3] , expectations of this type have been studied and linked to integrals over the Grassmannian space Grð p; C n Þ of p-planes in C n , with regard to the Weyl measure drðZÞ; besides, these integrals relate to specific solutions of the Painlevé V equation.
The motivation came from the fact that expanding (with regard to a parameter) certain integrals over the unitary group UðnÞ led to interesting combinatorics related to longest increasing sequences of random permutations and words, and also to percolation problems; see [22, 2] . During the last ten years, many striking results have been obtained on the asymptotics of the length of the longest increasing sequences in random words and random permutations. More generally, what happens with integrals over symmetric spaces, rather than groups. The simplest symmetric spaces are the Grassmannian spaces Grð p; C n Þ. In this case, the integrals considered are Fourier transforms of the sample canonical correlation distribution for two Gaussian pop- ulations in multivariate statistics; this distribution is known to be related to the geometry of planes in C n ; see [18, 3] . We now state the following proposition, established in [3] where2 uðxÞ is the unique solution to the initial value problem:
with a specific coe‰cient a nþ1 and where
Expectations of hook products
This paper is concerned with what happens when n ! y. This is related to the behavior of the integral over the Grassmannian Grð p; C n Þ of p-planes in C n , when the dimension of the ambient space C n becomes very large. To be precise: Theorem 1.2. Given the partition m ¼ ðn À pÞ p , as in Figure 1 , the following expectation behaves, for large n, like the moments of the chi-square distribution of parameter 2pq:
and so the expectation decays, when n ! y, as 
The next statement deals with the special case, where q ¼ p. Namely, setting N :¼ n À p, what is, asymptotically for large N, the probability P Npþk; p ðl p b NÞ? Corollary 1.3. Given an alphabet of size p and an integer k > 0, we give the behavior of the probability on the set of words of length Np þ k for large N. Notice i p ðpÞ ¼ flength of the wordg ¼ Np þ k automatically, when d 1 ðpÞ ¼ p. So, i pÀ1 ðpÞ is the first nontrivial quantity. We now have:
Thus the following decay holds for N % y,
The proofs of Theorem 1.2 and Corollary 1.3 will be given in section 4. In the next statement, we consider the expectation for the Poissonized probability P x; p on Young diagrams l A Y ð pÞ l , as defined in (1.0.4). Define
and, for an interval I H R, 
The proof of Theorem 1.3 will be given in sections 3 and 6. In section 2 we show that the logarithmic derivative of a general multiple integral, involving the square of a Vandermonde, satisfies a third order di¤erential equation, from which we derive, in on the interval ½a; b, the integral
is a solution to the Painlevé V equation. To be precise,
satisfies a version of the Painlevé V equation,
Note that (1.0.22) is a well known form of Painlevé V, as discussed in the Appendix. Theorem 1.5 and also Theorem 3.1 below (which is exactly the last equality in (1.0.18)), can also be derived form the work of Forrester and Witte [12, 13] .
A di¤erential equation for a matrix integral
Proposition 2.1. Consider a weight rðzÞ on an interval E J R, with rational logarithmic derivative of the form 
which can be transformed into the Painlevé V equation. In (2.0.4), the P i 's and Q 1 are polynomials in x,
( )
The proof of Proposition 2.1 hinges on the following lemma, which we state in its full generality, although only the case I ¼ E will be used; see [1, 23] .
with rðzÞ and E as in (2.0.1) and (2.0.2) satisfies
4 When E is a finite interval, the integral always converges, and for a infinite interval, one may have to require x > a or x < a, for some a A R.
Expectations of hook products (i) Virasoro constraints for all m b À1:
of which the first equation reads:
Proof. The most transparent way to prove this lemma is via vector vertex operators, for which the b-integrals t n ðt; c; bÞ :¼
are fixed points (see [1] ). Another method, more computational, but much less conceptual, is to use a self-similarity argument, as in [1] . Namely, setting ; . . . .
we have the following variational formula:
kþlþ1; n Þ dt n ; ð2:0:8Þ
The change of integration variable z i 7 ! z i þ eAðz i Þz kþ1 i in the integral (2.0.7) leaves the integral invariant, but it induces a change of limits of integration, given by the inverse of the map above; namely the c i 's in I ¼ S r 1 ½c 2iÀ1 ; c 2i , get mapped as follows
Therefore, setting
we find, using (2.0.8) and the fundamental theorem of calculus,
kþlþ1; 2n Þ t n ðt; c; bÞ: 
These five equations form a linear system in the five unknowns
which upon solving in terms of The proof of Theorem 1.5 will be given at the end of section 3.
Hermitian matrix integrals and Painlevé equations
Define H n ¼ fn Â n Hermitian matricesg;
and, for an interval I H R, H n ðI Þ ¼ fM A H n with spectrum in I g:
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We state the following theorem, which, as we found out, was already in the work of Forrester and Witte [12, 13] ; our method using Proposition 2.1 is very di¤erent. 
Proof of Theorem 3. (i) Then, expressed in spectral coordinates and making the substitution y i ¼ z i À s for 1 a i a n, the first matrix integral in (3.0.1) reads, for I ¼ ðÀy; s; ½s; yÞ and ðÀy; yÞ, ð3:0:5Þ Expressing gðxÞ, g 0 ðxÞ, g 00 ðxÞ, g 000 ðxÞj x¼À2s in terms of h, h 0 , h 00 and h 000 , and setting x ¼ À2s yield the di¤erential equation (3.0.2), which according to the table in Appendix 1 is a version of Painlevé IV; this establishes the first part of Theorem 3.1.
(ii) Then, making the substitution y i ¼ z i =s for 1 a i a n, 
Thus
Setting these special values in the equation (2.0.4), one checks that
Since gðxÞ ¼ which, upon making a linear change of variables z 7 ! y in the integral (2.0.3), leads to
which is shown to be a solution of Painlevé V in part (ii) of the proof of Theorem 3.1 in this section.
To compute the constant in (1.0.22) (that is d in equation (7.0.2)), multiply the equation (1.0.22) with P 2 =4, set y ¼ 0 and use the explicit expressions for the polynomials P, Q, R and the function f ð yÞ, as in (1.0.21), yielding the identity
All the expressions can readily be computed, except for f 0 ð0Þ, which requires some argument. One computes
To establish the last equality above, we need the Aomoto extension [5] (see [2] , Appendix D) of Selberg's integral:
In particular, setting g ¼ 1, this formula implies
Adding up all the pieces in (3.0.9), one finds the value of the constant d in equation (7.0.2), ending the proof of Theorem 1.5. r 4 A limit theorem for the probability on words and Chi-square
The purpose of this section is to prove Theorem 1.2 and Corollary 1.3. Given m independent normal Nð0; 1Þ-random variables X i , the sum
with Fourier transform
Developing both sides in t yields the moments
we have for large n,
meaning here that the ratios between two consecutive expressions tend to 1, when n ! y. On the one hand, we have, changing the summation index l ! l À pðn À pÞ, 
using (4.0.1) in the last equality. On the other hand, using (1.0.11), (1.0.5), (1.0.13) and ð4:0:3Þ lim n!y
we have 
1 ð p; q; n; xÞj 
A limit theorem for the Poissonized probability on words
In the next theorem, we consider the expectation for the Poissonized probability P x; p on Young diagrams l A Y ð pÞ l , as defined in (1.0.4). Before proving Theorem 1.4, one needs the following proposition:
Proposition 5.1 ( [15, 22] ). For every continuous function g on R p , we have Consider the hook length h l ðijÞ for box ði; jÞ A l, such that n À q < j a n À p. Define r ij such that
upon using formulas (5.0.1) and (5.0.2) in the last equality. The position ði; jÞ in the partition l such that n À q < j a n À p implies that r ij a ðq À pÞ þ p ¼ q, from visual inspection of Figure 1 . We also have Expectations of hook products 
The positive expression is now estimated as follows:
Note that this estimate holds for all l, with all expressions vanishing when l < pðn À pÞ. Using the previous estimate and using (5. This leads to the ratio of Hermitian matrix integrals in ( subjected to the requirement that the general solution be free of movable branch points, Chazy found thirteen cases, the first of which is given by
with arbitrary polynomials PðzÞ, QðzÞ, RðzÞ of maximal degree 3, 2, 1 respectively. Cosgrove and Scoufis [10, 9] , (A.3), show that this third order equation has a first integral, which is second order in f and quadratic in f 00 , ð7:0:2Þ
d is the integration constant. The relevant examples in this paper are: 
