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RESUMEN 
Las fallas de red son un problema común en las 
redes actualmente y dependen, en mayor o me-
nor grado, de diferentes factores como el núme-











cuando se  presentan fallas en una red, lo cual 
indica que las redes van a tener fallas en mayor 
o menor medida pero siempre van a estar pre-
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1. INTRODUCCIÓN 
La recuperación de la comunicación ante una fa-
lla de red se ha convertido en una métrica impor-
		
una red en términos de calidad de servicio y de 
cumplir con ciertos acuerdos de nivel de servicio 
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tecnología en redes ópticas, se hace necesario 
determinar los tiempos de recuperación ante una 
falla de un enlace o un nodo de la red teniendo en 
cuenta el tiempo que se tarda en detectar la falla 





procedimientos de detección y corrección de fa-
llas en esta nueva tecnología.
2. GMPLS (GENERALIZED MULTIPRO-
TOCOL LABEL SWITCHING) 
Los investigadores en MPLS  probaron que una 
etiqueta podría ser mapeada a un color en el es-
pectro y que los paquetes pueden ser enlazados 
directamente hacia una red óptica [1], [2]. Este 
proceso inicial fue llamado MPIS o MPLambdaS. 
A medida que las investigaciones continuaron se 
hizo necesario crear un método que realizara un 
control total de la red óptica. 




conjunto de protocolos para hacerlos capaces de 
manejar los distintos tipos de dispositivos de la 




opera en modalidad end to end  en protocolo IP, 
opera MPLS de enrutador de borde a enrutador de 
borde y GMPLS entre dispositivos ópticos.
2.1 Plano de control GMPLS 
El plano de control de GMPLS es el encargado 
de controlar todos los aspectos de la red de datos 
y controla desde protocolos hasta dispositivos de 
red. Este plano de control provee cinco niveles de 
función [2]. 
sentes. Sin embargo, el tema central no es si se 
tienen fallas de red o no, el tema central es qué 
tan rápido se puede la red recuperar de estas y 
restablecer el servicio. Este artículo se enfoca 
en los tiempos de recuperación de fallas en una 
red L1VPN sobre GMPLS en la cual las fallas 
pueden ser resueltas automáticamente mediante 
protocolos de enrutamiento redireccionando los 
paquetes por  rutas alternas.
ABSTRACT 
Nowadays network failure is a common problem 
that is caused, to certain extent, by various fac-
tors such as the number of devices involved in a 
link, the quality of these devices, their geographi-





network failure occurrence, which indicates that, 
whether expected or not, failure will always be 
present. However, the issue is not about having 
or avoiding failure but about how quickly can a 
network recover and restore its services. 
The present paper addresses the point of failure-
recovery time of an L1VPN over GMPLS tech-
nology, where failure can be automatically over-
come through routing protocols by redirecting 
packets to alternate routes.
investigación
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Figura 1. Tipos de redes punto a punto.

2.1.1 Descubrimiento de vecinos 
Para manipular los dispositivos de una red todos 
estos deben ser conocidos por el plano de control, 
para esto se utiliza un protocolo llamado LMP por 
sus siglas en inglés +/0$%			!
2.1.2 Diseminación de estado de enlace 







estos casos se utilizan los estados de los enlaces 
los cuales pueden ser determinados por el proto-
colo de enrutamiento OSPF-TE.
2.1.3 Administración de estado de enlace 
Para la topología de red, además de los dispositi-
vos que tiene la red, también es necesario saber el 









2.1.4 Path Management 




&	'	  	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	-
cado junto con el protocolo LDP para suplir las 
necesidades completas en cuanto a enrutamiento 

'#$%




establecer, bajar y subir enlaces. En GMPLS se 
encarga de estas funciones el protocolo LMP 
> $ %			!    

funciones de MPLS para aplicarlas a un plano 
óptico. 
GMPLS surge entonces como un avance evolu-
tivo de MPLS, en el cual no se conmutan única-





GMPLS abarca, además de los enrutadores IP y 
los switches ATM, dispositivos de conmutación 
tales como: conmutadores digitales de seña-

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ciertas funciones base del tradicional MPLS y, en 
algunos casos, añade nueva funcionalidad. Estas 
adaptaciones han supuesto la extensión de los me-
canismos de etiqueta y de LSP, para crear etique-
tas generalizadas y G-LSP (Generalized LSP)Q
afectando también a los protocolos de encamina-




y la protección y restauración de enlaces.
2.2 Redes privadas virtuales de capa uno 
(L1VPN) sobre GMPLS 





el dominio del intercambio de circuitos. En resu-
men, los grandes clientes desean tener sus propias 








nalmente, muchos proveedores desean realizar 
una partición de sus redes, en redes virtuales de 
capa 1 separadas que sirvan diferentes unidades 
de negocio [4]. Las redes privadas virtuales de 
capa 1 atienden estas necesidades asignando a los 






do a cada cliente la responsabilidad de adminis-
trar dichos recursos independientemente. Para los 






dad de desplegar una red propia, así mismo, para 
















cepto de una red privada virtual de capa 1 la cual 
es capaz proporcionar diferentes servicios y pro-
tocolos de niveles superiores a distintos clientes 
en la L1VPN.  
Entre las ventajas que ofrece una red virtual de 
capa 1 es que los clientes pueden utilizar una red 






Figura 2. Concepto de una red L1VPN.

investigación
Tecnura   Vol. 16    No. 34    octubre-diciembre de 201260
manera, la operación y administración de dicha 
red puede ser entregada al proveedor, con lo que 
varios clientes que manejen redes virtuales, den-
tro de la misma red de transporte, pueden com-
partir los costos de administración. Así mismo, el 
proveedor puede ofrecer servicio dinámico bajo 
;^=;_=
Para la implementación de funciones VPN hay 
diversos modelos de servicio usando protocolos 
GMPLS. Entre estos modelos, se encuentra el 
modelo basado en administración en el cual el 
cliente accede a los recursos de la L1VPN del 
proveedor mediante una interface de adminis-
'	`'	{X!

manera controla y administra su propia porción 
de la red. A este modelo se le llama modelo de 
servicio basado en administración y no requiere 




basado en señalización, en el cual se implemen-
tan funciones de señalización de GMPLS en los 




conexión se le conoce con el nombre de camino 
 	
 %}X-
 %!  {  #$%  
cliente de borde y el proveedor de borde asegura 




LSP. El tercer modelo es una interoperabilidad to-
tal entre el cliente y proveedor, para lo cual es ne-
cesario la implementación de GMPLS tanto a ni-
vel de proveedor como de cliente, permitiendo el 
intercambio de información de enrutamiento y se-






el segundo escenario, en el cual el cliente no ma-
neja una red GMPLS pero implementa funciones 
de señalización en los nodos borde del cliente. Se 
selecciona este escenario debido a las siguientes 
razones: 
 ~ El manejo de GMPLS se realiza en la red del 
proveedor únicamente, mientras que la red 
del cliente maneja MPLS restringiendo la de-
tección y solución de fallas únicamente en el 
LSP GMPLS
 ~ El soporte de la herramienta de simulación 
maneja únicamente GMPLS bajo la red pro-
veedora, permitiendo manejo de MPLS para 
el cliente únicamente.
 ~ Este escenario permite el manejo del modo 
básico de L1VPN.
Las redes VPN en modo básico [8], [9] son VPNs 







inicio y de destino.
Para que la comunicación a nivel L1VPN sea via-
ble, la red proveedora de este servicio debe ser 
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positivos P están conectados únicamente a otros 
dispositivos dentro de la misma red del proveedor 
y los dispositivos PE están conectados a tanto a 
dispositivos P o PE dentro de la red del proveedor 













de cliente, los cuales están conectados a dispositi-




ría una VPN capa uno [4], [10], con su respectiva 
red interna de proveedor.
2.3 Recuperación de fallos GMPLS 
Los mecanismos de recuperación de fallas para 
los protocolos GMPLS, o para cualquier otro pro-
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tocolo, deben cumplir con las siguientes fases en 
orden de realizar una recuperación exitosa: detec-
	{	-
ción de la falla, recuperación y reversión, siendo 




Como herramienta de simulación del mecanismo 
de autodescubrimiento de la red privada virtual 
 ' 	 
 { # #$% +#-
*79#+9+*"+/#+$*36!
[12] - [14] el cual es un simulador capaz de so-
portar el Framework de GMPLS. La selección de 
la herramienta de simulación se realiza basados 
en la evaluación de diferentes herramientas de 
acuerdo a características necesarias para la im-
plementación del mecanismo de autodescubri-
miento. Dentro de las herramientas evaluadas se 
encuentran: OPNET, NS2, OMNET++, GLASS/
SSF, QualNet, JSim, TOTEM y se selecciona 
GLASS como la herramienta más adecuada debi-
do a que dicho simulador tiene  soporte completo 
de redes ópticas, GMPLS, facilidad de adaptación 
de nuevos protocolos, algoritmos, manejo de pro-








cual se realiza la simulación de la red. En el cual, 
 {  '	&	 %!







LSRs encerrados en negro indican los dispositi-
Figura 3.!	"

Figura 4. Escenario de la L1VPN.
Fuente: elaboración propia
investigación













El modelo de la simulación de la L1VPN fue im-
plementado con fallas programadas a los 120 se-
gundos de tiempo de simulación. 
3.2  Parámetros 
Para efectos de este trabajo se realizó la simula-
ción utilizando únicamente un establecimiento de 
VPN entre el los OXC ópticos, tomando como 
dispositivos de borde PE los OXC en rojo, de 
	
3.2.1 Parámetros generales de la red 
Frecuencia de RED: 20000000 la cual representa 
el valor físico de tiempo simulado, representando 
el número de tics de reloj por segundo simulado.
Generador: Mersennetwister es un parámetro de 
administración usado para la generación aleatoria 
de tramas en la simulación. 
Trama: Seedstarter1 se usa para generar cadenas 
de datos de diferentes maneras de una forma to-
talmente aleatoria.
Nivel de reproductibilidad: Timeline determina 
qué tan separadas estarán las instancias de la 
generación aleatoria de números. Es un proceso 
que garantiza que la simulación que se ejecuta 




 clientes izquierda a servido-
res derecha y viceversa.
Cada uno de los host que hacen de servidores 
utiliza como protocolo de transporte el protoco-
lo UDP saliendo por el puerto 10 a una tasa de 
50000 paquetes por segundo y una distribución 
exponencial con un tamaño de 1000, una distri-










tamaño de archivo de transmisión sobre el mismo 
UDP.
Para propósitos de este trabajo el establecimien-
to de la red VPN capa 1 se establecerá desde el 
LSR del primer host hasta el LSR del host desti-
no de VPN. Puesto que el análisis de este trabajo 
se limita a la red exclusiva del proveedor donde 
se utiliza GMPLS. Protocolos utilizados por los 
LSR y los OXC:
RSVP-TE: Protocolo de señalización.
OSPF-TE: Protocolo OSPF para ingeniería de 
	
IP: Protocolo de Internet.
OSPF: Protocolo de camino más corto.
OXC: Protocolo de comunicación entre disposi-
tivos ópticos.
Para la simulación del establecimiento con BGP 
se usa BGP en lugar de OSPF-TE.
3.3 Ejecución 
La simulación tiene una duración total de 240 se-
gundos de simulación durante los cuales se pre-
sentan fallas en el tiempo a los 120 segundos y 
se toman mediciones del tiempo de recuperación 
de los LSPs para estas fallas. En total se ejecutan 
) 
	
 		 	 	

tiempos de recuperación de cada una de las fallas 
de los enlaces, de forma que se tengan datos más 
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exactos del tiempo de recuperación ante una falla 
en cada una de sus fases.
4. RESULTADOS 
Durante el proceso en que se presenta la falla y 
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 	 -
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
propios tiempos de duración, la sumatoria de es-
tos tiempos da como resultado el tiempo total de 


















de determinar los tiempos de recuperación ante 
Figura 5. Topología de la red.
Fuente: elaboración propia
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fallas en cada una de las fases de detección de la 
falla y recuperación ante la misma. 
9_
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la recuperación, seleccionando un LSP adicional 
que evite falla y que tenga las mismas caracterís-
ticas de TE que el LSP que presentó la falla.
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{





se presenta la falla a los 120 segundos hasta la 
normalización del proceso de red.
Figura 7"&'$$%"
Fuente: elaboración propia
Figura 8. Tiempos de recuperación de la falla.
Fuente: elaboración propia
Figura 9. Tiempos de normalización.
Fuente: elaboración propia
Figura 10. Tiempo total de recuperación.
Fuente: elaboración propia
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5.  CONCLUSIONES 








tiempos de recuperación ante fallas son mucho 
mayores en la fase de normalización de la red, 
puesto que es la fase de inicialización de la opera-
ción normal con el nuevo LSP, el cual, de acuerdo 
a la tabla, cubre una distancia más grande y con-
tiene un mayor número de nodos.
Los tiempos detección de la falla son bastante cor-
tos en comparación con los tiempos de las demás 




pasar mediante RSVP-TE por todos los nodos del 
LSP hasta llegar a los nodos en cada extremo del 
LSP, indicando en dónde fue la falla. 
El análisis de los tiempos de recuperación de falla 
en GLASS es bastante dispendioso puesto que la 
herramienta no cuenta con los reportes adecuados 
de tiempo y es necesario recurrir a los Logs de 
la simulación en orden de determinar tiempos, y 
protocolos.
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