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DISSERTATION ABSTRACT 
 
Micah Donor 
 
Doctor of Philosophy 
 
Department of Chemistry and Biochemistry 
 
June 2020 
 
Title: Fundamental and Quantitative Analysis of Gas-Phase Protein Structure and 
Structural Transitions using Ion Mobility-Mass Spectrometry 
 
 
Ion mobility-mass spectrometry has become a capable, powerful tool for studying 
biomolecular structure and interactions. Preservation of weak non-covalent interactions 
into the gas phase via electrospray ionization has enabled native mass spectrometry 
investigations of protein complexes and protein-ligand systems. The coupling of mass 
spectrometry with ion mobility has allowed measurement of ion size and shape alongside 
mass. In addition, methods to obtain quantitative energetic information for many systems 
of moderate size have been introduced. However, the large size, structural dispersity, and 
conformational flexibility of proteins have greatly limited quantitative studies of their 
properties using extant methods. An additional contributing factor to this gap in 
knowledge has been an incomplete understanding of several mechanisms and processes 
commonly used in ion mobility-mass spectrometry analysis of proteins. These gaps in 
understanding have, in turn, constrained the range of systems and processes amenable to 
investigation. Introduction of creative new approaches will continue to expand the set of 
biological questions addressable by mass spectrometry methods. 
Here, novel quantitative methods are developed and used to study the gas-phase 
structures and structural transitions of proteins, yielding fundamental insights into key 
v 
gas-phase processes. First, the structures of highly-extended protein ions produced by 
supercharging electrospray ionization are found to be one-dimensional, and mechanistic 
insights into supercharging are obtained. Focus is then shifted to manipulating protein 
structure in the gas phase. The energy scales of two methods that can unfold proteins in 
the gas phase, collisional and surface activation, are calibrated and the efficiencies of 
each process studied. Surface activation is found to be much more efficient for larger 
proteins, and its efficiency is highly dependent on structure. Next, a method for 
determining activation energies for protein unfolding is introduced. Energies for protein 
unfolding are found to support the mobile proton model as the universal gas-phase 
unfolding mechanism. Lastly, the energetics of non-specific binding of lipid head groups 
to soluble proteins are probed.  
This dissertation included previously published and unpublished co-authored 
material. 
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1 
CHAPTER I 
 
INTRODUCTION 
 
Over the past several decades, mass spectrometry (MS) has become one of the 
most important techniques for analysis of biomolecules. Small sample requirements, 
short acquisition times, and the ability to identify multiple species within a single sample 
have been critical to the development of fields such as proteomics,1 metabolomics,2 and 
lipidomics.3 Hydrogen/deuterium exchange and other labeling techniques have enabled 
the study of protein structure and dynamics with up to 100% sequence coverage and the 
ability to distinguish between local and global fluctuations.4,5 In order to analyze large 
biomolecules such as proteins, conventional MS approaches include a digestion step that 
cuts the protein into smaller pieces. These peptides can be analyzed rapidly with MALDI-
MS or LC-MS, which are now extremely common tools in the bioanalytical chemistry 
arsenal (Figure 1).6 Studying intact proteins can streamline sample preparation and 
reduce disruption of structures and interactions prior to analysis, a necessary feature for 
studying high-order structure and other non-covalent or weak covalent interactions.7 
Recent advances in MS instrumentation have made intact protein MS methods, such as 
top-down sequencing, practical in an ever-growing set of cases.8,9 Many of these methods 
utilize conditions that denature proteins in solution (Figure 1). In contrast, native MS 
seeks to maintain high-order structure into the gas phase by ionizing proteins from 
solutions near physiological pH and ionic strength (Figure 1).10 The study of intact 
proteins using MS, particularly under native but also denaturing conditions, has been 
2 
limited by gaps in our understanding of gas-phase protein structure and interactions, the 
effect of processes such as ionization on such characteristics, and limitations in the 
methods used to study them. For example, determining protein-protein or protein-ligand 
binding sites and energies or protein structural ensembles remains very challenging. This 
dissertation will relate my work on understanding the fundamental properties of proteins 
in the gas phase and developing novel methods to study them more informatively.  
 
Figure 1. Illustration of conventional, denaturing, and native MS analysis of proteins. 
While conventional and denaturing MS methods excel at studying primary structure, 
native MS approaches have greater utility for investigating high-order structure.  
 
Electrospray Ionization 
 The most common ionization method for mass spectrometry analysis of proteins, 
for both native and denaturing conditions, is electrospray ionization (ESI).11 In ESI, a 
small amount of solution containing the analyte(s) of interest is placed within a capillary 
that tapers to a narrow tip. Electrical contact with the solution is created and a potential 
3 
difference of several hundred to several thousand volts is applied, causing a fine plume of 
charged droplets to flow from the solution towards the entrance to the mass spectrometer, 
completing an electrical circuit. As the droplets traverse the distance and reach stages of 
the instrument held below atmospheric pressure, solvent (typically water, polar organics 
such as methanol or acetonitrile, or some mixture of the preceding) evaporates, causing 
the charge density of the droplets to increase. This continues until Coulombic repulsion 
overcomes the surface tension holding the droplets together,12 at which point the droplet 
undergoes fission into smaller droplets and the cycle of evaporation followed by fission 
repeats.13,14 Small ions or clusters of ions may also be emitted from the droplets, with the 
rate of emission determined by the interplay between solvation energy and field strength 
at the droplet surface.15  
Three models have been proposed to explain ion charging in ESI, and each 
predominates in different circumstances. In the ion evaporation model (IEM),15 as 
described above, ions are emitted from small, nanometer-scale droplets when the electric 
field at the surface of the droplet overcomes the solvation energy of the ion (Figure 2a).16 
For small ions, the IEM predominates.14,17,18 However, for larger, hydrophilic species 
such as peptides and proteins with compact, folded structures (typically found in aqueous 
solutions), the IEM is not sufficient to explain the observed results. Instead, the charged 
residue model (CRM) has been proposed (Figure 2b).19,20 In the CRM, water evaporates 
from the droplets, which undergo fission cycles until only a thin shell of water remains 
coating the analyte, which has stayed solvated within the interior of the droplet. At this 
stage, the remaining charges are transferred to the analyte and the last water molecules 
evaporate, leaving a bare analyte ion. The CRM predominates for peptides and proteins 
4 
in native-like conditions.21-24 Lastly, for analytes composed of long chains that are not 
well-solvated, such as polymers or denatured proteins, a third model, the chain ejection 
model (CEM) has been proposed (Figure 2c).25,26 In the CEM, a portion of the analyte 
chain ventures outside of the (nanometer-sized) droplet, causing charge migration to the 
exposed portion and precipitating a stepwise extrusion process. The CEM is likely to be 
operative for ions that are too large to leave the droplet in a single evaporation event (ala 
the IEM) but have low solvation energies in the solvent system used and thus can reside 
at the liquid-vacuum interface.25,26 The final charge on the ionized analyte is related to 
the mechanism by which ionization takes place, as well as the size and chemical 
composition of the analyte.27 
 
Figure 2. Illustration of three charging mechanisms in ESI. (a) ion evaporation model (b) 
charged residue model (c) chain ejection model. 
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Manipulating Charge in ESI 
 One important characteristic of ESI is that it produces a distribution of charge 
states for sufficiently large biomolecules. Both the solution conditions as well as the 
structure of the analyte can affect the extent of charging as well as the breadth of the 
distribution.27,28 Characteristics such as resolution and sensitivity as well as the extent 
and quality of fragmentation/dissociation exhibit some charge state dependence.29-32 In 
addition, structural information can often be inferred from the charge state distribution, 
such as the presence of multiple conformer families.28,33-37 For proteins, the focus of my 
research, “native-like” solution conditions (i.e. aqueous solution near physiological pH 
and ionic strength) produce a low and narrow charge state distribution (Figure 3a). In 
contrast, denaturing the protein in solution leads to much higher charge states and a broad 
distribution (Figure 3b). Typically, low charge states correspond to compact, folded 
conformations, while high charge states correspond to partially or fully unfolded 
conformations.36  
 
Figure 3. Example mass spectra for cytochrome C showing the effect of (a) native-like 
conditions, with low charge states and a narrow distribution, and (b) denaturing 
conditions, with higher charge states and a broader distribution. 
 
Solution additives to either increase or decrease charging have been introduced. 
Charge-reducing reagents such as triethylammonium acetate (TEAA)38 or imidazole 
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derivatives39 have moderate gas-phase basicities, enabling them to abstract protons and 
decrease the charge state of proteins. They can aid in preserving weak native-like 
interactions by increasing resistance to structural disruption,40-42 which is typically more 
facile for higher charge states.40  
 Supercharging reagents, in contrast, increase charging in ESI. Chemical 
supercharging reagents are typically moderately polar organic compounds with low 
volatility.43-46 Depending on the identity and concentration (typically <10% v/v) of 
supercharging reagent and the pH of the solution, the charge state distribution may shift 
higher by only a few charges or may even surpass the degree of charging for denaturing 
conditions.47-50 Supercharging has been used to reduce non-specific adduction,49 improve 
fragmentation efficiency,51 and enable real-time hydrogen/deuterium exchange 
measurements.52 However, there has been some dispute over the exact mechanism of 
supercharging.43,53,54 As solvent evaporates, the concentration of supercharging reagent in 
the shrinking droplets will increase due to their low volatility.43 The debate in the field is 
over the effect this change in droplet composition will have. One proposal is that the high 
concentration of organic supercharging reagent will cause chemical and thermal 
denaturation within the droplet.44,55-58 The unfolded protein in the droplet will then be 
ionized by a similar mechanism to that for denatured proteins, likely to be a CEM-like 
process.25 A second possibility is that the high concentration of supercharging reagent 
may shift the location of charges in the droplet from the surface to the interior, close to 
the protein, due to decreased charge transport.54 Then, following evaporation of all 
remaining solvent, i.e., a CRM-like mechanism, the highly-charged protein undergoes a 
Coulombically-driven structural rearrangement.54 Understanding the mechanism of 
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supercharging is important for designing and interpreting the results of experiments 
utilizing the technique. Common to both proposed mechanisms are unfolded final protein 
ion structures. While the charge state distribution provides some structural information, it 
is also possible to directly measure ion size.  
Ion Mobility 
 Ion mobility (IM) spectrometry is a complementary separation and analysis 
method that measures size and shape and can be coupled to mass spectrometry. IM 
separates ions based on their electrophoretic mobility in a neutral mobility gas such as 
helium or nitrogen.59 The most common type of IM, drift tube IM, works by applying an 
electric potential across a tube filled with gas, at a pressure in the torr range. At the 
pressures and voltages used ions will quickly reach their terminal velocity. Larger ions 
experience more friction with the gas due to collisions, while ions with higher charge 
experience more force due to the potential difference. The result is that ions are separated 
based on their size to charge ratio.59 An alternative IM method that is commonly used for 
protein analysis is traveling-wave IM.60 Rather than a constant potential, traveling-wave 
IM uses a sinusoidal potential that moves faster than the ions.60,61 In this method, the ions 
do not reach a stable velocity, but instead have periods of time being pulled along by the 
traveling wave before falling behind, followed by periods of low velocity or even moving 
in the reverse direction before the next peak of the wave catches up.61  
 Regardless of the approach used, IM provides an orthogonal separation method 
and is routinely used to separate ions that overlap in m/z. For example, a protein 
monomer will have the same m/z as a dimer with twice the charge, but the dimer will 
likely not be twice as big spatially, and thus IM will be able to separate the two despite 
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their m/z overlap. At the cutting edge of IM, a recent report was able to distinguish 
between isotopomers (molecules differing only in the location of isotopic substitutions).62 
In addition to separating ions, IM can also be used to measure collisional cross section 
values (CCSs), which are analogous to surface area.59 CCSs can also be predicted from 
high-resolution structures generated experimentally (via X-ray crystallography, cryogenic 
EM, or NMR) or computationally (via quantum mechanical or molecular dynamics 
calculations).63-65 Thus, experimentally measured CCSs can be compared with those 
computed for high-resolution structures.66 In some cases, this can enable assignment of a 
particular structure or structures.67-69 However, for polymer chains, including 
biopolymers such as proteins and peptides, there may be many different conformations 
with very similar CCSs, complicating structural assignment.70 Until recently, this 
problem went largely unaddressed. However, progress has been made towards 
understanding the scope of the issue and potential routes to amelioration. Several groups 
have generated many (hundreds to thousands) of conformers for peptide and protein 
systems exploring the conformational space and computed CCSs for each.70 These data 
can then be used to attempt a reconstruction of the experimental CCS distribution, rather 
than only matching peak locations.70 Similarly, CCS can be used to constrain the space of 
possible structures, often in concert with spectroscopic71,72 or dissociation73-75 data.  
Scaling Laws 
 An alternative approach to extracting structural information from CCS or other 
data for a single analyte is to look for scaling laws – expressions describing how, e.g., the 
CCS of an ion changes with its mass. A globular, folded protein can be approximated by 
a sphere, for which surface area (i.e. CCS) is proportional to r2, while mass (assuming 
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constant density) is proportional to r3. Thus, CCS should be proportional to mass2/3 for 
globular proteins. The relationship between CCS and mass for native-like proteins has 
been investigated by several groups and an exponent very close to 2/3 found, providing 
evidence for globular, structures in the gas phase.76,77 However, the structures of 
denatured or unfolded proteins, which can be extended, have received less attention to 
date.  
The relationship of the extent of charging and mass has also been extensively 
studied for native-like proteins. According to the accepted model for ionization of native-
like proteins, the CRM (described above), the charges on the protein ion originate from a 
thin shell of water (solvent) molecules surrounding the protein. Thus, the charge on the 
protein should be related to the charge on an equivalently-sized water (solvent) droplet. 
The Rayleigh limit, which describes the balance of forces between surface tension and 
Coulombic repulsion, predicts that charge should scale with the square root of mass for 
globular ions.21 Experiments have found an exponent closer to 0.57, a slight 
deviation.23,78 This deviation from the Rayleigh limit has been explained as arising from 
emission of small charge carriers from the droplets prior to complete evaporation.79 This 
effect is greater for smaller proteins, leading to an exponent greater than 0.5.  
The structures of polymers in the gas phase have also been studied using scaling 
laws, with enlightening results. A number of groups have demonstrated that polymers can 
adopt a range of structures ranging from globular (2/3 power CCS scaling) to stretched 
(linear CCS scaling) depending on the degree of polymerization and charge state.80-82 In 
between these extremes, polymers fall into a series of self-similar groups following the 
same trend, with transitions between the groups.80-82 This has been rationalized as the 
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formation of a series of globular domains in which the polymer chain curls around a 
charge carrier (often an alkali metal ion) to reduce Coulomb repulsion, eventually leading 
to collapse into a quasi-globular structure.81 The de Pauw group has used a similar 
methodology to investigate the apparent densities of observed polymer structural 
families, revealing that the ratio of apparent densities for adjacent families is roughly 
constant and devising a method of identifying structural anomalies.83 These examples 
highlight the ways in which the study of scaling behavior can provide insight into ion 
structure, as well as charging mechanisms, in the absence of atomic-resolution data. In 
addition, the polymer studies illustrate one of the ways in which structural transitions can 
prove enlightening.  
Gas-Phase Unfolding and Dissociation 
 Beyond studying static structures with IM-MS, there is great interest in perturbing 
or disrupting structures and probing the resulting changes. Understanding these changes 
can often provide a clearer picture of the overall structure and insight into dynamic 
processes. For proteins in particular, due to the link between structure and function,84 gas-
phase unfolding and dissociation have received recent attention.85,86 IM-MS has the 
potential to sensitively and selectively investigate structural changes with the ability to 
more easily resolve intermediates and coexisting populations compared to more 
conventional techniques.87 Much careful work has been performed demonstrating that 
proteins can be transferred into the gas phase via ESI with little disruption to their native 
structure.66,71,88,89 In addition, while the relationship of the gas-phase unfolded structures 
to those produced in solution-phase unfolding is as of yet unclear, it has been shown, 
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most prominently by the Ruotolo group, that gas-phase unfolding can yield useful 
structural information.85,90  
 Proteins can be unfolded in the gas phase by increasing their internal energy 
through a process termed activation (Figure 4). There are many different activation 
methods, which can be broadly divided into collision-,91 electron-,92,93 and photon-
based.94,95 The most common method is collisional activation, in which many energetic 
collisions with gas convert kinetic energy to internal energy of the ion.91,96 When 
collisional activation produces a measurable size change, it is termed collision-induced 
unfolding (CIU).85 For proteins, the number of transitions in CIU has been shown to be 
correlated with the number of domains.37,90 CIU has also been used to distinguish 
between different disulfide bond patterns,97 probe the relative stability of similar proteins 
or complexes,97-99 and investigate ligand binding sites and allostery.100,101 CIU 
experiments can be performed in minutes or less, making them amenable to high-
throughput applications.  
 
Figure 4. Typical IM-MS workflow for protein unfolding/dissociation. Ionization is 
followed by mass selection, activation, size measurement, and finally mass measurement. 
 
 Collisional activation can also be used to break noncovalent protein complexes 
into subcomplexes, a process termed collision-induced dissociation (CID). However, CID 
often disrupts the structure of the complex prior to dissociation, producing a highly 
charged, unfolded monomer and remaining (n-1)-mer.40,102 Due to this, CID is not ideal 
for probing the topology of protein complexes. An alternative method, surface activation, 
activates ions by a single high-energy collision with a rigid surface.103 Surface-induced 
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dissociation (SID) of protein complexes, in contrast to CID, breaks the complex into 
pieces that reflect the overall topology of the complex.104,105 For examples, while CID 
would produce monomer and trimer from a tetramer with a dimer-of-dimers architecture, 
SID would produce a pair of dimers.104,106 The Wysocki group has shown that SID 
preferentially breaks the weakest interface (often the smallest) within a complex.106,107 In 
addition, SID products often remain compact, allowing the structures of the 
subcomplexes to be probed.42 A number of protein complexes, including membrane 
proteins, both with and without bound ligands, have been investigated using SID.106,108-112 
Recently, ultraviolet photodissociation (UVPD), in which ions are activated by 
absorption of high-energy photons, has been shown to produce SID-like dissociation 
products in some circumstances,113 providing an additional method for studying protein 
complex architecture. 
 For all the methods discussed in this section, analyses performed to date on 
proteins have primarily been qualitative. The collision energies involved have not been 
related to the internal temperature of the ions, nor have thermodynamic quantities been 
obtained. While the information gained is valuable, developing the quantitative aspect of 
these techniques would enhance their usefulness significantly. 
Quantitative Energetics Using Mass Spectrometry 
 Several methods for obtaining quantitative energetic information using mass 
spectrometry have been developed. Some of the more common ones will be surveyed 
here. In order to determine such quantitative information, the internal energy and survival 
yield of the reactant ion, as well as the reaction time, must be known or inferred. The 
ideal quantitative method allows for direct measurement and precise control of both 
13 
temperature and reaction time. Blackbody Infrared Radiative Dissociation (BIRD)114 
possesses both of those characteristics. BIRD is implemented in an FT-ICR mass 
spectrometer, which traps ions and detects their characteristic m/z-dependent cyclotron 
frequency. The walls of the ion trap can be heated to a given temperature, and ion within 
the trap will be heated to the same temperature via absorption of blackbody photons 
emitted from the wall of the trap. The time between injection of ions into the trap and 
detection can be varied from milliseconds to many seconds, allowing precise 
determination of rate constants and therefore activation energies. BIRD has been applied 
to study the dissociation and fragmentation of numerous ions, from small molecules115,116 
and peptides117,118 up to proteins119 and protein complexes.120,121 Depending on the size of 
the molecule, additional modeling may be necessary to represent the internal energy 
distribution and extract meaningful information from the data.122 Proteins generally fall 
above the rapid energy exchange limit and thus equilibrate thermally prior to 
dissociation, simplifying the analysis.122,123 However, BIRD has a number of limitations 
which have restricted widespread use. Due to the necessity of thermally equilibrating the 
ion trap, a full set of BIRD experiments takes a long time to complete, almost 
prohibitively so. In addition, large protein complexes are difficult to study using FT-ICR 
instruments, and the lack of a way to measure protein size and shape within the ion trap 
prevents the study of protein unfolding. Large protein complexes and protein unfolding 
are areas of particular current interest, and a method for studying them quantitatively 
would be of great value.  
 The temporal disadvantages of BIRD could be circumvented by using an 
alternative method of heating the ions, such as collisional activation (CID), a capability 
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possessed by FT-ICR instruments. The Williams group has shown that ions activated in 
this way can be thought of as having an effective internal temperature and thus will 
follow thermally-activated unimolecular kinetics.124 Determining the actual internal 
temperature is more complex and typically requires detailed modeling. The vibrational 
modes of the system are computed quantum mechanically and used in Rice-Ramsperger-
Kassel-Marcus (RRKM) modeling to determine the activation energy that would give rise 
to the observed reaction rates.125 Similar analysis approaches have been used to extract 
thermodynamic information from SID, which differs from CID in the collision partner 
(rigid surface vs. gas) and number of collisions (one vs. many), but likewise yields 
activated ions with an effective internal temperature in many cases.126,127 Both CID and 
SID have been used to study the fragmentation of small molecules and peptides,126-130 but 
the need to perform RRKM modeling, which remains intractable for large proteins, has 
limited their use to smaller systems. In addition, much like BIRD, they have not been 
implemented on a platform that allows for CCS measurement.  
 Another technique, one that shares features with both CID and SID, is guided ion 
beam mass spectrometry (GIBMS),131 in which a single high-energy collision with a gas 
atom/molecule activates the ion, leading to fragmentation. This is accomplished by 
carefully controlling the pressure in the collision region; by controlling the kinetic energy 
of the ions before and after the collision the energy and reaction time can be determined. 
The survival yield of the original (precursor) ion can thus be related to the threshold 
energy for the fragmentation reaction. As with the above methods, GIBMS has been 
applied to study small molecules,132 clusters,133,134 and peptides.135 GIBMS is even more 
limited by the size of the ion, however, as the larger the ion, the less efficient is energy 
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transfer between the ion and gas. Additionally, due to the high vacuum environment 
required for GIBMS, coupling it with IM to allow for measurement of the energetics of 
structural transitions is not feasible.  
 In contrast to the gas-phase quantitation methods described above, it is also 
possible to use IM-MS as a detection method for thermal unfolding of proteins or other 
biomolecules in solution, specifically within the capillary immediately prior to ESI. This 
method was originally developed in the early days of native MS136,137 but has enjoyed a 
recent resurgence.138-143 In particular, the Clemmer group has used IM-MS to investigate 
the thermodynamics of unfolding for several proteins.139-142 In some respects, this 
approach provides the best of both worlds. Unfolding occurs in solution, not the gas 
phase, and IM-MS is able to separate and identify multiple coexisting populations, 
potentially providing richer information than many conventional detection methods. 
However, the full effects of the ESI process on protein structure, as well as the exact 
relationship between structure and charge, are not understood, introducing a possible 
confounding factor. Partially unfolded or disordered proteins (IDPs) are more likely to 
exhibit anomalous behavior in ESI than are folded proteins, compounding that 
confounding effect. In addition, while these experiments are much faster than BIRD, they 
do not rise to the level of a high-throughput technique, unlike the gas-phase CIU 
described earlier. Thus, rapid quantitation of protein unfolding and dissociation remains 
an unaddressed need.   
 In this dissertation I describe my efforts to address several outstanding, 
fundamental questions in the field of ion mobility-mass spectrometry. The lack of 
quantitative analysis tools for gas-phase protein structure and structural transitions has 
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limited both the quality and quantity of information that can be learned about larger, 
biologically-relevant biological systems using ion mobility-mass spectrometry. Similarly, 
lack of understanding of the fundamental mechanistic details of commonly used mass 
spectrometry techniques has also limited their applicability, and in particular has 
restricted their ability to elucidate subtle details of many important processes. In this 
dissertation I will describe my work in developing a fundamental and quantitative 
understanding of gas-phase protein structure, as well several mechanisms by which it can 
be manipulated. In Chapter II I use charge- and size-scaling behavior to understand the 
structures of extended protein ions and reveal mechanistic details of supercharging 
electrospray ionization. Material in this chapter was published in Analytical Chemistry 
and co-authored by James S. Prell, Simon A. Ewing, Muhammad A. Zenaidee, and 
William A. Donald. In Chapter III I turn my attention to compact, native-like protein ions 
and uncover details of the relationship between and energetics of collisional and surface 
activation, two commonly-used methods for perturbing gas-phase protein structure. 
Material in this chapter was published in Chemical Science and co-authored by James S. 
Prell and Austin M. Mroz. I extend this line of inquiry in Chapter IV by introducing a 
quantitative method for rapidly determining activation energies for gas-phase protein 
unfolding and dissociation and utilizing the method to identify common features of gas-
phase protein unfolding transitions. Material in this chapter was published in the Journal 
of the American Society for Mass Spectrometry and co-authored by James S. Prell and 
Samantha O. Shepherd. Lastly, in Chapter V I apply the method introduced in Chapter IV 
to demonstrate non-specific lipid head group binding to soluble proteins that can be 
predicted by gas-phase basicities and discuss the implications for studying membrane 
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protein-lipid interactions with native mass spectrometry. A manuscript based on this 
work is in preparation and will include material co-authored by James S. Prell, Jesse W. 
Wilson, and Samantha O. Shepherd. 
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CHAPTER II  
 
EXTENDED PROTEIN IONS ARE FORMED BY THE CHAIN EJECTION MODEL 
IN CHEMICAL SUPERCHARGING ELECTROSPRAY IONIZATION 
 
Reprinted with permission from Donor, M. T.; Ewing, S. A.; Zenaidee, M. A.; Donald, 
W. A.; Prell, J. S. Extended Protein Ions are Formed by the Chain Ejection Model in 
Chemical Supercharging Electrospray Ionization. Anal. Chem. 2017, 89, 5107-5114. 
Copyright 2017 American Chemical Society. 
 
Introduction 
Electrospray ionization (ESI) can be used to ionize folded proteins from buffered 
aqueous solutions at or near physiological pH values while retaining non-covalent 
interactions and high-order structure.144,145 Mass spectrometry (MS) can often be used to 
determine properties such as complex stoichiometry,146-148 the number and chemical 
identity of bound ligands,149-152 and, when coupled with ion mobility spectrometry (IM-
MS), the overall size and/or shape of the protein ions or complexes determined from 
collisional cross section (CCS) measurements.67,153,154 In contrast to other common 
ionization methods, such as MALDI, ESI of proteins produces a set of multiply-charged 
ions with a distribution of intensities (charge state envelope). Furthermore, folded protein 
ions formed by conventional ESI typically populate relatively low charge states while 
denatured proteins exhibit higher charge states. The ability to manipulate protein charge 
states can also be useful. For example, higher charge states can improve mass accuracy in 
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high-resolution MS and lead to greater fragmentation efficiency in electron capture or 
transfer dissociation or collision-induced dissociation (CID),29-31 and compact protein 
ions with lower charge states can be more resistant to gas-phase unfolding due to 
activation, including in surface-induced dissociation (SID) experiments used to infer 
oligomer structure.38,40,41,155 Solution additives to either raise or lower charge states have 
been found: “supercharging” reagents often increase observed charge states43-46 while 
charge reduction reagents tend to decrease charge states and are routinely used to limit 
unfolding of protein complexes prior to dissociation, as in SID experiments.38,40,156-158 
Supercharging can alternatively be accomplished by raising the nanoESI spray potential 
(electrothermal supercharging).159  
Multiple mechanisms have been proposed to explain charging in ESI under native 
and denaturing conditions. In the ion evaporation model (IEM),15 charged species are 
emitted from nanometer-sized droplets. By contrast, in the charged residue model 
(CRM),19 the solvent droplet fully evaporates and the residual charges are transferred to 
the analyte(s) inside the droplet, with the number of charges roughly corresponding to the 
Rayleigh-limit charge (the charge at which the Coulomb repulsion balances with the 
solvent surface tension) of an equivalently-sized solvent droplet. In the chain ejection 
model (CEM),25,26 a disordered (bio)polymer chain is partially ejected from the droplet, 
leading to proton migration to the exposed portion of the ion, followed by further 
extrusion and ultimate ejection of the extended chain. The CEM was proposed to explain 
the high charge states observed in mass spectra of proteins electrosprayed from 
denaturing solutions. Much current evidence suggests that folded proteins formed by ESI 
from buffered aqueous solution ionize by the CRM, small ions by the IEM, and unfolded, 
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disordered proteins by the CEM.14,21,160 The CRM predicts that charge state is roughly 
proportional to ion surface area for quasi-spherical ions and thus the charge state should 
scale as approximately the square root of mass. Similarly, the CCS of a quasi-spherical 
ion of fixed density should scale approximately as the two-thirds power of its mass. 
Experimental CCS data for a variety of native-like protein ions follows the two-thirds 
power law,76,77,161 while the experimental scaling power for average charge state is 
slightly greater than one half (0.54-0.57).21,23,33,78,162-164 These results provide additional 
support for the CRM and demonstrate the efficacy of inferring structural and mechanistic 
details based on scaling laws. For highly-charged, unfolded protein ions that likely adopt 
coil-like and/or extended conformations in the gas-phase, scaling laws for CCS and 
charge are difficult to predict a priori, although empirical scaling laws for similarly-sized 
intrinsically disordered protein ions have been found experimentally.33,78 Simultaneous 
determination of experimental charge state and CCS scaling laws with comparison to 
theoretical models will improve understanding of the structures of unfolded protein ions 
and may enable more precise determination of ion structure than either charge state or 
CCS alone.  
Manipulating charge states via conventional, i.e., chemical, supercharging is 
typically accomplished by adding small amounts (1-5%) of polar, high-boiling point 
compounds such as m-nitrobenzyl alcohol (m-NBA) or sulfolane to ESI samples. 
(Hereafter I use the term “supercharging” to refer to chemical, as opposed to 
electrothermal, supercharging.) Recently, 1,2-butylene carbonate (BC) and other alkyl 
carbonates have been shown in some cases to be more effective supercharging reagents 
than m-NBA or sulfolane.48,50,165 The magnitude of the observed charge state increase can 
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vary from a few percent45,56 to a two-fold increase,50,165 depending on solution conditions 
and the chemical identity of the supercharging reagent. In addition to increasing charge 
states, supercharging has been used to reduce salt adduction to proteins,49 and as a way to 
bypass a solution-phase acidic quench step in top-down hydrogen/deuterium exchange 
experiments.52 
Many details of the mechanism of supercharging remain poorly understood, 
although multiple mechanisms for supercharging have been proposed.44,53-57 The 
quantities of supercharging reagents used will have only minor effects on protein 
structure in bulk solution. It has been hypothesized that chemical and/or thermal 
denaturation in the droplet during the late stages of ESI is responsible for 
supercharging.44,55-57 Recently, Konermann has proposed a mechanism whereby 
enrichment of the droplets in the supercharging reagent leads to charges becoming 
trapped on the surface of the folded protein, which after solvent evaporation unfolds due 
to Coulomb repulsion of the charge sites.54 This mechanism is supported by molecular 
dynamics simulations using force fields optimized for bulk solution and in which sodium 
ions are the charge source. Understanding the mechanism of supercharging, including 
estimating the timescale of protein unfolding and the chemical environment in which it 
occurs, is of both fundamental and practical importance. 
In order to elucidate the mechanism of supercharging, I show that the effects of 
supercharging do not depend strongly on protein size or amino acid composition for a 
variety of monomeric protein ions with masses up to 94 kDa, that largely folded 
structures are retained in bulk supercharging solution, and that similar starting structures 
can lead to dramatically different ion charge states and CCSs for protein ions with native 
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and reduced internal disulfide bonds. I derive a simple analytical model that predicts the 
extent of charging for highly-extended protein ions and accurately reproduces the 
experimental observations. CD data confirm that supercharging reagents minimally 
perturb protein structure in bulk solution, while internal disulfide reduction leads to an 
increase in the extent of protein charging, suggesting that supercharging causes these 
proteins to unfold within the ESI droplet prior to ejection and proceeds via a CEM-like 
ionization mechanism rather than a CRM-like mechanism.  
Methods 
Sample preparation. Head-to-tail-linear Ubq2-11 were purchased from Enzo Life 
Sciences, the 31-kDa N-terminal domain of anthrax lethal factor protein (LFN) and 
anthrax protective antigen (PA63) were graciously provided by Dr. Bryan Krantz 
(University of Maryland), and bovine serum albumin (BSA), lysozyme, cytochrome C, 
ubiquitin, myoglobin (Mg), avidin, concanavalin A, carbonic anhydrase (CA), alcohol 
dehydrogenase (ADH), and β-lactoglobulin were purchased from Sigma-Aldrich. 
Lyophilized proteins were reconstituted in ultrapure (18 MΩ) water. In experiments with 
reduced BSA, β-lactoglobulin, and lysozyme, the protein was incubated with 50 mM 
dithiothreitol for 2 hr at 37 °C (BSA), 18 hr at 37 °C (β-lactoglobulin), or 18 hr at 
ambient temperature (lysozyme) to reduce the internal disulfide bonds. CD or mass 
spectral analysis of reduced bovine serum albumin, β-lactoglobulin, or lysozyme was 
performed immediately following reduction to limit re-formation of disulfide bonds. For 
native IM-MS experiments, protein samples were buffer-exchanged using Micro Bio-
Spin 6 columns (Bio-Rad) into either 200 mM ammonium acetate/10 mM ammonium 
bicarbonate at pH 7.0 (LFN and PA63) or 200 mM ammonium acetate at pH 7.2 (all other 
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proteins) with a protein concentration of 1-10 µM. For denaturing experiments, protein 
samples were buffer-exchanged using Micro Bio-Spin 6 columns into 49/49/2 v/v/v 
water/methanol/acetic acid at a protein concentration of 1-10 µM. For supercharging 
experiments, protein samples were buffer-exchanged using Micro Bio-Spin 6 columns 
into 94.5/5/0.5 v/v/v water/1,2-butylene carbonate (BC)/acetic acid at a protein 
concentration of 1-10 µM. Samples for circular dichroism spectroscopy were prepared 
using either pure water, 49/49/2 v/v/v water/methanol/acetic acid (denaturing conditions), 
or 94.5/5/0.5 v/v/v water/BC/acetic acid (supercharging conditions) at a protein 
concentration of approximately 5 µM. 
Mass spectrometry. Ion mobility-mass spectra were acquired at the University of 
Oregon using a Synapt G2-Si ion mobility-mass spectrometer (Waters Corp.) equipped 
with a nanoelectrospray (nanoESI) source. NanoESI emitters with a tip i.d. of less than 1 
µm were pulled from borosilicate capillaries with an i.d. of 0.78 mm using a Flaming-
Brown P-97 micropipette puller (Sutter Instruments). For mass spectrometry analysis, 3-5 
µL of sample was loaded into an emitter, and electrospray was initiated by applying a 
potential (relative to instrument ground) of +0.8-1.2 kV to a platinum wire in electrical 
contact with the solution. For native IM-MS experiments the ion source temperature was 
equilibrated to ambient temperature, and for denatured and supercharging experiments 
the source temperature was 150 °C. Mass spectra for the BSA and β-lactoglobulin 
reduction experiments were collected in “Resolution” mode, and all other mass spectra 
were collected in “Sensitivity” mode. The Trap and Transfer collision voltages were 5-15 
V and 5 V, respectively, and argon trap gas was used at a flow rate of 5-10 mL/min. The 
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maximum charge state for which the signal-to-noise ratio was greater than 2:1 was 
determined to be the highest-observed charge state. 
 Travelling-wave ion mobility data were calibrated using an established 
procedure.77,161 Cytochrome C, β-lactoglobulin, avidin, BSA, and concanavalin A were 
used as calibrants for native IM-MS analyses, and denatured (48/48/2 v/v/v 
water/methanol/formic acid) ubiquitin, cytochrome C, and myoglobin were used as 
calibrants for supercharged and denatured IM-MS analyses. Nitrogen was used as the 
buffer gas for ion mobility spectrometry at a flow rate of 50 mL/min. The traveling wave 
velocity was set to 450-600 m/s and the wave height to 10-20 V.  
Gas-phase basicity measurements. Ion-molecule reaction experiments were 
conducted at UNSW, Sydney, on a linear quadrupole ion trap mass spectrometer (LTQ-
MS; ThermoFisher Scientific), modified with an ion funnel (Heartland Mobility) that is 
equipped with an external nanoelectrospray ionization (ESI) source. NanoESI emitter tips 
were prepared by pulling borosilicate capillaries (1.2 mm OD, 0.69 mm ID, Harvard 
Apparatus Limited)  to  an  inner  diameter of  ~2 μm  using a  micropipette  puller  
(Narishige  PN-3, Narishige Scientific Instrument Labs) and sputter coated with a thin 
layer of Au and Pd for 20 s using a Scancoat Six (Edwards; Au/Pd alloy target). ESI 
emitters were positioned ~1-2 mm on axis from the heated capillary entrance to the MS. 
To establish ESI, a voltage of 1.0 to 1.9 kV was applied between the nanoESI emitter and 
heated capillary entrance. ESI solutions contained 10 µM of protein (either Ubq1 or 
Ubq3), 1/5/42/42 v/v/v/v acetic acid/BC/water/methanol. Protein charge states were 
isolated using an isolation window of ~ ± 5 m/z that was centered on the ion of interest. 
Ion-molecule reaction times between size-selected protonated protein ions and neutral 
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molecules (propane, water, methanol, hexamine, 3-fluropyridine, pyridine, tri-n-
propylamine) were varied between 0 and 30 s. Neutral molecules were introduced into 
the ion trap of the mass spectrometer through the standard He line that is modified with a 
custom gas mixer which introduces the neutral molecule into the gas line as a vapor.166,167 
The effective temperature of ions trapped by this type of mass spectrometer have been 
measured to be near ambient temperature.168  
The bracketing method was used to determine the apparent gas-phase basicity 
(GBapp, which is the sum of −∆𝐺 for the addition of a single proton to the ion at 298 K 
and the repulsive Coulomb barrier) of protein ions by observing proton transfer reactions 
between protein ions that have an unknown GBapp value with bases that have known gas-
phase basicity values.169,170 If proton transfer reactions are observed between the [protein, 
(z+1)H](z+1)+ and the base, this indicates that the GBapp of [protein, zH]z+ is lower than the 
base. If the proton transfer reaction is not observed, the GBapp value of the corresponding 
protein ion is higher than the GB value of the neutral molecule. By use of a series of 
bases corresponding to a “ladder” of different GB values, GBapp values for an unknown 
ion can be assigned to within 10 kJ/mol.   
The rates of proton transfer reactions between protonated protein ions and neutral 
molecules were calculated by fitting pseudo-first order rates of reaction to the precursor 
ion decay given by: 
−𝑘𝑡 = ln (
𝐼0
∑ 𝐼𝑖
)                  (1) 
where k is the rate constant of the reaction, t is time in seconds, I0 is the peak area of the 
isolated charge state, ∑Ii is the sum of the peak areas of all the product ions. Proton-
transfer rate constants were obtained from the linear regression best fits to plots of 
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ln(I0/∑Ii) vs. reaction time for a minimum of eight different reaction times. For all kinetic 
plots used to obtain the rate constants given in Table A3, the R2 values and y-axis 
intercepts were greater than 0.97 and near zero, respectively.  Reaction rates less than 
1.0x1011 cm3 /mol•s were considered to be unreactive for the purposes of obtaining GBapp 
values.169,170 
Circular dichroism spectroscopy. Circular dichroism (CD) spectra were 
acquired using a Jasco J-815 CD spectrometer. The spectral window for the experiments 
with Ubq1 and Ubq4 was 175-300 nm, and it was 200-260 nm for the experiments with 
BSA and β-lactoglobulin. CD spectra for all samples were corrected with a solvent blank. 
Charge state and collisional cross section modeling. Linear straight-chain (φ = 
180°, ψ = 180°) and α-helical (φ = –60°, ψ = –40°) model structures of Ubq1-11 were 
constructed in Avogadro.171 Optimal charge site configurations for the highest-observed 
charge states of supercharged Ubq1-11 were computed assuming either linear straight-
chain or α-helical structure using Collidoscope64 with proton affinities (−∆𝐻 for the 
addition of a single proton to the residue at 298 K) or gas basicities of basic residues from 
literature values172,173 and relative dielectric permittivity of 2.0. Corresponding collisional 
cross sections for linear straight-chain and α-helical (Ubq1)
14+, (Ubq2)
26+, and (Ubq3)
37+ 
were computed by the Trajectory Method with N2 as the buffer gas using Collidoscope.
64  
Results and Discussion 
Protein structure in native, denaturing, and supercharging solution. Circular 
dichroism spectra of ubiquitin (Ubq1) and tetra-ubiquitin (Ubq4) in water, supercharging 
solution (94.5/5/0.5 water/BC/acetic acid), and denaturing solution (49/49/2 
water/methanol/acetic acid) are shown in Figure 5. The CD spectrum of Ubq1 in water is 
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very similar to previously reported data for folded Ubq1,
174 with a peak at 207 nm and a 
shoulder around 220 nm. Ubq4 under the same solution conditions has a similar CD 
spectrum to Ubq1, with an ellipticity approximately 2.6 times that of Ubq1, indicating that 
the secondary and tertiary structures of each Ubq monomer in Ubq4 are similar to that of 
Ubq1. The CD spectra of both proteins in supercharging solution are very similar to those 
in water, although for both proteins there is a 5-10% decrease in signal at 207 nm and a 
15-20% increase at 220 nm indicating a small decrease in ordered secondary structure 
content. In contrast, the CD spectra in denaturing solution exhibit a marked increase in 
signal intensity at 207 and 220 nm compared to the spectra in water, consistent with a 
transition to the highly α-helical A state of Ubq1 as previously reported for Ubq1 in 
alcohol solutions.174 The CD data indicate that Ubq1 and Ubq4 in supercharging solution 
have very similar secondary structure content to native, folded Ubq1 and Ubq4, and 
dramatically different secondary structure is observed for these proteins in denaturing 
solution. 
 
Figure 5. Circular dichroism spectra of (a) Ubq1 and (b) Ubq4 in water (dashed red line), 
supercharging conditions (dotted blue line), and denaturing conditions (solid black line). 
 
Mass-dependent scaling behavior of charge state distributions. In principle, 
proteins of different sizes can have different amino acid composition, potentially 
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confounding accurate determination of charge-state or other scaling as a function of 
mass. To eliminate this potential confounding factor, mass spectra were acquired for 
head-to-tail-linked poly-ubiquitins (Ubq1-11) under native and supercharging conditions. 
The average (zavg) and most abundant charge states for Ubq1-11 in native conditions and 
highest observed and most abundant charge states in supercharging conditions are shown 
in Table A1. For native Ubq1-11 considered here, zavg is found to scale as (mass)
0.55 ± 0.01, 
in good agreement with previously reported values (0.54-0.57)21,23,33,78,162-164 and slightly 
above that predicted for perfectly spherical, uniformly dense proteins based on the CRM 
(0.5) (Figure 6a). The highest observed charge states for the supercharged Ubq1-11 scale 
according to a (z–1)×ln(z–1) relationship (Figure 6b), and clearly do not follow a simple 
linear scaling law (Figure 6c). This scaling law (mass ∝ (z–1)×ln(z–1)) was derived 
analytically (see Appendix A) by treating the protein as a line segment with uniformly 
spaced point charges and assuming that the difference in the apparent gas-phase 
basicity175 between the zmax and zmax+1 charge states is independent of protein size and is 
equal to the gas-phase basicity of water. This is supported by experimental gas-phase 
basicity measurements of supercharged Ubq1 and Ubq3, which are found to be 695.4 and 
636.8 kJ/mol, respectively (Table A3). These results indicate that Ubq1-11 ionized under 
native-like conditions have charge states consistent with the CRM for folded structures, 
and that supercharged Ubq1-11 adopt quasi-linear conformations during the electrospray 
process, consistent with the CEM and previous studies of Ubq1.
165 Charge states for 
native-like or supercharged ions of all other proteins studied (myoglobin, carbonic 
anhydrase, alcohol dehydrogenase monomer, LFN, and PA63) agree well with these 
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scaling laws despite their different amino 
acid compositions (Table A2), suggesting 
that amino acid composition is not the 
most important factor in the observed 
charge states for these ions.  
Mass-dependent scaling of 
collisional cross sections. IM-MS data 
were acquired for Ubq1-11 under native, 
denatured, and supercharging conditions. 
For native Ubq1-11, the CCS of the most 
abundant charge state scales as (mass)0.62 ± 
0.01 and that for the immediately lower 
charge state scales as (mass)0.63 ± 0.01, in 
good agreement with the expected two-
thirds power scaling for folded, globular 
structures (Figure 7a). IM-MS data for 
myoglobin (17 kDa), LFN (31 kDa), 
carbonic anhydrase (29 kDa), and PA63 
(63 kDa) in native conditions follow a 
similar trend, with CCS values close to 
Ubq1-11 of similar mass. By contrast, for 
supercharged Ubq1-11, the mass scaling 
powers for the CCSs of the highest and 
Figure 6. (a) Plot of ln(zavg) vs. 
ln(mass) for native Ubq1-11 with linear 
trend line. (b) Plot of analytically-
derived scaling relation for highest 
observed charge states of supercharged 
Ubq1-11 vs. mass, with linear trend line. 
The blue band is a range of calculated 
charge states for straight-chain Ubq1-11 
using either gas-phase basicity (upper 
limit) or proton affinity (lower limit). 
The purple band is the same range for 
α-helical Ubq1-11. (c) Plot of ln(zmax) vs. 
ln(mass) for supercharged Ubq1-11 with 
trend line showing hypothetical linear 
scaling that deviates significantly from 
observed data. 
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most abundant charge states are 0.98 ± 
0.01 and 1.02 ± 0.02, respectively (Figure 
7c). Data for myoglobin, LFN, alcohol 
dehydrogenase, and PA63 follow the same 
trend, with CCS values close to those of 
Ubq1-11 of similar mass. Thus CCS scales 
linearly with mass for these supercharged, 
highly-unfolded protein ions independent 
of the identity of the protein. For 
denatured Ubq1-11 ions, the CCS also 
scales linearly with mass (Figure 7b), with 
an experimental scaling power of 1.01 ± 
0.01. Supercharging of these proteins 
creates ions with densities similar to those 
formed by nanoESI of solution-
denatured proteins. The linear 
scaling of CCS with mass for both 
types of ions indicates that they have 
quasi-one-dimensional structures.  
“Quasi-linear” structures. 
CCSs were computed for straight 
chain and α-helical Ubq1-3 (Figure 
A1). Both structures exhibit linear 
Figure 7.  Plots of ln(CCS) vs. ln(mass) for (a) 
native, (b) denatured, and (c) supercharged 
Ubq1-11 and other proteins (see text ) with linear 
trend lines (solid). In (a) the most abundant 
charge state of Ubq1-11 (resp., other proteins) is 
plotted as filled circles (resp., squares) and other 
charge states as open circles (resp., squares). 
Note that Ubq1 falls below the size range used 
for IM calibration and thus was omitted from the 
fit. In (b) and (c) the highest observed charge 
state for Ubq1-11 (resp., other proteins) is plotted 
as filled circles (resp., squares), the most 
abundant charge state as open circles (resp., 
squares), and the other charge states are 
represented by lines spanning the highest and 
lowest charge states. Hypothetical 2/3 scaling 
power trend lines are shown as dashed lines. 
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CCS scaling, but CCS increases much more quickly with mass for straight chain Ubq1-3 
(i.e. the slope of CCS vs. mass is greater) (Figure A1). Experimental CCSs for Ubq1-3 are 
significantly greater than those calculated for α-helical structures and close to the straight 
chain values. This agrees with prior investigations of the structures of high charge states 
of ubiquitin and α-synuclein, which found that these ions are in highly unfolded 
conformations but are not completely linear chains – their CCS values approach but do 
not reach those calculated for a theoretical linear chain conformation.35,88,165 Charge site 
calculations for Ubq1-11 demonstrate that the experimentally-observed charge states fall 
much closer to those calculated for the straight-chain structures than for the α-helical 
structures (Figure 6b). These data support experimental structures that are significantly 
more unfolded than α-helical structures but are not completely straight chains. 
Interestingly, Ubq11 modeled as a straight chain (respectively, α-helix) is predicted to 
have a length of 300 nm (resp., 126 nm), based on simple model structures using constant 
dihedral angles. These values are considerably larger than the initial diameter of ESI 
droplets in our experiments, which I estimate to be at most 100 nm, based on the inner 
diameter of the ESI emitters used. Although the actual structures adopted in these 
experiments are not perfectly straight, even significantly more folded/compact structures 
than these should have diameters close to or larger than the initial ESI droplet, consistent 
with very dramatic unfolding of the initial folded structures during the supercharging ESI 
process. 
Effects of internal disulfide bonds. To elucidate when unfolding occurs during 
supercharging, i.e., “early” via a CEM-like mechanism44,55-57 or “late” via a CRM-like 
mechanism,54 a comparison of the extent of supercharging was performed for native and 
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reduced BSA, β-lactoglobulin, and lysozyme, which contain 17, 2, and 4 disulfide bonds 
in their native forms. If protein unfolding occurs in the gas phase after charging by the 
CRM-like mechanism described by Konermann,54 then the presence of internal disulfide 
bonds, which do not significantly affect folding in solution (see below), should have little 
effect on the observed charge states. However, if unfolding occurs in the droplet prior to 
or simultaneously with charging, as in the CEM, internal disulfides would be expected to 
decrease the amount of charging because they limit how extended the structure of the 
protein can become. 
Reduced BSA, β-lactoglobulin, and lysozyme were buffer exchanged into 
ammonium acetate and the reduced and un-reduced proteins were compared. CD 
spectroscopy of BSA and β-lactoglobulin shows that minor changes in secondary 
structure content occur following reduction. Un-reduced BSA exhibits two peaks, one at 
222 nm and another at 210 nm, characteristic of a structure rich in α-helical content and 
consistent with its crystal structure (Figure A2d). A similar CD spectrum is observed for 
reduced BSA, albeit with a decrease in signal, indicating a small decrease in the amount 
of α-helix present and an increase in the amount of conformational flexibility, as 
expected for a compact structure with reduced disulfide bonds. The CD spectrum of un-
reduced β-lactoglobulin has a prominent peak at 218 nm and a shoulder at 208 nm, 
corresponding to a primarily β-sheet structure with a small amount of α-helical content 
(Figure A3d). The CD spectrum of reduced β-lactoglobulin exhibits a 3% decrease in 
signal at 218 nm and a 9% increase at 208 nm, indicative of an increase in α-helical 
content and a slight shift towards a more disordered state, consistent with a largely folded 
protein with broken disulfide bonds.176 However, the small magnitude of the changes 
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indicates that reduced β-lactoglobulin remains in a similar conformation to the un-
reduced form.  
For all three proteins, comparison of IM-MS data for the reduced and un-reduced 
protein shows that following exchange into native ESI buffer the reduced protein retains 
a compact conformation, as evidenced by the low and narrow charge state distributions. 
For BSA and lysozyme the charge state distributions are virtually identical for the 
reduced and unreduced forms (Figure A2, A4), while for β-lactoglobulin a smaller 
population of dimers and a small amount of higher charge states are observed in the mass 
spectrum of the reduced protein (Figure A3). Comparison of arrival time distributions 
shows that the un-reduced and reduced proteins have similar CCSs, with a 0-2% increase 
in drift time for the reduced species (Table A4), within the ~3% uncertainty of the 
measurement.77 This slight expansion is attributed to increased conformational flexibility 
upon reduction of the disulfide bonds. The CD and IM-MS results indicate that reduced 
BSA, β-lactoglobulin, and lysozyme can still adopt a compact, native-like conformations, 
albeit with minor changes in secondary structure. Additionally, CD of BSA in 
supercharging conditions shows that the un-reduced and reduced samples have similar 
secondary structure content (Figure 8). However, compared to the CD spectra in native 
conditions, the peak at 210 nm is much more prominent. This is likely due to a 
conformational transition to the F state of BSA, in which domain II converts to a molten-
globule state and the overall structure remains compact.177-179 
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Supercharging of reduced BSA, β-
lactoglobulin, and lysozyme resulted in a 
marked increase in observed charge state 
as compared to the un-reduced proteins. 
For BSA the highest observed charge state 
increased from 78+ to 87+ and the most 
abundant charge state increased from 60+ 
to 70+ (Figure 9). For β-lactoglobulin the highest observed charge state increased from 
21+ to 23+, and the most abundant charge state of the reduced protein is 19+, while for 
the un-reduced sample the charge state distribution is bimodal with local maxima at 15+ 
and 11+ (Figure A5). For lysozyme the highest observed charge state increased from 17+ 
to 19+ and the most abundant charge state 
increased from 11+ to 14+ (Figure A5). 
Reduction of the internal disulfides thus 
leads to an increase in the charge state 
when supercharging, while both reduced 
and un-reduced samples exhibit native-
like, compact structures of very similar 
size when electrosprayed from buffered 
aqueous solution. Additionally, all of the 
reduced proteins access more unfolded 
conformations with larger CCS than the 
un-reduced proteins across a range of 
Figure 8. Circular dichroism spectra of 
un-reduced (solid black line) and reduced 
(dashed blue line) BSA in supercharging 
solution. 
Figure 9. (a) Mass spectrum of 
supercharged, un-reduced BSA. (b) Mass 
spectrum of supercharged, reduced BSA.  
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charge states (Figure A6). These data suggest that the ion charge states observed upon 
supercharging depend on the flexibility of the protein chain in solution and number of 
intact disulfide linkages, and not simply on the initial folded structure in solution. This 
strongly supports a supercharging mechanism for these ions whereby unfolding and 
ejection of these protein chains occurs during the electrospray process and before all 
solvent and supercharging reagent have evaporated, i.e. a CEM-like model.  
Conclusions 
 IM-MS was used to systematically investigate the charge and CCS scaling 
behavior of supercharged proteins across a wide range of sizes and to investigate the 
mechanism of chemical supercharging in ESI. CD spectroscopy results confirm that Ubq1 
and Ubq4 in supercharging solution have secondary structure content very similar to that 
of natively folded proteins and dissimilar to that of denatured Ubq1 and Ubq4. In contrast, 
IM-MS data for solution-denatured and supercharged proteins show that both charge state 
and CCS scale in a manner consistent with quasi-one-dimensional gas phase structures. I 
derive an analytical model that accurately predicts the experimental charge state 
behavior, and GBapp results verify the assumptions in the model. GBapp measurements 
also indicate that supercharged Ubq1 and Ubq3 are approximately as basic as water, so 
there is likely a quasi-equilibrium with water vapor that controls the extent of charging 
for highly-unfolded protein ions. However, the GBapp of native-like Ubq1 and Ubq3 ions 
were found to be approximately the same as pyridine. These results agree with a recent 
report by Susa et. al.180 and suggest that charging of proteins via the CRM is limited by 
droplet size near the end of the evaporation process, whereas supercharging of proteins 
via the CEM occurs in the water-rich atmosphere of the electrospray plume and/or 
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evaporating droplet at an earlier stage of evaporation. Reduction experiments show that 
the proteins with reduced disulfide bonds have structures similar to those with native 
disulfide bonds as demonstrated by native IM-MS and CD. However, the extent of 
charging increases for the reduced proteins in supercharging conditions, demonstrating 
that the amount of charging depends on the presence of internal disulfide bonds and not 
only on the overall folded structure. Those results are consistent with supercharging 
causing unfolding prior to evaporation of all solvent and suggests that supercharging 
proceeds by a CEM-like ionization mechanism rather than a CRM-like mechanism. I 
expect that systematic, simultaneous investigation of expected charge states and CCSs for 
model structures, such as that described here, can lead to more accurate structure 
assignment with IM-MS and refinement of computational methods used to probe 
ionization dynamics.  
 In this chapter I studied the ESI process and some of the ways in which the final 
gas-phase structures of proteins can be manipulated during ESI. However, as shown here, 
supercharging ESI tends to produce highly unfolded protein ions. It can also be 
advantageous to exert finer control over the degree of unfolding, which can be 
accomplished by performing the structural perturbation in the gas phase. In Chapter III I 
turn my focus to gas-phase structural changes of proteins and the methods used to 
produce them, and I begin to develop a quantitative understanding of collisional and 
surface activation of protein ions. 
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CHAPTER III 
 
EXPERIMENTAL AND THEORETICAL INVESTIGATION OF OVERALL ENERGY 
DEPOSITION IN SURFACE-INDUCED UNFOLDING OF PROTEIN IONS 
 
Reprinted with permission from Donor, M. T.; Mroz, A. M.; Prell, J. S. Experimental and 
Theoretical Investigation of Overall Energy Deposition in Surface-Induced Unfolding of 
Protein Ions. Chem. Sci. 2019, 10, 4097-4106 – Published by The Royal Society of 
Chemistry.  
 
Introduction 
 The ability of electrospray ionization (ESI) to preserve native-like non-covalent 
interactions into the gas phase has led to the study of a range of important biological 
systems using native mass spectrometry. Native ion mobility-mass spectrometry (IM-
MS), which can be used to characterize the overall shape and size of an ion by 
determining its collisional cross section (CCS) in a buffer gas, is a powerful tool for the 
investigation of high-order structure.181 Various gas-phase dissociation methods can be 
used to disrupt covalent and/or non-covalent interactions in order to probe structural 
characteristics such as sequence,182-184 location of ligand binding or post-translational 
modifications,100,183,184 connectivity of subunits in a complex,109-111 and differences in 
stability between closely-related structures.85,86 These dissociation methods vary as to 
how the ion is activated, i.e., via charge transfer/recombination,92,93,185,186 collisions with 
neutral species,91 or absorption of photons.94,95,187  
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 Collision induced dissociation (CID), in which ions are slowly heated by many 
low energy collisions with a neutral gas (e.g. Ar), is the most commonly-used method for 
interrogating protein complex composition using mass spectrometry. The products of 
CID for a non-covalently bound assembly such as a protein oligomer with n subunits are 
typically an ejected monomer and remaining (n-1)-mer.86,188 For protein assembly ions, 
the charge of the complex is typically partitioned asymmetrically between the products – 
the monomer is often unfolded and carries a share of the charge that is larger than its 
share of the mass of the complex.86,102,189 This provides useful information about the 
identity of the subunits in a complex but imparts only limited information about the 
quaternary structure of the complex.   
 By contrast, surface induced dissociation (SID) is an alternative dissociation 
method that can yield more information about the high-order structure of protein 
complexes than is typically obtained in CID.40,190 In SID, dissociation is caused by a 
single high-energy collision event with a rigid surface, usually a gold electrode coated 
with a self-assembled monolayer of perfluorinated alkanethiol (FSAM). Unlike CID, SID 
often fragments native-like protein complexes such that the products remain compact on 
the millisecond timescale of the experiment and the charge is partitioned 
symmetrically.42,105,190 Seminal results from the Wysocki group for a variety of protein 
homo- and heterooligomers indicate that the SID products in many cases reflect the 
quaternary structure of the complex observed in condensed-phase data (e.g. a hexamer 
with an x-ray crystal structure indicative of a dimer of trimers will dissociate into two 
trimers upon SID), and thus that SID can probe the high-order structure of protein 
complexes.106,108-111 For protein complexes correlation between the surface area of the 
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interfaces broken and the SID collision energy required to break them has been 
reported,106 but the challenge of translating the nominal laboratory frame energies to 
internal energies has limited quantitative determination of protein-protein interfacial 
areas directly from SID data. SID has been implemented on a number of different mass 
spectrometry platforms, including FT-ICR191,192 and Q-TOF193 instruments. In 
partnership with Waters Corp., the Wysocki group has developed a kit that enables 
routine application of SID on Waters Synapt Q-IM-TOF instruments, making this 
platform a testbed for SID of native protein complexes. 
 The energetics of SID have been previously characterized, both 
experimentally130,194,195 and computationally,196,197 for small monomeric molecules and 
peptides. In general, the kinetics of product formation from these precursor ions after 
relatively low-energy surface collision can be well-described using unimolecular RRKM 
theory, indicating that the dissociation process occurs away from the surface following 
picosecond-timescale196,198 thermalization of the energy deposited by the collision. 
Multiple studies have shown that approximately 20% of the ion’s laboratory frame 
kinetic energy is converted to internal energy of the ion for collisions with the typical 
FSAM surfaces.194-197 This fraction varies little with the angle of incidence, which instead 
modulates the proportion of the laboratory frame kinetic energy transferred out of the 
ion’s translational modes or into the surface, with shallower angles decreasing transfer 
into the surface and increasing the amount of translational energy remaining after surface 
collision.194 For some peptide ions, fragments that appear at very short reaction times 
suggest that “shattering” is an alternate dissociation pathway at high incident kinetic 
energies (such that greater than 10 eV is transferred to internal modes),130,199 a result 
40 
supported by simulations of glycine200 and octaglycine201 SID showing that specific 
collision orientations lead to shattering. Shattering, in which fragmentation is nearly 
instantaneous following surface impact (ps timescale), is also commonly observed for 
small molecules and large non-covalent clusters of atoms and small molecules (e.g. Ar, 
ammonium) colliding with the surface at high (transonic) velocities.202-205 
Due to the vast number of degrees of freedom present in proteins and protein 
complexes, energy deposition and dissociation in SID can be much more difficult to 
study quantitatively using the same methods employed for peptides. Proteins and protein 
complexes also differ from peptides in that the observed fragments result from the 
disruption of many non-covalent interactions that can be distributed across a large surface 
area, rather than a single covalent bond. This raises the possibility that, when a small 
portion of a large species traveling at high velocity collides with the surface, shear forces 
and other mechanical effects may play a large role, leading to dissociation of some of 
these non-covalent interactions before thermalization is complete. Multiple collisions of 
the ion with the surface may also occur, further complicating the study of SID dynamics 
both computationally and experimentally.197  
A first step towards understanding SID of protein complexes more quantitatively 
is to understand how surface collisions deposit energy into proteins more generally. Here, 
unfolding of protein monomers, as measured by ion mobility after surface collision, is 
used to investigate energy deposition upon surface collision. I demonstrate that proteins 
subjected to collision- and surface-induced unfolding (CIU and SIU, respectively) 
undergo the same unfolding transitions and quantify the relationship between their 
nominal laboratory-frame energy scales. Monte Carlo simulations and theoretical 
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modeling of CIU enable calibration of the internal energy deposited for CIU, which in 
turn is used to calibrate overall energy deposition in SIU. I show that the efficiency of 
SIU, defined as the proportion of laboratory-frame kinetic energy converted to internal 
energy of the ion, can be nearly three times the efficiency of CIU for large monomeric 
proteins. Finally, SIU is shown to depend strongly on the structure of the precursor ion, 
with more unfolded ions having a smaller effective protein-surface CCS and lower 
energy transfer efficiency. 
Methods 
Sample preparation. Myoglobin, β-lactoglobulin, concanavalin A, carbonic 
anhydrase, alcohol dehydrogenase, albumin, bovine serum albumin, and transferrin were 
acquired from Sigma-Aldrich. Two protein components of anthrax lethal toxin, protective 
antigen, PA63, and the N-terminal domain of lethal factor, LFN, were graciously provided 
by Dr. Bryan Krantz at the University of Maryland. Lyophilized proteins were 
reconstituted in ultrapure (18 MΩ) water. Protein samples were exchanged into either 200 
mM ammonium acetate 10 mM ammonium bicarbonate pH 8 (PA63) or 200 mM 
ammonium acetate pH 7 (all other proteins) using Micro Bio-Spin 6 desalting columns 
(BioRad).  
Ion mobility-mass spectrometry. All ion mobility-mass spectra were collected 
using a Synapt G2-Si ion mobility-mass spectrometer (Waters Corp.) equipped with a 
nanoelectrospray (nanoESI) source. NanoESI emitters with a tip ID of approximately 1 
µm were pulled from borosilicate capillaries with an ID of 0.78 mm using a Flaming-
Brown P-97 micropipette puller (Sutter Instruments). For mass spectrometry analysis, 3-5 
µL of sample was loaded into an emitter, and electrospray was initiated by applying a 
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potential (relative to instrument ground) of +0.7-1.1 kV to a platinum wire in electrical 
contact with the solution. All experiments were conducted in “Sensitivity” mode with the 
source equilibrated to ambient temperature and a backing pressure of 3.7 mbar. Traveling 
wave velocities of 400-550 m/s and wave heights of 18-25 V were used in all 
experiments. Nitrogen was used as the buffer gas in ion mobility experiments, and the 
helium cell and nitrogen gas flows were set to 100 mL/min and 50 mL/min, respectively. 
Measured arrival time distributions were converted to collisional cross sections using an 
established literature procedure.77,161 Cytochrome C, β-lactoglobulin, avidin, bovine 
serum albumin, and concanavalin A were used as ion mobility calibrants. 
Collision-induced unfolding. Collisional activation in the Waters Synapt G2-Si 
occurs in the “Trap” region of the instrument, located between the quadrupole and the ion 
mobility cell. A single charge state was isolated using the quadrupole with the LM 
Resolution set to 4.0 and the HM Resolution to 15. Collision-induced unfolding was 
performed by increasing the acceleration voltage (Trap CE) in 5 V increments, starting at 
5 V and ending when significant fragmentation of the precursor ion was observed. The 
Trap gas flow was set to 5 mL/min for all collision-induced unfolding experiments. 
Arrival time distributions for each acceleration voltage were extracted using MassLynx 
4.1 (Waters) and “fingerprint” images were generated using Igor Pro (WaveMetrics). For 
each acceleration voltage, the Multi Peak Fitting package in Igor Pro was used to fit the 
arrival time distribution with a number of Gaussian functions corresponding to the 
number of conformer families present. The area of each peak was computed to determine 
the relative abundance of each conformer family. For transitions resulting in at least 50% 
conversion to the more unfolded conformer family in both SIU and CIU, appearance 
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energies were determined by summing the relative abundances of each conformer family 
with a larger CCS than that of the initial family for the transition (i.e. for the transition 
out of conformer family 1, sum the abundances of families 2, 3, and 4), and fitting that 
data with a sigmoidal function using Igor Pro – the appearance energy is the energy value 
at the intersection between the line tangent to the midpoint of the sigmoid and the x-axis. 
Surface-induced unfolding. In the Synapt G2-Si, the SID device is located 
between the Trap and the ion mobility cell.42 Single charge state precursors were isolated 
in the manner described in the preceding section. Surface-induced unfolding was 
performed by increasing the SID acceleration potential in 5 V increments, starting at 20 
V (the lowest SID voltage accessible) and continuing until fragmentation was observed. 
SID on this platform is accomplished by holding the surface at a fixed potential and then 
raising the potentials of all the instrument optics up to and including the exit electrode of 
the Trap by changing the “Trap DC Bias” value. Tuning of the entrance optics in the SID 
device is required to maintain ion transmission while causing the ions to hit the surface. 
The SID acceleration potential is calculated as the difference between the exit electrode 
of the Trap and the surface electrode. Minimally-activating conditions in the Trap were 
used: 5 V potential and 5 mL/min gas flow. Surface-induced unfolding data were 
analyzed using the procedure described for the collision-induced unfolding data. 
Combined unfolding: source + CIU or source + SIU. On the Synapt G2-Si 
platform, activation prior to the quadrupole is readily accomplished by increasing the 
Sampling Cone voltage near the ion source. This value was set to either 130 V or 175 V 
for the experiments with BSA to produce mildly or moderately activated precursors, 
respectively, that were subsequently subjected to either collision- or surface-induced 
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unfolding following the procedures outline above. For the experiments combining in-
source activation with SIU, the gas flow in the Trap was reduced to 1 mL/min to 
minimize any ion heating or cooling in that region. 
Monte Carlo and theoretical modeling of CIU. For each protein and charge 
state studied experimentally, the CIU process was simulated at acceleration voltages from 
10-200 V in 5 V increments using argon as the collision gas and two models of the 
activation process, one with a cooling mechanism and one without. A value of 0.9 was 
used for the per-collision efficiency of converting center-of-mass frame kinetic to internal 
energy, based on results for nonapeptides.206 Gas velocities were sampled from a 
Boltzmann distribution at a temperature of 298 K, and collision geometries were sampled 
from an isotropic distribution. The collision probability at each time step was sampled 
from an exponential distribution consistent with the mean free path of the ion as derived 
from its CCS and the gas pressure in the Trap. The model for the on-axis electrical 
potential due to the traveling wave was adapted from Mortensen et al.207 To avoid 
undercounting collisions, the simulation time step was set to 1/20th of the mean time 
between field free collisions at the highest initial kinetic energy for each protein 
simulated. Additionally, an analytic expression for the total internal energy deposited was 
derived in the limit of a large number of collisions and averaging over all possible 
collision geometries and gas velocities: 
〈∆𝑈𝑡𝑜𝑡〉 =
𝑥𝑁𝑚𝑖
𝑚𝑖+𝑚𝑔
〈𝐾𝐸𝑔
𝑙𝑎𝑏〉 +
𝑥(𝑚𝑖+𝑚𝑔)〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉
2𝑚𝑖(1+√1−𝑥)+𝑚𝑔𝑥
            (2) 
where x is the fraction of available center-of-mass energy converted to internal energy, N 
is the total number of collisions, mi and mg are the mass of the ion and gas, respectively, 
〈𝐾𝐸𝑔
𝑙𝑎𝑏〉 is the average kinetic energy of the gas, and 〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉 is the initial kinetic energy 
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of the ion. Further details of the Monte Carlo simulations and derivation of Equation 2 
can be found in Appendix B.  
Results and Discussion 
 A major challenge in using SID (and CID) to determine quantitative energetic 
information is relating the nominal, laboratory-frame kinetic energy to the internal energy 
deposited into the ion. Because all of these experiments were performed on a Synapt G2-
Si platform, the “laboratory-frame kinetic energy” (KElab) is defined here as an ion’s 
charge state multiplied by the voltage difference between either the FSAM-gold surface 
electrode and the exit electrode of the Trap in SID, or the entrance electrode of the Trap 
and exit electrode of the quadrupole in CID. The overall SIU or CIU efficiency is defined 
as the ratio of the initial KElab and the final internal energy following the collision(s) or 
interaction with the surface. The relationship between initial KElab and final internal 
energy may depend on factors such as the identity of the collision partner and number of 
collisions, and the mass, size, and shape of the ion.  
CIU and SIU access the same unfolding transitions. Using the same 
instrumentation as for CID of protein complexes, accelerating a native-like protein 
monomer ion through a buffer gas often causes the ion to unfold and adopt one or more 
extended conformations at collision energies below those required for fragmentation.85 
The size and shape of these conformations can be assessed by ion mobility spectrometry 
prior to mass analysis. This technique, termed collision-induced unfolding (CIU), has 
been demonstrated to yield useful information about a variety of protein structural 
characteristics.37,85,97 Analogous protein unfolding using surface activation (surface-
induced unfolding, SIU) has not yet been extensively studied. Comparing CIU and SIU 
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for the same protein monomer ions is one approach to better understand the energy 
deposition and activation process in SIU. Because CID typically partitions charge 
asymmetrically while SID partitions charge symmetrically, they often yield different 
products even for protein dimers.105,190 Since protein ions in CIU and SIU experiments do 
not significantly change mass or charge, their unfolding products and energies can be 
more directly compared than dissociation products of protein oligomer ions.  
As the first step in calibrating the internal energy deposited by SIU, 10 native-like 
protein ions, ranging in size from 17-80 kDa, were unfolded using CIU and SIU. Results 
for three of these, bovine serum albumin (BSA15+, 66 kDa), the N-terminal domain of 
anthrax lethal factor (LFN
10+, 31 kDa), and transferrin (TF18+, 80 kDa) are illustrated in 
Figure 10 as examples. For BSA15+, three structural transitions are observed in the CIU 
“fingerprint” between a native-like and three successively more unfolded conformer 
families as the nominal KElab is increased from 300 to 2,775 eV (Figure 10a). In the SIU 
“fingerprint” one native-like and three unfolded conformer families are observed with the 
same CCSs as in the CIU experiment, suggesting that the same unfolding transitions to 
the same unfolded states are taking place in both CIU and SIU of BSA (Figure 10b). 
Similarly, LFN
10+ exhibits unfolding transitions from a native-like to three successively 
more unfolded conformer families in both CIU and SIU, with virtually identical CCSs in 
both data sets (Figure 10c,d). In the case of TF, CIU causes a complete transition to the 
conformer family at approximately 58 nm2, and only minimal conversion to the 
conformer family at approximately 62 nm2 (Figure 10e). However, SIU results in 
complete transitions to both unfolded conformer families (Figure 10f), consistent with 
results from the Wysocki group showing that SID/SIU are able to effect greater activation 
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on the timescale of the experiment than CID/CIU at the same KElab.110 Similar CIU and 
SIU analysis of the remainder of the protein monomers investigated shows that CIU and 
SIU produce unfolded states with the same CCSs for a variety of proteins and charge 
states (Figure B1).  
 
Although CIU and SIU access the same conformer families, they do not produce 
identical unfolding “fingerprints” as a function of KElab. For each of the proteins studied, 
the CIU and SIU transitions occur at different acceleration voltages and thus different 
nominal laboratory frame kinetic energies. Additionally, the differences between the lab-
frame appearance energies for successive structural transitions are not the same in CIU 
and SIU. However, defining the transition “appearance energy” as the energy at which 
the more unfolded conformer is detected (determined as described in the Methods 
section), extracting appearance energies for each transition, and plotting the nominal SIU 
energies against the nominal CIU energies reveals a correlation between SIU and CIU 
appearance energies (Figure 11). The trend is clearly non-linear and can be empirically fit 
to a power law relationship with an exponent of 0.61 ± 0.05 (energy uncertainties are 
Figure 10. Comparison of CIU and SIU 
for BSA15+, LFN
10+, and TF18+. (a) CIU 
of BSA15+ exhibiting three transitions to 
unfolded conformer families (b) SIU of 
BSA15+ with conformer families at the 
same CCSs as in CIU (c) CIU of LFN
10+ 
exhibiting three transitions to unfolded 
conformer families (d) SIU of LFN
10+ 
with conformer families at the same 
CCSs as in CIU (e) CIU of TF18+ 
exhibiting one full transition and the 
beginning of a second to unfolded 
conformer families (f) SIU of TF18+ 
exhibiting two transitions to unfolded 
conformer families. 
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propagated from the uncertainty in the fit). Some of the scatter in the data set arises from 
uncertainty in the measurement of SIU or CIU energies (approximately 5%, arising 
primarily from voltage fluctuations and uncertainty in the sigmoidal fits), but protein-
specific factors, such as structure, almost certainly cause deviations from the fitted curve. 
However, neither the amount of α-helical or β-sheet structure, the number of salt bridges, 
nor the ratios of CCS to mass, charge to mass, and charge to CCS correlated with 
deviations from the fitted curve (Figure B6). The implication of the exponent being less 
than 1 is that SIU is relatively more efficient at causing unfolding than is CIU at higher 
KElab values under these instrumental conditions, due to an increase in SIU efficiency, a 
decrease in CIU efficiency, or some 
combination of both. Kinetic shifts may 
be present in both CIU and SIU on this 
instrument, however, the time for 
unfolding after activation is likely shorter 
in SIU because the SID device is located 
closer to the detector than is the Trap, 
where CIU occurs. This difference alone 
should result in a smaller kinetic shift for 
SIU compared to CIU. Furthermore, if kinetic shift alone were responsible for the non-
linear trend observed in Figure 11, the curvature of the trend should be in the opposite 
direction from what is observed. Thus, other factors beyond kinetic shift dominate the 
observed trend. The fit also intersects the origin, which implies that any other activation 
Figure 11. Plot of SIU appearance energy 
vs. CIU appearance energy for a set of 10 
protein monomers. The non-linear trend is 
fit to a power law relationship with an 
exponent of 0.61 ± 0.05. The shaded 
region represents ± one standard deviation 
of the relative difference from the fit. 
z 
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taking place that is not a function of the CIU or SIU potential is approximately the same 
for both processes under the conditions used here.  
Calibrating SIU energy deposition by modeling CIU energy deposition. To 
relate the nominal SIU and CIU energies to the overall internal energy deposited into the 
ion by each process, the CIU process was modeled and used to calibrate the internal 
energy scale of the SIU data. The physics of the individual collisions involved in the 
CID/CIU process have been investigated previously, and a number of theoretical models 
describing the rate of ion heating and dissociation in multiple-collision CID have been 
introduced.208-211 In the Synapt G2-Si, in addition to the acceleration potential that injects 
ions into the collision cell there is a time-dependent electric field (traveling wave 
potential) that helps elute the ions out of the Trap. In order to model trajectories and 
energetics for protein ions undergoing CIU it is necessary to add this component to 
models describing the ion-gas collisions in a field-free environment, e.g., Douglas’ 
model.209 At the pressures used for CID/CIU in this instrument (approximately 2.6×10-2 
mbar), these protein ions experience from several hundred to several thousand collisions 
as they traverse the collision cell. Implementing a Monte Carlo simulation of the collision 
geometry and distance between collisions (a similar approach to that of Nesatyy and 
Laskin)208 enables consideration of both internal energy gain and kinetic energy loss due 
to energetic collisions. 
For all proteins and charge states studied experimentally, the change in internal 
energy in both the presence and absence of cooling mechanisms is modeled for each 5 V 
increment of the acceleration potential from 10-200 V. The internal energy change 
increases linearly with KElab, and the slope of the trend line gives the overall CIU 
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efficiency (Figure 12). The overall CIU efficiency, defined as the maximum fraction of 
KElab converted to internal energy, was found to be approximately 34% and decrease 
slightly with ion mass in the absence of a cooling mechanism, compared to 25% with a 
slight increase with ion mass with a cooling mechanism (Figure B2). These values 
provide upper and lower bounds to the energy deposition, since in our simulations 
collisional cooling occurs at the maximum possible rate. I expect that the actual amount 
of energy deposited is close to that computed in the simulations with cooling. When the 
collisions are highly inelastic (as in these experiments), the traveling wave has a small 
effect (<2%) on the overall CIU efficiency 
(Figure B3d), but does contribute to the 
non-zero intercepts of the plots in Figure 
12. Values of the total internal energy 
change and overall efficiency computed 
using Equation 2 are in excellent 
agreement with the results from Monte 
Carlo simulations without a cooling 
mechanism (Figure B3a-c).  
Using the computed values for 
internal energy deposited during CIU 
(from the simulations with cooling), the 
energy axis for the data shown in Figure 
11 was calibrated (Figure 13), with energy 
uncertainties in Figure 13 propagated 
Figure 12. Plots of internal energy 
change vs. initial laboratory-frame kinetic 
energy computed from Monte Carlo 
simulations using models with heating 
only (open circles, red line) and heating 
and cooling (filled circles, blue line) for 
(a) β-lactoglobulin8+ (b) TF18+. These 
plots are representative and in all cases 
there is a linear relationship. The slope of 
the trend line gives the overall CIU 
efficiency. 
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from the uncertainty in the fit. After this re-calibration, it is clear that energy deposition 
at higher-laboratory frame collision energies is typically more efficient for SIU than for 
CIU, and SIU is more efficient for high-mass protein ions than for those with lower 
masses, reaching a maximum of ~68% conversion to internal energy for the highest-
energy transitions. (Using the CIU calibration with no cooling mechanism yields a value 
of ~85%, which I interpret as an extreme upper bound for energy deposition in SIU.) 
Computational results for collisions of 
dialanine with an F-SAM surface suggest 
that a maximum of 16% of initial KElab 
remains in translational modes after 
surface collision,197 leaving 84% or more 
of the energy to be partitioned between ion 
internal modes and the surface; an even 
lower fraction of the energy remains in 
translational modes for nanoscale 
polystyrene latex spheres after surface collision.212 Our maximum value falls within this 
upper bound, and suggests that energy transfer to internal modes dominates over energy 
transfer to the surface under these conditions. The nominal SIU energy vs. calibrated CIU 
energy trend can be fit to a power law relationship, with an exponent of 0.57 ± 0.04. The 
fact that the energy scale in SIU can be well-described by relation to CIU data implies 
that SIU, like CIU, can be understood as a primarily thermal process, in which the 
observed extent of unfolding in SIU is determined in large part by the amount of energy 
deposited into and equilibrated among the ion’s internal modes. This result is in 
Figure 13. SIU appearance energy vs. 
rescaled CIU internal energy. The non-
linear trend is fit to a power law 
relationship with an exponent of 0.57 ± 
0.04. The shaded region represents ± one 
standard deviation of the relative 
difference from the fit. 
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agreement with the majority of previous experimental and theoretical work on SID of 
small molecules, peptides, and proteins.126,127,129,193,194  
Laskin and Futrell showed that in SID of peptides the efficiency of conversion to 
ion internal energy was approximately 20% and largely invariant to acceleration 
voltage.130,195 Thus, increased mass is likely to be primarily responsible for the observed 
increase in efficiency in our experiments. Previously published results for small 
molecules and peptides up to 1 kDa have shown that energy deposition efficiency varies 
little in this size range.195 The observed increase in overall SIU efficiency with mass in 
these experiments suggests that proteins of the size studied here fall into a different 
regime. Note that the SIU energy calibration presented here probes the overall deposition 
of energy into the ion and not dynamical details of how SIU energy deposition occurs, 
such as whether the ion interacts one or multiple times with the surface. 
In-source activation effects on SIU behavior. Besides mass and initial kinetic 
energy, other factors that can in principle affect energy deposition in SID are the initial 
internal energy and structure of the protein ion. In-source ion activation followed by SIU 
was used to probe the influence of these factors. Applying a cone voltage of 130 V at a 
backing pressure of 3.7 mbar activates BSA15+ as much as possible without causing 
observable unfolding on the timescale of these experiments (see Figure B8 for full in-
source CIU fingerprint). Subjecting this activated precursor to SIU produces a 
remarkably similar unfolding “fingerprint” to that obtained without in-source activation 
(Figure 14), and causes a 0.5% to 3.5% change in the unfolding transition appearance 
energies. Thus, for a precursor with a given CCS, SIU under these conditions does not 
depend strongly on the degree of activation prior to the surface collision. This is in 
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contrast to CIU, in which ions pre-activated in the source region require less energy to 
unfold in the Trap (Figure 15), with each transition shifted lower in energy. Interestingly, 
the size of the shift is the same for the first two unfolding transitions and half as large for 
the third unfolding transition (Table 1). These data indicate that in CIU ions retain a high 
internal temperature or already have many of their native non-covalent interactions 
disrupted as they enter the Trap. Decreased adduction following in-source activation may 
also contribute to the observed destabilization, as adducts have been shown to have a 
slight stabilizing effect in CIU,213-216 and in-source activation in these experiments 
dissociates approximately 225 Da of 
adducts. However, for SIU, in-source 
activation has no significant effect on 
unfolding appearance energies, suggesting 
that these ions cool prior to SIU. Minimal 
cooling is observed for CIU with the same 
instrumental conditions between the 
source and the Trap, and SIU following 
pre-activation in the Trap produces the 
same result as in-source pre-activation 
(Figure B9). Thus, cooling of the ions 
between the source and collision surface in SIU is likely due to collisions with helium or 
nitrogen leaking from the ion mobility cell.  
Markedly different behavior is observed when the protein monomers studied here 
were measurably unfolded in the source region prior to SIU. For example, applying a 
Figure 14. Effect of in-source pre-
activation on SIU of BSA15+. (a) CIU 
showing two different levels of in-source 
activation (b) SIU with no source 
activation (c) SIU following in-source 
activation to the white line in (a) does 
not differ from SIU with no source 
activation (d) SIU following in-source 
unfolding up to the gray line in (a) 
requires significantly higher energies to 
cause further unfolding transitions. 
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cone voltage of 175 V with a backing pressure of 3.7 mbar causes BSA15+ to undergo an 
unfolding transition to the first unfolded conformer family (Figure 14). The SIU 
fingerprint of this species is dramatically different from that generated without source 
unfolding (Figure 14): the KElab value required to precipitate the second unfolding 
transition increases by 70 eV, and the third unfolding transition is shifted higher in 
energy by 170 eV (Table 1). Considering that the ions enter the Trap region partially 
unfolded, it is remarkable that more energy is required to precipitate the second and third 
unfolding transitions than without in-source activation, and cooling in the Trap cannot 
explain these differences. Thus, conversion of kinetic energy of the surface collision to 
internal energy of the protein must be much less efficient for these initially unfolded, 
relatively low-charge structures. The differences between the first and second and 
between the second and third transition appearance energies have increased by 
approximately 50%, demonstrating that SIU is highly sensitive to the structure of the 
precursor ion; a 12% increase in CCS leads to this dramatic reduction in the energy 
deposition efficiency. In simulations of triglycine SID, folded and extended structures 
differed little in energy deposition efficiency,196 again indicating that proteins of the size 
studied here fall into a different regime than peptides.  
 
Figure 15. Effect of pre-activation on CIU of BSA15+. (a) CIU showing two different 
levels of in-source activation (b) Unfolding transitions in CIU following in-source 
activation up to the white line in (a) are shifted to lower energies (c) Unfolding 
transitions in CIU following in-source unfolding up to the gray line in (a) are shifted to 
lower energies. 
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Contrasting behavior is observed in CIU, where in-source unfolding followed by 
CIU causes the second and third unfolding transition appearance energies to decrease by 
628 and 490 eV, respectively (Table 1). These results agree with those for in-source 
activation without unfolding followed by CIU, and demonstrate that overall internal 
energy deposition efficiency for these ions in CIU depends on ion CCS to a much lesser 
extent than in SIU. This conclusion is supported by calculations of the overall CIU 
efficiency with cooling included, which show that although overall CIU efficiency 
depends non-linearly on CCS and has its maximum at the experimental CCS value of the 
native-like conformation (Figure B4), changing the CCS of BSA15+ by the amounts 
observed experimentally changes the overall CIU efficiency by only 1-5% (Figure B5). 
Simulations of collisional activation of peptides do show a small decrease in energy 
transfer for extended structures, a finding consistent with our results.217 SIU of pre-
activated TF18+ provides a corroborating result, with in-source unfolding causing the 
appearance energy of the next transition to increase significantly (Figure B10).  
Table 1. Appearance energies for CIU and SIU with in-source activation 
Activation 
method 
Sampling 
cone voltage 
Appearance energies (eV) 
1 2 3 
CIU 25 V 713 916 1731 
 130 V 296 514 1518 
 175 V  288 1241 
SIU 25 V 386 578 783 
 130 V 377 598 779 
 175 V  649 953 
 
These results suggest at least two mechanisms that contribute to the reduction in 
energy deposition efficiency for unfolded proteins in SIU (Figure 16). First, the effective 
protein-surface CCS can be smaller for unfolded proteins than for folded proteins, even 
though the protein-gas CCS is larger. That is, in many cases, an ion that is more 
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elongated will on average interact with a smaller area of the surface than an ion with the 
same mass that is compact (Figure 16). This reduces the effective center-of-mass frame 
kinetic energy of the collision and thus decreases the amount of energy transferred to 
internal modes. The increased flexibility of the unfolded protein ions in these 
experiments relative to the compact, 
native-like conformers likely also 
contributes to the lower energy 
conversion efficiency, because energy 
can be more efficiently transferred 
into rotational motion for more 
elongated structures.217 As rotation is 
less efficient than vibrational energy at 
causing further unfolding,218 this will 
increase the amount of KElab required 
to cause further unfolding. Multiple interactions of the ion with the surface may further 
complicate energy deposition.  
Conclusions 
 The energy deposition process in SID of proteins was studied by comparing 
unfolding of protein monomers by collisional and surface activation and by investigating 
the effect of in-source pre-activation on CIU and SIU. CIU and SIU cause similar 
unfolding transitions and the conformer families observed have the same CCS. The 
nominal energy scales of CIU and SIU are correlated and follow a power law 
relationship, with SIU being more efficient than CIU at higher KElab values and for larger 
Figure 16. Effective protein-surface CCS is 
larger and transfer to rotational modes less 
efficient for (a) compact structures than for 
(b) unfolded structures, causing energy 
deposition efficiency to be higher for 
compact structures. 
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ions, but significant scatter from this trend indicates other protein-specific factors also 
play a significant role, although no correlations in deviations from the trend was found 
with respect to secondary structure content, number of salt bridges, or the ratios of charge 
to mass, charge to CCS, or CCS to mass. These factors may be structural or may be 
related to the mechanical protein-surface interaction. The average overall efficiency for 
conversion of initial KElab to internal energy for CIU determined by Monte Carlo 
simulation including both ion heating and cooling is approximately 25%, increasing 
slightly with ion mass. These calculated data are used to calibrate the SIU energy scale, 
leading to computed efficiency values for SIU of up to 68% for the largest ions studied 
(80 kDa). Alternatively, this is equivalent to the effective mass of the surface during the 
collision, defined as the mass of the effective two-body collision partner required to 
impart a center-of-mass frame energy equal to the calibrated CIU internal energy,127 
increasing with protein size. Previous determinations of the effective mass of the surface 
in peptide SID experiments were a few tens of Da,126,127 a result corroborated by 
atomistic simulations of peptide SID showing that the peptide interacts with a single -CF3 
group (mass of 69 Da).197 My data suggest that the effective mass of the surface grows 
with the mass of the protein (Figure B11).  
When in-source pre-activation is followed by CIU, for both degrees of in-source 
activation (unfolded and not unfolded), subsequent unfolding transitions are shifted to 
lower energies by an amount commensurate with the amount of in-source activation. This 
indicates that effects of activation, i.e. an elevated internal temperature or disruption of 
non-covalent interactions, can be preserved as the protein ions travel from the source 
region to the entrance of the Trap. In contrast, pre-activation without unfolding has little 
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effect on SIU, indicating that protein ions are cooled between the end of the Trap and the 
SID device. Protein ions unfolded in the source require significantly more energy to 
further unfold in SIU than their compact counterparts, showing that energy deposition in 
SID is sensitive to ion CCS, with reduced conversion efficiency for more unfolded ions 
due to a smaller effective protein-surface CCS and increased transfer to rotational modes. 
The Wysocki group has combined in-source activation with SID of protein tetramers and 
demonstrated that when partially-unfolded complexes are subjected to SID they produce 
fragments akin to those produced by CID.219 The results obtained here parallel those and 
provide quantitative insights into the effect of structure on the SID energy deposition 
process. Future experiments probing the energy required to dissociate pre-activated 
protein complexes could elucidate how the effects demonstrated here change with 
varying complex size and number of subunits. I anticipate that calibration of energy 
deposition in SID using a strategy similar to that reported here may enable more 
quantitative calibration of SID appearance energies with respect to the disrupted protein-
protein interfacial areas, facilitating rapid characterization of protein-protein interactions 
in previously unexamined complexes, including membrane protein complexes. Future 
investigation of the role of protein structure as well as mechanical effects of the surface 
collision, including those revealed by sophisticated chemical dynamics simulations,220 are 
expected to shed light on protein-specific deviations from the SIU-CIU calibration curve 
described here. 
Beyond determining the efficiencies of kinetic to internal energy conversion in 
CIU and SIU, it is of interest to determine thermodynamic parameters for gas-phase 
protein unfolding. In order to do so it is necessary to know the internal temperature of the 
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ion and the reaction time. The model for collisional activation introduced in this chapter 
allows both to be determined. Therefore, it can enable quantitative studies using 
CIU/CID. In Chapter IV I describe and validate a quantitative method for determining 
activation energies for protein unfolding and dissociation and discuss intriguing common 
features of gas-phase protein unfolding.  
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CHAPTER IV 
 
RAPID DETERMINATION OF ACTIVATION ENERGIES FOR GAS-PHASE 
PROTEIN UNFOLDING AND DISSOCIATION IN A Q-IM-TOF MASS 
SPECTROMETER 
 
Reprinted with permission from Donor, M. T.; Shepherd, S. A.; Prell, J. S. Rapid 
Determination of Activation Energies for Gas-Phase Protein Unfolding and Dissociation 
in a Q-IM-ToF Mass Spectrometer. J. Am. Soc. Mass Spectrom. 2020, 31, 602-610. 
Copyright 2020 American Chemical Society. 
 
Introduction 
The ability of electrospray ionization (ESI) to gently transfer folded proteins to 
the gas phase and preserve native-like structure and non-covalent interactions, in 
conjunction with global size measurement using ion mobility (IM), has led to the 
emergence of native ion mobility-mass spectrometry (IM-MS) as an important structural 
biology tool.144 Particularly, perturbation of protein or complex structure via gas-phase 
activation followed by IM-MS analysis has led to valuable insights in an ever-growing 
number of cases,99,109,221-223 such as recent experiments using IM-MS to identify specific 
membrane protein-lipid interactions.224 
One of the most common methods for interrogating protein structure in the gas 
phase is collision-induced dissociation/collision-induced unfolding (CID/CIU). While 
CID can be performed on many types of mass spectrometers, CIU is typically undertaken 
in an ion mobility-time-of-flight mass spectrometer. In both CID and CIU, protein ions 
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accelerated to a high initial kinetic energy experience many (hundreds to thousands for 
proteins) collisions with neutral gas atoms or molecules that slowly heat the ions, leading 
to dissociation (CID) or unfolding (CIU) of a portion of the protein or assembly. CID of 
protein complexes can provide information about the identity of subunits and overall 
complex stoichiometry.86 Pioneering work by the Ruotolo group has shown that CIU can 
reveal details of protein structure,85 including the number of domains,37 disulfide binding 
patterns,97 and location and cooperativity of ligand binding sites.100 However, the 
relationship between the initial kinetic energy and quantitative parameters such as the 
activation energy of dissociation/unfolding has not yet been established. This has limited 
comparisons between both gas-phase energies for different species and gas- and solution-
phase energetics. Also unknown at this stage are the exact unfolded structures, any 
common features of unfolded structures arising from different compact structures, and the 
pathway(s) by which they are reached.  
Activation energies for the dissociation of many peptide and small protein ions 
can be accurately and precisely determined in the gas phase using blackbody infrared 
radiative dissociation (BIRD).115,118,119 In BIRD, implemented in an FT-ICR, ions in an 
ultrahigh vacuum environment are heated by absorption of blackbody photons emitted 
from the walls of the ICR cell, which is equilibrated to a specific temperature. The 
abundance of fragment ions can be measured at a set of reaction times to determine the 
rate constant at a given temperature. Repeating at multiple temperatures allows the 
activation energy to be determined using the Arrhenius equation. However, measuring 
ion unfolding energetics with BIRD is extremely challenging, because it is difficult to 
measure the ion shape and size distribution after activation in an FT-ICR cell. 
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Additionally, the amount of time required to equilibrate the temperature of the FT-ICR 
cell between measurements can be many minutes, and, depending on the size of the 
molecule in question, master-equation modeling may be needed to extract accurate and 
precise thermodynamic information.116 
Various other methods have been used to determine quantitative gas-phase 
energetic information, including single-collision threshold CID,131,133 calibration using a 
range of “thermometer” ions such as metal carbonyls,225 hydrated metal ions,226,227 
aromatic species,228-230 and small peptides,117,231 multiple-collision CID,125,127,128 and 
surface-induced dissociation (SID).127,129,130 Many of these methods, particularly the 
latter two, require quantum mechanical computation of accurate vibrational levels, which 
are used in microcanonical Rice-Ramsperger-Kassel-Marcus (RRKM) modeling to 
determine absolute dissociation energies from experimental data.125,127,128 Energetic 
information obtained using the methods described above has provided fundamental 
insights into ionization,228,229,232 activation,125,226,227 and dissociation properties,117,130,199 
as well as structural information.118,233,234 Although these approaches have proven fruitful 
for the study of small peptides, they have not yet been applied to proteins due to the 
difficulty of the computations involved. Development of a rapid method that allows 
determination of absolute energies for protein unfolding and dissociation without 
requiring an FT-ICR or quantum mechanical calculations would open a critical class of 
biomolecules to more fundamental study.  
Here, I present a method for determining activation energies for protein unfolding 
and complex dissociation from CIU and CID experiments performed on a Waters Synapt 
G2-Si Q-IM-ToF mass spectrometer. Using a previously-developed model for energy 
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deposition in collisional activation235 to calibrate the internal temperature enables the 
activation energy to be determined using either the Arrhenius or Eyring equation and 
pseudo-first-order reaction kinetics. Activation energies determined for heme loss from 
myoglobin and subunit dissociation from streptavidin and Shiga toxin 1 are in good 
agreement with values from BIRD experiments, validating our model. Also reported is 
the first gas-phase determination of unfolding activation energies for several monomeric 
proteins. Average ΔG‡ values fall within a narrow range for a variety of proteins and 
charge states, depend more strongly on charge density than on protein identity, and are 
consistent with energies computed for proton transfer in small peptides from basic 
residues to the amide backbone. These factors combine to suggest that the rate-limiting 
step in gas-phase protein unfolding is proton transfer to an exposed region. This 
procedure provides a facile, rapid method to measure activation energies for gas-phase 
protein unfolding and dissociation and yields insight into the mechanism of CIU.  
Methods 
Sample preparation. Myoglobin, streptavidin, Shiga toxin 1 B subunit, β-
lactoglobulin, concanavalin A, carbonic anhydrase II, alcohol dehydrogenase, bovine 
serum albumin, and transferrin were purchased from Sigma Aldrich. Lyophilized proteins 
were reconstituted in ultrapure (18 MΩ) water before buffer-exchange into 200 mM 
ammonium acetate, pH 7-7.5 (native-like, positive and negative polarity); 180 mM 
ammonium acetate 20 mM triethylammonium acetate (TEAA), pH 7 (charge-reduced, 
positive polarity); or 160 mM ammonium acetate 40 mM TEAA, pH 7 (charge-reduced, 
positive polarity). Myoglobin was prepared in an 80/20 water/methanol solution to match 
the conditions used in literature BIRD experiments.120 
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Native IM-MS and CID/CIU. Ion mobility-mass spectra were acquired using a 
Synapt G2-Si ion mobility-mass spectrometer (Waters Corp.) equipped with a 
nanoelectrospray source. A Flaming-Brown P-97 micropipette puller (Sutter Instruments) 
was used to pull nanoelectrospray emitters from borosilicate capillaries with an i.d. of 
0.78 mm to a final i.d. of approximately 1 μm. Samples were electrosprayed by applying 
a potential of ±0.7-1.1 kV to a platinum wire in electrical contact with 3-5 μL of solution 
in the emitter. “Sensitivity” mode and traveling wave velocities of 450-550 m/s and 
heights of 20-25 V were used for all experiments. The source block was equilibrated to 
ambient temperature, nitrogen was used as the mobility gas at a flow rate of 50 mL/min, 
and helium and argon (in the “Trap” collision cell) flow rates were 100 mL/min and 5 
mL/min, respectively. Measured arrival time distributions were converted to collisional 
cross sections following an established literature procedure,77,161 using cytochrome C, β-
lactoglobulin, avidin, bovine serum albumin, concanavalin A, and alcohol dehydrogenase 
as calibrants. Negative ions were assigned a collisional cross section (CCS) value equal 
to that of the positive ion of the same protein with the same number of charges – e.g. 
BSA14- and BSA14+ are assumed to have the same CCS. A comparison of CCS values in 
positive and negative polarity showed that CCS differences between the two polarities are 
negligible for native-like ions.236 
For collision-induced unfolding (CIU) experiments, a single charge state was 
isolated using the quadrupole and the ion unfolded by modulating the acceleration 
voltage into the Trap (Trap CE), beginning below the threshold for unfolding and 
increasing in 1 V increments until the most compact conformer family disappeared or a 
quasi-equilibrium was reached. Collision-induced dissociation (CID) experiments were 
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performed similarly, with the criteria for the upper and lower bounds of Trap CE being 
the appearance of measurable product monomer(s) and disappearance of measurable 
precursor, respectively. 
Theory. In order to determine quantitative activation energies from dissociation 
or unfolding kinetics data, the rate constant and effective temperature must be known. I 
previously published a model for collisional activation in a Synapt G2-Si that can be used 
to determine the effective temperature for a protein ion at a given collision energy.235 
𝑇 = 𝑇0 +
𝑥∙𝑧∙𝑒∙𝑉
3∙𝑁𝑎𝑡∙𝑘𝐵
                 (3) 
where T0 = 298 K is the initial ion temperature, x is the overall fraction of initial kinetic 
energy converted to internal energy (computed using our Monte Carlo simulation 
approach), z is the number of charges, e is the fundamental charge, V is the collision 
voltage, Nat is the number of atoms in the protein, and kB is the Boltzmann constant. 
Assuming pseudo-first-order kinetics for these unimolecular reactions, the rate law will 
be given by 
[𝑅]𝑡 = [𝑅]0𝑒
−𝑘𝑡 = [𝑅 + 𝑃]𝑒−𝑘𝑡                             (4) 
where [R] is the abundance of the precursor ion, [R+P] is the total abundance of 
precursor and product ions, k is the rate constant, and t is the reaction time. Rewriting this 
expression in terms of the rate constant gives 
𝑘 = −
1
𝑡
∙ ln
[𝑅]𝑡
[𝑅]0
= −
1
𝑡
∙ ln
[𝑅]𝑡
[𝑅+𝑃]
              (5) 
The reaction time cannot be directly measured in a Synapt G2-Si, unlike in an FT-
ICR, but it can be estimated from our simulations of collisional activation. The ions enter 
the Trap collision cell with high velocity, but quickly slow down as most of the kinetic to 
internal energy conversion occurs in the early portion of the Trap. I take the ion’s final 
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velocity exiting the Trap (typically 200-250 m/s, slightly below the 300 m/s traveling 
wave velocity in the simulations) as representative of the velocity of the ions after energy 
deposition, which primarily occurs in the first third of the Trap, and estimate that the ions 
traverse a distance of 20 cm ± 5 cm (the majority of the length of the Trap, plus the SID 
device and the distance between the SID device and the helium cell, where 
unfolding/dissociation is effectively quenched) following activation. From those values, 
an estimated reaction time can be determined, values for which are typically ~800 
microseconds. Although the uncertainty associated with this time is large (~25%), it has 
only a small impact on the calculated activation entropy, contributing an uncertainty of 
0.5-2% to the final value. With the effective temperature and rate constant determined, 
activation energies can be computed. 
The Arrhenius equation, used in a number of BIRD studies,115,118,119 provides an 
empirical relationship between the rate constant, k, and the temperature, T 
𝑘 = 𝐴𝑒−𝐸𝑎/𝑘𝐵𝑇                (6) 
where A is the pre-exponential factor, and Ea is the activation energy. This can be 
rearranged to 
ln 𝑘 = ln 𝐴 −
𝐸𝑎
𝑘𝐵𝑇
                (7) 
Substituting the expression for the rate constant, Equation 5, into Equation 7, 
gives the following expression 
ln (−
1
𝑡
∙ ln
[𝑅]
[𝑅+𝑃]
) = ln 𝐴 −
𝐸𝑎
𝑘𝐵𝑇
              (8) 
which simplifies to  
ln (− ln
[𝑅]
[𝑅+𝑃]
) = ln 𝐴 + ln 𝑡 −
𝐸𝑎
𝑘𝐵𝑇
              (9) 
67 
The activation energy is then the slope of a linear fit of Equation 9.  
The Eyring equation, which has a firmer theoretical justification than the 
Arrhenius equation,237 also relates the rate constant and the temperature 
𝑘 =
𝑘𝐵𝑇
ℎ
𝑒−∆𝐺
‡/𝑘𝐵𝑇              (10) 
where h is Planck’s constant and ΔG‡ is the Gibbs free energy of activation. It can be re-
written as 
𝑘 =
𝑘𝐵𝑇
ℎ
𝑒∆𝑆
‡/𝑘𝐵 ∙ 𝑒−∆𝐻
‡/𝑘𝐵𝑇                    (11) 
where ΔS‡ is the activation entropy and ΔH‡ is the activation enthalpy. This can be 
rearranged to 
ln
𝑘
𝑇
= −
∆𝐻‡
𝑘𝐵𝑇
+ ln
𝑘𝐵
ℎ
+
∆𝑆‡
𝑘𝐵
             (12) 
Substituting Equation 3 for the rate constant into Equation 10 gives 
ln (
− ln
[𝑅]
[𝑅+𝑃]
𝑡∙𝑇
) = −
∆𝐻‡
𝑘𝐵𝑇
+ ln
𝑘𝐵
ℎ
+
∆𝑆‡
𝑘𝐵
            (13) 
which can be rearranged to give 
ln (
− ln
[𝑅]
[𝑅+𝑃]
𝑇
) = −
∆𝐻‡
𝑘𝐵𝑇
+ ln
𝑘𝐵
ℎ
+ ln 𝑡 +
∆𝑆‡
𝑘𝐵
           (14) 
The activation enthalpy is then obtained from the slope of a linear fit to Equation 
14, and the activation entropy from the intercept. 
CID data analysis. Relative abundances of the product monomer(s) and 
precursor were computed by integrating the respective peaks in MassLynx 4.1 (Waters 
Corp.). At each Trap CE the natural logarithm of the negative of the natural logarithm of 
the precursor relative abundance was taken to yield the y-axis data for Arrhenius analysis. 
The effective temperature, computed using Equation 3, was multiplied by the Boltzmann 
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constant and the reciprocal of the result taken to yield the x-axis data. The two data sets 
were plotted against one another and a linear least-squares fit performed. The slope of the 
linear fit was used to determine the activation energy, according to Equation 9. 
CIU data analysis. Arrival time distributions for each CIU experiment were 
extracted using TwimExtract,238 and further data analysis performed in Igor Pro 
(WaveMetrics). Briefly, at each Trap CE the relative abundances of each conformer 
family were determined by fitting the arrival time distribution with one Gaussian function 
for each observed local maximum and computing the relative abundances from the area 
under each Gaussian. At each Trap CE the negative of the natural logarithm of the 
relative abundance of the most compact conformer family was divided by the effective 
temperature determined using Equation 3 and the natural logarithm of the result taken to 
yield the y-axis data for Eyring analysis (see below for an example of this procedure). 
The x-axis data was obtained by taking the reciprocal of the effective temperature 
multiplied by the Boltzmann constant. The two data sets were plotted against one another 
and a linear least-squares fit performed. Data points corresponding to relative abundances 
below 1% for either the compact or unfolded conformer families were excluded from the 
analysis. Equation 14 was used to determine ΔH‡ from the slope of the linear fit, and ΔS‡ 
from the intercept. ΔG‡ was determined from ΔH‡, ΔS‡, and the average effective 
temperature over the range of data included in the fit. 
Results and Discussion 
Comparison of our results with BIRD data. Although BIRD has frequently 
been used to study peptide fragmentation, only a handful of small protein systems have 
been investigated, most prominently the three referenced here: loss of heme from 
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myoglobin,120 and dissociation of a monomer from streptavidin tetramers and Shiga toxin 
1 B pentamers, respectively.121 Representative mass spectra for each protein can be found 
in the Supporting Information (Figures C1, C2, and C3). For all species studied, the 
primary dissociation pathway is the same as that reported in the literature, and no 
secondary dissociation is observed at the collision voltages used in these experiments. 
For each protein and charge state, plots of ln(𝑘) vs. 
1
𝑘𝐵𝑇
 were generated following the 
procedure described above. Data for one charge state of each protein is shown in Figure 
17, and the rest are collected in Figure C4.  
 
Figure 17. Plots of the double natural logarithm of precursor relative abundance versus 
inverse vibrational temperature for (a) myoglobin, 10+ (b) Shiga toxin 1, 12+ (c) 
streptavidin, 14+. The purple arrow in (b) indicates the end of the data set reported by 
Sinelnikov et al.,121 while the blue arrow in c) indicates the approximate location of the 
inflection point observed by Sinelnikov et al.121 
 
For myoglobin, 10+, a small amount of the apo form is present even at very low 
collisional activation. For this ion, there is a small amount of activation due to the 
isolation in the quadrupole (Figure C5), and a small population (< 1% abundance) that 
dissociates readily with minimal activation. This leads to the flat region of the graph in 
Figure 17a, prior to the remaining population reaching the threshold for dissociation, after 
which point the plot exhibits a linear relationship, allowing Arrhenius parameters to be 
determined. For both streptavidin, 14+ and Shiga toxin 1, 12+, the relationship between 
ln(𝑘) and 
1
𝑘𝐵𝑇
 is linear at lower levels of collisional activation (i.e. higher 
1
𝑘𝐵𝑇
) and 
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exhibits some curvature at higher levels of activation. This curvature is likely caused by 
multiple non-interconverting populations with different reactivities, and/or rearrangement 
to a more stable conformer family upon activation. Sinelnikov et al., using an FT-ICR, 
also observe some degree of curvature in Arrhenius plots for streptavidin when little of 
the precursor remains, which they attribute to the presence of multiple, differently-
reactive populations.121 For streptavidin, 14+, scrutiny of their data reveals that the 
transition point occurs at approximately the same ratio of precursor to products as in this 
study.121 For Shiga toxin 1, 12+, within the range of precursor abundances studied by 
Sinelnikov et al. our data are linear. Thus, fitting the initial linear portion of our data 
provides a reliable basis for a comparison between the energies determined here and 
those acquired using BIRD; this comparison is presented in Table 2.  
Table 2. Comparison of activation energies obtained using our method and BIRD. 
Protein Charge Ea (kJ/mol) BIRD Ea (kJ/mol) 
Myoglobin 9+ 92±7 87±10a 
Myoglobin 10+ 85±7 87±10a 
Shiga toxin 1 11+ 263±21 264±9b 
Shiga toxin 1 12+ 223±14 217±5b 
Shiga toxin 1 13+ 208±18 193±5b 
Streptavidin 14+ 240±15 262±9b 
Streptavidin 15+ 224±14 230±10b 
aGross et al.120 bSinelnikov et al.121 
For four of the seven species studied, the two values of activation energy are in 
excellent agreement and are within 3% of each other, while in the remaining cases the 
discrepancy is less than 10%. In all cases the activation energy determined by our method 
and by BIRD are within uncertainty of each other, validating our combined experimental 
and computational approach. These results also demonstrate that, for proteins, 
quantitative energetic information can be obtained without the need for explicitly 
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computing vibrational modes of the system or microcanonical RRKM rate constants. The 
long-term reproducibility of this method was assessed and found to be good, with 
experiments conducted across several months producing relative standard deviations in 
Ea below 5% (Table C1). It is important to note that obtaining stable, gentle electrospray 
with minimum non-specific adduction is key to producing reliable data for this method. 
Another potential source of error is m/z-, charge-, and CCS-dependent transmission 
efficiencies. Abundance of protein monomers in the m/z and voltage ranges examined 
here typically varies by ±10% (Figure C6). In the CID experiments, the sum of the 
abundances of the precursor and product monomers is nearly constant, whereas the sum 
of the precursor and product (n-1)-mers abundances decreases with increasing collision 
voltage (i.e. the (n-1)-mer is suppressed). Thus, the monomer is treated as representative 
of the true abundance of the products; any discrepancies introduced by this approach are 
likely small (see Table C2). This approach may break down in cases where the precursor 
and products are more discrepant in m/z, owing to greater differences in transmission 
efficiency, and it is important to evaluate the effect of transmission efficiency for each 
new ion of interest. 
 The timescale of this method (a set of experiments can be performed in minutes) 
and its relatively low computational demands provide key advantages relative to other, 
more rigorous, approaches. Importantly, it is also applicable to the study of a broad range 
of species, including very large protein complexes and protein unfolding. Other 
biological macromolecules such as oligonucleotides could also be probed given suitable 
characterization of the collision physics. Our method rests on several assumptions, 
including that the protein ions studied have an effective heat capacity that scales linearly 
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with mass, that the ions reach an elevated effective internal temperature following 
activation, and that they remain at or near that elevated effective temperature until rapid 
cooling in the helium cell. Considering those assumptions in order, the proteins studied 
here are large enough that the density of states is much closer to a continuum than for 
small analytes such as peptide ions, and thus their heat capacity will depend primarily on 
the number of vibrational modes, which is roughly proportional to mass. The Williams 
group, among others, has shown that activation via multiple collisions can produce ions 
with an effective temperature comparable to that produced in BIRD experiments.124 Our 
simulations indicate that, when collisional cooling is included in the model, ion internal 
energy remains roughly constant (within a few percent) following an initial, sharp 
increase (i.e. collisional cooling and heating nearly balance under the conditions 
considered).235 Factoring in the good agreement between BIRD and our method suggests 
that our method, while not as precise as BIRD, can provide relatively accurate, 
quantitative thermodynamic information. 
Thermodynamics of gas-phase protein unfolding. The validated method was 
then used to investigate the energetics of gas-phase protein unfolding for a broad variety 
of protein ions. A set of monomeric proteins ranging in size from 18-80 kDa were 
subjected to CIU using both positive and negative polarities. For each protein, multiple 
charge states were unfolded, including both native-like and charge-reduced species in 
positive polarity. (Charge states in negative polarity are generally lower than in positive 
polarity, e.g. for transferrin the highest charge states are 16- and 19+ in negative and 
positive polarity, respectively.) Overall, ions with an equal number of charges unfold 
similarly in positive and negative polarity, but not identically, in agreement with a recent 
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report.239 Data for the unfolding of the most compact conformer family were analyzed 
according to the method described above, and shown in Figure 18.  
 
Figure 18. Data analysis scheme, using bovine serum albumin, 16+ as an example. (a) 
Drift time distribution at selected Trap collision voltage (47 V) showing two coexisting 
conformer families. (b) Relative abundance of most compact conformer family for the set 
of Trap collision voltages, which is transformed to c) Plot of natural logarithm of 
effective rate constant divided by temperature versus inverse energy. The linear fit gives 
the activation enthalpy and entropy, and the dashed blue line shows the threshold for 
quantitation (>1% unfolded conformer family). 
Eyring plots (the natural logarithm of the effective rate constant divided by the 
temperature, plotted versus inverse vibrational temperature) for two representative 
species, alcohol dehydrogenase (ADH), 12+, and concanavalin A (Con A), 8+, are shown 
in Figure 19. ADH, 12+ unfolds such that the most compact conformer family is 
completely depleted (Figure 19a), while Con A, 8+ reaches a quasi-equilibrium between 
the most compact and unfolded conformer families, giving rise to the plateau observed in 
the Eyring plot (Figure 19b). Eyring plots for the remaining species are collected in the SI 
(Figure C7 and Figure C8). In some cases, the data exhibit curvature at lower abundances 
(typically <10%) of the most compact conformer family. In these cases, I fit the initial 
linear portion of the data. As discussed above, this curvature may arise from multiple 
non-interconverting populations with different reactivities, and/or rearrangement to a 
more stable conformer family upon activation. In these CIU experiments, any such 
rearrangement necessarily must not produce a measurable ΔCCS (i.e. < 3%). Given that 
the decrease in reactivity tends to manifest when little of the most compact conformer 
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family remains, I expect that it is due to 
structural rearrangement to a more stable 
species with similar CCS. Therefore, 
fitting the initial linear portion of the 
curves will provide information about the 
kinetics of the initial compact conformer 
family, prior to rearrangement.  
Activation enthalpies and entropies 
extracted from the linear fits are plotted 
against each other in Figure 20 (activation 
parameters can be found in Tables C3 and 
C4). Remarkably, for both polarities there 
is a strong linear correlation between ΔH‡ 
and TΔS‡, one that falls on a line of nearly 
constant ΔG‡. Higher ΔH‡ values for these 
data are (in general) associated with relatively lower charge states. Interestingly, a 
correlation between ΔH‡ and ΔS‡ was also noted by Sinelnikov et al. in their BIRD 
studies of protein complex dissociation.121 A possible cause of this correlation is that a 
structure with a more tightly-bound proton may have a lower ground-state entropy and 
thus a larger change in entropy upon conversion to the transition state for the 
unfolding/dissociation process. In Figure 20a, four data points lie significantly above the 
remaining data and do not fit the linear trend. These data arise from the lowest charge-
state cations for which measurable unfolding is observed in our instrument for four 
Figure 19. Plots of the natural logarithm 
of the effective rate constant divided by 
temperature versus inverse vibrational 
temperature for (a) alcohol dehydrogenase, 
12+ (b) concanavalin A, 8+, which does 
not unfold fully, leading to the plateau 
apparent in the plot. The blue dashed line 
shows the threshold for quantitation (>1% 
unfolded conformer family). 
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proteins (concanavalin A, carbonic anhydrase, alcohol dehydrogenase, and bovine serum 
albumin). Furthermore, all of these are species that do not fully convert from the most 
compact conformer family to a more 
unfolded one, but instead reach a quasi-
equilibrium with two coexisting 
populations.  
These species all have markedly 
higher ΔG‡ values than the rest of the 
positive ions studied and are the only ones 
with ΔG‡ above 80 kJ/mol (Figure 21). 
They also have lower ΔH‡ values than do 
the same proteins with one more proton, 
which may indicate a different unfolding 
mechanism at work for these species. 
Interestingly, this behavior is not 
observed for negative ions with the same 
absolute charge as the outlier species. 
Instead, all the negatively-charged species 
investigated fall along the linear trend of ΔH‡ vs. TΔS‡. The rest of the positively-charged 
ions measured have ΔG‡ between 70 and 80 kJ/mol, except for Con A10+ at 68 kJ/mol 
(Figure 21). The negatively-charged ions are more unfolded at a given collision voltage 
in the majority of cases (Fig. C10) and have ΔG‡ values slightly below or approximately 
equal to the equivalent positively-charged ions, with the single exception of BSA14-
Figure 20. Plots of ΔH‡ versus TΔS‡ for 
(a) positive and (b) negative ions. The 
black circles are species that fully unfold, 
the blue dashed lines are lines of constant 
ΔG‡ (i.e. a slope of 1, best fit lines have 
slopes of 1.07±0.02 in (a) and 1.02±0.02 
in (b)), and the red triangles are species 
that reach a quasi-equilibrium between 
the compact and unfolded states (only 
observed for positive ions). Notably, these 
species also have markedly larger ΔG‡ 
than the rest of the species studied.  
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/BSA14+ (Figure 21). These results are intriguing in light of a recent study that found 
negatively-charged complexes to be more resistant to CID.239 For all proteins studied and 
both polarities, the lowest charge state has the largest ΔG‡, and ΔG‡ decreases 
monotonically with increasing charge state. 
Implications for unfolding mechanism. Since the measured ΔG‡ values for a 
diverse variety of structurally unrelated proteins fall within a narrow range of energies, 
and ΔG‡ varies more with charge state for a single protein than across proteins, protein 
and sequence identity are unlikely to be the main determining factors in the unfolding 
energy. Nor is the size of the unfolding portion of the protein (for which ΔCCS is a 
proxy) likely to be a major factor, as ΔG‡ varies less across these proteins than does 
ΔCCS. Instead, the data suggest that charge state plays a vital role. This is borne out by a 
plot of ΔG‡ against charge density (here, number of charges divided by CCS), which 
demonstrates a clear negative correlation between ΔG‡ and charge density for positively-
charged ions (R2 = 0.77, excluding the four outlier data points. R2 = 0.54 if they are 
included) (Figure 22a). Further, quantum mechanical calculations of proton transfer in 
small, basic residue-containing peptides with well-solvated protons (the case for the 
proteins studied here, which have more basic sites than charges in every instance) yield 
ΔG‡ values consistent with ours (~70 kJ/mol for proton transfer to an amide oxygen).240 
Figure 21. Plot of ΔG‡ versus charge 
state for positive (filled symbols) and 
negative (open symbols) ions of β-
lactoglobulin (black circles), concanavalin 
A (blue squares), carbonic anhydrase II 
(red triangles), alcohol dehydrogenase 
(teal diamonds), bovine serum albumin 
(maroon pentagons), and transferrin 
(purple stars). For a given protein, ΔG‡ 
decreases nearly monotonically with 
increasing charge state. 
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This suggests the intriguing possibility that our experiments measure the energy of proton 
transfer from a basic side chain to the peptide backbone, which is likely to be the rate-
limiting step in gas-phase protein unfolding for many native-like protein ions. Moreover, 
the lower charge states tend to be associated with higher ΔH‡ values, consistent with 
those relatively fewer protons being more tightly bound. Many previous reports have 
established and commented on the link between charge state and CIU/CID,37,38,41,241 and 
this result provides quantitative support for the connection between the Mobile Proton 
model and CIU. 
A weaker correlation between ΔG‡ 
and charge density is observed for 
negatively-charged ions (R2 = 0.33) 
(Figure 22b), for which fewer native 
charge states were produced by 
electrospray. The weaker correlation as 
compared to positively-charged protein 
ions may also arise due to differences in 
the number and identity of 
protonation/deprotonation sites between 
positive and negative polarities. Since the 
ΔG‡ values for negative polarity cluster in 
the same region as those for positive 
polarity, the simple explanation is that 
similar mechanisms are operative in both 
Figure 22. Plots of ΔG‡ versus charge 
density (number of charges divided by 
CCS) for (a) positive and (b) negative 
ions. For positive ions the four species 
with anomalously high ΔG‡ are also 
outliers here. There is a strong correlation 
(R2 = 0.77) between ΔG‡ and charge 
density for the species that fully unfold. 
For negative ions there is a weaker 
correlation between ΔG‡ and charge 
density (R2 = 0.33). 
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polarities (i.e. proton transfer is the rate-limiting step). However, while in positive 
polarity charges can move to many moderately basic sites (such as amide groups) along 
the peptide backbone, in negative polarity charge mobilization requires donation of a 
proton to the charged site, limiting the number of groups that can participate. A more 
direct charge transfer process may be involved in gas-phase unfolding in negative 
polarity, such as neutralization of salt-bridge interactions leading to increased charge 
repulsion and unfolding. This mechanism could also be operative in positive polarity, 
thus preserving the possibility of a unified explanation of gas-phase unfolding for both 
polarities. 
I also considered the effect of instrumental characteristics on the set of transitions 
that are observable and quantifiable using our instrument (see Appendix C for details). 
For small to very large proteins, the lower bound of the range of accessible energies is 
approximately 60 kJ/mol, while the upper bound lies close to 200 kJ/mol for a small 
protein such as ubiquitin (8.5 kDa) and decreases to ~80 kJ/mol for a very large protein 
such as GroEL (800 kDa) (Fig. C11). Enhanced control over ion temperature (initial and 
final) and reaction time via instrument modifications could allow relevant transitions 
occurring at lower or higher energies to be investigated. 
Conclusions 
A novel, rapid method for quantitatively determining activation energies for gas-
phase protein unfolding and dissociation was introduced. Combining a previously-
developed model for energy deposition in collisional activation with unimolecular rate 
theory enabled measurement of dissociation and unfolding thermodynamics. Values 
derived using this method agree well with those determined using BIRD. Although our 
79 
method is more dependent on the veracity of constructed models than is BIRD, I expect 
that in many cases it will provide results rapidly with reasonable accuracy. Another 
advantage of this method is that ion internal energies upon activation can be practically 
sampled more finely than in typical BIRD experiments due to facile adjustment of 
collision cell voltages. Studies of gas-phase protein unfolding reveal that ΔG‡ values for a 
given protein decrease with increasing charge state, while those across proteins fall 
within a narrow range; there is more variation with charge state than with protein identity 
for the range of native-like and charge-reduced ions probed here. The above results lead 
us to infer that the CIU transitions observed in these experiments result from proton 
transfer from a basic site to the peptide backbone. This inference is supported by the 
concurrence of our experimental ΔG‡ values and those computed for proton transfer in 
small model peptides.  
This work only considered the lowest-energy gas-phase unfolding transition 
resolvable with a Synapt G2-Si, which is from a compact, native-like structure to another 
relatively-compact structure. However, subsequent unfolding transitions and MD 
modeling of changes in CCS may provide additional insight into high-order protein 
structure and are the subject of future investigations. Also, while charge density and ΔG‡ 
are found to be correlated, exploring the origins of deviations from the trend may reveal 
interesting protein-specific impacts on unfolding activation energy. Although the 
relationship between ΔG‡ values determined here and solution-phase unfolding behavior 
remains a question for future exploration, the amount of unfolding observed in these gas-
phase experiments is typically smaller than that observable with many condensed-phase 
techniques and thus has the potential to provide more detailed unfolding data than 
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conventional techniques. Further experiments measuring ΔG‡ for ligand dissociation and 
subsequent comparison to solution-phase binding constants will aid in establishing that 
link and could yield insights into important biological interactions including enzyme-
inhibitor and protein-lipid systems.  
One important class of protein-ligand systems is membrane protein-lipid 
interactions. Because membrane proteins can be ionized within membrane mimetics and 
subsequently analyzed in the gas phase, mass spectrometry is a promising candidate for 
studying membrane proteins. However, a recent report from our group predicted that 
significant non-specific binding between lipids and proteins is likely to occur.242 In 
Chapter V, I investigate experimentally non-specific binding between lipid head groups 
and soluble proteins, and use the method introduced in this chapter to study the ΔG‡ of 
such interactions.  
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CHAPTER V 
 
EXTENT AND ENERGETICS OF NON-SPECIFIC BINDING BETWEEN LIPID 
HEAD GROUPS AND SOLUBLE PROTEINS 
 
While the material included here is primarily my own work, Samantha O. Shepherd 
assisted with data collection and analysis, and Jesse W. Wilson and James S. Prell 
contributed to experimental design and interpretation. This work will form a portion of a 
manuscript to be submitted in the future, with the above named as co-authors. 
 
Introduction 
 As native mass spectrometry (MS) has increased in prevalence, a wider range of 
systems has come under investigation.10,243 Of particular interest are membrane proteins 
and their interactions with lipids. Although membrane proteins comprise a significant 
fraction of the proteome, their propensity to aggregate and precipitate when removed 
from membrane environments makes them extremely difficult to characterize using many 
techniques.244 However, membrane proteins can be solubilized through interaction with a 
local environment mimicking that of the lipid membrane, such as a detergent 
micelle245,246 or lipid Nanodisc.247-249 Native MS utilizes the ability of electrospray 
ionization (ESI) to transfer membrane proteins embedded within a membrane-like 
environment to the gas phase to probe the native-like structure, stoichiometry, and 
interactions of membrane proteins.243,250 Several seminal papers from the Robinson group 
have demonstrated the power and potential of this approach.251-253  
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 Phospholipids, which make up the majority of biological membranes, likely play 
roles beyond that of simply stabilizing membrane proteins. In many cases, lipid-protein 
interactions may affect membrane protein function.254,255 Preferential binding to a 
particular lipid or lipids can affect such properties as localization and oligomerization.256 
Therefore, knowledge of these lipid-protein interactions is important for understanding 
membrane function and developing therapeutics targeting membrane proteins.257 The 
Robinson and Laganowsky groups have led the way toward addressing these questions 
using native MS, publishing studies investigating structural stabilization due to lipid 
binding and reporting binding constants and allosteric effects.224,258,259  
 However, as for all native MS experiments, there may not be an exact 
correspondence between measured gas-phase results and solution-phase parameters.260 
Importantly in this case, there is the possibility of non-specific binding between lipids 
and proteins. Non-specific binding is an artifact of the ESI process, caused by two species 
present in the same droplet that associate as the solvent evaporates.261,262 In many of the 
lipid binding experiments conducted to date this is possible, based on the concentrations 
of lipid and protein used. Depending on the strength of the interaction in the gas phase, 
such interactions may be transient or long-lasting, with ionic interactions typically 
proving robust. One common example of this is adduction of sodium ions, which is 
almost ubiquitously present in solution. Protein ions often suffer from excessive sodium 
adduction, leading to decreased peak resolution.263 Polymers lacking strongly polar 
groups may be entirely charged via sodium adduction,81 enabling analysis by MS. 
The chemistry of lipid head groups defines their potential propensity to form non-
specific bonds with proteins, as lipid tails have no ionizable groups. Head groups of many 
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common lipids contain acidic groups (such as phosphate) and/or basic groups (such as 
amines) and can thus form shared-proton bonds with basic residues on the protein 
surface.264 The strength of such interactions is dependent on the gas-phase basicity (GB) 
values of both participants in the bond, with closer GB values producing a stronger 
bond.264 A recent report from my colleagues in the Prell group demonstrated that lipids 
with phosphoserine and phosphoethanolamine head groups had GBs very close to those 
of lysine, the second-most basic amino acid and a common location of charge for protein 
ions, suggesting that these lipids have the potential to form strong shared-proton bonds.242 
Phosphoglycerol lipids had GBs well below that of lysine, suggesting that they would 
form weaker bonds.242 Phosphocholine lipids had GBs above that of arginine, the most 
basic amino acid, suggesting that they would also form weaker shared proton bonds and 
that they would tend to strip charge from protein ions.242 To date, these predicted 
interactions have not been confirmed experimentally. 
In Chapter IV I discussed a method I recently introduced to determine activation 
energies for collision-induced dissociation (CID) of non-covalent protein complexes, 
including protein-ligand complexes. This method enables the gas-phase energetics of 
non-specific binding to be probed. The degree to which binding strength reflects solution- 
or gas-phase characteristics is highly relevant to studying protein-lipid interactions with 
native MS. If gas-phase parameters dominate, then extra care will be necessary in both 
designing and interpreting the results of experiments. In addition, probing binding 
energetics of a suite of molecules to multiple proteins will serve to further characterize 
the performance of the method I introduced in Chapter IV. 
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In order to probe non-specific binding between lipids and proteins, I will use 
soluble proteins and lipid head groups, which are soluble in aqueous solution. This will 
enable facile characterization of binding without the need for detergent micelles or lipid 
Nanodiscs, and, as head groups will be responsible for the vast majority of non-specific 
interactions, will provide a reliable readout of the typical extent of non-specific 
adduction. In this chapter I report non-specific binding of several lipid head groups to 
multiple soluble proteins. The extent of binding follows the predicted trend, with serine- 
and ethanolamine-containing head groups binding extensively, while choline-containing 
head groups bind less readily and tend to strip charge from the protein. The energetics of 
binding also follow the predicted trend, with serine- and ethanolamine-containing head 
groups binding strongly, while choline-containing head groups bind weakly. These 
results demonstrate the importance of considering GB and non-specific binding and are a 
step towards a framework for interpreting membrane protein-lipid binding native MS 
experiments quantitatively. 
Methods 
 Sample preparation. Glycerophosphorylcholine, phosphorylcholine, 
phosphorylethanolamine, glycerol 1-phosphate, phosphoserine, ubiquitin, and lysozyme 
were purchased from Sigma Aldrich. Lyophilized proteins were reconstituted in ultrapure 
18 MΩ water and buffer-exchanged into 200 mM ammonium acetate pH 7-7.5. Lipid 
head groups were dissolved in 200 mM ammonium acetate pH 7-7.5. Protein and lipid 
head group solutions were combined such that the final concentrations of protein and 
head group were 10 μM and 100 μM, respectively.  
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 Native IM-MS and CID. All mass spectra were acquired in “Sensitivity” mode 
using a Synapt G2-Si (Waters Corp.) with a nanoelectrospray source. Nanoelectrospray 
emitters were pulled from 0.78 mm i.d. borosilicate capillaries to a final i.d. of ~1 μM 
using a Flaming-Brown P-97 micropipette puller (Sutter Instruments). Emitters were 
loaded with 3-5 μL of sample and 0.7-1.1 kV applied to a platinum wire in electrical 
contact with the solution to initiate electrospray. The source was held at ambient 
temperature, and nitrogen, helium, and argon gas flow rates were 50, 100, and 5 mL/min, 
respectively. A traveling wave velocity of 500 m/s and height of 20 V were used for all 
experiments. For collision induced dissociation (CID) experiments, the singly-adducted 
state was isolated for a given charge state using the quadrupole with the LM resolution 
set to 12. Dissociation was performed by increasing the Trap CE in 1 V increments, 
beginning at the lower threshold for dissociation and continuing until the precursor was 
fully dissociated or significant covalent fragmentation was observed. 
Data analysis. Data was analyzed in a similar manner to that described in Chapter 
IV. Briefly, arrival time distributions for precursor and product ions were extracted using 
TwimExtract238 and integrated in Igor Pro (WaveMetrics). The relative abundance of 
precursor at each Trap CE was determined (for ions that exhibited dissociation due to the 
isolation, the precursor relative abundance was normalized to have a maximum value of 
1), as was the effective temperature. These values were used to compute the left-hand 
side of Equation 14, which was plotted against the reciprocal of temperature multiplied 
by the Boltzmann constant. The slope and intercept were then used to determine ΔH‡ and 
ΔS‡, respectively, using Equation 14. ΔG‡ was determined from ΔH‡, ΔS‡, and the 
average effective temperature over the range of data included in the fit. 
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Results and Discussion 
 Several lipid head groups representing the most common phospholipids were 
studied. Structure of phosphorylethanolamine (PE), glycerol 1-phosphate (PG), 
phosphoserine (PS), phosphorylcholine (PC), and glycerophosphorylcholine (GPC) are 
shown in Figure D1. GPC was studied in addition to PC since PC comes as a calcium 
salt; calcium adduction decreases spectral quality and complicates analysis. Ubiquitin 
(Ubq, 8.5 kDa) and lysozyme (LZ, 14 kDa) were used as model soluble proteins. Native 
mass spectra of each protein with no head group present were acquired and are shown in 
Figure D2. The most abundant charge state was chosen for subsequent CID experiments; 
5+ for Ubq and 7+ for LZ. Each lipid head group was added to both proteins in a 10:1 
molar ratio, the singly-adducted state isolated, and gradually dissociated using CID. 
 Mass spectra of lipid head group binding. For Ubq, spectra for GPC and PS 
binding are shown in Figure 23, and those for PC, PE, and PG binding are collected in 
Appendix D (Figure D3). All the head groups bind to Ubq. GPC and PC display the 
lowest extent of binding, with up to two bound to Ubq5+ (Figure 23a and D3a, 
respectively), while PS binds the most extensively, up to five on Ubq5+ (Figure 23d), and 
PE and PG fall between the two extremes, with up four bound to Ubq5+ (Figure D3d,g). 
Interestingly, GPC shifts the charge state distribution slightly to lower values, increasing 
the relative abundance of Ubq4+.  
 For LZ, spectra for all head groups are shown in Figure D4. Overall, the data 
follow a similar trend to that for Ubq. Similarly, all head groups bind to LZ. In this case, 
PC binds least readily, with up to three bound to LZ7+ (Figure D4d), GPC, PE, and PE all 
bind to a similar extent, with up to 4 bound to LZ7+ (Figure D4a,g,j), and PS binds most 
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extensively, with up to 8 on LZ7+ (Figure D4m). Again, GPC has a slight charge-reducing 
effect, in this case increasing the relative abundance of LZ6+. Taken together, the data 
suggest that PS binds most readily, and PC and GPC bind least readily. In order to 
determine the strength of the interactions, however, it is necessary to perform CID.  
 
Figure 23. Mass spectra of GPC and PS bound to Ubq. (a) Ubq with GPC bound (b) 
isolated Ubq5+ with GPC bound at low activation (c) isolated Ubq5+ with GPC bound at 
high activation (d) Ubq with PS bound (e) isolated Ubq5+ with PS bound at low 
activation (f) isolated Ubq5+ with PS bound at high activation. 
 
 CID of lipid head groups. For each protein and head group combination, CID 
was performed by scanning the collision voltage in 1 V increments from a minimally-
activating voltage to one sufficient to cause complete dissociation but not significant 
fragmentation. Isolated mass spectra of the singly-adducted state are shown in the middle 
column of Figures 23, D3, and D4. In the majority of cases the singly-adducted peak is 
not the only peak present in the isolated spectrum. The presence of protein with no head 
group adducts in these spectra is due to a combination of dissociation of the head group 
due to activation during the isolation and imperfect mass selection due to the intensity of 
the non-adducted and singly-adducted peaks. In appendix C (Figure C5) the isolation is 
shown to have a small heating effect for myoglobin (17 kDa) ions. Ubq and LZ may 
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experience a somewhat greater degree of activation during the isolation, but it will likely 
still have only a small effect on the final energies determined. However, in order to 
account for the presence of protein with no adducts (which is also the product of CID), 
the relative abundances were normalized to the maximum of the singly-adducted state 
prior to further analysis. The right-hand column of Figures 23, D3, and D4 shows isolated 
mass spectra at high activation, indicating that there is a single CID product in all cases. 
While PE, PG, and PS all dissociate as neutral species, GPC and PC dissociate with a 
positive charge. Note that while some of the non-adducted protein of the same charge 
state is present due to imperfect isolation, it stays constant in abundance while the 
abundance of the non-adducted protein with one fewer charge increases over the course 
of the CID experiment. This result agrees with that predicted by comparison of GB 
values. PC (and GPC) have values above that of arginine and thus abstract the proton 
when dissociating, while the other head groups have GBs below that of arginine. 
 The relative abundance of the singly-adducted state at each collision voltage for 
each protein and head group combination are shown in Figure 24. For both Ubq and LZ, 
the same ordering is observed. GPC binds most weakly, followed closely by PC, then PE, 
followed closely by PG, and finally PS. The difference between GPC and PC is likely 
due to the additional free phosphate oxygen in PC compared to GPC (Figure D1), which 
could participate in a multidentate interaction and provide additional stabilization. As 
expected, PS binds most strongly, as its GB is very close to that of lysine and histidine, 
common protonation sites. PE which has a GB between those of arginine and lysine, 
forms a moderately strong interaction, also in agreement with the prediction. However, 
PG, which is significantly less basic than all common protonation sites and thus is not 
89 
expected to form a strong interaction, actually forms a stronger interaction than PE. The 
PG spectra have more sodium adduction than the PE spectra, and increased salt adduction 
can lead to increases in measured CID energies. However, at most 50% of the singly-
adducted population is sodiated in the low-activation isolated spectra, and this profile is 
largely constant throughout the experiment, indicating that any effect of increased sodium 
adduction is likely small. Since these interactions form in the latter stages of the ESI 
process and may be concurrent with charging, it is possible that the presence of a 
significant amount of PG causes alternative charge configurations to become favored. PG 
could form a relatively stable shared proton interaction with an amino acid residue such 
as proline or tryptophan during the charging process, and the resulting configuration 
could be more stable than one with protonation at only arginine and lysine residues. 
Other than PG, however, the interaction strengths agree with those predicted based on 
GBs. 
 
Figure 24. Breakdown curves for dissociation of lipid head groups from (a) ubiquitin, 5+ 
(b) lysozyme, 7+. For both proteins the same trend in binding strength is observed, 
namely PS > PG > PE > PC > GPC.  
 
 Activation energies for head group CID. Activation energies were determined 
using the method introduced in Chapter IV for each protein and head group combination. 
ΔG‡ values are shown in Table 3, and ΔH‡ and ΔS‡ values are shown in Table D1. ΔG‡ 
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values fall between 65 and 81 kJ/mol and follow the same trend as the midpoints of the 
breakdown curves, i.e. PS > PG > PE > PC > GPC. Comparing ΔG‡ values for the same 
head group but different proteins reveals a strong correlation. Observed discrepancies are 
below 7%, much less than the variation across head groups for a given protein, 
suggesting that the interaction between the head group and protein depends mainly on the 
local environment and that my method captures the particularities of the interaction. CID 
of GPC and PC produce ΔH‡ values that are among the highest (Table D1), likely due to 
the presence of a Coulombic barrier. They also have the highest ΔS‡ values, which may 
be indicative of rearrangement to an ensemble of charge configurations following 
abstraction of charge by GPC/PC. The activation energies measured here also lie close to 
those reported in Chapter IV for protein unfolding and in the literature for proton transfer 
between basic groups within peptides. As the lipid head groups studied here have similar 
GBs to those of several basic amino acid residues, the concordance between the measured 
values provides further confirmation that the barrier to proton transfer between groups 
approximately as basic as many amino acids is ~70 kJ/mol. The activation energies agree 
with the energy trend obtained from breakdown curve data and in addition uncover 
further, more subtle, details of the CID process. 
Table 3. Activation free energies for lipid head group CID. 
 Ubiquitin, 5+  Lysozyme, 7+ 
Head group ΔG‡ (kJ/mol)  ΔG‡ (kJ/mol) 
GPC 65.8±14.6  67.2±4.6 
PC 68.9±8.0  67.9±4.8 
PE 71.9±8.1  73.7±4.6 
PG 72.5±4.9  75.5±5.0 
PS 75.7±8.5  80.9±9.5 
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Conclusions 
 The non-specific binding of several lipid head groups to soluble proteins was 
investigated with native MS and CID. Non-specific binding of all head groups to both 
proteins studied, Ubq and LZ, was observed. The strength of binding was probed using 
CID, revealing that PS binds most strongly, followed by PG, PE, PC, and GPC. This 
trend is can largely be explained by similarities in GB values between the head groups 
and amino acid residues likely to be protonated. For example, PS has a GB very close to 
that of lysine and thus will form a strong interaction, while PC and GPC have GBs above 
the most basic residue and thus form weaker interactions and dissociate with a positive 
charge, rather than as a neutral species. However, PG, which is not expected to form a 
strong interaction based on its relatively low GB, in fact forms the second strongest 
interaction. This may be due to formation of shared proton bonds within the shrinking 
ESI droplet, leading to a stronger interaction than would otherwise occur. ΔG‡ values for 
a given head group are similar for Ubq and LZ, suggesting that the barrier for 
dissociation is largely intrinsic to the head group-protein interaction.  
 Since the chemistry of the lipid head group significantly affects non-specific 
binding behavior, results of membrane protein-lipid binding experiments should be 
interpreted with caution. In particular, PS lipids are likely to bind more strongly in the 
gas phase than expected based on solution-phase information, while PC lipids dissociate 
readily and may be stripped during ejection of a membrane protein from a detergent 
micelle. Future experiments characterizing the non-specific binding of lipid head groups 
to larger soluble proteins, including soluble forms of membrane proteins, will aid in 
characterizing the extent of non-specific adduction that can be expected for typical 
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membrane proteins, which are larger than the proteins studied in this chapter. In addition, 
the energetics of binding between lipids and several model membrane proteins will be 
investigated, and by fully characterizing the non-specific adduction of lipids, the method 
introduced in Chapter IV and applied in this chapter could be used to probe the energetics 
of membrane protein-lipid binding to elucidate specific interactions. 
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OUTLOOK 
 
This dissertation presents several novel insights and methods that expand the 
frontiers of native mass spectrometry by bringing quantitative analysis to systems 
previously studied qualitatively. Native mass spectrometry had emerged as a valuable 
tool for interrogating proteins and non-covalent complexes and proved useful in studying 
protein structure and covalent and non-covalent interactions. While the compact, folded 
structures of native-like protein ions had been extensively investigated, those of partially 
or fully unfolded protein ions had received less scrutiny. Furthermore, while numerous 
techniques to probe the energetics of small systems such as peptides had been developed, 
important processes such as gas-phase protein unfolding, as well as complex dissociation 
into structures reflecting the overall topology, had not yet been studied quantitatively. 
Although qualitative analysis can be very useful, it does not extract all possible 
information from the available data. Therefore, the moment appeared ripe for the 
development and application of more quantitative tools to gas-phase protein structure and 
structural transitions. The initial fruits of that effort are relayed in this dissertation. 
The quantitative information described here was gleaned through a combination 
of experiments and simulations working in harmony along with global analysis of 
proteins across sizes. These approaches provided insight into mechanistic, energetic, and 
structural details of gas-phase protein behavior. In Chapter II, scaling behavior was used 
to study the highly unfolded structures of protein ions created by supercharging ESI. 
Mechanistic details of supercharging ESI were also uncovered, contributing to an 
ongoing discussion in the field. Beyond structures originating from ESI, the information 
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contained within structures generated in the gas phase has long been of interest. Thus, 
attention was turned to gas-phase structural changes and several methods of producing 
them. In Chapter III, the energy deposition efficiencies of two such methods, CIU and 
SIU, were investigated. Modeling the activation process enabled absolute calibration of 
both energy scales. The dependence of energy deposition efficiency on structure was also 
probed. The model for collisional activation introduced in Chapter III led directly to the 
novel quantitative method developed in Chapter IV. This method is faster than other gas-
phase quantitation approaches, and, crucially, can be applied to study protein unfolding. 
The method was validated and applied to investigate common features of gas-phase 
protein unfolding and reveal intriguing mechanistic insights. Protein-lipid interactions, 
which are often difficult to study, have been investigated using native MS. However, the 
potential for spurious non-specific interactions exists. Chapter V studied non-specific 
binding between lipid head groups and several soluble proteins and demonstrates the role 
of gas-phase basicity in binding strength, sounding a note of caution for native MS 
studies of lipid binding. Future directions include further application of the quantitative 
methods developed here to study lipid binding, as well as investigation of other important 
protein-protein and protein-ligand interactions such as enzyme-inhibitor complexes. In 
addition, it is likely that much of the structural information contained within CCS 
distributions remains unexploited. Our group and others developed approaches to begin 
extracting this information for structures generated during ESI. Extending these 
approaches to probe structures arising due to CIU or SID experiments and combining 
them with the quantitative tools introduced in this dissertation will further increase the 
usefulness of IM-MS for the study of proteins and complexes. 
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APPENDIX A 
 
SUPPLEMENTAL INFORMATION FOR CHAPTER II: EXTENDED PROTEIN IONS 
ARE FORMED BY THE CHAIN EJECTION MODEL IN CHEMICAL 
SUPERCHARGING ELECTROSPRAY IONIZATION 
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Table A1. Experimentally-observed charge states of native and supercharged head-to-tail 
linked poly-ubiquitins (Ubq1-11). zma is the most abundant charge state, zavg is the average 
charge state, and zmax is the highest-observed charge state with a signal-to-noise of at least 
2:1. 
Protein Native zma Native zavg Supercharged zma Supercharged 
zmax 
Ubq1 5+ 4.64 12+ 14+ 
Ubq2 7+ 7.26 19+ 26+ 
Ubq3 9+ 8.52 32+ 37+ 
Ubq4 10+ 9.92 44+ 50+ 
Ubq5 12+ 11.71 51+ 60+ 
Ubq6 13+ 12.87 63+ 72+ 
Ubq7 14+ 13.92 74+ 81+ 
Ubq8 15+ 14.90 84+ 90+ 
Ubq9 16+ 16.24 90+ 97+ 
Ubq10 17+ 17.28 95+ 105+ 
Ubq11 17+ 17.36 108+ 114+ 
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Table A2. Amino acid composition of proteins studied. Letters in parentheses are one-
letter abbreviations of amino acids.  
Amino acid type Ubq Myoglobin LFN PA63 Carbonic 
anhydrase 
ADH 
Non-polar 
(AGILPV) 
40.0% 43.8% 34.8% 35.7% 41.5% 49.9% 
Aromatic (FWY) 4.0% 7.2% 8.2% 7.5% 9.2% 7.8% 
Polar (NQCMST) 25.3% 14.4% 18.7% 29.8% 24.2% 19.9% 
Acidic (DE) 16.0% 20.9% 18.0% 14.4% 14.2% 12.1% 
Basic (RKH) 14.7% 13.7% 20.2% 12.7% 10.8% 10.4% 
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Derivation of analytical maximum charge state scaling law for highly-extended 
protein ions 
I derive a simple analytical model for the scaling behavior of quasi-linear protein 
ions by treating them as line segments. For a set of z point charges in vacuum spaced 
uniformly along a line segment of length L, the apparent gas-phase basicity (resp., proton 
affinity), GBapp (resp., PAapp) of the charge configuration, is equal to the sum of the 
intrinsic gas-phase basicities, GBint, (resp., PAint) of the charged sites minus  
𝑈𝑡𝑜𝑡 = ∑
𝑘𝑒2
𝜀𝑟𝑟𝑖𝑗
𝑧
𝑖<𝑗 = ∑
𝑘𝑒2
(𝑗−𝑖)𝜀𝑟𝐿
𝑧−1
𝑧−1
𝑖<𝑗 =
𝑘𝑒2(𝑧−1)
𝜀𝑟𝐿
∑
1
𝑗−𝑖
𝑧−1
𝑖<𝑗          (A1) 
the total electrostatic self-energy of the charge configuration, where rij are the pair-wise 
distances between charges, k is Coulomb’s constant, 𝜀𝑟 is the relative dielectric 
permittivity, and e is the fundamental charge. Utot simplifies to 
𝑈𝑡𝑜𝑡 =
𝑘𝑒2(𝑧−1)
𝜀𝑟𝐿
∑
𝑧−𝑎
𝑎
𝑧−1
(𝑗−𝑖)=𝑎=1 =
𝑘𝑒2(𝑧−1)
𝜀𝑟𝐿
((𝑧 ∑
1
𝑎
) − (𝑧 − 1)𝑧−1𝑎=1 )       (A2) 
which can be rewritten 
𝑈𝑡𝑜𝑡 =
𝑘𝑒2𝑧(𝑧−1)
𝜀𝑟𝐿
∑
1
𝑎
𝑧−1
𝑎=1 −
𝑘𝑒2(𝑧−1)2
𝜀𝑟𝐿
           (A3) 
For large z, this can be approximated 
𝑈𝑡𝑜𝑡 =
𝑘𝑒2𝑧(𝑧−1)
𝜀𝑟𝐿
(ln(𝑧 − 1) + 𝛾) −
𝑘𝑒2(𝑧−1)2
𝜀𝑟𝐿
         (A4) 
where γ = 0.577 . . . is the Euler-Mascheroni constant. If a charge is removed and the 
remaining charges are allowed to spread out uniformly again, the resulting energy 
difference is  
𝑈𝑡𝑜𝑡(𝑧) − 𝑈𝑡𝑜𝑡(𝑧 − 1) =
𝑘𝑒2𝑧(𝑧−1)
𝜀𝑟𝐿
(ln(𝑧 − 1) + 𝛾) −
𝑘𝑒2(𝑧−1)2
𝜀𝑟𝐿
−
𝑘𝑒2(𝑧−1)(𝑧−2)
𝜀𝑟𝐿
(ln(𝑧 − 2) + 𝛾) +
𝑘𝑒2(𝑧−2)2
𝜀𝑟𝐿
       (A5) 
For large z, this tends toward 
99 
𝑈𝑡𝑜𝑡(𝑧) − 𝑈𝑡𝑜𝑡(𝑧 − 1) =
3𝑘𝑒2(𝑧−1)
𝜀𝑟𝐿
ln(𝑧 − 1)         (A6) 
Assuming, for large z, that the total of the intrinsic gas basicities (resp., PAint) of 
the protonated sites is 𝑧 × 𝐺𝐵𝑎𝑣𝑔
𝑖𝑛𝑡  (resp., 𝑧 × 𝑃𝐴𝑎𝑣𝑔
𝑖𝑛𝑡 ) and that the protein ion is in quasi-
equilibrium with water vapor, one obtains  
𝐺𝐵𝑎𝑝𝑝(𝑧) − 𝐺𝐵𝑎𝑝𝑝(𝑧 − 1) = 𝐺𝐵𝑎𝑣𝑔
𝑖𝑛𝑡 − 𝐺𝐵(𝐻2𝑂) = 𝑈𝑡𝑜𝑡(𝑧) − 𝑈𝑡𝑜𝑡(𝑧 − 1)     (A7) 
(resp., the analogous equation with GB’s replaced by PA’s). 
Since 𝐺𝐵𝑎𝑣𝑔
𝑖𝑛𝑡  (resp., 𝑃𝐴𝑎𝑣𝑔
𝑖𝑛𝑡 ) is independent of z, one finally obtains the 
approximation 
3𝑘𝑒2(𝑧−1) ln(𝑧−1)
𝜀𝑟𝐿
∝ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡            (A8) 
so that 
3𝑘𝑒2(𝑧 − 1) ln(𝑧 − 1) ∝ 𝐿 ∝ 𝑚𝑎𝑠𝑠           (A9) 
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Table A3. Measured reaction rates and apparent gas-phase basicities (GBapp) for [Ubq1, 
(z+1)H]( z+1)+ and [Ubq3, ( z+1)H]
( z+1)+. Literature values for GB of reference bases are 
taken from Hunter and Lias.265 
Base (GB, kJ/mol) Reaction rates (x10-11 cm3 /mol•s) 
Propane (607.5) 
  
< 1.0 
 
Water (666.1) < 1.0 
 
4.8 
 
Methanol (724.5) 7.1 
   
Hexanone (811.3) 
   
< 1.0 
3-fluoropyridine (872.8) 
   
3.5 
Pyridine (902.5) 
 
< 1.0 
  
Tri-n-propylamine (946.4)  7.8    
Ubq1 Ubq1 Ubq3 Ubq3 
Charge state (z) 13+ 4+ 36+ 8+ 
GBapp (kJ/mol) 695.4 924.7 636.8 887.8 
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Figure A1. Collisional cross sections for Ubq1-3 either measured using traveling-wave ion 
mobility (black circles) or calculated using Collidoscope for straight-chain (blue squares) 
or α-helical (red diamonds) structures. While all three sets of data follow linear trends, 
CCS increases more quickly with mass for the straight-chain structures as compared to 
the α-helical structures. The experimental CCSs are greater than those for the α-helical 
structures but lower than those for the straight-chain structures, indicating that the 
experimental structures are highly extended but not completely straight chains.  
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Figure A2. (a) Mass spectrum of natively folded BSA has a low and narrow charge state 
distribution. (b) Mass spectrum of refolded reduced BSA has a nearly identical charge 
state distribution. (c) Arrival time distributions of the 14+ to 17+ charge states of reduced 
and un-reduced BSA displaying a 1% increase in the peak location for the reduced 
protein, indicating nearly identical structures. (d) Circular dichroism spectra of un-
reduced (solid black line) and reduced (dashed blue line) BSA in native ESI buffer. 
Similar peak shape indicates highly similar secondary structure content.   
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Figure A3. (a) Mass spectrum of natively folded β-lactoglobulin displaying populations 
of monomers (M) and dimers (D) with low and narrow charge state distributions. (b) 
Mass spectrum of refolded reduced β-lactoglobulin, with a smaller population of dimers 
(D) and an additional small amount of higher monomer (M) charge states. (c) Arrival 
time distributions of reduced 7+ (dashed green line) and 8+ (dashed blue line) and un-
reduced 7+ (solid black line) and 8+ (solid red line) β-lactoglobulin monomers. There is 
virtually no change in the peak of the distribution for the 8+ charge state and reduction 
leads to a 2% increase in arrival time for the 7+ charge state. (d) CD spectra of reduced  
( ) and un-reduced ( ) β-lactoglobulin.  
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Figure A4. (a) Mass spectrum of natively folded lysozyme displaying low and narrow 
charge state distribution. (b) Mass spectrum of refolded reduced lysozyme with a 
virtually identical charge state distribution. (c) Arrival time distributions of 6+ and 7+ 
charge states of native and reduced lysozyme in native electrospray buffer showing a 
negligible, 1% increase in the peak position for the reduced protein as compared to the 
native protein. 
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Table A4. Experimental drift times for un-reduced and reduced BSA, β-lactoglobulin, 
and lysozyme in native conditions.  
 BSA 
z Un-reduced (ms) Reduced (ms) Difference (%) 
14+ 13.9 14.0 1 
15+ 12.4 12.5 1 
16+ 11.2 11.3 1 
17+ 10.3 10.3 1 
 β-lactoglobulin 
7+ 8.7 8.9 2 
8+ 7.6 7.6 1 
 Lysozyme 
6+ 8.4 8.4 1 
7+ 7.1 7.2 1 
 
  
106 
 
Figure A5. Mass spectra in supercharging conditions. (a) Un-reduced β-lactoglobulin has 
a bimodal distribution with most abundant charge states of 11+ and 15+ and a highest 
observed charge state of 21+. (b) Reduced β-lactoglobulin has a most abundant charge 
state of 19+ and a highest observed charge state of 23+. Note that the small peaks slightly 
higher in mass than the main charge state series in (a) and (b) are a second isoform of β-
lactoglobulin. (c) Un-reduced lysozyme has a most abundant charge state of 11+ and a 
highest observed charge state of 17+. (d) Reduced lysozyme has a most abundant charge 
state of 14+ and a highest observed charge state of 19+.  
  
107 
 
Figure A6.  Plots of ion collisional cross section, measured in N2 buffer gas, versus 
charge state for reduced (filled black circles) and un-reduced (open red squares) (a) BSA, 
(b) β-lactoglobulin, and (c) lysozyme. 
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APPENDIX B 
 
SUPPLEMENTAL INFORMATION FOR CHAPTER III: EXPERIMENTAL AND 
THEORETICAL INVESTIGATION OF OVERALL ENERGY DEPOSITION IN 
SURFACE-INDUCED UNFOLDING OF PROTEIN IONS 
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Figure B1. CIU and SIU plots, respectively, for (a) and (b) myoglobin, 7+ (c) and (d) β-
lactoglobulin, 8+ (e) and (f) concanavalin A, 8+ (g) and (h) carbonic anhydrase 8+ (i) and 
(j) carbonic anhydrase 9+ (k) and (l) LFN, 11+ (m) and (n) alcohol dehydrogenase, 11+ 
(o) and (p) albumin, 12+ (q) and (r) PA63, 15+ (s) and (t) bovine serum albumin, 14+ (u) 
and (v) bovine serum albumin, 16+ (w) and (x) transferrin, 17+. 
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Monte Carlo modeling of CIU in a Synapt G2-Si 
The initial kinetic energy of the ion was calculated as 𝑧 × 𝑉, where z is the charge 
on the ion and V the “Trap Collision Energy”, the voltage difference between the 
entrance electrode of the Trap and the exit electrode of the quadrupole. V was varied 
from 10 V to 200 V in steps of 5V for each protein. The traveling wave velocity in the 
simulations was 300 m/s, the wave height 2 V, and the wavelength 1.21 cm. The length 
of the collision cell in our modified instrument is 9 cm. The time step for each 
computation was  
𝑡𝑠 =
1
20
𝑚𝑓𝑝
√
2×𝑧×200
𝑚𝑖
             (B1) 
or 1/20th of the mean time between collisions for the maximum initial kinetic energy, 
where mfp is the mean free path and mi is the mass of the ion. While the distance traveled 
was less than the length of the collision cell, for each time step the total distance traveled 
was computed as the velocity of the ion multiplied by the time step and the distance in 
the forward direction computed as the velocity in the forward direction multiplied by the 
time step. To determine if a collision occurred during the time step, a Monte Carlo 
sampling procedure was used. A random number between 0 and 1 was chosen, if it was 
smaller than the collision probability, calculated as 1 − 𝑒−𝑑𝑡𝑠/𝑚𝑓𝑝, where dts is the total 
distance traveled during that time step, then a collision occurred. If a collision occurred, 
the distance traveled before the collision was determined as 
𝑑𝑐 = −𝑚𝑓𝑝 ln (𝑟 (1 − 𝑒
−
𝑑𝑡𝑠
𝑚𝑓𝑝) + 𝑒
−𝑑𝑡𝑠
𝑚𝑓𝑝)          (B2) 
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where r is the random number used to determine that a collision occurred. The forward 
distance before the collision was  
𝑑𝑐,𝑧 = 𝑑𝑐
𝑑𝑡𝑠,𝑧
𝑑𝑡𝑠
              (B3) 
To determine the geometry of the collision, the cosine of the polar angle (i.e. z-
component of the unit velocity vector of the gas) was sampled from a uniform 
distribution from -1 to 1, the azimuthal angle was sampled from a uniform distribution 
from 0 to 2π, and the x- and y-components of the gas vector determined as 
cos(Φ)×sin(cos-1(z)) and sin(Φ)×sin(cos-1(z)), respectively. The gas velocity was sampled 
from a Maxwell-Boltzmann distribution 
𝑝(𝑣) = (
𝑚𝑔
2𝜋𝑘𝑏𝑇
)
3
2
4𝜋𝑣2𝑒−𝑚𝑔𝑣
2 2𝑘𝑏𝑇𝑔⁄            (B4) 
where mg is the mass of the gas (Argon), kb is the Boltzmann constant, and Tg is the 
temperature of the gas (298 K). The change in velocity due to the traveling wave 
potential was determined by computing the potential difference over the course of the 
time 
∆𝑉𝑇𝑊 =
𝑤ℎ
2
(sin(𝑘𝑑𝑓 − 𝜔𝑡𝑓) − sin(𝑘𝑑𝑖 − 𝜔𝑡𝑖))         (B5) 
where wh is the wave height, k is the wavenumber, ω is the angular frequency, di and ti 
are the initial z position of the ion and total time, and df and tf are the final z position of 
the ion and total time. The change in velocity due to the traveling wave was computed as 
𝑣𝑧,𝑛𝑒𝑤 = √
2(
1
2
𝑚𝑖𝑣𝑧
2+𝑧∆𝑉𝑇𝑊)
𝑚𝑖
             (B6) 
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where vz is the z-component of the velocity vector of the ion, if the quantity inside the 
square root was positive, and as 
𝑣𝑧,𝑛𝑒𝑤 = −√
2|
1
2
𝑚𝑖𝑣𝑧
2+𝑧∆𝑉𝑇𝑊|
𝑚𝑖
            (B7) 
if it was negative. Using this updated velocity, the velocity of the ion after the collision 
was computed as  
𝒗𝑛𝑒𝑤 = √1 − 𝑥 (−𝒗 +
𝑚𝑖𝒗+𝑚𝑔𝒈
𝑚𝑖+𝑚𝑔
) +
𝑚𝑖𝒗+𝑚𝑔𝒈
𝑚𝑖+𝑚𝑔
         (B8) 
where x is the fraction of available kinetic energy converted to internal energy, v is the 
velocity vector of the ion, g is the velocity vector of the gas, mi is the mass of the ion, and 
mg is the mass of the gas. The change in internal energy due to the collision was 
computed as  
∆𝑈 =
𝑥
2
𝜇(𝒗 ∙ 𝒗 − 2𝒗 ∙ 𝒈 + 𝒈 ∙ 𝒈)           (B9) 
where μ is the reduced mass, for the model with only a heating mechanism and no 
cooling mechanism, and as 
∆𝑈 =
𝑥
2
𝜇(𝒗 ∙ 𝒗 − 2𝒗 ∙ 𝒈 + 𝒈 ∙ 𝒈) −
3
𝑛
𝑈 +
1
2
𝑚𝑔𝒗𝑔
2 −
3
2
𝑘𝑏𝑇𝑔     (B10) 
where U is the cumulative change in internal energy through the previous time step, for 
the model incorporating both heating and cooling mechanisms. After computing the 
change in internal energy the simulation advanced to the next time step. 
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If no collision occurred during a given time step, the change in velocity due to the 
traveling wave was determined as above and the simulation advanced to the next time 
step. 
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Derivation of analytic expression for energy deposition in CIU without cooling 
I determined an analytical expression for an extreme upper bound of energy 
deposition in CIU (i.e., in the absence of any cooling mechanisms) that is based on the 
kinetic theory of gases using the collision cross section of the ion. 
For an ion-gas collision, the available center-of-mass-frame kinetic energy is 
given by 
𝐾𝐸𝑎𝑣𝑎𝑖𝑙
𝐶𝑀 =
1
2
𝜇𝒗𝑟𝑒𝑙
2 =
1
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)     (B11) 
where μ is the reduced mass and vi and vg are the laboratory-frame velocity vectors of the 
ion and gas, respectively. Averaging over all possible vg gives 
〈𝐾𝐸𝑎𝑣𝑎𝑖𝑙
𝐶𝑀 〉 =
1
2
𝜇〈(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)〉        (B12) 
which simplifies to 
〈𝐾𝐸𝑎𝑣𝑎𝑖𝑙
𝐶𝑀 〉 =
1
2
𝜇(〈𝒗𝑖
2〉 + 〈𝒗𝑔
2〉)         (B13) 
or, in terms of kinetic energy 
〈𝐾𝐸𝑎𝑣𝑎𝑖𝑙
𝐶𝑀 〉 =
𝑚𝑔〈𝐾𝐸𝑖
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
+
𝑚𝑖〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
         (B14) 
where mi and mg are the mass of the ion and gas, respectively, and 〈𝐾𝐸𝑖
𝑙𝑎𝑏〉 and 〈𝐾𝐸𝑔
𝑙𝑎𝑏〉 
are the kinetic energies of the ion and gas, respectively. Let x be the fraction of available 
center-of-mass-frame kinetic energy converted to internal energy of the ion. Then the 
change in internal energy for a collision is 
〈∆𝑈〉 = 𝑥 (
𝑚𝑔〈𝐾𝐸𝑖
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
+
𝑚𝑖〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
)         (B15) 
and the kinetic energy after the collision is 
〈𝐾𝐸𝑝𝑜𝑠𝑡 𝑐𝑜𝑙𝑙
𝐶𝑀 〉 = (1 − 𝑥)〈𝐾𝐸𝑎𝑣𝑎𝑖𝑙
𝐶𝑀 〉         (B16) 
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Thus, the center-of-mass-frame velocities after the collision will be those prior to 
the collision reversed and scaled by √1 − 𝑥. Converting back to the laboratory frame I 
have 
𝒗𝑖,𝑝𝑜𝑠𝑡 𝑐𝑜𝑙𝑙 = √1 − 𝑥 (−𝒗𝑖 +
𝑚𝑔𝒗𝑖+𝑚𝑖𝒗𝑔
𝑚𝑖+𝑚𝑔
) +
𝑚𝑔𝒗𝑖+𝑚𝑖𝒗𝑔
𝑚𝑖+𝑚𝑔
      (B17) 
which simplifies to 
𝒗𝑖
𝑝𝑜𝑠𝑡 𝑐𝑜𝑙𝑙 = 𝒗𝑖 (
𝑚𝑔−𝑚𝑖√1−𝑥
𝑚𝑖+𝑚𝑔
)          (B18) 
Let 𝑎 = (
𝑚𝑔−𝑚𝑖√1−𝑥
𝑚𝑖+𝑚𝑔
)
2
, then the kinetic energy of the ion after n-1 collisions is 
〈𝐾𝐸𝑖,𝑛−1
𝑙𝑎𝑏 〉 =
1
2
𝑚𝑖〈𝒗𝑖,0
2 〉𝑎𝑛−1 = 〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉𝑎𝑛−1        (B19) 
and the internal energy after n collisions is 
〈∆𝑈𝑛〉 = 𝑥 (
𝑚𝑔〈𝐾𝐸𝑖,𝑛−1
𝑙𝑎𝑏 〉
𝑚𝑖+𝑚𝑔
+
𝑚𝑖〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
)         (B20) 
Substituting the expression for the kinetic energy of the ion from Equation B18 
gives 
〈∆𝑈𝑛〉 = 𝑥 (
𝑚𝑔〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉𝑎𝑛−1
𝑚𝑖+𝑚𝑔
+
𝑚𝑖〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
)        (B21) 
The total change in internal energy is given by summing the change in internal 
energy for each collision 
〈∆𝑈𝑡𝑜𝑡〉 = ∑ 〈∆𝑈𝑛〉
𝑁
𝑛=1 = ∑ 𝑥 (
𝑚𝑔〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉𝑎𝑛−1
𝑚𝑖+𝑚𝑔
+
𝑚𝑖〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
)𝑁𝑛=1      (B22) 
where N is the number of collisions. Terms without n dependence can be moved outside 
the summation, yielding 
〈∆𝑈𝑡𝑜𝑡〉 =
𝑁𝑚𝑖𝑥〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
+
𝑚𝑔𝑥〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
∑ 𝑎𝑛−1𝑁𝑛=1        (B23) 
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If N is large, then the total internal energy change can be expressed as   
〈∆𝑈𝑡𝑜𝑡〉 =
𝑁𝑚𝑖𝑥〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
+
𝑚𝑔𝑥〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
1
1−𝑎
        (B24) 
Substituting the expression for a and simplifying yields the final result 
〈∆𝑈𝑡𝑜𝑡〉 =
𝑁𝑚𝑖𝑥〈𝐾𝐸𝑔
𝑙𝑎𝑏〉
𝑚𝑖+𝑚𝑔
+
𝑥(𝑚𝑖+𝑚𝑔)〈𝐾𝐸𝑖,0
𝑙𝑎𝑏〉
2𝑚𝑖(1+√1−𝑥)+𝑚𝑔𝑥
        (B25) 
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Derivation of Model of Collisional Activation Capable of Both Heating and Cooling 
The primary computational model for CIU described in the main text includes 
collisional heating as well as collision cooling of the ion due to interactions with the 
buffer gas. (Under the conditions used in these experiments, radiative cooling by 
emission of photons from the ions is much slower than collisional cooling.) 
To derive a model that can both heat and cool the ions, I start with an protein ion 
with internal energy 
𝑈𝑖,𝑗−1 = ∆𝑈𝑗−1 + 𝑛𝑘𝑏𝑇𝑖,0          (B26) 
where ΔUj-1 is the cumulative change in internal energy at step j-1, n is the number of 
modes, kb is the Boltzmann constant, and Ti,0 is the initial temperature of the ion. The ion 
has kinetic energy 
𝐾𝐸𝑖
𝑙𝑎𝑏 =
1
2
𝑚𝑖𝒗𝑖
2           (B27) 
where mi is the mass of the ion and vi is the velocity of the ion. The gas has energy of 
𝐸𝑔 =
1
2
𝑚𝑔𝒗𝑔
2            (B28) 
where mg is the mass of the gas and vg is the velocity of the gas. The ion and gas form a 
collision complex with energy 
 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 = ∆𝑈𝑗−1 + 𝑛𝑘𝑏𝑇𝑖,0 +
1
2
𝑚𝑔𝒗𝑔
2 +
3
2
𝑘𝑏𝑇𝑔 +
𝑥
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)   (B29) 
where x is the fraction of available center-of-mass frame kinetic energy converted to 
internal energy and μ is the reduced mass. Note that the “extra” 
3
2
𝑘𝑏𝑇𝑔 of energy arises 
from bonding between the ion and gas. Assuming equipartition of energy, the total 
energy is distributed among n+3 modes, so the gas atom carries away 
1
2
∙
3
𝑛+3
 of the total 
118 
 
energy as kinetic energy, and another 
1
2
∙
3
𝑛+3
 goes into breaking the bonds. Thus, the 
internal energy of the ion after the collision is 
𝑈𝑖,𝑗 =
𝑛
𝑛+3
(∆𝑈𝑗−1 + 𝑛𝑘𝑏𝑇𝑖,0 +
1
2
𝑚𝑔𝒗𝑔
2 +
3
2
𝑘𝑏𝑇𝑔 +
𝑥
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔))   (B30) 
so the change in internal energy is  
∆∆𝑈𝑖 =
𝑛
𝑛+3
(∆𝑈𝑗−1 + 𝑛𝑘𝑏𝑇𝑖,0 +
1
2
𝑚𝑔𝒗𝑔
2 +
3
2
𝑘𝑏𝑇𝑔 +
𝑥
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)) −
∆𝑈𝑗−1 − 𝑛𝑘𝑏𝑇𝑖,0 =
1
𝑛+3
(
1
2
𝑛𝑚𝑔𝒗𝑔
2 +
3
2
𝑛𝑘𝑏𝑇𝑔 +
𝑥
2
𝑛𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔) −
3∆𝑈𝑗−1 − 3𝑛𝑘𝑏𝑇𝑖,0)          (B31) 
Assuming that the ion is initially thermalized to the temperature of the gas, i.e.  
Ti,0 = Tg, this reduces to 
∆∆𝑈𝑖 =
1
𝑛+3
(
1
2
𝑛𝑚𝑔𝒗𝑔
2 −
3
2
𝑛𝑘𝑏𝑇𝑔 +
𝑥
2
𝑛𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔) − 3∆𝑈𝑗−1)    (B32) 
Since n is large, I have 
∆∆𝑈𝑖 ≈ −
3
𝑛
(∆𝑈𝑗−1) +
1
2
𝑚𝑔𝒗𝑔
2 −
3
2
𝑘𝑏𝑇𝑔 +
𝑥
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)    (B33) 
and the cumulative change in internal energy at step j is 
∆𝑈𝑗 = ∆𝑈𝑗−1 −
3
𝑛
(∆𝑈𝑗−1) +
1
2
𝑚𝑔𝒗𝑔
2 −
3
2
𝑘𝑏𝑇𝑔 +
𝑥
2
𝜇(𝒗𝑖 − 𝒗𝑔) ∙ (𝒗𝑖 − 𝒗𝑔)    (B34) 
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Figure B2. Computed overall CIU efficiency versus mass for each protein and charge 
state studied for models with heating only (red triangles) and heating and cooling (black 
circles). The addition of a cooling mechanism decreases the overall CIU efficiency by 20-
30%. For the model with heating only the overall CIU efficiency decreases slightly with 
increasing mass, while for the model with heating and cooling there is a slight increase 
with mass, consistent with the prediction of longer cooling lifetimes for larger ions. 
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Figure B3. Comparison of overall CIU efficiencies determined from Monte Carlo 
simulations with (blue squares) and without (black circles) a cooling mechanism and 
those computed analytically (red triangles) at per-collision efficiency values ranging from 
0.05 to 1 for (a) β-lactoglobulin, 8+ (b) albumin, 12+ (c) transferrin, 18+. For all three 
proteins the values computed analytically and those derived from Monte Carlo 
simulations without cooling are nearly identical, and the addition of a cooling mechanism 
decreases the overall CIU efficiency. (d) Effect of the traveling wave potential on the 
overall CIU efficiency. The ratio of the overall CIU efficiency with and without the 
traveling wave potential included is plotted against the per-collision efficiency. For the 
heating only model, the traveling wave increases the overall CIU efficiency by 5-8% at 
small to intermediate values of the per-collision efficiency, and has little effect at large 
values of the per-collision efficiency (I use a value of 0.9 to calibrate CIU data). For the 
model with heating and cooling, apart from very small (non-physical) values of the per-
collision efficiency, the traveling wave has a negligible effect on the overall CIU 
efficiency. 
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Figure B4. Computed overall CIU efficiency (ΔU/zV) for BSA15+ for a wide range of 
CCS values using a heating only model (red triangles) and one with heating and cooling 
mechanisms (black circles). For the heating only model there is a rapid increase in the 
overall CIU efficiency followed by a plateau. As the number of collisions increases, each 
collision transfers a smaller amount of energy to internal modes, leading to the observed 
behavior. For the model with both heating and cooling, there is a similarly rapid increase 
for small CCS values, but the overall CIU efficiency peaks near the experimental CCS 
value and decreases at much larger CCS values due to increased cooling from the greater 
number of collisions.  
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Figure B5. Computed overall CIU efficiency (ΔU/zV) for myoglobin7+, LFN10+, and 
BSA15+ for CCS values corresponding to experimentally determined conformer families. 
Increased CCS increases the number of collisions, slowing the ions down and 
simultaneously increasing the cooling rate. This leads to only a modest decrease in the 
overall CIU efficiency over the range of CCS investigated for each ion. 
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Figure B6. Plots showing relationship between residuals from power-law fit in Figure 11 
and (a) CCS divided by mass (b) charge divided by CCS (c) charge divided by mass (d) 
number of salt bridges (e) amount of α-helical structure (f) amount of β-sheet structure. In 
all six cases there is no correlation. 
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Figure B7. SIU appearance energy vs. rescaled CIU internal energy, computed using the 
heating only model. The non-linear trend is fit to a power law relationship with an 
exponent of 0.62 ± 0.05. The shaded region represents ± one standard deviation of the 
relative difference from the fit. 
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Figure B8. In-source unfolding of BSA15+ at a backing pressure of 3.7 mbar. The 
unfolding transitions observed are the same as those produced by CIU in the Trap. 
However, the ions are activated less efficiently in the source region, requiring higher 
voltages to precipitate unfolding and leading to incomplete unfolding at the voltages 
accessible. 
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Figure B9. Effect of Trap pre-activation on SIU of BSA15+. (a) CIU with dotted lines 
showing two different levels of Trap activation (b) SIU with no Trap activation (c) SIU 
following Trap activation to the white line in (a) requires significantly higher energies to 
cause further unfolding transitions (d) SIU following Trap activation up to the gray line 
in (a) also requires significantly higher energies to cause further unfolding transitions. 
127 
 
 
Figure B10. Effect of in-source pre-activation on CIU and SIU of TF18+. (a) CIU with no 
in-source activation and dotted line showing level of pre-activation in (c) and (d). (b) SIU 
with no in-source activation. (c) CIU following in-source activation up to the dotted line 
in (a) exhibits a small shift to lower energy for the discontinuity at 1200 eV in (a) to 1000 
eV in this experiment. (d) SIU following in-source activation up to the dotted line in (a) 
requires more energy to cause further unfolding. 
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Figure B11. Effective mass of surface (see main text for definition) versus ion mass. For 
the first unfolding transition, the effective mass of the surface grows roughly linearly 
with ion mass. However, the effective mass of the surface can be much higher for the 
second and particularly the third unfolding transition. These transitions occur at higher 
energies and suggest that the ion-surface interaction depends on the kinetic energy of the 
ion. 
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APPENDIX C 
 
SUPPLEMENTAL INFORMATION FOR CHAPTER IV: RAPID DETERMINATION 
OF ACTIVATION ENERGIES FOR GAS-PHASE PROTEIN UNFOLDING AND 
DISSOCIATION IN A Q-IM-TOF MASS SPECTROMETER  
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Figure C1. Mass spectra for myoglobin, 9+, at (a) 10 V Trap CE (c) 45 V Trap CE (e) 60 
V Trap CE, and for myoglobin, 10+, at (b) 10 V Trap CE (d) 40 V Trap CE (f) 55 V Trap 
CE. The primary dissociation pathway is through loss of charged heme. However, a small 
amount of reduced iron is present, leading to loss of neutral heme and the small apo-
myoglobin peak with the same charge as the precursor, identified by the red circles.  
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Figure C2. Mass spectra for Shiga toxin 1 B, 11+, at (a) 30 V Trap CE (d) 40 V Trap CE 
(g) 55 V Trap CE, for Shiga toxin 1 B, 12+, at (b) 20 V Trap CE (e) 35 V Trap CE (h) 50 
V Trap CE, and for Shiga toxin 1 B, 13+, at (c) 20 V Trap CE (f) 30 V Trap CE (i) 40 V 
Trap CE. The predominant dissociation products in each case are monomer and the 
complementary tetramer. A small amount of dimer and complementary trimer are also 
observed. No evidence of secondary dissociation is observed, as all product species 
increase, then plateau, and none decrease in relative abundance at the collision energies 
studied. 
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Figure C3. Mass spectra for streptavidin, 14+, at (a) 30 V Trap CE (c) 50 V Trap CE (e) 
65 V Trap CE (b) 25 V Trap CE (d) 40 V Trap CE (f) 60 V Trap CE. The predominant 
dissociation products in both cases are monomer and the complementary trimer. A very 
small amount of dimer (< 1%) is also observed. No evidence of secondary dissociation is 
observed, as all product species increase, then plateau, and none decrease in relative 
abundance at the collision energies studied. 
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Figure C4. Plots of the double natural logarithm of precursor relative abundance versus 
inverse vibrational temperature for (a) myoglobin, 9+ (b) Shiga toxin 1 B, 11+ (c) Shiga 
toxin 1 B, 13+ and (d) streptavidin, 15+. In (a) a small amount of interfering dissociation 
due to activation during the isolation in the quadrupole is observed and is responsible for 
the plateau at low value of the laboratory-frame energy. 
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Figure C5. Plots of relative abundance versus laboratory-frame collision energy for (a) 
myoglobin, 9+ with and without isolation and (b) myoglobin, 10+ with and without 
isolation. The breakdown curves have been fit with sigmoidal functions to assess heating 
in the quadrupole, which would cause a shift in the curves toward lower energies upon 
isolation. For myoglobin, 9+ a small shift in the midpoint of the sigmoid of 
approximately 7 eV is observed – this corresponds to an effect of less than 2%. For 
myoglobin, 10+, despite an apparent small shift in the position of the curves, no 
difference in the midpoint of the sigmoids is found. The shift for the 10+ charge state is 
noticeably lower than for the 9+ charge state, so any effect that exists is significantly 
smaller than 2%. In both cases the isolation does not significantly affect the results. 
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Table C1. Results of reproducibility experiments. 
Protein Charge Trial Ea (kJ/mol) 
Shiga toxin 1 B 13+ 1 222 
  2 207 
  3 202 
  4 201 
  Average 208±10 
    
Streptavidin 15+ 1 232 
  2 223 
  3 217 
  4 222 
  Average 224±6 
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Table C2. Effect of differential transmission on measured Ea values. 
   Ea (kJ/mol) Percent difference 
Protein Charge Trial Monomer Average (n-1)-mer Average (n-1)-mer 
Shiga toxin 1 B 13+ 1 207 210 213 1.5% 3.0% 
  2 202 206 209 1.7% 3.4% 
  3 201 204 206 1.4% 2.8% 
Streptavidin 15+ 1 223 229 236 2.3% 5.6% 
  2 217 223 231 2.6% 6.2% 
  3 222 228 236 2.5% 5.9% 
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Figure C6. Variation in signal with collision voltage for selected protein monomers 
ranging from 8.5 kDa to 66 kDa in mass. The relative abundance varies by ±10% in the 
range studied.  
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Figure C7. Plots of the natural logarithm of the effective rate constant divided by 
temperature versus inverse vibrational temperature for (a) β-lactoglobulin, 7+ (b) β-
lactoglobulin, 8+ (c) concanavalin A, 9+ (d) concanavalin A, 10+ (e) carbonic anhydrase 
II, 8+ (f) carbonic anhydrase II, 9+ (g) carbonic anhydrase II, 10+ (h) alcohol 
dehydrogenase, 9+ (i) alcohol dehydrogenase, 10+ (j) alcohol dehydrogenase, 11+ (k) 
bovine serum albumin, 12+ (l) bovine serum albumin, 13+ (m) bovine serum albumin, 
14+ (n) bovine serum albumin, 15+ (o) bovine serum albumin, 16+ (p) transferrin, 15+ 
(q) transferrin, 16+ (r) transferrin, 17+ (s) transferrin, 18+ and (t) transferrin, 19+. The 
blue dashed lines show the threshold for quantitation (>1% unfolded conformer family). 
The corresponding threshold for the disappearance of the compact conformer family 
(>99% unfolded conformer family) is not shown, as many of the data sets have no points 
in that range.  
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Figure C8. Plots of the natural logarithm of the effective rate constant divided by 
temperature versus inverse vibrational temperature for (a) carbonic anhydrase II, 9- (b) 
concanavalin A, 8- (c) alcohol dehydrogenase, 9- (d) alcohol dehydrogenase, 10- (e) 
bovine serum albumin, 12- (f) bovine serum albumin, 13- (g) bovine serum albumin, 
14- (h) transferrin, 15- and (i) transferrin, 16-. The blue dashed lines show the threshold 
for quantitation (>1% unfolded conformer family). The corresponding threshold for the 
disappearance of the compact conformer family (>99% unfolded conformer family) is not 
shown, as many of the data sets have no points in that range. 
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Table C3. Activation parameters for unfolding of protein cations. 
Protein Charge ΔH‡ (kJ/mol) ΔS‡ (J/mol∙K) ΔG‡ (kJ/mol) 
β-lactoglobulin 7+ 205±13 353±16 73.4±16.0 
β-lactoglobulin 8+ 123±7 145±5 70.4±7.3 
 
Concanavalin A 8+ 140±10 141±6 83.3±11.0 
Concanavalin A 9+ 186±11 299±11 73.9±13.0 
Concanavalin A 10+ 119±6 140±3 67.8±6.2 
Carbonic anhydrase 8+ 131±11 93±4 90.1±11.6 
Carbonic anhydrase 9+ 192±15 289±15 77.2±17.4 
Carbonic anhydrase 10+ 160±9 235±6 73.6±9.8 
Alcohol dehydrogenase 9+ 141±11 135±6 85.2±11.7 
Alcohol dehydrogenase 10+ 165±9 239±6 75.0±10.6 
Alcohol dehydrogenase 11+ 149±12 211±15 71.6±13.6 
Alcohol dehydrogenase 12+ 135±7 171±4 71.4±8.0 
Bovine serum albumin 12+ 133±10 103±4 87.5±10.1 
Bovine serum albumin 13+ 163±12 207±8 79.0±13.5 
Bovine serum albumin 14+ 156±11 202±4 76.5±12.6 
Bovine serum albumin 15+ 207±14 335±11 76.5±16.2 
Bovine serum albumin 16+ 198±11 322±7 75.2±13.5 
Transferrin 15+ 227±15 373±12 79.1±18.5 
Transferrin 16+ 216±14 362±12 77.1±16.5 
Transferrin 17+ 189±11 302±9 75.6±12.9 
Transferrin 18+ 169±9 257±8 73.7±10.8 
Transferrin 19+ 149±7 213±5 72.5±7.8 
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Table C4. Activation parameters for unfolding of protein anions. 
Protein Charge ΔH‡ (kJ/mol) ΔS‡ (J/mol∙K) ΔG‡ (kJ/mol) 
Concanavalin A 8- 172±14  233±15 79.8±16.0 
Carbonic anhydrase 9- 199±14 318±13 75.1±16.5 
Alcohol dehydrogenase 9- 110±8 73.4±3 80.5±7.9 
Alcohol dehydrogenase 10- 112±6 107±3 71.8±6.5 
Bovine serum albumin 12- 250±19 394±7 83.4±22.7 
Bovine serum albumin 13- 294±20 527±11 79.8±25.1 
Bovine serum albumin 14- 280±20 507±21 78.2±25.3 
Transferrin 15- 295±20 550±19 79.4±24.8 
Transferrin 16- 251±15 452±10 77.9±18.1 
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Figure C9. Plot of ΔH‡ versus T0×ΔS
‡ (where T0 = 298 K) for (a) positive and (b) 
negative ions. The black circles correspond to species that fully unfold, and the red 
triangles correspond to species that reach a quasi-equilibrium between compact and 
unfolded states. The red dotted lines are linear fits to the data, with slopes of 1.42±0.06 in 
(a) and 1.36±0.05 in (b). 
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Figure C10. Plots comparing unfolding for protein cations (black circles) and anions 
(blue squares). (a) carbonic anhydrase II, 9+ and 9- (b) concanavalin A, 8+ and 8- (c) 
alcohol dehydrogenase, 9+ and 9- (d) alcohol dehydrogenase, 10+ and 10- (e) bovine 
serum albumin, 12+ and 12- (f) bovine serum albumin, 13+ and 13- (g) bovine serum 
albumin, 14+ and 14- (h) transferrin, 15+ and 15- and (i) transferrin, 16+ and 16-. 
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Instrumental Limitations on Accessible Energies 
It is important to consider the effect of instrumental capabilities on the range of 
transitions that can be observed and quantified. This work uses a Waters Synapt G2-Si, 
which allows tuning of the collision voltage between 0-200 V (in practice I find that 
voltages below 10 V have no discernible effect) and has no control of reaction time. The 
estimated reaction time and the range of temperatures accessible (based on protein size 
and the instrumental range of collision voltages), were used to calculate the range of ΔG‡ 
values that can be probed on a Synapt G2-Si. Ranges of ΔG‡ values were determined by 
substituting the following expression, 𝑘 =
ln 2
𝑡
, obtained from the first-order rate equation 
by assuming a ratio of precursor to total ion abundance of ½ (i.e. starting with 50% 
compact conformer at the low end, or ending with 50% unfolded conformer at the high 
end) into the Eyring equation, 𝑘 =
𝑘𝐵𝑇
ℎ
𝑒−∆𝐺
‡/𝑅𝑇, and solving for ΔG‡ to give the 
following expression 
∆𝐺‡ = 𝑅𝑇 ln (
𝑡𝑘𝐵𝑇
ℎ ln 2
)             (C1) 
In the preceding expression t is the reaction time, h is Planck’s constant, kB is the 
Boltzmann constant, R is the gas constant, and T is the effective temperature. High and 
low bounds for ΔG‡ were computed by calculating maximum and minimum T values, 
respectively, based on the high and low Trap collision voltages available and the 
characteristics of the protein ion in question. 
Data computed following the above procedure are shown in Figure C11. The 
lower bound of the range falls at approximately 60 kJ/mol for small to very large 
proteins. The upper bound varies more with protein size, from almost 200 kJ/mol for a 
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small protein such as ubiquitin (8.5 kDa), down to ~80 kJ/mol for a protein the size of 
GroEL (800 kDa). Practically, accessing lower energy transitions would require either 
cooling the ions below 298 K or finer control over ion initial and final internal energy 
distributions. Multiple groups have developed variable-temperature ion mobility 
devices,266,267 and in principle the temperature of the collision cell used for activation 
could be similarly controlled. Increasing the upper bound of accessible energies could be 
accomplished either by increasing the laboratory frame energy of the collisions or 
increasing the available reaction time. The latter follows the operating principles of CID 
in an FT-ICR, in which ions can be heated and stored for many seconds before detection. 
While the reaction time in a Synapt G2-Si is both fairly short (tens of microseconds) and 
fixed, new developments in traveling wave ion guides such as Structures for Lossless Ion 
Manipulations (SLIMs) and cyclic ion mobility devices could enable much longer 
reaction times (milliseconds to many seconds) to be used, reducing the kinetic shift and 
thus making accurate determinations for higher-energy transitions accessible.   
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Figure C11. Plot of the estimated range of ΔG‡ values that can be studied using a Waters 
Synapt G2-Si versus the number of atoms for selected protein ions. Inset shows data 
computed for GroEL. 
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APPENDIX D 
 
SUPPLEMENTAL INFORMATION FOR CHAPTER V: EXTENT AND 
ENERGETICS OF NON-SPECIFIC BINDING BETWEEN LIPID HEAD GROUPS 
AND SOLUBLE PROTEINS 
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Figure D1. Structures of lipid head groups (a) glycerophosphorylcholine, GPC (b) 
phosphorylcholine, PC (c) phosphorylethanolamine, PE (d) glycerol 1-phosphate, PG and 
(e) phosphoserine, PS.   
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Figure D2. Mass spectra of (a) ubiquitin (Ubq) and (b) lysozyme (LZ). For both, the 
most abundant charge state, which was used for CID experiments, is labeled.  
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Figure D3. Mass spectra of PC, PE, and PG bound to Ubq. (a) Ubq with PC bound (b) 
isolated Ubq5+ with PC bound at low activation (c) isolated Ubq5+ with PC bound at high 
activation (d) Ubq with PE bound (e) isolated Ubq5+ with PE bound at low activation (f) 
isolated Ubq5+ with PE bound at high activation (g) Ubq with PG bound (h) isolated 
Ubq5+ with PG bound at low activation (i) isolated Ubq5+ with PG bound at high 
activation. PG and PE bind more extensively than does PC. In the isolated spectra at low 
activation there is some Ubq with no adducts present, due to a combination of imperfect 
mass selection (most prominent in the PC spectra) as well as dissociation due to the 
isolation (most prevalent in the PE and PG spectra). 
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Figure D4. Mass spectra of GPC, PC, PE, PG, and PS bound to LZ. (a) LZ with GPC 
bound (b) isolated LZ7+ with GPC bound at low activation (c) isolated LZ7+ with GPC 
bound at high activation (d) LZ with PC bound (e) isolated LZ7+ with PC bound at low 
activation (f) isolated LZ7+ with PC bound at high activation (g) LZ with PE bound (h) 
isolated LZ7+ with PE bound at low activation (i) isolated LZ7+ with PE bound at high 
activation (j) LZ with PG bound (k) isolated LZ7+ with PG bound at low activation (l) 
isolated LZ7+ with PG bound at high activation (m) LZ with PS bound (n) isolated 
LZ7+ with PS bound at low activation (o) isolated LZ7+ with PS bound at high activation. 
PS binds the most extensively, PC the least, with GPC, PE, and PG falling in between. In 
the isolated spectra at low activation there is some LZ with no adducts, due to a 
combination of imperfect isolation and dissociation due to the isolation. 
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Figure D5. Eyring plots for CID of ubiquitin, 5+ losing bound lipid head groups (a) GPC 
(b) PC (c) PE (d) PG and (e) PS. The slope of the fit line gives the activation enthalpy 
and the intercept gives the activation entropy. 
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Figure D6. Eyring plots for CID of lysozyme, 7+ losing bound lipid head groups (a) 
GPC (b) PC (c) PE (d) PG and (e) PS. The slope of the fit line gives the activation 
enthalpy and the intercept gives the activation entropy. 
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Table D1. Activation enthalpies and entropies for lipid head group CID. 
 Ubiquitin, 5+  Lysozyme, 7+ 
Head group ΔH‡ (kJ/mol) ΔS‡ (J/mol∙K)  ΔH‡ (kJ/mol) ΔS‡ (J/mol∙K) 
GPC 194±12 377±22  116±4 144±4 
PC 143±7 218±10  100±4 91.7±3.6 
PE 111±7 108±7  78.6±4.5 13.0±2.5 
PG 91±5 50.0±2.7  62.7±4.7 -33.6±3.7 
PS 119±8 108±3  113±9 75.1±3.2 
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