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Abstract. La definicio´n de independencia de variables aleatorias se basa
en la distribucio´n de probabilidad conjunta. La distribucio´n gausiana
multivariante es un tipo de distribucio´n conjunta en el que las variables
pueden no ser independientes. Sin embargo son concebibles otros tipos
de relaciones diferentes a la distribucio´n gausiana. En un trabajo re-
ciente mostramos que las medidas difusas pueden utilizarse para definir
distribuciones de probabilidad con interacciones entre variables. En este
trabajo se presenta un resumen de nuestros resultados recientes en este
tipo de distribuciones.
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1 Introduccio´n
La diferencia fundamental entre las integrales difusas [8] y las medias ponderadas
es que las primeras permiten combinar la informacio´n teniendo en cuenta las
interacciones entre las fuentes de informacio´n. Estas interacciones no pueden
tenerse en cuenta en la media ponderada. En las integrales difusas la interaccio´n
se expresa mediante las medidas difusas.
En el mundo de las distancias, la cuestio´n de la interaccio´n entre variables
aparece tambie´n en la distancia de Mahalanobis [5]. Esta distancia tiene en
cuenta la matriz de covariancias y, por ello, la distancia se ve afectada por las
interacciones entre variables.
As´ı pues, tenemos dos objetos matema´ticos que permiten tener en cuenta
la interaccio´n, uno es la distancia de Mahalanobis y el otro la integral difusa.
El primero expresa las interacciones mediante la matriz de covariancias (y, por
tanto, en te´rminos de correlaciones) y el segundo mediante las medidas difusas.
Dada esta situacio´n uno puede plantearse si es posible considerar un marco
en el que ambos aspectos este´n relacionados. En este trabajo se resumen algunas
aportaciones en este sentido.
En la seccio´n 2 repasamos algunas definiciones que necesitamos en este tra-
bajo. En particular, revisamos los conceptos de distancia de Mahalanobis, de
medida difusa y de integral de Choquet [2]. En la seccio´n 3 presentamos la dis-
tribucio´n de probabilidad gaussiana y una distribucio´n de probabilidad basada
en la integral de Choquet. En la seccio´n 4 presentamos una generalizacio´n de la
distancia de Mahalanobis y la integral de Choquet, que llamamos el operador
Choquet-Mahalanobis. Esta definicio´n nos permite definir una nueva distribucio´n
de probabilidad. El art´ıculo acaba con unas conclusiones y algunas l´ıneas de tra-
bajo futuro.
2 Algunas definiciones
Empezamos esta seccio´n definiendo la distancia de Mahalanobis [5]. Esta distan-
cia esta´ basada en la matriz de covariancias.
Sean Y1, . . . , Yn variables aleatorias, y sean Y¯i = E(Xi) para i = 1, . . . , n;
entonces, la matriz de covariancias Σ se define como:
Σ =

E[(Y1 − Y¯1)(Y1 − Y¯1)] · · · E[(Y1 − Y¯1)(Yn − Y¯n)]
...
. . .
...
E[(Yn − Y¯n)(Y1 − Y¯1)] · · · E[(Yn − Y¯n)(Yn − Y¯n)]
 .
En este trabajo nos interesa ma´s la notacio´n alternativa siguiente:
Σ =

σ21 ρ12σ12 · · · ρ1nσ1n
ρ21σ
2
21 σ
2
2 · · · ρ2nσ2n
...
...
. . .
...
ρn1σ
2
n1 ρn2σn2 · · · σ
2
n

.
donde σi es la desviacio´n esta´ndard de Yi y ρi,j es el coeficiente de correlacio´n
entre las variables Yi y Yj .
Desde un punto de visto matema´tico, la matriz de covariancias es una matriz
semidefinida positiva, y, por tanto, tambie´n sime´trica. Adema´s, se sabe que cada
matriz semi-definida positiva es una matriz de covariancias.
De acuerdo con lo dicho mas arriba, la distancia de Mahalanobis se define en
te´rminos de una matriz de covariancias. Damos la definicio´n a continuacio´n.
Definicio´n 1 Sean Y1, . . . , Yn variables aleatorias; sean a y b dos vectores en
R
n, sea Σ la matriz de covariancia de Y1, . . . , Yn; entonces, la distancia de Ma-
halanobis entre a y b se define como:
dM (a, b) = (a− b)
TΣ−1(a− b)
A continuacio´n definimos el concepto de medida difusa (medida no aditiva)
y de integral de Choquet [2].
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Definicio´n 2 Sea X = {x1, . . . , xn} un conjunto; entonces, una funcio´n µ :
2X → [0,∞) es una medida difusa si satisface los axiomas siguientes:
(i) µ(∅) = 0 (condiciones de frontera)
(ii) A ⊆ B implica µ(A) ≤ µ(B) (monotonia)
Definimos a continuacio´n la integral de Choquet, que integra una funcio´n
respecto de una medida difusa.
Definicio´n 3 Sea µ una medida difusa sobre X; entonces, la integral de Cho-
quet de una funcio´n f : X → R+ respecto a la medida difusa µ se define como
(C)
∫
fdµ =
n∑
i=1
[f(xs(i))− f(xs(i−1))]µ(As(i)), (1)
donde f(xs(i)) indica que los ı´ndices se han permutado de manera que 0 ≤
f(xs(1)) ≤ · · · ≤ f(xs(n)) ≤ 1, y donde f(xs(0)) = 0 y As(i) = {xs(i), . . . , xs(n)}.
3 Distribuciones de probabilidad: expresando
interacciones
La distancia de Mahalanobis esta´ estrechamente relacionada con la distribucio´n
gausiana o normal en el caso multivariante. En particular, una distribucio´n gau-
siana en un espacio multivariante Rn viene representada mediante un vector
de medias x¯ y una matriz de covariancias Σ. Entonces, dado cualquier punto
x ∈ Rn la distribucio´n gausiana se define como
P (x) =
1
(2pi)m/2|Σ|1/2
e−
1
2
(x−x¯)TΣ−1(x−x¯)
Aqu´ı xT representa la matriz traspuesta de x.
Si consideramos la distancia de Mahalanobis dada en la definicio´n 1 podemos
reescribir esta probabilidad como sigue:
Px¯,Σ(x) =
1
(2pi)1/2|Σ|1/2
e−
1
2
dΣ(x,x¯)
Podemos as´ı observar que la distribucio´n normal incluye informacio´n sobre
la relacio´n entre las variables expresada mediante la matriz de covariancias. De
igual forma uno puede considerar si es posible definir una distribucio´n que tenga
en cuenta la relacio´n entre variables tal como se representa en una integral de
Choquet. En [11, 9] se introdujo una distribucio´n de probabilidad que en lugar
de la distancia de Mahalanobis se basaba en la integral de Choquet. As´ı pues,
en este tipo de distribucio´n las interacciones entre variables seran expresadas
mediante medidas difusas y no mediante la matriz de covariancias.
Definimos a continuacio´n estas nuevas distribuciones de probabilidad.
Px¯,µ(x) =
1
K
e−
1
2
CIµ((x−x¯)⊗(x−x¯))
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donde K es una constante que debemos definir de manera que la funcio´n sea
una probabilidad, y donde v ⊗ w denota el vector obtenido como el producto
elemento a elemento de los vectores v y w (i.e., (v ⊗ w) = (v1w1 . . . vnwn)).
A esta distribucio´n de probabilidad basada en la integral de Choquet la lla-
mamos exponential family of Choquet integral based class-conditional probability-
density functions.
En un intento de integrar los dos conceptos de interaccio´n, hemos definido
una distribucio´n de probabilidad que incorpora tanto la matriz de covariancias Σ
como la medida difusa µ. Escribimos aqu´ı covariancias en cursiva porque, como
se ha demostrado, la covariancia entre variables aleatorias construidas a partir
de la distribucio´n de probabilidad no corresponde a la covariancia indicada por
la matriz Σ.
4 Integrales y operadores
Como hemos discutido en las secciones precedentes, las medidas difusas y la ma-
triz de covariancias son dos maneras diferentes de expresar interacciones (o dos
maneras de expresar interacciones diferentes). En la seccio´n 3 hemos visto como
podiamos definir una distribucio´n de probabilidad que incorpora la informacio´n
de interaccio´n de las medidas difusas.
Dados los dos tipos de interacciones, uno puede plantearse como consid-
erar los dos tipos en un mismo entorno. Hemos definido el operador Choquet-
Mahalanobis con este objetivo. Este operador toma un vector de datos y adema´s
tanto una medida difusa como una matriz de covariancias. Definimos a contin-
uacio´n este operador.
Definicio´n 4 Sean Y1, . . . , Yn variables aleatorias; sea a un vector en R
n, sea
Σ la matriz de covariancias de Y1, . . . , Yn, sea µ una medida difusa sobre el
conjunto Y = {Y1, . . . , Yn} y sea Σ
−1 = LLT la descomposicio´n de Cholesky
de su inversa. Entonces, definimos el operador de Choquet-Mahalanobis como
sigue:
CMIµ,Σ(a) = CIµ(v ⊗ w)
donde v y w son los vectores definidos como v = aTL y w = LTa y donde
v ⊗ w denota el producto elemento a elemento de los vectores v y w (esto es,
(v ⊗ w) = (v1w1 . . . vnwn).
Cuando Σ es una matriz definida positiva, la descomposicio´n de Cholesky
es u´nica. Este es el caso cuando utilizamos una matriz de covariancias Σ para
generar una distribucio´n de probabilidad. Por tanto, el operador de Choquet-
Mahalanobis esta´ bien definido.
En esta definicio´n utilizamos la descomposicio´n de Cholesky porque´ es u´nica
para matrices definidas positivas.
La definicio´n del operador Choquet-Mahalanobis nos permite introducir una
distancia y una distribucio´n de probabilidad. Empezamos con la definicio´n de la
distancia.
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Definicio´n 5 Sea µ una medida difusa y sea Σ una matriz definida positiva.
Entonces definimos la distancia de Choquet-Mahalanobis como sigue:
dµ,Σ(x, y) = CMIµ,Σ(x− y).
La distribucio´n de probabilidad basada en la distancia de Choquet-Mahalanobis
sigue:
Px¯,µ,Σ(x) =
1
K
e−
1
2
dµ,Σ(x,x¯)
donde K es una constante que debemos definir de manera que la funcio´n sea una
probabilidad.
5 Conclusiones y trabajo futuro
En este trabajo hemos visto algunas aportaciones que permiten integrar en un
u´nico marco las interacciones entre variables que encontramos tanto en la matriz
de covariancias como en las medidas difusas.
Hemos visto que la construccio´n de una distribucio´n de probabilidad en
te´rminos de la distancia de Mahalanobis puede utilizarse para definir proba-
bilidades en te´rminos de integrales de Choquet y de nuestro nuevo operador.
Recientemente [10] hemos visto como el operador puede generalizarse uti-
lizando las integrales de Choquet que dependen del nivel [3] (level-dependent
Choquet integral), lo que permite definir nuevas distribuciones de probabilidad.
Hemos estudiado tambie´n [10] algunas propiedades de estas distribuciones,
como la esperanza y sus covariancias, y si datos siguiendo una distribucio´n
basada en la integral de Choquet pasa el test de Mardia [6, 1, 4, 7]. Tenemos
previsto estudiar nuevas propiedades de estas distribuciones de probabilidad.
En [9] habiamos motivado este trabajo en relacio´n a las aplicaciones. En par-
ticular, vimos como este tipo de distribuciones pueden ser utilizadas para prob-
lemas de clasificacio´n. Sin embargo, la aplicacio´n de estos conceptos a problemas
reales necesita primero resolver el proceso de identificacio´n de los para´metros de
la distribucio´n. Esto es, la medida difusa y, en el caso de la distribucio´n basada
en la distancia de Choquet-Mahalanobis, de la matriz Σ. Estas son algunas lineas
de trabajo futuro.
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