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R E S U M O 
Filtros Adaptáveis têm utilização crescente em diversas aplicações, 
notadamente em instrumentação eletrônica e em' telecomunicações. Neste 
trabalho são apresentados uma nova formulação e um modelo aprimorado para os 
erros causados pela implementação digital do algoritmo LMS em filtros 
adaptáveis. O novo modelo leva em conta as variações das propriedades 
estatísticas do sinal de erro durante o processo de adaptação. A análise é 
feita para aritmética de ponto fixo e inclui filtros com coeficientes reais e 
filtros com coeficientes complexosz São deduzidas expressões analíticas para 
o erro médio quadrático na saída dos filtros adaptáveis válidas tanto no 
período de convergência quanto em regime permanente. Tais expressões são de 
grande utilidade em projeto de sistemas adaptáveis. São apresentados, ainda, 
resultados de simulações a fim de validar o equacionamento e 0 modelo 
propostos. Durante o desenvolvimento do trabalho, o estudo dos efeitos dos 
erros de quantização em um sistema de cancelamento de ecos em transmissão 
digital é usado como motivação. Entretanto, a formulação apresentada é geral 
para o problema de identificação de sistemas. ~
Vl 
A B S T R A C T 
Adaptive filters encounter large applicability' in several areas 
such as telecommunications and electronic instrumentation. This work presents 
a new formulation and an improved model for the errors due to the finite word 
length digital implementation of the LMS algorithm for adaptive filters. The 
improved model includes the modifications in the statistics of the error 
signal which occur close and upon convergence. The analysis is made for fixed 
point arithmetic and includes both filters with real and complex 
coefficients. Analytical expressions are derived for the mean-square.error at 
the filter's output, which are valid in steady-state and during the transient 
adaptation period. These expressions are of great value in designing adaptive 
systems. Simulation results have also been presented to validate the proposed 
theory. During the work development, the study of the quantization error 
effects in echo cancellers for digital transmission is used as motivation. 
However, the formulation presented is general for the problem of system 
identification.
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CAPITULO- 1 
I N T R O D U Ç Ã O 
1.1 - Introdução 
A transmissão de dados no modo "full-duplex" a dois fios sobre a 
linha telefonica. tem sido alvo de crescente interesse nos últimos anos. 
Dentre as várias razões para este fato, pode-se destacar a maior eficiência 
dos protocolos de transmissão "full-duplex" quando comparados aos protocolos 
"half-duplex", o que possibilita. um aumento substancial na. velocidade de 
transmissão [1]. 
Emora a transmissão de dados na forma telegráfica seja anterior à 
telefonia, a comunicação de voz dominou a evolução de redes de 
telecomunicações. Quando o crescimento no uso 'do computador criou a 
necessidade para a transmissão de dados, não foi surpreendente que as redes 
telefônicas inicialmente oferecessem o melhor meio para esta comunicação. É 
importante lembrar que a rede telefonica pública permite a interconexão dos 
mais remotos assinantes, o que viabiliza a transmissão de dados entre os 
mesmos a um custo baixo, bastando apenas que possuam equipamentos terminais 
(ODEMS), uma vez que o meio comum de transmissão já está disponivel. 
O problema básico a ser resolvido na transmissão "full-duplex" a 
dois fios éia implementação de um sistema eficiente de separação de canais. 
Isto porque, neste tipo de transmissão, os dados transmitidos e os dados 
recebidos estão simultaneamente disponíveis na linha. _ 
.Numa conexão entre dois assinantes através da linha telefônica, 
cada MODEM está ligado à central mais próxima através de um par de fios, o
2 
qual serve para comunicação em ambos os sent idos. A parte central da conexão 
é de 4 fios, onde as duas direções de transmissão estão 'separadas 
fisicamente. Devido aos descasamentos de impedáncias, uma importante parcela 
do sinal transmitido é refletida para o receptor nas conversões de 4 para 2 
fios ao longo da _linha. Isto constitui o eco, o qual se soma ao sinal 
recebido, podendo até mesmo mascará-lo completamente.
_ 
Na transmissão através da rede discada pública em baixas 
velocidades (até 2400 bps) utilizam-se técnicas de separação de canais por 
multiplexação em freqüência (FDM), onde os sinais transmitido (Tx) e recebido 
(Rx) ocupam diferentes bandas de freqüências. Desta forma, o sinal de eco no 
receptor é eliminado através de uma simples filtragem. Para transmissão em 
maiores taxas, não há mais banda disponível para FDM e a transmissão 
"full-duplex" a dois fios deve ser feita com os dois canais ('Iäz' e Rx) 
ocupando a mesma faixa de freqüências. Nestes casos, técnicas de cancelamento 
de eco devem ser utilizadas na separação dos canais. . 
A idéia básica do cancelamento de eco é a de sintetizar uma réplica 
do sinal de eco e subtrai-lo do sinal que chega ao receptor. O problema do 
cancelamento de eco pode, portanto, ser modelado como um caso de 
identificação de sistemas, onde. o principal integrante da estrutura do 
cancelador é um filtro adaptável.
, 
Filtros adaptáveis têm seus comportamentos (no tempo e na 
freqüência) alterados, ou adaptados, de forma a satisfazerem parâmetros de 
projeto que sejam, de alguma forma, variantes no tempo. A operação do filtro 
adaptável é controlada por um algoritmo de otimização queajusta sua resposta 
de modo a minimizar alguma função de custo. Um filtro adaptável consiste de 
duas partes distintas: a estrutura, a qual ré escolhida para realizar -o 
processamento desejado e o algoritmo de adaptação, responsável pelo ajuste
i
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dos parâmetros (coeficientes) do filtro. As muitas Combinações possiveis das 
diferentes estruturas e dos diferentes algoritos levam a uma grande 
variedade de filtros adaptáveis. Uma das estruturas mais utilizadas é a de um 
filtro FIR transversal, devido às suas características de simplicidade, 
generalidade e estabilidade. Para a adaptação dos coeficientes do filtro, o 
algoritmo LMS ("Least Mean Square"), apresentado por Widrow e Hoff em 1960, 
tem sido um dos mais utilizados, uma vez que sua simplicidade e facilidade de 
implementação o tornam atrativo para muitas aplicações, especialmente aquelas 
que exigem operação em tempo real. - 
Inicialmente, os filtros adaptáveis eram implementados 
exclusivamente na forma analógica, baseados em técnicas de CCD 
("Charge-Couple Device") e BBD ("Bucket-Brigade Device"). Entretanto, o 
desempenho das estruturas analógicas é muitas vezes limitado por restrições 
na faixa dinâmica causadas por não-linearidades e pelos efeitos de ruído. 
Isto estimulou o desenvolvimento de implementações digitais [2]. Atualente, 
com o progresso de técnicas de VLSI e com o desenvolvimento de arquiteturas 
computacionalmente eficientes, é crescente a utilização de filtros digitais 
adaptáveis em aplicações em tempo-real. 
Na implementação digital de filtros adaptáveis, tanto os sinais de 
entrada quanto as grandezas internas são quantizados, ou seja, apresentam 
precisão limitada. Como conseqüência, o comportamento destes filtros pode se 
tornar bastante diverso daquele esperado se fossem implementados com precisão 
infinita. Deste modo, os efeitos da representação com precisão finita (nfi 
finito de bits) das grandezas envolvidas devem ser considerados tanto na 
análise quanto no projeto destes sistemas. Devefse determinar o comprimento 
de palavra múnim necessário para armazenar cada coeficiente do filtro e cada 
grandeza interna, levando em conta o processo de atualização dos coeficientes
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do filtro adaptável. E: importante lembrar que se`um desempenho aceitável 
puder ser obtido com menor número de bits, o que pode ser determinado através 
de um melhor entendimento dos efeitos de quantização, então a complexidade e 
conseqüentemente o custo de implementação podem ser reduzidos. 
Encontram-se, na literatura especializada, diversos trabalhos onde 
são apresentadas expressões para os erros causados pela precisão limitada em 
filtros digitais adaptáveis [3], [4], [5], [6]. Entretanto, tais expressões 
são de pouca utilidade prática devido à. sua complexidade e dificuldade de 
interpretação fisica. Também, a maioria destes trabalhos apresenta expressões 
e resultados para os erros no vetor de coeficientes do filtro adaptável e não 
para o erro médio quadrático (EMQ) na saida do filtro. Este último, 
entretanto, fornece uma medida mais representativa do desempenho do sistema, 
podendo ser inclusive facilmente considerado na especificação de um sistema 
adaptável. 
Neste trabalho é apresentado um estudo detalhado dos erros causados 
pela implementação digital do algoritmo LMS em filtros FIR transversais 
adaptáveis. Neste estudo são considerados filtros com coeficientes reais e 
filtros com coeficientes complexos, ambos de larga aplicação em processamento 
de sinais. A análise é feita para aritmética de ponto fixo, que é, 
atualmente, a mais utilizada em aplicações de processamento de sinais em 
tempo real. Expressões analíticas para o EMQ na saida dos filtros (real e 
complexo) são obtidas a partir de um equacionamento simples e completo, 
podendo ser utilizadas' tanto durante .o período de convergência quanto em 
regime permanente. "Além disso, a nova formulação apresentada permite, 'de 
forma simples e direta, avconsideraçãodequmvprocessamento digital adicional 
do sinal' .de-entrada 'e Aa utilização de diferentes comprimentos' de palavra para 
os diversos blocos do sistema, procedimentos estes comuns em diversas
S 
aplicações práticas. As condições para a convergência do algoritmo LMS, com 
precisão finita são estudadas e_ são obtidas expressões simples para o EMQ 
residual em função de parâmetros de projeto. Neste estudo são modeladas as 
variações das propriedades 'estatísticas dos sinais durante o processo de 
adaptação. A nova formulação permite determinar, com uma precisão superior à 
obtida através do equacionamento clássico, os valores das constantes de 
adaptação que levam aos menores EMQ residuais, sendo, portanto, de grande 
utilidade em projetos de sistemas adaptáveis. 
1..2 - Organização do Trabalho 
No capi tulo 2 é apresentada uma breve revisãosobre a origem dos 
ecos na transmissão de dados através da linha telefónica e sobre a técnica 
normalmente utilizada para o seu cancelamento. Esta revisão serve como 
motivação para o trabalho desenvolvido e¡ estabelece o diagrama em blocos do 
processode identificação de sistemas aser estudado. 
No capi tulo 3 é apresentada uma novaformulação para o estudo do 
EMQ na saída de filtros digitais adaptáveis, tanto com coeficientes reais 
quanto com coeficientes complexos, utilizando o algoritmo LMS. Neste 
capi tulo, o erro de quantização em qualquer variável do sistema é modelado da 
,
.
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forma clássica, ou seja, como um ruído branco aditivo, não correlacionado com 
qualquer outra grandeza e uniformemente distribuído sobre o intervalo de 
q_uanti«zação [7,18]. 
p 
_.
_ 
No capí tulo 4,. o .modelo clássico.é,aprimorado.de :forma a incluir as 
variações das propriedades estatisticas -dos sinais durante 'o_ processo de 
adaptação. Como conseqüência, obtém-se expressões mais completas e mais
, 
1
\
1
â
l 
é
l 
š
i 
íz 
»
i
›
z 
š
l
`›
6 
realistas para o EMQ na saída dos filtros. Tais expressões levam em conta a 
distribuição não uniforme dos erros de quantização presentes na equação de 
atualização dos coeficientes, assim como a variação desta distribuição como 
conseqüência da correlação entre o fator de correção do algoritmo e seu valor 
quantizado. São obtidos, também, modelos aproximados para as variàncias 
destes erros e para o coeficiente de correlação utilizado, a partir de 
resultados experimentais. Por fim, são apresentados resultados comparativos 
de simulações que evidenciam a superioridade do novo equacionamento proposto. 
Finalmente, no capítulo 5, são 'apresentadas, as conclusões do 
trabalho e sugestões para a sua continuidade.
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C A P I T U L O 2 ` 
.CANCELAMENTO DE ECOS E FILTRAGEM ADAPTÁVEL - Revisãø
_ 
2.1 - Introdução 
Nos últimos anos, é crescente o interesse em transmissão de dados 
"fu1l-duplex" a dois fios em altas taxas (2400 bps ou mais) sobre a linha 
telefónica. Dentre as principais razões, pode-se destacar a maior eficiência 
dos protocolos de transmissão "ful l-duplex" quando comparados aos protocolos 
"half-duplex", o que possibilita um aumento substancial na velocidade de 
transmissão. É importante ressaltar, também, que a rede telefónica pública 
permite a interconexão dos mais remotos assinantes, o que viabiliza a 
transmissão de dados entre os mesmos a um baixo custo, bastando. apenas que 
possuam os equipamentos terminais (MODEMS), uma vez que o meio comum de 
transmissão já está disponivel. 
Na transmissão "full-duplex" a dois fios, os dados transmitidos e 
os recebidos estão simultaneamente disponiveis 'na linha. Desta forma, a 
implementação de um sistema eficiente de separação de canais faz-se 
necessária [8]. 
' 
Neste capí tulo será apresentada uma breve revisão sobre o problema 
dos ecos presentes na transmissão "ful l-duplex" ea dois fios na linha 
telefônica e da técnica normalmente utilizada para o seu cancelamento. O 
problema do cancelamento de ecos é .modelado como umcaso de identificação de 
sistemas, onde o principal integrante da estrutura do cancelador é 'um filtro 
adaptável. Estudos resumidos do filtro adaptável e do algoritmo mais 
empregado para a atualização de seus coeficientes serão também apresentados.
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2.2 - Origem do Eco 
A Fig. 2.1 apresenta um diagrama simplificado representando a 
conexão tipica para transmissão em banda passante de dados entre dois 
assinantes através da linha telefônica. Neste diagrama, um traço simples 
representa um par de fios. Cada MODEM está ligado à central mais próxima 
através de um par de fios (chamado linha do assinante), ao qual serve para a 
comunicação em ambos os sentidos. A parte central da conexão é de 4 fios, 
onde as duas direções de transmissão estão separadas fisicamente (típico de 
sistemas com portadora) [9]. 
aval
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FIGURA 2.1: (_a) Conexão Típica através da Linha Telefonica; (b) Fluxo 
do Sinal Transmitido; (c) Eco' Local; (d) Eco Remoto. 
O dispositivo que realiza as conversões de 4 para 2 fios 
vice-versa é chamado "híbrida".'A Fig. 2.2 mostra o diagrama esquemático 
básico de uma híbrida passiva. ' 
A-› 
.AÀÂÂÂÃ 
(4 fios) 111111 
R . 
__.. 
¡¡¡¿¿1 1v1111 
B‹-
A 
.llllll YYYYYY 
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~‹-›C 
FIGURA 2.2: Diagrama Esquemático Básico de uma Hibrida Passiva 
_ A híbrida é -uma estruturazem ponte (transformador diferencial) 
onde, idealmente, os transformadores são idênticos e a 'impedância d 
balanceamento (circuito RC) é exatamente igual à impedância do circuito a
i .
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dois fios em todas as freqüências. Sob tais condições ideais, todo sinal 
presente em "A" é acoplado ao circuito a dois fios, mas não produz qualquer 
resposta em "B". Um sinal que entra por "C", é acoplado tanto a "A" quanto a 
"B"; entretanto, ele não tem nenhum efeito em "A", uma vez que os 
amplificadores utilizados neste circuito (transmissão) são unidirecionais e 
estão colocados na direção de "A" para "C" [10]. Em um sistema ideal de 
comunicações, uma separação efetiva de canais poderia ser realizada pela 
inclusão de hibridas perfeitas (casamento perfeito entre as impedáncias da 
híbrida e da linha) nas conversões de 4 para 2 fios ao longo da linha de 
transmissão. Na prática, entretanto, ça rede discada está conectada a várias 
redes locais, cada uma com sua impedância caracteristica própria. Desta 
forma, os descasamentos entre as impedâncias das redes locais e as 
terminações utilizadas para as híbridas provocam o acoplamento entre' as duas 
direções de transmissão no circuito a 4 fios. Este acoplamento faz com que 
uma importante parcela do sinal transmitido seja refletida para o receptor 
nas conversões de 4 para 2 fios ao longo da linha. Isto constitui o eco, que 
é, portanto, uma versão filtrada do sinal transmitido localmente que retorna 
ao receptor local. Como a inserção! de uma híbrida real causa atenuações 
típicas de apenas 10 dB aos sinais indesejáveis, tais sinais de eco devem ser 
considerados presentes na linha para o projeto do sistema de comunicações, 
principalmente porque os sinais emitidos pelo MODEM remoto sofrem atenuações 
típicas superiores a 40 dB. . . 
A Fig. 2.1 (b), (c) e (d) mostra os principais fluxos de sinais 
referentes à conexão representada pela Fig. 2.1(a). O fluxo de sinal de dados 
do MODEM local ao MODEM remoto* está representado na Fig. 2.(b). A fim de que 
este sinal seja atenuadoo mínimo possivel, é necessário que as hibridas não 
apresentem atenuação apreciável nesta direção de fluxo de sinal. Existem
ll 
basicamente dois mecanismos distintos de eco, os quais são mostrados na Fig. 
2.1(c) e (d): o "eco local", que se origina na conversão de 4 para 2 fios na 
híbrida local e o "eco remoto", que tem origem na conversão de 4 para 2 fios 
na central remota. 
Uma resposta ao impulso tipica do canal de eco é mostrada na Fig. 
2.3 [l].
' 
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FIGURA 2.3: Resposta Impulso Típica do Canal de Eco 
Nesta figura, os dois tipos de eco podem ser_ facilmente 
identificados: Ó eco local, caracterizado por um curto atraso de tempo 
(normalmente menor que 20ms [1]) e por uma grande potência (cerca de 10 dB 
abaixo do sinal transmitido), e o eco remoto, caracterizado por um grande 
atraso (500ms ou mais [11] para conexões via satélite), e por um nivel de 
potência inferior ao do eco local. Observa-se, também, que entre os ecos
z 
local e remoto há um periodo de tempo durante o qual os ecos não estão 
ativos; Esta caracteristica pode ser explorada, _a fim _de simplificar a 
implementação do cancelador de-ecos [1], [12].' Em relação às suas naturezas, 
_o eco local propaga-se através de- 'um canal essencialmente linear e invariante 
no tempo, podendo ser perfeitamente cancelado- (pelo menos teoricamente) por 
um cancelador de ecos linear. Já o eco remoto pode apresentar
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não-linearidades, sendo a mais comum o desvio em freqüência [13]. 
Neste trabalho será dada ênfase ao cancelamento do eco local por 
ser este o eco com maior nivel de potência e, em alguns casos, o único 
presente (por exemplo, em transmissão de dados na banda-base [14]). Também, 
grande parte da formulação aqui desenvolvida pode ser diretamente aplicada ao 
casovdo cancelamento do eco remoto. Entretanto, o cancelamento do eco remoto 
encontra-se além dos objetivos deste trabalho e não será aqui abordado. 
Na transmissão através da rede telefônica discada pública, o 'fluxo 
de dados é codificado e 'modula uma portadora.- A transmissão é, portanto, 
feita na banda de voz (banda passante) e as taxas de transmissão são 
relativamente baixas (no máximo até 19 Kbps) devido à estreita banda do canal 
telefónico [9]. Em baixas velocidades (até 2400 bps)‹_ utilizam-se, 
normalmente, técnicas de separação de canais por multiplexação em freqüência 
(FDM), onde os sinais transmitido ('11) e recebido (Rx) ocupam diferentes 
bandas de freqüências. Desta forma, o`sinal de eco no receptor é eliminado 
através de uma simplesfiltragem. Para taxas de transmissão iguais ou 
superiores a 4800 bps, a largura de banda do canal telefónico é insuficiente 
para FDM e a transmissão."full-duplex" a dois fios deve ser feita com os dois 
canais ('I`x e Rx) ocupando a mesma banda de freqüências. Nestes casos, a 
separação de canais deve incluir a utilização de técnicas de cancelamento de 
ecos. -
1 
É importante ressaltar que o surgimento de ecos acontece não sóvna 
transmissão de dados através da linha telefonica mas também em transmissão de 
dados através de linha privada (linha do assinante) e na transmissão de voz 
. 
L
. 
pela-rede pública. Em transmissão' de dados atravésfdelinha privada, o sinal 
é transmitido sem modulação, de forma que o circuito avquatro fios da conexão 
mostrada na Fig. 2.1(a) não existe. Assim, os MODEMS estão conectados
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diretamente através de um par de fios. Desta forma, somente o eco ilocal 
estará presente. Na transmissão de voz pela linha telefónica, por outro lado, 
o eco local é até desejável, pois o sinal de retorno é importante para evitar 
ll a impressão de que o aparelho está mudof. Assim, somente o eco remoto deve 
ser cancelado. Uma análise detalhada destes sistemas de transmissão é 
apresentada em [9]. Os princípios aqui descritos, entretanto, são gerais, 
podendo ser aplicados em qualquer caso onde o cancelamento de ecos seja 
necessário. 
2.3 - O Cancelador de Ecos 
A Fig. 2.4 ilustra o princípio de funcionamento do cancelador de 
ecos para transmissão de dados [15]. 
Dados X* sk 
Filtro . ,rh 
Adaptável _ _
AA Y e =r +y -y - k y +r 
FIGURA 2.4: Principio de Cancelamento de Eco 
Esta figura representa um MODEM num dos eztremos_de uma conexão por 
linha discada, onde sk é o sinal transmitido localmente, rg o sinal remoto 
(transmitido pelo MODEM no outro extremo da blinha), yi 
of sinal de eco 
referente a sk e y* a estimativa do sinal yi gerada pelo cancelador de ecos.
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A função do cancelador de ecos é, portanto, estimar a resposta do canal de 
eco (de algum ponto do transmissor à entrada do receptor), gerando assim uma 
"réplica" do sinal de eco que, idealmente, serviria para cancelar totalmente 
a parcela indesejável y do sinal r +y que chega ao somador. Desta forma, o lc. kk 
eco pode ser cancelado por subtração [1S], [16]. É importante lembrar que o 
sinal de eco está apenas cerca de 10 dB abaixo do sinal transmitido (devido à 
híbrida). Levando em conta que a perda no canal, do transmissor remoto ao 
receptor local, pode ser tão alta quanto 40-50 dB, verifica-se que o sinal 
indesejável (eco) pode estar num nivel 30-40 dB acima do sinal remoto. Como é 
necessária uma relação sinal/ruído maior ou igual que 20 dB na entrada do 
receptor, o cancelador de ecos deve prover uma atenuação adicional do sinal 
de eco de cerca de 50-60 dB [9]. . 
'É possivel modelar o problema de cancelamento de ecos como um caso 
de identificação de sistemas, conforme mostra a Fig.' 2.5. 0 principal 
integrante da estrutura do cancelador de ecos é um, filtro adaptável (Wi), o 
qual é comumente implementado na forma digital. É importante notar que esta 
figura pode representar não somente a operação de um cancelador de ecos, mas 
qualquer sistema em que um filtro adaptável tenha a função de identificar um 
sistema desconhecido.
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FIGURA 2.5.: Sistema de Identificação .Utilizando Filtragem Adaptável
' 
No diagrama da Fig. 2.5, tem-se: 
o Xk : vetor de entrada do sistema; 
0 G : representa qualquer processamento no sinal de entrada (por exemplo, 
modulação ou conformação de espectro);
A 
O CDA:.conversor digital-analógico; 
O CAD: conversor analógico-digital; V 
o Wk : filtro adaptável, o qual deve gerar uma réplica (yk) do sinal de 
saida (yk) do sistema desconhecido; 
O nt : ruído aditivo, não correlacionado com os demais sinais (por 
exemplo, oisinal remoto adicionado ao ruido); 
'
- 
0 ek : sinal_.de erro (a ser minimizadozpewlo lfiltroadaptável); 
~ Para cada aplicação, o filtro adaptável deve' possuir certas 
características de modo a satisfazer requisitos especificos, tais como taxa 
de operação e comprimento de sua resposta ao impulso.` Porexemplo, se o 
filtro adaptável é um filtro 'transversal de N coeficientes, seu 'sinal de
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saída é dado por: 
I 
A N-1 
yu = _)-:Wax xi-â (2°1› 
\=° 
onde Wu são os coeficientes do filtro adaptável na k-ésima iteração, x é o 
A A 
sinal de entrada tal que xk_¿=x[(k-i)T] e yk=y[k'I`], e sua taxa de operação é 
igual a 1/T. O filtro gera, então, uma amostra do sinal de saída a cada T 
segundos. Para o caso especí fico de cancelamento de ecos na banda de voz, o 
sinal a ser cancelado possui pouca energia acima de 3,6 kHz, o que implica 
que este deve ser amostrado numa taxa de, no mínimo, 7,2 kHz (taxa de 
Nyquist). Assim, o filtro pode operar numa taxa de, por exemplo, 8kHz, o que 
resulta em T=125us. O número de coeficientes do filtro deve ser escolhido de 
modo que o sistema desconhecido possa ser completamente identificado, ou 
seja, NT deve ser maior ou igual à duração da resposta ao impulso do sistema 
a identificar. Para o exemplo dado, 120 coeficientes são necessários para o 
cancelamento de um eco com duração de 15ms [10]._ 
O filtro adaptável é o principal elemento do sistema de 
identificação. Torna-se necessário, portanto, um estudo mais detalhado de sua 
operação . - 
2.4 - O Filtro Adaptável 
` Um sistema adaptável é aquele cujos parâmetros são ajustáveis de 
modo; que seu desempenho (conforme critério especificado) melhore 
através do contato com seu ambiente. Tais sistemas, normalmente, apresentam 
as seguintes' caracteristicas [17]: ' .
A
17 
a) podem adaptar-se automaticamente (auto-otimização) perante mudanças no 
seu ambiente de operação; 
b) não requerem um procedimento padrão de síntese, como usualmente 
necessário em sistemas não adaptáveis; podem ser autoprojetados ou 
autoprogramados através de um processo de treinamento. São normalmente 
'mais complexos de analisar e projetar do que os sistemas não adaptáveis, 
mas oferecem a possibilidade de melhorar substancialmente o desempenho 
quando as caracterl sticas do sistema forem desconhecidas ou variantes no 
tempo; _ ' 
c) podem extrapolar um modelo de comportamento para tratar com novas 
situações após haverem sido treinados; - 
d) dentro de certos limites, podem adaptar-se de modo a minimizar até 
mesmo as conseqüências de algum defeito interno. 
Dentre os principais campos de aplicação de sistemas adaptáveis 
pode-se citar comunicações, radar, sonar, sismologia, sistemas de navegação, 
medidas elétricas e eletrônica biomédica. 
H 
A Fig. 2.6 apresenta esquematicamente a estrutura de adaptação do 
sistema da Fig. 2.5, onde ek é o sinal de erro entre a saida do sistema 
adaptável (yk) ea saida desejada (yk). Este sinal é normalmente utilizado 
pelo algoritmo de adaptação para ajustar os coeficientes do sistema, 
alterando assim a sua resposta de forma a minimizar alguma função objetivo.
18 
. y 1: v 
xl Filtro yr " > e Adaptável - k 
Algoritmo 
de 
Adaptação 
FIGURA 2.6: Estrutura de Adaptação 
Diferentes estruturas são possíveis para o filtro adaptável. A sua 
escolha depende não só do problema a resolver como -também dos recursos 
disponíveis. Uma das estruturas mais utilizadas é a de um filtro FIR 
transversal, devido principalmente à sua simplicidade e generalidade. Dentre 
as suas principais características, pode-se destacar: 
a) existe uma relação linear entre.os coeficientes do filtro e sua função 
de transferência; _ 
b) é uma estrutura sempre estável, independentemente dos valores de seus 
coeficientes; 
c) permite a obtenção de fase perfeitamente linear; 
d) não apresenta problemas de "ciclos limites"; 
e) quando utilizada para minimizar o valor médio quadrático do sinal de 
erro, leva a uma função objetivo unimodal, tendo somente um ponto de 
mínimo, o mínimo global, o que facilita o processo de convergência. 
A Fig. 2.7 mostra o diagrama de um filtro transversal adaptável de 
~ N coeficientes._ Estes coeficientes, variáveis no tempo, são atualizados 
através de .um algoritmo de adaptação. .
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FIGURA 2.7: Filtro Transversal Adaptável
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Definindo os vetores: 
xk=[xk xk-1 °'¡ xl:-N+1 1? (vetor de entrada) 
Wk = [ wo* wú w ]T (vetor de coeficientes) N-11: 
O sinal de saída é dado por:
A 
yk 
Reescrevendo (2. 2) 
N-1 
= zwikxbt (2.2) 
i=0 
na forma de produto escalar, tem-se 
yu = X: Wu = W: xa (23) 
No processo de adaptação, o vetor de coeficientes é ajustado de 
modo a minimizar alguma função de custo. O critério mais utilizado é o de 
minimização do valor médio quadrático ou potência média do sinal de erro. 
Da Fig. 2.6 tem-se 
_
A 
ek = y¿ - y¿ 
' * (2‹4)
20 
Utilizando (2.3) e considerando, por enquanto, os coeficientes 
fixos, vem: - 
- ek = yk - X:.WA = yk - WT.Xk (2.5) 
O erro quadrático instantâneo vale, então 
z 'r z _ 1' 1' __ 1' ek - ( yk - )&.W ) - yk + W `,2.yk.Xk.W (2.6) 
Tomando valores esperados e definindo É como erro médio quadrático 
(EMQ), vem: - . 
5 = E{ ei } =_E{ y: } + vf.R.w - 2.P'.w (2.7) 
onde R=E{X¡.X:} é a matriz de autocorrelação do sinal de entrada e P=E{yk Xk} 
é o vetor de correlação cruzada entre o sinal desejado e o sinal de entrada 
[17_].
^ 
0 gráfico do EMQ em função de W, conforme (2.7), é chamado de 
superfície de desempenho, cujo ponto minimo é atingido através da adaptação 
dos coeficientes do filtro. 
A maioria dos algoritmos adaptáveis procura atingir o ponto de 
mínimo EMQ através -de métodos baseados no gradiente. O gradiente do EWQ, 
designado por V, pode ser obtido diferenciando (2.7) -em relação aos 
coeficientes, ou seja, ' 
_ £f_ _ ~ _ v _ aw -_ 2.R.w 2.9 (2.3) 
O EMQ minimo é obtido quando o vetor de coeficientes assume um 
valor tal que o gradiente seja nulo. Partindo-se de um vetor qualquer de 
coeficientes e seguindo as curvas de nivel da superfície de desempenho no
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hiperplano dos coeficientes no sentido oposto ao da projeção do vetor 
gradiente, chega-se ao vetor Ótimo de coeficientes [17]. Isto sugere o 
seguinte algoritmo iterativo deatualização do vetor de coeficientes: 
Wi.. = W., + ~ < *fl > ‹2~9› 
onde p é a' constante de adaptação que controla a estabilidade e convergência 
do algoritmo e o índice 1: no vetor gradiente refere-se à k-ésima iteração. A 
equação (2.9) é utilizada para obter-se iterativamente o vetor de 
coeficientes ótimos. “ 
2.5 - O Algoritmo LMS 
' A equação (2.9), apesar de sua forma simples, freqüentemente não 
pode ser facilmente implementada devido à complexidade computacional 
envolvida no cálculo do vetor gradiente. O algoritmo LMS ("Least Mean 
Square") utiliza uma estimativa do gradiente que facilita sobremaneira a 
implementação; o erro quadrático instantâneo Vé utilizado como aproximação 
para o EMQ e, conseqüentemente, uma estimativa do gradiente pode ser obtida 
sem a necessidade de computação de valores médios. 
O gradiente estimado, a partir de (2..6), é dado por: 
A ae: Ôek V=i-=2€k--=-2ekXk (2.10) 
Õwk Õwk 
A equação de atualização resulta em 
WM = wk + fa ek xk ‹2.11)
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onde, por conveniência, introduziu-se uma nova constante de adaptação, B=2¡1. 
Convém notar que o fato dos sinais ek e Xi estarem inerentemente disponíveis 
confere mais um grau de simplicidade à execução do algoritmo.
' 
Como as correções nos coeficientes em cada iteração são baseadas em 
estimativas imperfeitas do gradiente, o processo torna-se ruidoso; porém 
converge para a condição Ótima, desde que a constante de adaptação seja 
escolhida convenientemente. Uma importante caracteri stica do algoritmo LMS é 
a sua simplicidade aliada a uma boa precisão, o que o torna atrativo para 
utilização em aplicações que requeiram processamento em tempo real ,i como o 
caso de cancelamento de ecos. 
Em aplicações de filtros adaptáveis para cancelamento do eco local,
A 
o sinal de erro ek consiste do eco residual (yk-yk) somado ao sinal recebido 
rk, proveniente do transmissor remoto (ver Fig. 2.4) e a um ruído aditivo. 
Como rk é não correlacionado com o sinal transmitido sk, o sinal remoto não 
afeta o valor médio assintotico dos coeficientes do filtro. Entretanto, a 
variação destes coeficientes em torno de seu valor médio aumenta 
consideravelmente na presença de rk, devido à. introdução de outro componente 
estocástico na adaptação. Por este motivo, na conexão entre dois MODEMS é 
previsto, um periodo de tempo durante a fase de inicialização, chamado de 
período de treinamento, no qual rño há operação "full-duplexf' (r¡=0), de modo 
a facilitar a adaptação do cancelador [9]. _ 
2. 6 - Conclusão 
Neste, capi tulo foi apresentada uma breverrevisão sobre o problema 
dos ecos presentes na' transmissão Í'fu1l-duplex" a dois fios- na linha 
telefônica e da técnica normalmente utilizada para o 'seu cancelamento. O
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problema do cancelamento de ecos foi modelado como um caso de identificação 
de sistemas, onde o principal integrante da estrutura do cancelador é um 
filtro adaptável. Um estudo resumido do filtro adaptável bem como de um 
algoritmo para atualização de seus coeficientes foi também apresentado. 
Finalmente, é importante frisar que os filtros adaptáveis são 
geralmente' implementados na forma digital, de modo que os efeitos da 
representação das grandezas envolvidas com precisão f inita (número finito de 
bits) devem ser considerados, pois o seu desempenho está diretamente 
associado à sua precisão. No próximo capítulo será efetuado um estudo 
detalhado dos erros devido à precisão finita em filtros adaptáveis digitais, 
tanto com coeficientes reais quanto com coeficientes complexos, adaptados 
através do algoritmo LMS. Será visto que o comportamento de um filtro digital 
adaptável, em termos do EMQ na sua sa1da,›é bastante diverso daquele que 
teria se fosse implementado com precisão infinita. Serão realizadas, também, 
análises da convergência e da estabilidade do algoritmo LMS digitalmente 
implementado .
A
'
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CAPITULO3 ' 
-/ ANÁLISE DOS ERROS DE QUANTIZAÇÃO EM FILTROS DIGITAIS ADAPTÁVEIS 
Uma Nova Formulação 
3.1 - Introdução 
Neste capítulo, será' apresentado um estudo detalhado dos erros 
causados pela implementação digital do algoritmo LMS, em filtros FIR 
transversais adaptáveis. A análise é feita para aritméticade ponto fixo, que 
é, atualmente, a' mais utilizada em aplicações de processamento de sinais em 
tempo-real [6] e inclui tanto-filtros com coeficientes reais quanto filtros 
com coeficientes complexos. A partir de um equacionamento simples, são 
obtidas expressões analíticas para o EMQ na saída dos filtros (real e 
complexo), as quais podem ser utilizadas tanto durante a convergência quanto 
em regime permanente. Também, a nova formulação apresentada permite, de forma 
simples e direta, a consideração de um processamento digital adicional do 
sinal» de entrada ,e de conversores A/D e D/A, blocos comuns em diversas 
aplicações práticas. São estudadas, ainda, as condições para a convergência 
do algoritmo LMS com precisão f inita e são obtidas expressões simples para o 
EMQ residual em função de parâmetros de projeto. Estas equações permitem 
determinar os valores das constantes de adaptação que levam aos menores EMQ 
residuais, sendo, portanto, de grande utilidade em projetos de sistemas 
adaptáveis. Finalmente, são apresentados resultados de simulações que 
verificam o modelo teórico estabelecido. 
É importante mencionar que, neste capl tulo, é utilizada a modelagem 
clássica para os erros de quantização tanto na -dedução das equações quanto 
nas simulações realizadas. Neste tipo de modelagem, os erros de quantização
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são representados como ruídos brancos aditivos, não correlacionados com 
qualquer outra grandeza e uniformemente distribuidos sobre <› intervalo de ea 
quantização. ~ 
3.2 - Fontes de Erros de Quantização 
Quantização ocorre sempre que quantidades físicas são representadas 
numericamente com precisão limitada. Pode-se definir um quantizador típico 
como um operador não-linear cuja relação entrada/saída é mostrada na Fig. 3.1 
(considera-se, aqui, a quantização com arredondamento) [7], [19]: 
x(n) 
| : I 
xQ(n) 
(entrada)› (saida) 
(8) 
xQ(n) 
_
f 
aqr . . . . . . . . . . . . .. 
2q__ u o u u - u u z 
Q-' ' 
. : 1
L 
-'iq/2 -5q/2 -3q/2 -q/2
› 
f f f 
q/2 aq/z sq/z' 7q/z 
I Z 
..___q 
x(n) - 
. . . . . . . .`__z¡¡ 
. . . . . . . . . . . . . .__3q 
(b) 
FIGURA 3.1: Quantizador Básico com Arredondamento: (a) 'Representação 
Simbólica; (b) Relação Entrada/Saída.
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Em aritmética binária de ponto fixo, os valores são escalados de 
forma a terem modulo máximo unitário e, após o arredondamento, são 
quantizados em niveis de amplitude distanciados entre si por q=2ÍB+1, onde B 
é o número de bits utilizados para representação das grandezas envolvidas 
(B-1 bits de magnitude e 1 bit de sinal). Assim, a menor diferença (näo nula) 
entre dois números quantizados é 2ÍB+1 (passo de quantização). 
O erro de quantização é definido como a diferença entre o valor 
quantizado e o valor com precisão infinita:~ V 
â(n) = xQ(n) - x(n) (3;1) 
O processo de arredondamento consiste em ,escolher o nivel de 
quantização que mais se aproxime do valor da grandeza a ser arredondada. 
Desta forma, o erro máximo possível é de q/2, ou seja, o erro de quantização 
está na faixa i ~ 
-q/2 < s(n) S q/2 (3.2) 
Obviamente, quanto maior o número de bits utilizado, menores serão os erros 
introduzidos pela quantização. 
Uma representação alternativa para o modelo não-linear de 
quantização da Fig. 3.1 é mostrada na Fig. 3.2. Neste modelo, conhecido como 
modelo estatístico ou linearizado, a quantização é modelada pela adição de um 
erro de quantização, conforme a equação (3.1) [7], [19].
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+ 
x(n) x°(n)
+ 
z(n) 
` FIGURA 3.2: Modelo de Quantização Linearizado . 
Para que a Fig. 3.2 seja exatamente equivalente à Fig. 3.1(a), s(n) 
deve ser conhecido para todo n. Como s(n) é, em geral, desconhecido, 
utiliza-se freqüentemente um modelo estatístico para o erro de quantização, 
baseado na Fig. 3.2. Neste modelo, os quantizadores são substituídos por 
fontes de ruído de quantização, onde assume-se que: 
a) cada fonte de ruído de quantização â(n) é um ruído branco 
estacionário; A ' 
b) cada fonte de ruído apresenta uma distribuição uniforme de amplitudes 
sobre um intervalo de quantização (-q/2 a qY2), conforme mostrado na 
Fig. 3.3; - 
c) cada fonte de ruído não apresenta qualquer correlação com a entrada 
do quantizador correspondente, com as outras fontes de ruido, ou com o 
sinal de entrada do sistema [7]. 
p€(I"\) 
- 1/Q 
› €(n) -q 2 0 q/2 
V FIGURA 3.3: Função Densidade de Probabilidade do Erro de Quantizaçäo.
28 
Tais considerações são mais realistas quando x(n) for um sinal 
aleatório com espectro razoavelmente ,amplo em freqüência, e seus desvio 
padrão e amplitudes forem grandes quando comparados ao passo de quantização 
q-
' 
_ 
A partir da Fig. 3.3, obtém-se para o erro de quantização um valor 
médio E{s(n)} igual a zero e uma variância E{e(n)z}-E{s(n)}z igual a çf/12, 
onde E{-} representa o operador esperança matemática. 
Existem duas fontes de erros causados pela precisão finita em 
filtros digitais: uma é ea quantização dos sinais analógicos no conversor 
analógico-digital (CAD). A outra é-‹› comprimento finito dos registradores 
do(s) processador(es) utilizado(s), o que limita a precisão tanto dos 
coeficientes quanto das operações internas. Assim, o produto de duas 
variáveis de B-bits de precisão resulta numa variável com comprimento 2B-bits 
(considerando representação em iponto fixo-complemento de 2), a qual 
geralmente deve ser truncada ou arredondada para a precisão original, 
introduzindo assim erros de quantização [5]. » 
3.3 - Erros de Quantização em Filtros Digitais Adaptáveis - Revisão 
Bibliográfica - ' 
Existem, na literatura, alguns trabalhos que analisam os efeitos 
dos erros causados pela precisão limitada em filtros digitais adaptáveis. O 
objetivo desta seção é fazer uma breve descrição dos principais destes 
trabalhoss 
Em [25] são analisados os efeitos dos erros devido à implementação 
digital de um equalizador transversal adaptável. Especial atenção é dada ao 
erro devido à parada de adaptação. Esta ocorre quando o termo de correção do
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algoritmo de adaptação torna-se menor do que meio passo de quantização, tendo 
valor quantizado nulo. É demonstrado que este erro será tanto maior quanto 
menor for o valor da constante de adaptação B. Também, é demonstrado que a 
estratégia de utilização de uma constante de adaptação variável no tempo no 
apresenta bons resultados no algoritmo LMS implementado digitalmente. 
Em [3] é analisado o efeito dos erros de quantização na equação de 
atualização do algoritmo LMS implementado digitalmente. Neste trabalho, o 
erro é definido como a difereça entre o vetor de coeficientes do algoritmo 
LMS implementado com precisão infinita e o vetor de coeficientes do algoritmo 
LMS implementado com precisão limitada. Desta forma, c› erro de precisão 
infinita ("excess mean square error") inerente ao algoritmo LMS não é 
considerado na análise. Os resultados de simulação apresentados não estão de 
acordo com os valores previstos teoricamente. 
Em [4] são obtidas expressões para o EQ residual do algoritmo LMS 
implementado com precisão finita. A análise é feita tanto para aritmética de 
ponto fixo quanto para aritmética. de ponto flutuante. A metodologia .de 
cálculo é similar à apresentada em [3]. Os resultados de simulação 
apresentados.consideram somente uma parcela do erro residual e, para o caso 
de um filtro transversal adaptável, as previsões teóricas dos erros não são 
apresentadas. 
Em [S] são analisados os efeitos da quantização nos algoritmos LMS 
e RLS ("Recursive Least Squares") e em métodos de filtragem adaptável no 
domínio da freqüência. A precisão e a estabilidade numérica destes algoritmos 
são também examinadas. A equação apresentada para o cálculo do EMQ residual 
na saída de um filtro digital adaptado através do algoritmo LMS é za mesma 
obtida em [4]. ` 
Diferentemente dos trabalhos anteriores, em [6] são apresentadas
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equações para o cálculo do EMQ na saida de um filtro digital, adaptado 
através do algoritmo LMS, válidas não só para o regime permanente mas também 
para o período de convergência. A análise é feita para aritmética de ponto 
fixo e, do mesmo modo que em [3], o "excess mean square error" não está 
incluido nas equações obtidas. Também, as equações são de dificil aplicação 
prática. « 
É importante frisar que, nos trabalhos anteriores, os erros de 
quantização são modelados como ruídos brancos aditivos uniformemente 
distribuídos sobre o intervalo de quantização e não correlacionados com 
qualquer outra variável do sistema. A mesma modelagem é feita nos 
equacionamentos deste capi tulo. No próximo capí tulo, será utilizada uma 
modelagem mais realista que leva em conta as caracteristicas de correlação e 
de distribuição rfio uniforme dos erros de quantização na equação de 
atualização dos coeficientes do algoritmo LMS. 
Neste trabalho, oerro no vetor de coeficientes é definido como a 
diferença entre os N coeficientes com precisão ,finitae as N primeiras 
amostras da resposta ao impulso do sistema .a ser identificado. Como 
conseqüência, o EMQ` obtido inclui os' erros de quantização e o "excess mean 
square error". Além disso, são utilizadas as variáveis "reais" do sistema 
adaptável, ou seja, as representações dos coeficientes e dos sinais com 
comprimento finito de palavra.
, 
3.4 - Filtro Adaptável com Coeficientes Reais 
Filtros adaptáveis com coeficientes reais apresentam uma larga gama 
de aplicações, dentre as quais pode-se citar equalização [20], cancelamento 
de eco em transmissões de dados na banda base [9], [14], cancelamento de
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ruido [21], processamento de voz [22], medição de impedâncias [23] , [24], 
etC. 
3.4.1 - Descrição do Sistema
V 
A Fig. 3.4 representa o modelo de um sistema genérico no qual um 
filtro adaptável tem a função de identificar a resposta ao impulso de um 
sistema desconhecido. Tal modelo pode representar a operação de um cancelador 
de ecos na banda-base [14], de um cancelador de ruídos, de uma ponte digital 
autobalanceada [23], [24], etc.
' 
...................................... 
:Xk + É EÉ 
Wk 
+ ` D 9 + ôvk 
' nA u 
_Yk i 
( ek + 
Ê 
yk + 
'ç 
^ + ¡ 
"k ô^”k 
_ 
s1srEMA 
- z . . ¢ . ¢ › ¢ . z z . Q . n ¢ n | o - ‹ - ‹ - ø ¢ n u . . ¢ - ¢ - . | ¢ - ~ u › - - . . ¢ ¢ - - o n . z z 
SISTEMA DIGITAL A IDENTIFICAR 
FIGURA 3.4: Modelo de um Sistema de Adaptação que Utiliza um -Filtro 
Adaptável com Coeficientes Reais. -
32 
Na Fig. 3.4, tem-se: 
e Xi : vetor de entrada do sistema; 
e G : filtro transversal de L coeficientes reais que representa qualquer 
processamento digital do sinal de entrada (por exemplo, conformação de 
espectro); 
0 CDA : conversor digital-analógico; 
0 CAD : conversor analógico-digital; 
0 H : filtro transversal com M coeficientes reais que representa a 
resposta ao impulso do sistema desconhecido (por exemplo, canal do eco 
em transmissão digital); 
O Hx : filtro transversal adaptável com N coeficientes reais. Este deve
A 
gerar uma réplica (yk) do sinal de saida (y&) do sistema a ser 
identificado; 
O Mä: :vetor dos erros -de quantização nos produtos efetuados no 
processamento digital em G; 
0 ôâni : erro de quantização no CAD; 
O ôwk : erro de quantização nos produtos efetuados no filtro adaptável;r 
O nk : ruído aditivo; não correlacionado com os demais sinais; 
O ek : sinal de erro (a ser minimizado).
f 
' Na utilização deste modelo são assumidas as seguintes condições: 
¿) o sinal de entrada é digital por natureza e não apresenta erros de 
quantização; - 
ü) N2M+L-1, de modo que o número de coeficientes do filtro adaptável 
seja suficiente para identificar completamente o sistëma desconhëcido; 
_/' 
_
V 
Lu) o CDA não introduz erros de conversão nem distorçãö” no sinal 
convertido; V
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Lu) o sinal de entrada está convenientemente escalado, de modo que não 
ocorram erros devido a "overflow". 
' É importante ressaltar que estas condições são perfeitamente 
compatíveis com a grande maioria das implementações práticas de sistemas 
adaptáveis. 
Deve ser observado que os efeitos dos erros de quantização em todos 
os produtos efetuados no filtro Wk foram modelados por uma única fonte de 
ruido na saída deste filtro (ôvk). A variância deste ruido depende do modo 
como a filtragem é realizada. Se todos os produtos são realizados em dupla 
precisão e a quantização é feita 'após a acumulação, a variância de ôwk será 
igual à qz/12, correspondente à quantização de um único valor. Por outro 
lado, se a quantização é realizada após cada produto, e, por hipótese, os 
erros dos produtos não são correlacionados entre si [7],` a variância do ruido 
de quantização na saida vale N vezes a variância do erro em cada produto 
individual, onde .N é o número de coeficientes do filtro Wk (N produtos 
realizados em cada iteração). Esta última hipótese será a considerada no 
presente trabalho, uma vez que representa a análise do pior caso. As mesmas 
considerações são feitas para a modelagem dos erros nos produtos efetuados no 
filtro G através do vetor de ruídos AG* em sua saída. A análise do pior caso 
nos erros de filtragem evidencia, como ficará claro mais adiante, a 
preponderância dos erros de quantização na equação de atualização do 
algoritmo LMS. 
3.4.2 - Análise do Sistema 
No equacionamento que se segue, os vetores )& e Wk têm dimensão 
Nxl, H e AG* são Mxl e G é uma matriz de dimensão MxN. As demais grandezas 
envolvidas são todas escalares.
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Mostra-se facilmente que a matriz G que representa o processamento 
no filtro de mesmo nome é dada por 
« u . - . › ‹ à z 
,--- L termos --, ¡-~» N-L termos --Í
Z 
gb gi ..... gL_i O O O ..... 0 
G~= 0 gh gi ..... gL_1 O ..... O 
. ú . z 
- « . ‹ 
z › z z
ó 
O O O ..... gb gi . . . . . .. gL 1 
A partir da Fig. 3.4 tem-se:
A 
ek = yk - yk + nk V (3-É) 
onde 
yk = (Gigi + AGk)' H + ôznk (3,4)
A 
_ 
yk = xfwk + ôwk (3.s› 
Portanto, 
ek = x:‹o'H-w;›+As:H+ô.»k-óvk+nk 
- (3.ó) 
Após a convergência do algoritmo, a resposta ao impulso do filtro 
adaptável, representada pelo vetor Wk, deve se aproximar de GTH, que é a 
resposta ao impulso do sistema a identificar. Definindo o vetor de erros nos 
coeficientes do filtro adaptável.como 
_ 
ak = wk - G'H (3.7) 
a expressão do erro pode ser reescrita como:
_ 
~ 
ek _= nk+ó.ók¿ô«k+AG:H-ygføk (3 . sn) 
Tomando-se o valor esperado do quadrado¿do erro e admitindo-se que 
tanto os erros de quantização como o ruído aditivo são de“média nula e não
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correlacionados com qualquer outro sinal [4], vem: 
zk É E{e:} = E{nÍ}+E{ôã»k}+E{ôâk}+E{a'AekAe:H}+E{ø:›‹k›§øk} (3.9) 
A expressão recursiva para o EMQ é obtida no Apêndice 1, a partir 
do algoritmo LMS, resultando: 
fkü = [1-2[?Xšms+N/?2X:ms]fk + + 
l 
0:” _+ Lanza: + N03] + w‹šz..z(›<šm+1›z›: ‹s.1o) 
onde 6 é a constante de adaptação do algoritmo LHS, 26mm é o valor eficaz do 
. . . 2 2 sinal de entrada, EHH é a norma eucl1d1ana do vetor H e 0;”, ou e 0: são as 
variäncias dos erros de quantização no CAD, no processamento em G e no filtro 
adaptável, respectivamente. 
A equação (3.10) pode ser resolvida eliminarukr-se a sua 
recursividade atraués da representação de C* coo o somatório dos teros de 
uma série geométrica. Assim, ' 
:,= [1-2fi>š~z+Nõ*›¢~z1* [ro-rm1+fm ‹3. 11) 
onde fo é o EMQ no inicio do processo iterativo e fm é o EMQ residual, obtido 
após a convergência. A expressão de fm também pode ser determinada de (3.10) 
utilizando-se o fato de que, após a convergência, Ek";{k={m. Desta forma 
_ 
2 l 
_
' 
f = 
_í_._E{n"} + _-1 ' {‹z* +N¢z+L|1Hn*‹›*} + ---.à-MX: "'°"1) °: (3 '12) O AD V O 
A equação (3.12) tem grande importância, pois permite calcular o 
EMQ residual em função da constante de adaptação e de outras grandezas
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conhecidas do sistema. O primeiro termo à direita da igualdade representa a 
potência média da parcela não cancelável do erro, a qual deve-se ao ruído 
aditivo e é, portanto, independente dos efeitos da quantização. 0 segundo 
termo é causado pelos erros de quantização no CAD e nas filtragens e estaria 
presente mesmo se o sistema não fosse adaptável. Os efeitos destas duas 
parcelas em tm podem ser minorados, por exemplo, pela redução da constante de 
adaptação B. A terceira parcela representa a potência média dos erros 
causados pela quantização na equação de atualização dos coeficientes do 
filtro adaptável. Esta parcela é tanto maior quanto menor for o valor de B e, 
normalmente, é muito mais significativa do que as outras duas somadas. Isto 
porque, em geral, são utilizadas constantes de adaptação muito menores do que 
a unidade. Como conseqüência, ao contrário da realização com precisão 
infinita, não se pode diminuir sem limite o valor de B na implementação de um 
filtro adaptável digital, pois isto acarretaria um aumento no erro residual 
[25]. A partir de (3.12) pode-se obter, também, a constante de adaptação que 
minimiza a potência média dos erros de quantização na equaçãoçde atualização. 
Este valor de B é determinado pela maximização do denominador da terceira 
parcela e vale (š=1/(NXÍms). É importante lembrar também que aescolha da 
constante de adaptação está vinculada à estabilidade e à velocidade de 
convergência do algoritmo. Ainda em relação à equação (3.12), para valores 
práticos de aí”, ll!-lllz, N, L e vã, verifica-se que os erros de quantização no 
CAD ep no processamento em G tem um peso muito menor do que os erros de 
quantização que ocorrem no processamento em Wk. Esta observação confirma a 
importância do número de bits utilizados na implementação do filtro 
adaptável. A
V 
Finalmente, é importante enfatizar a utilidade da -equação (3.12) 
para o projeto do sistema adaptável. Ela permite determinar, a partir de uma
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estimativa de HHBZ, o EMQ residual na saída de um sistema adaptável em função 
de parâmetros conhecidos. Considerando a contribuição pouco significativa do 
termo Lflflflaã no valor de Cm, esta determinação pde ser feita com bastante 
precisão. No_projeto de um cancelador de ecos, por exemplo, poe-se então 
determinar a constante de adaptação e o número de bits necessários para obter 
uma relação sinal-ruido especificada. 
3.4.3 - Condição de Convergência V 
Um dos requisitos básicos de qualquer sistema adaptável é a 
estabilidade do seu algoritmo de adaptação. Nesta seção são estabelecidas as 
condições de convergência do algoritmo LMS quando aplicado a uma estrutura 
transversal operando com precisão finita. A partir do mesmo equacionamento é 
também obtida uma expressão para a constante de adaptação que maximiza a 
velocidade de convergência. 
O processo adaptável será convergente se o módulo do raio de 
convergência, determinado a partir de (3.11), for menor do que a unidade. 
Portanto, deve-se ter: 
11-zrâiâí-*»zz+Nrâ*›<?z.z| < 1 (3. 13) 
o que implica na seguinte faixa de escolha para a constante de adaptação:
2 0 < 1? < -- (3.14) 
, 
Nxšms 
A constante de_ adaptação ótima em termos de velocidade de 
convergência é aquela que minimiza o raio de convergência, resultando: 
_ râmxw = Né-M (3. 15) 
Das duas últimas -expressões, comparadas com os resultados
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conhecidos para implementações com precisão infinita [2], [15], observa-se 
que as caracteristicas de convergência do algoritmo LMS aplicado a filtros 
transversais não são afetadas por sua implementação em precisão finita. 
Também, verifica-se que a constante de adaptação que maximiza a velocidade de 
convergência é a mesma que minimiza a parcela mais significativa do EMQ 
residual. Portanto, este valor da constante de adaptação pode ser utilizado 
como primeira aproximação na implementação do algoritmo.
' 
3.4.4 - Resultado de Simulações _ 
O sistema da Fig. 3.4 foi simulado em computador a fim de verificar 
a correção do novo equacionamento. Nas simulações, as seguintes condições 
foram utilizadas, as quais correspondem aum problema de cancelamento de ecos 
em transmissão de dados: ~ 
a) sinal de entrada composto por símbolos +1 e -1 equiprováveis, de 
forma que XÍmâ=l; 
b) filtro transversal G com 8 coeficientes e precisão de 12 bits, o qual 
corresponde ao filtro conformador de pulsos. Os coeficientes utilizados 
foram obtidos a partir da expressão [26] 
gnzsenun-7)/21.{o,54+o,4õ‹z‹›s[‹2n-7)/s1}, para n=1, 2, ..., 7; 
c) filtro transversal H (canal analógico) com 20 coeficientes e precisão 
infinita. Em cancelamento de ecos, este filtro 'pode representar, por 
exemplo, o canal de -eco local através da híbrida. A resposta ao impulso 
utilizada para este canal foi obtidaa partir da resposta em freqüência 
de um sistema com largurade banda igual à da linha telefónica e com 
IIH¡Iz=0.1, uma vez que a híbrida atenua o eco em cerca de 10 dB [9]. A
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função de transferéncia do sistema utilizado, com freqüência de 
amostragem Í`8=8kHz, é dada abaixo: 
H(z)=o,o54ó(z°-o,lssz'-3,39z°+o,155z°+4,sõz'+o,155z“-13 ,39z*-0, 1ssz+1) ; 
z"-1,3õz7+o,õ93z°-o,833z”+1,_57z“-1 , oõz°-o , õsozz-o , õ32z+o , 41o 
d) filtro adaptável com 28 coeficientes reais e precisão de 12 bits. 
Todos os coeficientes» foram inicializados com valor nulo (no princípio 
do processo iterativo); 
e) CAD com 10 bits de resolução; 
f) o ruído aditivo não foi considerado pois seus efeitos podem ser 
' englobados no erro causado pela conversão A/D. 
0 efeito da quantização de uma variável foi representado pela 
adição de um ruido de quantização, de média nula e uniformemente distribuido 
entre 12'”, onde B é o número de bits de precisão da variável (supondo 
quantização com arredondamento e representação em ponto f ixo-complemento de 
2). Estas considerações levam a variâncias iguais a 2'2m_”/12 para os erros 
de quantização [7], [19]. 
A Fig. 3.5 mostra os gráficos dos EMQ residuais, simulado e 
previsto pela expressão (3.l2), em função da constante de adaptação B. O EMQ 
residual simulado foi obtido, após a convergência do algoritmo, considerando 
amostras do erro ek (Fig. 3.4). Para cada valor de B, foram feitas 10 
simulações, com 12000 iterações cada. Em cada simulação, o EMQ residual foi 
calculado através de uma média quadrática dos valores de ek das últimas 2000 
iterações. Os valores de EMQ residuais apresentados no gráfico foram obtidos 
através da média aritmética dos 10 valores de EMQ residuais calculados -para 
cada valor de B. Este procedimento se justifica porque a, variável aleatória 
ek, após a convergência, constitui umprocesso ergódico, conforme verificado
40 
através das simulações. Observa-se uma grande concordância entre os valores 
calculados e simulados, o que valida todo o ,equacionamento proposto. 
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FIGURA 3.5: Erro Médio Quadrático Residual x Constante de Adaptação 
3.5 - Filtro Adaptável com Coeficientes Complexos 
Algumas aplicações de filtros adaptáveis requerem o processamento 
de sinais complexos e, conseqüentemente, um filtro com coeficientes 
complexos. Isto inclui a filtragem adaptável de sinais de banda estreita em 
torno de uma freqüência intermediária, na qual )& e yk (ver Fig. 3.4) são 
transladados em freqüência sem alterar sua relação de fases [27]. Como 
exemplo, pode-se citar o cancelamento de ecos em transmissões de dados 
utilizando a banda de voz. Nestes casos, os dados são codificados em símbolos 
complexos-, os 'quais modulam uma portadora em amplitude e emfase. 0 
cancelador terá como entrada, em geral, os próprios símbolos complexos, e não 
amostras do sinal real transmitido [15]. Desta forma, os coeficientes do 
filtro adaptável devem ser complexos [8], [12]. .
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O processamento de sinais complexos envolve operações com partes 
reais e imaginárias de sinais e de coeficientes. Assim, os efeitos dos erros 
de quantização terão particularidades específicas e devem, portanto, ser 
cuidadosamente determinados. Dada, entretanto, a semelhança com o 
equacionamento do caso real, será mantido, sempre que possivel, um 
paralelismo entre os dois casos.
' 
3.5.1 - Descrição do Sistema 
A Fig. 3.6 representa a implementação de um sistema no qual um 
filtro adaptável com coeficientes complexos é usado para identificar a 
resposta ao impulso de um sistema desconhecido.
` 
AG* 
. X¡ ¡ __,~~___ . 
1 °"-' "¬
2 
;___...¬,......._.
! 
9* + O»1 
rr 
.Re[‹]
A 
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. e _ y : + * +
1 
z + - u 
'qk ôânk
` 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SISTEMA 
'SISTEMA DIGITAL ANAIJÓGICO 
A IDENTIFICAR 
FIGURA 3.6: Modelo de um Sistema de Adaptação que Utiliza um Filtro 
Adaptável com Coeficientes Complexos. - ,
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Nesta figura, as linhas duplas representam fluxo e processamento de 
sinais complexos, enquanto que as linhas simples representam fluxo e 
processamento de sinais reais. A notação empregada na Fig. 3.6 é a seguinte: 
e Xi : vetor complexo de entrada do sistema (por exemplo, simbolos QAM em 
transmissão de dados na banda de voz [1], [9]); 
Vo G : filtro transversal com I. coeficientes complexos que representa 
qualquer processamento digital do sinal de entrada (por exemplo, 
modulação ou conformação de espectro); 
O Re[-] : extrator da parte real; 
O CDA : conversor digital-analógico; 
O CAD : conversor analógico-digital; - 
O H : filtro transversal com M coeficientes reais que representa a 
resposta ao impulso do sistema desconhecido (por exemplo, canal de eco); 
0 Wi : filtro transversal adaptável com N coeficientes complexos, o qual 
deve gerar uma réplica do sinal de saida do sistema a ser identificado; 
e Amä : vetor complexo dos erros de quantização nos produtos efetuados no 
processamento digital em G; 
0 ôânk : erro de quantização no CAD; 
0 ôvk : erro de quantização nos produtos efetuados no filtro adaptável; 
Ó fik : ruído aditivo, não correlacionado com os demais sinais; 
O ek : sinal de erro (a ser minimizado). 
É importante lembrar que o-cancelamento, neste caso, está sendo 
feito apenas com a parte real do sinal de erro e não com o sinal de erro 
analítico (complexo), como mostra a Fig. 3.6. Isto simplifica o sistema, uma 
vez que elimina a necessidade de utilização de uma rede defasadora (filtro de 
Hilbert), requerida na obtenção do erro analítico. Em contrapartida, o tempo
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de convergência é aproximadamente duplicado [12]. 
Da mesma forma que no caso de sinais reais, é' assumido que o sinal 
de entrada é digital por natureza, que o filtro adaptável tem número de 
coeficientes suficiente para identificar o sistema desconhecido, que o CDA 
não introduz erros e que erros devido a "overflow" são evitados. 
3.5.2 - Análise do Sistema 
No equacionamento que se segue, os vetores Xk e WE tem dimensão 
Nxl, H e AG* são Mxl e G é uma matriz MxN. As demais grandezas são escalares. 
Da Fig. 3.6 tem-se: 
ek = yk - yk + nk (3.16) 
onde 
yk = xz[(Gx¡ + AGk)'n] + ôznk (3.17) 
šzk = xznäwk + ô«k1 ‹3.1s) 
Portanto , 
ekz sez[xf (o'H-wk )+AG:u-ôwk1+ô.»k+z,k _ (3. 19) 
Após a convergência do algoritmo, a resposta ao impulso W* 'do 
filtro adaptável deve aproximar-se de GTH, que é a resposta ao impulso 
completa do sistema a identificar. ' ~ . 
Definindo o vetor de erros nos coeficientes do filtro adaptável 
COIBO 
øk *= wk - o'H (3.2o) 
a expressão do erro pode ser reescrita: 
    
1 
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ek = 1,k+ó.z»k-sez[ôwk1+aez[AG:1¡¬1-zz[›Çøk1 (3.21› 
Tomando-se o valor esperado do quadrado do erro e admitindo-se que 
tanto os erros de quantização quanto o ruído aditivo têm médias nulas e não 
são correlacionados com qualquer outro sinal, vem: 
zh ê eu-z:} = E{zz:} + E{óšz›k› + E{‹âzz[ówk1›*} + 
A 
+ E{n'zz[./_\øk1×z[As:1H} + E{(×z[1‹zøk1›*} ‹3.z2› 
A expressão recursiva para o EMQ é obtida no Apêndice 2, a partir 
do algoritmo LMS complexo, resultando: 
:M = [1-212Ašmz+2N¡a*A?mz1zk + 2fâA$mz[E{n:} +. 
+ 0* + 2LnHa*‹z* + zN‹›z1 + z›xA$mz(A$mz+1›«* (3.23) AD G V U 
Na obtenção desta equação, foi assumido que as partes real e 
imaginária do sinal de entrada são seqüências não correlacionadas, de média 
nula, com variâncias iguais a Aäma. Aqui, vã e 0: são as variâncias dos erros 
de quantização em cada produto de números reais no processamento em G e no 
filtro adaptável, respectivamente. 
A equação (3.23) pode ser resolvida, resultando em
_ 
~ 
r¡= [1-2rfA?»›z+2Nrf'A?»zz 1* tro-f,,,1+r,, ‹õ.24› 
‹ 
- 
' ' 
onde to é o EMQ no inicio da adaptação e fm é o erro residual, obtido após a 
convergência, dado por
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E{nz} ' 2 2 
zm = ___? + __-L? {‹z:D+zN«:+2Luuu*‹z:} + _¶i'*Í2“%1-L “w (3.25) 
1-fiNAr|ns 1-fiNArms 1-f3NArms) 
Todas as observações feitas na seção 3.3.2 em relação ã equação 
(3.12) são também válidas para a equação (3.25). 
3.5.3 - Condição de Convergência 
O processo adaptável será convergente se o módulo do raio de 
convergência, a partir de (3.24), for menor do que a unidade. Logo,
2 |1-z¡âA§ms+zN¡â A2mz| < 1 (s_.2õ› 
o que implica na seguinte faixa de escolha para a constante de adaptação: 
o < p `< __š_ (3.27) 
NAÍHIB 
A constante de adaptação que maximiza a velocidade de convergência 
é dada por: V V 
rf = -1- ‹:‹›.28› moxvet 
III8 
Novamente, varifica-se que as características de convergência não 
são afetadas pelos erros de quantização, Neste caso, também, pode-se 
verificar que a constante de adaptação que maximiza a velocidade de 
convergência é a mesma que minimiza a parcela mais significativa do EMQ 
residual, devida' aos erros de quantização na .equação de atualização dos 
coeficientes.
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3 5 4 - Resultados de Simulações 
0 sistema da Fig. 3.6 foi simulado em computador a fim de verificar 
correção do novo equacionamento. Nas simulações, as seguintes condições foram 
utilizadas:
g 
a) sinal de entrada composto pelos símbolos complexos (+1+j/3), 
(-1-j/3), (1/3-j) e (-1/3+j) equiprováveis, de forma que AÍms=5/9. Estes 
são os simbolos utilizados na seqüência de treinamento dos MDMS V.32 
[28], escalados de modo a terem partes reais e imaginárias com módulo 
máximo unitário; 
b) filtro transversal G com 8 coeficientes complexos e precisão de 12 
bits, correspondente ao filtro conformador de pulsos. Para cada 
coeficiente, foram utilizadas partes real e imaginárias iguais, obtidas 
a partir da expressão 
ãw[gn]=&m[g¿]=sen[(n-7)/2].{0,54+0,46cos[(2n-7)/81), para n=l,..,2,7; 
c) filtro transversal H (canal analógico) com 20 coeficientes e precisão 
infinita e com llHBz=0,1. Os coeficientes utilizados foram obtidos -a 
partir da resposta ao impulso de um sistema cuja função de transferência 
é dada abaixo 
1~1(z)=o,o54õ(z"-o,1ssz7-3,39z°m, 155z°+4 ,sõz'+o, 1ssz*'-3,39z*-o,1ssz+1); 
z"-1 
, 3õz'+o, õ93z°-o, s33z°+1 , 57z"-1, oõza-o , õsozz-o , õs2z+o, 410 
d) filtro adaptável com 28 coeficientes complexos e precisão.de 12 
bits. Todos os coeficientes foram inicializados com valor nulo; 
e) CAD com 10 bits de resolução. ` i 
Aqui, novamente, o ruido aditivo nk não foi considerado e o efeito 
da quantização de uma variável foi representado pela adição de um ruído de
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quantização, de média nula e uniformemente distribuido entre 12-”, onde B é o 
número de bits de precisão da variável. 
A Fig. 3.7 mostra o gráfico do EMQ residual (simulado e calculado 
pela expressão (3_.25)) em função da constante de adaptação. O procedimento de 
cálculo do EMQ residual simulado é o mesmo descrito na Seção 3.3.4. 
Novamente, pode ser verificada a boa concordância existente entre os valores 
calculados por (3.25) e simulados, o que valida o equacionamento proposto. 
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i 
3.6 - Conclusão 
Neste capitulo foi apresentado um novo equacionamento dos efeitos 
dos erros de quantização em filtros digitais, tanto com coeficientes reais 
quanto com coeficientes complexos, adaptados através do algoritmo LMS. Foram 
obtidas expressões gerais para _o EMQ, as quais são válidas tanto para o 
periodo de convergência (transiente) ,quanto para o regime permanente. As 
condições de convergência do algoritmo foram estudadas e equações simples
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para a determinação do EMQ residual foram obtidas. Estas equações são de 
grande valia em projetos de sistemas adaptáveis, pois permitem a determinação 
das constantes de adaptação bem como das precisões necessárias no 
processamento e nas conversões A/D para a implementação de sistemas com EM 
residual pré-estabelecido. Também, foram apresentados resultados 
experimentais em plena concordância com as equações propostas, validando o 
novo equacionamento. 
Aqui, todos os erros de quantização foram modelados da forma 
convencional, ou seja, como_ru1dos brancos aditivos com distribuição uniforme 
de amplitudes sobre um intervalo de quantização e não correlacionados com 
qualquer outra variável presente no sistema analisado. Conforme dito 
anteriormente, esta modelagem é mais realista quando as variáveis a serem 
quantizadas ossuem amplitudes e desvios-padrão grandes quando comparados com 
o passo de quantização. Durante a convergência do algoritmo LMS, entretanto, 
o sinal de erro, que é utilizado na equação de adaptação, é não-estacionário, 
tendo potência decrescente. Na realidade, é bastante comum que, após a 
convergência, o desvio-padrão do sinal de erro caia abaixo do valor do passo 
de quantização. Desta forma, os erros de quantização presentes na equação de 
atualização perdem suas caracteristicas de distribuição uniforme e de não 
correlação com os outros sinais. Como estes erros são os de maior peso na 
compsição do EQ na saída do filtro, um equacionamento que leve em conta as 
novas características dos mesmos é altamente desejável. No próxim capítulo, 
é proposto um aprimoramento do modelo clássico do ruido de quantização, onde 
são levados em consideração os efeitos mencionados anteriormente.
\.
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C A P I T U L O 4 
ANÁLISE DOS ERROS DE QUANTIZAÇÃO EW FILTROS DIGITAIS ADAPTÁVEIS 
Modelo Aprimorado 
4.1 - Introdução 
No capítulo anterior foram obtidas expressões para o erro médio 
quadrático (EMQ) na saí-da de filtros digitais adaptáveis com coeficientes 
reais e com coeficientes complexos. Nos modelos utilizados, o efeito da 
quantizaçãío de uma variável é representado pela adição de um ruido branco de 
quantização com media nula, uniformemente distribuido entre t2” e não 
correlacionado com a variável a ser quantizada (modelo de quantização 
V
. 
linearizado). Entretanto, já foi demonstrado [25] que em vários* casos a 
adaptação pode parar prematuramente. Isto 
' 
porque o termo de correção da 
equação de atualização do' algoritmo tornaese menor do que meio passo de 
quantização (supondo quantização com arredondamento). Este fenómeno 
caracteriza um comportamento não linear do sistema, o qual tende a se agravar 
com a redução da amplitude do' sinal de erro. Quando o nível do sinal 
aproxima-se de meio passo de quantização, as conseqüentes alterações nas 
propriedades estatisticas do erro de quantização devem ser consideradas. 
Nestes casos o modelo linearizado é claramente incompleto. Portanto, torna-se 
altamente desejável melhorar o modelo existente de forma que tais situações 
possam ser automaticamente consideradas. 
' A falta de um modelo apropriado levou .vários pesquisadores a 
buscarem formas de prevenir a ocorrência daparada abrupta do algoritmo. Um 
destes métodospropõe a inserção de um "dither" na entrada dos quantizadores 
[29]. Quando adequadamente utilizada, esta técnica força a operação do
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sistema a satisfazer as condições necessárias à validade do modelo de ruido 
branco. No entanto, esta solução acarreta em um aumento considerável na 
complexidade de implementação do algoritmo. 
Neste capí tulo é proposta uma nova modelagem para o fenômeno não 
linear de quantização. O novo modelo é baseado nas variáveis reais do sistema 
adaptável, ou seja, nas representações em precisão f inita dos coeficientes e 
dos sinais. O uso de variáveis hipotéticas é evitado. Como conseqüência, o 
erro médio quadrático calculado inclui os erros médios quadráticos de 
arredondamento e de precisão infinita ("excess mean square error"). 
- Utilizando o novo modelo, são obtidas novas expressões para o EMQ 
na saída de filtros digitais, tanto com coeficientes reais quanto com 
coeficientes complexos, adaptados através do algoritmo LMS. Tais expressões 
levam em conta a correlação existente entre o termo de correção da equação de 
atualização (Bet) e seu erro de quantização. Também são obtidos, a partir de 
resultados experimentais, modelos aproximados para as variáncias dos erros de 
quantização na equação de atualização e para o coeficiente de correlação 
utilizado. Estes parâmetros, por terem grande relevância nas equações 
obtidas, devem ser conhecidos, pelo menos aproximadamente. Finalmente, são 
apresentados resultados de simulações que validam o novo equacionamento 
proposto .
' 
4.2 - Considerações sobre a Modelagem dos Erros de Quantização 
A fim de verificar a precisão do modelo linearizado, é interessante 
simular o sistema digital exatamente da maneira como ele será implementado. 
Assim, a quantização de uma variável deve ser realizada conforme a Fig. 3.1, 
e não através da adição de um rui-do branco à variável. -
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O sistema da Fig. 3.6 foi novamente simulado em computador nas 
mesmas condições da Seção 3.5.4, exceto pela utilização do modelo não linear 
de quantização conforme a Fig. 3.1. A Fig. 4.1 mostra os resultados obtidos, 
onde o eixo vertical está em escala logarítmica (decibéis relativos a 10 6), 
a fim de facilitar a visualização. 
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FIGURA 4.1: Erro Médio Quadrático Residual x Constante de Adaptação 
Verifica-se que os valores de EMQ residuais obtidos a partir da 
equação (3.25) do modelo linearizado não estão em concordância com os valores 
obtidos através das simulações para todos os valores da constante de 
adaptação B. 
Esta simulação apenas confirma que o efeito da quantização de uma 
grandeza, neste caso, não pode ser estudado, em geral, pela substituição do 
quantizador por uma fonte de ruído branco aditivo com distribuição uniforme 
de amplitudes sobre iq/2. A razão disto é que, nesta substituição, assume-se 
implicitamente que o desvio padrão da variável de entrada do quantizador é
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maior do que meio passo de quantização [19].` Se, por exemplo, a entrada do 
quantizador for não-estacionária tal que seu desvio padrão caia abaixo de 
meio passo de quantização, o ruído de quantização perde suas caracteri sticas 
de distribuição uniforme e de não-correlação com a entrada do quantizador. 
Neste caso, o modelo linearizado utilizado no capítulo anterior não é mais 
adequado para representar os efeitos da quantização. Entretanto, é exatamente 
isto que pode ocorrer no algoritmo LMS [29]. _ 
A equação de atualização dos coeficientes de um filtro digital (com 
coeficientes reais, por simplicidade) adaptado através do algoritmo LMS é 
aqui reescrita por conveniência, de dois modos diferentes: 
Wk” = Wk + [ [Bek] Xk ] (4.1a) 
WM = wk + ‹pek+ôzk›xk +Azk ‹4.1b› 
Na equação (4.1a), os colchetes representam a operação de 
quantização enquanto que na equação,(4.1b) tal operação é representada pela 
adição de ruídos de quantizaçäo. Tais equações podem ser mais facilmente 
entendidas através de suas representações, conforme mostrado na Fig. 4.2, 
onde linhas finas indicam fluxo de sinais escalares e linhas grossas indicam 
fluxo de grandezas vetoriais.
i 
Wi: 
_ 
› wk+1 
Í* se 1 me 1 me 1x, ~ 
V [me 1 1 
Xi 
ek _ 
‹¿›
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WI: > wku 
B Bekv Bek+‹S1k ({šek~|-61* ((?ek+61k )Xk+Azk
› 
ôxk Xk Azk 
(b) 
FIGURA 4.2: Representações da _Equação de Atualização do Algoritmo LMS 
Utilizando: (a) Quantizadores; (b) Ruídos Aditivos. 
Na computação do termo de atualização dos coeficientes, Bekxk, o 
produto Bek deve ser realizado em primeiro lugar, a fim de reduzir o número 
de multiplicações, já que este termo é constante para todos os coeficientes 
em cada iteração. Assumindo aritmética de pontofixo e complemento de 2, este 
produto terá dupla precisão e deve ser arredondado para a precisão original, 
introduzindo um erro de quantização (ôik na Fig. 4.2(b)). O 'produto de [Bet] 
pelo vetor de entrada X* também introduz, pelo mesmo motivo, um vetor de 
erros de quantização (Azk na Fig. 4.2(b)). 
Durante o processo de convergência do algoritmo, o sinal de erro ek 
tem nivel de potência decrescente. Desta forma, o produto Be* na entrada do 
quantizador Q1 (Fig. 4.2(a)) torna-se cada vez menor, de modo que pode se 
tornar inferior a q/2 = 2-" (meio passo de quantização). Nestas condições, 
[Bek] será nulo, o erro de quantização 61k será igual a -Be* e o algoritmo 
virtualmente pára de adaptar os coeficientes do filtro [25]. Neste caso, 
obviamente, o ruido 61* terá a mesma distribuição de -Bek. Conclui-se, então, 
que quanto mais próximo da convergência estiver o algoritmo, menos será 
realista a hipótese de que 61* é um 'ruído branco uniformemente 'distribuido 
entre iq/2 e não-correlacionado com (iek. Quanto ao vetor Azk, suas
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componentes também no podem ser modeladas como ruídos brancos uniformemente 
distribuídos entre iq/2. Na verdade, apos a convergência, tais compnentes 
serão, na maioria das vezes, nulas. Isto ocorre porque quando [Bek] for nulo, 
[Bek]X¿ e [[B6k]Xí] também o serão.
_ 
Todos os outros erros de quantização envolvidos (nas filtragens e 
na conversão A/D) serão modelados como ruídos brancos uniformemente 
distribuidos entre iq/2. Isto porque tais erros se originam da quantização de 
grandezas que normalmente apresentam desvios-padrão muito maiores do que os 
passos de quantização correspondentes. Neste caso também a modelagem linear 
representa uma simplificação em relação ao caso real [30]. Entretanto, como 
os erros de quantização dominantes no processo de_ adaptação são aqueles 
presentes na equação de atualização, esta simplificação pode ser feita sem 
grandes prejuizos para a qualidade dos resultados obtidos. 
4.3 - Filtro Adaptável com Coeficientes Reais 
Nesta seção será tratado to caso de filtros adaptáveis com 
coeficientes reais. O estudo em separado deste caso permite a utilização de 
uma notação mais simples e é, portanto, conveniente para a introdução da nova 
modelagem. () caso mais geral de filtros com coeficientes complexos será 
tratado na próxima seção. 
O equacionamento, aqui desenvolvido segue 0 mesmo procedimento 
utilizado na Seção 3.4. Todas as considerações e definições feitas naquela 
seção são válidas também aqui, a não ser que diferentemente estabelecidas. 
4.3.1 - Anlise do Sistema 
Por conveniência, o modelo representativo de um sistema no qual um 
filtro adaptável tem a função de identificar a resposta ao impulso de um
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sistema desconhecido é repetido na Fig. 4.3. 
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FIGURA 4.3: Sistema de Identificação que Utiliza um Filtro `Adaptável com 
Coeficientes Reais. 
A expressão para o' sinal de erro na k-ésima iteraçãío do algoritmo é 
dada por ' 
ek = nk + ôizzk - ówk + AGIR - iqøk (4_.2) 
onde øk=Wk-GTH é'o vetor de erros nos coeficientes do filtro adaptável. 
Tomando-se o valor esperado do quadrado do erro e considerando a 
não-correlação entre os termos envolvidos, obtém-se a expressão para o EMQ:
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fk É E{eÍ} = E{1¡:}+E{ôšz›k}+12{ôãk}+E{H'Ao¡AG:H}+E{ø:›‹kx:øk} (4.3) 
Considerando X* e øk estatisticamente independentes e representando 
os erros de quantização como na equação (4.1b), obtém-se, após algumas 
manipulações matemáticas (ver Apêndice 3), uma expressão recursiva para o 
HVÍQ. « 
fkü = - 21' X%ms(1-BÍ\D¿ms)011¡ fk + 
+ zfâxšmzzw + w<šmz‹›<š...z «Í + zz: › _ (4.4› 
onde CM é o EMQ na saida do filtro se o mesmo não fosse-adaptável (fš=0) e é 
dado por 
_ z 2 2 z 2 fm - E{nk} + ou + LBHII ao + Na' p(4.5) 
O termo of é a variância do erro de quantização no produto Be* na equação de 
atualização (ôik em (4.1b)), or: é a variância do erro de quantização em cada 
componente do produto [_fiek]X¡ (Azkt em (4.1b)), 1' é o coeficiente de 
correlação entre 61* e Be* e aí é a variância dos erros de quantização na
‹ 
filtragem em Wk. As outras possiveis correlações existentes entre os termos 
da equação de atualização (por exemplo, entre o produto [(›*ek]X¡ e Azk) não 
foram incluidas na análise. Isto porque a sua nãoiinclusão leva a expressões 
simples que ainda permitem predizer com bastante precisão os valores de EMQ. 
A pouca importância destas outras correlações deve-se ao fatos do produto Be* 
ser o primeiro a ser quantizado na equação de atualização; portanto, o
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coeficiente de correlação associado à sua quantização tem uma maior 
relevância. 
É importante observar que a equação (3.10) é um caso particular da 
equação (4.4), a qual descreve mais precisamente o comprtamento do EMQ na 
saida do filtro, pois inclui o coeficiente de correlação entre Bek e seu erro 
de quantização. Além disso, (4.4) permite considerar variáncias distintas 
para os erros de quantização nos diferentes produtos envolvidos na equação de 
atualização.
f 
4.3.2 - EMQ Residual 
O EMQ residual pode ser obtido fazendo-se kâm em (4.4), 
utilizando-se o fato de que, após a convergência, fkH=fk=Em. Desta forma 
_ 8
_ tm M-í---2fi[1_p]+t,_ _(4 6) 
onde 
e = 212:” + Nošzzzz «Í 
t+ 
0:) (4.7) 
e ir é a parcela do EMQ residual decorrente da existência de correlação entre 
o erro de quantização óük e o produto Bek, na equação de atualização, sendo 
dada por
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1 
fr = 2 
{ 
2[I' (1-l?NXšms)o1]2 *- W ' W-Í”í]]
Ó 
_ 21' (1-]?NXšms)01 'x2B9[1-BN'X%Ins/2] + [I (1-fš'NXšms)0'1]2 
} 
(4.8) 
A equação (4.6) permite determinar o EMQ residual em função da 
constante de adaptação e de outras grandezas do sistema e, portanto, ê de 
grande utilidade prática em projeto de sistemas adaptáveis. Novamente se 
observa que os erros de quantização na equação de atualização são tão mais 
significativos quanto menor for a constante de adaptação B. Também, se o erro 
de quantização 61* for não-correlacionado com o sinal de erro ek (o que pode 
acontecer se ek for suficientemente ruidoso, ou seja, com grande variância), 
o coeficiente de correlação r será nulo e .a parcela fr do EMQ residual também 
o será. Por exemplo, se um filtro de cancelamento de ecos 'estiver sendo 
adaptado durante a fase de operação "full-duplex", o sinal de erro é bastante 
ruidoso, pois' inclui o sinal proveniente do MODEM remoto. Neste caso, a 
equação (3.12), que é um caso particular da equação (4.6), pode ser 
utilizada. Em um caso mais geral, a equação (4.6) deve ser empregada. Assim, 
os parâmetros desconhecidos presentes nesta equação (r, 0: e 0:) devem ser 
estimados, pelo menos aproximadamente; 
4.3.3 - Condição de Convergência 
Durante quase todo o processo de convergência, o sinal de erro é 
bastante ruidoso, tendo grandes amplitudes. Desta maneira, para efeito de 
condição de convergência, 61k e Bek podem ser considerados 
não-correlacionados, ou seja, 1=0. Neste caso, a. equação (4.4) é idêntica à
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equação (3.10) e as condições de .convergência obtidas na Seção 3.4.3 
permanecem válidas. ' 
4.4 - Filtro Adaptável com Coeficientes Complexos 
Nesta seção será tratado o caso de filtros adaptáveis com 
coeficientes complexos. O equacionamento aqui desenvolvido seguirá o mesmo 
procedimento utilizado na Seção 3.5. 
4.4.1 - Análise do Sistema 
A Fig. 4.4 mostra a representação de um sistema de identificação 
que utiliza um filtro 'adaptável com coeficientes complexos. Mantendo a 
notação empregada no capítulo anterior, as linhas duplas representam fluxo e 
processamento de sinais complexos, enquanto que as linhas simples representam 
fluxo e processamento de sinais reais. ~
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FIGURA 4.4: Sistema de Identificação que Utiliza um Filtro Adaptável com 
Coeficientes Complexos. 
A expressão para o sinal de erro é obtida a partir da Fig. 4.4, 
resultando 
ek = 1,* + ômk - xz[Aôzk1 + à‹z[Ac:1n » ×z[xføk1 ‹4.9) 
onde Hk= Wk-GTH é o vetor de erro nos coeficientes do filtro adaptável. . 
- Tomando-se o valor esperado do quadrado do erro e considerando a 
não-correlação entre os termos envolvidos, obtém-se a expressão para o EMQ:
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zkê Eai; = mz; + Efóš-›k› + 1z:{‹xzlõwk1›*} + 
+ E{H"2z[AGk1Rz[AG:1H} + E{(1<z[X:øk1›z} ‹4.1o) 
Por conveniência, a equação de atualização dos coeficientes para 
filtros digitais adaptáveís com coeficientes complexos, a. partir do algoritmo 
LMS [27], é aqui apresentada de dois modos distintos porém equivalentes: 
wm = wk + [ [neh] xt] (4.11a) 
wm = wk + ‹¡sek+ô1k.›xf + ózk ‹4.11b) 
onde "f" indica complexo conjugado, 61k é um escalar real que representa o 
erroide quantização no produto Bet e Azk ré um vetor complexoque representa 
os erros de quantização no produto [Bek]X;:.
A 
A expressão recursiva para o EMQ, cuja determinação é apresentada 
em detalhes no Apêndice 4, 'é dada por: 
fm = [1-2r›*A§«.z+2Nn.'A?mz1¿k - zr A$z..z(1-2¡2NA§z..z)‹›Í I :R + 
' 
+ 2f?Ašms§cN^ + 2NAšms(A%ms 0: + 0:) (4.12) 
onde tem é o EMQ na saida do filtro complexo se o mesmo não fosse adaptável 
((?=0) e é dado por -
_ 
:CM = E{z,:} + zzzn + zralnnzaz + mz: ‹4.1a› 
O termo of é a variância do erro de quantização 61* no produto ƒšek, 0: é a
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variância dos erros de quantização nos produtos reais em cada componente do 
produto [{›*ek]X: (variância das componentes de .Re{Azk} e .9‹n{Azk}), 1' é_ o 
_ , 2 . . . coeficiente de correlação entre 61k e Bek e ow é a variância dos erros de 
quantização em cada produto real na filtragem em Wk. 
Fazendo-se uma comparação com a Seção 3.5, verifica-se que a 
equação (4.12) é uma generalização da equação (3.23) pois inclui o 
coeficiente de correlação entre Be* e seu erro de quantização além de 
permitir a consideração de variâncias distintas para os vários» erros de 
quantização presentes na equação de atualização. . 
4.4.2 - Condição de Convergência ' 
Durante 0 processo de convergência, 1=0 (ver Seção 4.3), de forma 
que as condições de convergência obtidas na Seção 3.5.3_'permanecem válidas. 
4.4.3 - EWQ Residual
A 
O EMQ residual pode ser obtido fazendo-se um na equação (4.12), 
lembrando que, após a a convergéncia,V§¡m={k={m.~Desta 'forma 
z = í-'_- + z . ‹4.14) °° fi(1-BNAÍM) °' 
onde 
z == faze” + N(Ašz..z af + ‹z:)' (4.1s) 
e fc' representa a parcela do EMQ residual decorrente da correlação entre o 
erro de quantização ôik e o produto Bek na equação de atualização, sendo dado 
por .
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f : ~{ [I (1-2fiNAšms)01]z '- °' 2[r2‹1-rfNAmz=›1 
_ I- (1-2{šNAšms )0t '!4B(1_fiNA%ms )f + [I`(1-.2fÍNAšms)‹71]2'} (4.1Õ) 
A equação (4.14) é de grande utilidade prática em projeto de 
sistemas adaptáveis, pois permite calcular o EMQ residual em função da 
constante de adaptação e de outros parâmetros do sistema. Todas as 
observações feitas em relação à equação (4.6) são também válidas para a 
equação (4.16). A fim de que esta_ equação possa ser utilizada, os parâmetros 
desconhecidos na mesma (r, av: e afã) devem ser estimados, pelo menos 
aproximadamente. Isto será feito na próxima seção, a partir de resultados de 
simulações . ' i 
4.5 - Determinaçãode r, of: e 0: 
Os novos parâmetros introduzidos no equacionamento devido à 
modificação das propriedades estatisticas das variáveis da equação de 
atualização (r, az, az) devem ser conhecidos, a fim de que as equações (4.6) 1 2 
e (4.14) possam ser utilizadas. Tais parâmetros foram estimados, a partir de 
resultados de simulações. O procedimento utilizado foi o seguinte: 
simularam-se vários filtros adaptáveis com coeficientes reais ep com 
coeficientescomplexos de comprimentos (números de coeficientes) diferentes e 
comçprecisões (número de bits) distintas. Também, o ruido aditivo nk (ver 
figuras 4.3 e 4.4) foi feito nulo, a fim de que o sinal de erro fosse o menos 
ruidoso' possível, de modo que a (correlação dos erros de quantização e a
L ¬ 4 
parada de adaptação ficassem evidenciadas. 
ñchegou-se a expressões para cada um dos parâmetros como função da constante 
de adaptação. As figuras 4.5 e 4.6 sumarizam os resultados obtidos. 
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Nas seis figuras anteriores, as abcissas são representadas pelas 
constantes de adaptação normalizadas em relação a fimxwl correspondente a 
cada simulação (ver equações (3.15) e (3.28)). Isto, foi feito com o objetivo 
de exprimir os resultados numa base comum. De outra forma isto não seria 
possí vel, uma vez que a faixa de escolha da constante de adaptação depende do 
número de coeficientes de cada filtro. Também, foi observado através das 
simulações que os parâmetros em questão dependem fundamentalmente da 
constante de adaptação, sendo pouco influenciados pela variação das outras 
grandezas envolvidas (por exemplo, respostas ao impulso de G e H e precisões 
de G e do CAD). Observou-se que tais parâmetros dependem, ainda, da variância 
do sinal de entrada, sendo pouco dependentes da função distribuição de 
probabilidade deste sinal. Entretanto, o sinal de entrada pode ser sempre 
escalado, de forma que' Xfmâ ou'ArÍ›s tenham o valor que se desejar. 
As figuras 4.5(a) e 4.6(a) mostram os gráficos do coeficiente de 
correlação (r) entre o produto Bek e seu erro de quantização em função da 
constante de adaptação normalizada (B/B et) para filtros com coeficientes 
reais e filtros com coeficientes complexos, respectivamente. Observa-se que, 
para pequenos valores de B, r (em módulo) é muito próximo da unidade , o que 
pode ser explicado da seguinte forma: como ek é pouco ruidoso, o valor 
absoluto do produto fšek é, na maior parte das vezes, menor do que q/2 (meio 
passo de quantização). Nestes casos, [fiek] será nulo e ôik será igual a -Be* 
e o coeficiente de correlação assume seu valor máximo em módulo (r=-1). Para 
valores maiores de fi, valores nulos para [Bek] são menos freqüentes, de forma 
que Be* e seu erro de quantização são menos correlacionados (|r|<1). 
Nas figuras 4-.5(b) e (c) são mostrados, respectivamente, os 
gráficos da variância do erro de quantização no produto Bek (af) e da 
variáncia dos erros de quantização nos produtos [(šek])& (aí) em função da 
/__ _,_
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constante de adaptação normalizada para filtros com coeficientes reais. As 
variâncias of” e afin correspondem a valores normalizados em relação ao valor 
qf/12, o qual corresponde à variância de um ruído branco¿ uniformemente 
distribuído entre iq/2. As mesmas variáncias normalizadas são apresentadas 
nas figuras 4.6(b) e (c) para filtros com coeficientes complexos. Observa-se 
que quanto maior for B, mais as variäncias se aproximam do valor qf/12, já 
que o fator de correlação diminui e os ruídos de quantização se aproximam de 
ruídos brancos com distribuição uniforme. Os baixos valores de aí se explicam 
pelo fato do vetor Azk apresentar muitos compnentes nulos, conforme 
explicado na Seção 4.2. 
As curvas continuas nas seis figuras anteriores correspondem a 
funções interpolantes dos pontos de cada gráfico, obtidas pelo método dos 
múnimos quadrados, dadas pelas seguintes expressões: 
Filtros com Coeficientes Reais: 
r: _, - 
7 6 5 4 3 2 _ I = 8,96Bn-60,7Bn+163Bn-2l7Bn+l46Bn-45,0Bn+5,81B;-1,22 (4.17) 
z _ _ 0 1 _
1 
af" = -4,94¡a:+25,93:-4s,9p:+3s,op:-8,asp:-o,493ô:+o,o572nn+o,205 (4. 18)
z 0 2z 
2 5 4 a z 0 = 0,4118 -1,783 +2,42fi -0,7288 +0,057OB -0,0146 (4.19) 2 D fl H f\ n fl _ 
Filtros com Coeficientes Complexos: 
II 
6 5 4 a 2 r = 1,998 -11,28 +22,2B -18,78 +7,01B -1,033 -0,939 (4.20) 
I'\ fl I'\ D D fl
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2 0 2
1 
ofn = 3,453:-1s,3p:+3õ,13:-33,1n:+15,3p:-3,39pn+o,s45 (4.21)
I
2 
O' 2 z . 
azn = -o,477n:+1,s9p:-z,õ2n:+1,õ9n:-o,5o1fi:+o,o539nn-o,oo1o3 (4.22) 
onde B; é o valor da constante de adaptação normalizada em relação à fzmmvel 
(Bn=B/fi;mmve¡). Estas equações serão utilizadas nos cálculos dos EMQs 
residuais nos vários exemplos da próxima seção. 
Por fim, é importante mencionar _que se o sinal de erro fosse 
suficientemente ruidoso (por exemplo, com ruido aditivo nk de grande 
potência), o fator de correlação seria pequeno e as variàncias of e aí seriam 
cada vez mais próximas de qf/12, uma vez que os ruídos de quantização 
tornar-se-iam cada vez mais "brancos", com distribuição uniforme sobre iq/2. 
Isto foi confirmado através de simulações. ' 
4.6 - Resultados de Simulações 
4.6.1 - Filtros com Coeficientes Reais 
O sistema da Fig. 3.4 foi simulado em computador a fim de verificar 
a validade da equação (4.6). Aqui são apresentados os resultados de 10 (dez) 
simulações, nas quais alguns parâmetros são comuns a todas, a saber: - 
a) sinal de entrada composto por símbolos +1 e -1 equiprováveis, de 
forma que XÍms=1; 
b) filtro transversal G com 8 coeficientes. Foram utilizados os mesmos 
coeficientes empregados na simulação da Seção 3.4.4; 
c) filtros H (canais analógicos) de vários comprimentos, porém sempre
70
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com HHHz=0,1. Os coeficientes foram obtidos a partir da função de 
transferência H(z) apresentada na Seção 3.4.4; 
d) ruído aditivo nk nulo. 
Os outros parâmetros foram feitos diferentes para cada simulação, 
conforme a Tabela I, onde N é o número de coeficientes do filtro adaptável, 
Bp é o número de bits utilizados no processamento em G e no filtro adaptável 
e Baú é o número de bits do CAD. 
TABELA I _ 
Simulação 1 2 3 4 5 6 7 8 9 
2210 
2 
N 16 16 32 32' 32 64 64 64 128 128 
Bp 8 10 10 12 14 `12 14 20 16 20 
Band 8 10 10 10 12 10 12_ 16 12 16
2 
A Fig. 4.8(a-j) apresenta os resultados obtidos.
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FIGURA 4.8: Erro Médio Quadrático Residual (tm) x Constante de Adaptação 
Normalizada ((3/Bmaxvel) - FILTROS COM COEFICIENTES REAIS. 
' Em cada figura, são mostrados très gráficos do EMQ residual como 
função da constante de adaptação: o EMQ obtido através de simulação (onde as 
quantizações foram realizadas conforme o modelo não linear da Fig. 3.1), o 
EMQ calculado através da equação (3.l2) (modelo linear de quantização) e o 
EMQ calculado através do novo modelo (equação (4.6)), onde o coeficiente de 
correlação e as variáncias dos erros de quantização na equação de atualização 
foram obtidos através das equações (4.17), (4.18) e (4.19). Para facilitar a 
visualização, a escala vertical dos gráficos está el escala logaritmica 
(decibéis relativos a lO'°). Pode-se observar que o novo modelo apresenta 
resultados muito melhores do que o modelo linear do capitulo anterior, o que 
era esperado, uma vez que o primeiro é mais completo e mais realista do que o 
segundo.
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4.6.2 - Filtros com Coeficientes Complexos 
0 sistema da Fig. 4.3 foi simulado em computador a fim de verificar 
a validade da equação (4.14). Serão aqui apresentados os resultados de 10 
(dez) simulações, nas quais alguns parâmetros são comuns a todas, a saber: 
a) sinal de entrada compostc› pelos símbolos complexos equiprováveis 
(1+j]3), (-1-jY3), (1/3-j) e (-1/3+j), de forma que AÊmâ=5/9. Estes são 
os símbolos utilizados na seqüência de treinamento dos MODEMS V.32 [28], 
escalados de modo a terem partes reais e imaginárias com módulo máximo 
unitário; 
V
' 
b) número de coeficientes (complexos) do filtro G (L) igual a 8. Foram 
utilizados os mesmos coeficientes da simulação da Seção 3.4.4. 
c) filtros H (canais analógicos) de vários comprimentos, porém sempre 
com flHHz=0,1. Os coeficientes foram obtidos a partir da função de 
transferência H(z) apresentada na Seção 3.4.4; 
d) ruido aditivo nk nulo. 
Os outros parâmetros foram feitos diferentes para cada simulação, 
conforme a Tabela II. 
' 
` TABELA II 
simulação 1 2 3 4 5 6 1 8 9 1o 
Í 
_N 16 16 32, 32 64. 64 64 12s_ 128 1284 _ 
B6 1o 14 1o 14 12 16 2o 12 14 16 
Bzoà 1o 12 1o 12 1o 12 16 1o 12 12 
A Fig. 4.9(a-j) apresenta os resultados obtidos.
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maxvel. 
Em cada figura, são mostrados três gráficos do EMQ residual como 
função da constante de adaptação: o EMQ obtido através de simulação (onde as 
quantizações foram realizadas conforme a Fig.3.1), o EMQ calculado através da 
equação (3.25) (modelo linear de quantização) e o EMQ calculado através do 
novo modelo (equação (4.14)), onde o (coeficiente de correlação e as 
variâncias dos erros de quantização na equação de atualização foram obtidos 
através das equações (4.20), (4.21) e (4.22). Novamente se observa que o novo 
modelo apresenta resultados muito melhores do que o modelo linear do_capútulo 
anterior. -
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4.4 - Conclusão 
Neste capí tulo foi apresentado um novo equacionamento, mais completo 
e realista do que o efetuado no capítulo anterior, para o EMQ na saida de 
filtros digitais adaptados através do algoritmo LMS. Neste novo 
equacionamento foi levado em conta o fato de os erros de quantização 
presentes na equação de atualização não serem ruídos brancos com distribuição 
uniforme, devido à natureza não linear do processo de quantização. Foram 
obtidos, a partir de resultados experimentais, modelos aproximados para as 
variàncias de tais erros e para o coeficiente de correlação mais importante 
para a análise. Por fim, são apresentados resultados de simulações que 
validam o novo equacionamento proposto. ¬ 
Cabe, aqui, frisar que projetos de sistemas adaptáveis com EMQs 
residuais pré-definidos poderiam ser realizados através da utilização das 
equações (3.12) ou (3.25), uma vez que os valores de EMQ residuais calculados 
através destas expressões são muito maiores do que os valores obtidos na 
prática. Entretanto, isto levaria a projetos bastante conservativos em 
relação às especificações de EMQ, o que poderia- exigir umaaprecisãoç além da 
realmente necessária para os processadores digitais utilizados, elevando 
desnecessariamente os custos de implementação. Por outro lado, a utilização 
das equação (4.6) ou (4.14) leva a uma implementação mais simples que atenda 
às especificações, o que minimiza o custo de implementação. -
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C A P I T U L O 5 
CONCLUSUES E SUGESTÕES PARA TRABALHOS FUTUROS 
5.1 - Conclusões 
É crescente a utilização de filtros adaptáveis em diversas 
aplicações, notadamente em instrumentação eletrônica e telecomunicações. 
Neste trabalho, foi apresentado como exemplo de aplicação o cancelamento de 
ecos em transmissão de dados na linha telefónica. Foi feita uma breve revisão 
do problema e da técnica mais utilizada para a sua solução, na qual um filtro 
adaptável tem a função de identificar a resposta ao impulso de um sistema 
desconhecido. Estudos resumidos do filtro transversal Íadaptável e do 
algoritmo mais utilizado na atualização dos seus coeficientes (LMS) foram 
também apresentados. 
Neste trabalho, foi realizado um estudo detalhado dos erros 
causados pela implementação digital do algoritmo LMS em filtros FIR 
transversais adaptáveis. Neste ti;x› de implementação, tanto os sinais de 
entrada quanto as grandezas internas são quantizados, ou seja, são 
representados com precisão limitada. Isto faz com que o comportamento destes 
filtros seja diferente daquele esperado se fossem implementados com precisão 
infinita. No estudo apresentado, foram considerados filtros com coeficientes 
reais e filtros com coeficientes complexos. A análise foi feita para 
aritmética de ponto fixo. Foram obtidas expressões analíticas para o EMQ na 
saída dos filtros a partir de um equacionamento simples, as quais podem ser 
utilizadas tanto durante o período de convergência quanto em regime 
permanente. As condições para a convergência do algoritmo LMS com precisão 
finita foram estudadas e foram obtidas expressões simples para o EMQ residual 
em função de parâmetros conhecidos. Estas equações são de grande utilidade em
P
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projeto de sistemas adaptáveis pois permitem determinar'a constante de 
adaptação mais apropriada e o número de bits necessários, a partir de uma 
especificação de EMQ residual. Cabe, aqui, frisar que a complexidade e o 
custo de implementação de um sistema, os quais dependem do número de bits 
utilizados, podem ser reduzidos a partir de uma melhor compreensão dos 
efeitos de quantização. 
Deve ser mencionado que o equacionamento realizado no Capí tulo 3 
baseia-se no modelo clássico (linearizado) de quantização, onde os erros de 
quantização são modelados como ruídos brancos aditivos com distribuição 
uniforme. Esta mesma modelagem foi utilizada em todosvos trabalhos anteriores 
disponíveis na literatura. No Capítulo 4, por outro lado, o equacionameto 
leva em conta a natureza não linear do processo de quantização. Nesta nova 
modelagem, as características de correlação e distribuição não uniforme dos 
erros de quantização presentes na equação de atualização são consideradas. 
Como conseqüência, as equações obtidas neste capítulo são mais completas, 
mais realistas e apresentam melhores resultados em casos práticos do que as 
obtidas no Capitulo 3. 
,
- 
' 
Finalmente, os equacionamentos propostos foram validados através 
dos resultados de simulações apresentados. 
5.2 - Sugestões para Trabalhos Futuros 
A fim de dar continuidade ao presente trabalho, pode-se destacar 
alguns tópicos para investigação futura: - 
1) refazer a análise para aritmética de ponto flutuante; 
2) considerar os efeitos dos erros de quantização em filtros digitais 
adaptáveis em outras aplicações além de identificação de sistemas. Como
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exemplo, pode-se citar equalização (filtragem inversa), predição e 
cancelamento de ruido; 
3) analisar os efeitos da precisão finita em outros algoritmos (por 
exemplo, RLS) e em outras estruturas (por exemplo, filtros IIR e redes 
"lattice") .
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A P É N D I C E' 1 
Dedução da Equação (3.10): Expressão do EMQ na Saida de um Filtro Digital 
Adaptável com Coeficientes Reais. 
Reescrevendo a equação (3.7): 
gh 
ê E{e:} = E{n:} + E{ôš»k} + E{ôãk} + E{H"AckAG:H} + E{ø:xkx:øk} (A1.1› 
Será admitido que o sinal de entrada, o ruido aditivo e os erros de 
quantização são não correlacionados entre si, de média nula e com amostras 
independentes no tempo. 
. 2 . . . Def me-se um como a variância do erro de quantização no CAD e afã e 
z . . _ 
av como as variâncias dos erros de quantização em cada produto em G e no 
filtro adaptável, respectivamente . Uma análise detalhada dos diferentes 
termos da equação (A1.1) leva às seguintes conclusões: 
i) E{ôÔk} = Naõ, pois há N produtos quantizados em cada iteração no 
filtro adaptável; i 
ii) E{HTAG AGTI-I} = La2E{HTH} = Lazllflllz, onde I1HI¡ é a norma euclidiana do k k o 0 
vetor H e há L produtos quantizados no filtro G; \ 
iii) E{ø:}(¡){:øk}q = )Êmz=.zE{ø:øk}, pois X* e Bh são estatisticamente 
independentes. Xrms é o valor eficaz do sinal de entrada. Aqui levou-se 
em consideração a caracteri stica da matriz de autocorrelação do sinal de 
entrada (E{XkX:}) ser diagonal com_termos não nulos iguais a Xfmâ. 
Portanto, a equação (A1.1) pode ser escrita da seguinte forma: 
zk = E{nf} + 0:” + Lzzufiuz + Na: + >‹š.z.5E{øzøk} (A1.2›
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Ou, na próxima iteração, 
_~ z 2 z z 2 'r zm _ E{nm} + um + wanna + Naw + >šmzE{ømøm} (A1.3) 
A equação de atualização dos coeficientes através do 
algoritmo LMS [5] é dada por: 
wm = wk+ raekxk+ Qk (A1.4) 
onde Qk é o vetor dos erros de quantização nos produtos Bekxk. Subtraindo GTH 
de cada lado da igualdade, vem; 
am = øk+ (aekx¡+ (A1.5) 
Desta equação verifica-se que øk depende somente de Xk_1 e não de 
Xk. Como X¡ possui componentes independentes no tempo, isto justifica a 
consideração anterior de que øk e X* são independentes. _
V 
Formando o produto: 
1' _ 1° 1' 'r z z 1' 1- 'r 
ø1z+¡ø¡z+z" økøk + gfieazøkxlf 2ø1zQ|z+ B e¡zX\zx1‹+ 2Be|zx|zQ|z+ Q|zQ1z (AL6) 
Tomando os valores esperados, tem-se: 
o E{2;eekø:xk} = 2râE{(nk+ô.»k-ôvk+AG:n-x:øk)ø:›&} =.¿ -23E{ø:›&x:øk} = 
-2m¿mzE{ø:øk} ; 
9 E{ø:Qk} = o ;
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ø E{rs*e: x:xk} = ¡ñ~r›šmzE{e:} = 1Í2Z_N>¿z›-zfk ; 
e E{2râek›ÇQk} = o. 
Portanto, 
E{ø:Høm} = [1-z¡â›<}°z.z1 E{ø:øk} + pzmšzzzzk + E{QzQk} (Am) 
Utilizando (A1.2), (A1.3) e (A1.7) e considerando todos os sinais 
estacionários, tem-se:
2 
flui: [1 _ + N8zX:ms]¿k + 2Bx:ms[E{nl:} + oil) + 
+ Lunnzaz + N03] + x§zz.zE{Q:Qk} (A1.s) 
Vetor de Quantização Q* p 
Reescrevendo a equação de atualização dos coeficientes: 
wm = wk+ (¡âek‹ózk››‹k+ Azk (A1.9) 
onde 61* representa o erro de quantizaçãío no produto Be* e Az* é o vetor dos 
erros de quantização no produto ({›'ek)X¡. Cada um destes erros' possui 
variância vã. Comparando-se (A1.9) com (A1.4), obtém-se: 
Qk = ózkxk + Azk (A1.10) 
Formando o produto Q:Qk e tomando valores esperados vem:
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E{Q:Qk_} = bvëff-30:, + Na: (A1.11) 
Finalmente, de (A1.8) e (A1.11), obtém-se: 
+1 
= [Í'-2{?)šms+N{?2X:ms]fk + 2¿'?Xšms [E{1):} + 
+ 0:” + Lnnnzaz + Nai] + mšm5(xfzz.z+1)‹zf, (A1.12)
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A P É N D I C E 2 
Obtenção da Equação (3.23): Expressão para o EQ na Saida de um Filtro 
Digital Adaptável com Coeficientes Complexos. 
Reescrevendo a equação (3.22) V 
zk = Emi) + E{óšzk} + E{zz{óãk1} + E{H*xz¡Aek1âzz[As:1n} + 
+ E{‹J<zD{øk1)'} _‹A2.1› 
Será admitido que o sinal de entrada, o ruido aditivo e os erros de 
quantização são não-correlacionadas entre si, de média nula e com amostras 
independentes no tempo. 
Define-se aí” como variância do erro de quantização no CAD e aê e 
aê como as variâncias dos erros de quantização de cada produto real em G e no 
filtro adaptável, respectivamente (ver Seção 3.4.2). Uma análise detalhada 
dos diferentes termos da equação (A2.1) leva às seguintes conclusões:' 
i) E{Rz[6ãk]} = 2Naã, pois há ZN produtos reais quantizados (N produtos 
complexos) em cada iteração no filtro adaptável; 
1í›E{n'xz[AG 1âzz[As'1H} = 2L‹›*E{H'n} = zumzaz, onde :mu é a norma 
I: I: 0 0 
euclidiana do vetor H e há 2L produtos reais quantizados no filtro G. 
iii›E{‹z×z[xføk1)2} = Aš...z[E{zz[ø:1zz[øk1}+E{a«z[ø:1â«z[øk1)],›pois xx e ak 
são estatisticamente independentes. l&mú é o 'valor eficaz de cada 
compnente (real e imaginária) do sinal de entrada. Aqui foi usado o 
fato da matriz de autocorrelação do sinal de entrada (E{XiX:T}) ser 
diagonal com termos não nulos iguais a 2AÍmâ. 
Portanto, (A2.l) pode ser escrita como:
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zk = }_=;{1¡:} + aí” + 2LaÊ_IIHIlz + 2Nof¡ + Afmz [E{J€z[ø:]Rz[øk]} + 
+ E{é‹«zlø:1õ*«z[øk1}] ‹Az.z) 
Ou, na próxima iteração, 
Z 2 2 Z 2 2 'I' zm = E{z,m} + «AD + 2LnHn as + 2N‹›v + Am [E{x.z[øm]x.z[øm1} + 
+ E{õ*‹»[ø:+,1õ*«z(øm1}] ‹Az.a› 
A equação de atualização dos coeficientes através do algoritmo LMS 
[5], [27] é dada por 
wxzzzz 
= Wiz + Bekx: + Qi ‹A2'4) 
onde Qk é o vetor dos erros de quantização nos produtos f›'ekXk. Subtraindo GTH 
de cada lado da igualdade, vem: 
'I 
ø1z+z 
_ ak + Bekxk + Qu (A2'5) 
Desta equação verifica-se que Hk depende somente de X¡_1 e não de 
Xk. Como X* possui componentes independentes no tempo, fica justificada a 
consideração anterior de que øk e Xk são independentes. Tomando as partes 
real e imaginária de økü, vem: 
.7€e[Bkfl~] = .Re[Bk] + (šek.Re[Xk] + .Re[Qk] (A2.6a)
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§‹zz[øm] = .s›‹›z[øk] - (aek9m[›‹k] + .9=«z[Qk] (A2.6b) 
Formando 0 produto: 
sez[ø:fl1xz[øm] = xz[ø:1xz[øk1 + 2¡aekxz[ø:1a‹z[xk] + zxz[ø:]xz[Qk1 + 
+ r›**eÍm›¶1×z[›‹,[1 + zr‹eg‹‹z[›Ç1v<z[Q¡1 + xzlozlazlql ‹A2.1› 
Tomando os valores esperados, tem-se: 
ó E{zôekxz[ø:1zz[xk1} = zpE{‹nk+ô.z»k-xz[ôwk1+xz[AG:1H-xz(›¶øk1)xz[ø:1sez[x¡1} 
= -2rfE{xzl›‹zøk1xz[ø[1xz[›g1} = -mí‹f‹z[>‹f1×z[øk1-ó›‹«[x,f1é›«z[øk1›×z[øz1v‹zl›‹,t1} 
= -2rfE{2z[›cf1›vz[øk1f‹zløI1v=z[›‹,:1} = -2fiAfz«zE{w«z[øI1xz[øk1} ;
' 
ø E{2×z[øI13zlQk1} = 0 ; 
ø E{(a2e:xz[›Ç]xz[xk]} = re'1~1AfmzB{eÍ} = fizrmšmzzk ; 
0 E{2fiek2zl›¶1›=z[Qk1} = 0. 
Portanto, 
E{1<¿f.[øz+,1×z[øm1 = [_1-2nAâ«z1E{×z[øz1›zz[øk1› + nzwàfz-z‹:k + 
_ 
+ E{xz[Q:1xz[Q,j} (A2.s)
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Similarmente, obtém-se: 
E{a«¿[ø:“1âm[øm1} = [1-zpAšmz1 E{ómz.[ø:1a«z[øk1›} + nzmšmzzk + 
+ E{vm[Q:iw«zlQk1} ‹A2.9› 
Utilizando (A2.2), (A2.3), (A2.8) e (A2.9) e considerando 
todos os sinais estacionários, tem-se: 
.zm = [1-2¡sA?m=+2Nrâ2A?«zz]¿k + zfazàšzzzz [E{›z:} + 0:” + zrnnazaz + 2.N‹›:] + 
` 
+ A?f¿z[E{Re[Q:]Re[Qk1} + E{1m[QI11m[Qk]}] (A2.1o) 
Vetor de Quantização Qt 
Reescrevendo a equação de atualização dos coeficientes: 
I . WM - Wk + ({iek+61k)xk + Azk (A2.11) 
onde ôúk representa 'on erro de quantização no produto Bek, com 
variância aê, e Azk é o vetor complexo dos erros de quantizaçãío nos 
produtos (fiek)Xk. As partes real e imaginária de cada componente de 
Azk têm, tam`r'5ém,' variâncias iguais a vã. Comparando-se (A2.11) com 
(A2.4), obtém-se:
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Qt = àkx: + Azk (A2.1z) 
Fürmarldo OS PIOÕUÍOS .7(e[Q:].7ix›:[Qk] e .9m[q].9m.[Qk] e tomando 
valores esperados vem: 
ku 
w‹z[Qz1xz[Qk1} = Ew‹‹›foz1é›‹zzr‹¿11 = NAšmzzj_ + zw: ‹Az.1â› 
Finalmente, de (A2.8) e (A2.11), obtém-se: 
= [1-2¡2Ašmz+2Nn2A2mz]:k + zmšmz [E{n:}+úÍD+2LnHu*az+zN‹z:] + 
+ zNAšm(A$...B+1)‹z: 
` 
(A2. 14)
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A P Ê N D I C E 3 
Dedução da Equação (4.4): Expressão do EMQ na saida de um filtro digital 
adaptável com coeficientes reais. 
O equacionamento aqui desenvolvido segue o mesmo procedimento 
utilizado no Apêndice 1. Todas as considerações e definições feitas naquele 
apêndice são válidas também aqui, a não ser que diferentemente estabelecidas. 
Reescrevendo a equação (4.3): 
zh Ê E{e:} = E{z›:} + E{ôšz›k} + 3{ôãk} + E{fl*AckâG:H} + E{ø:›&›Çøk} (A3.1) 
Levando em conta a independência estatistica entre Xk e øk, esta 
equação pode ser escrita da seguinte forma: ”
T 
zk _ :M + xfmzE{økøk} (A3.2) 
Ou, na próxima iteração, 
z -z +xfzzzzE{ø' ø } (A3.3) k+1 _ NA k+1 k+1 
onde E = E{1¡2} + az + Lüflllzaz + Na: é o EMQ na saida do filtro se o mesmo NA K AD G O 
não fosse adaptável ((?=0). 
A equação de atualização dos coeficientes do filtro através do 
algoritmo LMS é dada por: 
WM = Wk+ (Bet + 6zk)xk + Az* (A3.4) 
onde 61* é o erro de quantização no produto Bek e Az* é o vetor dos erros de 
quantização no produto [fiek]Xk. Subtraindo GTH de cada lado da igualdade, 
vem: '
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am = ø|‹+ meu + óilzmf + Aziz (A3'5› 
Formando o produto: 
ø' ø = ø"ø + fezeíxzigf ôíkizzxk + Aškâk + zfaekøfick + zôzkøzxk + k+1 k+1 k k k 
1- 1' 'r 'r 2% + 2f›*e..‹S1.z><.>‹. + 2ff°.âa^=.z + 2e.2a^=.z W-6› 
Tomando valores esperados, analisando cada termo e utilizando 
(A3.2) e (A3.3), vem: 
zm = [1-2¡2›<Í«.z+N¡sz><?mz]¿k - zr ><fmz(1-fâwšmz) 011' ft + 
+ 2BXšmsfN^ + NMÍme(Xšms 0: + 0: ) (A3.7) 
. . 2 . . onde of é a variância de 6%, 0% é a variância de cada componente do vetor 
Az* e r é o coeficiente de correlação entre ôik e fiek (ou entre 61k e ek, o 
que é a mesma coisa, já que B é constante), definido conforme abaixo: 
= 
E{(ô1k-61k)((šek-(?ek)} 
= 
E{ô1kÇek} 
‹A3.8› 
_ Í 
1/E{(61k-61k)z}.E{(fi3k-fiëk)z} 01 f fk 
onde as barras horiiontais indicam valor médio. Na simplificação da expressão 
foi levado em conta que todas as grandezas envolvidas possuem valor mdio 
nulo. 
Em relação ao Apêndice 1, dois termos considerados nulos naquele 
equacionamento são aqui reavaliados, devido à correlação entre éh* e Bek, a 
saber:
i
oE{2ô1ø }=-2E{ô1e}=-2r‹› if 
xr 
R"'íNr 
9 E{2(?ekÔ1k)qXk_} = 2fiNXš¶nsI` Gti fk. . 
uk 1 ¡z'
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APÊNDICE 4 
Dedução da Equação (4.12): Expressão do EMQ na Saida de um Filtro Digital 
Adaptável com Coeficientes Complexos. 
O equacionamento aqui desenvolvido segue o mesmo procedimento 
utilizado no Apêndice 2. Todas as considerações e definições feitas naquele 
apêndice são válidas também aqui, a não ser que diferentemente estabelecidas. 
Reescrevendo a equação (4.10): 
zk ê E{e:} = E{z,:} + E{ôšz›k} + E{‹×z¡ózk1›*} + 
+ E{n'xz¡A<;k1×z[Ao:1n} + a{‹×z[x:øk1›*} (A4.1› 
Levando em conta a independencia estatistica entre X* e øk e 
calculando os valores esperados do mesmo modo que no Apêndice 2, esta equação 
pode ser escrita da seguinte forma:
V 
zh = :CFA + A§.¬zs[E{xz[øI]xz[øk]} + E{.9«z[ø:].9«z[øk]}] (A4.2) 
Ou, na próxima iteração, 
, zm = :CM + Aš«.z[E{xz[ø:ü1xz[øm]} + E{a‹»[ø:“1am[øm1}] ‹A4.3› 
onde (CNA V= E{r¡:} + aí” + 2LllHü2oã + 2Na`: é o EMQ na saída do filtro se o 
mesmo não fosse adaptável (fi=O). 
A equação de atualização dos coeficientes através do algoritmo LMS 
[5], [27] é dada por V 
a
. WH: = Wk + (riek + 61k)Xk + Azk (A4.4›)
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onde "ii" indica complexo conjugado. Subtraindo GTH de cada lado da igualdade, 
obtém-se 
zm = øk + mek + ózk›x: + Azk ‹A4.5› 
Tomando as partes real e imaginária de økfl, vem: 
-Wfiløkal = hlflkl "+ (3€k+Õ1k)-Vfflllfil + -7¡8[A2¡] ' (A4.6a) 
.9‹n.[flkH] = 6'm.[øk] - (Bek-l-‹51k).9m[)(k] + .9m[A2k] 
u 
(A4.6b) 
Formando os produtos 
:xz[ø:fl]xz[øm] = xz[ø:]s=az[øk] + (;'e:âRz[x:]xz[xk] + ôíkxz[x:]xz[x:] 
+ azz[Azk1xz[Azk1 +“ 2ràekxz[ø:1a‹z[xk1 + 2ôzkaez[ø:1sez[›‹¡1 + 
2.1:z[ø:1s‹z[Azk1 + zfaekôzkszz[›z:1zz[xk1 + 2¡aeka‹z[x:mz[Azk1 + 
2ózkxz[>§f]xz[Azk1 
' 
(A4.7) 
a‹».[ø:fi1ø«.[øm1 = .¢«z[ø:1â›«.[øk1 + râ*e:s«zzz[x:1ó=«z[›‹¡1 + ôškó›‹zz[xz1.ø«z[›<:1 
+ .9‹fz[Azk]â=«z[Azk] - 2,r;ek.9«z[ø:].9‹zz[xk] - 2ôzk.9‹zz[ø:].9«z[›&] + 
2s‹zz[ø:1ó›‹zz[Azk1 + z¡âekôzkó›«z[›{1ó›m[›í1 - z¡âeks=«~.[›{1ø‹zz[Azk1 - 
V 
2ôzk@‹n[›‹,f1ø‹»[Azk1 ‹A4.s›
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Tomando valores esperados, analisando e agrupando os termos 
e utilizando (A4.2) e (A4.3), vem: 
fm = [1-2¡âA$mz+2NrfA¢mz]¿k - zr A$z..z(1-2¡sNAf....z)zz: vfzk + 
+ 2faA$z.z¿cNA + 2NA$mz(A$z.z ‹z:+<›:) (A4.9)
›
z 
onde af: é a variância de ôúk, of; é a variância de tanto da parte real quanto 
da parte imaginária de cada componente do vetor Azk e 1' é ovcoeficiente de 
correlação entre 61k e Bek (ou entre ôúk e ek), definido conforme abaixo: 
Em -3 ›‹ô -râën mó . › r= :Í 1* ek '“ 
_ 
= 
1* ek 
(A4.1o) 
/Euôzk-ôzk›'}.E{(ôek-ràëk›*} 01 1/zk 
onde as barras horizontais indicam valorzmédio. Na simplificação da expressão 
foi levado em conta que todas as grandezas envolvidas possuem valor médio 
nulo.
b 
Em comparação com o Apêndice 2, dois termos considerados nulos 
naquele equacionamento são aqui reaval iados devido à correlação 
entre ôzk e Bek, a saber: 
ó E{2ôzkxz[ø:1xz[›‹k1 - 2ôzks«.[ø:1øm[›‹¡1)=-2E{ô1kek}=-zm/ ck ; q 
â E{2nekó1kxz[><:1×z[›‹k1 + z¡zekôzka«z[›<f1ê«z[xk1} = 4r fâuzàšmz 01/zk .
`
l
