Abstract. The reality of the zeros of the product and cross-product of Bessel and modified Bessel functions of the first kind is studied. As a consequence the reality of the zeros of two hypergeometric polynomials is obtained together with the number of the Fourier critical points of the normalized forms of the product and cross-product of Bessel functions. Moreover, the interlacing properties of the real zeros of these products of Bessel functions and their derivatives are also obtained. As an application some geometric properties of the normalized forms of the cross-product and product of Bessel and modified Bessel functions of the first kind are studied. For the cross-product and the product three different kind of normalization are investigated and for each of the six functions the radii of starlikeness and convexity are precisely determined by using their Hadamard factorization. For these radii of starlikeness and convexity tight lower and upper bounds are given via Euler-Rayleigh inequalities. Necessary and sufficient conditions are also given for the parameters such that the six normalized functions are starlike and convex in the open unit disk. The properties and the characterization of real entire functions from the Laguerre-Pólya class via hyperbolic polynomials play an important role in this paper. Some open problems are also stated, which may be of interest for further research.
Introduction
Bessel and modified Bessel functions are important functions of mathematical physics. They appear frequently in problems of applied mathematics and their properties were studied extensively by many researchers. In [AB95] Ashbaugh and Benguria presented an alternative proof to Rayleigh's conjecture that among all clamped plates of a given area, the circular one gives the lowest principal frequency. Moreover, based on explicit properties of Bessel functions they generalized the result to the analogous case in three dimensions. Motivated by their appearance as eigenvalues in the clamped plate problem for the ball, Ashbaugh and Benguria [AB95] have conjectured that the positive zeros of the function Φ ν , defined by Φ ν (z) = J ν (z)I ′ ν (z) − J ′ ν (z)I ν (z), increase with ν on − 1 2 , ∞ , where J ν and I ν stand for the Bessel and modified Bessel functions of the first kind (see [OLBC10] ). Lorch [Lo94] verified the above conjecture of Ashbaugh and Benguria and presented some other properties of the zeros of the function Φ ν . In [ABP16] the proof made by Lorch was modified to ν ∈ (−1, ∞), and necessary and sufficient conditions were deduced for the close-to-convexity of a normalized form of the functions Φ ν and Π ν , and their derivatives. Moreover, very recently Baricz et al. [BPS] were interested on the monotonicity patterns for the cross-product of Bessel and modified Bessel functions, by showing for example that the positive zeros of the cross-product and of the Dini function z → (1 − ν)J ν (z) + zJ ′ ν (z) are interlacing. In [BPS] one of the key tools in the proofs of the main results it was the fact that the zeros of the cross-product are increasing with ν. Motivated by the above results and by the importance of the cross-product Φ ν , in this paper our aim is to present an exhaustive study on the real zeros and geometric properties of the product Π ν (z) = J ν (z)I ν (z) and the cross-product Φ ν . By using among others the above monotonicity property of the zeros of the cross-product, our aim is to determine the radii of starlikeness and convexity of the normalized forms of the functions Φ ν and Π ν together with the complete characterization of the starlikeness and convexity of these normalized forms. It is worth to mention that some similar results were obtained recently in the papers [BDM16] and [BY] , in which the radii of starlikeness and convexity of q-Bessel functions as well as for Lommel and Struve functions of the first kind were determined. We also mention that by using the corresponding recurrence relations for the Bessel and modified Bessel functions of the first kind, then the cross-product can be rewritten as Φ ν (z) = J ν+1 (z)I ν (z) + J ν (z)I ν+1 (z).
Moreover, we know that if z ∈ C and ν ∈ C such that ν = −1, −2, . . . then the functions Φ ν and Π ν can be written as follows (see [Wa44, p. 148 It is important to mention here that the problem to consider the radius of starlikeness of the normalized Bessel functions was first studied by Brown [Br60] , who used the methods of Nehari [Ne49] and Robertson [Ro54] . The key tool in Brown's proofs was the fact that the Bessel function of the first kind is a particular solution of the homogeneous Bessel differential equation. For related interesting results the reader can refer to [Br62, Br82, KT60, MRS62, Ro54, Wi62] and to the references therein, and for more details can refer to [BKS14] . Our approach follows the method from [BS14] and it is completely different than of Brown [Br60, Br62, Br82] , Nehari [Ne49] and Robertson [Ro54] . In order to achieve our goal we also study the distribution of the real zeros of the product and cross-product of Bessel and modified Bessel functions of the first kind. Although these results were used to obtain some sharp geometric properties for the products, the results on the zeros can be of independent interest and may be useful for people who are using special functions in their research.
The paper is organized as follows: the next section contains the main results of the paper. Section 3 is devoted for preliminary results and their proofs, while section 4 contains the proofs of the main results. We note that the preliminary results deduced in section 3 are also of independent interest and can be useful in problems related to the product and cross-product of Bessel functions.
Properties of the product and cross-product of Bessel functions
In this section our aim is to study the distribution of the real zeros of the product and cross-product of Bessel and modified Bessel functions of the first kind. This is analogous to the distribution of the real zeros of Bessel functions of the first kind, deduced by Lommel, and later by Hurwitz. As a consequence some geometric properties of the normalized forms of the cross-product and product of Bessel and modified Bessel functions of the first kind are studied. For the cross-product and the product three different kind of normalization are investigated and for each of the six functions the radii of starlikeness and convexity are precisely determined by using their Hadamard factorization. For these radii of starlikeness and convexity tight lower and upper bounds are given via Euler-Rayleigh inequalities. Necessary and sufficient conditions are also given for the parameters such that the six normalized functions are starlike and convex in the open unit disk.
2.1. Reality of the zeros of Φ ν and Π ν . The following result is very important in the study of the geometric properties of the product and cross-product of Bessel and modified Bessel functions of the first kind, however it is also of independent interest. This result is based on general results on zeros of entire functions by Runckel [Ru69] and it is analogous to the celebrated result of von Lommel, which states that when ν > −1 all the zeros of J ν are real. The reality of the zeros of Π ν is equivalent to this result, however the proof stated in this paper is completely different from Lommel's approach. 2.2. The reality of the zeros of two hypergeometric polynomials. The above result can be written equivalently as follows. The proof of this result was motivated by the paper of Dimitrov and Ben Cheikh [DC09] in which an alternative proof of von Lommel's result on the reality of the zeros of Bessel functions was given.
Theorem 2. If ν > −1 and n ∈ N, then all zeros of the hypergeometric polynomials 1 F 3 −n; ν + 1,
2.3. The Fourier critical points of the normalized forms of Φ ν and Π ν . To define the notion of the Fourier critical point let f be a real entire function defined in an open interval (a, b) ⊂ R. Let l ∈ N and suppose that c ∈ (a, b) is a zero of
Then we say that f (l) (x) has k critical zeros and m − k noncritical zeros at x = c. A point in (a, b) is said to be a Fourier critical point of f if some derivative of f has a critical zero at the point. For more details on Fourier critical points we refer to [KK00] . Now, we consider the real entire functions 2.5. Bounds for the radii of starlikeness of the normalized forms of Φ ν and Π ν . Now we are going to present some tight lower and upper bounds for the radii of starlikeness of the six normalized functions. Our approach include the Euler-Rayleigh inequalities (for such inequalities involving zeros of Bessel functions of the first kind we refer to [Wa44, p. 501] and to [IM95] ) and the fact that the so-called Laguerre-Pólya class of real entire functions is closed under differentiation. It is worth to mention that the inequalities presented in the following six theorems are only the first three corresponding Euler-Rayleigh inequalities, and of course they can be improved by considering higher order Euler-Rayleigh inequalities.
In other words, in each of the following six theorems there exist an increasing sequence of functions in terms of ν and a decreasing sequence of functions in terms of ν such that the corresponding radii of starlikeness are between these two sequences. The first set of results in this subsection concerns some tight bounds for the radii of starlikeness of the functions f ν , g ν and h ν . In the sequel we use the so-called Pochhammer symbol (a) n = a(a + 1). . .(a + n − 1) for a = 0.
It is important to mention here that although the following six theorems were deduced to delimitate the radii of starlikeness of the normalized products of Bessel and modified Bessel functions of the first kind, the results presented here are interesting in their own right because provide actually tight lower and upper bounds for the first positive zeros of some special functions. Similar results were used often in the literature of applied mathematics concerning the zeros of Bessel functions itself. Moreover, very recently some lower and upper bounds for γ ν,1 (obtained in [BPS] and similar to what we have in Theorem 6 for γ ′ ν,1 ) were used byÖzer and Şengül [ÖŞ16] in their study of the linearized stability and transitions for the Poiseuille flow of a second grade fluid (which is a model for non-Newtonian fluids) in order to compute the corresponding critical Reynolds number. The second set of results in this subsection concerns the bounds for the radii of starlikeness of the functions u ν , v ν and w ν . It is important to mention here that the method used in these six theorems concerning bounds for the radii of starlikeness is not new, its origins goes back to Euler and Rayleigh, see [IM95] for more details. As we mentioned above, the bounds deduced for the radii of starlikeness are actually particular cases of the Euler-Rayleigh inequalities and it is possible to show that the deduced lower bounds increase and the upper bounds decrease to the corresponding radii of starlikeness. The fact that the lower bounds increase can be deduced directly from the corresponding Euler-Rayleigh inequalities, while the fact that the upper bounds are decreasing is actually a consequence of the CauchySchwarz inequality. In other words, the inequalities presented in this paper can be improved by using higher order Euler-Rayleigh inequalities. However, we restricted ourselves to the third Euler-Rayleigh inequalities since these are already quite complicated. Moreover, it is of interest to mention that it is possible to show that the radii of starlikeness of the six normalized functions considered in this paper actually correspond to the radii of univalence. We recall that the radius of univalence of the function f ∈ S is the largest radius r for which f maps univalently the open disk D r into some domain. Some similar results on the equality of the radii of starlikeness and univalence were proved recently by Aktaş et al. [ABY] for normalized Bessel, Struve and Lommel functions of the first kind by using the ideas of Kreyszig and Todd [KT60] , as well as of Wilf [Wi62] .
Theorem 6. The radius of starlikeness
Theorem 9. The radius of starlikeness r ⋆ (u ν ), denoted by t ν,1 , satisfies t ν,1 < 4 8ν(ν + 1) 2 (ν + 2) for each ν > 0. Moreover, if ν > 0, then t ν,1 satisfies
, 2.6. The radii of convexity of the normalized forms of Φ ν and Π ν . Let K(β) be the subclass of S consisting of functions which are convex of order β in D r , where 0 ≤ β < 1. The analytic characterization of this class of functions is
and for β = 0 it reduces to the class K of convex functions. The real number
is called the radius of convexity of order β of the function f. Note that r c (f ) = r c 0 (f ) is the largest radius such that the image region f (D r c (f ) ) is a convex domain in C.
The following set of main results concerns the radii of convexity.
is the smallest positive root of
Moreover, we have the inequalities r
, and r c α (h ν ) < ξ ν,1 < γ ν,1 where ζ ν,1 and ξ ν,1 are the first positive zeros of z → zΦ 
Moreover, we have r 2.8. Starlikeness of the normalized forms of Φ ν and Π ν . The following set of results concerns the necessary and sufficient conditions on starlikeness with respect to the origin for the six normalized functions of the cross-product and product of Bessel and modified Bessel functions of the first kind. Fig. 1 contains the graph of the left-hand sides of the equations (2.1), (2.2), (2.3), (2.4), (2.5) and (2.6) when α = 0. As we can see in the proof of these results the key tools are the monotonicity properties of the zeros of the cross-product and product with respect to the order. Motivated by the results from [BS14] , it would be interesting to see the counterparts of the following results for the convex case. For the functions g ν , h ν , v ν and w ν we were able to deduce the counterparts of the following theorems in the next subsection, however, for the functions f ν and u ν the determination of the order of convexity remains an open problem, which can be of interest for further research. We mention that the particular cases of part c of the following theorems when α = 0 have been deduced also in [ABP16] , however, the general case of the starlikeness of order α has not been considered there. It would be of interest to see if the following results imply some close-to-convexity results on the derivatives of the normalized functions 2.9. Convexity of the normalized forms of Φ ν and Π ν . Recently, the Watson formulas for the zeros of J ν and J ′ ν were applied by Baricz and Szász [BS14] in order to deduce necessary and sufficient conditions for the parameter ν such that some normalized forms of J ν map the open unit disk into a convex domain. As we can see below it is possible to deduce the order of convexity of the functions g ν , h ν , v ν and w ν without appealing to Watson-type formulas for the expression like dγ ν,n /dν, dγ ′ ν,n /dν and dt ν,n /dν (here γ ν,n , γ 
where γ ν,n and j ν,n are the nth positive zeros of the functions Φ ν and J ν . Moreover, the zeros γ ν,n satisfy the interlacing inequalities j ν,n < γ ν,n < j ν,n+1 and j ν,n < γ ν,n < j ν+1,n for n ∈ N and ν > −1.
3.2. Monotonicity of quotients of power series. We will also need the following result (see [BK55, PV97] ), which was often used in problems concerning the monotonicity of quotients of some special functions, like modified Bessel functions of the first kind, modified Struve and Lommel functions of the first kind, Gaussian hypergeometric functions and other special functions which have power series structure with positive coefficients.
Lemma 2. Consider the power series
where a n ∈ R and b n > 0 for all n ≥ 0. Suppose that both series converge on (−r, r), for some r > 0.
is increasing (decreasing) too on (0, r). The result remains true for the power series
3.3. Zeros of hyperbolic polynomials and the Laguerre-Pólya class of entire functions. In this subsection we recall some necessary information about polynomials and entire functions with real zeros. An algebraic polynomial is called hyperbolic if all its zeros are real. We formulate the following specific statement that we shall need, see [BDOY16] for more details.
be a hyperbolic polynomial with positive zeros 0 < x 1 ≤ x 2 ≤ · · · ≤ x n , and normalized by p(0) = 1. Then, for any constant C, the polynomial q(x) = Cp(x) − x p ′ (x) is hyperbolic. Moreover, the smallest zero η 1 belongs to the interval (0, x 1 ) if and only if C < 0.
By definition a real entire function ψ belongs to the Laguerre-Pólya class LP if it can be represented in the form
Similarly, φ is said to be of type I in the Laguerre-Pólya class, written ϕ ∈ LPI, if φ(x) or φ(−x) can be represented as
The class LP is the complement of the space of hyperbolic polynomials in the topology induced by the uniform convergence on the compact sets of the complex plane, while LPI is the complement of the hyperbolic polynomials whose zeros posses a preassigned constant sign. Given an entire function ϕ with the Maclaurin expansion
its Jensen polynomials are defined by
The next result of Jensen [Je13] is a known characterization of functions belonging to LP.
Lemma 4. The function ϕ belongs to LP (LPI, respectively) if and only if all the polynomials P n (ϕ; x), n = 1, 2, . . ., are hyperbolic (hyperbolic with zeros of equal sign). Moreover, the sequence P n (ϕ; z/n) converges locally uniformly to ϕ(z).
The following result is one of the key tools in the proof of main results.
where Ψ ν and φ ν are entire functions belonging to the Laguerre-Pólya class LP. Moreover, the smallest positive zero of Ψ ν does not exceed γ ν,1 , while the smallest positive zero of φ ν is less than j ν,1 .
Proof. Suppose that ν > −1. It is clear from Theorem 1 and Lemma 1 on the infinite product represen-
that this function belongs to LP. This implies that the function z → Υ ν (2z 1 4 ) =Υ ν (z) belongs to LPI. Then it follows from Lemma 4 that its Jensen polynomials
Lemma 3 implies that all zeros of P n (Ψ ν ; ζ) are real and positive and that the smallest one precedes the first zero of P n (Υ ν ; ζ). In view of Lemma 4, the latter conclusion immediately yields thatΨ ν ∈ LPI and that its first zero is less than γ ν,1 . Finally, the first part of the statement of the lemma follows after we go back fromΨ ν to Ψ ν by setting ζ = z 4
16
. Similarly, the function z → Ω ν (z) = 2 2ν Γ 2 (ν + 1) z −2ν Π ν (z) belongs to the Laguerre-Pólya class of entire functions, which implies that the function z → Ω ν (2z 1 4 ) = Ω ν (z) belongs to LPI. Then it follows from Lemma 4 that its Jensen polynomials
k are all hyperbolic. However, observe that the Jensen polynomials of z →φ ν (z) = φ ν (2z
Lemma 3 implies that all zeros of P n (φ ν ; ζ) are real and positive and that the smallest one precedes the first zero of P n (Ω ν ; ζ). In view of Lemma 4, the latter conclusion immediately yields thatφ ν ∈ LPI and that its first zero precedes j ν,1 . Thus, the second part of the statement of this lemma follows after we go back fromφ ν to φ ν by setting ζ = 
and lim n→∞ n log n 4n log 2 + log Γ (n + 1) + log (ν + 1) n + log (ν + 2) 2n − log (2ν + 4n + 1) = 1 4 .
Here we used n! = Γ (n + 1) and 
belongs to LP (since the exponential factors in the infinite product are canceled because of the symmetry of the zeros ±γ ν,n , n ∈ N, with respect to the origin), it follows that it satisfies the Laguerre inequality (see [Sk54] )
where ν > − 1 2 and z ∈ R. On the other hand, we have that
and thus the Laguerre inequality (3.5) for n = 1 is equivalent to
This implies that
Since the zeros γ ν,n of the function Φ ν are real and simple
is decreasing on (0, ∞)\ {γ ν,n : n ∈ N} it results that in each interval (γ ν,k−1 , γ ν,k ) its restriction intersects the horizontal line only once, and the abscissa of this intersection point is exactly γ ′ ν,k . Consequently, the zeros γ ν,n and γ ′ ν,n interlace. Here we used the convention γ ν,0 = 0.
By means of (3.2) we have
of which growth order can be written as lim n→∞ n log n 4n log 2 + log Γ (n + 1) + log (ν + 1) n + log (ν + 1) 2n − log (2ν + 4n) = 1 4 .
By Hadamard's Theorem [Le96, p. 26] the infinite product representation of Π ′ ν is exactly as in (3.4).
1 If the zeros γν,n would be not simple, let us suppose that are of multiplicity two for example, then we would have a contradiction with the inequality (3.6).
According
,n , n ∈ N, with respect to the origin). On the other hand, we have that
′ ν (z) + 2ν (2ν + 1) Π ν (z) and thus the Laguerre inequality (see [Sk54] )
for ν > 0 and z ∈ R, and thus z → Π
is decreasing on (0, ∞)\ {j ν,n : n ∈ N} it results that in each interval (j ν,k−1 , j ν,k ) its restriction intersects the horizontal line only once, and the abscissa of this intersection point is exactly t ν,k . Consequently, the zeros j ν,n and t ν,n interlace. Here we used the convention j ν,0 = 0. 
where ζ ν,n and ξ ν,n are the nth positive zeros of z → zΦ
while ϑ ν,n and ω ν,n are the nth positive zeros of z → zΠ
Proof. We have that
and since lim n→∞ n log n 4n log 2 + log Γ (n + 1) + log (ν + 1) n + log (ν + a) 2n − log (bn + 1) = 1 4 , for each a, b > 0, it follows that each of the above entire functions have growth order 1 4 and hence their genus is zero. Moreover, we know that the zeros ζ ν,n , ξ ν,n , ϑ ν,n and ω ν,n , n ∈ N, are real according to Lemma 5, and with this the rest of the proof follows by applying Hadamard's Theorem [Le96, p. 26].
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is strictly decreasing and lim
ν,n − 1
, is strictly increasing.
Proof. We have to show that the functions Θ 1 , Θ 2 : (ν, ∞) → R, defined by
, are strictly decreasing. Since j ν,n is strictly increasing with respect to ν it follows that Θ 1 is strictly decreasing. On the other hand we have
By using the inequality (3.7) and the fact that djν,n dν > 0 for each n ∈ N and ν > −1, it follows that ∆(ν) > 0 and Θ ′ 2 (ν) < 0 for ν ∈ (ν, ∞).
Proofs of the main results
Proof of Theorem 1. We consider the entire function f (z) = n≥0 a n z n . According to Runckel [Ru69,
Theorem 4] we know that if f can be represented as f (z) = e az 2 h(z), where a ≤ 0 and h is of type
with n≥1 |c n | −2 < ∞, f has real zeros only (or no zeros at all), and G is of type
with α n > 0, β ∈ R, n≥1 α −2 n < ∞, then the function F (z) = n≥0 a n G(n)z n has real zeros only. Now, consider the function
n!Γ(ν + n + 1)Γ(ν + 2n + 2) .
the function
is of type (4.1) when ν > −1. Thus, if we choose f (z) = e −( z 2 ) 2 , then by using Runckel's above mentioned result we obtain that the function in (4.2) has real zeros only if ν > −1. This implies that the function Φ ν has also real zeros only if ν > −1. Now, by choosing the same exponential function f and taking
, which is of type (4.1) when ν > −1, a similar argument as before shows that the function
n!Γ(ν + n + 1)Γ(ν + 2n + 1) has only real zeros when ν > −1 and consequently Π ν has also only real zeros if ν > −1.
Proof of Theorem 2. We consider the entire functions
which according to Theorem 1 belong to the class LP. In view of the relation (a) 2n = 2 2n a 2 n a+1 2 n the Jensen polynomials of the above entire functions can be written as
Thus, by using Lemma 4 it follows that the zeros of the above hypergeometric polynomials are all real.
Proof of Theorem 4. First we prove part a for ν > − 1 2 and parts b and c for ν > −1. We need to show that for the corresponding values of ν and α the inequalities
and z ∈ D r ⋆ α (hν ) respectively, and each of the above inequalities does not hold in larger disks. It follows from (3.1) that
On the other hand, it is known that [BS14] if z ∈ C and β ∈ R are such that β > |z|, then
Then the inequality |z| 4 γ 4 ν,n − |z| 4 ≥ Re z 4 γ 4 ν,n − z 4 , holds for every ν > −1, n ∈ N and |z| <γ ν,1 . Therefore,
where equalities are attained only when z = |z| = r. The above inequalities and the minimum principle for harmonic functions imply that the corresponding inequalities in (4.3) hold if and only if |z| < x ν,α,1 , |z| < y ν,α,1 and |z| < z ν,α,1 , respectively, where x ν,α,1 , y ν,α,1 and z ν,α,1 are the smallest positive roots of the equations rf the result we need follows from Lemma 5 by taking instead of a the values 2ν(α−1)+α, α and 4α − 3, respectively. In other words, Lemma 5 shows that all the zeros of the above three functions are real and their first positive zeros do not exceed the first positive zero γ ν,1 . This guarantees that the above inequalities hold. This completes the proof of part a when ν > − 1 2 , and parts b and c when ν > −1. Now, to prove the statement for part a when ν ∈ −1, − 1 2 we observe that the counterpart of (4.4) is
and it holds for all z ∈ C and β ∈ R such that β > |z| (see [BKS14] ). From (4.8), we obtain the inequality
which holds for all ν > −1, n ∈ N and |z| <γ ν,1 and it implies that
Re zf
In this case equality is attained if z = √ i |z| = √ ir. Moreover, the above inequality implies that
if and only if |z| < x ν,α , where x ν,α denotes the smallest positive root of
All we need to prove is that the above equation has actually only one root in (0, ∞). Observe that, according to Lemma 2, the function
is increasing on (0, ∞) as a quotient of two power series whose positive coefficients form the increasing "quotient sequence" {4n + 2ν + 1} n≥0 . On the other hand, the above function tends to 2ν + 1 when r → 0, so that its graph can intersect the horizontal line y = α (2ν + 1) > 2ν + 1 only once. This completes the proof of part a of the theorem when ν ∈ −1, − 1 2 . Proof of Theorem 5. The proof of Theorem 5 is analogous to the proof of Theorem 4. First we prove part a for ν > 0 and parts b and c for ν > −1. From (3.2) we have
On the other hand, by means of (4.4) we have the inequality Re zu
where equalities are attained only when z = |z| = r. The above inequalities and the minimum principle for harmonic functions imply that the inequalities
hold if and only if |z| < δ ν,α,1 , |z| < ρ ν,α,1 and |z| < σ ν,α,1 , respectively, where δ ν,α,1 , ρ ν,α,1 and σ ν,α,1 are the smallest positive roots of the equations which holds for all ν > −1, n ∈ N and |z| <j ν,1 and it implies that
Re zu
if and only if |z| < δ ν,α , where δ ν,α denotes the smallest positive root of
is increasing on (0, ∞) as a quotient of two power series whose positive coefficients form the increasing "quotient sequence" {4n + 2ν} n≥0 . On the other hand, the above function tends to 2ν when r → 0, so that its graph can intersect the horizontal line y = 2αν > 2ν only once. This completes the proof of part a of the theorem when ν ∈ (−1, 0).
Proof of Theorem 6. The radius of starlikeness of f ν is the first positive root of the equation f ′ ν (z) = 0, which is equivalent to Φ ′ ν (z) = 0. On the other hand, by using (3.1) we have that zΦ
Since the above expression vanishes at r ⋆ (f ν ) we obtain that
.
Here we used the first Rayleigh sum of the zeros γ ν,n computed in [BPS] . Now, we consider the infinite sum and product representation of the function
We have
, according to Lemma 6. By using the Euler-Rayleigh inequalities τ
, where
ν,n , we obtain the following inequalities for ν > − 
Since τ 1 = 2ν + 5 16 (2ν + 1) (ν + 1)(ν + 2)(ν + 3)
, τ 2 = 20ν 3 + 184ν 2 + 529ν + 473 in particular, when k ∈ {1, 2, 3} we have the bounds for the smallest positive zero of derivative of crossproduct of Bessel functions. It is possible to have more tight bounds for other values of k ∈ N.
Proof of Theorem 7. By using the first Rayleigh sum and the implicit relation for r ⋆ (g ν ) we get for
Now, by using the Euler-Rayleigh inequalities it is possible to have more tight bounds for the radius of starlikeness r ⋆ (g ν ). For this observe that the zeros of
all are real when ν > −1, according to Theorem 1. Consequently, this function belongs to the LaguerrePólya class LP of real entire functions (see subsection 3.3 for more details), which are uniform limits of real polynomials whose all zeros are real. Now, since the Laguerre-Pólya class LP is closed under differentiation, it follows that g ′ ν belongs also to the Laguerre-Pólya class and hence all of its zeros are real. Thus, the function z → g ν (z) = g 
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities σ
we obtain the following inequalities for ν > −1 and
Since
in particular, when k ∈ {1, 2, 3} from the above Euler-Rayleigh inequalities we have the following inequalities
, and it is possible to have more tight bounds for other values of k ∈ N.
Proof of Theorem 8. We have that zh
which vanishes at r ⋆ (h ν ). In view of the first Rayleigh sum for the zeros of the cross-product of Bessel functions of the first kind we get
Now, we consider the infinite sum representation of h ν and its derivative
The function h ν has only real zeros for ν > −1 and belongs to the Laguerre-Pólya class LP of real entire functions, according to Theorem 1. Therefore h ′ ν belongs also to the Laguerre-Pólya class LP and has also only real zeros.
where ξ ν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ρ k = n≥1 ξ −4k ν,n and the infinite sum representation of the function Φ ν we have h
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities ρ
we get the following inequalities for ξ 
Since in particular, when k ∈ {1, 2, 3} we have the inequalities of this theorem.
Proof of Theorem 9. By using the first Rayleigh sum and the implicit relation for r ⋆ (u ν ), we obtain for all ν > 0 that 1
. Now, we consider the infinite sum and product representation of the function
, according to Lemma 6. By using the Euler-Rayleigh inequalities η
ν,n , we obtain the inequalities for ν > 0 and
2 11 ν(ν) 4 (ν) 6 (ν + 1) Proof of Theorem 10. By using the first Rayleigh sum and the implicit relation for r ⋆ (v ν ), we get for
. Now, by using the Euler-Rayleigh inequalities it is possible to have more tight bounds for the radius of starlikeness r ⋆ (v ν ). For this we recall that according to Theorem 1 the zeros of 
where ϑ ν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ̺ k = n≥1 ϑ −4k ν,n and the infinite sum representation of Π ν we have
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities ̺
we obtain the inequalities for ν > −1 and
, ̺ 2 = 16ν 2 + 157ν + 291
2 11 (ν + 1) 3 (ν + 1) 6 (ν + 1) 4 (ν + 2) , and in particular, when k ∈ {1, 2, 3} from the above Euler-Rayleigh inequalities we have the inequalities in this theorem.
Proof of Theorem 11. We have that zw
which vanishes at r ⋆ (w ν ). In view of the first Rayleigh sum for the zeros of the Bessel functions of the first kind we get 1
. Now, we consider the infinite sum representations of w ν and its derivative
According to Theorem 1 the function w ν has only real zeros for ν > −1 and belongs to the LaguerrePólya class LP of real entire functions. Therefore w ′ ν belongs also to the Laguerre-Pólya class LP and consequently has also only real zeros. Moreover, the function w ′ ν has only positive real zeros and having growth order 1 4 it can be written as the product (see Lemma 7)
where ω ν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum q k = n≥1 ω −4k ν,n and the infinite sum representation of the function Π ν we have w
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities q
we get the inequalities for ω 
, q 2 = ν 2 + 22ν + 45 in particular, when k ∈ {1, 2, 3} we have the inequalities of this theorem.
Proof of Theorem 12. a) Observe that
By means of (3.1) and (3.3) we have
and it follows that 1 + zf
. By using (4.4), we obtain for all z ∈ D γ ′ ν,1 the inequality
where |z| = r. Moreover, observe that if we use the inequality [BS14, Lemma 2.1]
where a > b > 0, λ ∈ [0, 1] and z ∈ C such that |z| < b, then we get that the above inequality is also valid when ν > 0. Here we used that the zeros γ ν,n and γ ′ ν,n interlace, according to Lemma 6. Thus, for r ∈ 0, γ ′ ν,1 we have
On the other hand, the function
, is strictly decreasing for all ν > − 1 2 . Namely, we have 
By using the inequality (4.4), for all z ∈ D ζν,1 we obtain the inequality
where |z| = r. Thus, for r ∈ (0, ζ ν,1 ) we get
, is strictly decreasing and lim rց0 G ν (r) = 1 > α, lim rրζν,1 G ν (r) = −∞. Consequently, in view of the minimum principle for harmonic functions for z ∈ D r2 we have that
if and only if r 2 is the unique root of
= α situated in (0, ζ ν,1 ) . Finally, the inequality ζ ν,1 < γ ν,1 follows from Lemma 5. c) In view of Lemma 7 we have that
By using the inequality (4.4), for all z ∈ D ξν,1 we obtain the inequality
where |z| = r. Thus, for r ∈ (0, ξ ν,1 ) we get
The function H ν : (0, ξ ν,1 ) −→ R, defined by
, is strictly decreasing and lim rց0 H ν (r) = 1 > α, lim rրξν,1 H ν (r) = −∞. Consequently, in view of the minimum principle for harmonic functions for z ∈ D r3 we have that
if and only if r 3 is the unique root of
= α situated in (0, ξ ν,1 ) . Finally, the inequality ξ ν,1 < γ ν,1 follows from Lemma 5.
Proof of Theorem 13. a) By means of (3.2) and (3.4) we have where |z| = r. Moreover, observe that if we use the inequality (4.13) then we get that the above inequality is also valid when ν > 1 2 . Here we used that the zeros j ν,n and t ν,n interlace, according to Lemma 6. The above inequality implies for r ∈ (0, t ν,1 ) inf z∈Dr Re 1 + zu
On the other hand, the function U ν : (0, t ν,1 ) −→ R, defined by t 4 ν,n − r 4 2 < 0 for ν > 0 and r ∈ (0, t ν,1 ) . Here we used again that the zeros j ν,n and t ν,n interlace for all n ∈ N, ν > 0 and r < j ν,n t ν,n we have that The proof of Theorem 20 goes along the same lines as the proof of Theorem 21, we just need to change everywhere the zeros j ν,n to the zeros γ ν,n of the cross-product. The only different thing is the inequality (3.7), which in the case of the zeros γ ν,n will be the following: if ν > − Moreover, similarly as we did before and in Lemma 8, it can be shown that the equation
