Abstract. When a local minimum of a function of several variables has been found by use of an algorithm for finding such minima numerically, one often runs the same algorithm many times with different starting values in the hopes of finding a lower minimum. Here, under the assumption that a local minimum is known, a process with analytical criteria is described which sometimes finds smaller local minima in an algorithmic manner.
Methods of descent are useful for minimizing functions of several variables. Generally, one can always obtain points (if such exist) for which the gradient vanishes, and moreover, points which are local minima. At saddle points one can continue descent with second derivative information. A point which is a local minimum for a function may or may not be a global minimum. At this juncture one resorts to search techniques to attempt to further decrease the function. The process to be described sometimes finds smaller local minima in an algorithmic manner with analytical criteria. One has no general test, of course, for a global minimum.
Consider first the problem of finding the global minimum for a 2«th degree polynomial Pi(x) in one variable. The coefficient of x2n will be positive. Let Xi be a local minimizer of i\. Then one may write p.te) = Pitet) + ^û(x-x1)2 + ^^(x-x1f + • •• + ^¡r (* -*i)fcIf it is further assumed that P['(xi) y^ 0, we may define the polynomial _ 2(P,(x) -Pifa))
Since P'i'(xi) > 0 and since
if xx is not a global minimum, then for some point £ ^ Xi, P2(xu Q < 0, so that *(9 < *(xi). We seek such a point by trying to find a local minimum of P2 (xi, x) . Suppose that at x = x2, P2(xi, x) has a local minimum. If P2(x1; x2) < 0, x2 may be used as a new starting value to find a lower minimum of Pi(x). On the other hand, if *(xi, x2) ^ 0, the process is extended. Assuming that P"(xi, x2) ^ 0, we define
and seek a negative value for this function. Assume that at x = x3, P3(Xi, x2, x) has a minimum. If P3(x!, x2, x3) < 0, we have a new starting value for finding a lower minimum for P2(xi, x). If P3(xl5 x2, x3) ^ 0 (and assuming again that P'3'(xi, x2, x3) 5¿ 0), we define P4(xi, x2, x3, x) in an analogous manner and continue the process.
Since (degree of Pk) = (degree of Pk^) -2, only a finite number of polynomials are involved and Pn+i is a constant. Since PB+1 cannot be decreased, it follows that P" cannot be decreased; hence P"_! cannot be decreased, and finally it is seen that Pi cannot be decreased. Hence xx is a global minimum.
On the other hand, if, at x = xu Pi(x) was a local (but not a global) minimum, then since all Pk's, k = 2, 3 • • • , n, could have at most a finite number of minima, it follows that the process described would yield a point £ (inducing a lower value of Pj) in a finite number of steps. Clearly, the process terminates in a global minimum for Px(x).
As a simple example, consider the function The only minimum of F2(3, x) is at x = -3, and F2(3, -3) = 0. Thus
It is now seen that F3(3, -3, x) has its only minimum at x = 0. Since this minimum is positive and since F4(3, -3, 0, x) is a constant, it follows that Fj(x) cannot be decreased further.
If one had started with Xi = -3, the results would have been essentially the same. The final decomposition of Fj(x) would have been Fite) = 7 + (x + 3)2{0 + (x -3)2(3 + x2)).
We consider now an analogous process for the case of analytic functions of several variables. Conditions for the success of this algorithm are unknown to us. However, we include some examples of the application of the process.
Given an analytic function F¡ of n variables with local minimum at x¡, let H^x,) be the Hessian of F¡(x) at x¡. Assume Hi(xA) is nonsingular. We define F2(xu x) by the equation:
where [•, •] is the inner product in E". If it is possible to find a value of £ such that F2(xu 0 < 0, this value of x will be a good starting value for finding a lower minimum of Ft. The new problem is then to minimize F2(xi, x). If the process continues, we may write:
(1)
We conjecture that if the function F1 is analytic, and if the functions Fu F2, F3, etc., have a finite number of stationary points all of which lie in a bounded set, then we can find a point lower than any given purely local minimum in a finite number of steps. On the other hand, starting at a global minimum x the algorithm will generally not terminate, except for the case of a polynomial in one variable. On the other hand, if some auxiliary function Fk is nonnegative everywhere, then x is a global minimum.
The elements of the Hessian matrix Hk may be calculated by use of the gradients and Hessians of Fk_¡. By differentiation of the above formula, one can obtain the
Differentiation of Eq. (1) a second time leads to the result
In particular, since xk is defined as a minimum of Ft(xi, ■ • • , xt_!, x), it follows that
We have tried the process on several test problems. As a practical limit, our computer routines were such that they stopped rather than consider F5; this, of course, restricts the success of the process. The basic local minimization algorithm used was that of the reference.
First, we consider an 8th degree polynomial in two variables, namely: Our local minimization routine then failed to find a true minimum for F4, and thus the program concluded that the point (0, -1, 3) was possibly a global minimum. Near the line x + y + 1 = 0, F4 and the components of VF4 approach zero as x and y approach infinity, and the minimization algorithm headed out along this trough. Ordinarily, one might expect to have to go to F6 before finding such behavior at » because Fx is of 8th degree. However, along the line x + y + 1 = 0 (or along the line 2x -3j> = 0), Fi is only of 4th degree.
When a starting value was chosen near the largest local minimum of F1( the process gave the following minima for the functions defined by the algorithm: Our local minimization routine again failed to find a true minimum for F4. When it stopped looking, it had been going very slowly out towards infinity along a trough near the line 2x -3y = 0.
Consider now the function of two variables This function has many local minima. Its global minimum of 1 is attained at the point (3, 4).
With a starting guess of (4.3, 2.5), the process gave the following minima for the functions as defined in the algorithm: At this point, our program suggested that (3,4, 1) might be a global minimum because the local minimization routine failed to find a local minimum for F2. When one looks at the minima of the various auxiliary functions as the algorithm proceeds, it is noted that in many cases the process could have been speeded up by making the following change in the algorithm: Whenever a local minimum point is found for any function, the coordinates of x are saved in a list. Then, when one wishes to find a local minimum of Fk, a starting value for x is chosen so that Fk has its smallest value obtainable for any point in the list. We have not tried this modified algorithm on any test problems. If difficulty occurs because of stationary points at infinity, the addition of a penalty function would be a possibility. For example, if the domain under consideration is a sphere of radius p with center x0, we could add the function [\\x -x0||2/p2r to F1; where q is a large integer. For large q, the minima of the sum function will be close to the minima of F1} and the stationary points of Fk when k is not too large will lie in the sphere.
