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Abstract
We study how a particular spatial structure with a buffer impacts the number of equilibria and their
stability in the chemostat model. We show that the occurrence of a buffer can allow a species to persist
or on the opposite to go extinct, depending on the characteristics of the buffer. For non-monotonic re-
sponse functions, we characterize the buffered configurations that make the chemostat dynamics globally
asymptotically stable, while this is not possible with single, serial or parallel vessels of the same total
volume and input flow. These results are illustrated with the Haldane kinetic function.
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1 Introduction
The chemostat was introduced in the fifties as an experimental device to study the microbial growth on a
limiting resource [35, 38]. It is also often used as a mean to reproduce situations where (limiting) nutrients
are fed to micro-organisms, typically in a liquid medium, in natural ecosystems [19, 6] or anthropized
environments [27]. More generally, the chemostat is largely used as a scientific investigation tool in microbial
ecology [24, 51].
The mathematical model of the chemostat has been extensively studied (see e.g. [46]) and used as a
reference model in microbiology [39], microbial ecology [11] or biotechnological industries such as the waste-
water treatment [8]. More generally, the chemostat serves to describe resource-consumer relations, where the
resource is supplied at a constant rate. However, in many applications, the assumption of perfectly stirred
chemostats is, in general, too restrictive. In the eighties, the gradostat, as an experimental device composed
of a set of chemostats of identical volume interconnected in series, was introduced to represent spatial gradient
[31], in a marine environment [21] or to model rhizosphere [13]. It motivated several mathematical studies
[49, 23, 10, 43, 54, 45, 20, 47, 14]. Similarly, an interest for series of bioreactors appeared in biochemical
industry, with tanks of different volumes to be minimized [32, 22, 5, 18, 9]. In ecology, island models have
been proposed since the late sixties [33] to study the effects of heterogeneous environments with more general
patterns than serial ones. Several studies of prey-predator in patchy environments have been conducted since
then [26, 1]. Comparatively, relatively few studies have considered non-serial interconnections for resource-
consumer models or chemostats [44]. In natural reservoirs such as in undergrounds or ground-waters, a
spatial structure with interconnections between several volumes is often considered, each of them being
approximated as perfectly mixed tank. Those interconnections can be parallel, series or built up in more
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complex networks. To our knowledge, the influence of the topology of a network of chemostats on the
overall dynamics has been sparsely investigated in the literature. However, the simple consideration of two
interconnected habitats can lead to non-intuitive behaviors [48, 36, 41, 25] and influence significantly the
overall performances [37, 16]. Recently, literature in ecology has raised the relevance of “source-sink” models
for describing plants/nutrients interactions, and predicting ecosystems performances [29, 15, 30]. Those
models are mathematically close to general gradostat models, but with a significant difference concerning
the resources compartments, for which the input rate mechanisms (due to atmospheric depositions or rock
alterations) are assumed to be independent of the nutrient leaching (and not modeled as a transport term
as in hydrology or in chemostat-like models).
It is also well-known since the seventies that microbial growth can be inhibited by large concentrations
of nutrient. Such inhibition can be modeled by non-monotonic response functions [2, 4] and lead to initial-
condition dependent washout [3, 52, 28]. Non-monotonic response functions occur in predator-prey models,
for instance, when the predation decreases due to the ability of the prey to better defend when their popula-
tion get larger. This non-monotonic functional response could also lead to bi-stability and possible extinction
of the predator [12, 53].
Several control strategies of the input flow were proposed in the literature to globally stabilize the
chemostat [7, 17, 40, 42] but the ability of a spatial structure to passively stabilize such dynamics has not
been yet studied (in [44] a general structure of networks of chemostats is considered but with monotonic
growth rates, while in [50] non-monotonic functions are considered but for the serial gradostat only).
The present work considers a particular interconnection of two chemostats of different volumes, one being
a buffer tank. To our knowledge, this spatial structure, that is neither serial nor parallel, has not yet been
considered in the literature. This structure is analogous to refuges in patchy environments [1], but here both
consumer and resource are present in each vessel. We prove that it is possible with such a configuration
to obtain repulsive washout equilibrium, while any serial, parallel or single tank structures with the same
total volume exhibits multi-stability. This result brings new insights into the role of spatial patterns in
the stability of bio-conversion processes in natural environments, where buffers can occur such as in soil
ecosystems. It has also potential implications for the design of robust industrial bio-processes.
The paper is organized as follows. Section 2 presents the hypotheses and the buffered configuration,
comparing with serial and parallel interconnections. Section 3 studies the multiplicity of equilibria and
their stability for such configurations, considering a general class of response functions (monotonic as well
as non-monotonic). Section 4 discusses the biological and ecological implications of the results of Section 3
in terms of persistence of microbial species in a non-homogeneous environment, along with some industrial
perspectives. Numerical simulations illustrate the results on an Haldane function in Section 5. All the proofs
are postponed to the Appendix.
2 General considerations
We consider the chemostat model with a single strain growing on a single limiting nutrient. The system
is fed with nutrient of concentration Sin with flow rate Q. The total volume V is assumed to be constant
(i.e. input and output flow rates are supposed to be identical). When the concentrations of nutrient (or
substrate) and biomass, denoted respectively S and X , are homogeneous, as it is the case in perfectly mixed
tanks, the system can be modeled by the well-known differential equations:
S˙ = −
µ(S)
Y
X +
Q
V
(Sin − S) ,
X˙ = µ(S)X −
Q
V
X ,
(1)
where µ(·) is the uptake function and Y the yield coefficient of the transformation of nutrient into biomass.
Without any loss of generality, we take Y = 1 (at the price of changing X in Y X). For convenience, we
define the dilution rate
D =
Q
V
.
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We consider quite general uptake functions, that fulfill the following properties.
Assumptions A1.
i The function µ(·) is analytic and such that µ(0) = 0, µ(S) > 0 for any S > 0.
ii The function µ(·) is either increasing, or there exists Sˆ > 0 such that µ(·) is increasing on (0, Sˆ) and
decreasing on (Sˆ,+∞).
The usual uptake functions, such as the Monod function [35]
µ(S) =
µmaxS
Ks + S
, (2)
or the Haldane one [2]
µ(S) =
µ¯S
K + S + S2/KI
, (3)
fulfill theses hypotheses. Classically, we consider the set
Λ(D) = {S > 0 | µ(S) > D} (4)
that plays an important role in the determination of the equilibria of the system. Under Assumptions A1,
the set Λ(D) is either empty or an open interval that we denote
Λ(D) = (λ−(D), λ+(D)) ,
where λ+(D) can be equal to +∞.
We recall from the theory of the chemostat model (see for instance [46]) that under Assumptions A1
there are three kinds of phase portrait of the dynamics (1), depending on the parameter Sin.
Proposition 1. Assume that Hypotheses A1 are fulfilled.
- Case 1: Λ(D) = ∅ or λ−(D) ≥ Sin. The washout equilibrium E0 = (Sin, 0) is the unique non negative
equilibrium of system (1). Furthermore it is globally attracting.
- Case 2: Sin > λ+(D). The system (1) has three non-negative equilibria E−(D) = (λ−(D), Sin−λ−(D)),
E+(D) = (λ+(D), Sin − λ+(D)) and E0 = (Sin, 0). Only E−(D) and E0 are attracting, and the
dynamics is bi-stable.
- Case 3: Sin ∈ Λ(D). The system (1) has two non negative equilibria E−(D) = (λ−(D), Sin − λ−(D))
and E0 = (Sin, 0). E−(D) is globally attracting on the positive quadrant.
Notice that in case 2, the qualitative behavior of the growth can change radically depending on the initial
condition.
The question we investigate in this paper is related to the assumption that the vessel is perfectly mixed,
and to the role that a spatial structure could have on the stability of the dynamics. Consider the case
for which the washout equilibrium is attracting in the chemostat model (cases 1 and 2 of Proposition 1).
Furthermore, consider spatial configurations with the same input flow and residence time than the perfectly
mixed case, i.e. with the same total volume V and input flow Q. Then, one has the following property.
Lemma 1. Assume that Hypotheses A1 are fulfilled and let Q and V be such that Sin /∈ Λ(D). Then the
washout is an attracting equilibrium in at least one vessel of any interconnection in series or in parallel of n
tanks of volume Vi such that
∑n
i=1 Vi = V , assuming that each of them is perfectly mixed.
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This Lemma shows that when a bacterial species cannot persist in a chemostat, from any or a subset
of initial conditions, this property persists in at least one vessel of any serial or parallel interconnection of
chemostats with the same total volume. In the present work, we study a different kind of spatial configuration
with an asymmetry created by two interconnected volumes, one of them serving as a buffer (see Figure 1).
We call these spatial configurations a “buffered chemostat”, to be compared with the “single chemostat”. V1
Q1
V2
Q2
Q2
+1 Q2Q=Q
+1 Q2Q=Q
1V
Figure 1: The buffered chemostat.
and V2 are respectively the volumes of the main tank and the buffer, and Q1 and Q2 denote the input flow
rates of each tank, with Q = Q1 + Q2. We assume that each vessel is perfectly mixed. Straightforwardly,
the dynamical equations of the buffered chemostat are
S˙1 = −µ(S1)X1 +
Q1Sin +Q2S2 −QS1
V1
,
X˙1 = µ(S1)X1 +
Q2X2 −QX1
V1
,
S˙2 = −µ(S2)X2 +
Q2Sin −Q2S2
V2
,
X˙2 = µ(S2)X2 −
Q2X2
V2
.
(5)
Notice that the limiting case V1 = 0 consists in a by-pass of the volume V2 with a flow Q1.
In the next Section, we study the equilibria of this model, their multiplicity and their stability.
3 Analysis of the dynamics of the buffered chemostat
Given a volume V and an input flow rate Q, we describe the set of all possible buffered configurations with
Q = Q1 +Q2 and V = V1 + V2 by two parameters r ∈ (0, 1) and α > 0 defined as follows
r =
V1
V
, α =
Q2
(1− r)Q
.
This choice of parameterization is more convenient than the original one because it decouples more easily
the role of the two parameters, as it is shown by equations (6) below.
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Dynamics (5) can then be written in the following way
S˙1 = −µ(S1)X1 +D
α(1− r)(S2 − S1) + (1− α(1 − r))(Sin − S1)
r
,
X˙1 = µ(S1)X1 +D
α(1 − r)(X2 −X1)− (1 − α(1− r))X1
r
,
S˙2 = −µ(S2)X2 +Dα(Sin − S2) ,
X˙2 = µ(S2)X2 −DαX2 .
(6)
At equilibrium, one should have S˙2+ X˙2 = αD(Sin−S2−X2) = 0 that is S2+X2 = Sin. Then, one should
have S˙1+X˙1 = D(Sin−S1−X1)/r = 0 that is S1+X1 = Sin. Thus, equilibria (S⋆1 , X
⋆
1 , S
⋆
2 , X
⋆
2 ) of dynamics
(6) can be written as solutions of the following equations:
1 +
1− r
r
(
1− α
Sin − S⋆2
Sin − S⋆1
)
=
µ(S⋆1 )
D
or {S⋆1 = Sin when S
⋆
2 = Sin} , (7)
X⋆1 = Sin − S
⋆
1 , (8)
α =
µ(S⋆2 )
D
or S⋆2 = Sin , (9)
X⋆2 = Sin − S
⋆
2 . (10)
Due to the cascade structure of model (5), the study of the dynamics of the second reactor can be done
independently of the first one. Depending of the value of α, the three cases given in Proposition 1 for the
single chemostat are possible in the second tank. This implies the following two possibilities for the equilibria
of the first sub-system.
1. When (S2(·), X2(·)) converges to the washout equilibrium (cases 1 and 2), the (S1, X1) dynamics
is asymptotically equivalent to a single chemostat model with dilution rate D/r, and Proposition 1
applies.
2. When (S2(·), X2(·)) converges towards a positive equilibrium (S⋆2 (α), Sin − S
⋆
2 (α)) (cases 2 and 3), we
consider the family of hyperbola Hα,r that are the graphs of the functions
φα,r(s) = 1 +
1− r
r
(
1− α
Sin − S⋆2 (α)
Sin − s
)
(11)
parameterized by α and r ∈ (0, 1). From equations (7) and (8), a positive equilibrium (S⋆1 , X
⋆
1 ) of (6)
satisfies
φα,r(S
⋆
1 ) = µ(S
⋆
1 )/D (12)
or equivalently S⋆1 is the abscissa of an intersection of the graph of µ(·)/D with the hyperbola Hα,r.
Then, from equation (8), to each solution S⋆1 corresponds a unique X
⋆
1 = Sin − S
⋆
1 . Notice that the
washout is not an equilibrium for the first tank.
In the following, we consider only non-trivial cases for which the second tank admits a positive equilib-
rium, assuming the hypotheses:
Assumptions A2. Under Assumptions A1, D and α are positive numbers such that Λ(αD) 6= ∅ and
λ−(αD) < Sin.
Similar to the single chemostat that considers the set Λ(D) given in (4), we define the set
Γα,r(D) = {S ∈ (0, Sin) |µ(S) > Dφα,r(S)} . (13)
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We shall also consider the subset of configurations for which system (6) admits an unique positive equi-
librium, denoted by
Rα(D) = {r ∈ (0, 1) | ∃! s ∈ (0, Sin) s.t. Dφα,r(s) = µ(s)} . (14)
We state now our main results.
Theorem 1. Assume that Hypotheses A1 and A2 are fulfilled. The set Γα,r(D) is non-empty, and for almost
any r ∈ (0, 1) one has the following properties, except from a subset of initial conditions of zero Lebesgue
measure.
i. When the initial condition of the (S2, X2) sub-system belongs to the attraction basin of (Sin, 0), the
solution (S1, X1) of system (6) converges exponentially to the rest point (λ−(D/r), Sin − λ−(D/r))
when λ−(D/r) < Sin, or to the washout equilibrium when µ(Sin) < D/r.
ii. When the initial condition of the (S2, X2) sub-system does not belong to the attraction basin of (Sin, 0),
the trajectory of the system (6) converges exponentially to a positive equilibrium
(S⋆1 , Sin−S
⋆
1 , λ−(αD), Sin−λ−(αD)) where S
⋆
1 is the left endpoint of a connected component of Γα,r(D).
Moreover, the set Rα(D) is non-empty.
Let give some observations on these results.
- In contrast to the single chemostat, for which the set Λ(D) could be empty, the set Γα,r(D) is non-
empty. This means that dynamics (6) always admits a positive equilibrium, even when the washout is
the only equilibrium of the single chemostat, contrary to serial or parallel chemostats (cf Lemma 1).
- When the initial condition of the (S2, X2) sub-system belongs to the attraction basin of (Sin, 0) (that
could be reduced to a singleton), it is a not a surprise that the asymptotic behavior of the sub-system
(S1, X1) is the same as for a single chemostat with a dilution rate equal to D/r (cf point i.). Otherwise,
the whole state converges to a positive equilibrium, with a possible multiplicity of equilibria (cf point
ii.). Here, a remarkable feature is the existence of buffered configurations (α, r) that possess an unique
globally asymptotically stable equilibrium (when αD < µ(Sin) and r ∈ Rα(D)), in contrast to the single
chemostat or any serial or parallel configurations for which a bi-stability occur when the functional
response is non-monotonic.
To help grasp the geometric condition (12) that is the key for the characterization of the equilibria, we
introduce the number
S(α) = αS⋆2 (α) + (1− α)Sin , (15)
that fulfills the remarkable property
φα,r(S(α)) = 1, ∀r ∈ (0, 1) .
We first explicit the condition (12) on the specific case of the Haldane function (3):
D(Sin − s− α(1 − r)(Sin − S
⋆
2 (α))(K + s+ s
2/KI) = rµ¯s(Sin − s) . (16)
S⋆1 is then a root of a polynomial P of degree 3. So there exist at most three solutions of φα,r(s) = µ(s)/D.
For small values of r, we remark that φα,r(0) is very large and φα,r has a high slope. On the contrary, for r
near to 1, φα,r(0) is closed to 1 and φα,r has a light slope. Intuitively, we expect to have only one root for
small values of r and three for large values of r. For r¯ such that there exists a solution S⋆1 of φα,r¯(s) = µ(s)/D
and φ′α,r¯(s) = µ
′(s), one has P (S⋆1 ) = 0 and P
′(S⋆1 ) = 0, that is S
⋆
1 is a double root of P (and there exists at
most one such double root because P is of degree 3). At such S⋆1 , the hyperbola Hα,r¯ is tangent to the graph
of µ(·). Intuitively, this corresponds to the limiting case for the parameter r in between cases for which there
is one or three roots (see Figures 2 and 3 where tangent hyperbola are drawn in thick line).
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Sinλ+λ− αS(  )
1
µ/D
(D) (D) S Sinλ+λ− αS(  )
1
µ/D
(D) (D) S
Figure 2: Subset of functions φα,r(·) when S(α) < λ+(D) (on the left) and S(α) > λ+(D) (on the right),
illustrated with an Haldane function (when λ+(D) < Sin)) [parameters: µ¯ = 12, K = 1, KI = 0.1, Sin = 2,
D = 1.1, α = 0.64 (left) / 0.36 (right)].
Sinλ− αS(  )
µ/D1
(D) S Sin
µ/D
αS(  )
1
S
Figure 3: Subset of functions φα,r(·) illustrated with an Haldane function when λ−(D) < Sin < λ+(D) (on
the left) and when Λ(D) = ∅ (on the right) [parameters: µ¯ = 12, K = 1, KI = 0.1, Sin = 2 (left) /1 (right),
D = 0.5 (left) / 1.65 (right), α = 0.2 (left) / 0.9 (right)].
To formalize these observations for more general growth functions µ(·) that fulfill Assumptions A1, we
consider the set of s at which the hyperbola Hα,r is tangent to the graph of the function µ(·)/D and is
locally on one side (that amounts to have 0 as a local extremum of the function φα,r(·)− µ(·)/D at s):
Sα,r(D) =
{
s ∈ (0, Sin) s.t. min
{
n ∈ IN |D
dnφα,r
dsn
(s) 6=
dnµ
dsn
(s)
}
is even and larger than 1
}
(17)
along with the set
Rα(D) = {r ∈ (0, 1) s.t. Sα,r(D) 6= ∅} . (18)
One can distinguish two cases:
1. The single chemostat has only one attracting equilibrium. Tangencies of the graphs of φα,r and µ could
occur for certain values of r (see Figure 3 as an illustration), leading to non-empty set Rα(D) and
multi-equilibria. Another remarkable feature is that the buffer could create a multiplicity of equilibria.
2. The single chemostat presents a bi-stability. The function µ is necessarily non-monotonic on (0, Sin)
and a tangency of the graphs of φα,r and µ always occurs for a certain r with an abscissa that is located
- either at the right of λ+ when S(α) < λ+(D) (see the right picture of Figure 2),
- either at the left of λ+ when S(α) > λ+(D) (see the left picture of Figure 2).
In the Appendix, more properties on the sets Rα(D) and the multiplicity of equilibria are given in the
Proposition 2.
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Remark 1. Under the conditions of Theorem 1, consider the number
r¯D(α) = supRα(D) (19)
that guarantees that for any (r, α) with r < r¯D(α), the buffered chemostat model admits a unique (globally
asymptotically stable) positive equilibrium.
The map (α, r) 7→ S⋆1 (α, r), where S
⋆
1 (α, r) is the unique solution of (12) on (0, Sin), is clearly continuous
and one can then consider the limiting map:
S¯⋆1 (α) = lim
r<r¯D(α), r→r¯D(α)
S⋆1 (α, r) .
When λ+(D) < Sin, one has S¯
⋆
1 (α) ≤ λ+(D) (resp. S¯
⋆
1 (α) ≥ λ+(D)) when S(α) < λ+(D) (resp. S(α) >
λ+(D)). Consider, if it exists, a value of α, denoted by α, that is such that S(α) = λ+(D). Although one
has φα,r(λ+(D)) = µ(λ+(D))/D for any r, there is no reason to have
lim
α<α,α→α
S¯⋆1(α) = λ+(D) or lim
α>α,α→α
S¯⋆1(α) = λ+(D) .
Consequently, the map α 7→ r¯D(α) might be discontinuous at such point α. In Section 5, the non-continuity
of the map α 7→ r¯D(α) is illustrated on the Haldane function.
4 Discussion and comparison with the single chemostat
In this Section, we discuss the applications of Theorem 1 in terms of ecological and biotechnological impli-
cations for different buffered configurations.
4.1 From an ecological point of view
To better grasp the difference brought by a buffered spatialization compared to a perfectly-mixed environ-
ment, we distinguish two main cases depending on the washout if it is an attracting equilibrium or not in
the single chemostat.
4.1.1 Washout is attracting in a single chemostat
Such situation corresponds to Cases 1 or 2 of Proposition 1 :
- either the washout is the only equilibrium (and is necessarily attracting). This happens when the
dilution rate D is too high or the input concentration Sin too low, that is when one has D > µ(S) for
any S ∈ [0, Sin],
- either the growth function µ(·) is non-monotonic on (0, Sin) with an non-empty set Λ(D) such that
λ+(D) < Sin. The system admits then two attracting equilibria: a positive one and the washout.
For both cases, Theorem 1 shows that there exist buffered configurations (α, r) (with Sin ∈ (αD) and
r ∈ Rα(D)) such that the overall dynamics has an unique globally stable positive equilibrium. Recall,
from Lemma 1, that any species cannot persist in both tanks with a serial or parallel configuration of the
same total volume, differently to the buffered interconnection. This property demonstrates that a simple
(but particular) spatial structure such as the buffered one can explain the persistence of a species in an
environment that is unfavorable if it was homogeneous.
Furthermore, Theorem 1 shows that in absence of initial biomass in the main tank, a species seeded in
the buffer can invade and persist in the main tank. We conclude that a buffer can play the role of a refuge.
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4.1.2 Single chemostat has a unique positive equilibrium
We are in the conditions of Case 3 of Proposition 1. Let us distinguish monotonic and non-monotonic
response functions.
- When µ(·) is monotonic on the interval (0, Sin), any buffered configuration admits a unique positive
equilibrium (function αα,r(·) being decreasing, there exists an unique intersection of the graphs of
µ(·)/D and αα,r(·)), that is globally asymptotically stable. In terms of species survival and stability,
there is no difference with the single chemostat.
- When µ(·) is non-monotonic on the interval (0, Sin), one can consider values α > 1 such that λ+(αD) <
Sin. Then, the washout equilibrium is attracting in the buffer vessel. For initial conditions in its
attraction basin, the main tank behaves asymptotically as a single chemostat with a supply rate (or
dilution rate) equal to D/r. For r small enough one can have Sin /∈ Λ(D/r) or even Λ(D/r) = ∅. In
those cases, the washout becomes an attracting equilibrium of the overall dynamics.
When the parameter α is such that the buffer has a unique positive equilibrium, Theorem 1 shows
that it is possible to have multiple equilibria. For instance, the set Γα,r(D) can have two connected
components (as illustrated on Figure 3). In this case, the system has three positive equilibria: the
two endpoints of the first connected component and the left endpoint of the second one. According to
Theorem 1, the first and third equilibria are attracting while the second is not. Thus species persist
in both tanks but the particular spatial structure can lead to several regimes of conversion at steady
state, differently to a perfectly mixed vessel of the same total volume. Here, the buffer is playing the
opposite role of a refuge: it highlights the fragility of a species to persist.
Finally, we have shown that the buffered configuration can have positive or negative effects on the stability
of an ecosystem, depending on the characteristics of the buffer (size and flow rate). It can globally stabilize a
dynamics that is bi-stable in a perfectly mixed environment and avoid then the washout of the biomass. At
the opposite, a buffer can create a multi-stability or even leads to a complete washout, while the dynamics
has a positive globally asymptotically stable equilibrium in perfectly mixed conditions.
4.2 From a biotechnological point of view
A typical field of biotechnological applications is the waste-water treatment with micro-organisms. For such
industries, a usual objective is to reduce the output concentration of substrate that is pumped out from
the main tank. Typically, a species that is selected to be efficient for low nutrient concentrations could
present a growth inhibition for large concentrations (its growth rate being thus non-monotonic). Usually,
the input concentration Sin is imposed by the industrial discharge and cannot be changed, but the flow
rate Q can be manipulated. During the initial stage of continuous stirred bioreactors (that are supposed to
be perfectly mixed), the biomass concentration is most often low (and the substrate concentration large).
This means that there exists a risk that the initial state belongs to the attraction basin of the washout
equilibrium if one immediately applies the nominal flow rate Q. Such situation could also occurs during
nominal functioning, under the temporary presence of a toxic material that could rapidly deplete part of the
microbial population, and leave the substrate concentration higher than expected. Those situations are well
known from the practitioners: the process needs to be monitoring with the help of an automatic control that
makes the flow rate Q decreasing in case of deviation toward the washout. But such a solution requires an
upstream storage capacity when reducing the nominal flow rate, that could be costly. Keeping a constant
input flow rate is thus preferable. An alternative is to oversize the volume of the tank so that there is no
longer bi-stability and no need for a controller. Compared to these two solutions, a design with a main tank
and a buffer (that guarantees a unique positive and globally asymptotically stable equilibrium) presents
several advantages:
- it does not require to oversize the main tank,
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- it does not require any upstream storage and the implementation of a controller,
- it allows to seed the initial biomass in the buffer tank only.
Notice that a by-pass of a single chemostat is also a way to reduce the effective flow rate and to avoid a
washout. It happens to be a particular case of the buffered configuration with V1 = 0.
Nevertheless, there is a price to pay to obtain the global stability over the single bi-stable tank configu-
ration:
i. if the buffered configuration has the same total volume than the single chemostat, then the output
concentration at steady state S⋆1 would be higher than λ−(D), meaning that the buffered configura-
tion would be less efficient than the single chemostat at its (locally asymptotically) stable positive
equilibrium.
ii. to obtain the same nominal output λ−(D) with a buffered configuration, one needs to have a larger
total volume.
However, considering a single chemostat of volume V that presents a bi-stability (that is when Λ(D) 6= ∅ and
λ+(D) < Sin), one can compare the minimal volume increment required to obtain a single positive globally
asymptotically stable equilibrium by one of the following scenarios:
Scenario 1: enlarging the volume of the single chemostat by ∆V .
Scenario 2: adding a buffer of volume V2.
For the first strategy, this amounts to have a new dilution rate equal to D/(1+ ∆V
V
). Then, the condition
to be in Case 3 of Proposition 1 is to have
Sin ∈ Λ
(
D
1 + ∆V
V
)
,
or equivalently
∆V
V
>
(
∆V
V
)
inf
=
D
µ(Sin)
− 1 . (20)
For the second strategy, one has to choose first the dilution rate D2 = Q2/V2 of the buffer (with Q2 < Q).
For any positive number D2 < µ(Sin), there exists a unique positive equilibrium (S
⋆
2 (D2), Sin − S
⋆
2 (D2)) in
the buffer, where
S⋆2 (D2) = λ−(D2) < s¯ = λ−(µ(Sin)) .
The Proposition 3, given in the Appendix, provides an explicit lower bound on the volume V2 to ensure a
unique globally exponentially stable positive equilibrium from any initial condition with S2(0) > 0. Further-
more, this bound is necessarily such that (
V2
V
)
inf
<
(
∆V
V
)
inf
.
The benefit of Scenario 2 over Scenario 1 in terms of volume increment will be numerically demonstrated in
Section 5.
10
5 A numerical illustration
In this section, we illustrate numerically the stabilizing effect of a buffer. We consider the case of the single
chemostat model that presents a bi-stability (see the discussion in 4.1.1), with a non-monotonic uptake
function given by the Haldane expression (3). One can easily check that for this function the set Λ(D)
defined in (4) is non-empty exactly when the condition
µ¯/D > 1 + 2
√
K
KI
is fulfilled. Then, λ−(D), λ+(D) are given by the following expressions:
λ±(D) =
KI(µ¯/D − 1)±
√
K2I (µ¯/D − 1)
2 − 4KKI
2
.
Bi-stability occurs when the condition Sin > λ+(D) is fulfilled (case 2 of Proposition 1).
Recall from Section 3, that for the Haldane function, the solutions of the equation (12) are roots of a
polynomial of order 3 with at most three solutions of (16). There is a most one double root, which implies
that the set Sr,α(D) possesses at most one element. Proposition 2 (case II), given in the Appendix, helps to
characterize the set Rα(D) depending on the subsets R
−
α (D), R
+
α (D) that are defined in this Proposition:
- the set R+α (D) is a singleton, because there are at most three equilibria,
- R−α (D) ∩R
+
α (D) = ∅ because Sr,α(D) possesses at most one element,
- when R−α (D) is non-empty, one has maxR
−
α (D) < minR
+
α (D): for any r ∈ (minR
−
α (D),maxR
−
α (D)),
equation (12) has at least three solutions on an interval I, and for r ∈ (minR+α (D), 1) at least two on
another interval J , where I and J are disjoint. If maxR−α (D) ≥ minR
+
α (D), there would exist at least
five solutions of equation (12) on (0, Sin).
We study now the set of “stable” buffered configurations CD as the set of pairs (α, r) such that the
buffered chemostat model admits a unique positive equilibrium. The upper boundary of CD is thus given by
the curve
α ∈ (0, µ(Sin)/D] 7→ r¯D(α)
where r¯D(α) is the single element of the set R
+
α (D). Notice that the limiting case αD = µ(Sin) can have also
global stability (see Lemma 2 in the Appendix). The number r¯D(α) can then be determined numerically as
the unique minimizer of the function
Fα(r, s) = (µ(s)/D − φα,r(s))
2
+
(
µ′(s)/D − φ′α,r(s)
)2
on (0, 1)× {s ∈ (λ−(D), Sin) s.t. (s− λ+(D))(λ+(D)− S(α)) ≥ 0} that is, for the Haldane function:
Fα(r, s) =
(
(µ¯/D)s
K + s+ s2/KI
−
1
r
+ α
1− r
r
Sin − λ−(αD)
Sin − s
)2
+
(
µ¯/D(K − s2/KI)
(K + s+ s2/KI)2
+ α
1− r
r
Sin − λ−(αD)
(Sin − s)2
)2
where S(α) is defined in (15). For the parameters given in Table 1, we have computed numerically the
domains CD for different values of Sin, depicted on Figure 4. One can see that the map α 7→ r¯D(α) is
µ¯ D K KI λ−(D) λ+(D)
12 1 1 0.8 ≃ 0.103 ≃ 0.777
Table 1: Parameters of the Haldane function and the corresponding values of λ−(D) , λ+(D).
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Figure 4: Domain CD of stable configurations for different values of Sin.
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Figure 5: The limiting hyperbolas Hα,r¯(α) about α = α (for Sin = 1.4).
discontinuous at α = α, where α is such that S(α) = λ+(D) (when it exists), as mentioned in Remark 1.
On Figure 5 one can see that the two limiting hyperbolas Hα,r¯(α) about α are different in a such a case. So,
this study reveals the role of the input concentration Sin on the shape of the domain CD.
Finally, we have compared the two scenarios discussed in 4.2 for improving the stability of the single
chemostat, by enlarging its volume or adding a buffer, given respectively by formulas (20) and (32). For the
parameters given in Table 1, the numerical comparison is reported on Figure 6 as a function of the input
concentration Sin.
As expected, the buffered chemostat requires less volume augmentation, but one can also discover that this
advantage becomes more significant as the input concentration Sin is higher. Finally, this study demonstrates
on a concrete example the flexibility of the buffered chemostat in the choice of possible configurations, with
two parameters to be tuned (instead of one for the single chemostat).
6 Conclusion
The present analysis illustrates how the addition of a buffer to chemostat alters the multiplicity and stability
of their equilibria. This property has several impacts on theoretical ecology as well as for bio-industrial
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Figure 6: Comparison of the minimal increase of volume equired to obtain the global stability (as function
of the input concentration).
applications.
- From an ecological viewpoint, a spatial pattern with a buffer can explain why a species can persist
in an environment that is unfavorable if it was perfectly mixed. On the opposite, the emergence of
a buffer with particular characteristics can destabilize a regime that is stable under perfectly mixed
conditions, and could lead to the extinction of the species. Nevertheless, such a case occurs only for
“fragile” species with non-monotonic response function.
- For industrial applications, such as waste-water purification or pharmaceutic production, a buffered
configuration of two tanks, instead of one or serial or parallel interconnections, present several advan-
tages when there is an inhibition in the growth rate. It provides an easy and robust way to prevent
the washout of the biomass in the process, without requiring upstream storage or real-time controller.
The numerical study has also revealed other interesting characteristics of the buffered chemostat. First, the
size of the “buffer” or the additional tank that provide such properties could be relatively small. Secondly,
the shape of the set of buffered configurations that provide a unique (globally asymptotically stable) positive
equilibrium depends on the density of the supplied resource, with a threshold that makes this shape non
smooth.
Finally, those results provide new insights on the role of spatial structures in resource/consumer models
for natural ecosystems, and new potential strategies for the design of industrial bioprocesses. Of course,
more complex interconnections could be considered, with for instance an additional output from the buffer.
However, the main contribution of the present work is to show that a simple configuration with only two
parameters can change radically the overall dynamic behavior. The buffered chemostat appears to be the
simplest pattern that can provide global stability, while any serial or parallel configurations cannot do.
Our study considered a single strain. According to the Competitive Exclusion Principle, it is not (gener-
ically) possible to have more than one species persisting in the buffer tank, but this does not prevent to
have coexistence with another species in the main tank, which is not possible with a single chemostat. Con-
sequently, it might be relevant to study the dynamics of the buffered chemostat with different persistent
species in the buffer and in the main tank.
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Appendix
Proof of Lemma 1.
In the serial connection, the dynamics of the first tank of volume V1 is given by equations (1) where V
is replaced by V1 ≤ V . Its dilution rate is then equal to Q/V1, that is greater than Q/V and consequently
one has Sin /∈ Λ(Q/V1). According to Proposition 1, only Cases 1 or 2 can occur in the first tank.
In the parallel connection, the dynamics of each tank of volume Vi and flow rate Qi is given by equations
(1) where V and Q are replaced by Vi and Qi. Denote ri = Vi/V and αi = Qi/Q, and notice that one has∑
i ri =
∑
i αi = 1. Then, the dilution rate Di in the tank i is equal to αi/riD. According to Proposition 1,
a necessary condition for having the washout equilibrium repulsive in each tank is to have Di < D for any
i, that is αi < ri, which contradicts
∑
i ri =
∑
i αi = 1. 
Before giving the proof of Theorem 1, we present in the next proposition a series of results concerning
the multiplicity of equilibria and the characterization of the sets Rα(D) defined in (14).
Proposition 2. Assume that Hypotheses A1 are fulfilled. Fix D > 0 and take a positive number α such that
Λ(αD) 6= ∅ and λ−(αD) < Sin. Let S
⋆
2 (α) ∈ (0, Sin) be such that µ(S
⋆
2 (α)) = αD. Then, for any r ∈ (0, 1)
there exists an equilibrium (S⋆1 , Sin − S
⋆
1 , S
⋆
2(α), Sin − S
⋆
2 (α)) of (6), with
S⋆1 ∈
∣∣∣∣ (S(α), Sin) when Λ(D) = ∅ or S(α) /∈ Λ(D) ,[λ−(D), S(α)] when S(α)) ∈ Λ(D) . (21)
Furthermore, the set Rα(D) defined in (18) is not reduced to a singleton when it is non-empty. We distinguish
two different cases:
Case I: Λ(D) = ∅ or λ−(D) ≥ Sin or λ+(D) ≥ Sin. One has
Rα(D) =
∣∣∣∣ (0, 1) when Rα(D) = ∅,(0, 1) \ [minRα(D),maxRα(D)] when Rα(D) 6= ∅.
For r /∈ Rα(D), the exist at least three equilibria with S⋆1 ∈ (S(α), Sin) when Λ(D) = ∅ or S
⋆
1 ∈
(λ−(D), S(α)) when Λ(D) 6= ∅.
Case II: λ+(D) < Sin. We consider the partition of the set Rα(D):
R−α (D) = {r ∈ (0, 1) | ∃s ∈ Sα,r(D) with (s− S(α))(λ+(D)− S(α)) < 0} , (22)
R+α (D) = {r ∈ (0, 1) | ∃s ∈ Sα,r(D) with (s− λ+(D))(λ+(D)− S(α)) ≥ 0} . (23)
Then, the set R+(α) is non-empty, and the set R−(α) is not reduced to a singleton when it is non-empty.
One has
Rα(D) =
∣∣∣∣ (0,minR+(α)) when R−(α) = ∅ ,(0,minR+(α)) ∩ (0, 1) \ [minR−(α),maxR−(α)] when R−(α) 6= ∅ .
For any r ∈ (minR+(α), 1), there exist at least two equilibria such that (S(α)−S⋆1 )(λ+(D)−S(α)) ≥ 0,
and at least four for r in a subset of (minR+(α), 1) when R+(α) is not reduced to a singleton.
When R−(α) is non-empty, for any r ∈ (minR−(α),maxR−(α)), there exist at least three equilibria
such that (S(α) − S⋆1)(λ+(D)− S(α)) < 0.
Remark. In Case II, the tangency of the graphs of φα,r and µ occurs for a certain r with an abscissa that is
located
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- either at the right of λ+ when S(α) < λ+(D),
- either at the left of λ+ when S(α) > λ+(D).
These cases correspond to the subset R+α (D) while the subset R
−
α (D) corresponds to other tangencies that
could occur (but that do not necessarily exist) on either side of S(α).
Proof of Proposition 2.
Fix D and α such that Λ(αD) 6= ∅ and λ−(αD) < Sin. For simplicity, we denote by S⋆2 and S the values
of S⋆2(α) and S(α), with S
⋆
2 such that µ(S
⋆
2 ) = αD. For each r ∈ (0, 1), we define the function
fr(s) = Dφα,r(s)− µ(s) .
A non-negative equilibrium for the first tank has then to satisfy fr(S
⋆
1 ) = 0.
One can easily check that φα,r(S) = 1 whatever the value of r ∈ (0, 1). The function φα,r(·) being
decreasing, one has φα,r(s) > 1 for s < S and φα,r(s) < 1 for s > S. For convenience, we shall also consider
the function
γ(s) =
S − s
S − Sin + (Sin − s)µ(s)/D
(24)
that is defined on the set of s ∈ (0, Sin) such that (Sin − s)µ(s) 6= Sin − S. On this set, one can easily check
that the following equivalence is fulfilled
fr(s) = 0⇐⇒ γ(s) = r .
From (24), one can also write
γ(s) =
(φα,r(s)− 1)
r
1−r
(φα,r(s)− 1)
r
1−r − 1 + µ(s)/D
and deduce the property
γ′(s) = 0⇐⇒ φ′α,r(s)(µ(s)/D − 1) = (φα,r(s)− 1)µ
′(s)/D . (25)
Recursively, one obtains for every integer n{
dpγ
dsp
(s) = 0 , p = 1 · · ·n
}
⇐⇒
{
D
dpφα,r
dsp
(s)(µ(s) −D) = (Dφα,r(s)−D)
dpµ
dsp
(s) , p = 1 · · ·n
}
.
Consequently, the set Sα,r defined in (17) can be characterized as
Sα,r =
{
s ∈ (λ−, Sin) s.t. γ(s) = r and min
{
n ∈ IN⋆ |
dnγ
dsn
(s) 6= 0
}
is even
}
or equivalently
Sα,r = {s ∈ (0, Sin) s.t. γ(s) = r is a local extremum } . (26)
We distinguish several cases depending on the position of S with respect to the set Λ(D). In the following,
we simply denote Λ, λ± and Rα for Λ(D), λ±(D) and Rα(D) respectively.
Case I.
When Λ = ∅ or λ− ≥ Sin, the function fr is strictly positive on the interval [0, S]. On the interval
J = (S, Sin), the function γ(·) is well defined with γ(J) = (0, 1), γ(S) = 0 and γ(Sin) = 1. Consequently,
there exists at least one solution of fr(s) = 0, that necessarily belongs to the interval J . If Rα = ∅, γ(·) is
increasing and there exists a unique solution of γ(S⋆1 ) = r whatever is r. Notice that when the function µ(·)
is increasing on [0, Sin] (which is necessarily the case when λ− ≥ Sin), one has necessarily Rα = ∅, because
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the function fr is decreasing. Otherwise, property (26) implies that γ admits local extrema, and minRα and
maxRα are respectively the smallest local minimum and largest local maximum of the function γ on the
interval J . Consequently, the set Rα cannot be reduced to a singleton. Then, uniqueness of S
⋆
1 is achieved
exactly for r that does not belong to [minRα,maxRα]. For any r ∈ (minRα,maxRα), there are at least
three solutions, that all belong to J , by the Mean Value Theorem.
When λ− < Sin ≤ λ+, we distinguish two sub-cases:
S ≤ λ−: the function fr is strictly positive on [0, S) and strictly negative on (λ−, Sin). Furthermore,
fr is decreasing on [S, λ−]. So there exists a unique root S
⋆
1 of fr that necessarily belongs to [S, λ−]
(and the set Rα is empty).
S > λ−: the function fr is strictly positive on [0, λ−] and strictly negative on [S, Sin). On the interval
I = (λ−, S), the function γ(·) is well defined and γ(I) = (0, 1) with γ(λ−) = 1 and γ(S) = 0. If Rα is
empty, then γ(·) is decreasing on I, and for any r ∈ (0, 1) there exits a unique S⋆1 such that γ(S
⋆
1 ) = r.
If Rα is non-empty, property (26) implies that γ admits local extrema, and minRα and maxRα are
respectively the smallest local minimum and largest local maximum of the function γ on the interval
I. Then, uniqueness of S⋆1 on J is achieved exactly for r that does not belong to [minRα,maxRα].
For any r ∈ (minRα,maxRα), there are at least three solutions, that all belong to the interval I, by
the Mean Value Theorem.
Case II.
Notice that in this case (λ+ < Sin) the function µ is non-monotonic. We consider three sub-cases depending
on the relative position of S with respect to λ+.
Sub-case 1: S < λ+. As for Case I, we distinguish:
S ≤ λ−: one has fr(S) ≥ 0 and fr(S) < 0 for any S ∈ Λ. fr(·) being decreasing on [0, λ−], one
deduces that there exists exactly one solution S⋆1 of fr(S) = 0 on the interval [0, λ+], whatever is r.
Furthermore, this solution has to belong to [S, λ−]. The functions φr(·) and µ(·) being respectively
decreasing and increasing on this interval, one has necessarily γ′(S⋆1 ) 6= 0 and then R
−
α = ∅.
S > λ−: one has fr(S) > 0 for any S ∈ [0, λ−], and fr(S) < 0 for any S ∈ [S, λ+]. On the interval
I = (λ−, S), the function γ(·) is well defined and γ(I) = (0, 1) with γ(λ−) = 1 and γ(S) = 0. If R−α is
empty, then γ(·) is decreasing on I, and for any r ∈ (0, 1) there exits a unique S⋆1 ∈ I such that γ(S
⋆
1 ) =
r. If R−α is non-empty, property (26) implies that γ admits local extrema. Similarly to Case I, we
obtain by the Mean Value Theorem that there exists exactly one solution S⋆1 of γ(s) = r on the interval
[0, λ+] for any r /∈ [minR−α ,minR
−
α ], and there are at least three solutions for r ∈ (minR
−
α ,minR
−
α ).
Differently to Case I, we have also to consider the interval K = (λ+, Sin) where the function γ(·) is well
defined and positive with γ(λ+) = 1 and lims→Sin γ(s) = 1. We define
r+ = min{γ(s) | s ∈ K}
that belongs to (0, 1). Then r+ belongs to R+α , and for any r < r
+ there is no solution of γ(s) = r on K.
Thus r+ is the minimal element of R+α . By the Mean Value Theorem there are at least two solutions of
γ(s) = r on K when r > r+. When R+α is not reduced to a singleton, the function γ has at least on local
maximum rM and one local minimum rm, in addition to r
+. By the Mean Value Theorem, there are at least
four solutions of γ(s) = r on K for r ∈ (rm, rM ).
Finally, we have shown that the set R+α is non-empty, and that the uniqueness of the solution of γ(S
⋆
1 ) = r
occurs exactly for values of r that do not belong to the set [minR−α ,maxR
−
α ] ∪ [minR
+
α , 1].
Sub-case 2: S = λ+. One has fr(S) = 0 for any r, so there exists a positive equilibrium with S
⋆
1 = S.
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fr(S) > 0 for any S ∈ [0, λ−] and the function γ(·) is well defined on I ∪ J = (λ−, S) ∪ (S, Sin) with
γ(I ∪ J) = (0, 1), γ(λ−) = 1 and lims→Sin γ(s) = 1. Using the L’Hoˆpital’s rule, we show that the function
γ(·) can be continuously extended at S:
lim
s→S
γ(s) = lim
s→S
−1
−µ(s)/D + (Sin − s)µ′(s)/D
=
1
1− (Sin − S)µ′(S)/D
.
Note that µ′(S) < 0 so that γ(S) belongs to (0, 1), and we pose
r¯ = min{γ(s) | s ∈ (λ−, Sin)} .
Then, for r < r¯, there is no solution of γ(s) = r on (λ−, Sin), and S is the only solution of fr(s) = 0
on (0, Sin). On the contrary, for r > r¯, there are at least two solutions of γ(s) = r on (λ−, Sin) and the
dynamics has at least two positive equilibria.
Similarly, the function γ(·) is C1 on (λ−, Sin) because it is differentiable at S:
γ′(S) = D
(Sin − S)µ
′′(S)− 2µ′(S)
[D − (Sin − S)µ′(S)]2
(and recursively as many time differentiable as the function µ(·) is, minus one). Then r¯ is the minimal
element of the set R+α , and the set R
−
α is empty by definition. As previously, when R
+
α is not reduced to a
singleton, γ(s) = r has at least four solutions for r in a subset of (minR+α , 1).
Sub-case 3: S > λ+. We proceed similarly as in sub-case 1. Note first that there is no solution of fr(s) = 0
on the intervals (0, λ−) and (λ+, S) whatever is r.
On the set Λ, γ(·) is well defined with γ(Λ) ⊂ (0, 1), γ(λ−) = 1 and γ(λ+) = 1 and we define
r+ = min{γ(s) | s ∈ Λ}
that belongs to (0, 1). One has necessarily r+ = minR+α , and there is no solution of γ(S
⋆
1) = r exactly when
r < r+. For r > r+, there exist at least two solutions by the Mean Value Theorem, and four for a subset of
(r+, 1) when R+α is not reduced to a singleton.
On the interval J = (S, Sin), the function γ(·) is well defined with γ(J) = (0, 1), γ(S) = 0 and γ(Sin) = 1.
There exists at least one solution of fr(s) = 0 on this interval. If R
−
α = ∅, γ(·) is increasing and there exists
a unique solution of γ(S⋆1 ) = r on J whatever is r. Otherwise, minR
−
α and maxR
−
α are the smallest local
minimum and largest local maximum of the function γ on the interval J , respectively. Then, uniqueness of
S⋆1 on J is achieved exactly for r that does not belong to [minR
−
α ,maxR
−
α ], and for r ∈ (minR
−
α ,maxR
−
α ),
there are at least three solutions by the Mean Value Theorem. 
For the proof of Theorem 1, we recall below a result about asymptotically autonomous dynamics.
Theorem 2. Let Φ be an asymptotically autonomous semi-flow with limit semi-flow Θ, and let the orbit
OΦ(τ, ξ) have compact closure. Then the ω-limit set ωΦ(τ, ξ) is non-empty, compact, connected, invariant
and chain-recurrent by the semi-flow Θ and attracts Φ(t, τ, ξ) when t→∞.
Proof. See [34, Theorem 1.8]. 
We shall also need to treat a limiting case of the single chemostat that is not covered by Proposition 1,
when one has exactly µ(Sin) = αD for the buffer tank with µ(·) non-monotonic, that is provided by the
following Lemma.
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Lemma 2. For any α > 0 such that αD ≤ µ(Sin) and non-negative initial condition with X2(0) > 0, the
solution S2(t) and X2(t) of (6) is non negative for any t > 0 and one has
lim
t→+∞
(S2(t), X2(t)) = (λ−(αD), Sin − λ−(αD)) .
Proof. From equations (6) one can write the properties
S2 = 0 =⇒ S˙2 > 0 ,
X2 = 0 =⇒ X˙2 = 0 ,
and deduces that the variables S2(t) and X2(t) remain non negative for any positive time. Considering the
variable Z2 = S2+X2−Sin whose dynamics is Z˙2 = −αDZ2, we conclude that S2(t) are X2(t) are bounded
and satisfy
lim
t→+∞
S2(t) +X2(t) = Sin .
The dynamics of the variable S2 can thus be written as an non autonomous scalar equation:
S˙2 = (αD − µ(S2))(Sin − S2)− µ(S2)Z2(t)
that is asymptotically autonomous. The study of this asymptotic dynamics is straightforward: any trajectory
that converges forwardly to the domain [0, Sin] has to converge to Sin or to a zero S
⋆
2 of S2 7→ αD − µ(S2)
on the interval (0, Sin). Then, the application of Theorem 2 allows to conclude that forward trajectories of
the (S2, X2) sub-system converge asymptotically either to the positive steady state (S
⋆
2 , Sin − S
⋆
2 ) or to the
“washout” equilibrium (Sin, 0).
For α such that αD < µ(Sin), there is only one such zero, that is equal to λ−(αD) (and necessarily
lower than Sin). We are in conditions of Case 3 of Proposition 1: Sin ∈ Λ(αD), and the convergence to the
positive equilibrium is proved.
For the limiting case αD = µ(Sin), either λ−(αD) = Sin when µ(·) is monotonic on the interval [0, Sin]
(then the washout is the only equilibrium), or λ−(αD) < Sin when µ(·) is non-monotonic. In this last
situation, none of the cases of Proposition 1 are fulfilled. We show that for any initial condition such that
X2(0) > 0, the forward trajectory cannot converge to the washout equilibrium. From equations (6) one can
write
X2(t) = X2(0) e
∫ t
0
(µ(S2(τ)) − αD)dτ
.
If X2(.) tends to 0, then one should have∫ +∞
T
(µ(S2(τ)) − αD)dτ = −∞ (27)
for any finite positive T . Using Taylor-Lagrange Theorem, there exists a continuous function θ(.) in (0, 1)
such that
µ(S2(τ)) = µ(Sin) + µ
′(S˜2(τ))(S2(τ)− Sin) with S˜2(τ) = Sin + θ(τ)(Sin − S2(τ)) .
One can then write∫ +∞
T
(µ(S2(τ)) − αD)dτ =
∫ +∞
T
(µ(Sin)− αD)dτ −
∫ +∞
T
µ′(S˜2(τ))X2(τ)dτ +
∫ +∞
T
µ′(S˜2(τ))Z2(τ)dτ
= −
∫ +∞
T
µ′(S˜2(τ))X2(τ)dτ −
1
αD
∫ +∞
T
µ′(S˜2(τ))Z˙2(τ)dτ .
Note that S2(.) tends to Sin when X2(·) tends to 0. So there exists T > 0 such that S˜2(τ) > Sˆ for any
τ > T , and accordingly to Assumptions A1, there exist positive numbers a, b such that −µ′(S˜2(τ)) ∈ [a, b]
for any τ > T . The following inequality is obtained∫ +∞
T
(µ(S2(τ)) − αD)dτ ≥ a
∫ +∞
T
X2(τ)dτ −
b
αD
|Z2(T )|
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leading to a contradiction with (27). 
Proof of Theorem 1.
Let us consider the vector
Z =
[
X1 + S1 − Sin
X2 + S2 − Sin
]
whose dynamics is linear:
Z˙ = D

 −1r α(1− r)r
0 −α


︸ ︷︷ ︸
A
Z .
The matrix A is clearly Hurwitz and consequently Z converges exponentially towards 0 in forward time.
Furthermore, variables S2 and X2 being non negative, one has also from (6) the following properties
S1 = 0 =⇒ S˙1 ≥ 0 ,
X1 = 0 =⇒ X˙1 ≥ 0 ,
and deduces that variables S1 and X1 stay also non negative in forward time. The definition of Z allows us
to conclude that variables S1, X1, S2, X2 are bounded.
From equations (6), the dynamics of the variable S1 can be written as an non-autonomous scalar equation:
S˙1 =
(
−µ(S1) +D
1− α(1 − r)
r
)
(Sin − S1) +D
α(1− r)
r
(S2(t)− S1)− µ(S1)Z1(t) . (28)
When the initial condition of sub-system (S2, X2) belongs to the attraction basin of the washout, the
dynamics (28) is asymptotically autonomous with the limiting equation
S˙1 = (−µ(S1) +D/r)(Sin − S1) . (29)
From Theorem 2, we deduce that S1 converges to S
⋆
1 , one of the zeros of the function
f(s) = (−µ(s) +D/r)(Sin − s)
on the interval [0, Sin], that are Sin, λ−(D/r) (if λ−(D/r) < Sin) and λ+(D/r) (if λ+(D/r) < Sin). The
Jacobian matrix of the whole dynamics (6) at steady state (S⋆1 , Sin − S
⋆
1 , Sin, 0) in (Z, S1, S2) coordinates is

A 0
−µ(S⋆1 ) 0
0 −µ(Sin)
f ′(S⋆1 ) D
α(1 − r)
r
0 µ(Sin)− αD


.
When the attraction basin of the washout of the (S2, X2) subsystem is not reduced to a singleton, one has
necessarily µ(Sin) < αD (see Lemma 2). Furthermore, one has f
′(Sin) = µ(Sin) − D/r and f ′(S⋆1 ) =
−µ′(S⋆1 )(Sin − S
⋆
1 ) when S
⋆
1 < Sin. So, apart two possible particular values of r that are such that r =
D/µ(Sin) or λ−(D/r) = λ+(D/r) < Sin, f
′(S⋆1 ) is non-zero and the equilibrium is thus hyperbolic. Finally,
we conclude about the possible asymptotic behaviors of the whole dynamics as follows.
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- the washout equilibrium is attracting when µ(Sin) < D/r. When µ(Sin) > D/r, this equilibrium is a
saddle (with a stable manifold of dimension one). Accordingly to the Theorem of the Stable Manifold,
the trajectory solution cannot converges to such an equilibrium, excepted from a measure-zero subset
of initial conditions.
- when λ−(D/r) < Sin, the equilibrium with S
⋆
1 = λ−(D/r) is always attracting.
- when λ+(D/r) < Sin, the equilibrium with S
⋆
1 = λ+(D/r) is a saddle (with a stable manifold of
dimension one). Accordingly to the Theorem of the Stable Manifold, the trajectory solution cannot
converges to such an equilibrium, excepted from a measure-zero subset of initial conditions.
This finishes to prove the point i. of the Theorem.
When the initial condition of sub-system (S2, X2) does not belong to the attraction basin of the washout,
Proposition 1 ensures that S2(t) converges towards a positive S
⋆
2 that is equal to λ−(αD) or λ+(αD). Then,
equation (28) can be equivalently written as:
S˙1 = (Dφα,r(S1)− µ(S1))(Sin − S1) +D
α(1 − r)
r
(S2(t)− S
⋆
2 )− µ(S1)Z1(t) . (30)
So the dynamics (30) is asymptotically autonomous with the limiting equation
S˙1 = (Dφα,r(S1)− µ(S1))(Sin − S1) . (31)
From Theorem 2, we conclude that forward trajectories of the (S1, X1) sub-system converge asymptotically
either to a stationary point (S⋆1 , Sin − S
⋆
1 ) where S
⋆
1 is a zero of the function
fr(s) = Dφα,r(s)− µ(s)
on the interval (0, Sin), either to the washout point (Sin, 0). We show that this last case is not possible.
From equations (6), one has
X1 = 0 =⇒ X˙1 = D
α(1− r)
r
X2
and as X2(t) converges to a positive value, we deduce that X1(t) cannot converges towards 0.
The functions fr being analytic for any r, the roots S
⋆
1 are isolated. As for the proof of Proposition 2 we
consider the function
γ(s) =
S − s
S − Sin + (Sin − s)µ(s)/D
that is analytic on its domain of definition and such that
fr(s) = 0⇐⇒ γ(s) = r .
This shows that, excepted for some isolated values of r in (0, 1), the zero of fr are such that f
′
r(S
⋆
1 ) 6= 0.
Let us now write the Jacobian matrix J⋆ of dynamics (6) at steady state E⋆ = (S⋆1 , Sin−S
⋆
1 , S
⋆
2 , Sin−S
⋆
2 )
in (Z, S1, S2) coordinates:
J
⋆
=


A 0
−µ(S⋆1 ) 0
0 −µ(S⋆2 )
f ′r(S
⋆
1 )(Sin − S
⋆
1 ) D
α(1 − r)
r
0 −µ′(S⋆2 )(Sin − S
⋆
2 )


.
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Considering the following facts:
i. A is Hurwitz,
ii. Λ(αD) 6= ∅ implies that S⋆2 is not equal to Sˆ. So one has µ
′(S⋆2 ) 6= 0 (cf Assumptions A1),
iii. f ′r(S
⋆
1 ) 6= 0 for almost any r,
we conclude that any equilibrium E⋆ is hyperbolic (for almost any r) and is
- a saddle point when µ′(S⋆2 ) > 0 or f
′
r(S
⋆
1 ) > 0,
- an exponentially stable critical point otherwise.
Furthermore, the left endpoints of the connected components of the set Γα,r(D) are exactly the roots of
fr with fr(S
⋆
1 ) < 0. Finally, from the Stable Manifold Theorem we conclude that, excepted from the stable
manifolds of the saddle equilibria, the trajectory converges to an equilibrium that is such that S⋆2 = λ−(αD)
and fr(S
⋆
1 ) < 0. This ends the proof of point ii. 
Proposition 3. Assume that the hypotheses A1 are fulfilled with Λ(D) 6= ∅ and λ+(D) < Sin. There exist
buffered configurations with an additional tank of volume V2 that possesses a unique globally exponentially
stable positive equilibrium from any initial condition with S2(0) > 0, exactly when V2 fulfills the condition
V2
V
>
(
V2
V
)
inf
=
max
s∈(λ+(D),Sin)
ϕ(s)
max
s∈[0,s¯]
ψ(s)
, (32)
where the functions ϕ(·) and ψ(·) are defined as follows:
ϕ(s) = (Sin − s)(D − µ(s)) , ψ(s) = µ(s)(Sin − s) , (33)
and s¯ is the number
s¯ = lim
α→µ(Sin)
S⋆2 (α) . (34)
The dilution rate D2 ∈ (0, µ(Sin)) has then to satisfy the condition
max
s∈(λ+(D),Sin)
ϕ(s) < D2
V2
V
(Sin − S
⋆
2 (D2)) < Sin .
Furthermore, one has (
V2
V
)
inf
<
(
∆V
V
)
inf
. (35)
Proof of Proposition 3. One can straightforwardly check on equations (5) that a positive equilibrium in
the first tank has to fulfill
ϕ(S⋆1 ) = D2
V2
V
(Sin − S
⋆
2 (D2)) . (36)
Let us examine some properties of the function ϕ on the interval (0, Sin):
. ϕ is negative exactly on the interval Λ(D),
. ϕ′ is negative on (0, λ−(D)) with ϕ(0) = Sin and ϕ(λ−(D)) = 0,
. ϕ(λ+(D)) = ϕ(Sin) = 0 and ϕ reaches its maximum m
+ on the sub-interval (λ+(D), Sin), that is
strictly less than Sin = ϕ(0),
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Sin
Sin
λ−(D) λ+(D)
ϕm+
0
s
Figure 7: Illustration of the graph of the function ϕ
from which we deduce that there exists a unique solution of ϕ(s) = c on the whole interval (0, Sin) exactly
when c ∈ (m+, Sin) (see Figure (7) as an illustration). The configurations for which there exists a unique
S⋆1 ∈ (0, Sin) solution of the equation (36) are exactly those that fulfill the condition D2
V2
V
(Sin − S⋆2 (D2)) ∈
(m+, Sin), or equivalently
m+
D2(Sin − S⋆2 (D2))
<
V2
V
<
Sin
D2(Sin − S⋆2 (D2))
with D2 ∈ (0, µ(Sin)). Then, Theorem 1 with α = D2/D and r = 1/(1 +
V2
V
) guarantees that the
unique positive equilibrium (S⋆1 , Sin−S
⋆
1 , S
⋆
2(D), Sin−S
⋆
2 (D)) is globally exponentially stable on the domain
IR2+ × IR
⋆
+ × IR+.
Among all such configurations, the infimum of V2/V can be approached arbitrarily close when D2 is
maximizing the function
D2 7→ α(Sin − S
⋆
2(D2))
on [0, µ(Sin)], that exactly amounts to maximize the function ψ(·) on the interval [0, s¯].
Finally, let s⋆ be a minimizer of ϕ on (λ+(D), Sin). One has µ(s
⋆) > µ(Sin) = µ(s¯) and can write(
V2
V
)
inf
≤
ϕ(s⋆)
ψ(s¯)
<
(Sin − s⋆)(D − µ(Sin))
µ(Sin)(Sin − s¯)
=
Sin − s⋆
Sin − s¯
(
∆V
V
)
inf
which leads to the inequality (35). 
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