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ABSTRACT
This paper reviews physical mechanisms, observation techniques and modelling approaches
dealing with surface currents on short time scales (hours to days) relevant for operational
oceanography. Key motivations for this article include fundamental difficulties in reliable
measurements and the persistent lack of a widely held consensus on the definition of surface
currents. These problems are augmented by the fact that various methods to observe and
model ocean currents yield very different representations of a surface current. We distinguish
between four applicable definitions for surface currents; (i) the interfacial surface current, (ii) the
direct wind-driven surface current, (iii) the surface boundary layer current, and (iv) an effective
drift current. Finally, we discuss challenges in synthesising various data sources of surface
currents - i.e. observational and modelling – and take a view on the predictability of surface
currents concluding with arguments that parts of the surface circulation exhibit predictability
useful in an operational context.
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Surface currents are a central subject in operational
oceanography with rapidly growing observing and fore-
casting capabilities. We are entering an era where obser-
vations provide a sufficient level of detail, and numerical
models the predictive skill, for applications to use surface
current information to aid marine safety, value creation
and environmental monitoring. Observation techniques
now provide real-time surface current fields at the scale
of kilometres (Isern-Fontanet et al. 2017), and high-resol-
ution ocean models are on the verge of having predictive
skill on short time scales (Jacobs et al. 2014b; Sandery and
Sakov 2017; Christensen et al. 2018). In this context, we
consider short time scales, i.e. time scales characterised
by the inertial period (hours to a few days).
This work is motivated by challenges in obtaining
and understanding observations and model data of
ocean currents near the surface. Differing designs of
Lagrangian drifters, as illustrated in Figure 1, show
very different behaviour (Poulain et al. 2009; Morey
et al. 2018), and Eulerian current meter poorly resolve
the surface. A challenge in modelling is to resolve verti-
cal shear in the upper few centimetres to decimetres that
has a substantial bearing on some drift applications
(Figure 1). Consistent synthesis between in situ
measurements, remote sensing and modelling is needed
in the analysis of surface currents because each method
provides a unique representation of surface current
dynamics, as illustrated in Figure 2. Yet there is no con-
sensus on which depth and time scale the term ‘surface
current’ refers to (Laxague et al. 2018).
Applications that need information and predictions of
surface currents encompass industrial activities, govern-
mental services, and environmental studies. An overview
is given in Figure 3. All of the listed activities are affected
by ocean currents at or near the surface, however, the
associated depth range and time scope differs.
For most of these applications, usage of ocean cur-
rents from operational forecasting has long been ham-
pered by the chaotic nature of oceanic flow and its
variability on scales not covered by observation net-
works. Ocean currents are comprised of numerous
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phenomena, from large-scale geostrophic currents, to
eddies and fronts at intermediate scales (Chelton et al.
2007), and Langmuir circulation cells that approach
the scale of oceanic turbulence (McWilliams et al.
2012). Other components of ocean currents are better
distinguished by their temporal variation, for example,
tides and wind-driven near inertial waves (Alford and
Gregg 2001).
A frequent use of operational ocean circulation
models is the prediction of drift trajectories (Griffa
et al. 2007). For oceanic drift at or near the ocean
surface, it is critical to use the current at the target
depth for the application considered, as drift in the
uppermost part of the ocean differs greatly with depth.
However, ocean models often do not resolve the near-
surface gradients of wind-induced shear (e.g. Chassignet
and Verron 2006; Dagestad and Röhrs 2019), or they
lack coupling mechanisms for air-wave-sea interactions
to describe strongly forced drift in severe weather
events.
Figure 1. Schematic view of surface current regimes and types of surface drifters. In this view, the ocean surface boundary layer is
divided into the friction layer, the constant flux layer, and the Ekman layer. The entire boundary layer is characterised by elevated
turbulent mixing, with largest and most efficient mixing in the interior and lower mixing near the surface and at the base of the
mixed layer. Surface currents are characterised by strong wind-driven shear of velocity magnitude in the friction layer and the con-
stant flux layer, and a strong shear in direction throughout the Ekman layer. The direction of the deep ocean current is arbitrary in this
illustration and is in practice not related to the wind direction. Surface drifters, from left to right: Bamboo plate, iSphere drifter, dro-
gued CODE-drifter, drogued SVP-drifter.
Figure 2.Methods that provide information on surface currents,
organised by the depth and time scales that are resolved by
each method. In this paper, we focus on methods that cover
short time scales of hours to a few days.
Figure 3. Applications that utilise surface current data, organ-
ised by the involved depth and time scales that are relevant
for each application. Surface current information in operational
oceanography mostly require to describe short time scales of
hours to days.
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When referring to surface currents, it should always
be clear which part of the ocean circulation is meant.
We suggest a classification for surface currents in this
review, based on a review of surface current mechan-
isms and applications that require current information.
A clearer definition of surface currents was also high-
lighted as a priority by the surface current working
group arising from the first meeting of the Australian
Forum for Operational Oceanography in 2015. They
recommend that users and suppliers of ocean infor-
mation be very clear about what depth below the surface
and averaging timescales are applicable.
Section 2 describes the most common applications,
and what type of information they require. We provide
an overview of the physical mechanisms that govern
surface currents in Section 3. Section 4 reviews obser-
vation techniques and to which application each of
them is best suited. Surface current products from
models are discussed in Section 5, with a particular sec-
tion considering particle tracking models. The discus-
sion (Section 6) includes a suggested terminology for
surface currents, and a view on the variability and pre-
dictability of surface currents.
Other reviews that treat surface currents include
Isern-Fontanet et al. (2017), which focuses on remote
sensing and data assimilation, Shutler et al. (2016) and
Le Traon et al. (2015), who treat satellite observations
of the ocean surface, and Lumpkin et al. (2017), cover-
ing the use of Lagrangian drifters to study surface cur-
rents. Possibilities for short-term drift predictions are
explored in Christensen et al. (2018), and LaCasce
(2008) and van Sebille et al. (2018) consider a range of
analysis techniques for Lagrangian data relevant for sur-
face circulation.
2. Applications for surface current data
The vast majority of human activity in the oceans occurs
at the surface and is affected by surface currents, yield-
ing a wide range of users (Table 1). The table includes
applicable depth range and time scales, following the
improved clarity recommend by the Australian Forum
for Operational Oceanography (2015).
The Global Ocean Observing System (GOOS) Ocean
Observations Panel for Climate (OOPC, 2017) has
defined surface currents as one of the key physical
Essential Ocean Variables (EOV), and surface currents
are a key meteorological and oceanographic parameter
for the offshore energy industries. Reliable quantifi-
cation is a primary requirement in all stages of a project
life cycle, which are similar for hydrocarbon and
offshore renewables and include asset appraisal, survey,
engineering design, installation, operations, mainten-
ance and decommissioning. In each stage, user require-
ments include long-term hindcasting of past conditions,
accurate determination of present conditions and realis-
tic forecasts (Cooper et al. 2016). The quantification of
currents has a critical role in assessments for marine
renewable power, e.g. tidal energy (McCann and Bell
2014; Ferreira et al. 2016).
Trajectory modelling is a common application of
operational ocean model data. This includes drift mod-
elling for Search-and-Rescue assistance (Breivik et al.
2013), prediction of floating icebergs (e.g. Keghouche
et al. 2009), and the drift of marine debris. Prominent
examples are the tracing of debris following the tsunami
wave near Fukushima in 2011 (Matthews et al. 2017),
and debris trajectories of the lost flight MH370 disap-
pearing over the Indian Ocean in 2014 (Trinanes et al.
2016).
Oil spill preparedness is needed for oil exploitation
and shipping in general, and surface currents are the
most important variable for an oil spill model for
short time scales. As the majority of oil is found as a
slick at the surface, surface current information that
represents the upper few centimetres, in addition to
wind and wave data, is required for modelling (De
Dominicis et al. 2016; Jones et al. 2016). As parts of
an oil spill also become submerged, oil spill models
require the full current profile for the mixed layer
Table 1. Applications and user requirements of surface current information.
Application Depth range Time scale
Seismic survey Streamer depth Hours to days
Fixed offshore platform Full profile Hours to years
Floating offshore platform Full profile with focus on platform draft Hours to years
Oil spill at surface Surface film and upper mixed layer Hours to months
Oil spill, deep blowout Full profile Days to months
Search and Rescue Average over effective object draft Hours to days
Marine debris Depth of debris parts Days to years
Vessel route planning Vessel draft Hours
Ichthyoplankton transport Full profile with focus on mixed layer Days to months
Harmful algae Full profile with focus on mixed layer Days to weeks
Marine plastic Full profile with focus on mixed layer Months to years
Radioactive particles Full profile Days to years
Aquaculture Mixed layer Days to months
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with increased level of detail near the surface. Search
and Rescue and oil spill modelling systems are widely
applied as commercial products (e.g. SARMAP by RPS
group, OSCAR by Sintef Ocean).
Plankton transport and ecosystem models also
require the full vertical profile of surface currents,
with an increased level of detail in the mixed layer
as the majority of primary production occur in the
upper part of the ocean. Examples of plankton model-
ling in operational oceanography include the predic-
tion of harmful algal blooms (Aleynik et al. 2016)
and ichthyoplankton transport needed for the assess-
ment of fish stock recruitment (Vikebø et al. 2011).
In addition to plankton transport, the transport of
plastic in the ocean is a topic of increasing interest
to the oceanography community (Law 2017). As plas-
tics can readily be transported within the water col-
umn Kukulka et al. (2012), the vertical profile of
surface currents can affect the pathways and distri-
bution of plastics in the ocean (Wichmann et al.
2019).
3. Physical mechanisms
In this section, the dominant mechanisms associated
with surface currents will be discussed. The focus will
be on mechanisms associated with the surface ocean
on short time scales – i.e. hours to few days – such as
wind forcing, ocean turbulence, and surface gravity
waves. Other important oceanographic elements
include geostrophically balanced flows, tides, topogra-
phical steering, and mesoscale eddies; but while relevant
to the ocean surface, they are not limited to it and are
thus given only minor attention in this article.
3.1. Wind-induced currents
The winds are a major driving element for near-surface
ocean currents. It is convenient to break wind-driven
flows into those for which the wind stress plays a direct
dynamical role, and those less directly wind-driven,
whether by the recent wind history (near-inertial oscil-
lations), by wind-driven waves (Stokes drift), or by the
wind-forced redistribution of water leading to surface
slopes and geostrophic flow (basin-scale gyres and equa-
torial current systems). The mesoscale and smaller
variability that often dominates oceanic kinetic energy
results from instability of the larger scale flows, which
in turn are driven by wind and thermohaline forcing
(e.g. Vallis 2017). The directly and indirectly wind-dri-
ven contributions are considered separately hereafter
as they have quite different timescales and manifes-
tations in observations.
Steady-state Ekman current
A classical view of the wind-driven current are steady-
state solutions of the ocean surface boundary layer
(OSBL). In Ekman’s seminal solution, there is a balance
between the vertical shear stress and the Coriolis force
in the boundary layer, with wind stress providing the
upper boundary condition (Ekman 1905). In Ekman’s
solution, the (ageostrophic) surface current is 45◦ to
the right of the wind in the northern hemisphere, and
the velocities decay with depth, turning to the right in
an ‘Ekman spiral’ (indicated in the lower portion of
Figure 1). Allowing for more realistic vertical mixing
which varies with depth and stratification, alters the
deflection and the decay, but not the qualitative picture
(Lentz 2001).
The flow is rarely in an actual steady-state as there
exists significant wind variance at sub-inertial periods.
Therefore, Ekman’s solution only prevails in obser-
vations when time- or sample-averaging is applied
(Lenn and Chereskin 2009). Through time-averaging,
Gonella (1972) identified an Ekman layer in obser-
vations from moored current meter, and Niiler and
Paduan (1995) in drifter experiments. Ralph and Nii-
ler (1999) estimated from surface drifters that 40% of
the currents at 15 m depth in a weakly stratified mixed
layer are explained by steady-state Ekman dynamics.
Rio and Hernandez (2003) exploit the low-frequency
relationship between winds and surface currents
using an empirical model for the Ekman layer. The
authors found that the steady-state assumption could
be applied for periods of 20 days and longer. Combin-
ing such Ekman currents with satellite-derived geos-
trophic currents yields surface current estimations
(Rio et al. 2014) that are useful for trajectory model-
ling in hindsight and nowcasting (Dagestad and
Röhrs 2019).
Time-dependent response
Detailed descriptions of surface currents on the scale of
hours to days must account for rapid changes in wind
and wave conditions. V. Ekman included a time-depen-
dent solution for the evolving Ekman spiral in his orig-
inal work (Ekman 1905), and (Røed 1977) examined the
adjustment to the steady-state solution. A general fre-
quency dependent description of the ocean surface
response to wind forcing is given by Elipot and Gille
(2009a), who derive a transfer function in spectral
space for the air–sea momentum flux. Such spectral
transfer functions may be applied to analyse arbitrary
wind forcing allowing for investigations beyond analyti-
cally prescribed wind patterns, e.g. observational wind
records (e.g. Gonella 1972). At low frequencies – for
time scales much longer than the inertial period –
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surface currents approach the steady state Ekman bal-
ance. The maximum response to wind forcing occurs
if the wind changes in strength or direction with the
inertial frequency, generating near-inertial oscillations
(NIOs) (D’Asaro 1985; Crawford and Large 1996).
NIOs are horizontally isotropic currents that turn clock-
wise in the northern hemisphere at a near-inertial fre-
quency, while their amplitude decays over several days.
Any adaptation of surface currents to variations in
wind or OSBL thickness takes the form of NIOs to some
degree (Madsen1977;Christensen et al. 2018). In thepres-
ence of stratification,NIOs have a vertical component and
are better referred to as near-inertial waves. These can also
be forced by buoyancy fluxes in addition to wind forcing.
Shallow and stable stratification, under which the upper
layer can slidewith little turbulent drag over deeper layers,
permit strongerNIOs at the surface and reducedownward
propagation (Shrira and Forget 2015).
NIOs are an energetic feature of the open ocean and
often dominate the surface current signal in drifter
observations (Poulain et al. 1992) and moored current
records after wind events (e.g. D’Asaro et al. 1995).
Their signature is also visible in time series of waves
that are refracted by the inertial currents (Gemmrich
and Garrett 2012). D’Asaro et al. (1995) presented a
case study of the OSBL response to a storm over the
North Pacific, generating homogeneous NIOs of 5 cm/
s magnitude that lasted for 21 days.
Turbulence and vertical regimes in the OSBL
Turbulence is the mechanism that defines the oceanic
surface boundary layer (OSBL), controlling how surface
currents vary with depth (e.g. Madsen 1977; Lewis and
Belcher 2004). In numerical models, turbulence is rep-
resented using an eddy viscosity for the vertical
exchange of momentum. Ekman’s solution for the vari-
ation of currents with depth assumes a constant eddy
viscosity, while more realistic models for the OSBL
require a depth-dependent viscosity.
With respect tomajor dynamic balances, theOSBL can
be divided into three parts: the friction layer, a constant
flux layer, and the Ekman layer. This distinction orig-
inates from atmospheric boundary layer theory (Stull
1988) and is similarly applicable to the OSBL (Craig
and Banner 1994). We use these turbulent regimes to
identify surface currents of each layer in Table 2.
The Ekman layer is the lower and major part of the
OSBL, where the local force balance is predominantly
between vertical mixing of momentum and the Coriolis
force. The eddy viscosity reaches a maximum in the
Ekman layer, such that Ekman’s model applies approxi-
mately, i.e. a change of current direction and magnitude
with depth provides the transition from the wind-
induced surface current to the geostrophically balanced
flow below the OSBL.
The ‘constant flux layer’ lies between the surface and
Ekman layers. Here the vertical flux of horizontal
momentum flux is constant with depth. The eddy vis-
cosity increases linearly with depth, constituting the
so-called law of the wall, meaning that turbulent eddies
become larger away from the surface that confines their
size. This regime implies immediate adjustment to equi-
librium flow and a logarithmic velocity profile for neu-
tral stratification (O’Brien 1970), associated with a
smaller surface deflection angle of about 10◦ (Madsen
1977) and a ‘flatter’ spiral compared to the Ekman’s
solution.
The friction layer is a very thin part at the surface
where viscous forces and disruption of the air–sea inter-
face through wave breaking affect the velocity and diffu-
sivity profiles. This leads to high downwind velocities
with intense vertical shear in the upper centimetres
(Wu 1984; Laxague et al. 2018; Morey et al. 2018).
Under strong winds, breaking waves increase turbu-
lence at the surface (Agrawal et al. 1992), such that an
increase in the near-surface eddy viscosity will cause
the surface deflection angle between wind and the cur-
rent to increase relative to the law of the wall (Craig
and Banner 1994).
Turbulence ultimately determines how the transition
of momentum from the ocean surface to deeper layers
occurs. Low turbulence, i.e. inefficient vertical mixing
of momentum, means that momentum is confined
near the surface – resulting in larger surface velocities
and strong vertical shear. This is accompanied by a
small surface deflection angle to the wind with strong
veering towards deeper layers. With strong turbulence,
momentum from the wind is more evenly distributed
throughout the OSBL, resulting in weaker vertical
gradients.
Sophisticated models for turbulence and current
shear have been developed to describe the constant
Table 2. Terminology for surface currents.
Dynamical regime Depth scale Time scale
Interfacial surface current Friction layer O(mm) Seconds
Direct wind-driven current Constant-flux layer O(1–10 m) Hours
Surface boundary layer current Ekman layer O(10–100 m) Days
Effective drift current Objects extend in water column
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flux layer and the Ekman layer (e.g. Large et al. 1994;
Lewis and Belcher 2004; Umlauf and Burchard 2005).
In situ observations indicate additional shear in the
upper centimetre with strong downwind ocean vel-
ocities (Wu 1984; Laxague et al. 2018). Oil-slicks, mar-
ine debris, and plastics are shown to experience such a
downwind motion which is not due to direct wind
drag but strongly sheared currents in the upper centi-
metres (Jones et al. 2016).
Near-surface stratification
While wind and waves are the primary source of turbu-
lence in the ocean surface boundary layer, stratification
can either dampen or increase turbulence, affecting in
turn the vertical shear (Stull 1988). With stable stratifi-
cation near the surface, the shallow less-dense layer can
slide downwind with low resistance from the layer
below. This phenomenon, coined slippery water
(Houghton and Woods 1969), can be important for
marine applications, e.g. during sailing. In fact, it was
used successfully by sailors during the 1968 Summer
Olympics in Acapulco, Mexico. To quote David
Houghton, who was the meteorological advisor to the
British crews,
For the first two weeks, the surface… behaved just like
the slippery layer which had been postulated…. The
surface water moved almost directly downwind at
speeds of up to about 2 knots, depending on how
long the wind had been blowing from that particular
direction. When the wind dropped to a calm the
water continued in the same direction with little change
in speed and it took a wind from the opposite direction
from 24 to 36 h to stop the water and get it moving the
other way (Houghton 1969).
It has been shown that it is convenient to model the
slippery layer as a slab of thickness h with a uniform vel-
ocity where the acceleration of the slab is given by Pol-
lard and Millard (1970)
∂u
∂t





+ fu = −rv, (2)
where u is the along-wind velocity, v is the cross-wind
velocity, τ is the wind stress (usually parameterised as
t = raCDU210, where ra is the air density CD is the
drag coefficient and U10 is the wind speed referenced
to 10 m) and r is a linearised friction coefficient associ-
ated with the temporal decay scale of the slab layer, typi-
cally of the order of 1/r = 4 days (D’Asaro 1985). What
is clear from Equations (1) and (2) is that the accelera-
tion of the slab is initially in the direction of the wind
and rotates due to the Coriolis force. For small values
of t, i.e. rt ≪ 1 and ft ≪ 1, the time evolution of the
slab, assuming h, τ and ρ are constant, is
u(t)− u(0) = tt
rh
. (3)
Equation (3) states that the surface current increases lin-
early with time and is inversely proportional to the
thickness h. For example, a wind speed of about 5 m/s
and a slab layer thickness of 1 m would give an increase
in the along-wind surface current of about 0.25 m/s after
2 h. However, caution is required when using Equations
(1) and (2) as the model assumes that the buoyancy
jump at the base of the slab is large enough to limit ver-
tical exchange. Otherwise, the slippery layer will quickly
erode either from turbulent mixing or shear instabilities
generated at its lower interface (Kudryavtsev and Solo-
viev 1990; Sutherland et al. 2016). Freshwater fluxes
from rivers, rainfall, or very strong diurnal heating
can cause such stratification.
A common occurrence of slippery layers is the “diur-
nal jet”, which can emerge during relatively low wind
and high solar insolation (Price et al. 1986; Kudryavtsev
and Soloviev 1990; Sutherland et al. 2016). The diurnal
jet is associated with the diurnal variability in SST and is
observed at all latitudes, but most often in tropical and
sub-tropical regions (Gentemann 2003; Stuart-Menteth
2003; Kawai and Wada 2007).
Under favourable wind conditions, the diurnal jet
begins as soon as sufficient stratification is created due
to the shortwave insolation. The diurnal jet is initially
aligned with the wind and increases linearly with time,
as given by (3) and turns subject to the Coriolis force.
The diurnal jet is often on the order of 10 cm/s (Price
et al. 1986; Sutherland et al. 2016), which can be com-
parable to the night-time near-surface current in these
regions.
3.2. Wave-induced surface currents
This section describes how surface gravity waves affect
surface currents, either through wave-current inter-
action or direct contribution to drift velocities. Waves
also affect turbulence below the surface (McWilliams
et al. 2012).
The Stokes drift from surface gravity waves
Surface gravity waves cause particle transport in the
direction of wave propagation, which is referred to as
Stokes drift (Stokes 1847; van den Bremer and Breivik
2018). Stokes drift is not included in current obser-
vations at fixed locations nor in ocean circulation
models that do not resolve the wave motion. By
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definition, the Stokes drift uS is the difference between
the Eulerian current uE and the Lagrangian current uL:
uL = uE + uS (4)
The Stokes drift of surface gravity waves can be calcu-
lated from a numerical wave model (Breivik et al.
2016), by integrating over the entire directional wave
spectrum. The magnitude of the Stokes drift is pro-
portional to the third power of the frequency, which
results in the wind-generated waves having a large con-
tribution to the surface value. However, since Stokes
drift decays exponentially with depth in proportion to
wavelength, the Stokes drift due to swell decays more
slowly with depth than the Stokes drift due to wind-gen-
erated seas.
An approximate Stokes drift profile can be calculated
from the significant wave height, mean period and sur-
face Stokes drift (Breivik et al. 2016). A further approxi-
mation is obtained from wind speed only, ignoring fetch
limitations and contributions from swell and rapidly
changing winds.
All objects and particles in the layer affected by wave
motion – the Stokes layer – are subject to Stokes drift.
Since particle transport in the open ocean is generally
difficult to observe, the Stokes drift was a theoretical
postulate at first. Monismith and Fong (2004) released
dye in the open ocean and noted that the Stokes drift
was the most likely mechanism to account for its
observed trajectory. Röhrs et al. (2012) directly com-
pared the movement of surface drifters with in situ
measurements of the Eulerian current and the wave
spectrum, and concluded that the Stokes drift was an
essential part of the drifter trajectories. In this study,
the Stokes drift of undrogued surface drifters was
twice as large as their direct wind drag. Curcic et al.
(2016) present drifter observations during the passage
of a hurricane with substantial wave forcing and attri-
bute major parts of the trajectories to Stokes drift.
Tang et al. (2007) implemented both Stokes drift and
associated wave-current interactions into an ocean
model and a particle tracking model for surface drifters,
which showed that the Stokes drift increased the drifter
speeds by about 30% compared to neglecting its effect.
This helped to decrease model errors for drifter trajec-
tories significantly. Ardhuin et al. (2009) find that the
Stokes drift contributes to the total surface current in
the upper metre with 0.6–1.3% of the wind speed.
Momentum transfer between waves and currents
In addition to particle transport by Stokes drift, wave
momentum and energy also affect the Eulerian ocean
currents. Through wave growth, propagation and
decay, the wave fields redistribute momentum and
energy fluxes from the atmosphere (Longuet-Higgins
1953; Phillips 1977). In return, surface currents modify
the wave field through wave refraction (Komen et al.
1994; Gemmrich and Garrett 2012).
During wave growth, the momentum flux from the
atmosphere that goes into the wave field is not available
to accelerate the surface current. During the onset of a
storm, when waves are still growing, the momentum
flux from winds into currents is thereby reduced by
up to 10–30% (Perrie et al. 2003; Tang et al. 2007;
Röhrs et al. 2012). Waves may then propagate over
large distances and time before they release this
momentum to the surface current through wave
breaking (e.g. Perrie et al. 2003; Weber et al. 2006; Saetra
et al. 2007).
A number of wave–current interactions occur on
small scales, creating surface current patterns on scales
at O(1–100 m). Vertical shear of wind-induced currents
and Stokes drift generate Langmuir circulation cells
through tilting of vertical vorticity (Langmuir 1938).
This results in convergence zones with strong downwind
particle transport at the surface, which is important for
e.g. oil spill transport (Simecek-Beatty and Lehr 2017).
In shallow waters nearshore, waves can induce rip cur-
rents, which are return flows due to convergence of the
wave induced mass transport induced by interactions
with the bottom (Bowen 1969; Uchiyama et al. 2010).
The Coriolis-Stokes force
An analytical solution for the time-dependent response
of the OSBL to forcing by both wind and waves is pro-
vided by Lewis and Belcher (2004), where Stokes drift
becomes part in the momentum balance. Surface cur-
rents are oriented further to the right of the wind
(northern hemisphere) than in the classic Ekman sol-
ution because the additional wave momentum effec-
tively changes the surface boundary condition. An
explanation is that the Coriolis force must be taken
into account as a body force for the Lagrangian current;
hence the Stokes drift itself is subject to the Coriolis
force which accelerates an Eulerian current. This is
commonly referred to as the Coriolis-Stokes force.
An effect of the Coriolis-Stokes force is to accelerate a
current perpendicular to the Stokes drift. In a steady
state, an Eulerian return flow that exactly opposes the
Stokes drift is developed (Xu and Bowen 1994). This
type of wave–current interaction can alter the direction
of surface currents on time scales of several hours to a
few days, dependent on the inertial period (e.g. Lewis
and Belcher 2004). Observational evidence for theCorio-
lis-Stokes force is given by Christensen et al. (2018), who
show that Stokes drift induces a surface current response
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similar to wind forcing, i.e. with deflection angle 90◦ to
the right when forcing is exerted at the inertial frequency.
An example of the effect of the Coriolis-Stokes force on
surface currents is shown in Figure 4, depicting a situ-
ation where wave-current coupling in an ocean model
enhances near inertial oscillations at the surface in
accordance with observations from current meter.
3.3. Low-frequency currents
The large-scale ocean circulation, with spatial scales of
O(10–1000km), is approximately in geostrophic balance
(Pedlosky 1987). The time-mean circulation is driven
both by winds and by thermohaline forcing, the latter
due to surface heating/cooling, evaporation, precipi-
tation and freshwater fluxes. The circulation has com-
plex spatial structure, being strongly influenced by the
continental barriers and bathymetry. These engender
intense currents near the western boundaries (e.g. the
Gulf Stream, Kuroshio and Agulhas currents) and also
along eastern boundaries (e.g. the Norwegian, Califor-
nia and Leeuwin Currents) (e.g. Talley et al. 2011).
The boundary currents are without exception
unstable, generating energetic mesoscale eddies with
spatial scales comparable to the ‘deformation radius’
(typically 10–100 km) and temporal scales of days and
longer. Variations in forcing (primarily the winds) also
excite large-scale planetary waves, with spatial scales of
100–1000s of km and time scales of weeks to years. The
waves propagate westward across ocean basins at speeds
which vary with the square of the deformation radius,
and can be seen in satellite observations of sea surface
height (Chelton and Schlax 1996) and colour (Cipollini
et al. 2001). Mesoscale eddies and planetary waves are
usually surface-intensified and thus impact surface
motion on sub-inertial time scales. The surface-intensifi-
cation is a result of bathymetry limiting near-bottom
flows (de La Lama et al. 2016; LaCasce 2017).
Figure 4. Hovmöller diagram of current data from ADCP measurements and from the ocean circulation model ROMS. The upper
panels show data from a 1 MHz upward looking ADCP at 10 m depth (Röhrs et al. 2012) and a 500 kHz upward looking ADCP at
80 m depth (Fer and Paskyabi 2013) located in the semi-enclosed bay of Vestfjorden, Northern Norway. The lower panels show
data from an ocean model that receives surface forcing from an atmospheric model only. The middle panel shows data from an
ocean model that receives surface forcing from both an atmospheric model and a wave model, as outlined in Section 3.2. Both
wave-induced surface stresses and the Coriolis-Stokes force are accounted for in this model. The contours of the middle panels
are overlaid onto the ADCP data in the upper panels for comparison. The simulations show that the near-inertial wave that starts
on 2011-04-10 12:00 is enhanced by the wave forcing. While the wave-induced stresses decrease the intensity of this wave (data
not shown), the Coriolis-Stokes force greatly increases its intensity, providing a better fit to the ADCP observations at the surface
and in deeper parts. The ocean model setup is described in (Röhrs et al. 2014).
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The mesoscale flows and the general circulation
dominate transport at the surface on time scales longer
than a day. Mesoscale particle dispersion is often inter-
preted in terms of turbulence theory (LaCasce 2008).
The study of relative dispersion, involving the separ-
ation of pairs of particles, is particularly illuminating,
as pair dispersion reflects the energetics on scales com-
parable to the pair separation. Richardson (1926)
famously showed that the pair diffusivity (the time
rate of change of the mean square pair separation) in
the atmospheric boundary layer varies with separation
to the 4/3 power. ‘Richardson’s Law’ was subsequently
found for particles and dye on the surface of lakes
(Richardson and Stommel 1948) and the ocean
(Okubo 1971). However, mesoscale eddy stirring can
also produce very different dispersion, when the energy
spectrum is dominated by the largest eddies. Under
such non-local dispersion, pair separations increase
exponentially in time. Such growth has been observed
with separations below the deformation radius among
surface drifters in the Gulf of Mexico, the Nordic Seas
and in many other regions globally LaCasce and Ohl-
mann (2003); Koszalka et al. (2009); Corrado et al.
(2017). Exponential dispersion is a characteristic of
chaotic flows (Aref et al. 1990), implying a sensitive
dependence on initial conditions. This directly impacts
activities like search and rescue operations, because
any error in the initial position will also grow exponen-
tially in time.
Despite mesoscale eddies and planetary waves having
weak bottom flows, they are nevertheless steered by
bathymetry. This is evident from particle trajectories
throughout the water column (Lacasce 2000). A striking
example was seen in an experiment with acoustically-
tracked floats in the western North Atlantic (Zhang
et al. 2001); despite being within roughly 100 m of the
surface, the floats did not spread east of the mid-Atlantic
ridge, which lies over 1000 m below them.
Smaller scale eddies are also observed, with time
scales nearer the inertial period and spatial scales of
100 m to 1 km. Such submesoscale eddies occur from
instabilities in the mixed layer and near fronts (Thomas
et al. 2008; McWilliams 2016). Due to their size and
energetic nature, the eddies are significantly ageos-
trophic, with Rossby numbers exceeding one. The struc-
tures can affect surface dispersion, yielding local
dispersion in addition to the non-local dispersion
associated with mesoscale eddies (Corrado et al. 2017).
Lateral convergences can also be large at such scales,
as evidenced by drifters clustering near fronts (D’Asaro
et al. 2018). Wind-forcing can also excite energetic iner-
tial oscillations, causing drifters to cycle anticycloni-
cally. However, despite enhancing particle energies,
such isotropic motions have relatively little impact on
dispersion (Beron-Vera and LaCasce 2016).
Such low frequency motions can significantly affect
surface motion. Monitoring current variations on time
scales of days to months is possible to some extent, if
the observation systems are sufficient (Phillipson and
Toumi 2017). But due to their chaotic nature, mesoscale
and submesoscale eddies are generally difficult to pre-
dict (Nonaka et al. 2016).
4. Observations of surface currents
4.1. Eulerian current meter
Current meter are the primary tool for current obser-
vations for both industry site monitoring and long-
term deployments for basic oceanographic research.
Recording current anemometers were used in the
1900s to 1920s by Ekman and Helland-Hansen to pro-
vide point measurements of horizontal currents at
depth, and later developments in the 1960s allowed
for extended measurement periods using mechanical
recording current meter (Ellingsen 2013). Today,
Acoustic Doppler Current Profilers (ADCPs) allow cur-
rents to be profiled at high temporal resolution. ADCPs
are typically mounted at fixed depths on a mooring or a
structure, and measure currents over a range of 10–
1000 m depending on their acoustic operating fre-
quency (in the range of 40–1000 kHz). Higher frequen-
cies allow better spatial resolution and accuracy, but
shorter range.
Near-surface measurements using ADCPs remain a
challenge. Errors are induced by wave orbital velocities,
movement of the instrument, and back-scatter from the
sea surface (e.g. Saunders 1976). Bruserud and Haver
(2017) quantify uncertainties for current meter
deployed on a surface following wave buoy, which
increase with wave height. A range of physical expla-
nations are suggested, including aliasing and bubbles.
Upward-looking ADCPs on a mooring line can be
used to provide current measurements within centi-
metres of the surface under favourable conditions. An
example of surface current data from two upward-look-
ing ADCPs is shown in Figure 4, along with model data.
In these experiments, a large floating buoy with an
ADCP was mounted 10 m below the surface to keep
the mooring line vertically taught in the presence of
waves. Sentchev et al. (2017) obtain near-surface
measurements from a floating platform, yielding cur-
rents up to 0.5 m below the surface. Laxague et al.
(2018) also realised current measurements up to 0.2 m
below the surface using an ADCP, and within 0.01 m
using a polarimetric camera mounted below the surface.
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Horizontal-looking ADCPs have been deployed from
offshore platforms to provide near-surface currents, and
downward-looking ADCPs are an established practice
aboard surface vessels (Cooper et al. 2016). Vessel-
based ADCP surveys cannot, however, resolve the
upper few metres of the ocean and struggle to dis-
tinguish spatial structure from temporal evolution
occurring during the survey. Such issues must be care-
fully evaluated in a given context, although they can
be corrected to some extent in situations where evol-
ution is a simple advection (e.g. when it is tidal, Dale
et al. 2003).
4.2. Surface drifters
Surface drifters sample currents in a Lagrangian sense
by largely following water parcels. Depending on their
design, drifters are exposed to various degrees of
wind- and wave forcing in addition to the Eulerian cur-
rent for a specific depth range. Lumpkin et al. (2017)
review the use and historical development of surface
drifters to study dispersion and the upper ocean’s
wind response. Lagrangian measurements play a central
role in the description of circulation statistics (e.g. Davis
1991; LaCasce 2008; Mariano et al. 2016).
Various instruments have been referred to as surface
drifters in the recent literature, but they reflect the flow
in different depth ranges. Drifters from the Surface Vel-
ocity Program (SVP), which employ a large holey-sock
drogue at 15 m (Figure 1), are a standard for large-
scale studies (Centurioni 2018). SVP drifters are not
always useful for operational oceanography, however,
because most floating objects are in the upper few
metres. SVP data has nonetheless been useful for map-
ping currents, measuring dispersion and developing
empirical models for the wind-driven Ekman layer
(Rio et al. 2014; Elipot et al. 2016).
Shallower currents are commonly sampled using
CODE-type drifters (Figure 1). The CODE drifter
(Davis 1985) was designed to follow currents in the
upper metre, with minimal contributions from wind
and waves. It was recently re-designed to ensure mini-
mal wind drag in controlled laboratory conditions and
to meet requirements for large deployments, i.e. low-
cost, environmentally sensitive and requiring minimum
storage space on ships (Novelli et al. 2017).
Undrogued drifters, which are only partly sub-
merged, have been used to investigate wind and wave
effects on drifting objects. Poulain et al. (2009) have
compared the drift of CODE drifters, drogued SVP drif-
ters, and undrogued SVP drifters in the Mediterranean
Sea to quantify wind-driven Ekman veering in the
mixed layer. Spherical undrogued drifters (e.g. the
‘iSphere’ drifters) are specifically designed to mimic
the drift of particular objects at the sea surface. Even
more confined to the air–sea interface, thin bamboo
plates can be used to measure currents in the upper
few centimetres (Laxague et al. 2018) (Figure 1).
Since the advent of GPS positioning, drifter positions
can be transmitted hourly or more frequently with a
spatial accuracy of metres. This technological develop-
ment provides a tool for real-time monitoring of surface
currents and allows the study of high-frequency wind-
driven surface currents and small scale eddies (e.g.
Röhrs and Christensen 2015; Curcic et al. 2016; Mariano
et al. 2016). If a drifter logs internally and is recovered,
limitations on transmission bandwidth are avoided and
temporal scales of seconds can be resolved. The key
limitation is then the ability to appropriately seed a tar-
get region and the inherent bias towards undersampling
of divergent/upwelling areas, accumulation of drifters in
convergent/downwelling features such as fronts, or
retention in eddies.
A major application of surface drifters has been to
determine Lagrangian velocity and dispersion statistics,
mostly using SVP drifters at 15 m depth (LaCasce and
Bower 2000; Koszalka et al. 2009). With a sufficiently
dense deployment, one is able to map Lagrangian
characteristics over a given region. Some have ques-
tioned whether this is useful, since dispersion can vary
so strongly in time (Mariano et al. 2016). Others suggest
that persistent features can be found using climatologi-
cal fields (Gough et al. 2019).
In operational oceanography, it is likely that using
particle tracking models with real time velocities is pre-
ferred. Surface drifters provide the inherent advantage
of directly measuring the surface velocities important
for search and rescue (SAR) missions, the drift of
large floating objects and oil-spill recovery. Surface drif-
ters are therefore used during SAR missions to obtain
now-casts of currents, provided a last-known position
is available (Breivik et al. 2013). Attaching trackers to
objects of particular interest has been used to estimate
the leeway coefficient to improve trajectory prediction
(Breivik et al. 2011).
4.3. Direct remote sensing
This section aims to provide a concise overview of direct
remote sensing of surface currents, i.e. techniques that do
not rely on models to translate from another observed
quantity to surface currents. There are numerous, gener-
ally long established, indirect methods of inferring infor-
mation about surface currents from satellite data,
including geostrophic flow from surface height or feature
tracking. As these rely to a large extent upon theoretical
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oceanographic assumptions or models rather than direct
measurement, they are described in Section 5.
HF radars
Surface current retrieval from land-based high fre-
quency (HF) radars was developed in the 1970s and
now plays a major role in operational oceanography
(e.g. Rubio et al. 2017). Advantages are that (a) HF
radars estimate spatial maps of time-variable currents
in real-time, and (b) they provide estimates of the
uppermost layer (Huang et al. 2017). HF radars emit
radio waves at frequencies from 3 to 50MHz, which
are reflected through Bragg backscattering from surface
gravity waves. The return signal experiences a Doppler
shift by the apparent phase velocity of the scattering
waves, which deviates from the phase velocity of the sur-
face wave due to underlying surface current (Stewart
and Joy 1974; Barrick and Weber 1977).
The choice of frequency for a HF radar systems
requires to balance maximum range versus resolution.
Frequencies of 30MHz yield a range of 80 km at and
a range resolution of about 1 km (Gurgel et al. 1999).
HF radar applications are therefore restricted to coastal
seas, and particular focus on near-shore and harbour
currents require to chose VHF radars. Frequencies of
50MHz achieve a range resolution up to 250 m but
are restricted to 8km total range (e.g. Shay et al. 2002).
Because HF radar determines the current that a sur-
face gravity wave experiences, the measurement rep-
resents an exponentially weighted average over the
upper layer (Stewart and Joy 1974). The e-folding
depth is related to the wavelength of the Bragg-scatter-
ing wave. For example, HF radars operating at 13.5
MHz use the Bragg scattering of 11.1 m long waves, giv-
ing an e-folding depth 0.88 m. This presents a method to
estimate near-surface current shear when multiple fre-
quencies are available, or by using secondary peaks in
the backscatter signal (Shrira et al. 2001). Recent
ADCP observations confirm the theoretical depth
ranges of HF radar currents (Teague et al. 2001;
Sentchev et al. 2017). Because of the measured depth
range, suitable verification of HF radars is achieved
using CODE-type drifters (Ohlmann et al. 2007; Rypina
et al. 2014). However, HF radars provide Eulerian
measurements and drifters measure the Lagrangian cur-
rent. Therefore, differences due to Stokes drift must be
considered during their comparison (Röhrs et al. 2015).
HF radars perform spatial and temporal averaging of
surface currents. Depending on the operation fre-
quency, typical grid cells are of the order of 1 km.
Time averaging is usually over hourly intervals. This
filtering in vertical, horizontal, and temporal domains
presents a challenge when comparing HF radar currents
with in situ data and explains most of the discrepancy
between such data sets (Rypina et al. 2014).
A single HF radar antenna can only measure the
component of the velocity in line with the antenna
(Figure 5). Coastal observation systems therefore often
consist of several HF radars, such that independent cur-
rent components of neighbouring stations can be used
to project both horizontal current components. Diag-
nostic models can be applied to fill regions of the
radar domain that are covered by only one radar,
assuming flow constraints such as convergence-free
flow and tidal modes (Barrick et al. 2012). However,
the quality of the estimated current components weak-
ens as the intersecting beams of two radars become
less perpendicular, a problem that is more pronounced
along the coastline. Another approach to fill data gaps is
to assimilate the radial currents into an ocean circula-
tion model (e.g. Gopalakrishnan and Blumberg 2012),
as performed by the model plotted in Figure 6.
Due to the complexity of the measurement principle,
HF radar-based current data require careful interpret-
ation. Nevertheless, HF radars have become one of the
most important sources of surface current data in oper-
ational oceanography, because of their ability to cover
extended areas. Below we give a few examples of the
direct use of HF radar currents in operational ocean-
ography. Warren et al. (2016) and Carvajal et al.
(2016) describe the use of HF radar for validation of var-
ious satellite-derived surface current estimates. Heron
et al. (2016) present the use of HF radars in coastal
hazard management, including navigational safety,
monitoring of suspended sediments during dredging
and emergency response, as well as for Tsunami warn-
ing systems. Bellomo et al. (2015) discuss the use of
HF radar networks for search and rescue and oil spill
response.
Doppler centroid analysis from SAR
It has recently become possible to make direct measure-
ments of ocean surface currents using Synthetic Aper-
ture Radar (SAR). Techniques using conventional
single antenna SAR data were pioneered by Chapron
et al. (2005) and refined by Johannessen et al. (2008).
An application to the Agulhas current was described
by Rouault et al. (2010). The resulting Doppler Centroid
Analysis (DCA) method was recently examined in detail
for Envisat ASAR data by Hansen et al. (2011). The
authors assess a number of limiting factors, anticipating
improvements with the launch of new satellites.
The DCA exploits a Doppler shift due to the relative
motion of the ocean surface along the line of sight of the
side-looking SAR sensor. This includes the directional
surface current component, but also a component
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which is normally much larger due to the orbital motion
of larger waves. This moves the shorter surface scatter-
ing facets and Bragg waves at orbital speed, with a net
contribution along the wind/wave direction due to the
effects of tilt and hydrodynamic modulations (Johan-
nessen et al. 2008). It can be modelled, e.g. by an empiri-
cal correlation with wind (Mouche et al. 2012) and
removed to extract the surface current from the total
Doppler velocity. The uncertainty from a single SAR
image is relatively large, due to a combination of the
SAR sensor accuracy wave orbital velocity correction.
The accuracy can be improved by averaging the Doppler
Centroid over a larger area. A common compromise is
to provide the Doppler current at a resolution of
about 5–10 km, yielding an absolute uncertainty of
about 5–10 cm/s (Hansen et al. 2011). By averaging
the directional current over several SAR images with
similar orientations, temporal averages may be obtained
with higher accuracy, and 2D current vector fields may
also be reconstructed as in the example shown in
Figure 7. As for HF radar, the effective measuring
depth for the SAR Doppler is expected to be slightly
below the ocean surface due to correlation between scat-
tered velocity and wave phase. However, the exact depth
is not known.
With typical satellite swath widths of 400 km, Dop-
pler SAR images provide a larger overview than coastal
HF-radars, and are also instantaneous snapshots of the
ocean surface rather than temporal averages. The two
main limitations are however the coarse and irregular
Figure 5. HF radar data from the Fruholmen station in Northern Norway. Colour-coded dots show surface current radials measured by
a single antenna during 2019-03-24 03:00 (left) and 22:00 (right). The velocity component away from the radar is shown here. The site
of the HF radar is indicated by a yellow star.
Figure 6. Surface current field at the coast off Northern Norway, as predicted from an operational ocean model (Röhrs et al. 2018b) for
2019-03-24 03:00 (left) and 22:00 (right). The ocean model with 2.4 km horizontal resolution assimilates HF radar current radials from
the Fruholmen radar (center star). The same time steps as in Figure 5 are shown, indicating that major current features observed by
the HF radar are represented in the model, and extended as full current vectors with coverage beyond the range of the radar station.
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temporal resolution (satellite revisit time), and the fact
that only the line-of-sight component of the current is
detected. For this reason, the largest potential of the
DCA method may lie in assimilation of this line-of-
sight-component into operational models, or for scien-
tific process studies. Whereas the spatial resolution of 5–
10 km is finer than for satellite altimetry, it is still
coarser than for HF-radar, and will be a limiting factor
in detecting orographically steered current variations
within fjords and bays and close to complex coastlines.
Along Track Interferometry
Along Track Interferometry (ATI) represents the main
alternative to DCA for direct measurement of ocean
Figure 7. Total surface current retrieved by combining SAR Doppler velocity with geostrophic current from altimetry and gravimetry.
Multiple SAR scenes within a time period of one month have been merged to create this current field. Reproduced from (Dagestad
et al. 2013).
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surface currents using SAR. A fundamental difference
is the requirement of a second SAR antenna, allowing
potentially superior accuracy and spatial resolution.
Pioneering measurements were undertaken from air-
craft by Goldstein and Zebker (1987), with the first
application from orbit via the space shuttle described
by Romeiser et al. (2005). The first satellite with ATI
capability was TerraSAR-X launched in 2007, as
described by Romeiser et al. (2010). Romeiser et al.
(2014) compare DCA and ATI results, the latter orig-
inating from TerraSAR-X in isolation and in conjunc-
tion with its companion satellite TanDEM-X. The
DCA and isolated TerraSAR-X ATI results were com-
parable, with the latter having some advantages. These
achieved an accuracy of 0.1 m/s at about 1 km hori-
zontal resolution. The best results were obtained
from the combined TanDEM-X data, due to a short
period of near optimal along track antenna separation
(about 30 m for X band radar). An accuracy of 0.1 m/
s was achieved with a resolution of about 33 m. ATI
is also known as Along-Track Interferometric Syn-
thetic Aperture Radar. A review of the technique
was provided by Romeiser (2013). It must be noted
that all of the SAR-based ocean surface current
measurement techniques described above only pro-
vide the component of velocity along the line of
sight. Two components of horizontal velocity can be
derived from dual beam ATI systems, such as the air-
craft mounted experimental system pioneered by
Toporkov et al. (2005). Future mission concepts to
provide this capability from satellites are being
explored, e.g. the Wavemill concept described by Cot-
ton et al. (2016).
Finally, regarding both DCA and ATI, it is also
important to realise that the measured signal needs to
be corrected for waves, which can be difficult to achieve
reliably in some circumstances. Whereas ATI provides
better spatial and numerical resolution than DCA, it is
still limited by coarse and irregular revisit-time of the
order of 1 day. Overall, the techniques represent an
impressive development with great potential, but are
not considered fully operational at this time. As for
the DCA method, the largest potential may lie in assim-
ilation of the line-of-sight current component into oper-
ational ocean models.
A notable recent innovation in airborne remote sen-
sing of surface currents is the ROCIS system described
by Cooper et al. (2016). This system, deployed from
small aircraft, proved effective for monitoring the loop
current and associated eddies in the Gulf of Mexico.
ROCIS estimates surface currents from sequences of
visual images of surface waves from a pair of rapidly
sampling digital cameras. The system requires clear
lines of sight to the ocean surface, i.e. cannot operate
in cloudy conditions.
4.4. Satellite derivatives
Remote-sensing techniques that derive surface currents
from observed fields by invoking a dynamical frame-
work can be considered indirect, as opposed to the
direct remote sensing techniques outlined in the pre-
vious section. This distinction follows the description
of Isern-Fontanet et al. (2017). The dynamical frame-
works rely upon analytical theory, sometimes supported
by assumptions or measurements of other variables.
They only provide estimates for specific components
of the total current, while the direct methods reveal all
components of the surface current. These methods are
less applicable to coastal seas where satellite sensors
suffer from interference with land, and higher resol-
ution is often required.
Radar altimetry
The estimation of geostrophic currents via Sea Surface
Height (SSH) from satellite altimeter has a long stand-
ing (e.g. Bernstein et al. 1982). To first degree, the
SSH is equivalent to the earth’s geoid and is highly
correlated with seafloor variability. By combining all
data collected over several years, models of the static
geoid gradually improved (Marsh and Martin 1982).
This allowed more accurate determination of the
residual: the dynamic variation of the topography
which is due to ocean circulation. Thus, under the
assumption of geostrophically balanced large-scale
currents, the current is inferred from the gradient of
sea surface elevation. Le Traon et al. (2015) provides
a summary of recent progress and future challenges.
Jeans and Lefevre (2008) describe the successful indus-
try application of altimeter-derived currents to quan-
tify variability in Agulhas current impact at
particular sites of interest. However they stressed
how in situ measurement was critical for reliable
quantification of current velocities, even in regions
where geostrophic currents are very strong and domi-
nant. In another industry application, Harrington-
Missin et al. (2009) explained how altimeter-derived
currents can provide valuable quantification of seaso-
nal and interannual trends, complementing
deficiencies in relatively short duration in situ
measurements.
Inversion of the heat equation
Several methods have been devised that exploit dynami-
cal frameworks to infer surface currents from satellite
imagery (Isern-Fontanet et al. 2017). When image
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sequences of sea surface temperature (SST) are avail-
able, conservation laws can be applied to obtain ocean
currents. For instance, Chen et al. (2008) invert the
heat conservation equation, which includes advection
by currents, to quantify specific non-geostrophic com-
ponents of the flow. This requires atmospheric heat
fluxes from weather forecast models to account for
local changes.
Surface quasi-geostrophic theory
Lapeyre and Klein (2006) and LaCasce and Mahade-
van (2006) formulated a method to estimate sub-sur-
face velocities of the mixed layer from single SST
images based on surface quasi-geostrophic (SQG) the-
ory. Herein, SST fields and assumptions about subsur-
face potential vorticity and stratification based on
climatology are used to generate three dimensional
flow fields. SQG extends classic quasi-geostrophic the-
ory by prescribing the vertical structure, hence redu-
cing degrees of freedoms. Compared with in situ
measurements, the method provided plausible velocity
estimate down to 50–100 m depth, that is primarily in
the mixed layer (LaCasce and Mahadevan 2006). Lucas
et al. (2012) found that the SQG method is well appli-
cable for surface current nowcasting in operational
oceanography. Wang et al. (2013) extended the
method to include both SST and SSH data. This
involved capturing two baroclinic modes and yielded
realistic velocity predictions to roughly 1000 m
depth. The method was simplified by LaCasce and
Wang (2015), by using single hybrid baroclinic
mode, referred to as a ‘surface mode’ (de La Lama
et al. 2016; LaCasce 2017). Tandeo et al. (2016)
describe an alternate method of combining SSH and
SST data to estimate surface currents, exploiting co-
variances between SSH and SST fields instead of a
dynamical framework.
Maximum cross-correlation
Surface current estimation from SST, surface roughness
or ocean colour are also possible through feature track-
ing in image sequences. The Maximum Cross-Corre-
lation (MCC) method follow signatures of any
observed quantity at the surface to obtain currents or
surface drift, foremost applied to sea ice drift (e.g.
Lavergne 2009). Warren et al. (2016) provide a recent
example of surface currents estimated using MCC
from ocean colour, evaluated using HF radar. Carvajal
et al. (2016) describe a similar comparison of MCC-
derived estimates with HF radar, two assimilated
satellite products and four weather prediction models,
noting some large differences.
Systematic sensor synergy
Retrieval methods for multiple sensors are combined to
achieve better representations of various scales and pro-
cesses. For example, Pascual et al. (2006) combine mul-
tiple altimeter missions to provide a gridded current
product. The recent ESA GlobCurrent project (http://
globcurrent.ifremer.fr/) aims to quantify distinct com-
ponents of surface current using state-of-the-art satellite
derivatives. These include the geostrophic currents,
wind-driven Ekman, wave-driven stokes drift, tidal cur-
rents and internal wave-related surface currents (Johan-
nessen et al. 2016). Rio et al. (2014) describe related work
combining geostrophic and Ekman currents. GlobCur-
ent has some features in common with the NASA
Ocean Surface Current Analyses-Real time (OSCAR)
database (http://www.esr.org/oscar_index.html).
5. Ocean circulation and drift modelling
Numerical modelling techniques ultimately allow trans-
lation of physical understanding of ocean currents into
data sets of ocean circulation. We will here describe the
three main pillars that constitute numerical modelling
in operational oceanography: general circulation
models, data assimilation techniques and trajectory
models.
5.1. Ocean general circulation models
Ocean general circulation models (OGCMs) provide
continuous fields of ocean currents, temperature and
salinity through discretisation of physical laws. These
are conservation of momentum, conservation of mass,
and the laws of thermodynamics (Griffies 2004; Roed
2018). Discretisation occurs horizontally on a scale of
metres to kilometres, and vertically on a scale of centi-
metres to metres. Figure 6 shows an example of surface
currents from an OGCM with 2.4 km horizontal resol-
ution. This resolution permits the existence of baroclinc
eddies, though their generation processes are not fully
resolved.
Surface currents are simulated in OGCMs, but their
level of detail is hampered by a few issues. The vertical
resolution near the surface is often insufficient to cap-
ture all details of surface currents, particularly for the
interfacial surface current of the upper centimetres.
Even the direct wind-driven surface currents are not
entirely resolved if atmosphere-ocean coupling occurs
on too long time steps; generally hourly time coupling
is required to resolve wind-driven currents in the
upper metres (Elipot and Gille 2009b).
Horizontal resolution in models limits the degree to
which baroclinic eddies are represented. Eddy-
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permitting resolution (1–10 km) allows the existence
of eddies but lacks detail of the physical mechanism
that creates such instabilities. Eddy-resolving models
should realistically capture baroclinic instabilities
(Chassignet and Xu 2017; Sandery and Sakov 2017).
A fair description of vertical stratification is important
for how the upper ocean responds to wind forcing as
well as for baroclinic instabilities and eddy generation
(Pedlosky 1987).
Recent advancements in model coupling have
improved the degree to which atmosphere-wave and
wave-ocean interactions are represented in forecast
models to describe momentum and energy balances at
the surface (Section 3.2). Use of wave prediction models
allow to calculate the parameters (eg. wave height,
Stokes drift, wave energy dissipation) needed for
model coupling (Komen et al. 1994). Jenkins (1989)
were among the first documenting wave-ocean model
coupling to account for wave-induced energy and
momentum fluxes. Later frameworks also included Cor-
iolis-Stokes forcing and Langmuir turbulence (Mellor
2005; Polton et al. 2005; Saetra et al. 2007; Ardhuin
et al. 2008), however all of these methods use different
formalism to derive wave-current interaction and may
also produce differing results (Bennis et al. 2011).
Wave and ocean models can be coupled online (e.g.
Warner et al. 2008), or in an iterative fashion (e.g. Jans-
sen 2012; Breivik et al. 2015). Both coupling strategies
have been applied in operational services (e.g. Staneva
et al. 2017; Lewis et al. 2019).
Improvements in atmosphere-wave-ocean coupling
directly improves modelling of surface currents, par-
ticularly on short time scales as needed for drift mod-
elling (e.g. Carniel et al. 2009; Curcic et al. 2016).
Wave effects become particularly pronounced in the
near-shore as gradients in radiation stresses from
waves become larger near the coast (e.g. Uchiyama
et al. 2010).
Using data from OGCMs, one also has to be aware
that particular physical processes may be excluded in
the model. In addition to insufficient coupling and
outer model domain – wave models, hydrology for
river run-off, and lateral model boundaries – bathymetry
may be smoothed to ensure stability of the model system
and some ocean models do not include tides because
uncertainties in coastal bathymetry would lead to large
errors in predicted tides (Egbert et al. 2004).
5.2. Data assimilation
Data assimilation (DA) is widely used in operational
ocean modelling to adjust the initial model state to
available observations (e.g. Sakov et al. 2012; Blockley
et al. 2014; Oke et al. 2015a; Tonani et al. 2015). Simi-
larly, DA is used to reconstruct the ocean circulation
of the past, i.e. reanalyses (e.g. Zuo et al. 2017; Carton
et al. 2018). For a description of DA methods and appli-
cations in geosciences, we refer to Carrassi et al. (2018).
Assimilation of satellite altimetry is a long standing
practise to constrain geostrophic large scale circulation
patterns (Stammer and Griffies 2017). A newer
approach is to directly assimilate observed currents,
which has been shown to improve mesoscale circulation
estimates (Oke et al. 2015b; Sperrevik et al. 2015).
Improved vertical and horizontal water mass distri-
bution through assimilation of SST and in situ obser-
vations of salinity and temperature also improve
currents (e.g. Blockley et al. 2012; Oke et al. 2013; Sper-
revik et al. 2017).
HF radars are the most common source for DA of
remotely sensed surface currents (Isern-Fontanet et al.
2017). The ocean model depicted in Figure 6 assimilates
the HF radar current radials shown in Figure 5, along
with other observations. HF radar observations are lim-
ited to coastal areas, but their impact can be locally
important even in global models and crucial in situ-
ations where forecasts are used for trajectory modelling
for search-and-rescue (Breivik and Saetra 2001; Oke
et al. 2015b). Sperrevik et al. (2015) provide an example
of improved drift predictions from a regional model
assimilating HF radar currents. Combined current vec-
tors from multiple HF radars are commonly used for
assimilation, but Barth et al. (2008) also provide an
example of direct assimilation of radial velocities. This
approach is appealing from a DA perspective, because
observation errors for zonal and meridional current
components in the derived total vectors are correlated
and use of radial currents expands the range of HF
radar observations.
In situ measurements of surface currents have been
used for DA in a few studies. During the GLAD exper-
iment in the Gulf of Mexico, ∼300 CODE-type surface
drifters were deployed and Carrier et al. (2014) assimi-
lated their velocities in the NCOM-4DVAR system and
found substantial improvement in both analysis and
forecast skill. Powell et al. (2008) assimilates ADCP
observations from a moving vessel along with SST and
SLA, and reports better fit to both the ADCP as well
as to sea surface height, compared to an experiment in
which the ADCP observations were not assimilated.
Janeković et al. (2013) assimilates ADCP observations
from four moorings deployed in shallow water on the
coast of Oahu, and find significant error reduction in
the along shore velocities. These examples illustrate
the potential benefit from including current obser-
vations in DA systems.
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Besides direct assimilation of drifter velocities, their
information is also used to describe error co-variances
as needed in data assimilation schemes (Jacobs et al.
2014a). This improves predictability for surface currents
because variational data assimilation schemes require
knowledge of model and observational uncertainties.
Quantification of model errors presents a bottle neck
in data assimilation routines (Moore et al. 2011) and
forecasting (Vialard et al. 2005).
5.3. Trajectory models
The transport of objects in surface currents is relevant
in many ecological and anthropogenic applications,
and there is a growing number of models for different
types of buoyant objects. van Sebille et al. (2018)
reviews a range of aspects in Lagrangian particle mod-
elling, and Zhang (2017) provides a review specific to
marine plastic. A universal framework for trajectory
modelling has been developed by Dagestad et al.
(2018), which has been applied to oil spills, leeway
modelling, plankton and marine plastic. Below, we dis-
cuss challenges associated with specific applications
with operational significance. Common to all appli-
cations of near-surface trajectories is the difficulty of
correctly describing the combination of current, wind
and wave driven transport.
Floating objects, search-and-rescue
Predictions of the drift of buoyant objects is needed by
a number of end users. On short but rapid timescales,
the drift of boats, life rafts and persons in water is
needed to guide search and rescue operations (Breivik
et al. 2011). On longer timescales, location of debris
from plane crashes (Carniel et al. 2002; Chen et al.
2012), stranded marine mammals (Haelters et al.
2006; Peltier et al. 2012), and the fate of macro plastics
(Potemra 2012; Critchell et al. 2015) are reconstructed
from trajectory models. A separate field of research
focuses on ice-floes and icebergs (e.g. Smith 1993).
The vertical extent of these objects determines from
which depth ocean currents should be used in
modelling.
Many larger objects are partly above water, hence
they are also subject to direct wind drag. A difficulty
in modelling is that the degree of submersion and
hence the wind drag is often unknown. Separating
the effects of wind, current and waves are crucial for
drift modelling. Most commonly, the leeway is
applied, defined as ‘the velocity vector of the object
relative to the downwind direction at the search object
as it moves relative to the surface current as measured
between 0.3 and 1.0 m depth caused by winds and
waves’ (Allen and Plourde 1999). Note that this
definition targets a very specific depth, which is con-
sidered universal. The leeway is measured empirically
in field trials using both current and wind measure-
ments near the object. These measurements allow
down- and cross-wind leeway coefficients to be deter-
mined by assuming a linear relationship (Breivik et al.
2011). This has been done for a wide range of differ-
ent objects (e.g. Breivik et al. 2011; Brushett et al.
2014).
Wave-induced Stokes drift has been identified as a
crucial component for transport near the ocean surface.
For example, Stokes drift is primarily responsible for the
beaching of objects (Carson et al. 2013; van den Bremer
and Breivik 2018), as Eulerian ocean currents lack
strong onshore currents near the coastline. The leeway
method implicitly includes the Stokes drift under the
assumption that surface gravity waves are in equili-
brium with the wind forcing and that the mean depth
of the object does not change with time as the Stokes
drift decreases rapidly from the surface (Breivik and
Allen 2008). Because wind and waves are not always
aligned, as during the presence of swell, a more precise
approach in trajectory modelling is to consider wind
and Stokes drift separately. This has proven difficult
because wind drag coefficients, as leeway coefficients,
are obtained empirically. Users should always be
aware of what mechanisms are included in empirical
values to avoid double counting.
For very large objects (relative to wavelength of sur-
face waves), there can be other wave forces acting in
addition to Stokes drift. This is particularly relevant
for ice floe modelling (Shen and Zhong 2001). Labora-
tory studies suggest that large flat objects which lie on
the water surface might have higher than Stokes drift
velocities (Huang et al. 2011; McGovern and Bai 2014)
probably due to the effect of sliding (Grotmaack and
Meylan 2006). Objects with a large vertical face can
reflect or absorb wave energy directly (Smith 1993;
Daniel et al. 2002).
Plankton transport
Plankton transport has a variety of applications such as
prediction of harmful algal blooms (HABS) (Aleynik
et al. 2016), ichthyoplankton pathways for fish stock
recruitment (Feng et al. 2011; Gaspar et al. 2012) or
spread of invasive species (Brickman 2014) and lice
between fish farms (Gillibrand and Willis 2007; Adams
et al. 2015). Predictions require accurate modelling of
the entire surface layer, either because these particles
are buoyant, or because biological behaviour such as
diel verticalmigration cause them to stay near the surface
for prolonged periods (Gillibrand and Willis 2007). For
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pelagic plankton, a description of turbulence is also
needed to model their vertical distributions, so that cur-
rents at the correct depths are used for horizontal trans-
port. For example, strong wind-induced turbulence
enables a deeper penetration of particles in the water col-
umn, sheltering them from wind-induced currents and
Stokes drift near the surface (Röhrs et al. 2014).
Plankton transport modelling for fish stock and
aquaculture management can have an operational con-
text if the results are used for time-critical decision-
making. Vikebø et al. (2011) use a model for ichthyo-
plankton drift to assess fish stock recruitment of cod
and herring, which is used to recommend quotas for
maximum allowed catch for the ongoing season.
Monitoring of lice spread between fish farms is used
to determine impacts of expansion or reduction of sal-
mon aquaculture on the Norwegian coast. Harmful
algal blooms also require real-time modelling of plank-
ton trajectories and growth.
Several model or experimental studies have high-
lighted that wave-induced transport is important for the
transport of ichthyoplankton (Monismith and Fong
2004; Hrycik et al. 2013). Feng et al. (2011) found that
inclusion of Stokes drift provided a mechanism for driv-
ing larvae onshore for recruitment within their model
and produced a better match to observations.
Oil spill modelling
Oil spills can be modelled as Eulerian fields by solving
the advection-diffusion equations (e.g. Sobey et al.
1997; Restrepo et al. 2015) or, more commonly, as
Lagrangian particles (e.g. Daniel et al. 2003; De Domin-
icis et al. 2016; Röhrs et al. 2018a). Depending on the oil
type, they are modelled as being on exactly the water
surface or in the immediate subsurface (Giarrusso
et al. 2001; Jones et al. 2016).
As well as the advective components of drift, oil
spill models have components covering properties
such as spreading, evaporation, dispersion and emul-
sification (Sebastiõ and Soares 2006) though Abascal
et al. (2009) notes that the current field is the least
developed part of operational systems. A percentage
of wind speed is sometimes added to the advection
of oil particles (Drivdal et al. 2014; Jones et al.
2016). This reflects the fact that the surface slick is
much thinner than the uppermost layer of an
OGCM and consequently experiences a higher degree
of wind forcing.
Stokes drift is a pivotal mechanism for beaching of
oil (Sobey et al. 1997; Röhrs et al. 2018a), and Stokes
drift shear contributes to horizontal spreading on local
scales (Elliott 1986). Many authors have pointed out
that the contribution of waves to oil spill drift should
be treated separately from wind drag (Lange and Hüh-
nerfuss 1978; Sobey et al. 1997; Daniel et al. 2003).
Explicitly including Stokes drift has improved some
models (Castanedo et al. 2006; Jones et al. 2016) but
not others (Abascal et al. 2009; Daniel et al. 2003).
While the importance of Stokes drift for surface trans-
port is undisputed, its implementation in transport
models requires careful consideration as parts of the
model system may already account for the Stokes
drift through empirical relationships, such as universal
wind drift factors or relationships between winds and
currents. If Stokes drift is taken into account explicitly,
a wind drift factor and current fields that do not
include Stokes drift must be used.
6. Discussion
A survey of the literature from remote sensing, in situ
experiments, and modelling studies shows that there
are various views of surface currents which are partially
incompatible. There are three aspects in which surface
current descriptions differ: (i) depth range, (ii) time
scale, and (iii) physical mechanisms that are accounted
for. The depth ranges often differ because observation
techniques sample at different depths. Time scales
differ because observed and model data are always pro-
vided as average over a time period (Figure 2). Con-
sideration of physical mechanisms differ between
current products because indirect observation tech-
niques and models are based on assumptions that
necessarily leave out parts of the surface currents.
6.1. Spatio-temporal variability of surface
currents
Surface currents can vary rapidly in space and time,
therefore various definitions of surface currents give
different results. As described in Section 3, there is a
wide range of processes that generate and control the
structure of surface currents, such as wind, waves, tur-
bulence, tides, baroclinic instabilities, internal density
gradients and barotropic pressure gradients. The total
current is a result of all processes and nonlinear inter-
action between the various parts.
It is generally not possible to disentangle the currents
created by various forcing mechanisms, but a few
methods have been successfully used to isolate particu-
lar processes. For example, spectral decomposition
allows identification of tidal currents and inertial oscil-
lations (Pawlowicz et al. 2002). Temporal averaging
allows isolation of steady-state Ekman currents on
time scales longer than a few days (Gonella 1972), and
spatial filtering allows identification of geostrophic
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currents. Baroclinic eddies can be isolated using wavelet
analysis of drifter trajectories (Lilly and Gascard 2006)
or by studying Lagrangian coherent structures (Beron-
Vera et al. 2008). Such techniques provide understand-
ing of current mechanisms, and allow comparison of
currents from various observation or modelling sources.
Applications in operational oceanography most com-
monly require coverage of short time scales, i.e. hours to
days. In this context, directly wind-driven currents often
dominate near the surface (compare Figure 4). Wind-
driven inertial oscillations account for a major part of
variability in surface currents on short time scales, jud-
ging from the peak in velocity spectra from GPS-tracked
drifters (e.g. Poulain et al. 1992; Elipot and Gille 2009b;
Röhrs and Christensen 2015) and HF radar-derived cur-
rents (e.g. Shrira et al. 2001; Ardhuin et al. 2009). Model
or observational data sets that do not adequately resolve
the local inertial frequency should be treated with cau-
tion if inertial timescales are important, as inertial oscil-
lations may be aliased to considerably longer periods.
For instance, when working with daily instantaneous
model states, this problem is particularly severe when
the inertial period is close to 24 h (30 deg of latitude)
or 12 h (polar regions).
Applications in operational oceanography also need
to consider the depth structure of currents in the
upper few metres. Recent studies that focus on the
upper metre show that there is considerable vertical
shear in wind-driven situations (e.g. Sentchev et al.
2017) and particularly in the upper centimetre (Laxague
et al. 2017). Ocean circulation models often do not
resolve the shear in the upper centimetre (e.g. Warner
et al. 2005) and remote-sensing techniques retrieve the
current signature from a particular depth range or
depth interval (Figures 2 and 3).
It is clear that any available information on surface
currents, either stemming from models or measure-
ments, contain inherent weaknesses. Models are limited
by predictability and representation of physical regimes,
and observations provide limited coverage in time and
space. Synthesis of data sets can provide a more com-
plete view than what is offered by a single data source.
Synthesis between various surface current data is also
necessary for calibration of algorithms, model vali-
dation and to assess measurement errors. Synthesis of
data means that equivalent information is retrieved
from data sets with different representations of surface
currents.
6.2. Classification of depth ranges
We identify four depth ranges of surface currents that
apply in operational oceanography (Table 2). They are
covered by different observation techniques (Figure 2)
and relate to different applications (Figure 3). Their
definitions also directly relate to layers in boundary
layer theory (Section 3.1).
The interfacial surface current refers to a region
within millimetres of the sea surface. Several studies of
drift at the ocean surface have pointed out that there
is a downwind drift in the upper few centimetres that
most circulation models do not account for, e.g. for
oil slicks (Jones et al. 2016) and smaller marine debris.
Laxague et al. (2018) confirmed such a layer with strong
downwind drift from observations of flat Lagrangian
drifters at the air–sea interface and refer to this part as
the interface forcing layer. Reflecting their phrase, we
suggest the term interfacial surface current for the cur-
rent in the friction layer.
The direct wind-driven current refers to a depth of a
few decimetres up to a few metres. In this regime, cur-
rents experience a direct acceleration by wind stress on a
time scale of a few hours. This layer directly corresponds
to the constant flux layer, distinguished by intermediate
adjustment to forcing conditions and a logarithmic vel-
ocity profile under neutral stratification (O’Brien 1970).
Observations indicating a distinction of this layer were
provided by Sentchev et al. (2017), who show from
ADCP measurements that only the upper 4 m were
directly affected during sea breeze conditions, even
under non-stratified conditions. Stokes drift affects par-
ticle transport in this depth range (van den Bremer and
Breivik 2018) but should be considered separately from
the direct wind-driven current.
The surface boundary layer current refers to the
motion of the entire boundary layer, best represented
by the Ekman layer. Changes occur on time scales
longer than the inertial period (i.e. ≈12 h at a latitude
of 50 deg). A local force balance is dominated by the
Coriolis force, turbulent shear stress (vertical flux of
horizontal momentum) and inertia. The depth-aver-
aged current for the interior of the surface boundary
layer has been extensively studied, e.g. using SVP drif-
ters and depth-averaged theoretical models. A further
distinction is possible between the steady-state and
time-evolving surface boundary layer currents, i.e.
steady-state Ekman current vs. inertial oscillations
(Lewis and Belcher 2004). However, these are only dis-
tinguished by their time scale but occupy the same
depth range.
An effective drift current is defined as the integrated
current over a fixed depth range that is relevant for a
specific application. This definition differs from the
definitions above because it is not related to underlying
geophysical mechanisms. However, an effective drift
current is often needed for applications to floating
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objects or the exposure of offshore structures (Table 1).
Surface currents with such a specification are often
referred to in the literature, and is requested from
users for engineering purposes. To avoid confusion
with terms for surface currents that are defined for typi-
cal layers or mechanisms, we suggest the term effective
drift current. This definition does not depend on
environmental conditions.
6.3. Predictability of surface currents
An upper limit of predictability in weather forecasts –
that is how long ahead weather could theoretically be
predicted using perfect models – originates from the
chaotic nature of geophysical flow and uncertainties in
the initial conditions (Lorenz 1982; Froude et al.
2013). The lower limit of predictability is the forecast
skill of today’s models. For ocean current forecast, this
lower limit is far below the theoretical possible because
the spatial scales associated with short time scales are
not covered by observation systems, resulting in very
poor initial conditions. In addition, data assimilation
schemes also require a good description of the model’s
background error to adjust the model states according
to the retrieved observations, which is usually not avail-
able on the scale of mesoscale ocean circulation (Jacobs
et al. 2014a).
For mesoscale ocean circulation, it has not been
established what the upper limit of predictability is, as
opposed to the well known limit of 10 days in weather
forecasting (Lorenz 1982). For oceanic predictability,
most work on predictability has focused on climate
and seasonal scales (e.g. Årthun and Eldevik 2016; Non-
aka et al. 2016). Nevertheless, observation system exper-
iments have shown that prediction of oceanic
frontogenesis is possible when sufficient number of alti-
meter observations that determine the eddy field are
available (Jacobs et al. 2014b).
It must also be expected that the various components
of surface circulation should differ in their degree of
predictability, as stated by E. Lorenz in his early studies
on atmospheric predictability (Lorenz 1969). Sub-
mesoscale eddies and baroclinic fronts must be con-
sidered to be the least predictable, because they are
highly nonlinear and hence depend to a larger degree
on initial values (Penduff et al. 2011). In contrast,
tides and topographically steered currents are already
predicted well by today’s models.
Near inertial oscillations (NIOs), which occupy a
large part of the surface variance spectrum of surface
currents, have an ambiguous degree of predictability.
modelling their exact onset, amplitude and phase has
proven difficult because they critically depend on the
details of air–sea coupling and ocean stratification. A
small error in phase can lead to current vectors in oppo-
site directions, and even numerical artefacts from the
air–sea coupling scheme may trigger artificial NIOs.
However, inertial oscillations are not subject to the
initial value problem associated with intrinsic non-line-
arity, because they foremost depend on ocean stratifica-
tion and wind history, which are more predictable. A
criterion for the onset of NIOs, using a wavelet trans-
form of wind history, has been put forward by Christen-
sen et al. (2018).
Wind-driven ocean circulation on time scales larger
than the inertial period are considered to be well pre-
dictable by current models, given a fair predictability
of wind and pressure fields from numerical weather
models (Nonaka et al. 2016). The lower frequency
components of surface flow also have smaller differ-
ences in the vertical and are hence easier to apply.
Owing to their dependence on wind forcing, global
ocean models are generally considered more reliable
for ocean currents at the surface than at depth (e.g.
Jeans et al. 2014).
An important tool to deal with the chaotic nature
of geophysical flow and model uncertainty are ensem-
ble prediction systems. Ensemble prediction has revo-
lutionised numerical weather prediction in the 1990s
(Gneiting and Raftery 2005) and may assume a simi-
lar role in oceanography. Ensemble predictions have
been adopted in seasonal ocean forecasting (William-
son et al. 2013), e.g. to predict the probability of
El-Nino onset (Xue et al. 2017) and have also been
used in prediction of mesoscale eddy fields (Rixen
et al. 2009; Nonaka et al. 2016). Ensemble methods
are, furthermore, used to guide data assimilation
schemes (e.g. Xie et al. 2017; Pasmans and Kurapov
2019).
6.4. A format for surface current forecasts
The uncertainties described above have bearing on a
new facet of operational oceanography, i.e. that cur-
rent forecasts be usable by users that are not specialists
in physical oceanography. Similarly in weather fore-
casts, a probability of rainfall is often given because
this parameter is difficult to predict precisely at a
fixed location, but users still benefit from an outlook
for the range of possibilities. In surface current fore-
casting, site-specific predictions are seldom useful
because the focus on a single point is too susceptible
to the variability from sub-mesoscale activity, as for
rainfall events. Communication of the uncertainty is
a priority, but predictable aspects of surface currents
– tides, wind-driven, and geostrophic current – should
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also be given attention in a useful format of surface
current forecasts.
A statistical view on the spatial and temporal varia-
bility at present state can highlight the valuable infor-
mation content of an ocean model forecast. Figure 8 is
an example of a current forecast for the encircled region
in Figure 6. The model data shown in Figure 6 is also
animated in an electronic supplement for the duration
of 48 h. The scene includes a strong coastal current,
which is topographically steered and partly in geos-
trophic balance, and should hence have predictable
components. There is also mesoscale activity with
poor predictability.
The data presented in Figure 8 includes all model
grid points within the circle in Figure 6 for a time period
of 48 h, which is the time scope of a hypothetical fore-
cast in this case. The histograms in Figure 8(a,b) high-
light the prevalence of strong northeastward and
westward currents in the region, which are the result
of the coastal jet current as well as tides. The time-
dependent direction histogram in Figure 8(c) also
shows when each tidal phase is to be expected. Together
with the time series of total current speed in Figure 8(d),
one can infer that the strongest currents are up to 0.6 m/
s and in northeasterly direction in the selected region.
Figure 6 indicated that the extreme current speeds
should be expected in the southern part of the encircled
region due to the coastal jet. This information can be
extracted from the model data despite the existence of
unpredictable mesoscale features.
Figure 8. Example of how a surface current forecast for the situation in Figure 6 is presented to potential users. Panels (a) and (b) show
2D-histograms of surface current speed and direction for a 48 h time interval in the region encircled in Figure 6. Panel (c) shows direc-
tional occurrence frequency as a function of time within the forecast interval. Panel (e) shows statistics of total current speed as func-
tion of time within the forecast interval. This presentation highlights the most predictable parts of the surface current and omits detail
of the parts that are not predictable, with focus on the possible variations in a representative region.
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Since operational applications require data on time
scales of hours to days, wind-driven currents and tides
exhibit a major relevance in operational oceanogra-
phy. Since these are predictable, a useful forecast of
surface currents can be issued by separating predict-
able components from other parts, i.e. mesoscale fea-
tures. In addition, the low-frequency geostrophic flow
is a matter of now-casting, already provided in oper-
ational context.
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