The aim of these notes is to provide a reasonably short and "hands-on" introduction to the differential calculus on associative algebras over a field of characteristic zero. Following a suggestion of Ginzburg's we call the resulting theory associative geometry. We argue that this formalism sheds a new light on some classic solution methods in the theory of finite-dimensional integrable dynamical systems.
Introduction
The fundamental relationship between algebra and geometry is well known since the times of Fermat and Descartes. In the modern language of category theory this relationship is expressed in terms of equivalences of the form
where Spa is some category of spaces and Alg is some category of (commutative) algebras. The functor O maps a space to the algebra of "regular" (in the appropriate sense) functions on it; the functor Spec maps an algebra to its spectrum, an object of the category Spa naturally associated with it. Two celebrated instances of this kind of construction are Gelfand duality, relating compact Hausdorff spaces to commutative C*-algebras, and the basic duality of modern algebraic geometry, relating affine schemes to commutative rings (see [1, Chapter 1] for a detailed exposition of these and other examples of this kind).
In this framework it is natural to ask whether this picture can be broadened by taking as Alg some category of associative but not necessarily commutative algebras. It became clear early on that a naive approach to this question is not viable: namely, one cannot simply extend in any non-trivial way the usual definition of spectrum coming from algebraic geometry to the category of all rings. This insight has been recently formalized as a set of actual no-go theorems [2, 3] .
To cope with this problem many different strategies for doing geometry on particular classes of noncommutative algebras have been developed. In the approach pioneered by Alain Connes in the 1980s and popularized in the book [4] , the idea is to use as a starting point the dictionary provided by the aforementioned Gelfand duality and interpret the theory of (not necessarily commutative) C*-algebras as a kind of "noncommutative topology". When needed, this picture can be further refined by introducing analogues of smooth structures and Riemannian metrics. This gave rise to a very rich theory which is deeply rooted in functional analysis. We refer again the reader to [1] for a recent and very readable introduction to this field.
Another possible strategy to pursue is to generalize the usual algebro-geometric concepts to some (hopefully large) class of noncommutative rings. Here we encounter another important distinction, which corresponds to the classical split between projective and affine algebraic geometry. In the projective case, one is naturally led to study suitable classes of graded noncommutative rings. This is the approach taken, for instance, by Artin and Zhang in their seminal paper [5] . The resulting theory, which is known as "noncommutative projective geometry", is beautifully described in the surveys [6] , [7] and [8] .
The affine case can be further divided, following [9, Section 1], in two main strands. The first, that Ginzburg calls "noncommutative geometry in the small", is best seen as a generalization of conventional (affine) algebraic geometry. Here one is typically interested in some sort of noncommutative deformation of commutative algebras like superalgebras, rings of differential operators and universal enveloping algebras of Lie algebras. This kind of investigations is strictly related to the various mathematical approaches to the problem of quantization.
On the other hand, the second approach (called "noncommutative geometry in the large" by Ginzburg) is a completely new theory that does not reduce to the commutative one as a special case. In this approach one deals with generic associative algebras, the basic examples being given by free ones (namely, algebras of noncommutative polynomials in a finite number of variables). In these notes we are going to explain in more detail this point of view; following a suggestion of Ginzburg's, we shall refer to this approach by the name of associative geometry.
To recover some degree of geometric intuition in this very general setting the following perspective, usually attributed to Kontsevich (see [10, Section 9] ), is very helpful. Let K be a field of characteristic zero. For each d ∈ N we have a representation functor Rep d : AsAlg → AffSch mapping each associative K-algebra A to the affine scheme of d-dimensional representations of A (that is, algebra morphisms A → Mat d,d (K)). According to Kontsevich, the "associativegeometric" objects on A are precisely those objects which induce in a natural way a family of the corresponding (commutative) objects on each scheme in the sequence (Rep d (A)) d∈N . In other words, one can see associative-geometric objects on A as "blueprints" for an infinite sequence of ordinary geometric objects defined on representation spaces of A, each scheme Rep d (A) giving an increasingly better approximation to the mysterious geometry determined by A.
The first aim of these notes is to provide a reasonably compact survey of the fundamental constructions and results at the basis of this circle of ideas. The second aim is to show how the resulting theory provides a new interpretation for some classic solution techniques in the field of finite-dimensional integrable dynamical systems.
In more detail, the paper is organized as follows. In section 2 we review the definition of the basic notions of differential calculus on a generic associative algebra over a field of characteristic zero. In particular in §2.3 we build the Karoubi-de Rham complex, whose elements play the role of "associative differential forms". We analyze in detail a couple of examples, the associative affine spaces ( §2.4) and the associative varieties determined by path algebras of quivers ( §2.7). To deal with the latter it will be necessary to slightly refine the class of associative differential forms used by introducing a notion of differential calculus relative to a subalgebra ( §2.6).
In section 3 we review the connection between the worlds of associative and commutative geometry. Following Kontsevich's philosophy recalled above, one is led to consider the space of finite-dimensional representations of a (finitely generated) associative algebra. This can be interpreted as an affine scheme (or variety) on which a natural action of the general linear group is defined. We explain in some detail the basic process through which associative-geometric objects defined on the algebra A induce GL-invariant geometric objects on representation spaces. The relative case, which is the appropriate one for quiver representation spaces, is treated in §3. 3 .
Finally in section 4 we survey the applications of this formalism to finite-dimensional integrable dynamical systems. We first review the development by Kontsevich and Ginzburg of the associative version of symplectic varieties (inducing ordinary symplectic structures on representation spaces) and the definition of the canonical associative symplectic structures on free algebras and quiver path algebras. Then we consider some simple examples of Hamiltonian systems on associative spaces, and show how their (trivial) solutions project down to interesting flows on some symplectic quotients of the corresponding representation spaces. This approach can be seen as a natural extension of the projection method introduced by Olshanetsky and Perelomov to solve the systems of Calogero-Moser type [11] .
In order to keep our treatment within reasonable bounds we were forced to gloss over some more recent developments in associative geometry such as the introduction of bisymplectic structures [12] and double Poisson structures [13] . We hope to be able to cover these important topics (and their applications to integrable systems) in a sequel to these notes [14] .
As it should be clear from the above summary, this paper is meant to be purely expository. Every construction we are going to review can be found in more advanced sources such as [9] and [15] . On the reader's part we assume a basic acquaintance with the fundamental notions of algebraic (or differential) geometry, but little or no experience in dealing with noncommutative algebras. We also assume a reasonable amount of familiarity with basic category theory (especially universal constructions and adjoint functors), and (for the material in section 4) a working knowledge of ordinary symplectic geometry.
It should be stressed that I am not an expert in noncommutative geometry; the content of these notes merely reflects my understanding of a small part of this topic at the time of the deadline for submitting the manuscript. I hope this effort will be useful for other novices who intend to venture into this complex and fascinating field.
Differential calculus on associative algebras
In this section we review the construction of the universal calculus of differential forms on associative algebras. Most of this material is taken from Ginzburg's lectures [9] and may be found in many other standard references such as, for instance, [16, 17, 18] .
Kähler differentials
In ordinary (commutative) geometry a fundamental role is played by differential forms. As the name implies, the concept originated in the theory of smooth spaces (differentiable manifolds), but was later exported in much more general settings by a purely algebraic construction, known as Kähler differentials. It turns out that this more abstract reformulation can easily be adapted to the associative context.
We start by recalling some definitions. Let A be a (not necessarily commutative) ring. An A-bimodule is an abelian group M equipped with two actions of A, one from the left and one from the right, which are compatible in the following sense:
An A-bimodule M is called symmetric if the two actions coincide, that is a.m = m.a for every a ∈ A and m ∈ M . Clearly, if A is commutative then every left (or right) A-module can be extended to a symmetric A-bimodule by simply defining the opposite action to be equal to the one given (but notice that, even in the commutative case, not every A-bimodule is of this kind). It follows that the categories of left A-modules, of right A-modules and of symmetric A-bimodules are all isomorphic when the ring A is commutative, hence we can simply speak of "A-modules" and let the elements of A act from whatever side we wish. Now let K be a field of characteristic zero and A a commutative K-algebra, thought of as the algebra of "regular" functions X → K for some space X.
Let us denote by Der(A, M ) the set of derivations A → M , and consider the functor
which sends each A-module M to the set Der(A, M ) and each A-linear map f : M → N to its pushforward f * (defined by f * (δ) = f • δ). We claim that this functor has a universal element (see [19, p. 57 Suppose now that our K-algebra A is no longer commutative. Since the definition (2.2) of derivation makes perfect sense also when M is a non-symmetric A-bimodule, we can again define a functor Der(A, · ) : A-Bimod → Set (2.5) in exactly the same manner as above, the only difference being that now the domain is the whole category of A-bimodules. We can then ask if the same universal problem previously used to define Kähler differentials has a solution in the new context, and the answer is affirmative. 
The proof of this result is not difficult but would entail a long detour through topics like Hochschild cohomology which will have no further use in these notes. For this reason we omit it, referring the interested reader to [9, Section 10] .
Concretely, if we denote by µ : A ⊗ A → A the multiplication map of A we can take Ω 1 nc (A) to be the kernel of µ (seen as a sub-A-bimodule of A ⊗ A, the bimodule structure being given by
By construction, every α ∈ Ω 1 nc (A) may be written as a finite sum of the form
Using the map (2.7) we can write equivalently
Given a pair (M, θ) as in the statement of theorem 1, the map f θ is then defined by sending the element (2.8) When A is (commutative and) the algebra of regular functions on a smooth affine manifold X, the derivations A → A are in 1-1 correspondence with algebraic vector fields globally defined on X.
As we shall see in section 3, the same interpretation makes sense also in the associative context; we then take Der(A) := Der(A, A) to be the (linear) space of vector fields on the "associative variety" determined by A. The natural isomorphism (2.9) then implies that for every θ ∈ Der(A) there exists a unique A-bimodule map i θ :
(2.10)
Clearly this property specifies completely the action of i θ on every element of Ω 1 nc (A). Let us remark that the K-linear space Der(A) has a natural structure of Lie algebra when equipped with the usual commutator bracket:
However, it cannot be equipped with the structure of a (left or right) A-module as soon as A fails to be commutative. The best one can do is to define an action of Z(A), the center of the algebra A, on Der(A) as follows: given k ∈ Z(A) and θ ∈ Der(A), we take as k.θ the map
This map is a derivation because
precisely because ka = ak for every a ∈ A. This makes Der(A) a symmetric Z(A)-bimodule.
The complex Ω • (A)
From now on we are going to denote the bimodule of Kähler differentials for a generic associative algebra A simply as Ω 1 (A). In order to obtain a notion of n-form for every n > 1 we would like to build a cochain complex Ω
• (A) whose lower degree part reduces to the universal derivation d : A → Ω 1 (A) provided by theorem 1. It turns out that the most convenient way to achieve this goal involves another kind of universal construction.
Recall that a K-algebra A is said to be graded (over N) if it comes equipped with a direct sum decomposition A = i∈N A i (2.11) such that A i A j ⊆ A i+j . It follows that A 0 is a subalgebra of A and each A i is an A 0 -bimodule (not necessarily symmetric). A grading over N automatically induces also a Z/2 grading, namely a decomposition of A into an "even" and an "odd" part,
is called a graded derivation of degree ℓ. Ordinary derivations of A are exactly the graded derivations of degree zero. We shall speak of odd derivations for graded derivations of odd degree, and similarly for even derivations.
The following result is easily proved using the graded Leibniz rule and induction. A morphism of dg-algebras from (D, d) to (E, d ′ ) is a morphism of graded algebras f : D → E that intertwines the two differentials, which means that the diagram
commutes for every n ∈ N. The category obtained by taking as object the dg-algebras over K and as arrows the dg-algebra morphisms will be denoted by K-dga.
As we already noted, the degree zero part of a graded K-algebra is itself a K-algebra. It follows that there exists a restriction functor
which sends a generic dg-algebra (D, d) to its degree zero part D 0 and a morphism of dg-algebras
to the restriction f | D0 (which can be seen as a map with codomain E 0 because f preserves the grading). It turns out that this functor possess a left adjoint, which enables us to canonically construct a dg-algebra extending any given K-algebra of "degree zero" elements. 
This result was first proved in a seminal paper by Cuntz and Quillen [22] . The dg-algebra D(A) is called the universal differential envelope of the K-algebra A and admits a very explicit description that we illustrate next.
Let us setĀ := A/K, as a quotient of vector spaces over K; for every a ∈ A we shall denote by a its image along the canonical projection A →Ā. Now define 
where the a 1 that figures in the first term on the right-hand side is any representative for a 1 (it is easy to check that the result does not depend on the particular representative chosen). Notice in particular the non-trivial action of an element of D(A) 0 = A on D(A) n from the right (the action from the left is the obvious one):
For instance when n = 1 we have
In 
(it is easy to verify that the right-hand side does not depend on the particular representative chosen for a 1 ). We conclude that the A-bimodule of degree 1 elements in D(A) gives another realization of the Kähler differentials for A.
To understand the nature of the complex D(A) in higher degrees let us briefly review the notion of tensor algebra of a bimodule. Given a K-algebra A and an A-bimodule M , the tensor algebra of M is defined to be the K-vector space 
as the homogeneous component of degree i. It will be useful to interpret the tensor algebra construction as an adjoint functor; to explain this, however, a little aside is necessary.
In commutative algebra, by an algebra over a commutative ring R it is usually meant a pair (A, η) where A is a (not necessarily commutative) ring and η : R → A is a morphism of rings whose image is contained in the center of A (see e.g. [23, p. 121] ). This gives to A the structure of a left R-module (or right R-module, or symmetric R-bimodule) by defining r.a := η(r)a and/or a.r := aη(r); the two expressions always coincide precisely because η(r) belongs to the center of A.
When R is no longer assumed to be commutative it is natural (and in fact necessary, if we want non-symmetric bimodules) to drop the constraint on the image of η; hence for us an algebra over the ring R will be a pair (A, η) consisting of a ring A and a morphism of rings η : R → A. Again, this means that A is automatically equipped with the structure of a (not necessarily symmetric) R-bimodule defined by defined by sending each a ∈ A to the corresponding degree zero tensor is an (injective) morphism of K-algebras, the tensor algebra T A (M ) is naturally an algebra over A, that is an object of the category A ↓ K-Alg. It follows that we can define a functor
by sending each A-bimodule M to its tensor algebra and each morphism of A-bimodules f : M → N to the map T A (f ) : T A (M ) → T A (N ) defined on decomposable tensors of degree i as
(as is well known, tensors of this form generate the whole of T i A (M )). In the other direction we have the "partially forgetful" functor U : A ↓ K-Alg → A-Bimod that, given an algebra B over A, forgets the product in B but keeps the A-bimodule structure. It is easy to check that, for every A-bimodule M and every A-algebra B, there is a natural isomorphism (2.25) and this means exactly that the functor T A is left adjoint to U . Hence the tensor algebra construction (2.20) can be seen as the universal way to "enhance" the structure of an A-bimodule to that of a full algebra over A. Again, this is exactly analogous to what happens in the corresponding commutative situation, where the tensor algebra of a module gives a functor R-Mod → R-Alg which is left adjoint to the forgetful functor R-Alg → R-Mod. The proof boils down to a straightforward induction, where the inductive step uses the (possibly graded) Leibniz rule to reduce by one the degree of the tensor on which δ f operates.
Consider now the tensor algebra determined by the bimodule of Kähler differentials of A,
A tensor of degree k in Ω • (A) may be written as a linear combination of terms of the form
where each a i , 2 ≤ i ≤ k may be freely moved across the tensor product sign. Clearly this looks quite different from a typical element of D(A) k . This notwithstanding, we have the following:
Using the natural isomorphism (2.25), this corresponds to a morphism Ψ : T A (Ω 1 (A)) → D(A) of algebras over A which is defined on decomposable tensors by
To conclude it is sufficient to show that Ψ is invertible. Its inverse can be defined as follows: given a decomposable element a 0 ⊗ a 1 ⊗ · · · ⊗ a n in D(A) n , we write it as the product
and send it to
It is clear that the map so defined is an inverse for Ψ.
We can use the isomorphism Ψ to transfer the differential (2.18) naturally defined on D(A) on the tensor algebra Ω
• (A), as the map d :
and Ψ −1 maps this element back to
Notice that we could certainly use lemma 4 to directly define a map d :
which restricts to the universal derivation (2.7) on tensors of degree zero and acts as in equation (2.27) on tensors of degree 1. However, it is then a non-trivial endeavor to show that d • d = 0. On the contrary, the proof of this fact is immediate in the universal differential envelope. Thus, thanks to theorem 5 we can have the best of both worlds.
The Karoubi-de Rham complex
At this point it would seem natural to interpret the pair (Ω • (A), d) as the complex of differential forms on the "associative variety" determined by the algebra A. There are two problems with this idea. The first one is that the cohomology of this complex turns out to be (rather trivial and) entirely independent from A, as the following result shows.
Theorem 6. The cohomology of the complex (Ω
• (A), d) is given by H k (Ω • (A)) = K if k = 0 0 otherwise. (2.28)
Proof. It is convenient to work in (D(A), d). From the expression (2.18) it is clear that
On the other hand, for every n > 1 the map d n admits the following factorization:
The second drawback is that, even when the algebra A is commutative, Ω • (A) does not coincide with the usual dg-algebra of differential forms on the corresponding affine variety. Indeed, the algebra Ω
• (A) is not graded-commutative: for instance da db = −db da in general 5 . To recover this property we need to take a quotient of Ω
• (A) in which such relations are imposed by hand.
In order to do this let us recall that the graded commutator on a graded algebra D is the In the sequel the following compatibility property between derivations and graded commutators, which is immediate to check, will be rather useful.
Lemma 7. Let D be a graded algebra and δ : D → D be a graded derivation. Then δ maps a graded commutator in a linear combination of graded commutators.
Now let A be any associative algebra. The Karoubi-de Rham complex of A [25] is the graded vector space over K given by the quotient
. This is indeed a graded subspace, so that the quotient (2.31) makes sense in the category of graded vector spaces over K (it does not make sense in the category
is not an ideal). We shall take the elements of DR • (A) as the associative-geometric counterpart of differential forms.
In general it is not easy to explicitly describe these objects. In degree zero, however, we have obviously
where [A, A] is the linear subspace spanned by commutators in A. Classically a 0-form is just a function, so it is natural to regard DR 0 (A) as the linear space of "regular functions" on the associative variety determined by A.
The homogeneous component DR 1 (A) of the quotient (2.31) is also easy to describe: as the
are of the form aβ − βa for some a ∈ A and β ∈ Ω 1 (A), we have that
As soon as n ≥ 2 things get more complicated: for example DR 2 (A) is defined by relations coming from both the subspaces
5 Some applications of these "non-standard" differential forms on commutative algebras can be found in [24] . 6 Cognoscenti will recognize DR 0 (A) and DR 1 (A) as the degree zero Hochschild homology of the A-bimodules A and Ω 1 (A), respectively.
Clearly, without further information on the algebra A there is little hope for an explicit description of these quotients.
It follows from lemma 7 that the differential of the complex Ω • (A) maps a graded commutator to a linear combination of graded commutators, and so descends to a map
Moreover, this map still obeys the fundamental relation d • d = 0. This means that the pair (DR • (A), d) qualifies as a differential graded vector space, that is a graded vector space equipped with a map increasing the degree by one and whose square vanishes. On the other hand, it does not qualify as a dg-algebra, since elements of DR
• (A) cannot be meaningfully multiplied. (For the same reason, the map (2.34) is not itself a derivation.)
However, the apparent lack of an "exterior product" operation between associative differential forms is not as serious a problem as it may seem. The reason is that many constructions involving such products can be performed at the level of the dg-algebra Ω • (A) and then pushed down to its quotient DR
• (A). Let us show how this works in practice by setting up a "differential calculus" for associative differential forms, following [9, Section 11] .
As anticipated in §2.1, the role of vector fields will be played by derivations A → A. For every vector field θ ∈ Der(A) we have the A-bimodule map i θ : Ω 1 (A) → A defined by the equality (2.10). By composing with the embedding A ֒→ Ω
• (A) we can see i θ as a morphism of
Then we can use lemma 4 to extend this map to a derivation of degree −1 on Ω
• (A) (that is, an odd derivation mapping each Ω n (A) to Ω n−1 (A)) which vanishes on tensors of degree zero. The resulting map
will be called the interior product on Ω • (A). For instance its action on a generic degree two elements is
and one can readily verify that i θ • i θ = 0. More generally, we have
It follows from lemma 7 that each map i θ descends to a map on the Karoubi-de Rham complex that we still denote in the same way,
We notice that the following equality holds for every pair of derivations θ, η ∈ Der(A):
In particular the natural "pairing" map
representing the operation of contraction between a 1-form and a vector field, resulting in a regular function. Now that we have both an exterior differential and an interior product on Ω • (A) it is straightforward to define a companion "Lie derivative" operator using Cartan's formula:
By definition, L θ is a degree 0 (hence even) derivation. Explicitly, it acts as follows:
Moreover, using lemma 2 one can verify by a direct calculation on 1-forms (which generate Ω • (A) as an algebra) that the following familiar identities hold:
By lemma 7 each map L θ descends to the complex DR • (A), where all the previous identities continue to hold. In particular, the identity (2.42) applied to a 1-form α ∈ DR 1 (A) can be interpreted as an analogue of the classical fact that "Lie derivatives distribute inside contractions":
where the commutator [θ, η] is interpreted as the action of L θ on the derivation η.
Contrary to what happens for Ω • (A), computing the cohomology of the complex DR • (A) for a given associative algebra A is usually a nontrivial problem. The next result is sometimes useful in this connection. It states that, when the algebra A itself is graded in positive degrees only, each cohomology group of DR
• (A) depends only on the subalgebra of degree zero elements in A.
Theorem 8. Suppose the algebra A is graded over N. For every k ≥ 0 there is an isomorphism
The proof closely mimics the usual argument leading to the Poincaré lemma for ordinary de Rham cohomology; the reader may find the details in [9] (Theorem 11.4.7).
Associative affine space
As the first (and simplest) example of an associative variety we consider the associative affine ndimensional space, that is the associative space which corresponds to the free associative algebra on n generators:
To deal with this case it is useful to adopt the following "coordinate-free" approach. Let V be a n-dimensional vector space with basis (e 1 , . . . , e n ) and let (x 1 , . . . , x n ) denote a basis of the dual space V * . Then the tensor algebra of V * (over K)
is isomorphic to A, as the reader can easily check; the tensor product is simply the concatenation of words in the letters x 1 , . . . , x n . This point of view is useful because the resulting formalism is automatically invariant under every affine automorphism of the algebra A 7 . Now let M be an A-bimodule. Every K-linear map V * → M can be extended to a derivation A → M using the Leibniz rule, and every element of Der(A, M ) arises in this way (because the generators of A belong to V * ). On the other hand, the duality theorem for finite-dimensional vector spaces implies that the space of linear maps
and Ω 1 (A) is just the free A-bimodule generated by V * ,
The pairing map
where ·, · V denotes the pairing between V and V * . Notice that Ω 1 (A) is indeed isomorphic to A ⊗Ā, as per general results, since
It follows that, for every p ≥ 1,
Now let us study the Karoubi-de Rham complex of A starting from its component of degree zero,
.
It is not difficult to prove that two words in A differ by a commutator if and only if their letters are related by a cyclic permutation. It follows that DR 0 (A) can be identified with the K-linear space generated by the necklace words in the letters x 1 , . . . , x n , that is ordinary words considered modulo cyclic permutations of their letters. These are well known combinatorial objects (see e.g. [26, Chapter 15] ).
In degree 1, quotienting the free bimodule (2.47) by the linear subspace [A, Ω 1 (A)] implies that we can always move an element of A acting from the right to the left, as
and the second term is killed by the projection onto DR 1 (A). It follows that
Unfortunately, even in this very special case there is no easy description of a generic associative pform for p ≥ 2. On the other hand, the cohomology of the complex DR
• (A) is readily computed, as first shown by Kontsevich in [10] . Theorem 9. Let A be a free algebra. Then
This is an immediate consequence of theorem 8. In fact A = T (V * ) is exactly a positively graded algebra whose degree zero part is K, hence there is an isomorphism
and the right-hand side is trivial for k > 0 and equal to K for k = 0. We also have a notion of "partial derivative" of a regular function along a direction in the dual vector space V . Indeed, for every v ∈ V we can define a map
In particular when v = e j is an element of the basis (e 1 , . . . , e n ) the resulting map is called the necklace derivative with respect to the generator x j . It is natural to denote this map by
where δ ij is the Kronecker symbol (δ ij = 1 when i = j, 0 otherwise). More generally, given a necklace word f ∈ DR 0 (A) represented by the (ordinary) word
where the second equality holds in DR 1 (A). It follows that
It is easy to check that this result does not depend on the particular representative chosen for f . Finally let us derive an analogue of the usual formula for the differential of a function in terms of partial derivatives. Given f ∈ DR 0 (A) we have df = 1 ⊗f and sincef ∈Ā ≃ V * ⊗ A we can writef
for some a 1 , . . . , a n ∈ A.
in DR 1 (A). Substituting into (2.50) with v = e i we see that the coefficients a i are exactly the necklace derivatives
The Quillen complex
Let us consider the map
This is well-defined because if a
is sent to
We conclude that there is a well-defined map
It is easy to check that
If we define
we can consider the sequence
By virtue of (2.55) this sequence is also a complex; it is called the Quillen complex.
Lemma 10. Suppose the algebra A is free. Then the complex (2.56) is exact.
This result is proved for instance in [9, Lemma 11.5.3] and has the following important consequence. Let α ∈ DR 1 (A) be a 1-form on an associative affine space, and
and lemma 10 implies that α is exact if and only if the right-hand side vanishes. On the other hand, α is exact if and only if there exists a (non-constant) necklace word f ∈ DR 0 (A) such that α = df , in which case, as we saw above, a i is just the necklace derivative 
Relative differential forms
In order to show other interesting examples of associative varieties it is necessary to generalize slightly the differential calculus set up in §2.3 by developing the notion of differential forms relative to a subalgebra, which was also introduced by Cuntz and Quillen in [22] . Let us assume that the associative algebra A contains a commutative subalgebra B that we interpret as an enlarged subspace of "scalars". Then it is natural to require for a derivation defined on A to vanish not only on K but on the whole of B; that is, given an A-bimodule M we should consider the set 
Let us consider the tensor algebra over A of this bimodule,
To equip this (graded) algebra with a differential we need again to identify it with a suitably "relativized" version of the universal differential envelope introduced in §2.2. Namely, we consider the category B-dga having as objects the differential graded algebras over the commutative algebra B and as arrows the dg-algebra morphisms f : The differential calculus introduced in §2.3 readily extends to the relative case: for every derivation θ ∈ Der B (A) relative to B we have a degree −1 "interior product"
and a degree 0 "Lie derivative"
whose concrete expressions are still given by (2.37) and (2. then we can again write a "relative" Quillen complex as follows:
However, this sequence may no longer be exact even when A is free.
Quiver path algebras
Another important class of examples of associative varieties arises by considering path algebras of quivers; let us briefly review their construction.
A quiver is a directed graph with no constraints on the kind and the number of its edges; in particular it may have loops and/or multiple edges between the same pair of vertices, as for instance in
It is convenient to identify a quiver Q with the set of its edges; we shall denote its set of vertices by I Q , or simply by I if the particular quiver we are referring to is clear from the context. Given an edge ξ of a quiver Q we shall denote by s(ξ) its starting vertex, or source, and by t(ξ) its ending vertex, or target.
A path in a quiver Q is a finite sequence of continuous edges in Q, or equivalently a word of the form ξ 1 . . . ξ ℓ for some ℓ ∈ N where ξ 1 , . . . , ξ ℓ ∈ Q and s(ξ i ) = t(ξ i+1 ) for every 1 ≤ i ≤ ℓ − 1. (In keeping with standard practice, the edges that make up a path are written down going from the right to the left.) The maps s and t may be extended from edges to paths in the obvious way:
The path algebra of a quiver Q over the field K, denoted KQ, is the K-linear space generated by all the paths in Q equipped with the product defined as follows: given two paths p 1 
We shall be concerned only with quivers having a finite vertex set, say I = {1, . . . , m}. For every i ∈ I we shall denote by e i the trivial (length zero) path at the vertex i. Obviously, each e i is an idempotent element of KQ. Moreover, the set (e 1 , . . . , e m ) is a complete set of mutually orthogonal idempotents for KQ, in the sense that e i e j = 0 when i = j and i∈I e i = 1 where 1 is the unit of the path algebra. It follows that, as a vector space, the path algebra decomposes as a direct sum of the form
where (KQ) ji := e j KQe i is the linear subspace of KQ spanned by all the paths i → j in Q. The decomposition (2.62) can be seen equivalently as follows. Denote by B the subalgebra of KQ generated by the idempotents (e i ) i∈I . This algebra is isomorphic to K m , seen as a (commutative) K-algebra with the product defined componentwise. The embedding B ֒→ KQ then makes KQ an algebra over B (in the sense explained in §2.2), and in fact it is easy to check that
where E Q is the B-bimodule spanned (as a K-linear space) by the arrows in Q, with left and right actions defined by
This B-bimodule structure is just a compact way to package all the incidence relations described by the quiver Q.
The associative geometry of quiver path algebras has been studied in [27, 28] ; let us review the main results of these papers. Fix a quiver Q and let A := KQ. In order to obtain a good theory one has to work relatively to the subalgebra B ⊆ A introduced above, using the relative differential calculus reviewed in §2.6. Intuitively, this means that derivations and differential forms defined on A must keep the vertices of the quiver fixed.
Let us start, then, by considering the complex Ω • (A/B), seen as the universal differential envelope D(A/B). We would like to find a (linear) basis for the homogeneous component of degree n,
An element of this space may be written as p 0 ⊗ B dp 1 ⊗ B · · · ⊗ B dp n (2.64)
where p 0 , . . . , p n ∈ A and p 1 , . . . , p n are paths of nonzero length (so that their projection in A/B is nonzero). Suppose that the path p k+1 ends at vertex i (that is, e i p k+1 = p k+1 ) and the path p k starts at vertex j (p k e j = p k ); then dp k ⊗ B dp k+1 = dp k .e j ⊗ B e i .dp k+1 = dp k .e j e i ⊗ B dp k+1 which is zero unless i = j. Clearly these are the only possible relations between elements of D(A/B) n , so as a basis for this space we can take the set of decomposable tensors of the form (2.64) where p 1 , . . . , p n are paths of length ≥ 1 and s(p k ) = t(p k+1 ) for every 0 ≤ k ≤ n.
Consider now the relative Karoubi-de Rham complex DR
• (A/B), starting as usual from the component of degree zero. Let us call a path ξ 1 . . . ξ n ∈ A an (oriented) cycle if
that is, the path ends at the same vertex where it begins. A necklace word in the path algebra A is a cycle considered up to cyclic permutations of its component arrows. As in the free algebra case, it is not difficult to prove the following result (see [28, Lemma 3.4 
]):

Lemma 13. A basis for the linear space DR 0 (A) is given by the set of necklace words in A.
This gives a description for regular functions on the associative variety determined by KQ quite analogous to the one obtained in §2.4 for the associative affine space. Now let us consider 1-forms. As we saw above, a basis for Ω 1 (A/B) is provided by expressions of the form p 0 dp 1 with s(p 0 ) = t(p 1 ). If s(p 1 ) = t(p 0 ) then p 0 dp 1 = [p 0 , dp 1 ] which is killed by the projection onto DR 1 (A/B), so the paths p 0 and p 1 must form a cycle in Q. Then an induction argument over the length of p 1 (see [28, Lemma 3.5] ) shows that it suffices to consider the case where p 1 has length 1, which means that it is an edge of the quiver. Summing up, we have the linear isomorphism
An interesting consequence of these results is that the necklace derivative operators introduced in §2.4 can be generalized to the path algebra of any quiver. Indeed, using the isomorphism (2.65) the differential of any regular function f ∈ DR 0 (A) can be written in a unique way as This expression neatly generalizes formula (2.53), to which it reduces when Q is the quiver with a single vertex and n loops. In practice, the action of a necklace derivative ∂ ∂ξ on a necklace word f is computed in the same manner as in the free algebra case: for each occurrence of the arrow ξ in f we write down the path obtained by removing that arrow from the necklace (starting from the arrow immediately after it) and then take the sum of all the resulting paths. Explicitly, η 1 . . . η ℓ ∈ A is a representative for f with η 1 , . . . , η ℓ ∈ Q then
The cohomology of the Karoubi-de Rham complex of A can also be explicitly calculated, as first shown in [27, 28] .
Theorem 14. Let A be the path algebra of a quiver Q. Then
This result shows that if the "right" choice for the subalgebra of scalar functions is made then the associative variety determined by a quiver has the same cohomology as a contractible space, exactly as it happens for associative affine spaces (theorem 9).
Representation spaces
In this section we review the connection between geometric objects defined on an associative algebra A and the corresponding objects defined on the representation spaces of A, thereby making contact between the associative and the commutative worlds. Our main references for this part are [9] , [15] and [29] .
Representation spaces and their quotients
From now on we suppose that the associative algebra A is finitely generated, that is there exists a natural number n ∈ N such that A may be presented as a quotient
of the free algebra on n generators by a two-sided ideal I. This implies that the dg-algebra Ω • (A) is also finitely generated, and that each homogeneous component Ω k (A) is finitely generated as an A-bimodule. 
It follows that ρ(ab) = ρ(a)ρ(b) for every a, b ∈ A, that is the map ρ is a morphism of K-algebras, hence a d-dimensional representation of A in the original sense.
Notice that there is a certain amount of arbitrariness in this correspondence between representations of A and left A-modules, which is given by the choice of the basis E. Choosing a different basis E ′ amounts to the choice of a different isomorphism
The two maps ρ and ρ ′ are then related by the equality
where g ∈ GL d (K) is the invertible d × d matrix which realizes the change of basis from E to E ′ . We say in this case that the representations ρ and ρ ′ are equivalent. One of the basic goals in the representation theory of associative algebras is to classify the equivalence classes of finite-dimensional representations of A, or (equivalently) the A-modules of finite dimension 8 . In order to attack this problem from a geometric perspective let us consider the space of all d-dimensional representation of the algebra A,
We shall show, following [15, Chapter 2], how this space can be seen in a natural way as an affine scheme. It is convenient to start from the special case in which the algebra A is free, say on the n generators x 1 , . . . , x n . Then any d-dimensional representation of A can be specified simply by picking a n-tuple of d × d matrices (X 1 , . . . , X n ) and declaring that X i is the image of the generator x i for every i = 1 . . . n. It follows that
This is clearly an affine algebraic variety (hence, in particular, a scheme); the corresponding coordinate algebra, that we are going to denote A n,d , is isomorphic to the polynomial ring over K generated by the nd 2 indeterminates (x i,jk ) i=1...n, j,k=1...d representing each entry in a generic n-tuple of d × d matrices:
. . . . . . . . .
Now let us return to the general case of a finitely generated algebra A, presented as in (3.1). Then a d-dimensional representation of A may again be specified by a n-tuple 
holds for every p ∈ I (seen as a noncommutative polynomial in n indeterminates). On the other hand, for each p ∈ I we can interpret the left-hand side of equation (3.7) as the evaluation of the noncommutative polynomial p on the generic n-tuple of matrices (3.6). The d ⊕n ; it is thus an affine scheme (of finite type over K), as claimed.
Notice that, since the ideal J A defined above is not necessarily radical, the scheme Rep A d is not a variety in general. However, this will always be the case for the particular examples we shall be interested in (namely, free algebras and quiver path algebras). For this reason, in what follows we shall usually avoid the more sophisticated scheme-theoretic point of view and regard Rep The fundamental goal becomes then to describe those orbits. The modern approach to the study of group actions on affine algebraic varieties goes under the name of geometric invariant theory. It is obviously impossible for us to do justice to this huge topic here. We direct the reader to the standard reference [30] for a comprehensive treatment; see also [31] for a more concise introduction. We shall content ourselves with briefly summarizing some results which shed some light on the above-mentioned problem.
First of all, we remind the reader about the standard notion of quotient in the algebrogeometric context. Let G be an algebraic group acting on an affine variety X. A categorical quotient for this action (in the category of affine algebraic varieties) is an affine variety X/ /G together with a morphism π : X → X/ /G such that:
2. π is universal among such morphisms: for every G-invariant morphism f : X → Z there exists a unique morphism k :
As for any universal construction, if a categorical quotient exists then it is unique up to a unique isomorphism.
One of the main results of geometric invariant theory is that when G is a reductive algebraic group 9 acting on an affine variety X the categorical quotient X/ /G always exists. This follows from a basic result known as the Nagata-Hilbert theorem: G and consider the morphism X → K m defined by
The image Y ⊆ K m of this morphism is closed and independent of the chosen generating set. The induced surjective morphism π : X → Y is clearly G-invariant, and it can be shown that it is also universal (in the sense of point 2 above). Thus the variety Y is isomorphic to the categorical quotient X/ /G for the given action 10 . It is important to note that the fibers of the quotient map π will not consist, in general, of single orbits. However it can be proved that each fiber of π contains a unique closed orbit, so that the variety X/ /G may be seen as a moduli space for closed G-orbits.
Let us return now to the specific setting of representation spaces. As the group G d is reductive and the variety Rep Let us remark that, depending on the situation at hand, the categorical quotient (3.9) may not be the best choice as a quotient space for Rep [30] for the general theory of these "GIT quotients"). In the next section we shall see a particular case of this approach, which takes advantage of some additional structure on Rep A d (namely a symplectic form) in order to construct smaller and more tractable quotient spaces.
Theorem 16. The orbit of a representation ρ is closed in Rep
The correspondence between the associative and the commutative worlds
We shall now explain, following [9, Section 12], how each associative-geometric object defined on the algebra A induces a corresponding G d -invariant object on the space of d-dimensional representations of A, and consequently a geometric object on its quotient spaces.
Let us start from regular functions. By definition, the space of representations of A comes equipped with an evaluation map
given by (ρ, a) → ρ(a) . Keeping the second argument of this map fixed we see that every a ∈ A determines a matrix-valued function on Rep Since a can be expressed as a polynomial in some generating set {x 1 , . . . , x n } for A we see that a(ρ) can be expressed as a polynomial in the entries of the matrices ρ(x 1 ), . . . , ρ(x n ). But these entries generate the coordinate algebra of Rep 
as claimed. We conclude that there is a well defined linear map as the trace of a product is not the product of the traces. Obviously there is a well-defined product between invariant functions on each representation space Rep A d , but this product does not come from the multiplication map on the algebra A (nor it is easily expressible in terms of the latter).
To further elaborate on this point let us consider in detail the case of associative affine space, A = K x 1 , . . . , x n . As explained in the previous subsection, Rep 
Not every invariant function on Mat d,d (K)
⊕n is of this form; for instance there is no hope of getting the function tr X 1 · tr X 2 from an element of DR 0 (A). Moreover, even the functions in the image of φ are subject to a certain set of relations depending on d (see [15, Chapter 1] ). For instance when d = 2 one has the relation
These relations are also invisible at the level of the linear space DR 0 (A). Now let us turn our attention to the vector fields. In order to establish a correspondence between associative vector fields on A (that is, derivations A → A) and ordinary (algebraic) vector fields on Rep A d we need a description for the tangent space to a point ρ ∈ Rep A d . In fact it is not difficult to prove (see [9, §12.4 
]) that there is an isomorphism
where the A-bimodule structure on 
Now let θ be a derivation A → A; we wish to define a corresponding global vector fieldθ on Rep The derivation property is easy to check:
We also have the following important result, whose (non-trivial) proof can be found in [ It can be worthwhile to see explicitly how this correspondence works in the case A = K x 1 , . . . , x n . A derivation on a free algebra is completely specified by sending each generator x i to any chosen element f i ∈ A. Let us write the derivation defined in this way as
The corresponding vector field on Rep
where we have used the fact that the tangent space to a linear space is canonically isomorphic to the linear space itself. Finally let us consider the correspondence between associative p-forms on A (that is, elements of the Karoubi-de Rham complex DR p (A)) and ordinary differential forms on Rep We start from Kähler differentials. Given α ∈ Ω 1 (A), say α = a 0 da 1 , we consider the matrixvalued differential form on Rep 
which realizes the correspondence between associative 1-forms and
where the exterior product ∧ is extended from 1-forms to d × d matrices of 1-forms in the obvious way 11 . Taking the trace of the resulting matrix we get the scalar-valued p-form
The map ω →ω vanishes on the subspace of Ω p (A) spanned by graded commutators and is constant along the orbits of the group G d . Thus we obtain a map Similarly, given the 2-form ω = x 1 dx 2 x 1 dx 1 (or rather its equivalence class in DR 2 (A)) the corresponding 2-form on
When d = 2 the corresponding coordinate expression in the basis consisting of the 2-forms dx i,jk ∧ dx ℓ,pq involves 16 terms, and the count goes up very quickly as d increases. Already from these simple examples the convenience in dealing with associative forms compared to ordinary ones is rather evident.
Quiver representation spaces
We now consider in particular the case when A is the path algebra of a quiver. In this connection let us note that quivers are a fundamental tool in the representation theory of associative algebras; we refer the interested reader to the textbook [33] for more information about this topic.
Let A = KQ be the path algebra of a quiver Q with vertex set I = {1, . . . , m}. Recall the important role played by the (finite-dimensional, semisimple, commutative) subalgebra B ⊆ A spanned by the complete set of idempotents (e i ) i∈I corresponding to trivial paths in Q. As we saw in §2.7, the path algebra A can be seen as a tensor algebra over B; it is then natural to consider only those representations of A which keep track of this structure.
Observe now that B-algebra structures on Mat d,d (K) are in one to one correspondence with direct sum decompositions of the linear space A ik ∧ B kj . Notice that the resulting product is no longer skew-symmetric.
canonical projection and j i : V i → V is the canonical immersion of the i-th factor. As the only invariants of the decomposition (3.13) are the dimensions of the subspaces V i , we conclude that each B-algebra structure on Mat d,d (K) is completely specified by a vector
This m-tuple of natural numbers is called the dimension vector of the representation. Now we would like to characterize the space of representations of A with a fixed dimension vector d. To this end recall the natural isomorphism (2.25) given by the universal property of the tensor algebra. In the present situation, it can be used to obtain a bijection
between the set of B-algebra morphisms from 
14)
The notion of equivalence between representations must also be slightly adjusted, in order to preserve the chosen B-algebra structure on 
It is immediate to note that the subgroup H consisting of m-tuples of the form (λI d1 , . . . , λI dm ) for some λ ∈ K * acts trivially on Rep(Q, d), so that we can just as well consider the group
We are now in the same situation already considered in §3.1: namely, we have the action of the linear reductive group (3.16) on the affine algebraic variety (3.14). We can thus consider the corresponding categorical quotient, 17) whose points correspond to closed G d -orbits in Rep(Q, d), that is equivalence classes of semisimple representations of Q with dimension vector d. These spaces have been extensively studied in the literature, starting from the seminal paper [34] .
As remarked at the end of §3.1, one can also consider more general GIT quotients of Rep(Q, d) obtained by imposing suitable (semi)stability conditions. The reader can hardly do better than consult [29] for a detailed review of the moduli problem for quiver representations.
The correspondence between associative and commutative objects described in §3.2 generalizes to the above setting as soon as we consider derivations and differential forms on A relative to the subalgebra B. For instance, the condition that a derivation θ : A → A vanishes on B is exactly what is needed in order to insure that the induced vector fieldθ on Rep(Q, d) preserves the chosen B-bimodule structure on Mat d,d (K). As regards differential forms, the recipe (3.12) defines a map DR
relating relative differential forms with ordinary differential forms on Rep(Q, d) which are invariant with respect to the B-bimodule preserving group
Associative symplectic geometry and applications
In this section we review the idea, introduced by Kontsevich [10] and developed by Ginzburg [27] , of considering the associative analogue of symplectic structures, which play a fundamental role in the Hamiltonian approach to dynamical systems. Using the differential calculus for associative algebras reviewed in section 2, every proof from standard symplectic geometry can be translated verbatim to the new context (at least insofar it only uses the dg-algebraic properties of the de Rham complex).
In the second part of the section we briefly survey some applications of the resulting formalism to the theory of finite-dimensional integrable systems 12 . In particular we shall recover the solution of some models of Calogero-Moser type by the classical projection method of Olshanetsky and Perelomov.
Symplectic structures on associative varieties
We shall follow the very clear exposition in [9, Section 14] . Let A be an associative algebra over the field K of characteristic zero. Given a 2-form ω ∈ DR 2 (A) we can define a K-linear map
by θ → i θ (ω). The 2-form ω is said to be nondegenerate if this map is a bijection, in which case we denote its inverse by ω ♯ : DR 1 (A) → Der(A). By definition, ω ♯ maps a 1-form α to the unique derivation such that i ω ♯ (α) (ω) = α.
An associative symplectic variety is a pair (A, ω) consisting of an associative algebra A and an associative 2-form ω which is closed (dω = 0 ∈ DR 3 (A)) and nondegenerate in the above sense.
Let (A, ω) be an associative symplectic variety. A derivation θ ∈ Der(A) is called symplectic if L θ (ω) = 0. We shall denote by Der ω (A) the linear subspace of Der(A) consisting of symplectic derivations. This is a Lie subalgebra of Der(A) since, given two symplectic derivations θ and η, we have by (2.43) that
Lemma 18. A derivation θ is symplectic if and only if
The standard proof via Cartan's formula (2.40) goes through in the obvious way. It follows that the image of the isomorphism (4.1) restricted to Der ω (A) coincides with the linear subspace of closed 1-forms in DR 1 (A). To each regular function f ∈ DR 0 (A) we can associate the (obviously closed) 1-form df ∈ DR 1 (A), hence the corresponding derivation
is symplectic, and has every right to be called the Hamiltonian derivation determined by f . Thus we have defined a K-linear map
which sends every regular function on the associative symplectic variety (A, ω) to the corresponding Hamiltonian derivation.
Returning to the commutative world, it follows from the discussion in section 3 that for every d ∈ N the pair consisting of the affine variety Rep with respect to that action. As we shall see later in this section, by working directly at the associative-geometric level it is possible to treat in a unified way any family of dynamical systems whose phase space can be obtained by a quotient process of this kind. Now let us look for the associative version of the Poisson bracket naturally associated to a symplectic form. Using the above definitions and the results established in section 2 it is a straightforward task to verify that the following chain of equalities holds for every f, g ∈ DR 0 (A): 5) where the various Lie derivative and contraction operators involved are seen as maps on DR • (A), as discussed at the end of §2.3. Let us define the Poisson bracket of f and g, denoted {f, g}, to be the regular function on A resulting from any of the expressions in equation (4.5) . Equivalently, this defines a K-bilinear map
It follows immediately from (4.5) that this bracket operation on DR 0 (A) is skew-symmetric. The easiest way to prove that it also satisfies the Jacobi identity is to first make the connection with the commutator bracket on the corresponding symplectic derivations.
Let us start by noting that, quite generally, given γ, η ∈ Der(A) and using equation (2.42)
Then by taking γ = θ f , η = θ g and applying i [θ f ,θg] to ω we get
(4.8)
13 Beware: many authors define θ f with the opposite sign.
But θ {f,g} is, by definition, the only derivation such that i θ {f,g} (ω) = −d{f, g}, hence We conclude that the space of regular functions on an associative symplectic variety (A, ω) is naturally equipped with a Lie algebra structure.
Classically, the Poisson bracket has also the essential feature of being a derivation in both arguments with respect to the associative (and commutative) product on the coordinate ring of a symplectic variety; in other words, it determines a Poisson algebra structure on that ring. In the present setting it makes no sense to impose such a condition on the bracket (4.6), as there is no associative product on DR 0 (A). However, the induced bracket
defined on the image of the map (3.11) (which generates the algebra of invariants) by To conclude this quick review of associative symplectic geometry let us display the analogue of the familiar four-terms exact sequence of Lie algebras associated to a symplectic variety. 
Some examples of associative symplectic varieties
We now review a few examples of symplectic structures on the associative varieties introduced in section 2. These examples are exactly the symplectic structures studied by Ginzburg and Bocklandt-Le Bruyn in [27, 28] .
Let us start by looking for symplectic structures on associative affine spaces. Let A be a free algebra, seen again as the tensor algebra T (V * ) of a n-dimensional vector space V * with dual space V . By definition, an associative symplectic structure on A is given by a 2-form ω ∈ DR 2 (A) which is closed and nondegenerate. The nature of closed 2-forms on A is clarified by the following result. The reason for calling the symplectic structure (4.11) "canonical" becomes clear when we look at the induced symplectic structure on the space Rep
Theorem 21. When the algebra
This can be interpreted as the canonical symplectic form on the cotangent bundle
where for each i = 1 . . . k the linear functional ζ i is defined by
A second source of examples comes from a class of associative symplectic structures on quiver path algebras. In order to describe them it is useful to define the following "doubling" operation. Given a quiver Q the opposite of Q, denoted by Q op , is the quiver with the same vertices as Q and, for each arrow ξ : i → j in Q, an arrow ξ * : j → i going in the opposite direction. The double of Q, denoted Q, is the quiver having the same set of vertices as Q and the arrows of Q and Q op . Now let Q be any quiver and denote by A := KQ the path algebra of its double. We continue to denote by B the subalgebra of A spanned by the trivial paths. We consider the associative 2-form on A given by (the equivalence class in DR 2 (A/B) of)
Notice that the sum runs over all the arrows in the original quiver Q. This 2-form is closed, being the differential of α Q := ξ∈Q ξ * dξ. Furthermore, an argument similar to the one used above for the 2-form (4.11) (using the expression of the path algebra as a tensor algebra of the B-bimodule E Q ) shows that the map
is invertible, so that ω Q is also nondegenerate. It follows that every quiver Q gives origin to an associative symplectic variety (KQ, ω Q ). By analogy with the previous case, we shall call the 2-form (4.15) the canonical symplectic form associated to the quiver Q. One reason is that, when Q is the quiver with one vertex and k loops x 1 , . . . , x k , the 2-form ω Q coincides with the 2-form (4.11). But the main reason is that the induced symplectic structures on representation spaces may again be interpreted as canonical symplectic forms on the cotangent bundle
where a point (ρ(ξ), ρ(ξ * )) ξ∈Q ∈ Rep(Q, d) is identified with the point in T * Rep(Q, d) determined on the base by the matrices (ρ(ξ)) ξ∈Q and on the fiber by the linear functionals corresponding to the matrices (ρ(ξ * )) ξ∈Q via the isomorphism (4.14). From the relative version of the sequence (4.10),
(where Der ω B (A) denotes the Lie subalgebra of Der B (A) consisting of symplectic derivations) we get, using the description for the cohomology of the complex DR
• (A) provided by theorem 14, the following short exact sequence of Lie algebras:
It follows that the Lie algebra Der ω B (A) of symplectic derivations can be identified with the quotient space DR 0 (A). The generic symplectic derivation of A can be written as
where f ∈ DR 0 (A) and the index i runs over the arrows in the quiver Q.
Free motion on the associative plane and the rational CalogeroMoser system
From now on we specialize to the case K = C, the field of complex numbers. We are going to describe some examples of dynamics on the (complex) associative plane A = C x, y equipped with the canonical symplectic form ω = dy dx, and the corresponding flows on representation spaces. Let us start from the simplest possible system, namely the Hamiltonian describing the free motion on (A, ω):
Clearly dH = y dy, so that the symplectic derivation determined by H is θ H (x, y) = (y, 0). 
This derivation induces an Hamiltonian vector field on each manifold Rep
with projection map π : 
where i is the canonical immersion µ
We are going to use this result to recover the phase space and the dynamics of the rational Calogero-Moser system [40, 41] from the free motion on the associative plane. In fact this is precisely the example that motivated the initial development of associative symplectic geometry by Ginzburg in [27] . As this particular reduction is explained in a number of excellent sources [42, 43, 39] , we shall be quite brief.
Let us denote by O ν the adjoint orbit in
for some τ ∈ C * (the orbits corresponding to different choices of τ are isomorphic; notice that these are precisely the adjoint orbits of minimal nonzero dimension in sl d (C)). It can be proved (see e.g. [39, Theorem 1.22] ) that the action of G d on the inverse image µ −1 (O ν ) is free. We are thus in a position to apply theorem 22, obtaining a smooth symplectic variety of dimension 2d that we denote by In this case dH = yxydx + xyxdy and the associated symplectic derivation is θ H (x, y) = (xyx, −yxy). 
which is the Hamiltonian of the hyperbolic Calogero-Moser system. With a similar change of variables the system with trigonometric potential can also be obtained. Finally let us note that this mechanism for producing families of solvable dynamical systems is by no means limited to Hamiltonian evolution equations. In fact every derivation θ ∈ Der(A), not necessarily symplectic, will give rise to a GL d -invariant vector field on each representation space Rep A d . If we are able to explicitly solve the corresponding matrix ODEs, thus obtaining an explicit expression for the integral curves of this vector field, we can again project these solution curves on suitable lower-dimensional quotients of Rep A d (not necessarily obtained by symplectic reduction) in order to get a solvable system with a smaller number of degrees of freedom.
A similar process has been used quite effectively in a series of papers by Calogero and his coworkers (see [45] and references therein). Following the exposition in [45] , the idea is to start from a matrix differential equation of second order X = F (X,Ẋ) (4.28) whose solutions can be written explicitly. The function F is assumed to be PGL d -equivariant, that is gF (U,U)g −1 = F (gU g −1 , gU g −1 ) for every g ∈ PGL d (C).
Each solution of (4.28) defines a curve X = X(t); we only consider those solutions for which the matrix X is diagonalizable with distinct eigenvalues at all times. Then we can look once again at the corresponding motion of the eigenvalues (q 1 , . . . , q d ) of the matrix X. In general, the evolution equations for these eigenvalues will not be self-contained. However, in some particular cases the supplementary unknowns can be consistently expressed, by means of an appropriate ansatz, as functions of the q i 's and their derivatives. The resulting system of d scalar second order ODEs can be interpreted as the equations of motion for a dynamical system consisting of n point particles on the complex line subject to nonlinear interactions of various sorts. Let us sketch the natural interpretation of this construction from the point of view of associative geometry. At each instant of time, the pair of matrices (X(t),Ẋ(t)) defines a point in Rep 
Integrable systems related to quiver varieties
To conclude let us present a family of dynamical systems whose phase space may be obtained as a quotient of the representation spaces of a quiver with more than one vertex, thus leaving the realm of associative affine spaces. As these systems were introduced by Gibbons and Hermsen in [46] we shall call them Gibbons-Hermsen systems.
For every natural number r ≥ 1 let Q r denote the quiver 16 with two vertices 1 and 2, a loop a at 1, an arrow x : 2 → 1 and (if r > 1) r − 1 arrows y 2 , . . . , y r : 1 → 2 (notice that there is no y 1 ). Let Q r denote the double of this quiver; it has an additional loop a * at 1, an arrow We are going to consider free motion on (CQ r , ω r ), described by the Hamiltonian H = 1 2 a * 2 . Let us consider representations of Q r with dimension vector (n, 1). A point in this space is given by 2 + 2r matrices. We shall denote by:
• X and Y the n × n matrices representing a and a * ;
• v 1 the n × 1 matrix representing x and w 1 the 1 × n matrix representing x * ;
• w 2 , . . . , w r the 1 × n matrices representing y 2 , . . . , y r and v 2 , . . . , v r the n × 1 matrices representing y * 2 , . . . , y * r . The natural action of the group G (n,1) ≃ GL n (C) on this data is given by 16 Readers of [47] should note that the quivers described here are not the "zigzag" quivers; rather, it is the family of quivers briefly considered in Appendix B of that paper. In order to recover the phase space of the Gibbons-Hermsen system we must consider the (trivial) adjoint orbit in gl n (C) given by the single point τ I. We trust the reader to verify that the 2nr-dimensional variety given by symplectic quotient C n,r := µ −1 (τ I))/ / GL n (C) coincides with the symplectic quotient construction considered in [46] 17 . Let us denote by U the open dense subset of C n,r consisting of equivalence classes of (2 + 2r)-tuples for which the matrix X is diagonalizable with distinct eigenvalues. The points of this subset may be parametrized by a set of 2n complex numbers (x 1 , . . . , x n , y 1 , . . . , y n ) and n additional points (f i , e i ) ∈ A r , where A r is the algebraic variety defined by The resulting dynamics is connected to the one described by the Calogero-Moser systems with spin, although in this case the number of internal degrees of freedom is higher. Let us emphasize that the system considered above is just a single example involving a particular family of quivers, a particular choice of the dimension vector for the corresponding representation spaces, and a particular choice of Hamiltonian function. Clearly, many variations on this theme are possible. Actually, one could argue that every quiver possess a large family of "natural" dynamical systems defined on the corresponding representation spaces; these systems may frequently be explicitly solvable and/or integrable in the Liouville sense.
This possibility was considered by Nekrasov in his survey [48] on many-body integrable systems obtained by symplectic reduction. In [48, Section 5.3] Nekrasov explicitly poses the problem of determining which dynamical systems of this form are integrable, both in the smooth and in the holomorphic setting (problems 5.20 and 5.22). To the best of our knowledge, these problems are still wide open.
