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Abstract. Suppose that the vertices of the lattice Zd are endowed with a random
scenery, obtained by tossing a fair coin at each vertex. A random walker, starting from
the origin, replaces the coins along its path by i.i.d. biased coins. For which walks and
dimensions can the resulting scenery be distinguished from the original scenery? We
find the answer for simple random walk, where it does not depend on dimension, and
for walks with a nonzero mean, where a transition occurs between dimensions three and
four. We also answer this question for other types of graphs and walks, and raise several
new questions.
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1. Introduction
Let µ and ν be different probability measures on the same finite sample space Ω,
such that µ(ω) > 0 and ν(ω) > 0 for all ω ∈ Ω. Let G be an infinite graph with a
distinguished vertex v, and denote by Γ(G, v) the space of infinite paths v, v1, v2, . . . in
G that emanate from v. Endow Γ(G, v) with the induced product topology, and let Ψ
be a Borel probability measure on Γ(G, v). Suppose that initially, i.i.d. labels with law
µ are attached to the vertices of G. (Call the law of this random scenery P ). In the
perturbation step, an infinite random path X with distribution Ψ is chosen, and the
labels along X are replaced by independent labels with law ν; this yields a new random
scenery with distribution Q. We address the perturbation detection problem: Given
a scenery in ΩV (G), can one distinguish (without knowing X ) whether this scenery was
sampled from P or from Q?
Clearly, the answer depends on the choice of G,Ψ, µ and ν; as we shall see, it is
sometimes quite surprising. To state this problem formally, let P be the product measure
µV (G), which is the initial distribution of the scenery. The distribution Q of the perturbed
scenery is constructed as follows. Denote by [X ] the set of vertices in X ∈ Γ(G, v) and
let QX be the product measure QX = µV (G)−[X ] × ν [X ] on ΩV (G) (i.e., the labels off [X ]
are sampled from µ and the labels on [X ] are sampled from ν.) Finally, define the Borel
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measure Q on ΩV (G) by
Q(A) =
∫
Γ(G,v)
QX (A) dΨ(X ) .
We say that the distributions P and Q are indistinguishable if P and Q are abso-
lutely continuous with respect to each other; otherwise, we say that P and Q are distin-
guishable. In general, examples exist of measures P,Q, constructed as above, that are
distinguishable but not singular. However, throughout most of this paper we choose to
focus on graphs G and path distributions Ψ where this intermediate situation does not
occur. Indeed, this can be established when Ψ is the law of an automorphism-invariant
Markov chain on a transitive graph.
Proposition 1.1 Let G be a transitive graph and let M be a transition kernel on V (G)
which is invariant under a transitive subgroup H of automorphisms of G. (That is,
M(h(x), h(y)) = M(x, y) for x, y ∈ V (G) and h ∈ H.) Let Ψ be the law of the Markov
chain with transition law M and initial state v; we assume that this chain is transient.
Then the measures P and Q are either singular, or mutually absolutely continuous.
In the subsections below we present the main results of this paper, which determine
whether P and Q are distinguishable for several families of graphs and random paths.
1.1 The Euclidean lattice.
We contrast the behavior of simple random walk on Zd with a walk of nonzero mean.
Theorem 1.2 Assume that G is the Euclidean lattice Zd.
(1) Let Ψ be the law of simple random walk on Zd.Then for all dimensions d and all
µ 6= ν, the distributions P and Q are singular.
(2) Let Ψ be the law of a nearest-neighbor random walk on Zd, with i.i.d. increments
of nonzero mean. If d ≤ 3, then for all µ 6= ν, the distributions P and Q are
singular; however, if d ≥ 4, then there exist µ 6= ν such that the distributions P
and Q are indistinguishable.
(3) For d ≥ 3, there exists a (not necessarily Markovian) distribution Ψ on Γ(Zd, 0)
and measures µ 6= ν, such that P and Q are indistinguishable.
(4) For any distribution Ψ on Γ(Z2, 0) and every µ 6= ν, the measures P and Q are
singular.
Remark. Part (2) of Theorem 1.2 is closely related to a result of Bolthausen and
Sznitman [5] on random walks in random environment.
1.2 General graphs.
In this subsection we focus on simple random walk, and prove the following fact. (For
definitions of speed of random walks and nonamenable graphs see, e.g., [12].)
Theorem 1.3 (1) Let G be a Cayley graph such that simple random walk on G has
positive speed. Then there exist µ 6= ν such that P and Q are indistinguishable.
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(2) Let G be transitive and nonamenable. Then there exist µ 6= ν such that P and Q
are indistinguishable and the Radon-Nikodym derivative dQdP is in L
2(P ).
1.3 Self-avoiding walks on trees — a relative entropy criterion.
The next case that we discuss is self-avoiding walks on trees. In this case we find
a distinguishability criterion in terms of the relative entropy between µ and ν. Since
we discuss general trees (which are typically not transitive), Proposition 1.1 no longer
applies, so P and Q might be neither absolutely continuous nor singular with respect to
each other. Before we state the theorems, we need a few definitions.
Definition 1.4 For measures µ and ν on Ω, the entropy of ν relative to µ is defined as
H(ν|µ) =
∑
ρ∈Ω
ν(ρ) log
(
ν(ρ)
µ(ρ)
)
.
(Recall that we always assume that µ(ω) > 0 and ν(ω) > 0 for all ω ∈ Ω.) Consider
an infinite tree without leaves (except possibly at the root). A ray is an infinite self-
avoiding path starting at the root. The boundary ∂T of a tree T is the set of all rays;
thus ∂T ⊂ Γ(T, root). The induced Borel σ-algebra on ∂T is generated by the sets
{Υ(v) : v ∈ T}, where Υ(v) ⊂ ∂T denotes the set of all rays going through the vertex v.
For a Borel measure Ψ on ∂T , we abbreviate Ψ(v) for Ψ(Υ(v)).
Definition 1.5 (Lyons [11]) The branching number br(T ) of a tree T is defined
as the supremum of all values β such that there exists a probability measure Ψβ on ∂T
satisfying
sup
v∈V (T )
β|v|Ψβ(v) <∞,
where |v| denotes the distance between v and the root.
Definition 1.6 Let Ψ be a probability measure on ∂T and let χ = (v, v1, v2, . . .) be a
ray in ∂T . The local dimension of Ψ on χ is
dΨ(χ) = lim inf
n→∞
− log(Ψ(vn))
n
.
Let T be a leafless tree and let µ 6= ν be probability measures supported on a finite
space Ω. As before, for a distribution Ψ on ∂T , the probability measures P and Q on
ΩV (T ) are defined by:
P = µV (T ) ; Q = QΨ =
∫
∂T
ν [X ] × µV (T )−[X ]dΨ(X ).
Theorem 1.7 With notation as above,
(1) If log br(T ) < H(ν|µ), then P and Q are singular for every measure Ψ on ∂T .
(2) If log br(T ) > H(ν|µ), then there exists a measure Ψ on ∂T such that P and Q
are indistinguishable.
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Theorem 1.8 Let T be a leafless tree and let Ψ be a measure on ∂T . Let Υ+ be the set
of rays χ ∈ ∂T such that dΨ(χ) > H(ν|µ); similarly, let Υ− be the set of χ ∈ ∂T such
that dΨ(χ) < H(ν|µ). Denote Ψ conditioned on Υ+ by Ψ+, and define Ψ− analogously.
We write Q+ for QΨ+ and Q− for QΨ−.
(1) if Ψ(Υ+) > 0, then Q+ and P are indistinguishable.
(2) If Ψ(Υ−) > 0, then Q− and P are singular.
1.4 Structure of the paper.
In Section 2 we prove Theorem 1.2. In Section 3 we prove Proposition 1.1 and Theorem
1.3, and in Section 4 we prove Theorem 1.7 and Theorem 1.8.
Remark. After the results of this paper were obtained, we learned that Arias-Castro,
Candes, Helgason and Zeitouni [1] considered some related questions. However, the em-
phasis in their paper is different, and the overlap between the two papers is minimal.
2. Distinguishability in the Euclidean lattice
2.1 Mean zero Random Walks.
In this subsection we prove part 1 of Theorem 1.2. To establish singularity between P
and Q, we use the fact that typically, there exist cubes of volume significantly greater
than log t, such that simple random walk visits a substantial portion of the cube in the
first t steps.
Lemma 2.1 For d ≥ 3, let {Xj} be a mean zero random walk on Zd, let Tk = min{j :
‖Xj‖∞ = k} and let [X (k)] be the set of points covered by {Xj : j = 1, . . . , Tk}. There
exist δ > 0 and C <∞, such that
P
(∣∣∣[−n, n)d ∩ [X (2n)]∣∣∣ ≥ δ(2n)d) ≥ δe−Cnd−2 .
for every sufficiently large n.
Proof. Throughout this proof, all norms are ℓ∞ norms. Fix n and define the stopping
time S1 = min{j : ‖Xj‖ = n}. Let R1 = min{j ∈ (S1, T2n) : ‖Xj‖ = n/2}, with the
convention that R1 is ∞ if the set is empty. For k = 2, 3, . . . satisfying Rk−1 < ∞, we
define Sk = min{j > Rk−1 : ‖Xj‖ = n} and Rk = min{j ∈ (Sk, T2n) : ‖Xj‖ = n/2}
where, again, Rk =∞ if the set is empty. By Donsker’s invariance principle, there exists
C <∞ (that does not depend on n) such that
P(Rk <∞ | Rk−1 <∞ ; X1,X2, . . . ,XRk−1) ≥ e−C .
Let A be the event {Rnd−2 < ∞}. Then P(A) ≥ e−Cn
d−2
. Consider the cubical shell
W = {x : 2n/3 < ‖x‖ ≤ 5n/6}. By Green function estimates (see e.g. [9]), there exists
c1 > 0 such that
P
(
∃t ∈ (Rk, Sk+1] : Xt = x
∣∣∣{Xi}Rki=1) ≥ c1n2−d · 1Rk<∞ a.s.
DETECTION OF RW TRAILS 5
for every k and every x ∈ W . Therefore P(x ∈ [X (2n)] |A) ≥ ρ > 0 for every x ∈ W .
Consequently,
E
(∣∣∣[−n, n)d ∩ [X (2n)]∣∣∣ ∣∣∣ A) ≥ c2(2n)d.
for some constant c2 = c2(d). But
∣∣[−n, n)d ∩ [X (2n)]∣∣ ≤ (2n)d, whence δ = c2/2 satisfies
P
(∣∣∣[−n, n)d ∩ [X (2n)]∣∣∣ ≥ δ(2n)d ∣∣∣ A) ≥ δ,
so
P
(∣∣∣[−n, n)d ∩ [X (2n)]∣∣∣ ≥ δ(2n)d) ≥ δP(A) ≥ δe−Cnd−2 .

Proof of Part 1 of Theorem 1.2. Since µ 6= ν, there exists some ρ ∈ Ω with ν(ρ) > µ(ρ).
Let k(n) = (log n)α with α = 1/(d − 1). The singularity of P and Q follows from the
following claim.
Claim 2.2 Let δ be as in Lemma 2.1. For every n, let An be the event that there
exists a cube Λ of side length k(n) in [−n, n)d such that
|{x ∈ Λ : ω(x) = ρ}|
|Λ| > µ(ρ) +
δ (ν(ρ)− µ(ρ))
2
. (2.1)
(1) P -almost surely, An occurs only for finitely many values of n.
(2) Q-almost surely, An occurs for all large enough n.

Proof of claim 2.2. Part (1) follows immediately from standard large deviation bounds:
For every cube Λ of side length k(n),
P
( |{x ∈ Λ : ω(x) = ρ}|
|Λ| > µ(ρ) +
δ (ν(ρ)− µ(ρ))
2
)
≤ e−c|Λ| = e−c(logn)
d
d−1
,
for some c = c(δ, µ, ν) > 0. Since there are at most 2dnd such cubes Λ in [−n, n)d,
P(An) ≤ 2dnde−c(logn)
d
d−1
.
Thus
∑∞
n=1P(An) <∞, so by Borel-Cantelli only finitely many of the events An occur.
Part (2) can be deduced from Lemma 2.1. Indeed, fix n and let {Xj} be the random
walk. for ℓ = 1, . . . ,
√
n, let j(ℓ) = min{j : ‖Xj‖ ≥ 2ℓ · k(n)}. Let Λℓ be the cube of
side length k(n) centered at Xj(ℓ). By the weak law of large numbers, given the event
|[X ] ∩ Λℓ| ≥ δ|Λℓ|, the conditional probability that Λℓ satisfies the inequality (2.1) is
at least 1/2. Therefore, by Lemma 2.1, the probability that none of the cubes Λℓ with
ℓ ∈ [1,√n] satisfy the condition in (2.1), is bounded by(
1− δ
2
e−C(log n)
d−2
d−1
)√n
< e−n
1
4
The right-hand side is summable in n, so again by Borel-Cantelli we are done. 
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2.2 Oriented and biased random walk.
In this subsection we prove Part 2 of Theorem 1.2. We start with a simple lemma that
holds for general graphs and walks.
Lemma 2.3 Let G be a graph with a distinguished root v, let Ψ be a distribution on
Γ(G, v) and let Ω be the sample space on which the measures µ and ν live.
Let κ = (v1, v2, . . .) be an ordering of the vertices in G. For ω ∈ ΩV (G) define
ω(n) = {η ∈ ΩV (G) : η(vi) = ω(vi), i = 1, . . . , n} ⊆ ΩV (G) (2.2)
and
fn(ω) = f
κ
n (ω) =
P
(
ω(n)
)
Q
(
ω(n)
) ; f = fκ = lim
n→∞ f
κ
n (2.3)
and
gn(ω) = g
κ
n(ω) =
Q
(
ω(n)
)
P
(
ω(n)
) ; g = gκ = lim
n→∞ g
κ
n (2.4)
Then,
(1) The limit in (2.3) exists Q-almost surely and is the Radon-Nikodym derivative of
(the absolute continuous part of) P with respect to Q.
(2) The limit in (2.4) exists P -almost surely and is the Radon-Nikodym derivative of
(the absolute continuous part of) Q with respect to P .
(3) For every two orderings κ1 and κ2, we have that Q-almost surely, f
κ1 = fκ2.
(4) For every two orderings κ1 and κ2, we have that P -almost surely, g
κ1 = gκ2 .
(5)
Q≪ P ⇐⇒ f > 0 Q− a.s.
and
P ≪ Q ⇐⇒ g > 0 P − a.s.
(6)
Q ⊥ P ⇐⇒ f = 0 Q− a.s. ⇐⇒ g = 0 P − a.s.
Lemma 2.3 follows from standard martingale techniques, see e.g. Section 4.3.c of [7].
We now prove a simple lemma that is very useful in proving absolute continuity. Vari-
ants of this lemma appeared in [10] and in [5]. Similarly to the previous lemma, this
lemma holds for general graphs and (possibly non-Markovian) walks.
Lemma 2.4 Let X (1) and X (2) be two independent samples of the measure Ψ on Γ(G, v).
If there exists C > 0 such that for every n
(Ψ ×Ψ)
(∣∣∣[X (1)] ∩ [X (2)]∣∣∣ > n) ≤ e−Cn (2.5)
then there exist µ 6= ν such that the measures P and Q are indistinguishable.
Proof. Let µ 6= ν be such that
ζ :=
∫ [
dν(x)
dµ(x)
]2
dµ(x) =
∫ [
dν(x)
dµ(x)
]
dν(x) < eC , (2.6)
DETECTION OF RW TRAILS 7
with C as in (2.5). Let v1, v2, . . . be the same ordering of the vertices in G as in Lemma
2.3. For a configuration ω ∈ ΩG we look again at the functions g and gn, defined in (2.4).
By Proposition 1.1, it suffices to prove that Q is absolutely continuous with respect to P ;
by Lemma 2.3, this is equivalent to uniform integrability of the martingale {gn} (w.r.t.
P ). To establish this, we will show that {gn} is bounded in L2(P ).
gn(ω) =
Q
(
ω(n)
)
P
(
ω(n)
) = ∫
Γ(G,v)
QX
(
ω(n)
)
P
(
ω(n)
) dΨ(X ),
where, as before,
QX = µV (G)−[X ] × ν [X ]. (2.7)
Let
g(X )n (ω) =
QX
(
ω(n)
)
P
(
ω(n)
) .
Then
EP (g
2
n) =
∫
Γ(G,v)2
EP
[
g(X
(1))
n (ω) · g(X
(2))
n (ω)
]
dΨ(X (1))dΨ(X (2))
=
∫
Γ(G,v)2
n∏
i=1
EP
[
QX (1) (ω(vi))
P (ω(vi))
· QX (2) (ω(vi))
P (ω(vi))
]
dΨ(X (1))dΨ(X (2)) (2.8)
For given X (1) and X (2), the product inside the integral in (2.8) naturally breaks into
four products: for values of i satisfying
i ∈
[
X (1)
]c ∩ [X (2)]c, (2.9)
i ∈
[
X (1)
]c ∩ [X (2)] , (2.10)
i ∈
[
X (1)
]
∩
[
X (2)
]c
, (2.11)
or i ∈
[
X (1)
]
∩
[
X (2)
]
. (2.12)
It is easy to see that for i as in (2.9), (2.10) and (2.11),
EP
[
QX (1) (ω(vi))
P (ω(vi))
· QX (2) (ω(vi))
P (ω(vi))
]
= 1,
while for i as in (2.12),
EP
[
QX (1) (ω(vi))
P (ω(vi))
· QX (2) (ω(vi))
P (ω(vi))
]
= ζ
so
EP
[
g(X
(1))
n (ω) · g(X
(2))
n (ω)
]
= ζ|[X (1)]∩[X (2)]∩{v1,...,vn}|.
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Therefore, by the choice of ζ and by (2.6),
sup
n
‖gn‖2 = EΨ×Ψ
[
ζ|[X (1)]∩[X (2)]|
]
<∞ .

The following is a corollary of the proof:
Corollary 2.5 There exist distinct µ and ν such that P and Q are indistinguishable
and the Radon-Nikodym derivative is in L2 if and only if (2.5) holds for some C and all
n.
Next, we prove the d ≥ 4 case of Part (2) of Theorem 1.2. We start with the special
case of simple oriented random walk where the increments give equal weight to the d
standard basis vectors. For this case, all we need is the following lemma from Cox and
Durrett [6] (who attribute the idea to H. Kesten).
Lemma 2.6 Let X (1) and X (2) be two independent paths of a nearest-neighbor random
walk in Zd, d ≥ 4 with the simple oriented transition kernel. Then there exists C > 0
such that
E
[
eC|[X (1)]∩[X (2)]|
]
<∞.
We recall the short proof for the reader’s convenience.
Proof. for every k we have ‖X (1)k ‖1 = ‖X (2)k ‖1 = k. Therefore, if X (1)(j) = X (2)(k) then
j = k. Thus,
∣∣[X (1)] ∩ [X (2)]∣∣ is the number of returns to zero of the Markov chain
{X (1)k −X (2)k }∞k=1. This Markov chain is a d− 1 dimensional random walk, and therefore
is transient for d ≥ 4. The lemma follows from the general fact that the number of returns
to the origin of a transient Markov chain is a geometric random variable. 
To prove Part (2) of Theorem 1.2 for all nearest neighbor walks with nonzero mean,
the following more general lemma is needed.
Lemma 2.7 Let X (1) and X (2) be two independent paths of a nearest-neighbor random
walk in Zd, d ≥ 4 with non-zero mean. Then there exists C > 0 such that
E
[
eC|[X (1)]∩[X (2)]|
]
<∞.
Lemma 2.7 is a special case of the first part of Theorem 2.4 of [5], and all proofs of the
lemma that we know are difficult.
Next, we establish the case d ≤ 3 of Part (2) of Theorem 1.2. We will use a simple
counting argument. Let m be the drift of the random walk, and assume w.l.o.g. that
〈m, e1〉 > 0 and that 〈m, e1〉 ≥ |〈m, ei〉| for every i. Given n, let
D(n) = {x ∈ (n/2, n]× [−n, n]d−1 : ∃k≥0‖x− km‖1 < n1/2}.
We will use the following statement in order to establish singularity of P and Q:
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Claim 2.8 Let X be a nearest-neighbor random walk in Zd with mean m 6= 0. if d ≤ 3,
then there exists ρ > 0 such that for every n large enough,
Ψ
(
|[X ] ∩ D(n)|√|D(n)| > ρ
)
> ρ.
Proof.
U(n) :=
∣∣∣[X ] ∩ (n/2, n] × [−n, n]d−1∣∣∣ ≥ |[X ] ∩ D(n)|
satisfies
Ψ(U(n) > an) < e−θn (2.13)
for a > 〈m, e1〉−1 and θ = θ(a) > 0. On the other hand,
EΨ(|[X ] ∩ D(n)|) =
∞∑
i=1
Ψ [X (i) ∈ D(n) & X (j) 6= X (i) for all j > i]
= γ
∞∑
i=1
Ψ [X (i) ∈ D(n)] ≥ c1n . (2.14)
where γ is the escape probability of the random walk. To see that the last inequality in
(2.14) holds, note that for 58〈m,e1〉n < i <
7
8〈m,e1〉n,
Ψ (X (i) ∈ D(n)) ≥ Ψ (‖X (i) − E(X (i))‖1 < √n) ≥ c0 > 0.
Note that |D(n)| = O(n1+ d−12 ) and thus |D(n)| = O(n2) for d ≤ 3. In conjunction with
(2.14) and (2.13), we deduce the existence of positive ρ such that
Ψ
(
|[X ] ∩ D(n)|√|D(n)| > ρ
)
> ρ,
as desired. 
Proof of singularity for d ≤ 3. Let nk = 2k. Let Ak be the event
Ak =
{
|X ∩ D(nk)|√|D(nk)| > ρ
}
.
Let ξ ∈ Ω be s.t. ν(ξ) > µ(ξ).
Then for every k, Let Bk be the event
Bk =
{
# {x ∈ D(nk) : ω(x) = ξ} ≥ µ(ξ)
[
|D(nk)| − ρ
√
|D(nk)|
]
+ ρν(ξ)
√
|D(nk)|
}
Let Q˜ be the law of the pair (X , ω), where X ∈ Γ(G, v) is a random path sampled from
Ψ and ω is a random scenery sampled from QX . In other words, Q˜ is a Borel measure on
Γ(G, v) × ΩV (G), and for Borel sets Φ ⊂ Γ(G, v) and A ⊂ ΩV (G), it satisfies
Q˜(Φ×A) =
∫
Φ
QX (A) dΨ(X ).
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Then (under both P ×Ψ and Q˜) the Bk-s are independent conditioned on X , and for
all k large, by the central limit theorem and by stochastic domination,
Q˜(Bk|Ak) ≥ 1/2 ; γ := lim
k→∞
P (Bk) < 1/2 ; Q˜(Bk|X ) ≥ P (Bk) Ψ− a.s. (2.16)
Ψ(Ak) ≥ ρ for all k large enough, and therefore there exists τ > 0 such that
Ψ
lim sup
k→∞
1
k
k∑
j=1
1Aj ≥
ρ
2
 ≥ τ (2.17)
(This follows from, e.g, Lemma 4.2 of [4] referring to the events 1k
∑k
j=1 1Aj ≥ ρ2 .)
Let Z be the event in (2.17), and let
W =
lim supk→∞ 1k
k∑
j=1
1Bj ≥ τ ·
1
2
+ (1− τ) · γ
 .
Then by (2.16) and independence, P (W ) = 0. On the other hand, Q˜(W |Z) > 0 and so
Q(W ) ≥ Q˜(W |Z)Ψ(Z) > 0. Therefore Q and P are not mutually absolutely continuous,
and by Proposition 1.1 they are singular. 
2.3 Non-Markovian paths.
Here we supply the proofs of parts 3 and 4 of Theorem 1.2.
Proof of part 3 of Theorem 1.2. Based on Lemma 2.4 all we need to show is the existence
of a measure on paths satisfying the exponential intersection tail property in Z3. Such
measures were constructed in [2] and [8]. 
Proof of part 4 of Theorem 1.2. Let f be a function from Ω to R such that Eµ(f) = 0
and Eν(f) = 1. Let {Jk}∞k=1 be a sequence of weights, and let Lk = {x ∈ Z2 : ‖x‖1 = k}.
Define
Un =
n∑
k=1
Jk
∑
v∈Lk
f(ω(v)) .
Then EP (Un) = 0. Moreover, the measure Q˜ defined in (2.15) satisfies
EQ˜(Un|X ) =
n∑
k=1
Jk
∣∣∣[X ] ∩ Lk∣∣∣ ≥ n∑
k=1
Jk
and (since |Lk| = 4k),
var
Q˜
(Un|X ) =
n∑
k=1
J2k
[ ∣∣∣[X ] ∩ Lk∣∣∣varν(f) + ∣∣∣Lk \ [X ]∣∣∣varµ(f)] ≤ 4C n∑
k=1
kJ2k
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where C = max(varµ(f),varν(f)). We also have
varP (Un) ≤ 4C
(
n∑
k=1
kJ2k
)
.
Pick Jk = k
−1, so that
[
∑n
k=1 Jk]
2∑n
k=1 kJ
2
k
−→∞
Then by Chebyshev’s inequality,
P
(
Un >
1
2
n∑
k=1
Jk
)
→ 0
and
Q
(
Un >
1
2
n∑
k=1
Jk
)
→ 1 ,
so the proof is complete. 
3. General graphs
In this section we prove Proposition 1.1 and Theorem 1.3. We start with Proposition
1.1. We note that for the purpose of the proof given here, the assumption of transience
in the statement of the proposition can be relaxed to assuming infinite orbits. However
the question is only of interest in the transient case.
Let u be a neighbor of v, and define Q∗ the way Q is defined, but with the path starting
at u instead of v. We define the functions f∗ and g∗ similarly to f and g (recall (2.3)
and (2.4)), using Q∗ instead of Q. The next lemma follows from the fact that µ and ν
are absolutely continuous with respect to each other.
Lemma 3.1 The measures Q and Q∗ are absolutely continuous with respect to each
other. In particular, f(ω) = 0 if and only if f∗(ω) = 0 for Q-almost every ω, and
g(ω) = 0 if and only if g∗(ω) = 0 for P -almost every ω.
Using Lemma 2.3 we are now ready to prove Proposition 1.1.
Proof of Proposition 1.1. We consider the following coupling of P and Q: our sample
space is
Ξ =
(
ΩV (G)
)2 × Γ(G, v)
The measure on this space is defined as follows: the first copy of ΩV (G) is equipped with
the measure µV (G), the second copy with the measure νV (G) and Γ(G, v) is equipped with
the measure Ψ on paths determined by M and the starting point v. These three are
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chosen to be independent of each other. An element of Ξ is denoted η = (η1, η2,X ). We
now define ω1(η) and ω2(η) as follows: for a vertex u ∈ V (G),
ω1(u) = η1(g),
and
ω2(u) =
{
η1(u) if u /∈ [X ]
η2(u) if u ∈ [X ] .
We define f˜(η) := f(ω2(η)) and g˜(η) := g(ω1(η)). In light of Parts 5 and 6 of Lemma
2.3, all we need in order to prove the proposition is to find a measure preserving ergodic
transformation T : Ξ → Ξ such that the events A1 = {f˜(η) > 0} and A2 = {g˜(η) > 0}
are T -invariant.
We proceed with the definition of the transformation T . For every u ∈ G, let αu be
an M -preserving automorphism of G such that αu(u) = v. the map αu exists by the
assumption that M is invariant under a transitive subgroup of the automorphism group
of G.
The path X is a function from N to V (G) with X (0) = v. Let α = αX (1). Then,
(1) for n ∈ N,
(T (X )) (n) := α(X (n + 1)).
(2) For u ∈ V (G) and i ∈ {1, 2},
(T (ηi)) (u) := ηi
(
α−1(u)
)
.
It is easy to see that T is measure preserving. The fact that A1 and A2 are T -invariant
follows from Lemma 3.1 and parts 3 and 4 of Lemma 2.3. We now show that T is mixing,
and therefore ergodic. Let A and B be cylinder sets that depend only on the first r steps
of X and on η1 and η2 in the ball B(v, r). Then,
Φ(T−nA ∩B)− Φ(A)Φ(B) ≤ P(X (n) ∈ B(v, 2r)) n→∞−→ 0.
For general sets, we get this by approximating them with cylinder sets. 
Now we turn to proving Theorem 1.3. We first need a lemma which is reminiscent of
Lemma 2.4. This lemma is in the same spirit as Lemma 7.1 in [10].
Lemma 3.2 Let X (1) and X (2) be two independent samples of the random walk path. If
there exists C such that
P
(
E
[
eC|[X (1)]∩[X (2)]|
∣∣∣X (1)] <∞) > 0 (3.1)
then there exist µ 6= ν such that P and Q are indistinguishable.
Proof. Using Proposition 1.1, all we need to show is that (with the notations of (2.3) and
(2.4))
Q
(
lim
n→∞ fn > 0
)
> 0.
This is equivalent to saying
Q
(
lim
n→∞ gn <∞
)
> 0.
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Let Q˜ be as in (2.15). What we need to show is the same as
Q˜
(
lim
n→∞ gn <∞
)
> 0.
It is sufficient to show that there exists an event A of positive probability which is
determined by X satisfying
lim
n→∞EQ˜(gn · 1A) <∞
which, using the fact that gn is the derivative
dQ
dP conditioned on ω
(n) and that gn and
X are independent conditioned on ω, translates to
lim
n→∞E(P×Ψ)(g
2
n · 1A) <∞. (3.2)
We now repeat the calculations from the proof of Lemma 2.4:
E(P×Ψ)(g2n|X (1)) =
∫
Γ(G,v)
EP
[
n∏
i=1
QX (1) (ω(vi))
P (ω(vi))
· QX (2) (ω(vi))
P (ω(vi))
∣∣∣∣∣X (1),X (2)
]
dΨ(X (2))
We use the same decomposition as in the proof of Lemma 2.4 to get that
E(P×Ψ)(g2n|X (1)) = EΨ
(
ζ|[X (1)]∩[X (2)]∩{v1,...,vn}|
∣∣∣X (1))
Let
U = U(X (1)) = EΨ
[
ζ|[X (1)]∩[X (2)]|
∣∣∣X (1)] .
Let M be a large finite number such that Ψ(U < M) > 0, and let A = (U < M).
For every choice ofM , the sequence E(g2n ·1U<M ) is a bounded sequence, and therefore
P
(
lim
n→∞ g
2
n · 1A <∞
)
= P (U < M) > 0,
and (3.2) holds. 
Proof of part 1 of Theorem 1.3. Part 1 of Theorem 1.3 will follow from Lemma 3.2 once
we prove the following claim:
Claim 3.3 Let G be a Cayley graph such that the speed of the simple random walk on G
is positive, and let X (1) and X (2) be two independent samples of the path of the random
walk on G started at the same point v. Then there exist C such that
P
(
E
[
eC|[X (1)]∩[X (2)]|
∣∣∣ X (1)] <∞) = 1.

Proof of Claim 3.3. By Proposition 6.2 of [3], when the speed is positive, almost surely
there exists γ > 0 such that G(X (1)(n)) < e−nγ for all n large enough, where G is Green’s
function for the random walk started at v. Since P(x ∈ [X (2)]) ≤ G(x), we infer that
almost surely,
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P
(∣∣∣[X (1)] ∩ [X (2)]∣∣∣ > n ∣∣∣X (1)) ≤∑
ℓ>n
P
(
X (1)(ℓ) ∈
[
X (2)
])
≤
∑
ℓ>n
G(X (1)(ℓ))
and the right-hand side is at most O (e−nγ).

Proof of part 2 of Theorem 1.3. Here we use Lemma 2.4 and the following claim:
Claim 3.4 Let G be a transitive nonamenable graph, and let X (1) and X (2) be two
independent samples of the path of the random walk on G. Then there exist K such that
E
(
eK|[X (1)]∩[X (2)]|
)
<∞
Proof. For any n and ǫ > 0,
P
[
X (1)(n) ∈
[
X (2)
]]
≤ P
[
X (1)(n) ∈ B(v, ǫn)
]
+max
z
∑
t>ǫn
P
[
X (2)(t) = z
]
(3.3)
By non-amenability, for small enough ǫ both summands in the RHS of (3.3) decay expo-
nentially with n, so
P
[
X (1)(n) ∈
[
X (2)
]]
≤ Ce−nγ
for some (non-random) C and γ. From here,
P
[∣∣∣[X (1)] ∩ [X (2)]∣∣∣ > n] ≤∑
ℓ>n
P
[
X (1)(ℓ) ∈
[
X (2)
]]
≤ C
1− e−γ e
−nγ .


4. Finding the threshold on trees
In this section we prove Theorems 1.7 and 1.8. Recall the definitions of relative entropy,
branching number and local dimension (Definitions 1.4, 1.5 and 1.6 in the Introduction).
We define a cut in a tree to be a subset C ⊆ V (T ) such that the connected component
of the root in V (T )−C is finite. We only consider minimal cuts, i.e. cuts such that removal
of one point will connect the root to infinity. From the Min-cut-max-flow theorem, one
can deduce the following characterization of the branching number, see [11] for the proof.
Lemma 4.1 Let C(T ) be the set of cuts of T . Then b(T ) is the infimum of all values β
such that
inf
C∈C(T )
∑
u∈C
β−|u| = 0.
The proofs of Theorems 1.7 and 1.8 are fairly similar, and therefore we start with two
lemmas that are at the core of the proofs of both theorems.
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In what follows, for a probability measure Ψ on ∂T , we take Ψ({v1, v2, . . . , vn}) to be
the measure of the set of rays going through any of the vi-s. Additionally, the measure of a
finite self-avoiding path starting at the root is the measure of the set of all of its extensions
to infinite self-avoiding paths. A set of vertices V0 ⊂ V (T ) is called an antichain if for
any pair of vertices v,w ∈ V (T ) such that v is an ancestor of w, at most one of v,w is in
V0.
Lemma 4.2 Let H = H(ν|µ) and let Ψ be a measure on ∂T . Assume that there exist
disjoint antichains Vn ⊆ V (T ) such that
lim
n→∞Ψ(Vn) = 1
and
lim
n→∞
∑
u∈Vn
e−|u|H = 0. (4.1)
Then P and Q are singular.
Lemma 4.3 Let H = H(ν|µ) and let Ψ be a measure on ∂T . If there exists γ > 0 such
that for Ψ almost every X ,
lim
u ∈ [X ]
|u| → ∞
e(H+γ)|u|Ψ(u) = 0 (4.2)
then P and Q are indistinguishable.
Proof of Lemma 4.2. Let
η(Vn) :=
∑
u∈Vn
e−|u|H .
Let nk be a (deterministic) subsequence satisfying
∞∑
k=1
η(Vnk) <∞. (4.3)
For ρ ∈ Ω, let r(ρ) = ν(ρ)µ(ρ) . Let Q˜ be the measure defined on ΩV (T ) × ∂T as in (2.15).
Remember that Q is the ΩV (T ) marginal of Q˜. Let (ω, X¯ ) be a sample of Q˜. Then X¯
is distributed according to Ψ. We denote the elements of X¯ by u1, u2, . . .. Then the
sequence {ω(un)}∞n=1 is i.i.d. ν and independent of X¯ .
For every u ∈ V (T ), let Xu be the (finite) path from the root to u, and we use Ku to
denote the event
Ku =
{ ∏
z∈Xu
r(ω(z)) ≥ enH
}
.
By the central limit theorem,
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lim
n→∞ Q˜(Kun) = limn→∞ Q˜
 ∏
z∈Xun
r(ω(z)) ≥ enH

= lim
n→∞ Q˜
 ∑
z∈Xun
log r(ω(z)) ≥ nH
 = 1/2. (4.4)
In addition, by the condition that Ψ(Vn)→ 1, we get that Q˜([X¯ ]∩ Vn 6= ∅)→ 1. From
here we get that almost surely the set B := {k : [X¯ ] ∩ Vnk 6= ∅} satisfies |B| = ∞. Let
z1, z2, . . . be the points on X¯ that are also in ∪Vnk . From (4.4), we get
lim inf
k→∞
Q˜ (Kzk) ≥ 1/2. (4.5)
The event that there exist infinitely many values of k such that Kzk holds is a tail
event on the values of w along X¯ , and is independent of X¯ , and therefore is a zero-one
event. By(4.5) it has positive Q˜-probability and therefore has Q˜-probability one.
So Q˜-almost surely (and also Q-almost surely), there exist infinitely many values of k
such that
∃u∈Vnk s.t. Ku holds (4.6)
Let u be a vertex of distance n from the root.
EP
( ∏
z∈Xu
r(ω(z))
)
= 1,
and therefore by Markov’s inequality,
P (Ku) = P
( ∏
z∈Xu
r(ω(z)) ≥ enH
)
≤ e−nH = e−|u|H
and therefore
P (∃u∈VnKu) ≤ η(Vn).
So by Borel-Cantelli, P -almost surely, only finitely many values of k satisfy (4.6).
Therefore P and Q are singular. 
Proof of Lemma 4.3. Recall that in the proofs of Lemmas 2.4 and 3.2, we had
fn(ω) =
P
(
ω(n)
)
Q
(
ω(n)
)
and
gn(ω) =
Q
(
ω(n)
)
P
(
ω(n)
) = 1
fn(ω)
where ω(n) is as in (2.2).
As before, it is sufficient to show that
Q( lim
n→∞ gn <∞) = 1 (4.7)
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and
P ( lim
n→∞ fn <∞) = 1. (4.8)
From the fact that 1/gn is a positive Q-martingale and 1/fn is a positive P -martingale
we learn that the limits exist almost surely, but we must still show that they are finite.
First we show (4.7).
Fix ǫ > 0. Let δ be so that
δ
∑
ρ∈Ω
∣∣∣∣log(ν(ρ)µ(ρ)
)∣∣∣∣ < γ2 . (4.9)
and let N = Nδ be so that for an i.i.d. ν sequence {ℓi},
P
(
for every n > N, for every ρ ∈ Ω,∣∣∣#{1≤i≤n:ℓi=ρ}n − ν(ρ)∣∣∣ < δ
)
> 1− ǫ,
and, using (4.2),
Ψ
{
X : for every n > N, Ψ(Xn) < e−n(H+γ)
}
> 1− ǫ (4.10)
where Xn is the n-th vertex of the path X .
For X ∈ ∂T , we define AX ⊆ ΩV (T ) as follows:
If there exists n > N such that Ψ(Xn) ≥ e−n(H+γ) then AX = ∅. Otherwise, we take
AX =
{
ω : ∀n>N∀ρ∈Ω
∣∣∣∣#{1 ≤ i ≤ n : ω(Xi) = ρ}n − ν(ρ)
∣∣∣∣ < δ} .
We define A ⊆ ∂T × ΩV (T ) to be
A =
⋃
X∈∂T
AX × {X}.
Q˜(A) > 1− 2ǫ by the choice of N (A is clearly measurable) .
We will show that
lim
n→∞EQ˜(gn(ω) · 1A) <∞. (4.11)
Observe that (4.7) follows from (4.11). To verify (4.11), compute
EQ˜(gn · 1A) =
∫
gn · 1AdQ˜ =
∫
EQX (gn · 1AX )dΨ(X ),
where the second inequality follows from (2.15), and
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EQX (gn · 1AX ) =
∫
Q
(
ω(n)
)
P
(
ω(n)
) · 1AX dQX (ω)
=
∫ ∫
QX ′
(
ω(n)
)
P
(
ω(n)
) dΨ(X ′) · 1AX dQX (ω)
=
∫ ∫ ∏
u∈[X ]∩[X ′]∩{v1,...,vn}
ν(ω(u))
µ(ω(u))
dΨ(X ′) · 1AX dQX (ω)
=
∫ ∏
u∈[X ]∩[X ′]∩{v1,...,vn}
r(ω(u)) · 1AX dQX (ω)dΨ(X ′) (4.12)
where the second equality follows from the decomposition Q(W ) =
∫
QX ′(W )dΨ(X ′)
for every event W ⊆ ΩV (T ). The third equality then follows from the same reasoning as
in the proof of Lemma 2.4. Let Rˆ = max{r(ρ) : ρ ∈ Ω}. By (4.9) and the choice of the
event A, on the event A we get that for every X ′, if |[X ] ∩ [X ′]| > N then∏
v∈[X ]∩[X ′]∩{v1,...,vn}
r(ω(v)) ≤ max{RˆN , e
∣∣[X ]∩[X ′]∩{v1,...,vn}∣∣(H+γ/2)}
< RˆNe|[X ]∩[X
′]|(H+γ/2).
Therefore,
EQX (gn · 1AX ) ≤ (4.13)
QX (AX )
 N∑
j=0
RˆjΨ(|[X ] ∩ [X ′]| = j) +
∞∑
j=N
ej(H+γ/2)Ψ(|[X ] ∩ [X ′]| = j)
 .
For j > N + 1,
QX (AX )Ψ
(∣∣[X ] ∩ [X ′]∣∣ = j) ≤ e−j(H+γ). (4.14)
Note that in (4.13) and (4.14) X is fixed and the Ψ-distributed variable is X ′.
(4.11) follows from 4.13 and 4.14, and thus we get (4.7). To see (4.8), we first note that
by (4.7),
P ( lim
n→∞ fn <∞) > 0.
Indeed, by (4.7), Q is absolutely continuous w.r.t. P . Therefore, the integral of dQdP w.r.t.
P is 1, and therefore cannot be P -a.s. zero. Therefore limn→∞ fn cannot be a.s. infinite.
The event {limn→∞ fn < ∞} is a tail event on the i.i.d. distribution P , so (4.8) follows
from the 0-1 law. 
Now we are able to prove Theorems 1.7 and 1.8
Proof of Theorem 1.7. Part 2 follows immediately from Definition 1.5 and Lemma 4.3.
Part 1 follows from Lemma 4.1 and Lemma 4.2, by taking the sets Vn to be a sequence
of cuts as in Lemma 4.1.
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
Proof of Theorem 1.8. Part 1: For γ > 0, Let Υ
(γ)
+ = {X ∈ ∂T : dΨ(X ) > H + γ}, and
similarly we define Ψ
(γ)
+ to be Ψ conditioned on Υ
(γ)
+ . Provided that Ψ
(
Υ
(γ)
+
)
> 0, for
Ψ
(γ)
+ almost every X = (w1, w2, . . .),
lim
n→∞Ψ
(γ)
+ (wn)e
n(H+γ) = 0.
Therefore, by Lemma 4.3, Q
Ψ
(γ)
+
and P are indistinguishable. As γ → 0, the events Υ(γ)+
increase and tend to Υ+. Thus by continuity, P and Q+ are indistinguishable.
Part 2: For γ > 0, Let Υ
(γ)
− = {X ∈ ∂T : dΨ(X ) < H − γ}, and similarly we define Ψ(γ)−
to be Ψ conditioned on Υ
(γ)
− . We choose γ so that the probability of Υ
(γ)
− is positive.
For every X = (X0 = v,X1,X2, . . .) ∈ Υ(γ)− , we define n0(X ) = 0 and for every k ≥ 1 we
define nk(X ) to be
nk(X ) = min
(
n > nk−1(X ) : − log(Ψ(Xn))
n
< H − γ
)
.
We define Vk = {Xnk(X ) : X ∈ Υ(γ)− }. It is easy to notice that Vk is an antichain.
Clearly, Ψ
(γ)
− (Vn) = 1. In addition, every vertex in Vn is at distance at least n from
the root. We also know that Ψ(u) > e−|u|(H−γ) for every u ∈ Vn. Therefore, for
C = Ψ
(
Υ
(γ)
−
)−1
<∞
we get that CΨ
(γ)
− (u) > e
−|u|(H−γ). Since∑
u∈Vn
Ψ
(γ)
− (u) = 1,
we see that ∑
u∈Vn
e−|u|(H−γ) < C,
and remembering that |u| ≥ n for every u ∈ Vn, we get that∑
u∈Vn
e−|u|H ≤ e−nγ
∑
u∈Vn
e−|u|(H−γ) < Ce−nγ −→
n→∞ 0,
so P and Q
Ψ
(γ)
−
are singular. Again, continuity finishes the proof.

Acknowledgments
We thank Gidi Amir, Itai Benjamini, Nina Gantert, Ori Gurel-Gurevich, Elchanan Mos-
sel and Gabor Pete for useful discussions. We are indebted to Ron Peled for a careful
reading of the manuscript, and many helpful comments. Research of N. B. was partially
supported by ISF grant 708/08 and by ERC StG grant 239990.
20 N. BERGER AND Y. PERES
References
[1] Ery Arias-Castro, Emmanuel J. Cande`s, Hannes Helgason, and Ofer Zeitouni. Searching for a trail
of evidence in a maze. Ann. Statist., 36(4):1726–1757, 2008.
[2] Itai Benjamini, Robin Pemantle, and Yuval Peres. Unpredictable paths and percolation. Ann. Probab.,
26(3):1198–1211, 1998.
[3] Itai Benjamini and Yuval Peres. Tree-indexed random walks on groups and first passage percolation.
Probab. Theory Related Fields, 98(1):91–112, 1994.
[4] Noam Berger. Transience, recurrence and critical behavior for long-range percolation. Comm. Math.
Phys., 226(3):531–558, 2002.
[5] Erwin Bolthausen and Alain-Sol Sznitman. On the static and dynamic points of view for certain ran-
dom walks in random environment. Methods Appl. Anal., 9(3):345–375, 2002. Special issue dedicated
to Daniel W. Stroock and Srinivasa S. R. Varadhan on the occasion of their 60th birthday.
[6] J. Theodore Cox and Richard Durrett. Oriented percolation in dimensions d ≥ 4: bounds and
asymptotic formulas. Math. Proc. Cambridge Philos. Soc., 93(1):151–162, 1983.
[7] Richard Durrett. Probability: theory and examples. Duxbury Press, Belmont, CA, second edition,
1996.
[8] Olle Ha¨ggstro¨m and Elchanan Mossel. Nearest-neighbor walks with low predictability profile and
percolation in 2 + ǫ dimensions. Ann. Probab., 26(3):1212–1231, 1998.
[9] Gregory F. Lawler. Intersections of random walks. Probability and its Applications. Birkha¨user
Boston Inc., Boston, MA, 1991.
[10] David A. Levin, Robin Pemantle, and Yuval Peres. A phase transition in random coin tossing. Ann.
Probab., 29(4):1637–1669, 2001.
[11] Russell Lyons. Random walks and percolation on trees. Ann. Probab., 18(3):931–958, 1990.
[12] Russell Lyons with Yuval Peres. Probability on trees and networks. 2012. Cambridge University Press,
in preparation. Available at http://mypage.iu.edu/∼rdlyons/prbtree/prbtree.html.
