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Abstract
We study the approach to obtaining least squares solutions to systems of linear algebraic equations
over networks by using distributed algorithms. Each node has access to one of the linear equations and
holds a dynamic state. The aim for the node states is to reach a consensus as a least squares solution of
the linear equations by exchanging their states with neighbors over an underlying interaction graph. A
continuous-time distributed least squares solver over networks is developed in the form of the famous
Arrow-Hurwicz-Uzawa flow. A necessary and sufficient condition is established on the graph Laplacian
for the continuous-time distributed algorithm to give the least squares solution in the limit, with an
exponentially fast convergence rate. The feasibility of different fundamental graphs is discussed including
path graph, star graph, etc. Moreover, a discrete-time distributed algorithm is developed by Euler’s
method, converging exponentially to the least squares solution at the node states with suitable step size
and graph conditions. The exponential convergence rate for both the continuous-time and discrete-time
algorithms under the established conditions is confirmed by numerical examples. Finally, we investigate
the performance of the proposed flow under switching networks, and surprisingly, switching networks
at high switching frequencies can lead to approximate least square solvers even if all graphs in the
switching signal fail to do so in the absence of structure switching.
Keywords: Distributed Algorithms; Dynamical Systems; Linear Equations; Least Squares; Switching
Networks.
1 Introduction
Linear algebraic equations are foundational for various computation tasks, and systems of linear algebraic
equations also arise from various practical engineering problems [11, 17, 30, 32, 9, 5, 8]. In recent years
much interest has developed in finding out how to solve linear equations using multiple processing units or
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over a network. Major efforts have been made in the development of parallel or distributed algorithms as
linear-equation solvers. On the one hand one aims at faster algorithms in view of the intuition that multiple
processing units working in parallel under smart arrangements might provide significant improvements in
computation efficiency. On the other hand various distributed systems induce structure constraints, e.g.,
one node holds one equation and it cannot or does not want to share the exact equation with other nodes,
a constraint which excludes the feasibility of classical centralized algorithms.
Parallel algorithms for linear equations have been developed in the spirit of high-performance comput-
ing, e.g., the Jacobi method [23, 37], the successive over-relaxations method [38], the Kaczmarz method
[16] and the randomized iterative method [14]. In these algorithms, the state of each node can give an
entry of the solution to a linear equation after a suitably long running time, via successive information
exchange with other nodes and parallel independent computing. There are two restrictions in these par-
allel algorithms. The first restriction is that often each node is implicitly required to have access to all
the other ones, i.e., the network graph is naturally complete [23, 37, 16, 14]. Second, linear equations
are restricted in many parallel algorithms. It is somewhat unsatisfactory that, for example in the Jacobi
method, a sufficient condition for convergence is that the linear equations must be strictly or irreducibly
diagonally dominant.
Meanwhile, discrete and continuous-time algorithms for linear equations known to have a unique so-
lution are also established from the point of view of distributed control and optimization. A variety of
distributed algorithms are presented, among which discrete-time algorithms are given by [25, 26, 20, 21, 22]
and continuous-time algorithms are presented in [3, 33]. In these network distributed algorithms, compared
with the development in parallel computing, each node state asymptotically converges to the solution to
the linear equation. Such developments on network linear equations are closely related to, and sometimes
even special cases of, the study of distributed optimization methods on nonlinear models [34, 27, 28, 13, 15],
due to the natural connection between solving equations and optimizing objective functions.
Most of the existing work for parallel and distributed algorithms assumes that the linear equations have
exact solutions [23, 37, 38, 16, 14, 25, 26, 20, 21, 22, 3], or can only produce least square solutions in the
approximate sense or for limited graph structures [33], and very few results have been obtained on exact
distributed least squares solvers for network linear equations. In this paper, distributed continuous and
discrete-time algorithms that can compute the least squares solution to a linear equation over a network
are presented. The particular contributions of our work are summarized as follows.
• By recognizing a least-squares problem for a linear equation as a constrained optimization problem
over a network, a continuous-time flow is presented in the form of the classical Arrow-Hurwicz-Uzawa
flow [4], for which we establish necessary and sufficient conditions regarding which graph structures
can drive the network flow to agree on the least squares solution.
• By Euler’s method, a discrete-time algorithm is presented and the properties of its convergence are
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also specified and proved.
• Comprehensive discussions on the residual vector, an alternative state expansion method, and switch-
ing networks are provided. Surprisingly, it can be shown that under a sufficiently fast switching signal,
the proposed flow for switching networks becomes an approximate least square solver under which
node states are driven to at least a small neighborhood around the least square solution, even if all
graphs in the switching signal fail to do so in the absence of structure switching.
The paper begins by the formulating the network linear equations in Section 2, in addition to explaining
how the Arrow-Hurwicz-Uzawa flow can be used to derive a continuous-time network flow. In Section 3,
a necessary and sufficient condition for the continuous-time flow to converge to the least squares solution
is established, along with its proof and a couple of numerical examples. In Section 4, a discrete-time
algorithm is obtained by Euler’s method and the necessary and sufficient conditions for its convergence
conditions are established, and a few numerical examples are also given. In Section 5, we further discuss
distributed computation of residual vector, alternative methods of obtaining the least squares solution,
and a few numerical examples to study the convergence properties of the continuous-time algorithm over
a switching network. Finally a few concluding remarks are given in Section 6.
2 Problem Definition
2.1 Linear Equation
Consider the following linear algebraic equation with unknown y ∈ Rm:
z = Hy (1)
and where z ∈ RN and H ∈ RN×m are known. Denote the column space of a matrix M by colsp{M}. If
z ∈ colsp{H}, then the equation (1) always has (one or many) exact solutions. If z /∈ colsp{H}, the least
squares solution is defined by the solution of the following optimization problem:
min
y∈Rm
‖z−Hy‖2. (2)
It is well known that if rank(H) = m, then (2) yields a unique solution y∗ = (H>H)−1H>z.
2.2 Network
Denote
H =

h>1
h>2
...
h>N
 , z =

z1
z2
...
zN
 .
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We can rewrite (1) as
h>i y = zi, i = 1, . . . , N.
Let G = (V, E) be a constant, undirected and connected graph with the set of nodes V = {1, 2, . . . , N} and
the set of edges E ⊂ V × V. Each node i holds the equation h>i y = zi and also holds a vector xi(t) ∈ Rm
that varies as a function of time t. Note that xi(t) will turn out to be part of the state of node i at time
t. Let Ni be the set of neighbor nodes that are connected to node i, i.e., Ni = {j : (i, j) ∈ E}. Define a
diagonal matrix D = diag(|N1|, |N2|, . . . , |NN |) and an incidence matrix A of the graph G by [A]ij = 1 if
(i, j) ∈ E and [A]ij = 0 otherwise. Then L = D−A is the Laplacian of graph G.
2.3 Distributed Flows
Consider a cost function U(·) : Rm × · · · × Rm → R
U(x1, . . . ,xN ) =
N∑
i=1
|h>i xi − zi|2. (3)
Let x(t) = [x>1 (t) . . . x>N (t)]
> and introduce v(t) = [v>1 (t) . . . v>N (t)]
> with vi(t) ∈ Rm for i = 1, . . . , N .
The vector vi(t) is also held by node i, and the 2m-dimensional vector [xi(t)
> vi(t)>]> represents the
state of node i.
We consider the following flow:
x˙ = −(L⊗ Im)v −∇U(x)
v˙ = (L⊗ Im)x.
(4)
We term (4) an “Oscillation + Gradient Flow” because the equation
x˙ = −(L⊗ Im)v
v˙ = (L⊗ Im)x
yields oscillating trajectories for x(t), while x˙ = −∇U(x) is a gradient flow.
Note that in the flow (4), the state variable [x>i (t) v
>
i (t)]
> of node i obeys the evolution
x˙i(t) = −
∑
j∈Ni
(vi(t)− vj(t))− (hih>i xi(t)− zihi)
v˙i(t) =
∑
j∈Ni
(xi(t)− xj(t))
Therefore, besides the equation h>i y = zi that node i possesses, it only needs to communicate with its
neighbors to obtain their states in order to implement (4). The flow (4) is distributed in that sense.
4
2.4 Discussions
2.4.1 Relation to A-H-U Flow
Consider a constrained optimization problem as
min
x
f(x)
s.t. Fx = b
(5)
where f(·) : Rn → R is a differentiable function, F ∈ Rm×n and b ∈ Rm. The well-known Arrow-Hurwicz-
Uzawa (A-H-U) flow introduced in [4] provides under appropriate conditions a continuous-time solver
defined by
x˙ = −∇xf(x)− F>v
v˙ = Fx− b.
(6)
In particular, if f is strictly convex and F has full row rank, then (see [4][36]) along the flow (6), x(t) will
converge to the optimal point of (5) and v(t) will converge to a Lagrangian multiplier of (5).
As one can see, the flow (4) is a form of the A-H-U flow (6) with the cost function f(x) being the
given U(x) and the constraint Fx = b given by (L ⊗ Im)x = 0. However, neither the Laplacian L is a
full-rank matrix, nor is U(x) strictly convex. Therefore, the sufficiency results and analysis for the A-H-U
flow established in [36] cannot be applied directly to the flow (4).
2.4.2 Relation to Wang-Elia/Gharesifard-Corte´s Flows
In [35] and [12], an alternative distributed flow for solving
min
x=(x>1 ...x
>
N )
>
N∑
i=1
fi(xi)
s.t. xi ∈ Rm, i = 1, . . . , N
x1 = · · · = xN
(7)
was proposed, where each fi : Rm 7→ R is a locally Lipschitz and convex function known to node i only.
Viewing the component |h>i xi − zi|2 in U(x1, . . . ,xN ) as the fi in (7), the Wang-Elia/Gharesifard-Corte´s
flow [35, 12] reads as
x˙ = −α(L⊗ Im)x− (L⊗ Im)v − H˜x+zH
v˙ = (L⊗ Im)x.
(8)
where α is a positive number, zH = [z1h
>
1 . . . zHh
>
N ]
> and H˜ = diag(h1h>1 , . . . ,hNh>N ) since by direct
calculation we know ∇U(x) = H˜x − zH . With fixed interaction graph and suitable choice of α, the flow
(8) is a least squares solver for (1) even for balanced directed networks (Theorem 5.4, [12]). The system
(4) under consideration in the current work certainly has a simpler structure compared to (8), which is
desirable in large-scale applications. Moreover, it is also useful to establish a clear understanding of the
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convergence conditions of the system (4) under general conditions (which are currently missing in the
literature),the more so considering the historical context.
3 Continuous Flow
In this section, we study the behavior of the flow (4) in terms of convergence to a least squares solution
for the xi(t), and present necessary and sufficient conditions for convergence.
3.1 Convergence Result
We present the following result.
Theorem 1 Assume that N > m and rank(H) = m. Let y∗ = (H>H)−1H>z be the unique least squares
solution of (1). Define SL as the set of all complex eigenvectors of L and for α ∈ SL with α[i] denoting
the i-th entry,
Iα := {i : α[i] 6= 0, α =
[
α[1] α[2] . . . α[N ]
]>}.
Then:
(i) If span{hi : i ∈ Iα} = Rm for all α ∈ SL, there holds
lim
t→∞xi(t) = y
∗, i = 1, . . . , N
along the flow (4). Further v(t) along (4) converges to a Lagrange multiplier associated with a solution
of the optimization problem
min
x
U(x)
s.t. (L⊗ Im)x = 0
(9)
(ii) If there exists α ∈ SL such that dim(span{hi : i ∈ Iα}) < m, then there exist trajectories of x(t)
along (4) which do not converge.
Proof. Recall that ∇U(x) = H˜x − zH where H˜ is the nonnegative matrix diag(h1h>1 , . . . ,hNh>N ) and
zH = [z1h
>
1 . . . zHh
>
N ]
>. We rewrite (4) as
x˙ = −(L⊗ Im)v − H˜x + zH
v˙ = (L⊗ Im)x.
(10)
Suppose there exists an equilibrium (x∗,v∗) of (10), i.e.
0 = −(L⊗ Im)v∗ − H˜x∗ + zH
0 = (L⊗ Im)x∗.
(11)
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It is worth noting that (11) specifies exactly the Karush-Kuhn-Tucker conditions on (x∗,v∗) for the
optimization problem (9) [6]. Since U(x) is a convex function and the constraints in (9) are equality
constraints, Slater’s condition holds [7]. Therefore the optimal points of the primal problem and dual
problem are the same, i.e., x∗ is an optimal solution to (9) and any optimal solution of (9) must have the
form
1⊗ y∗,
where y∗ is a least squares solution to (1). We know y∗ is unique because rank(H) = m. Since x∗ = 1⊗y∗,
then x∗ is also unique. Note however that v∗ is not necessarily unique. Define the variables xˆ = x − x∗,
vˆ = v − v∗. Then
˙ˆx = x˙− x˙∗ = −(L⊗ Im)vˆ − H˜xˆ
˙ˆv = (L⊗ Im)xˆ.
(12)
Denote uˆ(t) = [xˆ(t)> vˆ(t)>]> and
M =
 −H˜ −L⊗ Im
L⊗ Im 0
 .
Then (12) is a linear system with the form ˙ˆu = Muˆ. Consider the following Lyapunov function:
V (xˆ, vˆ) =
1
2
‖uˆ‖2 = 1
2
(‖xˆ‖2 + ‖vˆ‖2).
Since
V˙ = −xˆ>(L⊗ Im)vˆ − xˆ>H˜x + vˆ>(L⊗ Im)xˆ
= −xˆ>H˜xˆ ≤ 0,
(13)
uˆ(t) is bounded for any finite initial values xˆ(0), vˆ(0), namely uˆ(0). Therefore, we conclude:
C1. <(λ) ≤ 0 for all λ ∈ σ(M).
C2. If <(λ) = 0, then λ has equal algebraic and geometric multiplicity.
(i). Suppose span{hi : i ∈ Iα} = Rm for all α ∈ SL. We proceed to prove the convergence of xˆ(t) and
vˆ(t). The proof contains two steps.
Step 1. We prove M does not have a purely imaginary eigenvalue if span{hi : i ∈ Iα} = Rm for all
α ∈ SL, using a contradiction argument. Thus suppose λ = ır 6= 0 where r ∈ R is an eigenvalue of M with
a corresponding eigenvector β = [β>a β>b ] ∈ C2Nm, where βa ∈ CNm, βb ∈ CNm. Let uˆ(0) = β. Then
uˆ(t) = eMtuˆ(0) = eırtuˆ(0).
Therefore, ‖uˆ(t)‖2 = ‖uˆ(0)‖2 for all t.
On the other hand, according to (13),
d
dt
(
1
2
‖uˆ(t)‖2) = −xˆ>(t)H˜xˆ(t)
= −xˆ>(0)eırtH˜eırtxˆ(0)
= −eı2rtβ>a H˜βa.
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Consequently, there must hold H˜βa = 0. Next, based on −H˜ −L⊗ Im
L⊗ Im 0
βa
βb
 = ır
βa
βb
 ,
we know
−(L⊗ Im)βb = ırβa
(L⊗ Im)βa = ırβb.
(14)
Since β 6= 0, neither of βa nor βb can be zero. By simple calculation, we have
(L⊗ Im)2βa = r2βa
(L⊗ Im)2βb = r2βb,
(15)
i.e., βa and βb are both eigenvectors of (L⊗ Im)2 corresponding to r2. From (15), we know
(L2 ⊗ Im)βa = r2βa.
Based on the properties for eigenvectors of the Kronecker product of two matrices (Theorem 13.12 [19]),
we know there exist (r2,αa) and ηa such that L
2αa = r
2αa and βa = αa⊗ηa with αa ∈ CN and ηa ∈ Cm.
It is trivial that if L2αa = r
2αa, Lαa = |r|αa, i.e., αa is an eigenvector of L corresponding to eigenvalue
|r|. Denote
βa =

β
[1]
a
β
[2]
a
...
β
[N ]
a
 , β
[i]
a ∈ Cm, i = 1, 2, . . . , N
and
ηa =

ηa[1]
ηa[2]
...
ηa[N ]
 , ηa[i] ∈ C, i = 1, 2, . . . , N.
It is apparent that β
[i]
a = αa[i]ηa if i ∈ Iαa and β[i]a = 0 otherwise. Then noting that
H˜βa =

αa[1]h1h
>
1 ηa
αa[2]h2h
>
2 ηa
...
αa[N ]hNh
>
Nηa
 = 0,
we get αa[i]hih
>
i ηa = 0 for i = 1, 2, . . . , N , which implies that
h>i ηa = 0, i ∈ Iαa . (16)
Because span{hi : i ∈ Iαa} = Rm, there must hold ηa = 0. In turn, βa must be zero, leading to βb = 0
with (14). Therefore M does not have purely imaginary eigenvalues.
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Based on C1, C2 and the fact that M has no purely imaginary eigenvalue, it follows that xˆ(t) and
vˆ(t) converge.
Step 2. In this step, we establish the limits of xˆ(t) and vˆ(t) by studying the zero eigenspace of M, thereby
obtaining the convergence property for x(t) and v(t). Suppose δ = [δ>a δ>b ]
> is one of the eigenvectors of
M corresponding to zero eigenvalue with δ ∈ R2Nm and δa, δb ∈ RNm, i.e., Mδ = 0. Consider a solution
uˆ(t) of (12) with uˆ(0) = δ. We see from the derivative of the Lyapunov function and Mδ = 0 that
H˜δa = 0
(L⊗ Im)δa = 0
(L⊗ Im)δb = 0
Then there exist ηa ∈ Rm and ηb ∈ Rm such that δa = 1 ⊗ ηa and δb = 1 ⊗ ηb. Since H˜δa = 0 and
rank(H˜) = m, δa = 0, i.e., δ must be in the form δ = [0 δ
>
b ]
> with δb = 1⊗ηb. Note that the algebraic and
geometric multiplicity of the zero eigenvalue of M is m. Now we decompose M into its Jordan canonical
form M = TJT−1:
T = [δ1 δ2 · · · δm · · · ],
T−1 = [δ′1 δ
′
2 · · · δ′m · · · ]>
where δi and δ
′>
i with i = 1, 2, . . . ,m are mutually orthogonal right and left eigenvectors respectively of
M all corresponding to zero eigenvalues and all with the form of δi = [0 δ
>
ib ]
> and δ′>i = [0 δ
′>
ib ]. Then
lim
t→∞ uˆ(t) =
m∑
i=1
δiδ
′>
i uˆ(0),
which implies that
lim
t→∞ xˆ(t) = 0,
lim
t→∞ vˆ(t) = WGvˆ(0)
with WG =
∑m
i=1 δibδ
′>
ib . Thus we can conclude that x(t) converges to x
∗ = 1 ⊗ y∗ while v(t) converges
to a constant associated with the initial value v(0), which can be obtained by
lim
t→∞v(t) = v
∗ + lim
t→∞ vˆ(t)
= v∗ + Wvˆ(0)
= v∗ + W(v(0)− v∗)
= (INm −W)v∗ + Wv(0).
Recall that v∗ was chosen satisfying (11). This completes the proof of (i).
(ii). Suppose there exists αa ∈ SL with Lαa = rαa such that dim(span{hi : i ∈ Iαa}) < m. Then there
must exist ηa 6= 0 satisfying that
h>i ηa = 0, i ∈ Iαa
9
Let β = [β>a β>b ]
> with βa = αa ⊗ ηa and βb = (L⊗Im)βaır . It is easy to check that
Mβ =
 −H˜ −L⊗ Im
L⊗ Im 0
βa
βb

=
−(L⊗ Im)βb
(L⊗ Im)βa
 = ır
βa
βb
 .
(17)
Therefore, M has a purely imaginary eigenvalue. Hence, x(t) and v(t) do not converge for generic initial
conditions.
We have now completed the proof of Theorem 1. 
3.2 Generic Feasibility of H
Proposition 1 Let L be the Laplacian of a graph G with |Iα| ≥ m for all α ∈ SL. Then the convergence
condition of Theorem 1, viz. span{hi : i ∈ Iα} = Rm, is satisfied for generic H ∈ RN×m, i.e., there does
not exist an open nonempty subset in RN×m of H, for which the convergence condition in Theorem 1 is
not satisfied.
Proof. Let
Hi1,...,im =

hi1
...
him
 , 1 ≤ i1 < · · · < im ≤ N.
Introduce
W =
⋃
i1,...,im:
1≤i1<···<im≤N
Wi1,...,im
where
Wi1,...,im = {H ∈ RN×m : det(Hi1,...,im) = 0}.
It can be noted that W is the set of H for which the convergence condition in Theorem 1 is not satisfied.
Since Wi1,...,im 6= RN×m, by identity theorem for holomorphic functions [1], Wi1,...,im does not contain
a nonempty open subset of RN×m, i.e., W does not contain a nonempty open subset of RN×m. This
completes the proof. 
3.3 Graph Feasibility
In this section, we consider several fundamental graphs to investigate the feasibility of the convergence
condition presented in Theorem 1. Suppose N > 2. For a number of graphs we will first determine the
minimum value of |Iα|. The collection of values and the implications for solvability of the least squares
problem will be interpreted for all the graphs at the end of the calculations.
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[Path Graph] It is known from [10] that all the eigenvalues of its Laplacian L are distinct with eigenvectors
in the set of SL = {αk : αk[v] = cos (k−1)(2v−1)pi2N , v = 1, . . . , N ; k = 1, . . . , N}. We discuss two cases:
(i) Let N = 2l, l = 2, 3, 4, . . . . Then it is obvious that there do not exist v and k such that αk[v] = 0.
Therefore |Iα| = N for all α.
(ii) Let N = 3l, l = 1, 2, 3, . . . . Then any αk ∈ SL contains at most l zero entries. Therefore min
α∈SL
|Iα| =
2
3N .
[Ring Graph] We know from [10] that if N is odd, then zero is the only eigenvalue of multiplicity one
with eigenvector [1 1 . . . 1]>, while all the other eigenvalues have multiplicity two with a basis of two
orthogonal eigenvectors 
1
cos 2kpiN
cos 4kpiN
...
cos 2(N−1)kpiN

,

0
sin 2kpiN
sin 4kpiN
...
sin 2(N−1)kpiN

(18)
with k = 1, . . . , N − 1. If N is even, then zero and the largest eigenvalue are the only two eigenvalues
of multiplicity one with eigenvectors [1 1 . . . 1]> and [1 − 1 1 . . . 1]> respectively, while all the other
eigenvalues have multiplicity two with a basis of two orthogonal eigenvectors with the same form (18)
and k = 1, . . . , N − 1, k 6= N2 . Note that the eigenspaces of k = p and k = q are the same if and only if
p+ q = N and 1 ≤ p, q ≤ N .
(i) IfN is a prime number, then any α ∈ SL contains at most one zero entry. Therefore min
α∈SL
|Iα| = N−1.
(ii) If N = 3l, l = 1, 2, 3, . . . , then any α ∈ SL contains at most l zero entries. Therefore min
α∈SL
|Iα| = 23N .
(iii) IfN = 2l, l = 3, 4, . . . , then any α ∈ SL contains at most 2l−1 zero entries. Therefore min
α∈SL
|Iα| = 12N .
[Star Graph] We know that its Laplacian has an eigenvalue zero of multiplicity one with eigenvector
α1 = [1 . . . 1]
>, an eigenvalue N of multiplicity one with eigenvector αN = [1−N 1 . . . 1]> and eigenvalue
one with multiplicity N−2 and a set of associated eigenvectors {αk|1>αk = 0, αk 6= p[1−N 1 . . . 1]>, p ∈
R; k = 2, 3, . . . , N − 1}. Thus αk has at most N − 2 zero entries. Therefore min
α∈SL
|Iα| = 2.
[Complete Graph] It is known from [18] that its Laplacian has an eigenvalue zero of multiplicity one
with eigenvector α1 = [1 . . . 1]
> and eigenvalue N with multiplicity N − 1 and a set of associated
eigenvectors {αk|1>αk = 0; k = 2, 3, . . . , N}. Then it can be concluded that αk has at most N − 2 zero
entries. Therefore min
α∈SL
|Iα| = 2.
For star and complete graphs, there holds that min
α∈SL
|Iα| = 2. This means that as long as m > 2, the
sufficient convergence condition in Theorem 1 will not hold. On the other hand, for path and ring graphs,
min
α∈SL
|Iα| ≈ O(N).
11
Figure 1: A constant, undirected and connected graph with four nodes considered in Example 1 and
Example 3.
Therefore, if N  m, it is relatively easy for the sufficient condition in Theorem 1 to hold.
3.4 Numerical Examples
We now provide several numerical examples illustrating the result of Theorem 1.
Example 1 Consider a linear equation in the form of (1) where y ∈ R2, and
H =

0 1
3 0
2 0
1 0
 , z =

−1
0
−2
2
 .
Then the equation has a unique least squares solution y∗ = [−0.1429 − 1]>. Let the interaction graph
G = (V, E) be given in Figure 1. It can be noted that graph G is a path graph that satisfies Case [Path
Graph](i) in Section 3.3. It is verified that there is no zero entry in any eigenvectors of L by calculating
four eigenvectors as [−0.5 − 0.5 − 0.5 − 0.5]>, [0.27 0.65 − 0.27 − 0.65]>, [−0.5 0.5 − 0.5 0.5]> and
[0.65 − 0.27 − 0.65 0.27]> corresponding to the eigenvalues 0, 0.59, 2 and 3.41, respectively. One can
easily verify the condition of Theorem 1.(i) holds. Let x(0) = [−2 −0.5 −1.8 −1.5 1.8 −0.6 1.9 −1.4]>,
v(0) = 0 be the initial condition.
In Figure 2 we first plot the trajectories of the xi(t), i = 1, 2, 3, 4 in R2. As we can see, all xi(t) converge
to y∗. A further confirmation from the two entries (xi(t))[1] and (xi(t))[2] is shown in Figure 3. The
numerical result is consistent with Theorem 1.(i).
Example 2 Consider the linear equation (1) with the same H and z as in Example 1. Let the interaction
graph G = (V, E), which is a star graph studied in Section 3.3, be given in Figure 4. Let x(0) = [4 1 2 −2 −
1 1 − 2 − 1]>, v(0) = 0 be the initial condition. As plotted in Figure 5, the first entries xi[1], i = 1, 2, 3, 4
converge to y∗[1] = −0.1429. However, among the second entries only x1[2] converges to y∗[2] = −1, while
x2[2], x3[2] and x4[2] do not converge. In fact, the eigenvectors of the Laplacian for the given graph G are
[−0.5 − 0.5 − 0.5 − 0.5]>, [0 − 0.64 − 0.11 0.75]>, [0 − 0.5 0.8 − 0.3]> and [−0.87 0.29 0.29 0.29]>
corresponding to eigenvalues 0, 1, 1 and 4. For the eigenvector α = [0 − 0.64 − 0.11 0.75]> (or α =
12
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Figure 2: The trajectories of x over the graph in Figure 1. We can see that if the initial condition is
[−2 −0.5 −1.8 −1.5 1.8 −0.6 1.9 −1.4]>, it will converge to [−0.1429 −0.1 −0.1429 −0.1 −0.1429 −
0.1 − 0.1429 − 0.1]>.
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Figure 3: The trajectories of xi[1] and xi[2] for i = 1, 2, 3, 4 over the graph in Figure 1, which converge to
−0.1429 and −1 respectively.
[0 − 0.5 0.8 − 0.3]>), there holds dim{hi : α[i] 6= 0} = dim{h2,h3,h4} = 1, leading to oscillating
trajectories for x2[2], x3[2] and x4[2].
4 Discrete-time Algorithm
In this section, we investigate the discrete-time analog of the flow (4). We index time as k = 0, 1, 2, . . .
and propose the following algorithm:
x(k + 1) = x(k)− (L⊗ Im)v(k)− ∇U(x(k))
v(k + 1) = v(k) + (L⊗ Im)x(k).
(19)
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Figure 4: A constant, undirected and connected graph with four nodes considered in Example 2 and
Example 4.
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Figure 5: The trajectories of xi[1] and xi[2] for i = 1, 2, 3, 4 over the graph in Figure 4. We can see that
for all i the first components xi[1] converge to −0.1429, while only the second component x1[2] converges
to −1.
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For [x>i (k) v
>
i (k)]
> held by node i, (19) gives
xi(k + 1) = xi(k)− 
∑
j∈Ni
(vi(k)− vj(k))
− (hih>i xi(k)− zihi)
vi(k + 1) = vi(k) + 
∑
j∈Ni
(xi(k)− vi(k)).
Therefore, the algorithm (19) inherits the same distributed structure as the flow (4). Note that (19) is an
Euler approximation of (4). However, since dynamical system (4) does not have all its modes exponentially
stable, we cannot immediately conclude that for a sufficiently small , the solution to (19) will converge
to the same consensus as (4).
4.1 Convergence Result
Recall that y∗ is the unique least squares solution of (1) and denote
M =
 −H˜ −(L⊗ Im)
L⊗ Im 0
 .
The following result holds.
Theorem 2 Suppose span{hi : α[i] 6= 0} = Rm for all the eigenvectors α =
[
α[1] . . . α[N ]
]> ∈ CN of
L. Then there exists a positive constant ∗ such that
(i) If 0 <  < ∗, then along (19) we have
lim
k→∞
xi(k) = y
∗, i = 1, . . . , N
which converge exponentially for all i. In this case v(k) continues to converge to a constant.
(ii) If  > ∗, then along (19) there exist initial values x(0) and v(0) under which [x(k)> v(k)>]>
diverges.
Define σ∗(M) ⊂ σ(M) by σ∗(M) := {λ ∈ σ(M) : <(λ) 6= 0}. Then ∗ = min
λ∈σ∗(M)
[− 2<(λ)|λ|2 ].
Proof. Let x∗ = 1⊗y∗ and v∗ satisfy ∇U(x∗)+(L⊗Im)v∗ = 0. We continue to use the change of variables
defined by xˆ(k) = x(k)− x∗ and vˆ(k) = v(k)− v∗ so that the equilibrium of (19) is shifted. We have
xˆ(k + 1) = xˆ(k)− (L⊗ Lm)vˆ(k)− H˜xˆ(k)
vˆ(k + 1) = vˆ(k) + (L⊗ Im)xˆ(k),
or equivalently, xˆ(k + 1)
vˆ(k + 1)
 = (I + M)
xˆ(k)
vˆ(k)
 .
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Now note that the proof of Theorem 1 in effect proves certain properties of the continuous time equation ˙ˆx
˙ˆv
 = M
xˆ
vˆ
 .
In fact, from the convergence properties of [xˆ(t)> vˆ(t)>]> that are established in the proof of Theorem 1,
we can conclude the following for M from basic linear system theory when span{hi : α[i] 6= 0} = Rm for
all eigenvalues α =
[
α[1] . . . α[N ]
]>
of L:
(a) <(λ) < 0 for all λ ∈ σ(M) with λ 6= 0;
(b) Zero is an eigenvalue of M with equal algebraic and geometric multiplicity;
(c) The zero eigenspace of M is given by {[x> v>]> : (L⊗ Im)x = 0, H˜x + (L⊗ Im)v = 0}.
It is straightforward that
σ(I + M) = {1 + λ : λ ∈ σ(M)}.
and then the eigenvalues of M , coupled with the continuity of σ(1 + M) as a function of , imply that
there exists ∗ > 0 such that
(i) when 0 <  < ∗, there hold
• |λ| < 1 for all λ ∈ σ(1 + M) with λ 6= 1;
• 1 is an eigenvalue of 1 + M with equal algebraic and geometric multiplicity.
Moreover, the eigenspace of 1 + M corresponding to eigenvalue one is the same as the eigenspace of M
corresponding to eigenvalue zero.
Consequently, [xˆ(k)> vˆ(k)>]> converges to a vector in R2Nm, which implies, together with the structure
of the eigenspace for the eigenvalue 1, the desired convergence for [x(k)> v(k)>]>.
(ii) when  > ∗, there exists λ ∈ σ(1 + M) with |λ| > 1. Therefore, [xˆ(k)> vˆ(k)>]> will diverge for
certain initial values, so in turn [x(k)> v(k)>]> will also diverge.
Finally, we compute the value of ∗. Consider the following set of functions of : σλ() = 1 + (<(λ) +
ı=(λ)) with λ ∈ σ∗(M). According to the definition of ∗, ∗ must be the smallest ∗λ for which
|σλ(∗λ)| =
√
(∗λ<(λ) + 1)2 + (∗λ=(λ))2 = 1.
Therefore, we conclude ∗ = min
λ∈σ∗(M)
[− 2<(λ)|λ|2 ].
We have now completed the proof of Theorem 2.
When  = ∗, of course 1 + ∗M might have complex eigenvalues on the unit circle, leading to the
possibility of periodic trajectories for [x(k)> v(k)>]>. Based on Theorem 1. (ii), one might also expect
that periodic trajectories could occur in discrete time when the dimensionality condition is fulfilled. In
contrast however, we have the following result.
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Figure 6: The trajectories of xi[1] and xi[2] for i = 1, 2, 3, 4 over the graph in Figure 1 when  = 0.03. We
see that xi(t) converges for each i to the least squares solution [−0.1429 − 1]>.
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Figure 7: The trajectories of xi[2] for i = 1, 2, 3, 4 diverge fast over the graph in Figure 1 when  = 0.04.
Theorem 3 If dim(span{hi : α[i] 6= 0}) < m, then for any  > 0, there always exist trajectories x(k) for
the algorithm (19) that diverge as k tends to infinity.
Proof. From the proof of Theorem 1 we see that M will have eigenvalues on the imaginary axis with
dim(span{hi : α[i] 6= 0}) < m. Such M generate eigenvalues λ ∈ σ(1 + M) with |λ| > 1. Therefore, for
any  > 0 and for all but a thin set of initial values, the trajectory [x(k)> v(k)>]> diverges. This proves
the desired result. 
4.2 Numerical Examples
We now provide several numerical illustrations to the results stated in Theorem 2 and Theorem 3.
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Figure 8: The trajectories of xi[1] and xi[2] for i = 1, 2, 3, 4 over the graph in Figure 4 when  = 0.01. We
see that the trajectories of x2[2], x3[2] and x4[2] diverge.
Example 3. Consider a linear equation in the form of (1) where y ∈ R2, and
H =

0 1
3 0
2 0
1 0
 , z =

−1
0
−2
2
 .
It has a unique least squares solution y∗ = [−0.1429 − 1]>. Let G = (V, E) be the graph given in Figure
1. By simple computation, ∗ = 0.0362. We have noted in Example 1 that graph G satisfies the condition
that span{hi : α[i] 6= 0} = Rm for all eigenvalues α =
[
α[1] . . . α[N ]
]>
of L. We first set  = 0.03 < ∗
and plot the trajectories in Figure 6. We can see that they all converge to the solution y∗. Next we
set  = 0.04 > ∗ and plot the trajectories in Figure 7. It is apparent that the trajectories of xi[2] for
i = 1, 2, 3, 4 diverge. This example is consistent with Theorem 2.
Example 4. Consider the linear equation (1) with the same H, z and y∗ as in Example 3. Let G = (V, E)
be the graph in Figure 4 satisfying the condition of Theorem 3, as noted when we explored Example 2.
Let  = 0.01. We plot the trajectories of xi[1] and xi[2] for i = 1, 2, 3, 4 in Figure 8. It is evident that the
trajectories of x2[2], x3[2] and x4[2] diverge; this is consistent with Theorem 3.
When  = 0.5, all trajectories over both graphs in Figure 1 and Figure 4 fail to converge.
5 Further Discussions
In this section, we provide some further results and investigations regarding the least squares residual
vector, alternative state expansion methods, and the influence of switching network structures.
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5.1 Residual vector
The residual vector of (1) is defined as
e∗ = Hy∗ − z
with y∗ being the least squares solution. Since each node i holds the information of hi and zi, the i-th
component e∗i of the residual vector e
∗ can be obtained by node i after running the continuous-time flow
(4) by e∗i = limt→∞(h
>
i xi(t)− zi) if the condition of Theorem 1.(i) is satisfied. Therefore, after executions of
the presented continuous or discrete algorithms, another distributed agreement algorithm, e.g., [31], can
be applied to the network so that all nodes can learn the entire residual vector e∗.
5.2 State Expansion
Consider a linear equation with respect to y¯:
H¯y¯ = z¯ (20)
where
H¯ =
H −IN
0 H>

and z¯ = [z> 0]>. It is known and easily checked that if H has full column rank, (20) has a unique exact
solution in the form of y¯∗ = [y∗> e∗>]> where y∗ is the least squares solution of (1) and e∗ is the residual
vector. Therefore, distributed algorithms presented in [25, 26, 20, 21, 22, 3, 33] for solving linear algebraic
equations with exact solutions can be used to solve (20), which in turn gives us the least squares solution
of (1).
Such algorithms admit simple first-order structure even working for time-varying networks, e.g., [26, 33].
However, in order to construct (20), we have to add some additional m nodes to the network which have
access to the columns of H, imposing a much more restricted assumption on the node information structure.
5.3 Switching Networks
We have known that the network flow (4) defines a linear time-invariant (LTI) system since the network is
fixed. However, many networks from real-world applications are time-varying, e.g., [29, 2]. If the network
underlying (4) is indeed switching, (4) will in turn induce linear time-varying (LTV) dynamics. Since
(4) is only marginally stable regardless of choice of network, generally speaking, existing theories for the
stability of LTV systems cannot be directly applied. In this section, we use numerical examples to study
the asymptotic properties of (4) under switching networks.
We now define precisely networks with switching interaction structures. Let Q be the set containing all
graphs with node set V. Let Q∗ ⊂ Q and introduce a piecewise constant mapping Gσ(·) : R≥0 → Q∗. Then
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Figure 9: Graph G1 with five nodes.
Figure 10: Graph G2 with five nodes.
Gσ(t) = (V, Eσ(t)) represents the network topology at time t. We consider a network with 5 nodes indexed
in V = {1, 2, 3, 4, 5}. We also let Q∗ = {G1,G2} where G1, G2 are as shown in Fig. 9, Fig. 10, respectively.
Denote the Laplacian of G1, G2 by L1, L2. We know from direct calculation that Iα = {1, 2, 3, 4, 5} or
Iα = {1, 2} for α ∈ SL1 and Iα = {1, 2, 3, 4, 5} or Iα = {1, 3} for α ∈ SL2 . For simplicity we assume that
the switchings in the graph signal are periodic, as indicated in the following:
Gσ(t) =
G1, t ∈
[
T l, T (l + 1)
)
, l = 0, 2, 4, . . .
G2, t ∈
[
T l, T (l + 1)
)
, l = 1, 3, 5, . . .
where T ∈ R is the period.
5.3.1 Switching of Converging Networks
First of all, we study the case where the graphs in Q∗ satisfy the condition stated in Theorem 1.(i),
i.e., each individual graph in the switching graph signals will be able to produce trajectories for all xi(t)
converging to the least square solutions in the absence of switching.
Example 5. Consider a linear equation (1) with
H =

3 2
1 −3
1 1
−1.5 4
2.5 4

, z =

2
1
5
−2.5
0.25

.
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(a) T=100 (b) T=10 (c) T=1
Figure 11: The trajectories of e(t) = ‖x(t) − 15 ⊗ y∗‖2 for i = 1, 2, 3, 4, 5 when (a) T = 100, (b) T = 10,
(c) T = 1.
(a) T=100 (b) T=10 (c) T=1
Figure 12: The trajectories of (vi(t))[1] and (vi(t))[2] for i = 1, 2, 3, 4, 5 when (a) T = 100, (b) T = 10,
(c) T = 1.
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Then it has a unique least squares solution as y∗ = [0.93 − 0.23]>. It can be verified that the condition
of Theorem 1.(i) is met for both G1 and G2. Let x(0) = [1 − 0.5 1.3 − 0.8 0.7 0.6 0.7 − 1.4 − 0.5 1]>,
v(0) = 110 be the initial condition. In Figure 11, we plot the trajectories of
e(t) = ‖x(t)− 15 ⊗ y∗‖2
for T = 100, 10, 1, respectively. We find that e(t) oscillates at the same frequency as Gσ(t) for all these
three cases. Then the trajectories of (vi(t))[1], (vi(t))[2], i = 1, 2, 3, 4, 5 for T = 100, 10, 1, respectively,
are plotted in Figure 12. It turns out that v(t) admits similar oscillating trajectories.
Let v∗1, v∗2 be the solutions corresponding to v∗ of (11) with Laplacian L defined over the graphs G1,
G2, respectively. Let WG1 , WG2 be defined as in the proof of Theorem 1. Define K1, K2 as
K1 = {(I10 −WG1)v∗1 + WG1k : k ∈ R10},
K2 = {(I10 −WG2)v∗2 + WG2k : k ∈ R10}.
Then K1, K2 are the limit sets of v(t) as shown in Theorem 1 for networks with fixed interaction graphs G1
and G2, respectively. Simple calculation can show that K1∩K2 = ∅. Therefore, when the network switches
from G1 to G2 (or, from G2 to G1), v(t) has to transit from approaching to K1 (K2) to approaching K2
(K1). This leads to an oscillation in v(t), which in turn causes x(t) to oscillate.
In the seminal work of [24], it was shown that if a linear switching system takes slow switching and
each plant of the switching system is asymptotically stable, then the switching system will continue to
be asymptotically stable. However, based on the above limit set arguments as well as the numerical
verifications, in general the system (4) for switching networks can only exhibit oscillatory behavior even
under low switching frequencies, although each individual network yields converging trajectories of x(t) to
a common limit. This observation points to an interesting question analogous to the work of [24] regarding
behaviors of linear time-varying systems when the plants are only marginally stable.
5.3.2 Switching of Non-converging Networks
Next, we study the case where all graphs in Q∗ satisfy the condition of Theorem 1.(ii), i.e., neither of the
graphs in the switching graph signal will be able to provide convergent solutions under (4).
Example 6. Consider a linear equation (1) with respect to y where
H =

3 2 0
1 −3 −1
2 1 1.5
−7 −2 3
2 −0.5 1

, z =

1
5
3
−1
0

.
It can be easily calculated that the unique least squares solution is y∗ = [0.75 − 1.12 0.53]>. At the same
time, the condition of Theorem 1.(ii) holds for both G1 and G2. Let x(0) = [−1 −0.5 1 0.8 −0.75 0.5 0.7 −
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(a) T=0.5 (b) T=0.25 (c) T=0.1
Figure 13: The trajectories of e(t) = ‖x(t)− 15 ⊗ y∗‖2 for i = 1, 2, 3, 4, 5 when (a) T = 0.5, (b) T = 0.25,
(c) T = 0.1.
0.6 − 0.3 − 0.8 − 1.6 0.25 0.5 − 1 0.7]>, v(0) = 115 be the initial condition. In Figure 13 we plot the
trajectories of e(t) = ‖x(t) − 15 ⊗ y∗‖2 for T = 0.5, 0.25, 0.1, respectively. We can see in the three cases
that e(t) asymptotically tends to a neighborhood of zero as t goes to infinity. Furthermore, the faster the
network switches, the smaller such neighborhood becomes. Then the trajectories of (vi(t))[1], (vi(t))[2],
(vi(t))[3], i = 1, 2, 3, 4, 5 for T = 0.5, 0.25, 0.1, respectively, are plotted in Figure 14. We find again that
v(t) tends to fall in a neighborhood of a fixed point as time grows to infinity.
Remarkably enough, neither G1 or G2 alone will be able to produce trajectories for the xi(t) that converge
even to a neighborhood of the least square solutions, as proved in Theorem 1. The above numerical example
clearly reveals the possibility that the two graphs G1 and G2 can cooperate by a fast switching signal, under
which the resulting node dynamics can be driven to a small neighborhood around the least square solution
of Eq. (1). It will be interesting to look at the mechanism behind such a surprising phenomenon.
(a) T=0.5 (b) T=0.25 (c) T=0.1
Figure 14: The trajectories of (vi(t))[1], (vi(t))[2], (vi(t))[3] for i = 1, 2, 3, 4, 5 when (a) T = 0.5, (b)
T = 0.25, (c) T = 0.1.
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6 Conclusions
We studied the problem of obtaining the least squares solution to a linear algebraic equation using dis-
tributed algorithms. Each node has the information of one scalar linear equation and holds a dynamic
state. Two distributed algorithms in continuous time and discrete time respectively were developed as
least squares solvers for linear equations. Under certain conditions, all node states can reach a consen-
sus, which gives the least square solution, by exchanging information with neighbors over a network. To
verify the convergence result, some numerical examples were provided. Besides, the feasibility of several
fundamental graphs was discussed. Finally, methods of computing residual vectors at individual nodes
and alternative state expansion method were discussed, and we also investigated the performance of the
proposed flow under switching networks. Remarkably, switching networks at high switching frequencies
define an approximate least squares solver even if all graphs in the switching signal fail to do so in the
absence of structure switching. Future directions currently being contemplated include establishing the
convergence rate of the distributed algorithms, distributed identification of the residual vector, which can
be of practical interest and modifying the underlying cost function or adding constraints on it to reflect
objectives such as outlier suppression.
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