This paper proposes a cache-aware optimization method to accelerate out-of-core cone beam computed tomography reconstruction on a graphics processing unit (GPU) device. Our proposed method extends a previous method by increasing the cache hit rate so as to speed up the reconstruction of high-resolution volumes that exceed the capacity of device memory. More specifically, our approach accelerates the well-known Feldkamp-Davis-Kress algorithm by utilizing the following three strategies: (1) a loop organization strategy that identifies the best tradeoff point between the cache hit rate and the number of off-chip memory accesses; (2) a data structure that exploits high locality within a layered texture; and (3) a fully pipelined strategy for hiding file input/output (I/O) time with GPU execution and data transfer times. We implement our proposed method on NVIDIA's latest Maxwell architecture and provide tuning guidelines for adjusting the execution parameters, which include the granularity and shape of thread blocks as well as the granularity of I/O data to be streamed through the pipeline, which maximizes reconstruction performance. Our experimental results show that it took less than three minutes to reconstruct a 2048 3 -voxel volume from 1200 2048 2 -pixel projection images on a single GPU; this translates to a speedup of approximately 1.47 as compared to the previous method.
Introduction
Cone beam computed tomography (CT) reconstruction is a radiology imaging technology that converts twodimensional X-ray projection images generated by a rotary CT scanner into a three-dimensional volume, such that CT data can be viewed using three-dimensional visualization software. The Feldkamp-Davis-Kress (FDK) algorithm [1] is the de facto standard for cone beam CT reconstruction and is widely adopted in medical and industrial applications [2] - [4] . Because reconstruction time is critical, especially for real-time medical applications such as imageguided surgery [5] , [6] , research activities on accelerating the FDK algorithm have been ongoing ever since its advent in 1984.
With the development of parallel computing and computer graphics technologies, efforts to parallelize the FDK algorithm have included various computing devices, including the graphics processing unit (GPU) [7] , [8] , a cell broadband engine (CBE) [9] , a field-programmable gate array (FPGA) [10] , and a Xeon Phi coprocessor [11] . In particular, utilizing the compute unified device architecture (CUDA) compatible GPUs [12] , to parallelize FDK computation has gained popularity due to its high-performance and low-cost implementation as compared to other devices [2] , [13] , [14] . In general, using implementations based on CUDA offloads the performance bottleneck of a CPU-based sequential code. Such offloaded workloads can be implemented as kernel functions, which can be parallelized via millions of GPU threads for acceleration. Given this parallelization technique, the performance bottleneck of the FDK algorithm lies in its back-projection of projection images in which interpolated pixel values are accumulated back to form voxel values, which then compose the threedimensional volume. Therefore, typical implementations store projection images in textures to take advantage of hardware-accelerated interpolation available on the GPU.
In addition to this fundamental implementation scheme, Okitsu et al. [15] presented a multiplication method that back-projects multiple projections with a single kernel invocation. This multiplication method accelerates the back-projection procedure by reducing the number of offchip memory accesses. In [15] , Okitsu et al. concluded that device memory bandwidth (i.e., the memory bandwidth between streaming multiprocessors (SMs) [12] and off-chip memory) determines reconstruction throughput on a GeForce 8800 GTX GPU; however, cache optimization issues were not considered in detail because the deployed G80 architecture [16] did not have a sophisticated cache as compared to state-of-the-art GPU architectures.
Therefore, in this paper, we propose a cache-aware optimization method to accelerate the FDK algorithm for handling a large data on a GPU. Our proposed method extends Okitsu's method [15] by increasing the cache hit rate, thereby improving out-of-core cone beam reconstruction. Note that the term "out-of-core" here means that the input/output (I/O) data exceed the capacity of device memory. Our proposed method consists of the following three key strategies: (1) a loop organization strategy which identifies the best tradeoff point between the cache hit rate and the number of off-chip memory accesses; (2) a data structure that exploits high locality within a layered texture; and (3) a fully pipelined strategy for hiding file I/O times with GPU execution and data transfer times. We analyze the underlying mechanism of these strategies and provide tuning guidelines for adjusting the execution parameters, which include the granularity and shape of thread blocks [12] and the granularity of I/O data to be streamed through the pipeline, the
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⃝ 2016 The Institute of Electronics, Information and Communication Engineers latter maximizing reconstruction performance on NVIDIA's latest Maxwell architecture [26] . The rest of this paper is organized as follows. Section 2 introduces related studies regarding the acceleration of cone beam CT reconstruction. Section 3 summarizes the FDK algorithm and its previous GPU-based implementation [15] . Section 4 describes our proposed method, and then Sect. 5 presents our experimental results along with a discussion on tuning for the Maxwell architecture. Finally, Sect. 6 concludes our paper with future work. Table 1 shows a comparison of our present work with recent studies, showing the advantages of our proposed method. In the table, the back-projection throughput ρ is presented in giga voxel updates per second (GUPS), where giga denotes 10 9 . In summary, our present work employs a single-GPU machine to achieve high back-projection throughput for large amounts of data that exceed not only device memory but also host memory. Further, we incorporate an optimization method based on NVIDIA's latest Maxwell architecture [26] .
Related Work
To our knowledge, Scherl et al. [14] first proposed the use of a CUDA-based GPU to accelerate the FDK algorithm, claiming that reducing register file usage raised GPU occupancy [12] so as to accelerate reconstruction. They demonstrated that a GeForce 8800 GTX GPU achieved two times higher reconstruction performance as compared to a CBE. A similar CUDA-based approach with similar results was presented by Noël et al. [18] .
As for kernel optimization, Okitsu et al. [15] extended Xu's method [7] , who first proposed back-projecting multiple projections in a single kernel invocation. These multiplication schemes reduced the number of off-chip memory accesses and that of kernel invocations. They concluded that device memory bandwidth determines reconstruction performance; thus, the back-projection kernel should process more projections at a time. A similar scheme was presented by Papenhausen et al. [22] , who processed 64 projections with a single kernel execution. In contrast to the above studies, we show that excessive projections result in a lower texture cache hit rate on the latest Maxwell architecture [26] . Consequently, it is important to find the best tradeoff point between texture cache hit rate and the number of off-chip memory accesses.
Based on Okitsu's multiplication method [15] , Zinßer et al. [23] modified the nested loop structure proposed in [15] such that threads that share the same instruction can simultaneously access a single projection. Zinßer et al. claimed that their loop organization not only increased the texture cache hit rate but also reduced the number of offchip memory accesses by processing 32 projections with a single kernel invocation. A key drawback of their loop organization is that it consumes more registers than the original organization. Consequently, only four xy-slices of the volume were produced by a kernel invocation, whereas the original organization produced 512 xy-slices at a time. This consumption issue must be resolved for large amounts of data, which we focus on in the present study, because 128 times more kernel invocations are required to produce the entire volume. In our work, we present a data structure capable of achieving an L1/texture cache hit rate of more than 95%, even with the original loop organization.
In contrast to the input-related optimization mentioned above, Zheng et al. [19] presented a cache-aware method capable of maximizing write throughput for the output volume. Their method rearranges volume data according to the back-projection angle such that a series of memory transactions can be coalesced into a single transaction. Since this data rearrangement incurs overhead, they allocated another copy of the volume to avoid rearrangement overhead; however, such duplicated data must be eliminated to handle large amounts of data on limited device memory. Our method realizes memory access coalescence by adopting a workload distribution scheme in which threads are responsible for angle-independent regions of the volume.
With respect to out-of-core reconstruction in which I/O data flows exceed device memory, several studies have explored a multi-GPU machine to achieve further acceleration [17] , [20] , [24] . Existing multi-GPU implementations adopt a pipelined approach to overlap kernel execution with data transfer between CPU and GPU; however, except for Blas et al. [24] , file I/O overhead has not been considered in detail. Blas et al. [24] did indeed consider file I/O overhead, thus realizing on-the-fly reconstruction, which produces the volume immediately after image acquisition; however, cache optimization issues were not addressed. Our out-of-core pipelined strategy yields a fully pipelined cacheaware solution for processing large amounts of data on a single-GPU system. Further, although we evaluated the advantages of our method on a single-GPU machine, our method can be expanded to support a multi-GPU environment in a straightforward manner.
On the other hand, Serrano et al. [25] proposed using a directive-based programming approach [27] to parallelize the FDK algorithm on GPUs and Intel Xeon Phi coprocessors. Compared with CUDA, this directive-based approach provides an easy programming scheme in which parallelization is achieved by adding compiler directives to sequential code; however, using such a high-level programming style degrades the performance. Due to the same performance related reason, we prefer CUDA rather than OpenCL [28] .
Finally, Treibig et al. [21] explored optimizing a singleinstruction multiple data (SIMD) instruction set called Advanced Vector eXtensions (AVX) [29] . They indicated that GPU-based solutions degrade reconstruction throughput for large amounts of data, because limited device memory requires data transfers between CPU and GPU. Our pipelined solution overlaps these required data transfers with GPU computation, thereby achieving higher out-ofcore reconstruction performance as compared to CPU-based approaches (Table 1) .
Preliminaries
Let F be the three-dimensional volume of size X × Y × Z to be reconstructed. To estimate each voxel value F(x, y, z) in F, where 0 ≤ x < X, 0 ≤ y < Y, and 0 ≤ z < Z, the FDK algorithm back-projects set P of two-dimensional projection images onto the target volume F, where P = {P 0 , P 1 , . . . , P N−1 } and N is the number of projection images. As shown in Fig. 1 , P n represents a projection obtained with rotational angle θ n , where 0 ≤ n < N. In the following subsections, we assume that all projection images comprise U × V pixels. 
FDK Reconstruction Algorithm
The FDK algorithm is composed of two processing stages, i.e., ramp filtering and back-projection. The ramp filtering stage performs one-dimensional convolution along the horizontal direction (i.e., the u-axis). Given raw projection P n , where 0 ≤ n < N, the pixel value Q n (u, v) of filtered projection Q n , where 0 ≤ u < U and 0 ≤ v < V, is given by
where R denotes the ramp filter radius and D denotes the distance between the X-ray source and the projection panel, as shown in Fig. 1 . Next, the back-projection stage back-projects filtered
where weight W(x, y, n) and coordinates u(x, y, n) and v(x, y, z, n) are calculated separately by
where d n denotes the distance between the X-ray source and the origin of the xyz coordinates. According to Eq. (2), the time complexity of the back-projection stage is O(NXYZ), which represents the performance bottleneck of the FDK algorithm. In particular, three-dimensional data accesses required to read Q n (u(x, y, n), v(x, y, z, n)) and write F(x, y, z) determine total execution time; as such, the back-projection stage constitutes more than half of the total execution time [15] , [19] . Note that Eq. (5) can be efficiently computed via the following recurrence relation:
Because the second term v(x, y, 1, n) can be precomputed for all n, this relation is useful for reducing computational cost; more specifically, only an addition is needed to compute v(x, y, z, n) within the z loop.
3.2 Maxwell GPU Architecture Figure 2 provides an overview of the Maxwell GPU architecture [26] . Similar to other CUDA-compatible GPUs, this architecture has an array of SMs to process millions of tasks in parallel. Each SM has 128 CUDA cores with onchip memory, including registers, a shared memory, and an L1/texture cache. Registers provide the shortest access latency, analogous to CPU registers, but different in number; here there are 64K 32-bit registers. The shared memory is a software-managed cache that allows CUDA cores to more efficiently share data inside an SM. Finally, the L1/texture cache acts as a read-only cache and coalescing buffer for off-chip memory access [30] .
Outside of the SMs, there is an off-chip memory called device memory. Although device memory provides a large storage of up to 12 GB, its latency of several hundreds of clock cycles is much longer than that of the on-chip memory. Device memory can be used as both texture and global memory. Here, texture memory stores read-only data that can be accessed using hardware interpolation, while global memory stores readable/writable data for CUDA cores. As shown in the figure, the L2 cache is an on-chip cache located between the SMs and global memory. Note that the L1/texture cache is bypassed to access data stored in global memory [30] .
During kernel execution, threads are cyclically assigned to SMs in the unit of a thread block [12] , i.e., a group of threads organized by CUDA programmers. Different thread blocks must be independent of each other with respect to data dependencies; otherwise parallelization cannot be correctly achieved. Resident thread blocks that have been assigned consume SM resources, including registers and shared memory, such that there are limitations on the maximum number of resident threads and that of thread blocks. This assignment process is repeated until all thread blocks finish execution.
Each resident thread block is further divided into Fig. 2 Maxwell GPU architecture [26] . A GPU consists of an array of SMs, each including hundreds of CUDA cores, an L1/texture cache, and registers. In addition to this on-chip memory, an off-chip memory is available on the graphics board.
groups of 32 consecutive threads, called a warp. Threads in a warp, which share the same instruction at each clock cycle, are processed on an SM in parallel, which is called singleinstruction multiple-thread (SIMT) [12] in vendor terminology. While threads in the same warp access global memory, memory access coalescence is critical for maximizing effective memory bandwidth [12] . In most cases, assigning multiple thread blocks to an SM is an effective approach for overlapping memory accesses with computation, because the SM has more data-independent resident warps to switch while waiting for data to be fetched from off-chip memory. Thus, if we maximize the occupancy, or ratio of the number of resident thread blocks to the maximum number of resident thread blocks, we can hide memory access latencies with computation. In other words, fewer resident thread blocks expose memory latency.
GPU Implementation of the FDK Algorithm
As presented in Table 1 , Okitsu's method [15] was one of the most efficient comparative methods in terms of memory bandwidth efficiency. Figure 3 (a) illustrates the reconstruction pipeline realized in their implementation. This pipeline has four major stages, i.e., projection input, ramp filtering, back-projection, and volume output. In the projection input stage, raw projections P 0 , P 1 , . . . , P N−1 are loaded from a storage device to host memory (i.e., main memory), and then sequentially transferred to device memory. Next, the ramp filtering stage filters each projection P n into Q n , where 0 ≤ n < N, and transfers these filtered projections back to host memory. The back-projection stage then handles both filtered projections and volume via a divide-and-conquer approach to Fig. 3 Reconstruction pipelines of (a) Okitsu's previous method [15] and (b) the proposed method. Both pipelines consist of the following eight steps, with the first and last steps not pipelined in the previous method: (1) raw projections are loaded from a storage device into host memory, (2) projections in host memory are then transferred to device memory; (3) ramp filtering is applied to produce filtered projections, (4) filtered projections are transferred back to host memory if necessary, (5) filtered projections are transferred from host memory to device memory if necessary; (6) backprojection is performed to produce a subvolume; (7) the subvolume is transferred to host memory, and (8) the subvolume in host memory is written to the storage device.
overcome limited device memory, as illustrated in Fig. 4 . From the figure, volume F is partitioned along the z-axis into subvolumes F 0 , F 1 , . . . , F Z/Z ′ −1 , each with Z ′ xy-slices, whereas the filtered projections are partitioned into subsets Q 0 , Q 1 , . . . , Q N/N ′ −1 with N ′ projections each, thus indicating that the back-projection kernel is launched N/N ′ times for each subvolume F k , where 0 ≤ k < Z/Z ′ − 1. Finally, the produced subvolumes are transferred back to host memory, and then written to the storage device in the volume output stage.
Algorithm 1 shows the pseudocode of the backprojection kernel, which generates subvolume F k from subset Q m of projections, where 0 ≤ k < Z/Z ′ − 1 and 0 ≤ m < N/N ′ − 1. This kernel assumes that each thread block is in charge of reconstructing a slab along the z-axis, where a thread with global index (x, y) computes F(x, y, z) for all
, Z ′ voxels along the z-axis); this volume is stored in writable global memory, whereas projections are stored in textures to take advantage of hardware- 
calculate responsible voxel coordinate (x, y) from thread index and thread block index; accelerated interpolation. Note that this workload distribution scheme always achieves memory access coalescing when writing voxel values, because threads in the same warp access consecutive voxels on the same xy-plane, i.e., threads are responsible for an angle-independent region of the volume. Similar to [22] , atomic instructions are deployed to maximize the collision-free write throughput of the volume on line 14 of Algorithm 1.
Proposed Method
The main approach to optimizing GPU performance is to locate the performance bottleneck, or resource constraint, and then attempt to exchange it for the use of another resource. Applying this to the FDK algorithm, lines 11 and 14 of Algorithm 1 determine the performance of the backprojection kernel, because an arithmetic instruction generally takes several clock cycles, whereas an off-chip memory access takes hundreds of clock cycles. Therefore, reducing or hiding memory access latency is pivotal to maximizing the reconstruction performance on a GPU. Our solution here is twofold: (1) maximize cache utilization to reduce memory access latency on line 11 of the algorithm; and (2) back-project multiple projections to reduce the number of off-chip memory access on line 14 [15] . Therefore, in the subsections below, we present the following three strategies to systematically optimize the reconstruction procedure: In this example, a thread block is responsible for producing the enclosed region in the volume. Given filtered projections Q n , Q n+1 , and Q n+2 , warps in the given thread block access homogeneous texture coordinates (u n , v n ), (u n+1 , v n+1 ) and (u n+2 , v n+2 ) on the filtered projections, respectively (see Algorithm 1). This locality of two-dimensional coordinates cannot extend to the locality of off-chip memory because successive projections are stored with a stride of UV, where U and V are the horizontal and vertical resolutions of projections, respectively. from consecutive projection angles. In other words, a series of pixels (u n , v n ), (u n+1 , v n+1 ) , . . . , (u n+N ′ −1 , v n+N ′ −1 ) are intensively fetched from a small area of projections on line 11 of Algorithm 1; however, this high locality of coordinates may not be extended to that of texture pixels (i.e., texels) because successive projections are stored with a stride of UV (Fig. 5) . To handle this issue, Zinßer et al. [23] reversed the ji-loop of Algorithm 1 to form an i j-loop and synchronized threads before proceeding to the next projection, j; further, they changed the inter-projection first loop to an intra-projection first loop. As mentioned in Sect. 2, this method improved the texture cache hit rate by creating threads to simultaneously access the same projection within the inner j-loop, but threads consume more registers to store their responsible slabs, i.e., voxel values along the z-axis. In more detail, variable t in Algorithm 1 must be extended as variables t 0 , t 1 , . . . , t Z ′ −1 because they cannot be flushed within the inner j-loop. Without this extension, the amount of global memory access cannot be minimized. In this study, we therefore adopt the original loop organization of the previous method [15] and present a data structure that is more tolerant to the intra-projection first loop: three-dimensional access spreading over different projections.
As mentioned above, the previous method [15] partitions input projections into N/N ′ subsets to back-project each subset with a single kernel invocation. This multiplication method reduces both the number of kernel invocations and the number of global memory writes by a factor of N ′ , because N ′ successive kernel executions are packed into a single execution. More specifically, the previous method [15] improves reconstruction performance by maximizing N ′ , which leads to efficient use of registers; however, increasing N ′ consumes more registers for variables w i , u i and v i , which decreases the occupancy on the SM.
Large N ′ also implies that threads can simultaneously fetch pixels from different projections because they are executed in an SIMT manner in which different warps are allowed to simultaneously process different lines in the kernel. Therefore, excessive N ′ decreases the L1/texture cache hit rate, particularly for high-resolution images, because stride UV between successive projections increases with image resolution U × V. Note that synchronization is useful to enforce warps keeping pace with other warps, which prevents warps from accessing different projections; however, CUDA prohibits inter-block synchronization during kernel execution; thus, synchronization is not a perfect solution for this issue.
In addition to the loop organization described above, our method optimizes cache behavior by choosing the best granularity and shape of thread blocks according to the characteristics of memory access patterns. Because CUDA organizes threads in a three-level hierarchy composed of elementary threads, warps, and thread blocks, cache optimization can be achieved at each of these three levels accordingly. Sugimoto et al. [31] concluded that, with respect to volume rendering applications, the most important level is the warp level, because memory access transactions are issued on a per-warp basis. Similarly, Okitsu et al. [15] concluded that square-shaped thread blocks are suitable for the back-projection kernel because warps are organized such that back-projection performance is averaged for arbitrary rotational angles. Refer to [15] for details.
Cache-Aware Data Structure with Layered Texture
Our proposed data structure is realized via a layered texture [12] , which packs equally-sized textures of the same type into a single object. Texels in a layered texture can be accessed using floating-point coordinate (x, y) and a layer specified by integer index l. Intra-layer interpolation can be applied to the xy-plane, but inter-layer interpolation is not available. Layered textures are ideal for processing multiple textures of the same size and format in that they reduce the overhead of texture access. Because its three-dimensional locality has not been explicitly stated [12] , we design a suite of micro-benchmarks to analyze its performance advantages with the memory access patterns of the FDK algorithm. Figure 6 shows the pseudocode for the microbenchmarks, which run a single GPU thread to determine whether a layered texture has been optimized for threedimensional locality; here, two access patterns are investigated to compare the performance of a layered texture and non-layered (i.e., naive two-dimensional) textures. The first micro-benchmark, i.e., Fig. 6 (a) , examines an intra-layerfirst pattern in which a thread finishes fetching all texels from the current layer before accessing the next layer. Conversely, the other micro-benchmark, i.e., Fig. 6 (b) , examines an inter-layer-first pattern in which a thread fetches tex- els from all layers at the same coordinate (u, v) before going to the next coordinate. Figure 7 shows the timing and profiling results obtained using the micro-benchmarks. As shown in the figure, the inter-layer-first pattern on a layered texture achieved the best performance with a higher L1/texture cache hit rate. Consequently, we conclude that layered textures have threedimensional locality and are thereby optimized for threedimensional texture access. This performance characteristic agrees with the memory access pattern of the backprojection kernel, which is an inter-layer-first pattern as shown on lines 7-15 of Algorithm 1.
According to our benchmark results, we decided to use a layered texture with the inter-layer-first loop. We implemented the layered texture with the texture object application programming interface (API) introduced in the Kepler architecture [32] . Compared to the legacy texture reference API, the texture object API simplifies the resulting programming style and eliminates several restrictions [12] . For example, the texture object API does not require manual binding and unbinding of texture references to memory addresses. Therefore, texture references can be used in a more dynamic manner, whereas the texture reference API requires texture references to be declared as static global variables.
Pipelined Strategy That Includes I/O
Similar to Blas et al. [24] , our out-of-core pipelined strategy decomposes not only computation steps but also file I/O steps, namely steps (1) and (8) in Fig. 3 (b) , thus overlapping them with other steps. Such an I/O-included pipelining strategy is extremely important for large amounts of data that exceed not only device memory but also host memory. Without this strategy, the entire reconstruction throughput is bounded by file I/O time, even though the back-projection procedure is significantly accelerated on the GPU. Algorithm 2 presents pseudocode for our pipelined FDK algorithm. As with the previous method [15] , this algorithm divides the input projections and output volume into Given the limited capacity of device memory, filtered projections are pushed back to host memory to save device memory consumption for the subvolume to be generated (i.e., line 8 of Algorithm 2). Further, filtered projections are reused to al- low us to skip the filtering step for succeeding subvolumes (i.e., line 12). Note that the buffers to be used for the backprojection kernel are doubled to enable overlaps with other steps (i.e., lines 12 and 16). Without these double-buffers, overlaps cannot be achieved due to the data dependence that exists between succeeding steps.
Experimental Results
We compared our proposed method with the previous method [15] in terms of reconstruction time. All timing results were measured using the NVIDIA Visual Profiler [33] . Table 2 lists the specifications of our experimental machine.
In our experiments, we used three sets of the SheppLogan phantom [34] at different resolutions: a small dataset with U = V = X = Y = Z = 512, a medium dataset with U = V = X = Y = Z = 1024, and a large dataset with U = V = X = Y = Z = 2048, each with N = 1200 projections. The middle slice of the reconstructed volume is shown in Fig. 8 . Pixels in the projections and voxels in the volumes consist of four bytes; thus, the small, medium, and large datasets consumed 1.7 GB, 8.7 GB, and 50.8 GB of memory, respectively. Therefore, the medium and large datasets could not be entirely stored in host memory or device memory (Table 2 ).
Parameter Configuration
We conducted preliminary experiments to identify execution parameters that achieve the highest reconstruction performance; these parameters included (1) the granularity and shape of thread blocks, (2) projection subset size N ′ , and (3) subvolume size Z ′ .
The appropriate shape of the thread blocks was firstly investigated for the back-projection kernel. Figure 9 shows the back-projection times, L1/texture cache hit rates, and L2 cache hit rates for all rotational angles with different thread block shapes. As expected (see Sect. 4.1), square blocks of 16 × 16 threads achieved the highest performance with approximately 95% L1/texture cache hit rates. In contrast, the lowest performance was obtained with a shape of 256 × 1 threads, which yielded a 50% L1/texture cache hit rate, observed around rotational angles of 90 and 270 degrees. With these rotational angles, resident warps in such non-squared thread blocks accessed wide rows of projections, thereby dropping the L1/texture cache hit rate.
Next, as shown in Fig. 10 , we investigated backprojection performance with different projection subset sizes N ′ and thread block sizes. As shown in Fig. 10 (a) , setting N ′ = 20 and using blocks of 256 threads yielded the best performance for the medium dataset. As for projection subset size N ′ , Figs. 10 (b) and 10 (c) show that there was a tradeoff between the L1/texture cache hit rate and the number of global memory accesses, as stated in Sect. 3.3. The number of global memory accesses here is given by 8XYZN/N ′ in bytes, because four-byte voxels are loaded and stored once per kernel invocation.
Conversely, the previous method [15] improved reconstruction performance by maximizing N ′ on the G80 architecture [16] ; thus, this previous idea must to be adapted to the new Maxwell architecture accordingly. In other words, the previous results partially agreed with our results when N ′ < 20, where the number of global memory accesses decreased with N ′ , but back-projection time increased slightly with N ′ when N ′ > 20. As shown in Fig. 10 (b) , excessive N ′ increased memory access strides and degraded L1/texture hit rates, which outweighed the performance gain contributed by fewer kernel invocations and fewer write accesses.
As noted earlier, global memory access bypasses the L1 caches; therefore, the L1/texture cache hit rate primarily corresponds to texture memory performance (i.e., the read throughput of the back-projection kernel). In summary, an appropriate N ′ can be selected according to the tradeoff mentioned above. Similarly, we found that N ′ = 20 and N ′ = 16 were the best sizes (i.e., the tradeoff point) for the small and large datasets, respectively. Next, we discuss thread block size. As we decrease the thread block size, more thread blocks can be dispatched to each SM, which leads to higher occupancy; however, a thread block size of 64 was too small for assigning a square region to the SMs. In this case, we found that eight thread blocks were resident on each SM. Although each thread block was responsible for a square 8 × 8 region, these eight squares appeared in a rectangular region because of the cyclic assignment described in Sect. 3.2. Such a rectangular region cannot be efficiently back-projected from an unfavorable angle, as we presented in Fig. 9 , for the shape of thread blocks. In contrast, the number of resident thread blocks decreases as we increase the thread block size; however, a thread block size of 512 was too large to maximize the projection subset size N ′ , because such a large thread block consumes more registers. Execution for N ′ > 8 failed when using a thread block size of 1024. In summary, our solution is to maximize the thread block size such that its shape is kept as a square (i.e., a block of 16 × 16 threads).
Finally, we minimized subvolume size Z ′ such that (1) the off-chip memory could hold both a subvolume and a projection subset and (2) at least two subvolumes were generated for overlapping file I/O time (Z/Z ′ ≥ 2). Note that for all subvolumes, filtered projections must be transferred to device memory. Consequently, the amount of data transfer between CPU and GPU increases with Z/Z ′ . According to this guideline, we used Z ′ = 256, 512, and 128 for the small, medium, and large datasets, respectively.
Breakdown Analysis
Using the best parameters identified above, we investigated the impact of our data structure and that of our I/O-included pipeline using different data sizes; results are summarized in Table 3 . Here, the layered texture efficiently improved backprojection performance for the small and medium datasets, achieving speedups of at least a factor of 1.44 over the given baseline; however, speedup decreases to only a factor of 1.14 for the large dataset, which fetches texels from projections that are four times as large. In this case, data size 4UV of a projection reaches 16 MB, which immediately exceeds the L1/texture and L2 caches. For such large datasets, our pipeline increased speedup from a factor of 1.14 to a factor of 1.47 by realizing overlapped file I/O steps (1) and (8) , which consumed 31% of the overall time before such Table 3 Comparing the performance of our proposed method and previous method using different data sizes. The baseline corresponds to Okitsu's method [15] with the best parameters tuned for the Maxwell architecture. Further, "Both strategies" corresponds to our proposed method. Table 4 Breakdown analysis of execution times for the large dataset. Here, "No pipeline" means that all steps were processed sequentially with synchronous APIs, whereas the "Previous pipeline" and "Proposed pipeline" were processed asynchronously. These results were obtained with the large dataset, with N ′ = 16 and Z ′ = 256.
Step No pipeline Previous pipeline [15] overlapping was achieved. Thus, our I/O-included pipeline complements cache-aware back-projection, thereby demonstrating large speedups for both small and large datasets. Next, we investigated the breakdown of reconstruction time for the large dataset, with our results summarized in Table 4 . We evaluated the impact of our pipelined strategy; thus, all comparative methods used the same cacheaware kernel during measurements. In addition, a nonpipelined version deployed synchronous APIs, so that the sum of the breakdowns never equaled the execution times of the pipelined versions, which deployed asynchronous APIs. The previous method reduced the execution time from 265.5 s to 211.8 s, and our proposed method further reduced the execution time to 159.6 s, achieving speedups of 1.66 and 1.33 times the non-pipelined method and the previous method, respectively. Thus, pipelining must be applied not only to the filtering and back-projection steps (2)-(7) but also to file I/O steps (1) and (8) .
With respect to the filtering stage, i.e., steps (1)-(4), the previous method had little advantage over the non-pipelined implementation in that only data transfer stages (2) and (3) were partially overlapped with filtering stage (3). In contrast, our proposed method realized a full overlap, including file I/O stage (1), such that the execution time was reduced from 59.6 s to 38.5 s.
With respect to the back-projection stage, i.e., steps (5)- (8) , the previous method overlapped step (5) with step (6) such that the corresponding execution time was reduced from 205.4 s to 153.7 s. Our method further realized an overlap of steps (7) and (8), thereby reducing the execution time to 121.1 s. Note that step (8) for the last subvolume cannot be overlapped with other steps. Similarly, step (1) for the first subvolume cannot be overlapped with other steps.
Efficiency Analysis
To analyze the performance bottleneck of our method, we measured arithmetic performance, L1/texture cache throughput, L2 cache texture load throughput, and texture fill rate using the NVIDIA Visual Profiler; results are shown in Fig. 11 . According to Eq. (2), each voxel requires one pixel per projection; thus, the effective texture fill rate can be given by NXYZ/T 6 , where T 6 is the back-projection time. The peak texture fill rate was derived according to a boosted clock speed because the clock speed was boosted during back-projection.
Our results indicate three key findings. First, Fig. 11 (d) implies that the texture fill rate determined reconstruction performance for the small and medium datasets. The Maxwell architecture has eight texture units devoted to each SM; thus, 16 CUDA cores share a single texture unit. Given these limited resources, the effective texture fill rates were limited to approximately 141.2 Gtexel/s, which is only 9.3% lower than the peak (boosted) value of 155.6 Gtexel/s. These effective values were close to the peak (base) value of 144.1 Gtexel/s; thus, we conclude that our back-projection kernel is highly optimized for the Maxwell architecture. As for the large dataset, we determined that the average L2 texture read cache hit rate decreased to 55.8% due to the increased projection size, which decreased the effective texture fill rate to 104.9 Gtexel/s. Second, our cache-aware method and the rich caching mechanism of the Maxwell architecture moved the performance bottleneck from the off-chip memory bandwidth to the texture fill rate. As shown in Fig. 11 (c) , the effective throughput was approximately one-quarter of the theoretical Fig. 11 Profiling results for different data sizes: (a) arithmetic performance in GFLOPS, (b) L1/texture cache throughput, (c) L2 cache texture load throughput, and (d) effective texture fill rate. FMA, ADD, and MISC in (a) refer to fused multiply-add [12] , addition, and other instructions, respectively. The horizontal lines in (c) and (d) are peak memory bandwidth and peak (boosted) texture fill rate, respectively, with the latter derived according to the boosted clock speed presented in Table 2. peak value, which indicates that off-chip memory accesses do not limit back-projection performance on the Maxwell architecture. These results were not observed in the previous study [15] , which concluded that off-chip memory access was the performance bottleneck of the back-projection kernel on the G80 architecture.
Third, reconstruction performance for the large dataset was sacrificed due to limited device memory. As compared to the medium dataset, the large dataset consisted of four times larger xy-slices, which decreased the subvolume size Z ′ from 512 to 128. This decrease in Z ′ led to more kernel executions and reduced the amount of memory accesses per warp, i.e., 32N
′ Z ′ in bytes, from 1.25 MB to 0.25 MB. An alternative solution for increasing Z ′ is to partition the volume along the x-or y-plane instead of the z-plane; however, this solution requires recombining the volume after reconstruction. Such a post-processing task will likely slow the I/O-included pipeline.
Conclusions
In this paper, we presented a cache-aware optimization method to accelerate out-of-core cone beam reconstruction on a GPU. Our proposed method extended the previous method described in [15] and accelerated the FDK algorithm via three key strategies, i.e., an improved loop organization strategy, an improved data structure, and an I/O-included pipeline. We also presented tuning guidelines for determining the best configuration for the granularity and shape of thread blocks, as well as the projection subset size and subvolume size, i.e., the granularity of I/O data to be streamed through the pipeline.
Our experimental results showed a tradeoff between the texture cache hit rate and the number of off-chip memory accesses. We also found that it took 159.6 s on a GeForce GTX 980 to reconstruct a 2048 3 -voxel volume from 1200 2048 2 -pixel projections, consuming 50.8 GB of memory. This reconstruction performance is approximately 1.47 times higher than that achieved by the previous method [15] . Concerning GPU optimization, we found that it is not necessarily more efficient to compact as many tasks as possible into kernel execution to decrease kernel executions. Instead, proper tuning is required to identify the optimum number of tasks that will minimize the overall time required. With the aid of texture interpolation and cache-aware strategies, our presented GPU implementation achieved performance advantages over other computing platforms.
Our future work includes enabling our method to run on a multi-GPU machine to achieve further acceleration.
