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Abstract
We consider integrable Matrix Product States (MPS) in integrable spin chains and show
that they correspond to “operator valued” solutions of the so-called twisted Boundary Yang-
Baxter (or reflection) equation. We argue that the integrability condition is equivalent to a
new linear intertwiner relation, which we call the “square root relation”, because it involves
half of the steps of the reflection equation. It is then shown that the square root relation
leads to the full Boundary Yang-Baxter equations. We provide explicit solutions in a number
of cases characterized by special symmetries. These correspond to the “symmetric pairs”
(SU(N), SO(N)) and (SO(N), SO(D)⊗SO(N−D)), where in each pair the first and second
elements are the symmetry groups of the spin chain and the integrable state, respectively.
These solutions can be considered as explicit representations of the corresponding twisted
Yangians, that are new in a number of cases. Examples include certain concrete MPS relevant
for the computation of one-point functions in defect AdS/CFT.
1 Introduction
In the past decade considerable effort was devoted to the study of non-equilibrium dynam-
ics of integrable models [1]. One of the main questions was equilibration and thermalization
in closed integrable systems [2, 3], and a common setting to study these problems has been
the quantum quench. By definition, quenching is a sudden change of certain parameters of
the Hamiltonian, and in the simplest case this means that the ground state of some other
(integrable or non-integrable) model is released to evolve according to the post-quench in-
tegrable Hamiltonian. However, the condition of having a concrete pre-quench Hamiltonian
can be relaxed, and we can also study time evolution started from other well-defined states,
which are experimentally realizable.
Regarding global quenches one of the central questions was whether the system relaxes
to a steady state that can be described by the so-called Generalized Gibbs Ensemble (GGE)
[4]. Whereas there is no model-independent answer to this question, the answer was found
to be positive in models equivalent to free bosons/fermions [5, 6, 7, 8, 9, 10] and in the XXZ
spin chain, which is one of the simplest yet most important interacting solvable systems [11].
The status of the GGE for models with higher rank symmetries has not yet been clarified.
The main point of the GGE is that it can describe the steady states arising after quenches
from initial states satisfying the cluster decomposition principle. However, its predicting
abilities are somewhat limited by its generality. In order to give exact predictions one needs to
know the Lagrange-multipliers associated to all conserved charges. These are independent and
need to be computed separately (for the precise statements in the XXZ chain see [11, 12, 13]).
1
On the other hand, a different approach was suggested in [14] (see also [15, 16, 17]):
one should study quenches from those initial states that show certain signs of integrability
themselves, thus making the exact computation of the time evolution more tractable. This
class of states was called “integrable initial states”, and a number of unifying properties were
collected in [14]. Perhaps the most important one is that the overlaps between the eigenstates
and the initial states can be expressed in a simple factorized form [18, 19, 20, 21, 22, 23,
24, 25, 26]. This allows for an exact treatment of the quantum quench, through the Quench
Action [27, 28, 29] or the Quantum Transfer Matrix [14] methods. In practice the exact
solvability means that there is no need to compute the Lagrange multipliers of the GGE (or
Bethe root densities of the various particle types) separately.
The factorized overlaps with the integrable states are non-zero only for parity symmetric
eigenstates (to be more precise, for Bethe states which are eigenstates of the space reflection
operator). On the level of Bethe rapidities this leads to the “pair structure”: the set of
rapidities consists of pairs with opposite sign. Also, it follows that these initial states are
annihilated by all odd (under space reflection) conserved charges of the model. It was argued
in [14] that this annihilation property is the most general unifying feature of integrable states,
and it should be used as a definition. An important reason for choosing the annihilation
property as a definition was that it is relatively easy to check it for a specific state.
In [14] it was also shown that in spin chains there is a direct relation between integrable
initial states and the theory of integrable boundaries: every solution to the so-called Bound-
ary Yang-Baxter (BYB) relations can be used to construct a two-site product state which
is integrable according to the new definition. This relation can be considered the lattice
counterpart of a similar correspondence in integrable QFT, which was worked out in the
pioneering work of Ghoshal and Zamolodchikov [30]. The work [14] only treated models with
crossing symmetry (mainly the XXZ chain and its higher spin counterparts), where the ele-
ments of the so-called K-matrices are translated into the real space two-site block using the
crossing matrix. In the XXZ chain all two-site states can be obtained this way. Our further
papers [31, 32] studied two-site states in the SU(3)-symmetric chain, which lacks crossing
symmetry. In such models there are two types of integrable boundary constructions, that
are obtained from the conventional (“untwisted”) and the twisted Boundary Yang-Baxter
relation. In [31, 32] we showed that the local two-site states are always related to solutions
of the latter.
An important consequence of the relation with boundary integrability is that the Loschmidt
amplitude can be computed using analytic methods [33, 34, 35, 36]. On the one hand, this
leads to an independent method to find the rapidity distribution functions characterizing
the post-quench steady state [34, 31, 32]. On the other hand, it allows one to prove the
validity of important properties of the latter, such as the Y -system relations for the rapidity
distribution functions [34], which were previously only conjectured [37]. Furthermore, this
correspondence can be used to determine the thermodynamic part of the overlaps, which in
the XXZ chain led to a conjecture for the overlaps with arbitrary two-site states [20].
Integrable initial states have been studied also in QFT’s, see for example [15, 38, 39,
40, 41, 42]. An early finite volume overlap formula (having the same structure as the later
results) already appeared in [43].
In a completely independent line of development, integrable initial states were also found
in the context of the AdS/CFT conjecture [21, 22, 23, 24, 25, 26]. One-point functions in
theories with a defect are given by overlaps with eigenstates of some local spin chain and
certain Matrix Product States (MPS) constructed from the generators of group symmetries.
It was found that all corresponding overlaps display the pair structure, even in the higher
rank models that are solved by the nested Bethe Ansatz. Moreover, the overlaps have a
factorized form: they are given by polynomials of Q-functions and a ratio of the so-called
Gaudin-like determinants. The pair structure implies integrability of these states, which was
proven by an independent method in [26].
Despite the increasing amount of information about the new integrable MPS their relation
with boundary integrability remained unknown. In [14] it was shown that in the XXZ chain
all known integrable MPS are obtained by the action of transfer matrices on two-site states,
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thus they fit into the framework of the BYB. However, in models with higher rank symmetries
this question remained unanswered.
This is the problem that we intend to treat in the present paper. We study the connection
between the integrability condition and the twisted BYB relation, and construct new explicit
solutions that produce the integrable states found in AdS/CFT. As a byproduct, we also
obtain new integrable MPS’s.
Our solutions of the twisted BYB involve an additional degree of freedom corresponding
to the auxiliary space of the MPS, thus they are “operator-valued solutions”. The twisted
BYB relation (supplied with a certain symmetry relation) serves as the defining relation of
the twisted Yangian [44, 45]. Our solutions are thus explicit representations of the twisted
Yangians of various types. The representation theory of these twisted Yangians has been
studied in detail in [46, 47, 48]. In the main text we explain how our results fit into this
framework and show that our explicit realizations are new in many cases.
The structure of the paper is as follows. In Section 2 we introduce the models and some
examples for the integrable MPS to be studied. In 3 we investigate the integrability condition
and show how it is related to the twisted Boundary Yang-Baxter relation. Here we also
introduce a new linear intertwining relation called the “square root relation”. In 4 we explain
the connection between our formalism and the defining relations of the twisted Yangian, and
we also discuss the known results about the representations of the latter object. Sections
5 and 6 include explicit solutions for the intertwining relation; these solutions describe the
integrable MPS introduced earlier. We conclude in 7, and two simple computations are
described in Appendices B and C.
2 Integrable MPS
In this work we deal with integrable lattice models associated to specific Yang-Baxter
algebras, possessing certain group symmetries. The central object is the fundamental R-
matrix acting on the tensor product of two vector spaces V1 ⊗ V2. We will be interested in
cases when the R-matrix is symmetric with respect to of classical Lie-group G, and the local
physical vector spaces carry the defining representation. We will consider the G = SU(N)
invariant case [49, 50]
R(u) =
P + u
1 + u
(2.1)
and the SO(N) invariant case [50]
R(u) =
(u + c)P + u(u+ c)− uK
(u+ c)(u + 1)
. (2.2)
Here P is the permutation operator, and K is the so-called trace operator with matrix
elements Kcdab = δabδ
cd and c = N/2− 1. We limit ourselves to these two series of symmetry
groups, because their relevance to quantum many body physics [51]1 and to the AdS/CFT
correspondence [53].
Both R-matrices satisfy the unitarity condition
R(u)R(−u) = 1 (2.3)
and the Yang-Baxter relation
R23(v − z)R13(u− z)R12(u− v) = R12(u− v)R13(u− z)R23(v − z), (2.4)
which is understood as an equation in End(V1 ⊗ V2 ⊗ V3) and Rjk acts on the spaces j and
k.
1 Continuum models with SU(N) symmetry have been studied in experiments with cold atomic gases [52]. In
this paper we only treat lattice models, but they can be used as a starting point towards the continuum models,
which can be obtained by certain scaling limits.
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We will also frequently use the matrix Rˇ(u) = PR(u), which satisfies
Rˇ12(v − z)Rˇ23(u− z)Rˇ12(u− v) = Rˇ23(u− v)Rˇ12(u− z)Rˇ23(v − z). (2.5)
Our R-matrices also satisfy the permutation symmetry
PR(u)P = R(u). (2.6)
We put forward that our methods and results can be extended to models where (2.6) does
not hold, for example to the so-called Perk-Schulz model associated to the quantum group
Uq(sl(N)). Nevertheless here we assume (2.6), which will imply some minor simplifications
in some of the computations.
Group invariance of the R-matrices means that for any G ∈ G
(G1 ⊗G2)R(u) = R(u)(G1 ⊗G2). (2.7)
Here it is understood that the group element G acts in the defining representation in the
spaces V1 and V2. Sometimes we will loosely denote by G the defining representation as well.
A special role will be played by the partial transpose operation. In both cases (2.1) and
(2.2) we define
RT (u) ≡ RT1(u) = RT2(u), (2.8)
where T1,2 denote partial transposition with respect to the first or second vector spaces; their
equality follows from the explicit forms of the R-matrices. The group invariance properties
of RT (u) are obtained from (2.7) after partial transposition, for example
(G1 ⊗ (GT2 )−1)RT (u) = RT (u)(G1 ⊗ (GT2 )−1). (2.9)
In the SO(N) symmetric case we have (GT )−1 = G for every group element, thus RT (u) is
also group invariant. Moreover, the matrix satisfies the following crossing relation:
RT (u) =
(u+ c− 1)u
(u + c)(u+ 1)
R(−u− c), c = N/2− 1. (2.10)
This also implies that u = −c/2 is a crossing symmetric point, where
RT (−c/2) = R(−c/2). (2.11)
On the other hand, in the SU(N)-symmetric case we get the group symmetry property
(G1 ⊗G∗2)RT (u) = RT (u)(G1 ⊗G∗2), (2.12)
where the asterix denotes complex conjugation. We can thus interpret that RT (u) acts on
the tensor product of a defining and a conjugate representation of SU(N).
A further important property of the R-matrices is the initial condition
Rˇ(0) = 1, (2.13)
which is satisfied in both cases.
We consider spin chains of length L with Hilbert spaces H = ⊗Lj=1CN . We define the
monodromy matrix of a homogeneous spin chain of length L as an operator acting on H⊗V0
T (u) = R0L(u) . . . R02(u)R01(u). (2.14)
Here 0 refers to the so-called auxiliary space and V0 ≈ CN . The transfer matrix is the trace
over the auxiliary space:
t(u) = Tr0T (u). (2.15)
Due to (2.5) the transfer matrices form a commuting family of operators, and they can be
used to define the local conserved charges of the model as
Qj =
(
d
du
)j−1
log t(u)
∣∣∣∣∣
u=0
, j = 2, 3, . . . (2.16)
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Figure 1: A pictorial representation of the Matrix Product State (2.21) built from the one-site block ω.
Here the outgoing indices jk = 1, . . . , N , k = 1, . . . , L represent the physical degrees of freedom, and the
horizontal lines denote the action of the matrices ωjk . The matrices are assumed to act from the right
to the left; the arrow on the leftmost horizontal link signals this convention. The trace in the definition
(2.21) implies periodic boundary conditions.
With these conventions Qj is a sum of local operators spanning j sites at most, and specifi-
cally Q2 can be identified with a local two-site Hamiltonian. With these normalizations we
get in the SU(N) case
H = Q2 =
L∑
j=1
(Pj,j+1 − 1), (2.17)
whereas in the SO(N) case
H = Q2 =
L∑
j=1
(Pj,j+1 −Kj,j+1/c− 1), (2.18)
and periodic boundary conditions are understood in both cases.
The behaviour of the charges under space reflection is
ΠQjΠ = (−1)jQj, (2.19)
where Π is the space reflection operator. For further use we also introduce the space reflected
transfer matrix:
t˜(u) = Πt(u)Π = Tr0 R01(u) . . . R0L(u). (2.20)
In this work we discuss translationally invariant Matrix Product States (MPS’s). Let us
take N d-dimensional matrices ωj , j = 1 . . .N , acting on a further, d dimensional auxiliary
space VA (not to be confused with the auxiliary space used in the definition of the transfer
matrices). The MPS is an element of the Hilbert space of the chain defined as
|Ψω〉 =
N∑
j1,...,jL=1
trA [ωjL . . . ωj2ωj1 ] |jL, . . . , j2, j1〉. (2.21)
Here |jL, . . . , j2, j1〉 are the real space basis vectors with jk = 1, . . . , N , k = 1 . . . L. A
graphical interpretation of the MPS is given in Fig. 1. It is important that the vectors (2.21)
are translationally invariant, and the same set of matrices {ωj} are used for every finite
volume L. In the rest of the paper we will use the term MPS for both the set {ωj} and
the vectors (2.21), and sometimes we will use the short-hand ω to refer to the collection of
matrices {ωj}.
An MPS is invariant under a subgroup G′ ⊂ G if for every G ∈ G′[⊗Lj=1Gj] |Ψω〉 = |Ψω〉. (2.22)
This can be achieved by constructing a group invariant ω. Let us assume that there is a
representation Λω of G′ acting on the auxiliary space VA. The building block ω is group
invariant, if for all G ∈ G′
Λω(G
−1)ωjΛω(G) =
∑
k
Gjkωk, j = 1, . . . , N, (2.23)
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where Gjk are the matrix elements of G in the defining representation. This relation imme-
diately implies (2.22) 2. In the following we will use the notation (G,G′) to denote classes of
the MPS, where it is understood that G and G′ describe the group symmetries of the spin
chain and the MPS, respectively.
The condition (2.23) puts a restriction on the representation Λω: it means that the scalar
representation of G′ has to be present in the decomposition of the triple tensor product
Λω ⊗ Λ¯ω ⊗ ΛG′ , where Λ¯ is the conjugate representation to Λ and ΛG′ is the representation
of G′ obtained from the defining representation of G after the restriction G′ ⊂ G. Examples
for such group invariant MPS are listed below.
In this paper we will be interested in cases where (G,G′) is a so-called symmetric pair3.
The reason for concentrating on these pairs is twofold. First, it is known that all solutions to
the (twisted or untwisted) Boundary Yang-Baxter relations are characterized by symmetric
pairs, or slight generalizations thereof (for the quantum deformed case, see [54, 55]). Second,
the known integrable initial states are characterized by symmetric pairs. In this paper we
do not attempt a rigorous classification of all possible integrable MPS, instead we consider
a few examples for the symmetric pair (G,G′).
In this work we focus on the special class of integrable MPS. The properties of integrable
states were reviewed in detail in [14]. It is a unifying characteristic that they have non-zero
overlaps only with the parity-invariant Bethe states of the system, which leads to the so-
called pair structure for the Bethe rapidities. This leads to the condition of annihilation by
the odd charges of the model:
Q2j+1|Ψ〉 = 0, j = 1, . . . . (2.24)
It follows from (2.19) and (2.16) that (supplied with two-site shift invariance) this is com-
pletely equivalent to
t(u)|Ψ〉 = t˜(u)|Ψ〉. (2.25)
This condition is stronger than simply parity invariance: the relation Π|Ψ〉 = ±|Ψ〉 does not
imply (2.25). We stress that (2.24) and (2.25) are exact equalities that hold in every finite
volume.
In [14] it was suggested that the relations (2.24)-(2.25) should serve as definitions of
integrable states. Also, it was shown there that in the spin-1/2 XXZ chains the known
integrable MPS can be obtained from solutions of the Boundary Yang-Baxter (BYB) relation.
The connection between integrability of the state and integrable boundaries is the following.
When having integrable boundaries one usually means boundaries in space, and the goal
is to set up a set of commuting transfer matrices, where the so-called boundary K-matrices
play an essential role. They encode the boundary conditions, and they need to satisfy the
so-called reflection equations [56], guaranteeing the commutativity of the transfer matrices.
In contrast, in our case the integrable initial states can be considered as boundaries in time.
They can be interpreted as integrable boundaries if we build classical 2D partition functions
(corresponding to a lattice path integral of some 1D quantum problem) and afterwards
exchange the role of space and time. This correspondence is a lattice counterpart of the
picture in integrable QFT [30]. It is the purpose of the present work (and in particular
Section 3) to apply these ideas of [14] to the MPS in the higher rank SU(N) and SO(N)
invariant models.
Examples of integrable MPS were found in the context of the AdS/CFT conjecture [21,
22, 23, 24, 26], and factorized overlap formulas were also derived there. The integrability of
2It can be shown, that given some additional assumptions the converse is also true: If the MPS is such that
the group invariance (2.22) holds in any volume L, and the MPS is completely reducible (a property introduced
below), then Theorem 1 implies the existence of a similarity transformation which will form a representation of
G′ on VA, thus proving the local group invariance property (2.23).
3A pair of Lie groups (G,G′) is called a symmetric pair if there exists an involutive automorphism θ of G such
that G′ is the subgroup consisting of the θ-invariant elements. An alternative definition on the level of Lie-algebras
is that (g, h) is a symmetric pair if g can be split as a vector space into h ⊕ f such that [h, h] ∈ h, [h, f] ∈ f and
[f, f] ∈ h. In this splitting h and f are the eigenspaces of the automorphism θ with eigenvalues 1 and -1, respectively.
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the MPS was proven in [26] by a method similar to our work; nevertheless the relation with
the boundary integrability framework remained unexplored. This is the goal that we set in
our paper. We specifically focus on the following list of MPS, all of which are integrable
according to the definitions (2.24)-(2.25).
1. For the symmetric pair (SU(3), SO(3)) the MPS is given by the matrices
ωj = Sj , j = 1, 2, 3, (2.26)
where Sj are the generators of the SU(2)-algebra
[Sj , Sk] = iεjklSl (2.27)
in a finite dimensional irreducible representation. In the simplest case of spin-1/2 rep-
resentation we can choose simply ωj = σj/2 where σj are the standard Pauli matrices.
The SU(2)-generators are in the adjoint representation, therefore they satisfy (2.23)
with respect to the SO(3) group.
This MPS appeared for the first time in [23], and the quantum quench started from
this state (in the spin-1/2 case) was investigated in [57].
2. For the symmetric pair (SU(N), SO(N)) with any N ≥ 3 the MPS is given by the
matrices
ωj = γj , j = 1, . . . , N, (2.28)
where γj are the N -dimensional gamma matrices satisfying the (euclidean) Clifford
algebra relations
{γj, γk} = 2δjk. (2.29)
The commutators of the gamma matrices can be used as generators of the SO(N)
Lie-algebra as
tjk =
1
4i
[γj , γk]. (2.30)
The generators constitute the adjoint representation of SO(N), and the set of Dirac
matrices satisfies (2.23) with respect to the spinor representation of SO(N).
For N = 3 this state coincides with the spin-1/2 member of the previous family. For
N > 3 it is new.
3. For the symmetric pair (SU(N), SO(N)) with any N ≥ 3 the MPS is given by sym-
metrically fused Gamma matrices
ωj = Γ
(n)
j /2, (2.31)
where Γ(n) are defined in the main text in (5.18). For N = 3 they are identical to the
first family listed above, for higher N they are new.
4. Non-trivial MPS with a different type of symmetry breaking are found as follows.
Consider the symmetric pair (SO(N), SO(D) ⊕ SO(N − D)) with some N ≥ 3 and
1 ≤ D ≤ N and the MPS
ωj =
{
γj for 1 ≤ j ≤ D
0 for D < j ≤ N, (2.32)
where now γj are the D-dimensional gamma matrices.
Two examples of this (for N = 6, D = 3 and N = 6, D = 5) were studied in [24, 25, 26],
but the generalization to arbitrary N,D is new.
This list does not exhaust all the integrable MPS that were found in the AdS/CFT
literature. Symmetrically fused solutions associated with the pairs (SO(6), SO(3) ⊗ SO(3))
and (SO(6), SO(5)) were also studied there, but in the present paper we limit ourselves to
the cases given above.
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3 Intertwining relations
In this section we analyze the integrability condition (2.25) and its relation to certain
intertwining relations and the twisted Boundary Yang-Baxter (BYB) relation. First we need
to introduce some mathematical properties of the MPS.
We call an MPS given by ω irreducible, if there is no proper subspace V ′A ⊂ VA which is
an invariant sub-space for all ωa, a = 1, . . . , N . All examples listed at the end of the previous
Section are irreducible.
We will make use of the following simple statement, which is an analogue of Schur’s
lemma:
Lemma 1. If an MPS is irreducible, then any matrix U ∈ End(VA) which commutes with
all ωa is proportional to the identity matrix acting on VA.
Proof. Any matrix U has at least one eigenvector with some eigenvalue λ. The eigenspace
associated to λ is an invariant subspace for all ωa due to the commutativity, therefore it has
to be identical to the full VA.
Taking two irreducible MPS ωA and ωB we can construct a new one simply by addition
of the auxiliary vector spaces:
ωA+B,a(u) ≡
(
ωA,a(u) 0
0 ωB,a(u)
)
, a = 1 . . .N. (3.1)
For the physical vectors (2.21) we get
|ΨA+B〉 = |ΨA〉+ |ΨB〉 (3.2)
due to the additivity of the trace in.
We say that an MPS is completely reducible, if it can be written as a direct sum of
irreducible pieces. Alternatively, it means that if there is a common invariant subspace Vx ∈
VA for all ωj, then there is a complementary space Vy with VA = Vx ⊕ Vy, which is invariant
too. This property means that if we have a triangular block diagonal form as
ωj =
(
Ej Fj
0 Gj
)
, (3.3)
then necessarily Fj ≡ 0. Note that if we are interested in the physical vectors, then the
Fj are irrelevant, because they do not contribute to the trace. However, below we will be
interested in linear relations involving the full matrices without dropping any off-diagonal
blocks, therefore the complete reducibility will be crucial4.
Let A be the matrix algebra generated by the set of matrices {ωj}. The notions of
irreducibility and complete reducibility naturally carry over to A. There is a well known
statement which usually goes under the name of Burnside’s Theorem on matrix algebras:
the algebra A is irreducible, if and only if A = End(VA).
For any MPS we can define the associated transfer matrix5 acting on VA ⊗ VA as
T =
N∑
a=1
ωa ⊗ ω∗a. (3.4)
It is known from the theory of matrix product states that the eigenvalues and eigenvectors
of T describe the periodicity properties, the half-chain reduced density matrix eigenvalues,
and the correlation lengths of the MPS [58].
4There can be solutions to the Boundary Yang-Baxter relations that are not completely reducible and involve
a nonzero Fj block. The treatment of these cases would need more detailed investigations.
5This transfer matrix can be defined for any MPS, regardless of integrability. It is not to be confused with the
various transfer matrices built from integrable Lax operators and integrable boundary conditions. Nevertheless the
so-called Quantum Transfer Matrix defined later in (3.45) simplifies to T 2 under a special choice of parameters.
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It is shown in [58], that if the MPS is irreducible, then there is a non-degenerate leading
eigenvalue λmax of T such that λmax ∈ R+, and |λj | ≤ λmax for all other j. We say that
an irreducible MPS is pure, if λmax is non-degenerate also in magnitude: |λj | < λmax for all
other j (in [58] this was called the C2 property). If the MPS is not pure, then there are some
eigenvalues of the form λj = λmaxe
2ipip/q, and the vector (2.21) can be written as a sum of
q-site invariant MPS with lower bond dimension. The purity condition thus says that the
MPS can not be decomposed into simpler blocks even if we lift the requirement of one-site
invariance.
In the theory of Matrix Product States it is a general important question, how unique
the actual matrix representations are. Regarding this question we have the following theorem
[59, 60]6:
Theorem 1. If two sets of matrices {Aj} and {Bj} are completely reducible, and they
produce the same MPS for all L:
|ΨA(L)〉 = |ΨB(L)〉, (3.5)
then there is a simultaneous similarity transformation S connecting the two sets as
Aj = S
−1BjS, j = 1, . . . , N. (3.6)
The proof of the theorem is given in [60] (Theorem 1) using the representation theory
of semi-groups. The theorem also follows from Corollary 2.7 of [59]. This latter paper also
shows that it is enough to require the equality of MPS at some large enough length L∗, the
precise value of which is not important for our purposes. A slightly different formulation of
the same statement can be extracted also from [58], but the theorem in this form is not
stated there.
It is easy to see that the complete reducibility is indeed needed. Let us consider for
example the simple case with N = 1 and the two matrices being
A1 =
(
1 0
0 1
)
B1 =
(
1 α
0 1
)
(3.7)
with some constant α 6= 0. The resulting trace conditions TrAL1 = TrBL1 are satisfied for all
L, but there is no similarity transformation connecting A and B. The reason for this is the
invariant subspace and the triangular structure, and that the algebra generated by B1 is not
completely reducible.
Now we consider the integrability condition (2.25). Both sides of the relation (2.25) can
be described by a “dressed” MPS, where the dressing is caused by the action of the two
transfer matrices. This is made explicit by defining the corresponding MPS matrices Aj and
Bj acting on V0 ⊗ VA, where V0 is the auxiliary space of the transfer matrix and VA is
the space for the action of ωj. Here Aj corresponds to the original dressing and Bj to the
reflected dressing of the MPS. For a physical space V1 let us decompose the R-matrix as
R10(u) =
∑
ab
Eab ⊗ Lab(u), (3.8)
where Eab are the basis matrices acting on V1 and the matrices Lab(u) act on the auxiliary
space. Then we have
Aj =
∑
k
Ljk(u)⊗ ωk
Bj =
∑
k
LTjk(u)⊗ ωk,
(3.9)
where T denotes simple transpose for each j, k.
6We are thankful to Ben Grossmann for his help in finding the relevant literature.
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Ak : Bk :u −u
Figure 2: Graphical representation of the dressed matrices defined in (3.9), which act on the product
space V0 ⊗ VA. The outgoing index k stands for the physical degree of freedom. The dressing of the Bk
matrices includes a partial transpose, this is denoted by the reversed arrow on the horizontal line. The
spectral parameters associated to the horizontal lines are u and −u, whereas the vertical line carries 0
rapidity. Here and in the following the R-matrices at the crossings are such that their argument is the
incoming rapidity coming from the right minus the rapidity from the left. Therefore, both crossings above
are described by R(u), but with a different orientation.
The ω matrices satisfy the group invariance (2.23) under G′ ∈ G. It follows that the
matrices Aj act on the representation Λ0 ⊗ Λω of G′, where Λ0 is the restriction of the
defining representation of G to G′. On the other hand, the Bj act on Λ¯0 ⊗ Λω due to the
partial transpose and the group property (2.12).
The condition (2.25) says that {Aj} and {Bj} generate the same MPS for all L:
|ΨA(L)〉 = |ΨB(L)〉. (3.10)
This implies:
Theorem 2. If the dressed MPS {Aj} and {Bj} are completely reducible, then there exists
an invertible matrix K(u) which is a simultaneous intertwiner between {Aj} and {Bj}:
AjK(u) = K(u)Bj, j = 1, . . . , N. (3.11)
The matrix K(u) acts on V0 ⊗ VA, and it is a function of the rapidity parameter used in the
dressing (3.9).
Proof. This follows immediately from Theorem 1.
The intertwiner above can be identified with the object called “K-matrix” from the the-
ory of boundary integrability. Below we will show that (given some conditions) it satisfies
the twisted Boundary Yang-Baxter relation. K(u) intertwines the representations Λ¯0 ⊗ Λω
and Λ0 ⊗ Λω of G′. The representation changing property shows that this object always
corresponds to “soliton non-preserving” boundary conditions [61, 62].
It is important to analyze the reducibility conditions for Theorem 2 and their implications.
First of all, in those cases when the dressed MPS are irreducible, the K-matrices are unique
up to an overall phase. If there are invariant subspaces, but the MPS is completely reducible,
then the normalization factors of the individual blocks can be chosen independently, and the
K-matrices are thus not unique.
The above theorem requires complete reducibility, but this does not automatically hold
for the dressed MPS (3.9). A counter-example in the SU(N)-invariant case is simply the
reference state, which can be described by a one-dimensional (scalar) MPS given by
ω1 = 1, ωk = 0, for k ≥ 2 (3.12)
Let us denote by ek, k = 1 . . .N the standard basis vectors. We can see that span{e1} and
span{e2, e3, . . . } are invariant subspaces for {Aj} and {Bj}, respectively, but the comple-
ments are not. In other words, both {Aj} and {Bj} have a non-trivial triangular structure.
However, even in this case there is a non-zero K-matrix satisfying (3.11), which is given
explicitly as K11(u) = 1, Kjk(u) = 0 for j > 1 or k > 1. This K-matrix is not invertible, and
this reflects the lack of the complete reducibility.
For these cases we have following theorem:
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ψ(u)
u −u
ψ(0)
∼
ω ω
Figure 3: Pictorial representation of the two-site block ψ(u) and its initial condition (see Theorem 4).
Theorem 3. If the original MPS is built from self-adjoint matrices ωj = ω
†
j , then there is
at least one solution to the intertwining relation (3.11) with a non-zero K(u).
Proof. Let us take a real u parameter. The definition (3.9) together with the self-adjointness
property implies
Aj = B
†
j , j = 1, . . . , N. (3.13)
If there is at least one irreducible subspace Vx for the set {Aj}, then {Aj} can always be
brought into an upper triangular block form, where the first block corresponds to Vx. The self
adjointness implies that in this basis the set {Bj} will have lower triangular block form. The
diagonal block corresponding to Vx is already irreducible, and the complementary block is
either irreducible or can be split up into irreducible blocks after further basis transformations.
Only the diagonal blocks contribute to the trace, therefore Theorem (1) implies a similarity
transformation for each diagonal block separately. However, this does not mean that the full
sets {Aj} and {Bj} are similar. Nevertheless, we can find an intertwiner as
K(u) = PxKx(u)Px, (3.14)
where Px is the projector onto Vx andKx(u) is the invertible similarity transformation within
Vx. If Vx is a proper subspace then K(u) is not invertible, nevertheless it satisfies the linear
relation (3.11).
The intertwining relation is analytic in u, therefore the solution K(u) can be extended
into the complex plane.
This theorem obviously covers the case of the reference state, which was a counter-example
to complete reducibility.
The theorem can be extended to those cases when span{ωj} is self-adjoint, but the
matrices themselves are not. This includes all cases listed at the end of the previous Section.
We thus conclude that there is a non-zero intertwiner in all of these cases.
The uniqueness of the intertwiner is an important question. We numerically investigated
the dressed matrices obtained from some examples of the MPS listed at the end of the
previous Section. It was found that in all cases the dressed MPS are irreducible for generic
values of u. The details of this numerical procedure are explained in Appendix B. We have
thus established that the intertwiner is unique for these MPS, but it would be desirable to
obtain an analytic proof too.
Let us write the K-matrix introduced above as
K(u) =
∑
a,b
Eab ⊗ ψab(u), (3.15)
where Eab are the elementary matrices acting on V0 and ψab(u), a, b = 1 . . .N are matrices
acting on VA. The collection of matrices {ψab(u)}a,b=1...N will also be denoted simply as ψ(u)
and it will be called the two-site block. It can be considered as an element of CN ⊗ CN ⊗
End(VA). Later in this Section we will use ψ(u) to build inhomogeneous two-site invariant
MPS. A pictorial representation is given on the left hand side of Figure 3.
Working out the indices the condition (3.11) can be written as
Rˇdeab(u)ωdψec(u) = Rˇ
de
bc (u)ψad(u)ωe, (3.16)
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ω ψ(u)
−uu
c b a
=
ψ(u) ω
−uu
c b a
Figure 4: A pictorial interpretation of the “square root relation” (3.17), which describes the exchange of
the two-site block ψ(u) and the one-site block ω. This is a relation in V3 ⊗ V2 ⊗ V1 ⊗ End(VA) and the
outgoing indices c, b, a describe the basis states in V3 ⊗ V2 ⊗ V1. Fixing c, b, a we obtain matrices acting
on VA. The local Rˇ matrices acting at the crossings are defined such that their argument is always the
rapidity coming from the right minus the rapidity coming from the left. Thus we get an action of Rˇ(u)
on both sides, but on different vector spaces.
where a, b, c, d, e = 1 . . .N are the physical indices and summation over d, e is understood. A
detailed derivation of (3.16) is presented in Appendix A. This relation can also be written
in a short-hand notation as
Rˇ23(u)(ω · ψ(u)) = Rˇ12(u)(ψ(u) · ω), (3.17)
which is a relation in V3⊗V2⊗V1⊗End(VA). Here and in the following we always understand
that the Rˇ matrices act on some of the physical indices (and the numeric indices label the
vector spaces), and the actual elements of the equations are matrices acting on VA. A pictorial
representation is given in Fig. 4, whereas the interpretation of the intertwiner relation (3.11)
is shown in Fig. 5. We call (3.17) the “square root relation” (abbreviated as sq.r.r.), because
it involves half the steps of the so-called Boundary Yang-Baxter relation, to be introduced
below. We stress that (3.17) is only a short notation for the full relation (3.16) containing
all indices.
Theorem 4. For invertible ωj the sq.r.r. implies the initial condition
ψjk(0) = ωjωk (3.18)
up to a scalar factor.
Proof. From (3.16) at u = 0 we get
ωiψjk = ψijωk ∀i, j, k
So we can write
ψj,k = ((ωi)
−1ψi,j)ωk = ω˜jωk ,
where we have defined ω˜j = (ωi)
−1ψi,j , which has to be independent of i.
Substituting back we see that
ω˜jωj
−1 = (ωi)
−1ω˜i ,
which is therefore independent both of i, j. Introducing U = (ωi)
−1ω˜i we have
ω˜j = Uωj = ωjU , (3.19)
Using Lemma (1) U is proportional to identity. Up to a re-scaling of ψ(u) we conclude
ω˜j = ωj, thus completing the proof.
We also remark that from an alternative point of view, the sq.r.r. can be used to define
integrable MPS:
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ψ(u)
−uu
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Figure 5: A pictorial interpretation of the “square root relation” as an intertwining relation, see (3.11).
Fixing the outgoing index a we get a relation in End(V0⊗VA), where V0 and VA are the auxiliary spaces
of the Lax operators, and the ωj , respectively. The intertwining relation holds for all a = 1, . . . , N .
Theorem 5. If there is a solution to (3.17) for some ω, such that K(u) is invertible for
almost all u, then the MPS built from ω is integrable.
Proof. This follows immediately from the construction: the K-matrix intertwines an arbi-
trary product of the dressed matrices Aj and Bj , and after multiplying with K
−1(u) and
taking the trace this leads to the integrability condition (3.10).
This proof of the integrability of the states is the one-site counterpart of our earlier proof
presented in [14], which only treated two-site invariant cases constructed directly from the
K-matrices. This new proof can be used also in spin chains with odd lengths, where the
earlier method was not applicable. The integrability of one-site states at odd lengths was
first observed in [20].
If the intertwiner (3.11) is unique, then it is group invariant:
(Λ0(G)⊗ Λω(G))K(u) = K(u)(Λ0(G∗)⊗ Λω(G)). (3.20)
This is easily seen by contradiction: Assuming a non-invariant K-matrix it can be seen that
after the group transformation it also solves the same relation, and by unicity it has to be
proportional to the original K(u). The proportionality factor has to be a one-dimensional
representation of the group G′, and in our cases all such representations are trivial.
For the two site block ψ(u) the group invariance property takes the form
Λω(G
−1)ψab(u)Λω(G) = GacGbdψcd(u). (3.21)
It follows from the Yang-Baxter relations that ψ˜(u) = Rˇ(2u)ψ(−u) is also a solution to
(3.29), and (2.13) implies that it satisfies the same initial condition ψ˜ab(0) = ψab(0) = ωaωb.
If the solution of the sq.r.r. is unique, then we obtain the condition
ψ(u) = f(u)Rˇ(2u)ψ(−u) (3.22)
with some function f(u) satisfying f(u)f(−u) = 1.
Assuming uniqueness, we can always re-define the normalization of ψ(u) so that it satisfies
ψ(u) = Rˇ(2u)ψ(−u). (3.23)
This will be called the “symmetry relation”. Note that this still leaves room for an arbitrary
re-definition ψ˜(u) = g(u)ψ(u) with any even function g(u) satisfying g(0) = 1.
This symmetry relation is closely analogous to the “boundary cross-unitarity relation” in
integrable QFT (compare (3.23) to eq. (3.35) in [30]). We note that relation (3.23) fixes the
first derivative ψ′(0) as
ψ′(0) = Rˇ′(0)ψ(0) = Rˇ′(0)(ω · ω). (3.24)
The R-matrices are polynomials of the rapidity parameter (apart from the normalization
factor), therefore it is natural to suspect that the relevant finite dimensional solutions to
(3.17) will be polynomials as well. Then the sq.r.r. has an immediate consequence for the
asymptotic behaviour of ψ(u).
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Theorem 6. For a given solution let α denote the highest degree of u in ψ(u), and let φab
be the coefficient of uα. If the MPS is irreducible then all φab are scalars.
Proof. Let us take the sq.r.r. and take the u → ∞ limit. The asymptotic value of the Rˇ
matrices is the permutation operator for both the SU(N) and the SO(N) case, therefore we
obtain the simple commutativity condition
φabωc = ωcφab. (3.25)
If there are no irreducible subspaces, then it follows from Lemma (1) that every φab is
proportional to the identity matrix in VA.
It can be seen that the limiting values φab are either symmetric or anti-symmetric in
the indices a, b. This follows most easily from relation (3.23). We get a symmetric (or anti-
symmetric) φab if its degree α in ψab(u) is even (or odd), respectively.
In the simple case of the XXZ spin chain it was already shown in [14, 20] that all one-site
product states (corresponding to an MPS with bond dimension 1) are integrable, and they
can be obtained from the well knownK-matrices that solve the usual Boundary Yang-Baxter
relation. In Appendix C we show that the K-matrices associated to the one-site states indeed
satisfy the sq.r.r..
3.1 The Boundary Yang-Baxter relation
The twisted Boundary Yang-Baxter relation is
K2(v)R
T
21(u+ v)K1(u)R12(v − u) = R21(v − u)K1(u)RT12(u+ v)K2(v). (3.26)
Eq. (3.26) is sometimes also called the BYB relation for soliton non-preserving boundary
conditions [61, 62]. The main difference as opposed to the “untwisted” BYB relation is the
appearance of the transposition operation. Typically the twisted BYB relation is formulated
with different conventions: it might include additional shifts in the rapidities (which can be
compensated by a redefinition of K(u)), or a different transposition defined as
At = CATC (3.27)
with C ∈ End(Vj), C2 = 1 being some crossing matrix. The action of C can be compensated
by a basis transformation, and this is discussed in Section 4. In the present work we use
(3.26) and (3.29) because these forms are most convenient to treat the MPS.
In those cases when the R-matrix itself satisfies a crossing relation of the form
RT1(u) = C1R(−u− σ)C1 (3.28)
with some crossing matrix C and crossing parameter σ ∈ C, the eq. (3.26) is equivalent
to the standard BYB relation. In our examples the SO(N)-symmetric R-matrix is crossing
invariant with C = 1 (see (2.10)), but the SU(N)-invariant is not.
Making use of the identification (3.15) we can write the twisted BYB in the form
Rˇ12(v − u)Rˇ23(u + v)(ψ(v) · ψ(u)) = Rˇ34(v − u)Rˇ23(u+ v)(ψ(u) · ψ(v)), (3.29)
which is satisfied by the two-site block ψ(u). This is a relation in V4⊗V3⊗V2⊗V1⊗End(VA),
and it is understood that the Rˇ matrices act on the respective components in the tensor
product. For a graphical interpretation of (3.29) see Fig. 6.
The advantage of the representation (3.29) over (3.26) is that certain symmetry properties
are more easily identified. In particular, (3.29) involves the same R-matrix. This homogeneity
in the exchange relation is the reason why it is always the twisted BYB which is relevant for
integrable states of homogeneous spin chains.
In our earlier works [14, 31, 32] the BYB relations were used as a starting point to define
integrable initial states. Here we take a different approach, and show that the BYB relation
14
ψ(v) ψ(u)
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V4 V3 V2 V1⊗ ⊗ ⊗
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=
ψ(u) ψ(v)
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Figure 6: A pictorial representation for the BYB relation for the two-site MPS. V1,2,3,4 denote the physical
vector spaces, and a, b, c, d are the physical indices. The matrices in the MPS act in the auxiliary space
from the right to left. The local Rˇ matrices acting at the crossings are defined such that their argument
is always the rapidity coming from the right minus the rapidity coming from the left.
actually follows from the integrability condition under certain conditions. We intend to show
that the K-matrix, which is obtained as the intertwiner from (3.11)-(3.15) indeed satisfies
the twisted BYB.
First of all we note that for the special point u = 0 the twisted BYB in the form (3.29)
is equivalent to a double application of the sq.r.r.. This follows from the initial condition
(3.18). However, there is a more direct connection valid for arbitrary u, v.
Let us consider a double dressing of the MPS |Ψω〉 with two transfer matrices. As it was
already argued in our previous work [14] it follows from the integrability condition that
t(u)t(v)|Ψω〉 = t˜(u)t˜(v)|Ψω〉. (3.30)
Let us denote the auxiliary product space of the vectors above as Va1 ⊗ Va2 ⊗ VA, where
Va1 and Va2 are the auxiliary spaces for the transfer matrices t(u) and t(v), respectively. We
construct the corresponding two sets of dressed matrices as
Aj =
∑
k,l
Ljk(u)⊗ Lkl(v)⊗ ωl
Bj =
∑
k,l
LTjk(u)⊗ LTkl(v)⊗ ωl.
(3.31)
Our goal is to construct intertwiners for these doubly dressed MPS:
M(u, v)Aj = BjM(u, v). (3.32)
We consider the following two candidates for the intertwiner M(u, v):
M1(u, v) = K2(v)R
T
21(u+ v)K1(u)R12(v − u)
M2(u, v) = R21(v − u)K1(u)RT12(u+ v)K2(v).
(3.33)
Here it is understood that K1,2(u) act on Va1,2 , respectively. For a graphical interpretation
of these two intertwiners see Fig. 7.
Multiple use of the Yang-Baxter relation and the simple intertwiner relation (3.11) shows
that both M1(u, v) and M2(u, v) satisfy (3.32). The idea is that K1(u) always intertwines
the dressing with L(u), and K2(v) intertwines L(v), and the order of the exchange with
K1(u) and K2(v) is just the opposite for M1(u, v) and M2(u, v). We also use that in the
intermediate steps the order of the dressings of the MPS can be exchanged as well, using the
standard RTT relation. For a graphical interpretation of the steps of the proof see 8.
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M2(u, v) =
ψ(v)ψ(u)
M1(u, v) =
ψ(v) ψ(u)
Figure 7: The two intertwiners which are later identified as the two sides of the twisted BYB. Note that
the order of ψ(u) and ψ(v) is reversed, but the upper (lower) lines are always associated to the rapidities
u and v, respectively.
If the doubly dressed MPS are irreducible then Theorem 1 states that the intertwiners
are unique up to normalization, which means that
M1(u, v) = g(u, v)M2(u, v) (3.34)
with some function g(u, v). Investigating specific components of the relation (3.29) it can be
seen that g(u, v) ≡ 1. Thus, given the irreducibility property we have established that the
solution of the sq.r.r. also solves the twisted BYB relation (3.26).
Unfortunately we have not yet managed to prove the twisted BYB independently from
the irreducibility property. In our concrete examples we have checked numerically that the
doubly dressed MPS are indeed irreducible for generic u, v (see Appendix B), but it would
be desirable to establish this by purely analytic means.
Of course it can be checked by direct substitution whether a specific solution to (3.17)
also solves (3.29). We performed this in our concrete examples (presented later in Sec. 5 and
6) and found agreement.
3.2 Implications of integrability: the Quantum Transfer Matrix
Here we show that the BYB relation (3.29) allows for the construction of commuting sets
of double row transfer matrices. The construction is essentially the same as in the papers
dealing with soliton non-preserving boundary conditions [62, 63]. In the present context these
double row objects will be called Quantum Transfer Matrices (QTM’s), in analogy with the
thermal case [64].
Instead of the homogeneous chain it is useful to introduce an alternating sequence of
inhomogeneities (−u1, u1,−u2, u2, . . . ,−uL/2, uL/2). The parameters uj will play the role of
spectral parameters for “double-row transfer matrices” to be constructed.
We define two inhomogeneous transfer matrices as
t(v|u1, . . . , uL/2) = Tr T (v|u1, . . . , uL/2),
T (v|u1, . . . , uL/2) = R0L(v − uL/2)R0,L−1(v + uL/2) . . . R02(v − u1)R01(v + u1)
t˜(v|u1, . . . , uL/2) = Tr T˜ (v|u1, . . . , uL/2),
T˜ (v|u1, . . . , uL/2) = R01(v − u1)R02(v + u1) . . . R0,L−1(v − uL/2)R0L(v + uL/2).
(3.35)
Here the L inhomogeneities are of alternating signs, and in the notation we write them as
(u1, . . . , uL/2).
We also define inhomogeneous initial states as
|Ψ(u1, u2, . . . , uL/2)〉 =
N∑
i1,...,iL=1
tr0
[
ψiL,iL−1(uL/2) . . . ψi2,i1(u1)
] |iL, . . . , i1〉. (3.36)
The physical states (2.21) are reproduced in the homogeneous limit uj → 0 due to the initial
condition (3.18).
Using the unitarity condition we can write (3.29) in the form
ψ(v) · ψ(u) = Rˇ23(−u− v)Rˇ12(u− v)Rˇ34(v − u)Rˇ23(u+ v)(ψ(u) · ψ(v)). (3.37)
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ω ω ωω ψ(v) ψ(u)
ω ω ω ωψ(v) ψ(u)
ω ω ω ωψ(v) ψ(u)
ω ω ω ωψ(v) ψ(u)
ω ω ω ωψ(v) ψ(u)
Figure 8: A graphical demonstration for the double intertwining usingM1(u, v), which is the object shown
on the r.h.s. of Fig. 7. Here we intertwine multiple products of the doubly dressed MPS, by multiple use
of the simple intertwining relation (3.11) (see Fig. 5) and the Yang-Baxter relations (2.4). Essentially
the same steps (although in a different order) can be repeated also with M2(u, v), which is shown on
the l.h.s. of Fig. 7. If the intertwiner is unique then M1 and M2 have to be proportional to each other.
This intertwining relation thus establishes a connection between the twisted BYB and the integrability
condition.
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This exchange relation can be extended to the full MPS, for example
|Ψ(u1, u2, . . . , uL/2)〉 =
Rˇ23(−u1 − u2)Rˇ12(u1 − u2)Rˇ34(u2 − u1)Rˇ23(u1 + u2)|Ψ(u2, u1, . . . , uL/2)〉,
(3.38)
and similarly for other exchanges of the inhomogeneity parameters. It follows from the Yang-
Baxter equations that this exchange relation is also compatible with the inhomogeneous
monodromy matrices, and we have for example
t(v|u1, u2, . . . , uL/2)|Ψ(u1, u2, . . . , uL/2)〉 = Rˇ23(−u1 − u2)Rˇ12(u1 − u2)×
× Rˇ34(u2 − u1)Rˇ23(u1 + u2)
[
t(v|u2, u1, . . . , uL/2)|Ψ(u2, u1, . . . , uL/2)〉
]
.
(3.39)
Similar relations hold for arbitrary products of the transfer matrices7.
Let us consider partition functions involving two different MPS, that serve as initial and
final states. They will be denoted as |ΨA〉 and 〈ΨB|, and the different subscripts indicate
that they are not necessarily adjoints of each other. It is important that both two-site blocks
ψA(u) and ψB(u) satisfy the same twisted reflection relation (3.29).
We define the inhomogeneous dual MPS vectors as
〈
ΨB(u1, u2, . . . , uL/2)
∣∣ = N∑
i1,...,iL=1
tr0
[
ψB,iL,iL−1(−uL/2) . . . ψB,i2,i1(−u1)
] 〈iL, . . . , i1|.
(3.40)
It is important that the rapidity parameters are taken with a sign difference. As an effect
these states satisfy the dual exchange relation〈
ΨB(u1, u2, u3, . . . , uL/2)
∣∣Rˇ23(−u1 − u2)Rˇ12(u1 − u2)Rˇ34(u2 − u1)Rˇ23(u1 + u2) =〈
ΨB(u2, u1, u3, . . . , uL/2)
∣∣, (3.41)
and similarly for exchanges of other rapidity pairs.
Let us consider the partition functions
ZAB(v1, . . . , vm|u1, . . . , uL/2) =〈
ΨB(u1, . . . , uL/2)
∣∣ m∏
j=1
t(vj |u1, . . . , uL/2)
∣∣ΨA(u1, . . . , uL/2)〉. (3.42)
The ZAB are completely symmetric in both the u- and the v-parameters. Symmetry with
respect to vj , j = 1 . . .m follows from the commutativity of the transfer matrices, whereas
symmetry with respect to uj, j = 1 . . . L/2 follows from the above exchange relations involv-
ing the initial and final states. For a pictorial interpretation of the partition functions see
Fig. 9.
In the physical applications it is usually required that the final state is the dual vector
to the initial state, which results in the requirement
ψB,j,k(0) = (ψA,j,k(0))
∗, j, k = 1 . . .N. (3.43)
Generally this means that ψA(u) and ψB(u) are two distinct solutions to (3.29), unless all
the matrices can be chosen as completely real.
The ZAB can be interpreted as the Loschmidt amplitude for some discrete time evolution:
in the homogeneous limit uj → 0 they can be used to approximate the physical Loschmidt
amplitude
ZAB ≈ 〈Ψ0|e−iHt|Ψ0〉. (3.44)
7Such exchange relations hold for any transfer matrix which is built from Lax operators satisfying the fun-
damental exchange relation dictated by the R-matrix. They are the so-called “fused transfer matrices”, and they
also include the space reflected fundamental transfer matrix t˜(v|u1, u2, . . . ), see for example [31, 32]. In this work
we don’t discuss the fusion hierarchy in detail, therefore the main discussion is limited to the products of the
fundamental transfer matrix.
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For the details of this procedure we refer the reader to [14].
The partition functions (3.42) allow for an alternative evaluation, which leads to the
introduction of the double row Quantum Transfer Matrices, which act in the horizontal
direction in Fig. 9. It can be read off Fig. 9 (or it can be established by purely algebraic
means) that their explicit form is
TAB(u|v1, . . . , vm) =
N∑
a1,a2,b1,b2=1
ψA,b2,b1(u)⊗
[
Ta2b2(−u| − v1, . . . ,−vm)Ta1b1(u| − v1, . . . ,−vm)
]
⊗ ψB,a2,a1(−u).
(3.45)
Alternatively this can be computed as
TAB(u) = Tr
(
MA(u)K
T
B(−u)
)
, (3.46)
where
MA(u) = T (−u)KA(u)T T (u) (3.47)
is the “quantum monodromy matrix”, and the products and traces above are to be understood
in the indices a1,2, b1,2 which originally label the states of the physical spin chain.
The partition function is then evaluated as
ZAB(v1, . . . , vm|u1, . . . , uL/2) = Tr

L/2∏
j=1
TAB(uj |v1, . . . , vm)

 . (3.48)
The symmetry properties of ZAB are equivalent to the commutativity condition
[TAB(u1), TAB(u2)] = 0, (3.49)
which can be proven directly using (3.29) and the Yang-Baxter relations.
We note that depending on the circumstances the double row transfer matrices (3.45) can
be used to define integrable boundary models with local Hamiltonians and additional degrees
of freedom at the two boundaries. For an example of such a model see [65]. In Sections 5
and 6 we present explicit examples for the integrable two site block ψab(u), which are new
in some cases and thus would lead to new integrable boundary conditions. However, it is not
the purpose of the present paper to investigate the Hamiltonians and/or the spectra of these
models, and this is left to further work.
4 Relation with the twisted Yangian
In the following we describe the twisted Yangians that are relevant to the integrable MPS.
Our goal is to establish a direct relation to the abstract algebraic setting; in this Section we
limit ourselves to the case of the symmetric pair (SU(N), SO(N)).
The twisted Yangian Y +(N) corresponding to the orthogonal Lie algebra o(N) is an
abstract algebra with generators s
(j)
kl , j = 1, 2, . . . ,∞, k, l = 1, . . . , N given by the following
exchange relations [44, 45]. Let us define the matrix S(u) as a formal series in u−1 as
S(u) =
N∑
k,l=1
skl(u)⊗ Ekl, skl(u) = δkl +
∑
j
s
(j)
kl u
−j. (4.1)
Then the exchange relations are given by the formal equations
R(v − u)S2(v)Rt(−u− v)S1(u) = S1(u)Rt(−u− v)S2(v)R(v − u)
St(−u) = S(u) + S(u)− S(−u)
2u
.
(4.2)
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Figure 9: An example for a partition function with integrable boundaries. In the original physical picture
the bottom and top rows are interpreted as the MPS which serve as the initial and final states for some
discrete time evolution. Alternatively, the partition function can be evaluated by the Quantum Transfer
Matrix, which acts in the horizontal direction: in this picture the two-site blocks play the role of integrable
boundaries, with an additional degree of freedom at the boundary.
Here the transposition is defined as in (3.27) with a charge conjugation matrix given by
Cj,k = δj,N−k+1. The second relation is equivalent to our symmetry relation (3.23) specified
to the SU(N)-symmetric R-matrix.
The conventions of the relations (4.2) are different from the ones used in our (3.26). The
first difference is simply a sign convention for the rapidity parameter, which originates from
the convention R(u) = 1 − u−1P used in [46]. This can be compensated immediately. The
second difference is that our equations involve only standard transpositions. Nevertheless
the two sets of equations can be transformed into each other by a basis transformation: let
Z ∈ SU(N) be a matrix satisfying
ZZT = C. (4.3)
Such a matrix is easily found: in the case of N = 2 we can choose
Z =
1√
2
(
1 i
1 −i
)
, (4.4)
and for higher N we can build Z analogously using the block structure of C. If S(u) satisfies
the defining relations (4.2) then the transformed matrix defined as
K(u) = Z−1S(−u)Z (4.5)
satisfies our (3.26). This can be checked by direct computation, using the group invariance
properties (2.7)-(2.9) and also Z−1 = ZTC which follows from C2 = 1.
The definition (4.1) itself can be interpreted as an asymptotic condition: it is equivalent
to the requirement that in Sab(u) (or ψab(u)) the leading term in u should be δab. This
requirement is invariant with respect to the basis transformation (4.5).
The finite dimensional irreducible representations of Y +(N) have been characterized in
[46]. Any such representation gives a concrete solution ψab(u) to (3.29), which will result in
an integrable two-site invariant MPS. We will be looking for the subset of solutions which
also satisfy the factorizability condition (3.18). One possible strategy could be to survey all
possible irreps and to investigate the possibility of a factorization separately. Instead, we use
a different method: we construct concrete solutions to a given ω by solving the sq.r.r., this
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is presented in the next two Sections. Nevertheless here we review the main statements of
[46], translated into our framework through relations (4.5) and (3.15).
First we define Lax-operators that generate the finite dimensional representations of the
Yangian. Let Λ be a finite dimensional irreducible representation of sl(N) acting on the
vector space VΛ. For the representation of the Eab standard basis matrices we will use the
notation EΛab. We define the Lax operator L(1,Λ)(u) acting on the product of a physical and
auxiliary space V1 ⊗ VΛ as
L(1,Λ)ab (u) = uδab + EΛba, (4.6)
where a, b = 1 . . .N are interpreted as the physical indices, and the EΛab act on the auxiliary
space.
From any such Lax operator we can build transfer matrices in the usual way. In the
inhomogeneous case discussed above
t(Λ)(v) = TrΛ
[
L(L,Λ)(v − uL/2)L(L−1,Λ)(v + uL/2) . . .L(2,Λ)(v − u1)L(1,Λ)(v + u1)
]
. (4.7)
These transfer matrices commute even for different representations:
[t(Λ)(v), t(Λ
′)(v′)] = 0. (4.8)
Let us denote by Fab = Eab − Etab the generators of o(N) in the defining representation.
Let us take an irreducible representation Ω of o(N) with the matrices FΩab acting on the
vector space VΩ. Then we can construct the irreducible solution ψ
Ω(u) to the BYB with
auxiliary space VΩ as [46]
ψΩab(u) = δab + F
Ω
ab(u+ 1/2)
−1. (4.9)
Such solutions can be called “root solutions” as they serve as starting points to construct all
finite dimensional representations of the twisted Yangian. They obviously satisfy the group
symmetry requirement (3.21) with G′ = SO(N). The MPS corresponding to a root solution
ψΩ(u) will be denoted by
∣∣ΨΩ〉.
Further non-trivial solutions can be obtained by “dressing” these root solutions with the
Lax-operators above. Taking any solution ψ(u) a new solution is constructed as
ψ˜ab(u) = L(Λ)ac (v − u)L(Λ)bd (v + u)ψcd(u). (4.10)
In terms of the K-matrices this dressing is given by
K˜(u) = L(0,Λ)(v − u)K(u)(L(0,Λ)(v + u))t. (4.11)
where 0 denotes the physical space for the action of the K-matrix. In terms of the algebraic
setting the dressing (4.11) describes the co-ideal property of the twisted Yangian within the
original Yangian with the usual co-product. For a graphical interpretation of this dressing
see the first figure of 10.
It is immediately seen that the MPS obtained from the dressed two-site block (4.10) will
be ∣∣∣Ψ˜〉 = t(Λ)(v)|Ψ〉. (4.12)
This idea to construct new integrable MPS by the action of transfer matrices already ap-
peared in [22, 14]. The commutativity of the transfer matrices can be used to obtain an
immediate proof of the integrability of the “dressed” MPS.
In principle any finite number of dressings can be performed leading to
K˜(u) =

 n∏
j=1
L(0,Λj)(vj − u)

K(u)

 1∏
j=n
(L(0,Λj)(vj + u))t

 (4.13)
and MPS’ of the form
n∏
j=1
t(Λj)(vj)
∣∣ΨΩ〉. (4.14)
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Figure 10: Examples for dressed solutions. The first example involves an “LKL”-type dressing, which on the
level of MPS corresponds to the action with a transfer matrix. Generally we can perform multiple instances
of these dressings, but the resulting MPS might have invariant subspaces. Irreducible representations of
the twisted Yangian are then obtained using a projector Π onto an irreducible sup-space in the tensor
product of auxiliary spaces.
However, these MPS are not necessarily irreducible, even if we used irreducible represen-
tations Ω and Λj of o(N) and gl(N). A well known example for reducibility is when the
product of transfer matrices has invariant subspaces in the tensor product of auxiliary
spaces: this happens during the so-called fusion procedure. However, this is not the only
possibility: the dressed two-site blocks can have invariant subspaces even if a single product∏n
j=1 L(0,Λj)ac (vj − u) constitutes an irreducible representation of the Yangian. The reason is
simply that the double product together with the root solution has less symmetries and thus
can lead to additional invariant subspaces.
It is proven in [46] that all finite dimensional representations of the twisted Yangian are
obtained by the projection method from dressed solutions like (4.13): to obtain irreducible
solutions one needs to project to the subspace generated by the so-called highest weight
vector within the tensor product of the various auxiliary spaces. In practical terms this
means that each irreducible solution is of the form
K˜(u) = Π

 n∏
j=1
L(0,Λj)(vj − u)

KΩ(u)

 1∏
j=n
(L(0,Λj)(vj + u))t

Π, (4.15)
where Π is some projector acting on VΛn ⊗ · · · ⊗VΛ1 ⊗VΩ. For a graphical interpretation see
the second figure in 10.
An equivalent interpretation of this statement is, that the dressed MPS’ can always be
expressed as sums of irreducible MPS as
n∏
j=1
t(Λj)(vj)
∣∣ΨΩ〉 =∑
j
|Ψj〉, (4.16)
and every finite dimensional irreducible MPS satisfying also (3.23) will be included in one of
these sums.
Our goal in this paper is to find those solutions to the BYB that describe our special
one-site invariant MPS, listed at the end of Section 2. One possible strategy would be to
investigate the general solution (4.15), to explicitly compute the initial values at u = 0, and
to identify those solutions that describe the MPS’ with a concrete one-site block ω. However,
in the present paper we use a different method: we explicitly solve the sq.r.r. starting from
a given integrable ω. By the arguments of Section 3 they also satisfy the twisted BYB and
the symmetry relations, and they will constitute an irreducible representation of the twisted
Yangians.
5 Solutions for the symmetric pair (SU(N), SO(N))
In this section we analyze the solutions of the sq.r.r. (3.17) in the case of the symmetric
pair (SU(N), SO(N)).
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In this case the R-matrix is given by (2.1) and the sq.r.r. can be written in the form
ωcψba − ψcbωa = u[ψca, ωb]. (5.1)
We are looking for polynomial solutions of finite order:
ψab(u) = ωaωb +
m∑
j=1
ψ
(j)
ab (u)u
j . (5.2)
The leading coefficient needs to be a scalar with SO(N) symmetry, so we have
ψ
(m)
ab = δab. (5.3)
In the following we will assume that the ω matrices are invertible.
Eq. (5.1) can be used recursively to fix the coefficients. We get
ωcψ
(j)
ba − ψ(j)cb ωa = [ψ(j−1)ca , ωb], j = 1 . . .m, (5.4)
where it is understood that ψ
(0)
ab = ωaωb and the highest order equation corresponding to
j = m+ 1 is trivially satisfied with (5.3).
The linear operator on the l.h.s. of (5.4) has a null space, and according to Proposition 4
this space is one dimensional with a basis vector given by ψ
(0)
ab = ωaωb. It follows that if we
find a concrete solution ψ
(j)
ba the inhomogeneous equation at order j then most the general
solution will be
ψ
(j)
ab + αωaωb, α ∈ C. (5.5)
Proposition 1. The linear term is
ψ
(1)
ab = ωbωa + αωaωb (5.6)
with some α ∈ C.
Proof. It is easy to see that the solution with α = 0 satisfies (5.4), thus we get the general
solution as given above.
Simple solutions are obtained by restrictions on the highest degree m. In the linear case
we get:
Proposition 2. If the ω matrices are invertible then the only linear solution is (up to overall
re-scaling) ωa = γa and
ψab(u) = γaγb + 2uδab, (5.7)
where the γ matrices satisfy the N dimensional Clifford algebra:
{γa, γb} = 2δab. (5.8)
Proof. In this case the linear term (5.6) has to coincide with (5.3), thus
ωbωa + αωaωb = βδab. (5.9)
The r.h.s. is symmetric with respect to a, b, yielding α = 1. With a proper normalization of
ωa we can set β = 2, and thus we obtain the Clifford algebra.
In this case the solution can be written alternatively as
ψab(u) = (2u+ 1)ψ˜ab(u), ψ˜ab(u) = δab + [γa, γb]/4(u+ 1/2)
−1. (5.10)
Here we recognize the generators of SO(N) in the spinor representation given by Fab =
[γa, γb]/4, thus this solution is equal to a “root solution” as given by (4.9). We remind that
the corresponding MPS is one of our main examples listed in Section 2.
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Now we consider the quadratic case. If ψab(u) is of second order, then for j = 2 in (5.4)
[ωaωc + αωcωa, ωb] = β [ωcδba − δcbωa] (5.11)
with some α, β ∈ C, where β 6= 0 is the coefficient of δab. The r.h.s. is anti-symmetric with
respect to a, c, therefore α = −1 or {ωa, ωc} commutes with all ωb. The latter case leads
us back to the Clifford algebra, therefore we are free to set α = −1. After an exchange of
indices and setting β = −1 we obtain the exchange relations[
ωa, [ωb, ωc]
]
= δabωc − δacωb. (5.12)
In this case the second order solution is
ψab(u) = ωaωb − u[ωa, ωb]− u2δab. (5.13)
We construct explicit realizations of the algebra (5.12). Consider first any triplet of the
form {ωj , ωk,±i[ωj, ωk]}, j 6= k. It follows from (5.12) that they satisfy the SU(2)-algebra. In
those cases when the full set {ωj} is a Lie-algebra (closed with respect to the commutator),
it is easily shown that the SU(2)-algebra is the only possibility, thus we obtain the solution
for N = 3
ψab(u) = SaSb − u[Sa, Sb]− u2δab, (5.14)
where the Sa are the spin operators in a finite dimensional irreducible representation. This
solution describes the MPS given by ωa = Sa, which is one of our main examples listed at
the end of Section 2.
In those cases when the set {ωj} is not a Lie-algebra (the set is not closed with respect to
the commutator), we can consider the commutation relations of the matrices tjk = −tkj ≡
i[ωj , ωk]:
[tjk, tlm] = −
[
[ωj , ωk], [ωl, ωm]
]
= tjlδkm + tkmδjl − tjmδkl − tklδjm. (5.15)
We see that the tjk satisfy the o(N) Lie-algebra. Supplied with the additional conditions
[ωj , tkl] = i[δjkωl − δjlωk], [ωj , ωk] = −itjk, (5.16)
it can be seen that the only irreducible solutions are the “fused spinor representations”, which
are constructed as follows. Let γj , j = 1 . . .N be the N -dimensional Gamma matrices satis-
fying the Clifford algebra. Denoting their vector space as Vγ we construct the symmetrized
tensor product spaces
Sym
{⊗nj=1Vγ} . (5.17)
Let Πn be the projector from ⊗nj=1Vγ onto the symmetrized space. Then we construct the
matrices
Γ
(n)
j = Πn

γj ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n
+1⊗ γj ⊗ · · · ⊗ 1︸ ︷︷ ︸
n
+ . . .

Πn. (5.18)
Choosing ωj = Γ
(n)
j /2 we see that the commutation relations are satisfied, thus we obtain a
solution
ψab(u) =
Γ
(n)
a Γ
(n)
b
4
− u [Γ
(n)
a ,Γ
(n)
b ]
4
− u2δab. (5.19)
Note that this solution has the same form as (5.14) with the identification Sa = Γ
(n)
a /2. The
reason is that the higher spin SU(2) generators are fused symmetrically from the spin-1/2
generators σa/2, and the Pauli matrices satisfy the Clifford algebra.
It can be checked by direct computation that these solutions satisfy the un-normalized
symmetry relation (3.22). For example the solution (5.7) satisfies (3.22) with f(u) = 1+2u1−2u .
Whereas (5.7) is a known “root solution” to the twisted BYB, the explicit solutions (5.14)
and (5.19) are new.
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6 Solutions for (SO(N), SO(D)⊗ SO(N −D))
In this section we analyze the solutions of the sq.r.r. (3.17) in the case of the symmetric
pair (SO(N), SO(D) ⊗ SO(N −D)), assuming irreducibility.
In this case the R-matrix is given by (2.2), which is crossing invariant by (2.10). This
poses an additional constraint which is most easily derived from the intertwining relation
(3.11). At the special point u = −c/2 we have
RT (−c/2) = R(−c/2), (6.1)
therefore the two sets of dressed MPS are completely identical, which by irreducibility implies
K(−c/2) ∼ I. (6.2)
Furthermore, the crossing and the intertwining relations also imply the inversion relation
K(u)K(−u− c) ∼ I. (6.3)
If K(u) is a solution to the BYB (3.26), then the crossed K-matrices defined as
k(u) = K(−u− c/2) (6.4)
satisfy the standard BYB
k2(v)R21(u + v)k1(u)R12(v − u) = R21(v − u)k1(u)R12(u+ v)k2(v). (6.5)
Condition (6.2) then translates into the usual initial condition k(0) ∼ 1.
Instead of a systematic analysis of all possible solutions we construct a few particular
ones.
6.1 One-site states
Here we assume an MPS with bond dimension one, i.e. a one-site product state given by
a vector ωa.
We make the following Ansatz:
ψab(u) = f(u)ωaωb + g(u)δab, (6.6)
and we assume
ωaωa = 1. (6.7)
The sq.r.r. reads:
(u+ c)ωcψba(u) + u(u+ c)ωbψca(u)− uδcbωdψda(u) =
(u + c)ψcb(u)ωa + u(u+ c)ψca(u)ωb − uδbaψcd(u)ωd.
(6.8)
This gives the solution
f(u) = 2u+ c g(u) = −u. (6.9)
Allowing an arbitrary normalization for ω we get
ψab(u) = (2u+ c)ωaωb − u(ωdωd)δab. (6.10)
This shows that in the limit of ωdωd → 0 the second term decouples and thus the first one
can be chosen as a constant.
After constructing the K matrix as (3.15) it is easy to see that the inversion relation (6.3)
is satisfied with the following proportionality factor:
K(u)K(−u− c) = (−u)(u+ c). (6.11)
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6.2 Two-site states
For sake of completeness we give here the general scalar valued solution of the twisted
BYB with the given symmetry properties. This solution describes a two-site state, therefore
the sq.r.r. can not be applied here.
The solutions of the BYB relation are classified in [66] and summarized for example in
[67]. In our conventions the relevant solution can be written as
K(u) =
(
(N −D − 1 + 2u)ID 0
0 (−D + 1− 2u)IN−D
)
, (6.12)
where ID and IN−D stand for identity matrices of dimension D, and N −D, respectively. It
is easy to see that the inversion relation (6.3) is satisfied.
In the special case of D = 1 we get (a scalar multiple of) the one-site state solution given
in (6.10) with the vector ω = (1, 0, . . . , 0).
6.3 Matrix Product States
To simplify notations we split the full vector space CN into a direct sum of CD and CN−D.
We will use indices a, b, . . . = 1 . . .D describing the coordinates in the first component, and
I, J, . . . = 1 . . . (N −D) for the second.
We investigate the MPS given by
ωa = γa ωI = 0, (6.13)
where the γa are the D-dimensional Gamma matrices.
We make the following Ansatz for the solution of the sq.r.r.:
ψab = f(u)γaγb + g(u)δab
ψaI = ψIa = 0
ψIJ = h(u)δIJ .
(6.14)
We now investigate the different components of the sq.r.r. If all indices are in the first
subgroup then we get
(u+ c)ωcψba(u) + u(u+ c)ωbψca(u)− uδcbωdψda(u) =
(u + c)ψcb(u)ωa + u(u+ c)ψca(u)ωb − uδbaψcd(u)ωd.
(6.15)
Substituting our Ansatz and observing the cancellation of a few terms we get
(u + c)δabγcg(u) + u(u+ c)γbγcγaf(u)− uδcbγd(f(u)γdγa + g(u)δad) =
(u + c)δbcγag(u) + u(u+ c)γcγaγbf(u)− uδba(f(u)γcγd + g(u)δcd)γd.
(6.16)
We can use γjγj = D to obtain
(δabγc − δbcγa) ((2u+ c)g(u) +Duf(u))−
+ u(u+ C)(γbγcγa − γcγaγb)f(u) = 0.
(6.17)
Making use of the Clifford algebra relations we end up with
(δabγc − δbcγa)
(
(2u+ c)g(u) + (−2u2 − 2cu+Du)f(u)) = 0. (6.18)
A solution is
f(u) = 2u+ c g(u) = 2u2 + (−D + 2c)u. (6.19)
For the remainder we only need to check cases when two out of three indices belong to
IJ , because the other possibilities are automatically zero.
When the indices are specified as cIJ we get
(u + C)γcδIJh(u) = −uδIJ(f(u)γcγd + g(u)δcd)γd = −uδIJ(Df(u) + g(u))γc (6.20)
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giving
h(u) = −u(D + 2u). (6.21)
It is easy to see that all other cases are satisfied are well. The solution is thus
ψab(u) = (2u+ c)γaγb + (2u
2 + (−D + 2c)u)δab
ψaI(u) = ψIa(u) = 0
ψIJ(u) = −u(D + 2u)δIJ .
(6.22)
It is easy to see that the condition (6.2) is indeed satisfied.
Setting D = N and substituting c = N/2− 1 we obtain the completely SO(N)-invariant
solution
ψab(u) = (2u+N/2− 1)γaγb + (2u2 − 2u)δab. (6.23)
In the special case of D = 3 (and arbitrary N) the Clifford generators are given by the
Pauli matrices. For N = 6 we get a particular solution
ψab(u) = (2u+ 2)σaσb + (2u
2 + u)δab
ψaI(u) = ψIa(u) = 0
ψIJ(u) = −u(3 + 2u)δIJ .
(6.24)
This solution is relevant to one-point functions in AdS/CFT [24, 26]. After the crossing
transformation (6.4) we get a particular solution k(u) to the untwisted BYB, which was
obtained earlier by DeWolfe and Mann in [65].
Direct computation shows that these solutions satisfy the un-normalized symmetry rela-
tion (3.22). For example the simplest solution (6.10) satisfies (3.22) with f(u) = c+2uc−2u .
7 Conclusions
In this work we treated integrable MPS and established a new linear intertwining relation
(3.11)-(3.17) called the “square root relation” which guarantees the integrability property. We
showed that under certain conditions the solutions to the sq.r.r. also solve the twisted BYB
relation (3.26). The sq.r.r. is only linear as opposed to the quadratic BYB, thus it is much
easier to solve. From the general point of view of boundary integrability, we can expect that
any solution of the twisted BYB which factorizes at the special point u = 0 (see the initial
condition (3.18)) also solves the sq.r.r. with the corresponding one-site object ω.
The question of under which circumstances the three different relations (the integrability
condition, and the sq.r.r. and twisted BYB) are completely equivalent remains open. The
connection between these three properties is depicted in Fig. 11. We have shown that the
three conditions are equivalent if certain dressed MPS are irreducible. However, there are
solutions which satisfy all three conditions without the complete reducibility (for example the
reference state in the SU(N)-invariant model), so perhaps this condition can be weakened.
It would be desirable to clarify this issue. Also, it would be important to develop analytic
proofs for the irreducibility condition, which we confirmed only numerically in a few concrete
cases. The reducibility properties of the dressed MPS are related to the reducibility of the
fused representations of the twisted Yangian, for which there are no general results available.
These particular problems deserve further work.
In Sections 5-6 we have provided solutions of the sq.r.r. for the integrable MPS that were
listed at the end of Section 2. Moreover, in 5 we classified all solutions to the sq.r.r. having
the symmetry (SU(N), SO(N)) which are at most quadratic polynomials in the rapidity.
The linear solutions necessarily lead the Clifford algebra, whereas the quadratic solutions
correspond to symmetrically fused Clifford generators. On the other hand, this list does not
exhaust all known integrable MPS: the fused states for the pair (SO(N), SO(D)⊗SO(N−D))
(see [24, 25, 26] for details) were not treated here.
Having found our solutions to the sq.r.r., and having established that they also solve the
twisted BYB there are the following open directions.
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Integrability conditions (2.24)-(2.25)
Square root relation (3.17)
BYB relation (3.29)
Figure 11: Relation between the different notions of integrability for a one-site invariant MPS. The thick
lines stand for direct implication, whereas the dashed lines show implication given the irreducibility
condition of the dressed MPS, as explained in the main text.
First, one should establish the explicit fusion hierarchy of these solutions, which could
lead to an understanding of the physical overlaps using the combination of the Quench Action
and QTM methods. These computations would be analogous to the ones of [20, 32].
Second, one should understand better the explicit relations with the representation theory
of the twisted Yangian. In particular, it would be useful to understand the exact decomposi-
tion of the form (4.15), together with the projector Π. Preliminary computations show that
our solution (5.14) can always be obtained by a single fusion of LKL type and a non-trivial
projection. Determining the decomposition could also help in understanding the overlap
formulas obtained in [23, 24, 26].
Finally, it would be interesting to obtain the spectrum and the eigenstates of the double
row transfer matrices with the new boundary K-matrices. As we remarked, these transfer
matrices can lead to new integrable models with local Hamiltonians and additional boundary
degrees of freedom.
We plan to return to these questions in further research.
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A The different forms of the square root relation
Here we provide a detailed derivation showing that (3.16) follows from (3.11).
We start with the intertwining relation
AjK(u) = K(u)Bj, j = 1, . . . , N, (A.1)
which is a relation in End(V0 ⊗ VA) and it concerns the dressed MPS defined as
Aj =
∑
k
Ljk(u)⊗ ωk
Bj =
∑
k
LTjk(u)⊗ ωk.
(A.2)
Here the Lax operators Ljk(u) are defined from the expansion of the R-matrix as
R10(u) =
∑
ab
Eab ⊗ Lab(u), (A.3)
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where Eab are the basis matrices acting on a physical space V1 ≈ CN and the matrices Lab(u)
act on the auxiliary space V0. This expansion also implies that the matrix elements of the
R-matrix are
Radbc (u) = (Lab(u))dc = Tr0
(
EdcLab
)
. (A.4)
In our cases the R-matrix is symmetric with respect to an exchange of the two vector spaces,
and also with respect to the exchange of the in- and out-states, therefore
Radbc (u) = R
da
cb (u) = R
bc
ad(u). (A.5)
We also expand the K-matrix as
K(u) =
∑
a,b
Eab ⊗ ψab(u), (A.6)
where Eab are elementary matrices acting on V0 and ψab(u) are matrices acting on VA.
Then for every j = 1 . . .N we get∑
a,b,k
(
Ljk(u)Eab
)
⊗
(
ωkψab(u)
)
=
∑
a,b,k
(
EabLTjk(u)
)
⊗
(
ψab(u)ωk
)
. (A.7)
We multiply this equation with Ecd ⊗ 1, where again Ecd acts on V0 and c, d = 1 . . .N are
unspecified indices. Fruthermore, we take the partial trace over V0 to arrive at∑
a,b,k
Tr
(
EcdLjk(u)Eab
)(
ωkψab(u)
)
=
∑
a,b,k
Tr
(
EcdEabLTjk(u)
)(
ψab(u)ωk
)
. (A.8)
This can be written as∑
a,k
Tr
(Ljk(u)Ead)(ωkψac(u)) =∑
b,k
Tr
(Ljk(u)Ebc)(ψdb(u)ωk), (A.9)
where we also used ETab = Eba for every a, b = 1 . . .N .
Using (A.4) and the symmetries of the R-matrix this gives∑
a,k
Rkajd (u)
(
ωkψac(u)
)
=
∑
b,k
Rkbjc (u)
(
ψdb(u)ωk
)
. (A.10)
Introducing also the matrix Rˇ(u) = PR(u) this is written as∑
a,k
Rˇkadj (u)
(
ωkψac(u)
)
=
∑
b,k
Rˇbkjc (u)
(
ψdb(u)ωk
)
. (A.11)
After an exchange of indices this is indeed equivalent to (3.16).
B Numerical tests of the irreducibility condition
Here we describe our simple numerical procedure to test the irreducibility condition for
the dressed MPS defined in (3.9).
Given a set of d × d matrices {Aj}j=1...N the goal is to test whether the linear span of
all matrix products of length L becomes End(Cd) for L ≥ L∗. This can be tested recursively
in L. At L = 1 we investigate the matrices themselves and construct an orthonormal basis
using the scalar product
(A,B) ≡ TrA†B. (B.1)
Let us denote this basis by {B(1)j }j=1...n1 , where 1 ≤ n1 ≤ N . Now we construct the basis at
length L = 2 by computing all products
AjB
(1)
k , j = 1 . . .N, k = 1 . . . n1 (B.2)
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and performing a new orthogonalization procedure. This gives a basis {B(2)j }j=1...n2 , where
typically n2 > n1. We continue this procedure such that at each step we define
{B(L+1)j }j=1...nL+1 ≡ basis of span{AjB(L)k }j=1...N,k=1...nL . (B.3)
Generally we observe that nL is always increasing, and the MPS is irreducible if nL it reaches
the maximal value d2 at some L = L∗.
We performed this test for a few examples of the dressed matrices (3.9) constructed from
the integrable MPS listed at the end of Section 2; we took at least one example from each
family. We observed that the dressed MPS are irreducible for generic values of the rapidity
u. On the other hand, there are some special rapidity points (for example u = 0), when
nL saturates below d
2 and thus the MPS has invariant subspaces. This does not affect the
applicability of Theorem 1, because the existence of the unique integrable K-matrices is
established for almost all u, and the intertwiner relation (3.11) holds even at the special
points by continuity.
We observed that the set of special rapidity points for which nL < d
2 always consists of
integers. The point u = 0 is always included in this set, which can be tied to the special value
of the R-matrix R(0) = P used in the dressing (3.9). However, depending on {ωj} there can
be other reducible points. For example in the case of (SU(3), SO(3)) and ωj = Sj with the
Sj being the spin-1 generators we find that the reducible points are u = {−2, 0, 1}.
We also investigated the doubly dressed matrices (3.31). We observed, that for generic
rapidity parameters u, v the MPS are irreducible in all our examples. This implies that the
solutions of the sq.r.r. also solve the twisted BYB relation. Once again we observed special
points where the MPS have invariant subspaces, but this does not alter the conclusions.
C The square root relation in the XXZ chain
Here we prove that the known solutions of the BYB in the XXZ chain also satisfy the
sq.r.r., given that we choose those solutions which describe one-site states after the crossing
transformation. This way we can also prove that all one-site states are integrable in the XXZ
chain, even in odd volumes [20].
In the case of the XXZ chain the crossing transformation for the boundary two-site block
is [14]
ψab(u) = (K(−η/2− u)σy)ab. (C.1)
TheK-matrices are given by a known 3-parameter family [68]. Choosing a particular parametriza-
tion with constants α, β, θ they lead to the following form of the two-site block ψab(u):
ψ11(u) =− eθ sinh(η + 2u)
ψ12(u) =2(− sinh(α) cosh(β) cosh(η/2 + u) + cosh(α) sinh(β) sinh(η/2 + u))
ψ21(u) =2(sinh(α) cosh(β) cosh(η/2 + u) + cosh(α) sinh(β) sinh(η/2 + u))
ψ22(u) =e
−θ sinh(η + 2u).
(C.2)
One-site states are obtained by choosing α = 0 and β = ipi/2 + η/2. Dividing by sinh(η) we
obtain the two-site block
ψ11(u) =− eθ sinh(η + 2u)
sinh(η)
ψ12(u) =ψ21(u) = i
sinh(η/2 + u)
sinh(η/2)
ψ22(u) =e
−θ sinh(η + 2u)
sinh(η)
(C.3)
satisfying the initial condition
ψ(0) = ω · ω, with ω =
(
ieθ/2
e−θ/2
)
. (C.4)
30
It can be checked by direct computation that this ψ(u) solves the sq.r.r. with the ω given
above.
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