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ON THE DISTRIBUTION OF ANGLES BETWEEN THE N
SHORTEST VECTORS IN A RANDOM LATTICE
ANDERS SO¨DERGREN
Abstract. We determine the joint distribution of the lengths of, and angles
between, the N shortest lattice vectors in a random n-dimensional lattice as n →
∞. Moreover we interpret the result in terms of eigenvalues and eigenfunctions of
the Laplacian on flat tori. Finally we discuss the limit distribution of any finite
number of successive minima of a random n-dimensional lattice as n → ∞.
1. Introduction
For n ∈ Z≥1 let Xn denote the space of n-dimensional lattices of covolume 1.
We realize Xn as the homogeneous space SL(n,Z)\SL(n,R), where SL(n,Z)g cor-
responds to the lattice Zng ⊂ Rn. We further let µn denote the Haar measure
on SL(n,R), normalized so that it represents the unique right SL(n,R)-invariant
probability measure on the space Xn.
Given a lattice L ∈ Xn, we order its non-zero vectors by increasing lengths as
±v1,±v2,±v3, . . .. The first several vectors in this list are important objects at-
tached to L. Indeed, from knowledge of a relatively short vector in any given lattice
L, one can obtain integer solutions to a variety of different problems, including that
of factoring polynomials with rational coefficients; cf., e.g., [6], [12]. Note also that
the shortest non-zero vector of L, i.e. v1, determines the density of the sphere pack-
ing based on L, so that finding the lattice L ∈ Xn which maximizes the length of
v1 is equivalent to the classical problem of finding the maximal density of a lattice
sphere packing in Rn.
Our purpose in the present paper is to study the distribution of lengths and relative
positions of the vectors ±v1, . . . ,±vN for a random lattice in large dimension, i.e.
an n-dimensional lattice chosen according to the measure µn on Xn, for N fixed and
n→∞.
There exist in the literature many different notions of ”random” lattices in Rn,
cf., e.g., [11]. However, the probability measure µn used in the present paper is the
natural one when viewing the space of lattices, Xn, as a homogeneous space. We also
note that, in recent years, probabilities defined in terms of µn-random lattices have
appeared in a number of applications in number theory and mathematical physics;
cf. [4], [7], [8], [9], [10], [18].
In a previous paper [19] we study, for large n, the distribution of lengths of lattice
vectors in a random lattice L ∈ Xn. With ±v1,±v2,±v3, . . . as above we set ℓj = |vj |
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(thus 0 < ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ . . .), and also define
Vj := π
n/2
Γ(n2 + 1)
ℓnj ,
so that Vj is the volume of an n-dimensional ball of radius ℓj. Our main result in
[19] states that, as n → ∞, the volumes {Vj}∞j=1 determined by a random lattice
L ∈ Xn behave like the points of a Poisson process on the positive real line with
constant intensity 12 .
In the present paper we investigate also the distribution of the angles between
v1, . . . ,vN for a random lattice L ∈ Xn. Since the vectors {vj}∞j=1 are determined
only up to sign, the angles between them are a priori not well-defined. We avoid
this ambiguity by introducing a ”symmetrized” angle measure ϕ, taking values in
the interval [0, π2 ]. To be more specific, we denote the Euclidean angle between the
vectors x1,x2 ∈ Rn \ {0} by φ(x1,x2) and define
ϕ(x1,x2) :=
{
φ(x1,x2) if φ(x1,x2) ∈ [0, π2 ],
π − φ(x1,x2) otherwise.
Given L ∈ Xn and i, j ∈ Z≥1, we let ϕij := ϕ(vi,vj). Our first result states that for
a random lattice L ∈ Xn the angles {ϕij}i<j accumulate to π2 , as n → ∞, with a
rate comparable with n−
1
2 .
Proposition 1.1. For any fixed N ∈ Z≥2, the probability
Probµn
{
L ∈ Xn
∣∣ ∃i < j ≤ N : π2 − ϕij > C√n}
tends to 0 as C,n→∞.
Proposition 1.1 suggests that it is natural to study the normalized variables
ϕ˜ij :=
√
n
(
π
2 − ϕij
)
=
√
n
(
π
2 − ϕ(vi,vj)
)
.
Given an integer N ≥ 2, we study the joint distribution of the random variables Vj,
1 ≤ j ≤ N , and ϕ˜ij , 1 ≤ i < j ≤ N . Our main result is the following theorem, where
we use the term positive Gaussian variable to denote a random variable Φ satisfying
Φ = |X| for a random variable X ∈ N(0, 1).
Theorem 1.2. Let N ∈ Z≥2. The joint distribution of V1, . . . ,VN and ϕ˜ij , 1 ≤
i < j ≤ N , converges, as n → ∞, to the joint distribution of the first N points of
a Poisson process on the positive real line with intensity 12 and a collection of
(N
2
)
independent positive Gaussian variables (which are also independent of the first N
variables).
As was mentioned above the limit distribution of the volumes {Vj}∞j=1 alone was
determined in [19, Thm. 1]. Let us also point out that the limit distribution of the
variables ϕ˜ij is natural, since it is exactly the same distribution as one gets as the
asymptotic distribution of the angles between N independent random unit vectors
in Rn, chosen from a uniform distribution on Sn−1, as n → ∞; cf. [17, Thm. 4].
We give a new proof of this result using our set-up, in Lemma 3.1 and Theorem 3.2
below.
It is further possible to reformulate Theorem 1.2 in the dual setting of eigenvalues
and eigenfunctions of the Laplacian on flat tori Rn/L with L ∈ Xn. It is well-known
that the eigenvalues of the torus Rn/L are 4π2|ℓ|2, with ℓ belonging to the dual
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lattice L∗, and that the corresponding eigenfunctions are fℓ(x) := e2πi〈ℓ,x〉. Note
that, for ℓ 6= 0, the functions fℓ are complex wave functions propagating in the
direction of the vector ℓ. We also recall that ”desymmetrizing” and renormalizing
the eigenvalues to have mean spacing 1 yields the sequence {12Vj}∞j=1 for the lattice
L∗. In this setting Theorem 1.2 states:
Theorem 1.3. Let N ∈ Z≥2. For a random flat torus Rn/L with L ∈ Xn, the joint
distribution of the N first non-zero eigenvalues (”desymmetrized” and normalized
to have mean-spacing 1) and the
(
N
2
)
properly
√
n-normalized angles between the
directions of propagation of the corresponding eigenfunctions converges, as n →∞,
to the joint distribution of the first N points of a Poisson process on the positive real
line with intensity 1 and a collection of
(N
2
)
independent positive Gaussian variables
(which are also independent of the first N variables).
We also mention that Proposition 1.1 can be used to determine the limit distri-
bution of any fixed number of successive minima of a random lattice L ∈ Xn as
n → ∞. In fact we prove that for each N ∈ Z≥1, the N -tuple of the first N suc-
cessive minima, suitably normalized, has the same limit distribution as the N -tuple
(V1, . . . ,VN ) as n→∞ (cf. Corollary 6.2).
We end the introduction with an outline of the paper. In Section 2 we prove
Proposition 1.1 and some related results using Rogers’ mean value formula [13] and
the estimates in [19, Sec. 3]. In Section 3 we treat the asymptotic distribution of
angles between random directions in Rn. Although the results here are known (cf.
[17, Thm. 4]), we give a detailed presentation of this topic since it gives us the
opportunity to introduce some arguments used also in the more involved context of
Theorem 1.2. In Sections 4 and 5 we discuss the proof of Theorem 1.2. In Section 4
we prove, using Rogers’ formula, the convergence of the expectation values of certain
series of functions, depending on the sequences {Vj}∞j=1 and {ϕ˜ij}i<j , as n → ∞.
The proof of Theorem 1.2 is then concluded in Section 5 with an inclusion-exclusion
argument. Finally, in Section 6 we discuss the application of Proposition 1.1 to
successive minima.
2. The angles ϕij accumulate to
π
2
For V > 0 and 0 ≤ ϕ1 < ϕ2 ≤ π2 we consider the function
fV,ϕ1,ϕ2 : (R
n)2 → {0, 1}
defined by
fV,ϕ1,ϕ2(x1,x2) = I
(
x1,x2 ∈ BV \ {0} ; x1 6= ±x2 ; ϕ(x1,x2) ∈ [ϕ1, ϕ2]
)
,
where I(·) is the indicator function and BV ⊂ Rn is the closed n-ball of volume V
centered at the origin. We also set
MV,ϕ1,ϕ2(L) :=
1
8
∑
m1,m2∈L\{0}
fV,ϕ1,ϕ2(m1,m2).
Recall from the introduction that for any given lattice L ∈ Xn, we choose v1,v2, . . . ∈
L so that 0 < |v1| ≤ |v2| ≤ . . ., L = {0,±v1,±v2, . . .} and vj 6= ±vk for j 6= k.
Thus, for given L, the vectors vj are uniquely determined up to sign and permutation
of vectors of equal length. It follows thatMV,ϕ1,ϕ2 is the random variable onXn which
counts the number of unordered pairs of distinct non-zero lattice vectors m1,m2 ∈
{vj}∞j=1 ∩BV with ϕ(m1,m2) ∈ [ϕ1, ϕ2].
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We get our first results by studying the expectation value of MV,ϕ1,ϕ2 . It follows
immediately from Rogers’ mean value formula (cf. [13]) and the estimates in [19,
Sec. 3] that, for n ≥ 3,
E
(
MV,ϕ1,ϕ2(·)
)
=
1
8
(∫
Rn
∫
Rn
fV,ϕ1,ϕ2(x1,x2) dx1dx2(2.1)
+
∫
Rn
fV,ϕ1,ϕ2(x,x) dx+
∫
Rn
fV,ϕ1,ϕ2(x,−x) dx
)
+R(n),
where 0 ≤ R(n) ≪ 2−n. Here the implied constant depends on V but not on ϕ1 or
ϕ2. From the definition of fV,ϕ1,ϕ2 we get that the two last integrals in (2.1) equal
zero. Hence
E
(
MV,ϕ1,ϕ2(·)
)
=
1
8
∫
Rn
∫
Rn
fV,ϕ1,ϕ2(x1,x2) dx1dx2 +O(2
−n).(2.2)
Lemma 2.1. Let V > 0 and 0 ≤ ϕ1 < ϕ2 < π2 be fixed. Then
lim
n→∞E
(
MV,ϕ1,ϕ2(·)
)
= 0.
Proof. By writing the integral in (2.2) as an iterated integral and changing to spher-
ical coordinates in the inner integral we find that
(2.3)
∫
Rn
∫
Rn
fV,ϕ1,ϕ2(x1,x2) dx1dx2
= 2V
ωn−1RV n
n
∫ ϕ2
ϕ1
sinn−2(φ) dφ = 2V 2
ωn−1
ωn
∫ ϕ2
ϕ1
sinn−2(φ) dφ,
where ωn is the (n − 1)-dimensional volume of the unit sphere Sn−1 ⊂ Rn and RV
is the radius of the ball BV . Recalling that
ωn =
2πn/2
Γ(n/2)
(2.4)
and using Stirling’s formula we conclude that∫
Rn
∫
Rn
fV,ϕ1,ϕ2(x1,x2) dx1dx2 ≪ V 2
√
n sinn−2(ϕ2),
which clearly implies the desired result. 
Lemma 2.1 implies that the angles ϕij (1 ≤ i < j ≤ N) accumulate to π2 (cf. the
proof of Proposition 1.1 below). In order to determine the rate of accumulation we
also need the following lemma. The statement involves the error function, which is
defined by
erf(x) :=
2√
π
∫ x
0
e−t
2
dt.
Lemma 2.2. Let C > 0 be fixed. Then
ωn−1
ωn
∫ π
2
π
2
− C√
n
sinn−2(φ) dφ→ 1
2
erf
( C√
2
)
as n→∞.
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Proof. The change of variables φ = π2 − t√n yields
ωn−1
ωn
∫ π
2
π
2
− C√
n
sinn−2(φ) dφ =
ωn−1
ωn
√
n
∫ C
0
cosn−2
( t√
n
)
dt.
It follows from (2.4) and a slightly more careful application of Stirling’s formula that
lim
n→∞
ωn−1
ωn
√
n
=
1√
2π
.(2.5)
By taking the logarithm and then using Taylor expansions we further obtain the
pointwise limit
lim
n→∞ cos
n−2
( t√
n
)
= e−
t2
2 .(2.6)
Hence, the lemma follows by the dominated convergence theorem. 
Proposition 2.3. Let V > 0. For every ε > 0 there exist C > 0 and n0 ∈ Z≥1 such
that
Probµn
{
L ∈ Xn
∣∣ ∃m1,m2 ∈ (L ∩BV ) \ {0} :m1 6= ±m2 , π2 − ϕ(m1,m2) > C√n} < ε
for all n ≥ n0.
Proof. For given V > 0 and C > 0 we have, by (2.2), (2.3) and Lemma 2.2,
E
(
MV,π
2
− C√
n
,π
2
(·))→ V 2
8
erf
( C√
2
)
(2.7)
as n→∞. Since
lim
C→∞
V 2
8
erf
( C√
2
)
=
V 2
8
and this limit coincides with the value of limn→∞ E
(
MV,0,π
2
(·)), the proposition fol-
lows. 
Proof of Proposition 1.1. We know from [15, Thm. 3] (or [19, Thm. 1]) that
Probµn
{
L ∈ Xn
∣∣ VN ≤ V } = Probµn{L ∈ Xn ∣∣ #{j : Vj ≤ V } ≥ N}
→ 1− e−V/2
N−1∑
k=0
(V
2
)k 1
k!
(2.8)
as n→∞. By choosing V large enough we can make the right hand side of (2.8) as
close to 1 as we like. The result follows from this and Proposition 2.3. 
3. The distribution of angles between random directions in Rn
Let N ≥ 2. In this section we discuss the asymptotic distribution of the angles
between N independent random unit vectors u1, . . . ,uN in R
n, chosen from a uni-
form distribution on Sn−1, as n→∞. For 1 ≤ i < j ≤ N let αij = φ(ui,uj) denote
the angle between ui and uj , and set α˜ij =
√
n(αij − π2 ). The following well-known
result seems to first have been noted (in an equivalent form) by Borel [2, Chap. V];
cf. [3, Sec. 6.1].
Lemma 3.1. Assume that N = 2. Then α˜12 converges in distribution to N(0, 1) as
n→∞.
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Proof. For all c < c′ we have
Probn
{
c < α˜12 ≤ c′
}
= Probn
{π
2
+
c√
n
< α12 ≤ π
2
+
c′√
n
}
=
1
ω2n
∫
Sn−1
∫
Sn−1
I
(π
2
+
c√
n
< α12 ≤ π
2
+
c′√
n
)
dσ(u1)dσ(u2),
where I(·) is the indicator function, dσ denotes the (n − 1)-dimensional volume
measure on Sn−1 and ωn is the volume of Sn−1. By first changing to spherical
coordinates and then letting φ = π2 +
t√
n
we obtain, for all sufficiently large n
(depending on c, c′),
Probn
{
c < α˜12 ≤ c′
}
=
ωn−1
ωn
∫ π
2
+ c
′√
n
π
2
+ c√
n
sinn−2(φ) dφ =
ωn−1
ωn
√
n
∫ c′
c
cosn−2
( t√
n
)
dt.
Finally, by (2.5), (2.6) and the dominated convergence theorem, we find that
Probn
{
c < α˜12 ≤ c′
}
→ 1√
2π
∫ c′
c
e−
t2
2 dt
as n→∞, which completes the proof of the lemma. 
We continue by considering the case N ≥ 3. It is clear that for a fixed dimension
n the normalized angles α˜ij, 1 ≤ i < j ≤ N , are dependent as random variables
on (Sn−1)N . Nevertheless, as n → ∞, these variables converge in distribution to a
collection of independent normally distributed variables. In precise terms:
Theorem 3.2. Let N ≥ 3 and cij < c′ij for 1 ≤ i < j ≤ N . Then
Probn
{
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
}
→
∏
1≤i<j≤N
1√
2π
∫ c′ij
cij
e−
t2
2 dt,
as n→∞. In other words the joint distribution of the variables α˜ij converges to the
joint distribution of
(N
2
)
independent Gaussian variables as n→∞.
This theorem follows from [17, Thm. 4], where in fact it is proved that we even
have convergence in total variation. We give a detailed proof of Theorem 3.2 here
using our set-up, since it gives us the opportunity to introduce some arguments used
also in the more involved context of Theorem 1.2.
Proof of Theorem 3.2. Fix cij < c
′
ij for 1 ≤ i < j ≤ N . We have
Probn
{
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
}
(3.1)
=
1
ωNn
∫
Sn−1
· · ·
∫
Sn−1
I
(
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
)
dσ(u1) . . . dσ(uN ).
Due to rotational symmetry the probability in (3.1) equals (when n ≥ N)(N−1∏
ℓ=1
ωn−ℓ
ωn
)∫ π
φ12=0
· · ·
∫ π
φ(N−1)N=0
I
(
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
)
×
∏
1≤i<j≤N
sinn−i−1(φij) dφ(N−1)N . . . dφ13dφ12 ,
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where we only consider unit vectors on the form
u1 = (1, 0, . . . , 0)
u2 = (cosφ12, sin φ12, 0, . . . , 0)
u3 = (cosφ13, sin φ13 cosφ23, sinφ13 sinφ23, 0, . . . , 0)(3.2)
...
uN = (cosφ1N , sinφ1N cosφ2N , . . . , sin φ1N · · · sinφ(N−1)N , 0, . . . , 0).
By the change of variables φij =
π
2 +
tij√
n
, i ≤ i < j ≤ N , we get
Probn
{
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
}
= (n−
1
2 )(
N
2 )
(N−1∏
ℓ=1
ℓ∏
m=1
ωn−m
ωn−m+1
)
(3.3)
×
∫ √nπ
2
t12=−
√
nπ
2
· · ·
∫ √nπ
2
t(N−1)N=−
√
nπ
2
I
(
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
)
×
∏
1≤i<j≤N
cosn−i−1
( tij√
n
)
dt(N−1)N . . . dt13dt12.
We note that the double product in the first line of (3.3) has
(N
2
)
factors. Hence, by
(2.5), we obtain
lim
n→∞(n
− 1
2 )(
N
2 )
N−1∏
ℓ=1
ℓ∏
m=1
ωn−m
ωn−m+1
= (2π)−
1
2(
N
2 ).(3.4)
Also, by the same argument as in (2.6), we have the pointwise limit
lim
n→∞
∏
1≤i<j≤N
cosn−i−1
( tij√
n
)
=
∏
1≤i<j≤N
e−
tij
2
2 .(3.5)
It remains to understand for what values of the variables tij (1 ≤ i < j ≤ N) the
indicator function in (3.3) is non-zero as n → ∞. Since |u1| = · · · = |uN | = 1 we
have
ui · uj = cosαij , 1 ≤ i < j ≤ N.(3.6)
Let us first consider the case i = 1. By the form of the vectors in (3.2) it is immediate
that
u1 · uj = cosφ1j , 2 ≤ j ≤ N.(3.7)
Hence φ1j = α1j , and thus t1j = α˜1j , for 2 ≤ j ≤ N . We conclude that a necessary
condition for the integrand in (3.3) to be non-zero is that c1j < t1j ≤ c′1j for 2 ≤ j ≤
N .
In the general case 1 ≤ i < j ≤ N , it follows from (3.2) that
ui · uj =
i−1∑
m=1
sin
( tmi√
n
)
sin
(tmj√
n
)m−1∏
k=1
cos
( tki√
n
)
cos
( tkj√
n
)
(3.8)
− sin
( tij√
n
) i−1∏
k=1
cos
( tki√
n
)
cos
( tkj√
n
)
.
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Set K = 1 + max{|cij |, |c′ij | : 1 ≤ i < j ≤ N}. Now if (t12, . . . , t(N−1)N ) lies outside
the box [−K,K](N2 ), then there are some indices 1 ≤ i < j ≤ N such that |tij | > K
but |ti′j′ | ≤ K for all 1 ≤ i′ < j′ < j and |ti′j | ≤ K for all 1 ≤ i′ < i. Then, by
Taylor expansions in (3.8), we get ui · uj = − sin(tij/
√
n) +O(n−1), and thus
α˜ij =
√
n arcsin
(
sin
( tij√
n
)
+O(n−1)
)
,
where the implied constant depends only on K and N . For n sufficiently large (as
only depends on K,N) this implies |α˜ij | > K − 1 ≥ max(|cij |, |c′ij |), so that the
integrand in (3.3) vanishes. Hence we have proved that for n large, we may restrict
the domain of integration in (3.3) to [−K,K](N2 ).
But for any (t12, . . . , t(N−1)N ) ∈ [−K,K](
N
2 ), it follows from (3.6) and Taylor
expansions in (3.8) that α˜ij = tij + O(n
−1/2), where the implied constant depends
only on K and N . Hence, for any fixed ε > 0 and large enough n, we get an upper
(lower) bound for (3.3) by replacing ”cij < α˜ij ≤ c′ij” by ”cij − ε < tij < c′ij + ε”
(”cij + ε < tij < c
′
ij − ε”). Using also (3.4), (3.5) and the dominated convergence
theorem, we conclude:
lim sup
n→∞
Probn
{
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
}
≤
∏
1≤i<j≤N
1√
2π
∫ c′ij+ε
cij−ε
e−
t2
2 dt,
and (assuming ε < 12(c
′
ij − cij) for all i, j)
lim inf
n→∞ Probn
{
cij < α˜ij ≤ c′ij : 1 ≤ i < j ≤ N
}
≥
∏
1≤i<j≤N
1√
2π
∫ c′ij−ε
cij+ε
e−
t2
2 dt.
The proof is now concluded by letting ε→ 0. 
4. Convergence of expectation values
We begin this section by fixing some notation concerning the limiting variables
in Theorem 1.2. We introduce the Poisson process {N(t), t ≥ 0}, defined on the
positive real line with constant intensity 12 , and let T1, T2, T3, . . . denote the points of
the process ordered in such a way that 0 < T1 < T2 < T3 < . . .. We recall that N(t)
denotes the number of points falling in the interval (0, t] and that N(t) is Poisson
distributed with expectation value 12 t. Furthermore, we let {Φij}1≤i<j<∞ be a family
of independent positive Gaussian variables.
Our first approach to trying to prove Theorem 1.2 was to study moments of
counting variables of the type discussed in Section 2 (see also [19]). In particular, for
k ≥ 2, 0 < V1 ≤ V2 ≤ . . . ≤ Vk and cij ∈ R≥0, 1 ≤ i < j ≤ k, introduce the function
f{Vj}kj=1,{cij}1≤i<j≤k : (R
n)k → {0, 1},
defined by
f{Vj}kj=1,{cij}1≤i<j≤k (x1, . . . ,xk) = I
(
xj ∈ BVj \ {0} ; ϕ(xi,xj) ∈
[
π
2 −
cij√
n
, π2
])
,
and the related random variable on Xn defined by
M{Vj}kj=1,{cij}1≤i<j≤k (L) :=
1
2k
∑
m1,...,mk∈L\{0}
f{Vj}kj=1,{cij}1≤i<j≤k (m1, . . . ,mk).
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Then M{Vj}kj=1,{cij}1≤i<j≤k(L) equals the number of k-tuples of non-zero pairs of lat-
tice vectors ±m1, . . . ,±mk satisfying ±mj ∈ L∩BVj and ϕ(mi,mj) ∈
[
π
2 −
cij√
n
, π2
]
.
Using a mixture of the methods appearing in this section and [19] it is possible to
calculate the limits, as n →∞, of all moments of M{Vj}kj=1,{cij}1≤i<j≤k(L). Further-
more, these limits can be shown to coincide with the moments of the corresponding
counting variable for the limit distribution described in Theorem 1.2. However, for
k ≥ 3 it is not clear whether this limiting counting variable is determined by its
moments or not. Thus it is also not clear how to find a proof of Theorem 1.2 in this
direction.
Our proof of Theorem 1.2, presented in this section and the next, instead follows
an approach suggested to us by Svante Janson. For each j ∈ Z≥2 we let Mj denote
the set of all j-tuples (n1, . . . , nj) ∈
(
Z≥1
)j
with pairwise distinct entries.
Theorem 4.1. Let k ∈ Z≥2 and ℓ ∈ Z≥0. Then, for all bounded Borel measurable
functions f : (R≥0)k+ℓ+(
k
2) → R with compact support,
(4.1) E
( ∑
(n1,...,nk+ℓ)∈Mk+ℓ
f
(Vn1 , . . . ,Vnk+ℓ , ϕ˜n1n2 , ϕ˜n1n3 , . . . , ϕ˜nk−1nk))
→ E
( ∑
(n1,...,nk+ℓ)∈Mk+ℓ
f
(
Tn1 , . . . , Tnk+ℓ ,Φn1n2 ,Φn1n3 , . . . ,Φnk−1nk
))
as n→∞.
Proof. Set λ = k+ℓ and fix a bounded Borel measurable function f : (R≥0)λ+(
k
2) → R
with compact support. Given n we define the related function f˜ : (Rn)λ → R by
f˜(x1, . . . ,xλ)
=
{
f
(
Vn|x1|n, . . . , Vn|xλ|n, ϕ˜(x1,x2), . . . , ϕ˜(xk−1,xk)
)
if xi 6= 0 for 1 ≤ i ≤ k
0 otherwise,
where Vn is the volume of the n-dimensional unit ball and ϕ˜ is given by
ϕ˜(u,v) =
√
n
(
π
2 − ϕ(u,v)
)
.
Using Rogers’ mean value formula (cf. [13, Thm. 4] and [19, Sec. 2] for details on
the notation and terminology) we find that, for each sufficiently large n,
E
( ∑
(n1,...,nλ)∈Mλ
f
(Vn1 , . . . ,Vnλ , ϕ˜n1n2 , . . . , ϕ˜nk−1nk))
=
1
2λ
∫
Xn
∑
m1,...,mλ∈L\{0}
f˜(m1, . . . ,mλ)I(mi = ±mj ⇔ i = j) dµn(L)
=
1
2λ
∫
Rn
· · ·
∫
Rn
f˜(x1, . . . ,xλ)I(xi = ±xj ⇔ i = j) dx1 . . . dxλ(4.2)
+
1
2λ
∑
(ν,µ)
∞∑
q=1
∑
D
(e1
q
· · · em
q
)n ∫
Rn
· · ·
∫
Rn
f˜
( m∑
h=1
dh1
q
xh, . . . ,
m∑
h=1
dhλ
q
xh
)
× I
( m∑
h=1
dhi
q
xh = ±
m∑
h=1
dhj
q
xh ⇔ i = j
)
dx1 . . . dxm.
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We will now use the results in [19, Sec. 3] to estimate the size of the sum in the last
two lines of (4.2). First we note that all terms coming from (ν, µ)-admissible matrices
D having entries dij ∈ {0,±1} and exactly one non-zero entry in each column equal
zero. This is a consequence of the fact that for such matrices there are repetitions
(up to sign) among the arguments in the integrand and thus the indicator function
forces the corresponding integrals to be zero.
Let K,M > 0 be such that suppf ⊂ [0,K]λ+(k2) and |f | ≤ M . Then suppf˜ ⊂
(BK)
λ and |f˜ | ≤M (recall that BK is the closed n-ball of volume K centered at the
origin). Let further ρK be the characteristic function of BK . Then, if the sum over D
is restricted to all (ν, µ)-admissible matrices not treated in the previous paragraph,
we have∣∣∣∣ ∑
(ν,µ)
∞∑
q=1
∑
D
(e1
q
· · · em
q
)n ∫
Rn
· · ·
∫
Rn
f˜
( m∑
h=1
dh1
q
xh, . . . ,
m∑
h=1
dhλ
q
xh
)
× I
( m∑
h=1
dhi
q
xh = ±
m∑
h=1
dhj
q
xh ⇔ i = j
)
dx1 . . . dxm
∣∣∣∣
≤
∑
(ν,µ)
∞∑
q=1
∑
D
(e1
q
· · · em
q
)n ∫
Rn
· · ·
∫
Rn
∣∣∣f˜( m∑
h=1
dh1
q
xh, . . . ,
m∑
h=1
dhλ
q
xh
)∣∣∣ dx1 . . . dxm
≤M
∑
(ν,µ)
∞∑
q=1
∑
D
(e1
q
· · · em
q
)n ∫
Rn
· · ·
∫
Rn
λ∏
j=1
ρK
( m∑
h=1
dhj
q
xh
)
dx1 . . . dxm ≪
(3
4
)n
2
,
where the implied constant depends on λ, M and K but not on n. Here the last
step follows from [14, Sec. 9] and [15, Sec. 4] (or [19, Prop. 2 and Lem. 2] with k = λ
and V1 = · · · = Vλ = K). As a consequence the expectation value in (4.2) equals
1
2λ
∫
Rn
· · ·
∫
Rn
f˜(x1, . . . ,xλ) dx1 . . . dxλ +O
((3
4
)n
2
)
.(4.3)
Next, changing to spherical coordinates and using the rotational symmetry, we
find that
∫
Rn
· · ·
∫
Rn
f˜(x1, . . . ,xλ) dx1 . . . dxλ = ω
λ−k
n
( k−1∏
h=0
ωn−h
)(4.4)
×
∫ ∞
r1=0
· · ·
∫ ∞
rλ=0
∫ π
φ12=0
· · ·
∫ π
φ(k−1)k=0
f
(
Vnr
n
1 , . . . , Vnr
n
λ , ϕ˜(u1,u2), . . . , ϕ˜(uk−1,uk)
)
×
( λ∏
j=1
rn−1j
) ∏
1≤i<j≤k
sinn−i−1(φij) dφ(k−1)k . . . dφ12drλ . . . dr1,
where the vectors u1, . . . ,uk are given by (3.2) with N = k. We will here take the
angles
αij = φ(ui,uj) = arccos(ui · uj)
as new variables of integration. It is clear from (3.2) that if (φ12, . . . , φ(k−1)k) ∈
(0, π)(
k
2) then u1, . . . ,uk are linearly independent unit vectors and in particular −1 <
ui · uj < 1 for all 1 ≤ i < j ≤ k; hence (φ12, . . . , φ(k−1)k) 7→ (α12, . . . , α(k−1)k) is
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a C∞ map from (0, π)(
k
2) into (0, π)(
k
2). This map, which we denote by J , is easily
seen to be injective (indeed, φ12 is uniquely determined from α12; next φ13, φ23 are
uniquely determined from φ12, α13, α23; next φ14, φ24, φ34 are uniquely determined
from φ12, φ13, φ23, α14, α24, α34, and so on). Note also that
∂αij
∂φi′j′
= 0 when j < j′ ,
and when j = j′ and i < i′; thus when properly ordered the Jacobian matrix of J is
lower triangular, and we obtain for its determinant:
det
∂(α12, . . . , α(k−1)k)
∂(φ12, . . . , φ(k−1)k)
=
∏
1≤i<j≤k
∂αij
∂φij
=
∏
1≤i<j≤k
(sinφij)
(∏i−1
ℓ=1 sinφℓi sinφℓj
)
sinαij
=
∏
1≤i<j≤k
(sinφij)
k−i
sinαij
.
This is non-zero for all (φ12, . . . , φ(k−1)k) ∈ (0, π)(
k
2). Hence J is in fact a C∞
diffeomorphism from (0, π)(
k
2) onto an open subset Ω ⊂ (0, π)(k2), and, letting also
sj = Vnr
n
j , 1 ≤ j ≤ λ, it follows that (4.4) equals
( k−1∏
h=1
h∏
m=1
ωn−m
ωn−m+1
)∫ ∞
s1=0
· · ·
∫ ∞
sλ=0
∫
Ω
f
(
s1, . . . , sλ,
√
n
∣∣α12−π2 ∣∣, . . . ,√n∣∣α(k−1)k−π2 ∣∣)
×
∏
1≤i<j≤k
(
sinn−k−1(φij) sin(αij)
)
dα(k−1)k . . . dα12dsλ . . . ds1.
Recall that suppf ⊂ [0,K]λ+(k2). Set p = (π2 , . . . , π2 ) ∈ R(
k
2) and note that J(p) = p;
hence Ω contains a neighbourhood of p. In particular, for n sufficiently large, we
have p+ n−
1
2 [−K,K](k2) ⊂ Ω, and we thus get, with α˜ij :=
√
n(αij − π2 ),
=
(
n−
1
2
)(k2)( k−1∏
h=1
h∏
m=1
ωn−m
ωn−m+1
)∫ ∞
s1=0
· · ·
∫ ∞
sλ=0
×
∫ ∞
α˜12=−∞
· · ·
∫ ∞
α˜(k−1)k=−∞
f
(
s1, . . . , sλ, |α˜12|, . . . , |α˜(k−1)k|
)
×
∏
1≤i<j≤k
(
sinn−k−1(φij) cos
( α˜ij√
n
))
dα˜(k−1)k . . . dα˜12dsλ . . . ds1.
In this expression we, of course, understand that (φ12, . . . , φ(k−1)k) = J−1
(
p +
n−
1
2 (α˜12, . . . , α˜(k−1)k)
)
when p + n−
1
2 (α˜12, . . . , α˜(k−1)k) ∈ Ω, and we may leave
(φ12, . . . , φ(k−1)k) undefined for all other (α˜12, . . . , α˜(k−1)k), since there we anyway
have f
(
s1, . . . , sλ, |α˜12|, . . . , |α˜(k−1)k|
)
= 0. As in the discussion below (3.8) we have,
for any fixed (α˜12, . . . , α˜(k−1)k),
sinn−k−1(φij) =
(
1− 12n−1α˜2ij +O
(
n−
3
2
))n−k−1 → e− 12 α˜2ij
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as n→∞. Hence, using again the fact that f has compact support, combined with
(3.4) and the dominated convergence theorem, we conclude that
E
( ∑
(n1,...,nλ)∈Mλ
f
(Vn1 , . . . ,Vnλ , ϕ˜n1n2 , . . . , ϕ˜nk−1nk))
(4.5)
→ 2−λ
( 2
π
) 1
2(
k
2)
∫ ∞
s1=0
· · ·
∫ ∞
sλ=0
∫ ∞
η12=0
· · ·
∫ ∞
η(k−1)k=0
f
(
s1, . . . , sλ, η12, . . . , η(k−1)k
)
×
∏
1≤i<j≤k
e−
ηij
2
2 dη(k−1)k . . . dη12dsλ . . . ds1
as n→∞.
Finally, we show that the right hand side of (4.1) actually equals the right hand
side of (4.5). We have
(4.6) E
( ∑
(n1,...,nλ)∈Mλ
f
(
Tn1 , . . . , Tnλ ,Φn1n2 , . . . ,Φnk−1nk
))
= E
( ∑
(n1,...,nλ)∈Mλ
F
(
Tn1 , . . . , Tnλ
))
,
where F (x1, . . . , xλ) equals
(4.7)
( 2
π
) 1
2(
k
2)
∫ ∞
t12=0
· · ·
∫ ∞
t(k−1)k=0
f
(
x1, . . . , xλ, t12, . . . , t(k−1)k
)
×
∏
1≤i<j≤k
e−
tij
2
2 dt(k−1)k . . . dt12.
Now, since f in fact belongs to L1
(
(R≥0)λ+(
k
2)
)
, it is clear that the function F
defined by (4.7) belongs to L1
(
(R≥0)λ
)
. Hence, by Campbell’s Theorem (cf. Lemma
4.2 below), the expectation value in (4.6) (i.e. the right hand side of (4.1)) equals
the right hand side of (4.5). This concludes the proof of the theorem. 
As we are not aware of a reference giving the precise version of Campbell’s Theo-
rem needed above, we state it here as a lemma.
Lemma 4.2. Let k ∈ Z≥2. Then
E
( ∑
(n1,...,nk)∈Mk
f
(
Tn1 , . . . , Tnk
))
= 2−k
∫
(R≥0)k
f(x1, . . . , xk) dx1 . . . dxk(4.8)
for all f ∈ L1((R≥0)k).
Remark 4.3. It follows from Campbell’s Theorem [5, p. 28] (cf. also [19, eq. (9)])
that the identity (4.8) holds for any f ∈ L1((R≥0)k) which can be factorized as
f(x1, . . . , xk) =
∏k
j=1 fj(xj) with some functions fj ∈ L1(R≥0).
Proof of Lemma 4.2. By basic measure theory it is sufficient to prove (4.8) for char-
acteristic functions f = χA with A ⊂ (R≥0)k a measurable set of finite measure.
However, this follows from Remark 4.3 using standard techniques in the theory of
product measures, as in the proof of [16, Thm. 8.6]. 
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5. Proof of Theorem 1.2
We begin this section with a lemma dealing with the probability of repetitions in
the sequence {Vj}∞j=1.
Lemma 5.1. For each n ∈ Z≥1
Probµn
{
L ∈ Xn
∣∣ V1 < V2 < V3 < . . .} = 1.
Proof. For n = 1 the result holds trivially. For every given n ≥ 2 we have
µn
(
Xn \
{
L ∈ Xn | V1 < V2 < V3 < . . .
})
≤ µn
({
M ∈ SL(n,R) | ∃m1 6= ±m2 ∈ Zn \ {0} : ‖m1M‖ = ‖m2M‖
})
≤
∑
m1∈Zn\{0}
∑
m2∈Zn\{0,±m1}
µn
({
M ∈ SL(n,R) | ‖m1M‖ = ‖m2M‖
})
.
Since there are only countably many possible pairs (m1,m2) it suffices to prove that
each term in the last sum vanishes. By the explicit formula for the Haar measure on
SL(n,R) in terms of the matrix entries (cf. [20, p. 7, Ex. 3 and p. 23, Ex. 23]), we
see that it is enough to prove that, for any m1,m2 ∈ Zn \ {0} with m1 6= ±m2,
λn
({
M ∈ Matn,n(R) | ‖m1M‖2 − ‖m2M‖2 = 0
})
= 0,
where λn is the Lebesgue measure on Matn,n(R) ∼= Rn2 . However, this follows since
M 7→ ‖m1M‖2 − ‖m2M‖2 is a non-zero homogeneous quadratic polynomial in the
coefficients of M . 
It follows from e.g. [1, Thm. 5.3] that Theorem 1.2 can be stated in the following
equivalent form:
Theorem 5.2. Let N ∈ Z≥2. Then, for all f ∈ C
(
(R≥0)N+(
N
2 )
)
with compact
support,
E
(
f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N ))→ E(f(T1, . . . , TN ,Φ12, . . . ,Φ(N−1)N))
as n→∞.
Proof of Theorem 5.2. Let us fix f ∈ C((R≥0)N+(N2 )) with compact support. Note
that without loss of generality we can assume that f is non-negative. We further
note that the identity
f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N )
=
∑
(n1,...,nN )∈MN
f
(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN )(5.1)
× I(Vn1 < . . . < VnN and Vj ≥ VnN for j /∈ {n1, . . . , nN−1})
holds for all L ∈ Zn, where
Zn :=
{
L ∈ Xn | V1 < V2 < V3 < . . .
}
.
We recall from Lemma 5.1 that µn(Zn) = 1 for n ≥ 1.
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Since the sum in (5.1) is not of the form in Theorem 4.1 we approximate it by
combinations of sums that we can handle. In particular we introduce, for each ℓ ≥ 0,
the random variables
Rnℓ (L) :=
∑
(n1,...,nN+ℓ)∈MN+ℓ
f
(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN )
× I(Vn1 < . . . < VnN and VnN+1 < VnN+2 < . . . < VnN+ℓ < VnN ),
and
Snℓ (L) :=
ℓ∑
j=0
(−1)jRnj (L).
(The sum in the definition of Rnℓ (L) is finite with probability 1, since f has compact
support. Thus Rnℓ (L) is well-defined.) We also introduce the corresponding random
variables expressed in terms of the expected limit variables; that is, for ℓ ≥ 0, we let
R∞ℓ :=
∑
(n1,...,nN+ℓ)∈MN+ℓ
f
(
Tn1 , . . . , TnN ,Φn1n2 , . . . ,ΦnN−1nN
)
× I(Tn1 < . . . < TnN and TnN+1 < TnN+2 < . . . < TnN+ℓ < TnN ),
and
S∞ℓ :=
ℓ∑
j=0
(−1)jR∞j .
We note that it follows from Theorem 4.1, with k = N , that
lim
n→∞E
(
Rnℓ (·)
)
= E
(
R∞ℓ
)
and hence also that
lim
n→∞E
(
Snℓ (·)
)
= E
(
S∞ℓ
)
(5.2)
for all ℓ ≥ 0.
Now let
Nn(L, x) := #{j : Vj ≤ x}
and
N∞(x) := #{j : Tj ≤ x}.
Using Nn(L, x) we can rewrite R
n
ℓ (L) for all L ∈ Zn as
Rnℓ (L) =
∑
(n1,...,nN )∈MN
(
Nn(L,VnN )−N
ℓ
)
I
(Vn1 < . . . < VnN )
× f(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN ).
It follows that for L ∈ Zn we also have the identity
Snℓ (L) =
∑
(n1,...,nN )∈MN
f
(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN )(5.3)
× I(Vn1 < . . . < VnN ) ℓ∑
j=0
(−1)j
(
Nn(L,VnN )−N
j
)
.
Using N∞(x) we also get similar expressions for R∞ℓ and S
∞
ℓ .
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By elementary properties of Pascal’s triangle we have, for m, ℓ ≥ 0:
ℓ∑
j=0
(−1)j
(
m
j
)
=

1 if m = 0
(−1)ℓ(m−1ℓ ) if m > ℓ
0 if ℓ ≥ m > 0.
From this and the relations (5.1) and (5.3) we find that for even ℓ,
Snℓ (L) ≥
∑
(n1,...,nN )∈MN
f
(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN )
× I(Vn1 < . . . < VnN and Nn(L,VnN ) = N)
= f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N )
for all L ∈ Zn. Similarly, for odd ℓ we have
Snℓ (L) ≤
∑
(n1,...,nN )∈MN
f
(Vn1 , . . . ,VnN , ϕ˜n1n2 , . . . , ϕ˜nN−1nN )
× I(Vn1 < . . . < VnN and Nn(L,VnN ) = N)
= f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N )
for all L ∈ Zn. Since µn(Zn) = 1 for n ≥ 1 it follows that
lim sup
n→∞
E
(
f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N )) ≤ lim sup
n→∞
E
(
Snℓ (·)
)
= E
(
S∞ℓ
)
(5.4)
for all even ℓ, and
lim inf
n→∞ E
(
f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N )) ≥ lim inf
n→∞ E
(
Snℓ (·)
)
= E
(
S∞ℓ
)
(5.5)
for all odd ℓ.
To conclude the proof we determine the limit of E
(
S∞ℓ
)
as ℓ→∞. We note that
(5.3) holds almost surely when n is replaced by ∞. As a consequence, using that f
has compact support, we find that
S∞ℓ →
∑
(n1,...,nN )∈MN
f
(
Tn1 , . . . , TnN ,Φn1n2 , . . . ,ΦnN−1nN
)
× I(Tn1 < . . . < TnN and N∞(TnN ) = N)(5.6)
= f
(
T1, . . . , TN ,Φ12, . . . ,Φ(N−1)N
)
almost surely as ℓ → ∞. Since f is a compactly supported continuous function
there exist positive constants K1 and K2 such that |f | ≤ K1 and suppf ⊂
{
x ∈
(R≥0)N+(
N
2 )
∣∣ |x| ≤ K2}. Hence, using (5.3) and the binomial theorem, we find that
for each ℓ, we have almost surely
|S∞ℓ | ≤ K1
∑
(n1,...,nN )∈MN
I
(
Tn1 < . . . < TnN ≤ K2
)
2N∞(TnN )−N(5.7)
≤ K1 ·N∞(K2)N · 2N∞(K2) ≪ 3N∞(K2)
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(where the implied constant depends only on K1 and N). Using that N∞(K2) is
Poisson distributed with mean 12K2 we furthermore find that
E
(
3N∞(K2)
)
= e−K2/2
∞∑
k=0
1
k!
(3K2
2
)k
= eK2 .(5.8)
Now, by (5.6), (5.7), (5.8) and the dominated convergence theorem, we obtain
lim
ℓ→∞
E
(
S∞ℓ
)
= E
(
f
(
T1, . . . , TN ,Φ12, . . . ,Φ(N−1)N
))
.(5.9)
Finally, it follows from (5.4), (5.5) and (5.9) that
E
(
f
(V1, . . . ,VN , ϕ˜12, . . . , ϕ˜(N−1)N ))→ E(f(T1, . . . , TN ,Φ12, . . . ,Φ(N−1)N))
as n→∞, which is the desired result. 
6. Application to successive minima
For L ∈ Xn the i:th successive minimum of L, 1 ≤ i ≤ n, is defined by
λi(L) := min
{
λ ∈ R≥0 | L contains i linearly independent vectors of length ≤ λ
}
.
Equipped with Proposition 1.1 we are able to describe the behavior of successive
minima of random lattices in large dimensions.
Theorem 6.1. Let N ∈ Z≥1. Then
Probµn
{
L ∈ Xn
∣∣λi(L) = |vi|, 1 ≤ i ≤ N}→ 1
as n→∞.
Proof. We claim that given N ∈ Z≥1 there exists an ε > 0 such that for all vectors
w1, . . . ,wN ∈ Rn \ {0} (n ≥ N) satifying ϕ(wi,wj) > π2 − ε for all i 6= j, we have
dim(Span{w1, . . . ,wN}) = N . Indeed, given w1, . . . ,wN ∈ Rn\{0}, we can without
loss of generality assume that |w1| = . . . = |wN | = 1. Recall that the Gram matrix G
of the vectors w1, . . . ,wN is given by G = (gij)1≤i,j≤N = (wi ·wj)1≤i,j≤N . We have
g11 = . . . = gNN = 1 and |gij | < sin ε < ε for all i 6= j. Hence it is clear that, for ε
small enough, the matrix G has a non-zero determinant. It follows that w1, . . . ,wN
are linearly independent, which proves our claim. Finally, this observation together
with Proposition 1.1 gives the desired result. 
Corollary 6.2. For any fixed N ∈ Z≥1, the N -dimensional random vector(
Vnλ1(·)n, . . . , VnλN (·)n
)
converges in distribution to the distribution of the first N points of a Poisson process
on the positive real line with intensity 12 as n→∞.
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