We propose new methods for support vector machines using a tree architecture for multi-class classification. In each node of the tree, we select an appropriate binary classifier, using entropy and generalization error estimation, then group the examples into positive and negative classes based on the selected classifier, and train a new classifier for use in the classification phase. The proposed methods can work in time complexity between O(log 2 N ) and O(N ), where N is the number of classes. We compare the performance of our methods with traditional techniques on the UCI machine learning repository using 10-fold cross-validation. The experimental results show that the methods are very useful for problems that need fast classification time or those with a large number of classes, since the proposed methods run much faster than the traditional techniques but still provide comparable accuracy.
Introduction
Support vector machines (SVMs) (Vapnik, 1998; were originally designed to solve binary classification problems by constructing a hyperplane to separate two-class data with maximum margin. For dealing with multi-class classification problems, there have been two main approaches. One is to solve a single optimization problem (Vapnik, 1998; Bredensteiner and Bennett, 1999; Crammer and Singer, 2002) , and the other is to combine several binary classifiers. Hsu and Lin (2002) suggested that the latter approach may be more suitable for practical use.
The general techniques of combining several classifiers are the one-versus-one (OVO) method (Knerr et al., 1990) and the one-versus-all (OVA) method. The former requires N × (N − 1)/2 binary classifiers for an N -class problem. Usually, OVO determines the target * Corresponding author class using the strategy called max-wins (Friedman, 1996) that selects the class with the highest vote of binary classifiers. OVA requires N classifiers for an N -class problem. In the OVA training process, the i-th classifier employs the i-th class data as positive examples and the remaining classes as negative ones. The output classes are determined by selecting the class with the highest classification score. Both techniques are widely used for classification problems.
There are several techniques that enhance the traditional OVO and OVA. Hastie and Tibshirani (1998) improve the accuracy of OVO by using joint probability estimation for pairwise classes. Kumar and Gopal (2011) have proposed reduced one-against-all, a method that decreases the training time of the original OVA. Chmielnicki and Stąpor (2016) employ the OVA strategy with samples balancing to improve pairwise coupling classification. In this paper, we shall base our techniques on the OVO method.
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Although OVO generally yields high accuracy results, it takes O(N 2 ) classification time and thus is not suitable for a problem with a large number of classes. To reduce the running time, the decision directed acyclic graph (DDAG) (Platt et al., 2000) and the adaptive directed acyclic graph (ADAG) (Kijsirikul et al., 2002) techniques have been proposed. Both methods build N × (N − 1)/2 binary classifiers but employ only N − 1 classifiers to determine the output class. Though both methods reduce the running time to O(N ), their accuracy is usually lower than that of OVO.
Some techniques apply the decision-tree structure to eliminate more than one candidate class at each node (classifier) of the tree using OVO classifiers. Fei and Liu (2006) proposed the binary tree of SVMs that select tree node classifiers randomly or through the training data centroids. Songsiri et al. (2008) proposed the information-based dichotomization tree, which uses entropy for classifier selection. Chen et al. (2009) employ the adaptive binary tree, which applies the minimization of the average number of support vectors for tree construction. Bala and Agrawal (2011) proposed optimal decision-tree-based multi-class SVMs that calculate statistical measurements for decision-tree construction. These techniques share a common disadvantage that a selected classifier may not perfectly separate examples of a class to only the positive or negative side, and hence some techniques allow data of a class to be duplicated to more than one node of the tree.
There are also many techniques that construct a hierarchical structure SVM using OVA classifiers or clustering techniques. Takahashi and Abe (2002) proposed a decision-tree-based SVM that calculates the Euclidean and the Mahalanobis distance as a separability measure for class grouping. Madzarov et al. (2009) presented an SVM binary decision tree using class centroids in the kernel space. Cheong et al. (2004) introduced support vector machines with a binary tree architecture that apply kernel-based self-organizing map in the tree construction. Lei and Govindaraju (2005) proposed a half-against-half multi-class SVM that divides data classes into two groups randomly and constructs a hierarchy structure for the classification. Liu et al. (2008) proposed the multi-state-mapping SVM that applies kernel functions to the k-means algorithm for grouping data classes and constructing a hierarchical SVM. Kumar and Gopal (2010) proposed decision-tree-based OVA, a method inspired by BTS that applies the probabilistic output of the SVM to determine the tree structure. Yang et al. (2013) presented the single-space-mapped binary tree SVM and the multi-space-mapped binary tree SVM, hierarchical OVA-based techniques that use the Euclidean distance to determine the set of hyper-parameters. Dong et al. (2015) introduced a method that uses similarity clustering to group classes for an OVA-based tree structure.
In this paper, we propose two novel techniques for the problem with a large number of classes. One technique is the information-based decision tree SVM, which employs entropy to evaluate the quality of OVO classifiers in the node construction process. The other technique is the information-based and generalizationerror estimation decision tree SVM, which enhances the first technique by integrating generalization error estimation. The key mechanism of both the techniques is the method called class-grouping-by-majority: when a classifier of a tree node cannot perfectly classify examples of any class into either only a positive or a negative side of the classifier, the method will group the whole examples of that class into only one side that contains the majority of the examples, and then train a new classifier for the node.
We ran experiments comparing our proposed techniques with traditional techniques using twenty datasets from the UCI machine learning repository, and conducted a significant test using the Friedman aligned rank test (Friedman, 1996) and the Hommel procedure (García et al., 2010) as a post-hoc procedure. The results indicate that our methods are useful, especially for problems that need fast classification or those with a large number of classes. This paper is organized as follows. Section 2 discusses tree-structure multi-class SVM techniques. Section 3 proposes our techniques. Section 4 reports experimental details. Section 5 summarizes our work.
OVO-based decision tree SVM
2.1.
Binary tree of the SVM. The binary tree SVM (BTS) (Fei and Liu, 2006) randomly selects binary classifiers to be used as decision nodes of the tree. As mentioned previously, the BTS allows duplicated classes to be scattered in the tree. Basically, data of a class will be duplicated into the left and right child nodes of a decision node when a classifier of the decision node does not completely classify the whole data of the class into only one side (either positive or negative). An alternative version of the BTS, c-BTS, excludes the randomness by using data centroids. In the first step, the centroid of all data is calculated. Then, the centroid of each data class and its Euclidean distance to the centroid of all-data are calculated. Finally, the (i vs j) classifier is selected such that the centroid of class i and the centroid of class j have the nearest distances to the all-data centroid.
Illustrations of the BTS and c-BTS are shown in Fig. 1 . At the root node, classifier 1 vs 2 is selected. Classes 1, 4 and classes 2, 3 are separated to positive and negative sides, respectively. However, classes 5 and 6 cannot be separated into only one side. They are reassigned to both positive and negative child nodes. The Fig. 1 . Illustration of the binary tree of the SVM (BTS). Some data classes may be scattered to several leaf nodes (Fei and Lui, 2006) . recursive process continues until finished. Eventually, the duplicated leaf-nodes of classes 5 and 6 appear more than once in the tree. The classification accuracy and time complexity of the BTS and c-BTS may vary according to the configuration of a hyper-parameter value. A higher value may produce higher accuracy but will also increase the running time. The time complexity can be O(log 2 N ) in the best situation. However, the average time complexity was proven to be log 4/3 ((N + 3)/4) (Fei and Liu, 2006) .
Information-based dichotomization.
Information-based dichotomization (IBD) (Songsiri et al., 2008) employs information theory to create a multi-class classification tree. To construct each node of the tree, IBD prefers to select the OVO candidates with minimum entropy. Therefore, a data class with a high probability of occurrence will be separated first, and this kind of class node tends to be found in very few levels from the root node.
Similarly to the BTS, IBD also faces the problem that a selected OVO classifier may not perfectly classify the examples with the same class label into only a positive or negative side. This leads us to obtain a tree of greater depth. To alleviate this situation, IBD employs a pruning process to remove some minority examples on the side whose percentage of the minority is less than a threshold. IBD then determines the optimal value for the threshold which is referred to as the optimal pruning percentage P . However, it is not always easy to find the parameter P without a risk of losing useful information. Additionally, in IBD the other parameter is also introduced to avoid selecting an OVO classifier with low generalization performance. This parameter is called the optimal range of the generalization performance of classifiers (referred to as parameter R). These two parameters are obtained by using k-fold cross validation.
Proposed methods
We propose two novel techniques that are aimed at achieving high classification speed and may sacrifice classification accuracy to some extent. We expect them to work in the time complexity of O(log 2 N ) in the best case, and thus the proposed techniques are suitable for the problem with a large number of classes that cannot be solved efficiently in practice by the methods with O(N 2 ) classification time.
Information-based decision tree.
The information-based decision tree (IB-DTree) is an OVO-based multi-class classification technique. It builds a tree by adding decision nodes one by one; it selects the binary classifier with minimum entropy as the initial classifier of the decision node. Minimum entropy classifiers will lead to a fast classification time for the decision tree because data classes with high probabilities of occurrence will be found within a few steps from the root node. The initial classifier will be adjusted further to be the final classifier for the decision node as described later.
The entropy of a binary classifier h can be calculated as 
of that class will be defined as 0. From N × (N − 1)/2 OVO classifiers, the classifier with minimum entropy is selected using Eqn. (1) as the initial classifier h.
Examples of a specific class may scatter on both positive and negative sides of the initial classifier. The key mechanism of IB-DTree is the class-grouping-by-majority method, presented in Algorithm 1, which groups examples of each class having scattering examples so that they are on the same side containing the majority of examples. Using the groups of examples labeled by class-grouping-by-majority, IB-DTree then trains the final classifier h of the decision node. A traditional OVO-based algorithm might face the problem when encountering data of another class k using classifier h = (i vs j) and having to scatter examples of class k to both left and right child nodes. Our method will never face this situation, because data of class k will always be grouped in either a positive or negative class of classifier h = (P vs N ). Hence, there is no need to duplicate class k data to the left or right child node, and the tree depth will not be increased unnecessarily. The tree without unnecessary extra-depth reduces not only decision times to derive the answer, but also the cumulative error of the classification. This is because every classifier along the path to the answer may produce a wrong prediction. Therefore, the deeper the tree, the more cumulative error it produces. However, this is a trade-off with the quality/accuracy of the classifier that is more difficult to reach with a large number of data classes to be separated. An example of class-grouping-by-majority for a 3-class problem is shown in Fig. 2 . Suppose that we select the initial classifier 1 vs 2 as h for the root node. In Fig. 2(a) , most of class-3 data are on the negative side of the hyperplane. Therefore, we assign all training data of class-3 as negative examples and train classifier 1 vs (2, 3) as a new classifier h for use in the decision tree as in Fig. 2(b) . As a result, we obtain a decision tree constructed by IB-DTree as shown in Fig. 2(c) .
To illustrate IB-DTree, we show in Fig. 3 a decision tree constructed by IB-DTree using the same example as in Fig. 1 (1, 4, 6) is trained as classifier h . For the remaining steps of the tree, the process continues recursively until finished, and there is no duplicated class leaf-node in the tree. As described in Algorithm 2, IB-DTree constructs a tree using a recursive procedure starting from the root node from lines 1-7 with all candidate classes. The node-adding procedure will be processed from lines 8-19. First, the initial classifier h with the lowest entropy will be selected. Second, data of each class will be grouped to either the positive group (P ) or the negative group (N ). Then, the final classifier h will be trained using P and N and will be designed as a decision node. Finally, the algorithm processes the child nodes recursively and stops the process at the leaf nodes when the stopping condition holds.
There are several benefits of using IB-DTree. First, there is no duplicated class leaf-node and thus the depth of the tree is small. Second, no parameter tuning is required as there is no parameter in the class-grouping-by-majority process. Third, as entropy is used in pairwise class selection, the data class with a high probability of occurrence has a higher chance to be selected as the initial classifier and to be found in few levels from the root node, and thus the average decision time is low. Finally, there is no information loss in IB-DTree, as no data pruning is used.
3.2.
Information-based and generalization-error estimation decision tree.
The information-based and generalization-error estimation decision tree Algorithm 1. Class-grouping-by-majority.
1: procedure Class-grouping-by-majority (selected classifier h, candidate classes K) 2:
Initialize set of positive classes P = ∅ and set of negative classes N = ∅ 3:
for each class i ∈ K:-4:
Label all data of class i to (+) and (-) separated by initial classifier h 5: for each binary classifier (i vs j); i, j ∈ K; i < j:- if |N | > 1 then Construct Tree (R, N ) else R is the leaf node with answer class N 19: end procedure (IBGE-DTree) is an enhanced version of IB-DTree. In the node-building process, IBGE-DTree selects classifiers using both entropy and generalization error estimation.
The details of IBGE-DTree are described in Algorithm 3. The IBGE-DTree algorithm is different from IB-DTree in lines 12-17. Instead of selecting classifiers based only on the lowest entropy, it also considers the generalization error of the classifiers. First, IBGE-DTree ranks the classifiers in ascending order by the entropy. Then, it trains some classifiers using the class-grouping-by-majority technique and selects the classifier with the lowest generalization error. The positive group (P ) and negative group (N ) for building the child nodes in lines 22-23 are obtained from the classifier with the lowest generalization error in lines 18-19.
Generalization error estimation is the evaluation of a learning model's actual performance on unseen data. For SVMs, a model is trained using the concept of the structure risk minimization principle (Vapnik V.N., 1974) . The performance of an SVM is based on the VC dimension of the model and the quality of fitting training data (or the empirical error). The expected risk R (α) is bounded in accordance with the following equation (Burges, 1998; Bartlett and Shawe-Taylor, 1999) :
where l, R, Δ and m are respectively the number of labeled examples with margin less than Δ, the radius of the smallest sphere that contains all data points, the distance between the hyperplane and the closest points of the training set (margin size), and the number of training data. The first and second terms of (2) define the empirical error and the VC dimension, respectively. The generalization error can be estimated directly using k-fold cross-validation and used to compare the performance of binary classifiers, but it consumes a 710 P. Kantavat et al.
Algorithm 3. Information-based and generalization-error estimation decision tree SVM (IBGE-DTree).
1: procedure IBGE-DTree 2:
Initialize the tree T with root node Root 3:
Initialize the set of candidate output classes S = {1, 2, 3, . . . , N}
4:
Create the all binary classifiers (i vs j); i, j ∈ S 5:
Construct Tree (Root, S) 6: return T 7: end procedure 8: procedure Construct Tree (node D, candidate classes K) 9:
for each binary classifiers (i vs j); i, j ∈ K; i < j:- if |N | > 1 then Construct Tree (R, N ) else R is the leaf node with answer class N 24: end procedure high computational cost. Another method to estimate the generalization error is by using the inequality (2) with appropriate parameter substitution (Songsiri et al., 2015) . Using the latter method, we can compare the relative generalization error on the same datasets and environments. In Section 4, we set the values of c = 0.1 and δ = 0.01 in the experiments.
As IBGE-DTree is an enhanced version of IB-DTree, its benefits are very similar to those of IB-DTree. However, as it combines generalization error estimation with entropy, the selected classifiers are more accurate than those of IB-DTree.
The use of the generalization error to enhance the accuracy of OVO-based methods can also be found in the work of Songsiri et al. (2015) . The focus of the work is to increase the accuracy of the base methods, i.e., DDAG, ADAG, Max-Wins, with the use of more classifiers in some cases. The number of classifiers used by Songsiri et al. (2015) is between N − 1 and N × (N − 1)/2. On the other hand, here our main objective is to reduce the number of classifiers to the rouge between log 2 N and N − 1, which provides more practical use in the case of datasets with a large number of classes.
IBD (Songsiri et al., 2008) also employs entropy and the generalization error to construct tree-based SVMs. IBD shares a similar advantage as our methods, i.e., the use of entropy and the generalization error to select good classifiers for nodes of the tree. However, the process of tree construction in IBD is different from our methods, and IBD has no class-grouping-by-majority mechanism. Therefore, IBD has to duplicate data of some classes which are not perfectly separated into one side, or it may employ a pruning strategy to remove minority examples of a class when the percentage of the number of minority examples is below the threshold (referred to as P in the paper). The duplication then increases the depth of the tree as these classes cannot be immediately removed from the candidate classes. Thus, the depth of the tree and the number of decisions to derive the answer of IBD is larger than those of our proposed methods. In addition, the use of pruning may bring risk of information loss. Another difference between IBD and our methods is that the former has more hyper-parameters, i.e., P and R (the optimal range of generalization performance), than the latter. Thus, IBD needs a more complicated tuning process than required by our methods.
Examples of IB-DTree and IBGE-DTree.
To demonstrate the proposed techniques, we show trees constructed by IB-DTree and IBGE-DTree using training data from Mfeat-Factor and Cardiotocography datasets. Mfeat-Factor is a 10-class dataset with 200 examples in each class. Since every class contains an equal number of examples, a tree of IB-DTree is constructed in a balanced structure, as in Fig. 4 .
For IBGE-DTree of the Mfeat-Factor dataset, as it selects the lowest generalization error among low-entropy classifiers, the obtained tree structure is not balanced, as shown in Fig. 5 . For the performance, IBGE-DTree yields better accuracy than IB-DTree, but it consumes more decision times, as shown in Tables 2 and 6 in Section 4.
Another example, in Fig. 6 , is a tree of IB-DTree constructed using training data from the Cardiotocography dataset. Cardiotocography is a 10-class dataset in which the numbers of examples are 384, 579, 53, 81, 72, 332, 252, 107, 69 and 197, respectively. In the tree construction process, since classes 1, 2, 6, 7 contain more examples than classes 3, 4, 5, 8, 9 and 10, they have a higher chance to be selected for an initial classifier. As shown in Fig. 6, (2 vs 6) is selected at the root node. At the left and right child nodes, (1 vs 2) and (6 vs 7) are selected, respectively. Although the tree structure is imbalanced, it consumes low decision times since data of classes with high probability of occurrence are placed near the root node, as shown in Section 4.
Experiments and results
We performed some experiments to compare the proposed methods, IB-DTree and IBGE-DTree, with the traditional strategies, i.e., OVO, OVA, DDAG, ADAG, BTS-G and c-BTS-G.
We ran the experiments based on 10-fold cross-validation on twenty datasets from the UCI repository (Blake and Merz, 1998) , as shown in Table 1 . For the datasets containing both training and test data, we merged the data into a single set, and then we used 10-fold cross validation to evaluate classification accuracy. We normalized the data to the range [−1, 1]. We used the software package SVMlight, version 6.02 (Joachims, 1999) . The binary classifiers were trained using the RBF kernel. A suitable kernel parameter (γ) and regularization parameter C for each dataset were selected from {0.001, 0.01, 0.1, 1, 10} and {1, 10, 100, 1000}, respectively.
To compare the performance of IB-DTree and IBGE-DTree with the other tree-structure techniques, we also implemented BTS-G and c-BTS-G, which are our enhanced versions of BTS and c-BTS (Fei and Liu, 2006) by applying class-grouping-by-majority to improve efficiency of the original BTS and c-BTS. As a result, BTS-G and c-BTS-G select the pairwise classifiers in the same way as the original versions, but they employ classifiers that are trained using positive and negative groups of classes instead of employing OVO classifiers that are trained using only two classes. Compared with the original version, BTS-G and c-BTS-G contain no duplicated class leaf node. This enhancement is aimed to reduce the decision times as well as the cumulative error in obtaining the answer. For BTS-G, we selected the Fig. 4 . IB-DTree constructed using the Mfeat-Factor dataset.
The underlined numbers are classes that are selected for an initial classifier in each node. classifier for each node randomly 10 times and calculated the average results. For c-BTS-G, we selected the pairwise classifiers in the same way to the original c-BTS. For DDAG and ADAG where the initial order of classes affected the final classification accuracy, we examined all datasets by randomly selecting 50,000 initial orders and calculated the average classification accuracy. For IBGE-DTree, we set n (the number of considering classifiers in line 13 of Algorithm 3) to 20 percent of all possible classifiers. For example, if there are 10 classes to be determined, the number of all possible classifiers will be 45. Thus, the value of n will be 9.
The experimental results are shown in Tables 2-6. Table 2 presents the classification accuracies and Table 3 shows the win-lose-draw between the techniques under comparison. Table 4 shows the Friedman aligned ranks test (Friedman, 1996) and the Hommel procedure (García et al., 2010) to assess the accuracy of our methods compared with the other tree-structure methods. Table 5 shows the Friedman aligned ranks test and the Hommel procedure to assess the error rate of our methods compared with the other non-tree-structure methods. Table 6 shows the average decision times that are used to determine the output class of a test example.
In Table 2 , the bold number indicates the highest accuracy in each dataset. The number in the parentheses shows the ranking of each technique. The highest accuracy is obtained by OVO, followed by ADAG, OVA and DDAG. Among the tree structure techniques, IBGE-DTree yields the highest accuracy, followed by IB-DTree, BTS-G and c-BTS-G. Table 3 shows the pairwise win-lose-draw between the techniques under comparison. The results indicate that OVO outperforms all other techniques. Among the tree structure techniques, IBGE-DTree provides the highest accuracy results. BTS-G and c-BTS-G underperform the other techniques. Table 4 shows rankings and adjusted p-values of the classification accuracies from Table 2 using the Friedman aligned ranks test and the Hommel procedure for the proposed methods (IB-DTree and IBGE-DTree) as control algorithms and the tree-structure methods (BTS-G and c-BTS-G) as traditional algorithms. The empirical results show that the rankings of IB-DTree and IBGE-DTree are better than those of BTS-G and c-BTS-G. The adjusted p-values also indicate that our proposed techniques significantly outperform the comparison techniques, with a significance level less than 0.05. Table 5 shows rankings and adjusted p-values of error rates using the Friedman aligned ranks test and the Hommel procedure to test a significant difference between error rates of our techniques and those of the traditional non-tree-based techniques, i.e., OVO, OVA, DDAG and ADAG. The results show that IB-DTree significantly underperforms the non-tree-based techniques, in terms of accuracy or the error rate, while IBGE-DTree is insignificantly different from OVA, DDAG and ADAG, with a significance level less than 0.05. Table 6 shows the average number of decisions required to determine the output class of a test example. The lower the average number of decisions, the faster the classification speed. IB-DTree and IBGE-DTree are the fastest among the techniques compared, while OVO is the slowest one.
The experiments show that IBGE-DTree is the most efficient technique among the tree-structure methods.
It outputs the answer very fast and provides accuracy comparable to that of OVA, DDAG and ADAG. IBGE-DTree also performs significantly better than BTS-G and c-BTS-G. OVO yields the highest accuracy among the techniques compared. However, it consumes a very high running time for classification, especially when applied to problems with a large number of classes. For example, for the datasets Plant Margin, Plant Shape, and Plant Texture, OVO needs the decision times of 4,950, while IBGE-DTree requires the decision times of only 7.4 to 8.3.
IB-DTree is also a time-efficient technique that yields the lowest average decision times but gives lower classification accuracy than IBGE-Tree. The classification accuracy of IB-DTree is significantly better than that of BTS-G and c-BTS-G, but it significantly underperforms OVO DDAG ADAG BTS-G c-BTS-G IB-DTree IBGE-DTree OVA 7-13-0 11-9-0 10-10-0 17-2-1 17-2-1 14-6-0 15-4-1 OVO -11-8-1 17-2-1 20-0-0 20-0-0 20-0-0 
Conclusions
In this paper, we proposed IB-DTree and IBGE-DTree, techniques that combine entropy and generalization error estimation for classifier selection in tree construction. Using entropy, the class with high a probability of occurrence will be placed near the root node, resulting in reduction of decision times for that class. The lower the number of decision times, the smaller the cumulative error of the prediction because every classifier along the path may produce a wrong prediction. Generalization error estimation is a method for evaluating the effectiveness of the binary classifier. It enables our algorithm to select accurate classifiers for decision tree construction. Class-grouping-by-majority is also a key mechanism to the success of our methods, which is used to construct the tree without duplicated class scattering in the tree. Both IB-DTree and IBGE-DTree classify the answer in the time complexity of O(log 2 N ) in the best case, and no more than O(N ) in the worst one.
We performed experiments comparing our methods with some traditional techniques on twenty datasets from the UCI repository. We can conclude that IBGE-DTree is the most efficient technique that gives the answer very fast, provides accuracy comparable to OVA, DDAG, and ADAG, and yields better accuracy than the other tree-structured techniques. IB-DTree also works fast and provides accuracy comparable to that IBGE-DTree, and could be considered when training time is a crucial factor. 
