We present a method for sequentially estimating time-varying noise parameters. Noise parameters are sequences of time-varying mean vectors representing the noise power in the log-spectral domain. The proposed sequential Monte Carlo method generates a set of particles in compliance with the prior distribution given by clean speech models. The noise parameters in this model evolve according to random walk functions and the model uses extended Kalman filters to update the weight of each particle as a function of observed noisy speech signals, speech model parameters, and the evolved noise parameters in each particle. Finally, the updated noise parameter is obtained by means of minimum mean square error (MMSE) estimation on these particles. For efficient computations, the residual resampling and Metropolis-Hastings smoothing are used. The proposed sequential estimation method is applied to noisy speech recognition and speech enhancement under strongly time-varying noise conditions. In both scenarios, this method outperforms some alternative methods.
INTRODUCTION
A speech processing system may be required to work in conditions where the speech signals are distorted due to background noise. Those distortions can drastically drop the performance of automatic speech recognition (ASR) systems, which usually perform well in quiet environments. Similarly, speech-coding systems spend much of their coding capacity encoding additional noise information.
There have been great interests in developing algorithms that achieve robustness to those distortions. In general, the proposed methods can be grouped into two approaches. One approach is based on front-end processing of speech signals, for example, speech enhancement. Speech enhancement can be done either in time-domain, for example, in [1, 2] , or more widely used, in spectral domain [3, 4, 5, 6, 7] . The objective of speech enhancement is to increase signal-to-noise ratio (SNR) of the processed speech with respect to the observed noisy speech signal.
The second approach is based on statistical models of speech and/or noise. For example, parallel model combination (PMC) [8] adapts speech mean vectors according to the input noise power. In [9] , code-dependent cepstral normalization (CDCN) modifies speech signals based on probabilities from speech models. Since methods in this modelbased approach are devised in a principled way, for example, maximum likelihood estimation [9] , they usually have better performances than methods in the first approach, particularly in applications such as noisy speech recognition [10] .
However, a main shortcoming in some of the methods described above lies in their assumption that the background noise is stationary (noise statistics do not change in a given utterance). Based on this assumption, noise is often estimated from segmented noise-alone slices, for example, by voice-activity detection (VAD) [7] . Such an assumption may not hold in many real applications because the estimated noise may not be pertinent to noise in speech intervals in nonstationary environments.
Recently, methods have been proposed for speech enhancement in nonstationary noise. For example, in [11] , a method based on sequential Monte Carlo method is applied to estimate time-varying autocorrelation coefficients of speech models for speech enhancement. This algorithm is more advanced in its assumption that autocorrelation coefficients of speech models are time varying. In fact, sequential Monte Carlo method is also applied to estimate noise parameters for robust speech recognition in nonstationary noise [12] through a nonlinear model [8] , which was recently found to be effective for speech enhancement [13] as well.
The purpose of this paper is to present a method based on sequential Monte Carlo for estimation of noise parameter (time-varying mean vector of a noise model) with its application to speech enhancement and recognition. The method is based on a nonlinear function that models noise effects on speech [8, 12, 13] . Sequential Monte Carlo method generates particles of parameters (including speech and noise parameters) from a prior speech model that has been trained from a clean speech database. These particles approximate posterior distribution of speech and noise parameter sequences given the observed noisy speech sequence. Minimum mean square error (MMSE) estimation of the noise parameter is obtained from these particles. Once the noise parameter has been estimated, it is used in subtraction-type speech enhancement methods, for example, Wiener filter and perceptual filter, 1 and adaptation of speech mean vectors for speech recognition.
The remainder of the paper is organized as follows. The model specification and estimation objectives for the noise parameters are stated in Section 2. In Section 3, the sequential Monte Carlo method is developed to solve the noise parameter estimation problem. Section 4.3 demonstrates application of this method to speech recognition by modifying speech model parameters. Application to speech enhancement is shown in Section 4.4. Discussions and conclusions are presented in Section 5.
Notation

Sets are denoted as {·, ·}. Vectors and sequences of vectors are denoted by uppercased letters. Time index is in the parenthesis of vectors. For example, a sequence Y (1 : T) = (Y (1) Y (2) · · · Y (T)) consists of vector Y (t) at time t, where its ith element is y i (t). The distribution of the vector Y (t) is p(Y (t)). Superscript T denotes transpose.
The symbol X (or x) is exclusively used for original speech and Y (or y) is used for noisy speech in testing environments. N (or n) is used to denote noise.
By default, observation (or feature) vectors are in logspectral domain. Superscripts lin, l, c denote linear spectral domain, log-spectral domain, and cepstral domain. The symbol * denotes convolution. 1 A model for frequency masking [14, 15] is applied.
PROBLEM DEFINITION
Model definitions
Consider a clean speech signal x(t) at time t that is corrupted by additive background noise n(t). 2 In time domain, the received speech signal y(t) can be written as
Assume that the speech signal x(t) and noise n(t) are uncorrelated. Hence, the power spectrum of the input noisy signal is the summation of the power spectra of clean speech signal and those of the noise. The output at filter bank j can be described by y
− j2πlm/L | 2 , summing the power spectra of the windowed signal v(t) * y(t) with length L at each frequency m with binning weight b(m). v(t) is a window function (usually a Hamming window) and b(m) is a triangle window. 3 Similarly, we denote the filter bank output for clean speech signal x(t) and noise n(t) as x lin j (t) and n lin j (t) for jth filter bank, respectively. They are related as
where j is from 1 to J, and J is the number of filter banks. The filter bank output exhibits a large variance. In order to achieve an accurate statistical model, in some applications, for example, speech recognition, logarithm compression of y lin j (t) is used instead. The corresponding compressed power spectrum is called log-spectral power, which has the following relationship (derived in Appendix A) with noisy signal, clean speech signal, and noise:
The function is plotted in Figure 1 . We observed that this function is convex and continuous. For noise log-spectral power n l j (t) that is much smaller than clean speech logspectral power x l j (t), the function outputs x l j (t). This shows that the function is not "sensitive" to noise log-spectral power that is much smaller than clean speech log-spectral power. 4 We consider the vector for clean speech log-spectral
Suppose that the statistics of the log-spectral power sequence X l (1 : T) can be modeled by a hidden Markov model (HMM) with output density at each state s t (1 ≤ s t ≤ S) represented by mixtures of Gaussian of Gaussian densities in each state. To model the statistics of noise log-spectral power N l (1 : T), we use a single Gaussian density with a time-varying mean vector µ l n (t) and a constant diagonal variance matrix V l n . With the above-defined statistical models, we may plot the dependence among their parameters and observation sequence Y l (1 : t) by a graphical model [17] in Figure 2 . In this figure, the rectangular boxes correspond to discrete state/mixture indexes, and the round circles correspond to continuous-valued vectors. Shaded circles denote observed noisy speech log-spectral power.
The 
Assuming that the variances of X l (t) and N l (t) are very small (as done in [8] ) for each filter bank j, given s t and k t , we may relate the observed signal Y l (t) to speech mean vector µ l stkt (t) and time-varying noise mean vector µ l n (t) with the function
where w stkt (t) is distributed in N (·; 0, Σ l stkt ), representing the possible modeling error and measurement noise in the above equation. Furthermore, to model time-varying noise statistics, we assume that the noise parameter µ l n (t) follows a random walk function; that is,
We collectively denote these parameters {µ
It is clearly seen from (4)- (8) that they have the following prior distribution and likelihood at each time t:
Remark 1. In comparison with the traditional HMM, the new model shown in Figure 2 may provide more robustness to contaminating noise, because it includes explicit modeling of the time-varying noise parameters. However, probabilistic inference in the new model can no longer be done by the efficient Viterbi algorithm [18] .
Estimation objective
The objective of this method is to estimate, up to time t, a sequence of noise parameters µ l n (1 : t) given the observed noisy speech log-spectral sequence Y l (1 : t) and the above defined graphical model, in which speech models are trained from clean speech signals. Formally, µ l n (1 : t) is calculated by the MMSE estimation
where
Based on the graphical model shown in Figure 2 , Bayesian estimation of the time-varying noise parameter µ l n (1 : t) involves construction of a likelihood function of observation sequence Y l (1 : t) given parameter sequence Θ(1 : t) = (θ(1), . . . , θ(t)) and prior probability p(Θ(1 : t)) Due to the Markovian property shown in (9) and (10), the above posterior distribution can be written as
(13) Based on this posterior distribution, MMSE estimation in (11) can be achieved bŷ
Note that there are difficulties in evaluating the MMSE estimation. The first relates to the nonlinear function in (10) , and the second arises from the unseen state sequence s 1:t and mixture sequence k 1:t . These unseen sequences, together with nodes {µ l stkt (t)}, {Y l (t)}, and {µ l n (t)}, form loops in the graphical model. These loops in Figure 2 make exact inferences on posterior probabilities of unseen sequences s 1:t and k 1:t , computationally intractable. In the following section, we devise a sequential Monte Carlo method to tackle these problems.
SEQUENTIAL MONTE CARLO METHOD FOR NOISE PARAMETER ESTIMATION
This section presents a sequential Monte Carlo method for estimating noise parameters from observed noisy signals and pretrained clean speech models. This method applies sequential Bayesian importance sampling (BIS) in order to generate particles of speech and noise parameters from a proposal distribution. These particles are selected according to their weights calculated with a function of their likelihood. It should be noted that the application here is one particular case of a more general sequential BIS method [19, 20] .
Importance sampling
Suppose that there are N particles {Θ (i) (1 : t); i = 1, . . . , N}. Each particle is denoted as
These particles are generated according to p(Θ(1 : t)|Y l (1 : t)). Then, these particles form an empirical distribution of Θ(1 : t), given bȳ
where δ x (·) is the Dirac delta measure concentrated on x.
Using this distribution, an estimate of the parameters of interestsf Θ (1 : t) can be obtained bȳ
where, for example, function f Θ (1 : t) is Θ(1 : t) and f
is used for estimating posterior mean of Θ(1 : t). As the number of particles N goes to infinity, this estimate approaches the true estimate under mild conditions [21] .
It is common to encounter the situation that the posterior distribution p(Θ(1 : t)|Y l (1 : t)) cannot be sampled directly. Alternatively, importance sampling (IS) method [22] implements the empirical estimate in (17) by sampling from an easier distribution q(Θ(1 : t)|Y l (1 : t)), whose support includes that of p(Θ(1 : t)|Y l (1 : t)); that is,
where Θ (i) (1 : t) is sampled from distribution q(Θ(1 : t)|Y l (1 : t)), and each particle (i) has a weight given by
Equation (18) can be written as
where the normalized weight is given asw (i) (1 :
Sequential Bayesian importance sampling
Making use of the Markovian property in (13), we can have the following sequential BIS method to approximate the posterior distribution p(Θ(1 : t)|Y l (1 : t)). Basically, given an estimate of the posterior distribution at the previous time t − 1, the method updates estimate of p(Θ(1 : t)|Y l (1 : t)) by combining a prediction step from a proposal sampling distribution in (24) and (25), and a sampling weight updating step in (26) . Suppose that a sequence of parametersΘ(1 : t − 1) up to the previous time t − 1 is given. By Markovian property in (13) , the posterior distribution of Θ(1 :
We assume that the proposal distribution is in fact given as
Plugging (21) and (22) into (19), we can update weight in a recursive way; that is,
Such a time-recursive evaluation of weights can be further simplified by allowing proposal distribution to be the prior distribution of the parameters. In this paper, the proposal distribution is given as
Consequently, the above weight is updated by
Remark 2. GivenΘ(1 : t − 1), there is an optimal proposal distribution that minimizes variance of the importance weights. This optimal proposal distribution is in fact the pos- [23, 24] .
Rao-Blackwellization and the extended Kalman filter
Note that µ
. By the Rao-Blackwell theorem [25] , the variance of weight in (26) can be reduced by marginalizing out µ l(i) n (t). Therefore, we have
Referring to (9) and (10), we notice that the integrand
) is a state-space model by (7) and (8) . In this state-space model, given s
, and Y l (t) is the observed signal of this model. This integral in (27) can be analytically obtained if we linearize (7) with respect to µ l(i) n (t). The linearized state-space model provides an extended Kalman filter (EKF) (see Appendix B for the detail of EKF), and the integral is p(Y l (t)|s
, which is the predictive likelihood shown in (B.1). An advantage of updating weight by (27) is its simplicity of implementation.
Because the predictive likelihood is obtained from EKF, the weight w (i) (t) may not asymptotically approach the target posterior distribution. One way to achieve asymptotically the target posterior distribution may follow a method called the extended Kalman particle filter in [26] , where the weight is updated by
and the proposal distribution for µ
where Kalman gain G (i) (t), innovation vector α (i) (t − 1), and posterior variance K (i) (t) are respectively given in (B.7), (B.2), and (B.4). However, for the following reasons, we did not apply the stricter extended Kalman particle filter to our problem. First, the scheme in (28) is not Rao-Blackwellized. The variance of sampling weights might be larger than the Rao-Blackwellized method in (27) . Second, although observation function (7) is nonlinear, it is convex and continuous. Therefore, linearization of (7) with respect to µ l n (t) may not affect the mode of the posterior distribution p(µ l n (1 : t)|Y l (1 : t)). By the asymptotic theory (see [25, page 430] ), under the mild condition that the variance of noise N l (t) (parameterized by V l n ) is finite, bias for estimatingμ l n (t) by MMSE estimation via (17) with weight given by (27) may be reduced as the number of particles N grows large. (However, unbiasedness for estimatingμ l n (t) may not be established since there are zero derivatives with respect to the parameter µ l n (t) in (7).) Third, evaluation of (28) is computationally more expensive than (27) , because (28) involves calculation processes on two state-space models. We will show some experiments in Section 4.1 to support the above considerations.
Remark 3. Working in linear spectral domain in (2) for noise estimation does not require EKF. Thus, if the noise parameter in Θ(t) and the observations are both in the linear spectral domain, the corresponding sequential BIS can achieve asymptotically the target posterior distribution (12) . In practice, however, due to the large variance in the linear spectral domain, we may frequently encounter numerical problems that make it difficult to build an accurate statistical model for both clean speech and noise. Compressing linear spectral power into log-spectral domain is commonly used in speech recognition to achieve more accurate models. Furthermore, because the performance by adapting acoustic models (modifying mean and variance of acoustic models) is usually higher than enhanced noisy speech signals for noisy speech recognition [10] , in the context of speech recognition, it is beneficial to devise an algorithm that works in the domain for building acoustic models. In our examples, acoustic models are trained from cepstral or log-spectral features, thus, the parameter estimation algorithm is devised in the log-spectral domain, which is linearly related to the cepstral domain. We will show later that the estimated noise parameterμ l n (t) substitutesμ l n using a log-add method (36) to adapt acoustic model mean vectors. Thus, to avoid inconsistency due to transformations between different domains, the noise parameter may be estimated in log-spectral domain, instead of linear spectral domain.
Avoiding degeneracy by resampling
Since the above particles are discrete approximations of the posterior distribution p(Θ(1 : t)|Y l (1 : t)), in practice, after several steps of sequential BIS, the weights of not all but some particles may become insignificant. This could cause a large variance in the estimate. In addition, it is not necessary to compute particles with insignificant weights. Selection of the particles is thus necessary to reduce the variance and to make efficient use of computational resources.
Many methods for selecting particles have been proposed, including sampling-importance resampling (SIR) [27] , residual resampling [28] , and so forth. We apply residual resampling for its computational simplicity. This method basically avoids degeneracy by discarding those particles with insignificant weights, and in order to keep the number of the particles constant, particles with significant weights are duplicated. The steps are as follows. Firstly, setÑ ( 
, and obtain particles by sampling in a distribution approximated by these new weights. Finally, add the particles to those obtained in the first step. After this residual sampling step, the weight for each particle is 1/N. Besides computational simplicity, residual resampling is known to have smaller variance var
We denote the particles after the selection step as
After the selection step, the discrete nature of the approximation may lead to large bias/variance, of which the extreme case is that all the particles have the same parameters estimated. Therefore, it is necessary to introduce a resampling step to avoid such degeneracy. We apply a MetropolisHastings smoothing [19] step in each particle by sampling a candidate parameter given the currently estimated parameter according to the proposal distribution q(θ (t)|θ (i) (t)). For each particle, a value is calculated as
where g
Within an acceptance possibility min{1, g (i) (t)}, the Markov chain then moves towards the new parameter θ (t); otherwise, it remains at the original parameter.
To simplify calculations, we assume that the proposal distribution q(θ (t)|θ (i) (t)) is symmetric. 5 Note that p(Θ (i) (1 : t)|Y l (1 : t)) is proportional tow (i) (1 : t) up to a scalar factor. With (27) , (B.1), andw (i) (1 : t − 1) = 1/N, we can obtain the acceptance possibility as
Denote the obtained particles hereafter as {Θ (i) (1 : t); i = 1, . . . , N} with equal weights.
Noise parameter estimation via the sequential Monte Carlo method
Following the above considerations, we present the implemented algorithm for noise parameter estimation. Figure 2 . Usually, this transition probability matrix is not symmetric; that is, p(s t |s
t |s t ). Our assumption of symmetric proposal distribution q(θ (t)|θ (i) (t)) is for simplicity in calculating an acceptance possibility.
distributed approximately according to p(Θ(1 : t − 1)|Y l (1 : t − 1)), the sequential Monte Carlo method proceeds as follows at time t.
Algorithm 1.
Bayesian importance sampling step
(2) Extended Kalman prediction. For i = 1, . . . , N, evaluate (B.2)-(B.7) for each particle by EKFs. Predict noise parameter for each particle bŷ 
where the second term in the right-hand side of the equation is the predictive likelihood, given in (B.1), of the EKF. (4) Normalization. For i = 1, . . . , N, the weight of the ith particle is normalized bỹ Noise parameter estimation (1) Noise Parameter Estimation. With the above generated particles at each time t, estimation of the noise parameter µ l n (t) may be acquired by MMSE. Since each particle has the same weight, MMSE estimation ofμ l n (t) can be easily carried out aŝ
The computational complexity of the algorithm at each time t is O(2N) and is roughly equivalent to 2N EKFs. These steps are highly parallel, and if resources permit, can be implemented in a parallel way. Since the sampling is based on BIS, the storage required for the calculation does not change over time. Thus the computation is efficient and fast.
Note that the estimatedμ l n (t) may be biased from the true physical mean vector for log-spectral noise power N l (t), because the function plotted in Figure 1 n (t) may not be the true noise log-spectral power.
Remark 4. The above problem, however, may not hurt a model-based noisy speech recognition system, since it is the modified likelihood in (10) that is used to decode speech signals. 6 But in a speech enhancement system, noisy speech spectrum is directly processed on the estimated noise parameter. Therefore, biased estimation of the noise parameter may hurt performances more apparently than in a speech recognition system.
EXPERIMENTS
We first conducted synthetic experiments in Section 4.1 to compare three types of particle filters presented in Sections 3.2 and 3.3. Then, in the following sections, we present applications of the above noise parameter estimation method 6 The likelihood of the observed signal Y l (t), given speech model parameter and a noise parameter, is the same as long as the noise parameter is much smaller than the speech parameter µ
based on Rao-Blackwellized particle filter (27) . We consider particularly difficult tasks for speech processing, speech enhancement, and noisy speech recognition in nonstationary noisy environments. We show in Section 4.2 that the method can track noise dynamically. In Section 4.3, we show that the method improves system robustness to noise in an ASR system. Finally, we present results on speech enhancement in Section 4.4, where the estimated noise parameter is used in a time-varying linear filter to reduce noise power.
Synthetic experiments
This section 7 presents some experiments 8 to show the validity of Rao-Blackwellized filter applied to the state-space model in (7) and (8) . A sequence of µ l n (1 : t) was generated from (8) , where state-process noise variance V l n was set to 0.75. Speech mean vector µ l stkt (t) in (7) was set to a constant 10. The observation noise variance Σ l stkt was set to 0.00005. Given only the noisy observation Y l (1 : t) for t = 1, . . . , 60, different filters (particle filter by (26) , extended Kalman particle filter by (28) , and Rao-Blackwellized particle filter by (27) ) were used to estimate the underlying state sequence µ l n (1 : t). The number of particles in each type of filter was 200, and all the filters applied residual resampling [28] . The experiments were repeated for 100 times with random reinitialization of µ l n (1) for each run. Table 1 summarizes the mean and variance of the MSE of the state estimates, together with the averaged execution time of each filter. Figure 3 compares the estimates generated from a single run of the different filters. In terms of MSE, the extended Kalman particle filter performed better than the particle filter. However, the execution time of the extended Kalman particle filter was the longest (more than two times longer than that of particle filter (26)). Performance of the Rao-Blackwellized particle filter of (27) is clearly the best in terms of MSE. Notice that its averaged execution time was comparable to that of particle filter.
Estimation of noise parameter
Experiments were performed on the TI-Digits database downsampled to 16 kHz. Five hundred clean speech utterances from 15 speakers and 111 utterances unseen in the training set were used for training and testing, respectively. Figure 3 : Plot of estimates generated by the different filters on the synthetic state estimation experiment versus true state. PF denotes particle filter by (26) . PF-EKF denotes particle filter with EKF proposal sampling by (28) . PF-RB denotes Rao-Blackwellized particle filter by (27) .
Digits and silence were respectively modeled by 10-state and 3-state whole-word HMMs with 4 diagonal Gaussian mixtures in each state. The window size was 25.0 milliseconds with a 10.0 milliseconds shift. Twenty-six filter banks were used in the binning stage; that is, J = 26. Speech feature vectors were Mel-scaled frequency cepstral coefficients (MFCCs), which were generated by transforming log-spectral power spectra vector with discrete Cosine transform (DCT). The baseline system had 98.7% word accuracy for speech recognition under clean conditions. For testing, white noise signal was multiplied by a chirp signal and a rectangular signal in the time domain. The time-varying mean of the noise power as a result changed either continuously, denoted as experiment A, or dramatically, denoted as experiment B. SNR of the noisy speech ranged from 0 dB to 20.4 dB. We plotted the noise power in the 12th filter bank versus frames in Figure 4 , together with the estimated noise power by the sequential method with the number of particles N set to 120 and the environment driving noise variance V l n set to 0.0001. As a comparison, we also plotted in Figure 5 the noise power and its estimate by the method with the same number of particles but larger driving noise variance set to 0.001.
Four seconds of contaminating noise were used to initializeμ l n (0) in the noise estimation method. Initial valueμ
n (0) of each particle was obtained by sampling from N (μ l n (0) + ζ(0), 10.0), where ζ(0) was distributed in U(−1.0, 9.0). To apply the estimation algorithm in Section 3.5, observation vectors were transformed into log-spectral domain. Figures 4 and 5 , we make the following observations. First, the method can track the evolution of the noise power. Second, the larger driving noise variance V l n will make faster convergence but larger estimation error. Third, as discussed in Section 3.5, there was large bias in the region where noise power changed from large to small. Such observation was more explicit in experiment B (noise multiplied with a rectangular signal).
Based on the results in
Noisy speech recognition in time-varying noise
The experiment setup was the same as in the previous experiments in Section 4.2. Features for speech recognition were MFCCs plus their first-and second-order time differentials. Here, we compared three systems. The first was the baseline trained on clean speech without noise compensation (denoted as Baseline). The second was the system with noise compensation, which transformed clean speech acoustic models by mapping clean speech mean vector µ l stkt at each state s t and Gaussian density k t with the function [8] 
whereμ l n was obtained by averaging noise log-spectral in noise-alone segments in the testing set. This system was denoted as stationary noise assumption (SNA). The third system used the method in Section 3.5 to estimate the noise parameterμ l n (t) without training transcript. The estimated noise parameter was plugged intoμ l n in (36) for adapting acoustic mean vector at each time t. This system was denoted according to the number of particles and variance of the environment driving noise V l n .
Results in the simulated nonstationary noise
In terms of recognition performance in the simulated nonstationary noise described in Section 4.2, Table 2 shows that the method can effectively improve system robustness to the time-varying noise. For example, with 60 particles and the environment driving noise variance V l n set to 0.001, the method improved word accuracy from 75.3%, achieved by SNA, to 94.3% in experiment A. The table also shows that the word accuracies can be improved by increasing the number of particles. For example, given driving noise variance V l n set to 0.0001, increasing the number of particles from 60 to 120 could improve word accuracy from 77.1% to 85.8% in experiment B.
Speech recognition in real noise
In this experiment, speech signals were contaminated by highly nonstationary machine gun noise in different SNRs. The number of particles was set to 120, and the environment driving noise variance V l n was set to 0.0001. Recognition performances are shown in Table 3 , together with Baseline and SNA. It is observed that, in all SNR conditions, the method in Section 3.5 further improved system performances in comparison with SNA. For example, in 8.9 dB SNR, the method improved word accuracy from 75.6% by SNA to 83.1%. As a whole, it reduced the word error rate by 39.9% more than SNA. 
Perceptual speech enhancement
Enhanced speechx(t) is obtained by filtering the noisy speech sequence y(t) via a time-varying linear filter h(t); that is,x (t) = h(t) * y(t).
(37)
This process can be studied in the frequency domain as multiplication of the noisy speech power spectrum y lin j (t) by a time-varying linear coefficient at each filter bank; that is,
where h j (t) is the gain at filter bank j at time t. Referring to (2), we can expand it aŝ
We are left with two choices for linear time-varying filters. (1) Wiener filter constructs the coefficient as
wheren lin j (t) is the estimate of noise power spectrum. (2) The criterion for perceptual filter is to construct h j (t) so that the amplitude of the filtered noise power spectra h j (t) · n lin j (t) is below the masking threshold of the denoised speech; that is,
where T j (t) is the masking threshold of the denoised speech signal. The threshold is a function of clean speech spectrum x lin j (t). Since x lin j (t) is not directly observed, the following equation is used instead, which makes the masking threshold a function of the estimated noise power spectran lin j (t):
The perceptual filter exploits the masking properties of the human auditory system, and it has been employed by many researchers (e.g., [14] ) in order to provide improved performance over the Wiener filter in low SNR conditions. Masking occurs because the auditory system is incapable of distinguishing two signals close in time or frequency domain. This is manifested by an evaluation of the minimum threshold of audibility due to a masker signal. Masking has been widely applied to speech and audio coding [15] . We consider frequency masking [15] when a weak signal is made inaudible by a stronger signal occurring simultaneously.
Both Wiener filter and perceptual filter require the estimated noise power spectrumn lin j (t). Under the assumption of stationary noise, the noise power spectrum can be estimated from noise-alone segments provided by explicit VAD, for example, speech enhancement scheme in [7] . However, in real applications, we encounter time-varying noise, which may change its statistics during speech utterances.
The objective of this section is to test the above devised method in Section 3.5 for speech enhancement in timevarying noise. The estimatedμ l n (t) is converted to linear spectral domainμ lin n (t) by exponential operation. Corresponding jth element inμ lin n (t) substitutesn lin j (t) in (40) and (42), respectively, to construct Wiener filter and perceptual filter. Therefore, the proposed speech enhancement algorithm is a combination of sequential noise parameter estimation by sequential Monte Carlo method and speech enhancement method with time-varying linear filtering. Diagram of the algorithm is shown in Figure 6 . At each frame t, the algorithm carries out the noise parameter estimation in the log-spectral domain and perceptual enhancement of noisy speech in the time domain. Noise parameter estimation in the module "Noise parameter estimation" works in the log-spectral domain of input speech signals. Estimation of noise parameter is given by Algorithm 1. With the estimated noise parameter at the current frame, the module "wiener filter" outputs the enhanced speech spectrum in linear spectral domain, and the enhanced speech spectrum is used in "masking threshold calculation." Perceptual filter based on masking threshold and the estimated noise parameter is constructed in the module "perceptual filter." With the timevarying perceptual filter constructed, input noisy speech signal is filtered in time domain in the module "filtering" to obtain perceptually enhanced signalx(t). A detailed description of this algorithm is provided in the following sections. Figure 6 : Diagram of the proposed speech enhancement method. Noisy signal y(t) is converted into linear spectral amplitude in "windowing + FFT." Noise parameter is sequentially estimated in "noise parameter estimation." The estimated noise parameter is converted back into linear spectral domain and is fed into "Wiener filter" to obtain enhanced linear power spectrum. The enhanced spectrum is inputted to "masking threshold calculation," and the obtained masking threshold is used in perceptual filter with the estimated noise parameter in linear spectral domain. Module "perceptual filter" outputs filter coefficients for speech enhancement in "filtering," which outputs the enhanced signalx(t).
Masking threshold calculation
The masking threshold T j (t) is obtained through modeling the frequency selectivity of the human ear and its masking property. This paper applies a computational model of masking by Johnston [15] . (3) Relative threshold calculation based on tone-like or noise-like determination. The tone-like or noise-like is determined by spectral flatness measure (SFM), which is calculated by measuring the decibel (dB) of the ratio of the geometric mean of the power spectrum to the arithmetic mean of the power spectrum.
(4) Masking threshold calculation. The relative threshold is subtracted from the spread critical band spectrum to yield the spread threshold estimate.
(5) Renormalization and including absolute threshold information [15] .
(6) Converting the masking threshold from Bark frequency to linear frequency domain. The masking threshold in linear spectral domain T j (t) is obtained as a result. An example of masking threshold in linear spectral domain for a given input spectrum is plotted in Figure 8 . The sampling frequency is 8 kHz. Therefore, the total number of critical bands is B = 18. In the method presented above, the masking threshold is calculated from the clean speech signal.
Wiener filter and perceptual filter
We apply the method in Section 3.5 for time-varying noise parameter estimation. The jth element inμ l n (t) is converted to linear spectral domain by exponential operation and then substitutesn 
Experimental results
Experiments were performed on Aurora 2 database. Speech models were trained on 8840 clean speech utterances. The model was an HMM with 18 states and 8 Gaussian mixtures in each state. Noise model was a single Gaussian density with time-varying mean vector. Window size was 25.0 milliseconds with a 10.0 milliseconds shift. J was set to 65.
We compared three systems. The first system, denoted as Baseline, was a speech enhancement system based on ETSI proposal [7] , in which a VAD is used for decision of speech/nonspeech segments. Noise parameters were estimated from segmented noise-alone frames. The second system, denoted as Known, differs from the first system in that the Wiener filter was designed with noise parameters estimated by the proposed method. The third system, denoted as Perceptual, was a perceptual filter with noise parameter estimated by the proposed method.
VAD was initialized during the first three frames in each utterance. Driving variance V l n in (9) was set to 0.0003. Number of particles (N in (35)) was set to 800.
Noise signals were (1) simulated nonstationary noise, generated by multiplying white noise with a time-varying continuous factor in time domain, (2) Babble noise, and (3) Restaurant noise.
Performance evaluation
Spectrogram
An example of the original clean speech signals, noisy signals in the simulated nonstationary noise, and enhanced signals are shown in Figure 9 . The contrast is more evident by viewing their corresponding spectrogram in Figure 10 . It is observed that the noise power appeared after 0.4 seconds, which was almost at the time when the speech segments occurred. Figure 10c shows that Baseline cannot handle this nonstationarity of the noise, and the enhanced signal by the system still contains much noise power in the speech segments. On the contrary, with the proposed method, the enhanced signal by Known has reduced the noise power in speech segments (shown in Figure 10d ). Perceptual reduces noise in the enhanced signal to a greater extent than the other two systems (shown in Figure 10e ). An example in Babble noise is shown in Figure 11 , and the corresponding spectrogram is shown in Figure 12 . However, the nonstationary noise was not perfectly removed in the final part of the sequence in Figure 10 . This was in part due to inefficiency in the proposal distribution. Note that the speech states and mixtures were sampled according to the proposal distribution in (25) . Thus, at the end of an utterance, the proposed speech states might not yet reach the states of silence. As a result, the speech parameterμ
might still mask (be larger than) the noise parameterμ l n (t). In this situation, the noise parameter may not have been updated (remained small if previously estimated noise parameter was smaller than speech parametersμ
) because the Kalman gain in EKF was (approaching) zero. Therefore, noise in the final part of the sequence cannot be perfectly removed in some utterances.
Another direction in which the method needs to be improved is obvious in Figure 12 . In this figure, high-frequency components are attenuated more than necessary. Since the Mel scale and Bark scale are wider in higher-frequency components than those in the lower-frequency components, noise parameters may not be accurately estimated due to frequency uncertainty between linear frequency and Mel scale (or Bark scale). Constructing speech enhancement algorithms that work directly in linear spectral domain (not Bark-scaled log-spectral domain in this work) may achieve higher frequency resolution and hence better enhancement results.
SNR improvement
The amount of noise reduction is generally measured with the segmental SNR (SegSNR) improvement-the difference between input and output SegSNR: 44) where B represents the number of frames in the signal. D is the number of observation samples per frame, and it is set to 256. Figure 13 shows the SegSNR improvement obtained from various noise types and at various noise levels. We can see that the system Known with the sequential Monte Carlo method has improved SegSNR over system Baseline. Figure 13 also shows that both systems Known and Perceptual benefit from the sequential Monte Carlo method. Furthermore, Perceptual shows much greater improvement than Known, which implies that it is effective to employ human auditory properties for speech enhancement. 9 
CONCLUSIONS AND DISCUSSIONS
We have presented a sequential Monte Carlo method for a Bayesian estimation of time-varying noise parameters. This method is derived from the general sequential Monte Carlo method for time-varying parameter estimation, but with particular considerations on time-varying noise parameter estimation. The estimated noise parameters are used in a Wiener filter and a perceptual filter for speech enhancement in nonstationary noisy environments. We also demonstrate that, with the estimated noise parameters, a sequential modification of the time-varying mean vector of speech models can improve speech recognition performance in nonstationary noise. The results show that it is a promising approach to handle speech signal processing in nonstationary noise scenarios. The sequential Monte Carlo method in this paper is successfully applied to two seemingly different areas in speech processing, speech enhancement, and speech recognition. This is possible because the graphical model shown in Figure 2 is applicable to the above two areas. The graphical model incorporates two hidden state sequences: one is the speech state sequence for modeling transition of speech units, and the other is a continuous-valued state sequence for modeling noise statistics. With the sequential Monte Carlo method, noise parameter estimation can be conducted via sampling the speech state sequences and updating continuous-valued noise states with 2N EKFs at each time. The highly parallel scheme of the method allows an efficient parallel implementation.
We are currently considering the following steps for improved performance: (1) making use of more efficient proposal distribution, for example, auxiliary sampling [29] , (2) accurate training of speech models, and (3) design of algorithms working directly in linear spectral domain for speech enhancement. Improvements may be achieved if explicit speech modeling, for example, autocorrelation modeling of speech signals [11] , pitch model [30] , and so forth, can be incorporated in the framework. Because there is nonlinear function involved, we also believe that incorporating smoothing techniques recently proposed for nonlinear time series [31] may achieve improved performances.
