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Site-Specific Risk Factors for Ray Blight in Tasmanian Pyrethrum Fields
Abstract
Ray blight of pyrethrum (Tanacetum cinerariifolium), caused by Phoma ligulicola var. inoxydablis, can cause
defoliation and reductions of crop growth and pyrethrin yield. Logistic regression was used to model
relationships among edaphic factors and interpolated weather variables associated with severe disease
outbreaks (i.e., defoliation severity ≥40%). A model for September defoliation severity included a variable for
the product of number of days with rain of at least 0.1 mm and a moving average of maximum temperatures in
the last 14 days, which correctly classified (accuracy) the disease severity class for 64.8% of data sets. The
percentage of data sets where disease severity was correctly classified as at least 40% defoliation severity
(sensitivity) or below 40% defoliation severity (specificity) were 55.8 and 71%, respectively. A model for
October defoliation severity included the number of days with at least 1 mm of rain in the past 14 days, stem
height in September, and the product of the number of days with at least 10 mm of rain in the last 30 days and
September defoliation severity. Accuracy, sensitivity, and specificity were 72.6, 73.6, and 71.4%, respectively.
Youden's index identified predictive thresholds of 0.25 and 0.57 for the September and October models,
respectively. When economic considerations of the costs of false positive and false negative decisions and
disease prevalence were integrated into receiver operating characteristic (ROC) curves for the October
model, the optimal predictive threshold to minimize average management costs was 0 for values of disease
prevalence greater than 0.2 due to the high cost of false negative predictions. ROC curve analysis indicated
that management of the disease should be routine when disease prevalence is greater than 0.2. The models
developed in this research are the first steps toward identifying and weighting site and weather disease risk
variables to develop a decision-support aid for the management of ray blight of pyrethrum.
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Pyrethrum (Tanacetum cinerariifolium) 
is a perennial plant in the family As-
teraceae that is cultivated for the produc-
tion of six closely related esters called 
pyrethrins, which possess insecticidal 
properties (7,10,48). Pyrethrum is an inte-
gral component of the cropping system 
rotation used in the northwest coast of 
Tasmania, contributing approximately 30% 
of the world’s supply of pyrethrins. The 
crop is planted by seed from July to Sep-
tember, and harvests are conducted annu-
ally for the duration of the crop (typically 
4 to 5 years) (34). 
In the absence of fungicide applications 
in spring, ray blight, a fungal disease caused 
by Phoma ligulicola var. inoxydablis, can 
reduce plant growth and pyrethrin yield in 
Tasmania (31,34,36,40). Ray blight was first 
observed causing minor losses on pyre-
thrum flowers in Tasmania in 1995 (41). 
Since 1999, considerable losses have been 
reported in Tasmania from foliar dieback on 
developing stems in early spring caused by 
a severe form of ray blight (33,37). A dis-
ease causing similar symptoms, also known 
as “ray blight,” occurs on garden chrysan-
themum (Chrysanthemum morifolium) 
(2,3,4,11). Disease on both hosts causes 
necrotic lesions on leaves that lead to defo-
liation, less branching and stunting of stems, 
and necrotic lesions resulting in girdling, 
necrotic stem tips, and twisted, distorted, 
and stunted stems that fail to elongate 
(4,37,40). Together, these symptoms cause a 
reduction in green leaf area, thereby reduc-
ing radiation interception which reduces 
yield potential. In severe outbreaks or if 
management strategies are not applied, plant 
death and the early termination of the crop 
(31,32,37,38,40). 
Current management tactics for ray 
blight in pyrethrum rely on the use of at 
least two to three applications of fungi-
cides, the first of which is applied when 
stems emerge from semi-dormancy in 
early spring (generally July to August) 
(38,40). Fungicides included in the current 
management recommendations are from 
the strobilurin, carboxamide, and demethy-
lation inhibitor groups. Rapid directional 
selection toward fungicide resistance has 
been reported for strobilurin (5,12,16,19) 
and carboxamide fungicides in other 
pathosystems (1,20,21,42). These fungi-
cides are considered medium-to-high risk 
for the selection of resistant strains by the 
Fungicide Resistance Action Committee. 
Moreover, reduced sensitivity to difeno-
conazole (a demethylation inhibitor fungi-
cide) by isolates of P. ligulicola var. 
inoxydablis has been reported in Tasma-
nian pyrethrum fields (18). 
In the absence of cost-effective alterna-
tives to fungicide-based disease manage-
ment programs, current recommendations 
for ray blight disease management include 
the application of fungicides to all pyre-
thrum fields because disease risk factors 
for ray blight are poorly understood, and 
both growers and the pyrethrum industry 
are risk averse. This is likely to result in 
the unnecessary application of fungicides, 
especially when the risk of economic in-
jury is low. In a preliminary study, land-
scape aspect and elevation were both 
shown to have a significant effect on the 
risk of severe ray blight epidemics in the 
spring in Tasmania (33). Disease intensity 
in pyrethrum fields on north-facing slopes 
was significantly less than that on south-
facing slopes. Similarly, the intensity of 
ray blight was lower in fields on the crests 
of hills than in fields in the valleys. Dis-
ease intensity of epidemics has also been 
correlated with the number of consecutive 
days with at least 0.1 mm of rain during 
early spring (37). 
Quantitative estimates of the associa-
tions of environmental and site-risk factors 
with the intensity of ray blight epidemics 
remain poorly understood. Elucidating 
associations could further aid in avoiding 
high disease risk situations and provide the 
basis to make cost-effective disease man-
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agement decisions, such as the need for a 
late-spring (i.e., a third) fungicide applica-
tion. Therefore, the objectives of this re-
search were to quantify the associations of 
site-specific environmental and site-risk 
factors with the disease intensity of ray 
blight, and to develop quantitative models 
to predict the occurrence of economically 
damaging levels of this disease. 
MATERIALS AND METHODS 
Data collection. One hundred five pyre-
thrum fields (46 in 2003, 51 in 2004, and 8 
in 2005) were arbitrarily selected from all 
pyrethrum production districts in Tasmania 
(Devonport, Central Coast, and Wynyard). 
A description of the field sites in 2003 and 
2004 has been presented elsewhere (31). 
Fifteen of the fields included in the study 
in 2003 were also monitored in 2004. 
Fields included in the study were con-
tained within a 150-km range across the 
northwest coast of Tasmania between the 
eastern boundary of UTM coordinate 55G 
462899 5435784 and western boundary 
coordinate 380146 5466162, and no fur-
ther than 30 km inland from the coast. At 
each field, latitude, longitude, and eleva-
tion were recorded using a hand-held 
global positioning system (GPS 72; Gar-
min International Inc., Olathe, KS). Within 
each field, one plot (10 m long × 24 m 
wide) was established that did not receive 
any fungicides for the management of ray 
blight in spring. The remainder of the field 
received the industry recommended fungi-
cide program (38). Fungicides were ap-
plied using standard tractor-mounted spray 
equipment at 300 liters/ha at a pressure of 
approximately 200 kPa. 
The methodology used to assess disease 
intensity in fields sampled in 2003 and 
2004 has been reported (31,32), and this 
protocol was also followed in 2005. In the 
current study, disease intensity assess-
ments were made during 12 to 16 Septem-
ber 2003, 7 to 12 October 2003, 8 to 12 
September 2004, 6 to 11 October 2004, 5 
to 6 September 2005, and 3 to 5 October 
2005. Briefly, for each assessment, 20 
flowering stems were systematically se-
lected from each of three linear transects 
covering the entire width of each 
nontreated plot (60 stems per plot in total). 
Flowering stems were destructively sam-
pled by cutting stems at the soil-line, and 
defoliation severity, defined as the length 
at which leaves were either completely 
necrotic or abscised divided by the total 
stem length (expressed as a percentage of 
total stem length) (32), was assessed on 
each stem in the laboratory within 48 h of 
collection. Disease data were summarized 
for each site as mean defoliation severity 
per sampling unit. 
Yield losses in pyrethrum caused by ray 
blight occur primarily through the loss of 
healthy flowers (35,36,38,40). Previous 
research using Tobit regression identified a 
threshold for defoliation severity beyond 
which the incidence of flowers with ray 
blight increases linearly to 38.2% (±1.12). 
For this study, a classification criterion of 
40% defoliation severity was defined as 
the minimal amount of disease to classify 
pyrethrum fields as having economically 
damaging levels of ray blight. This value 
was assigned based on practical considera-
tions that a pyrethrum grower would be 
more likely to identify and classify fields 
using a 40% defoliation severity than the 
38.2%. Fields with defoliation severity 
below 40% were assigned a value of zero 
and those greater than or equal to the 40% 
defoliation severity were assigned a value 
of one to generate a binary response vari-
able for use in subsequent statistical analy-
ses (31). 
For each pyrethrum field, site-specific 
agronomic variables were obtained by the 
pyrethrum industry from the growers and 
are summarized in Table 1. Testing of seed 
to quantify the incidence of seed infection 
by P. ligulicola var. inoxydablis was con-
ducted using methodology described by 
Pethybridge et al. (39). Using global posi-
tioning systems and geographic informa-
tion systems software, the centroids of 
each pyrethrum field were used to obtain 
interpolated site-specific daily weather 
variables (temperature and rainfall) from 
the Queensland Department of Natural 
Resources and Mines Data Drill algorithm 
(17). The precision of interpolated tem-
perature and rainfall data was 0.5°C and 1 
mm, respectively, at a spatial resolution of 
approximately 5 km2
 (15,17,44). To quan-
tify errors with the interpolated weather 
data, Pearson’s correlation coefficient, 
mean error, and absolute mean error were 
calculated for the interpolated temperature 
and rainfall compared with meteorological 
information measured on-site for each of 
12 locations across all production districts 
between 1 September and 31 October in 
2003 and 2004 (Genstat 10, Version 1; 
Adept Scientific Inc., Bethesda, MD). On-
site meteorological information was col-
lected using a Watchdog 450 data logger 
(Spectrum Technologies Inc., Plainfield, 
IL) fitted with internal air temperature 
(±0.7°C), relative humidity (±3%), and 
rainfall (±4 mm) gauge. The data logger 
was placed in a solar radiation shield lo-
cated 30 cm above soil level, which was 
approximately 5 to 10 cm above the pyre-
thrum canopy. Data were recorded at 30-
min intervals. 
Data analyses. Correlations between 
each of the individual continuous variables 
with measurements of defoliation severity 
were tested by Spearman’s rank correlation 
coefficients tests (8) using the CORR pro-
cedure in SAS version 9.1 (SAS Institute, 
Inc., Cary, NC). Kolmogorov-Smirnov 
two-sample test statistics were also calcu-
lated to compare the distribution of predic-
tor variables between the defoliation sever-
ity groups using the NPAR1WAY pro-
cedure in SAS version 9.1 (SAS). Monte 
Carlo estimation was used to derive exact 
P values for the Kolmogorov-Smirnov test. 
Logistic regression was used to identify 
and quantify site-specific risk factors and 
develop predictive models for disease se-
verity exceeding the Tobit regression defo-
liation severity level of 40%. All 105 fields 
(data sets) were used for model develop-
ment using data collected in September 
and October. These time periods were 
chosen because September is a period of 
rapid increase in disease severity (37) and 
coincides with the beginning of the spring 
fungicide program for ray blight manage-
ment. October defoliation severity was 
chosen for model development because at 
this time growers may decide whether or 
not a third fungicide application is needed 
or cost-effective. 
Logistic regression analyses were con-
ducted using the LOGISTIC procedure in 
SAS. Candidate models were selected 
using stepwise, forward, and reverse vari-
able selection methods (30). Model fit was 
evaluated by Akaike’s Information Crite-
rion (AIC) and the Hosmer and Lemeshow 
goodness of fit test. Model predictive abil-
ity was evaluated by correlation indices 
Table 1. Predictor variables assessed for their potential to predict the seasonal and site-specific disease 
risk factors for pyrethrum fields with defoliation severities ≥40% caused by ray blight in Tasmania, 
Australia 
Predictor variable (type) Description 
Elevation (continuous) Meters above sea level 
Age (categorical) Harvest year (1 to 3) 
Cultivar (categorical) Five cultivars (A to E) 
Aspect (categorical) Field aspect (north, south, east, or west) 
Herbicide (binary) Application of metosulam, oxyflurofen,  
or sethoxydim (1 = application) 
Seed (continuous) Percent seed used to establish field infected  
with P. ligulicola var. inoxydablis  
Stem (continuous) Mean height of flowering stems  
Summaries of interpolated meteorological information  
Total rainfall (>0.1 mm), TRx Summarized over the last 10, 14, and 30 days  
Consecutive days with rainfall (>0.1 mm), CRx  from the assessment of defoliation severity in 
Number of days with rainfall (>y mm), NRyx  
(y = 0.1, 1, 2, 3, 4, 5, 10, and 25)  
each field (x = 10, 14, and 30) 
Daily average maximum (Tmaxx), minimum 
(Tminx), and average temperature (Tavx) 
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such as Somers’ D rank correlation (43), 
Gamma, and the number of concordant 
and discordant pairs. Models with the least 
number of independent predictor variables 
were preferred to avoid model over-
specification. Final models were selected 
based on percent correct classification, 
AIC, the number of variables, and biologi-
cal considerations. 
Accuracy, sensitivity, and specificity 
(24) were calculated for the models. Accu-
racy was defined as the percentage of data 
sets classified correctly. Sensitivity was 
defined as the percentage of data sets 
where defoliation severity was greater than 
or equal to 40% (cases) that were classi-
fied correctly. Specificity was defined as 
the percentage of data sets where defolia-
tion did not exceed 40% (controls) that 
were classified correctly. 
Receiver operating characteristic (ROC) 
curve analysis. ROC curve analysis is a 
statistical procedure used to identify and 
evaluate predictors (23,24), and can aid in 
selecting appropriate thresholds for opera-
tional use of a predictor (45,46). In this 
study, ROC curve analysis was used to 
compare the logistic regression models and 
identify optimal predictor thresholds, de-
fined as Dthresh, to minimize average man-
agement costs to growers. ROC curves 
were generated for each predictive model 
by plotting sensitivity (also referred to as 
the “true positive proportion”, TPP) versus 
1 – specificity (referred to as the “false 
positive proportion”, FPP) and allowing 
the threshold to vary over the range of its 
possible values (14,29). For a logistic re-
gression model, a threshold refers to a 
predicted probability of group member-
ship, which corresponds to a point on an 
ROC curve representing a value of TPP 
and FPP. One can succinctly express the 
ROC curve as TPP = ƒ(FPP), where ƒ(·) is 
an arbitrary function. The area under the 
ROC curve (AUROC curve) and its stan-
dard error were calculated for each curve 
according to the methods of Hanley and 
McNeil (13) using MedCalc (MedCalc 
Software, Mariakerke, Belgium). The AU-
ROC is an overall measure of predictive 
ability and can assume values between 0 
and 1, and for a perfect predictor equals 1 
(9). A more detailed account of the proce-
dures can be found in Turechek et al. (45) 
and Madden (23). 
Youden’s index, J, was used to identify 
the threshold on the ROC curve that was 
furthest to the diagonal line representing 
a noninformative predictor. The index is 
calculated by J = sensitivity + specificity 
– 1 (24), and the threshold giving the 
highest value of J was considered the 
optimal threshold. A limitation of 
Youden’s index is that it weights model 
sensitivity and specificity as equally im-
portant. Sensitivity and specificity, how-
ever, are not of equal importance to a 
grower (economically speaking) for the 
management of ray blight. 
Hughes and Madden (14) described a 
cost function where its first derivate, 
(FPP)f ′ , is used to identify the point on an 
ROC curve where average management 
costs are minimized for a given disease 
prevalence. Using the notation of Hughes 
and Madden (14), 
⎟⎠
⎞⎜⎝
⎛
+
+−⋅⎟⎠
⎞⎜⎝
⎛
−
−=′ )(
)(1
CC
CC)FPP(
TPFN
TNFP
DP
DPf  (1) 
where CFP, CTN, CFN, and CTP are the costs 
associated with a false positive, true nega-
tive, false negative, and true positive deci-
sion, respectively, and P(D+) is the preva-
lence or prior probability of disease 
exceeding a threshold value. The expres-
sion (CFP – CTN)/(CFN – CTP) is referred to 
as the cost ratio, and provides a quantita-
tive estimate of the relative costs of false 
positive and false negative predictions 
(23), and the term (1 – P(D+))/P(D+) is 
the inverse odds ratio of the prevalence of 
disease and provides a measure of disease 
pressure. 
For ray blight, the economic cost of an 
incorrect management decision due to a 
false negative (yield lost from failing to 
apply a third fungicide application when 
needed) is 34.7 times greater than the cost 
of a false positive (i.e., the cost of applying 
a third application of difenoconazole and 
chlorothalonil when not required) (S. J. 
Pethybridge, unpublished data). Actual 
values associated with the cost of false 
negatives and false positives are not pre-
sented for proprietary purposes. Assuming 
that the costs of true positive decisions and 
true negative decisions are 0, the current 
cost ratio for ray blight is 0.029 (i.e., 
1/34.7). An estimate of P(D+) was calcu-
lated directly from the data by determining 
the proportion of fields where the defolia-
tion severity in October exceeded 40% 
(i.e., 56 out of 105 fields). However, this 
estimate of P(D+) may not represent the 
true prevalence of defoliation severity 
exceeding 40% in October in growers 
fields since it was calculated from research 
plots where fungicide applications were 
not made earlier in the season. Moreover, 
P(D+) is unlikely to be constant, and may 
vary annually due to weather factors, in-
tensity of disease management earlier in 
the season, or other production practices. 
Therefore, a range of values of P(D+) was 
considered in calculations to determine 
optimal action thresholds as a function of 
P(D+). 
Average management costs are mini-
mized at the point on the ROC curve (22) 
with slope (FPP)f ′ (49). Methodology for 
identifying this point has been described 
fully in Hughes and Madden (14) and 
Madden (23), and is not presented in detail 
here. Briefly, the empirical ROC curves 
were expressed in a functional (paramet-
ric) form using the equation of Lloyd (22). 
Shape parameters of the parametric ROC 
curves, defined as Δ and µ, were estimated 
by nonlinear regression in SAS following 
equation 4 of Turechek and Wilcox (46). 
TPP and FPP were estimated algebraically 
from the ROC curve (TPP = ƒ(FPP)) corre-
sponding to the (FPP)f ′  point, as de-
scribed previously (23). From TPP and 
FPP, the corresponding optimal economic 
“cut-point” was determined. A cut-point is 
a point on an ROC curve used to dichoto-
mize predictions of a continuous variable 
into categories, in this case model predic-
tions of whether a field will or will not 
have a severe epidemic of ray blight. 
Evaluating a predictor based on pos-
terior probabilities. Sensitivity and speci-
ficity are useful statistics in the develop-
ment and evaluation of a predictor, but 
their interpretation is ultimately linked to 
the a priori knowledge of the true status of 
the data (i.e., whether one is confronted 
with a case or a control), which is rarely 
known in practice. What is of most interest 
are the posterior probabilities of disease 
exceeding a management threshold given 
that the prediction of disease has or has not 
exceeded a predictive threshold (47). An 
intuitive expression of posterior odds of an 
event can be defined with an alternative 
formulation of Bayes’ theorem (23). The 
odds of disease exceeding Dthresh given  
a positive prediction is expressed: 
odds(D+|T+) = odds(D+) × LR(+), where 
odds(D+) = P(D+)/(1 – P(D+)) and LR(+) 
= TPP/FPP = sensitivity/(1 – specificity) is 
the likelihood ratio of a positive prediction. 
Similarly, the odds of disease exceeding 
Dthresh given a negative prediction is: 
odds(D+|T–) = odds(D+) × LR(–), where 
LR(–) = FNP/TNP = (1 – sensitiv-
ity)/specificity is the likelihood ratio of a 
negative prediction. If LR(+) > 1, the odds 
of disease exceeding Dthresh subsequent to a 
positive prediction is greater than the odds 
prior to the prediction. Similarly, if LR(–) 
< 1, the odds of disease exceeding Dthresh 
subsequent to a negative prediction is less 
than the odds prior to the prediction. Thus, 
the best predictors are those in which 
LR(+) > 1 and LR(–) < 1 are met simulta-
neously. For any select cut-point of the 
predictor, the likelihood ratios can be 
shown graphically on the ROC plot (6). 
Specifically, the slope of the line extending 
from the origin to the cut-point is LR(+). 
The line with steepest slope has the highest 
LR(+). The line extending from the cut-
point to the point (1,1) is LR(–). The line 
with the shallower slope has the highest 
LR(–). For each predictor, the positive and 
negative likelihood ratios were calculated 
for the cut-points identified by Youden’s 
index and for the cut-points that minimized 
average management costs. 
The odds statement also can be rear-
ranged to express posterior probabilities 
using the relation P(D|x) = odds(D|x)/
[odds(D|x) + 1]. The probability P(D+|T+), 
where T+ indicates a positive prediction by 
the model, is known as the positive predic-
tive value (PPV). Similarly, the probability 
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P(D–|T–) is known as the negative predic-
tive value (NPV). PPV and NPV were 
calculated for the optimal threshold of the 
predictor identified by minimizing equa-
tion 1 over a range of values of P(D+). 
RESULTS 
Relationships between interpolated 
and on-site daily temperature and rain-
fall information. Positive correlations 
between interpolated and on-site weather 
variables were found (P < 0.001) over the 
12 locations and 2 years of meteorological 
information in September and October, 
with mean Pearson correlation coefficients 
(r) of 0.85 and 0.51 for daily average tem-
perature and rainfall, respectively (Table 
2). Mean error and mean absolute error for 
daily mean temperature were –0.17°C 
(range –4.26 to 3.91) and 0.96°C (range 0 
to 3.91), respectively, where a positive 
value indicates the measured temperature 
was greater than the interpolated tempera-
ture. For rain, mean error and mean abso-
lute error between the measured and inter-
polated data were 0.49 mm (range –23.7 to 
53.1) and 1.79 mm (range 0 to 53.1), re-
spectively (Table 2). Although the range of 
errors for rain was large on some individ-
ual days, daily mean errors and mean abso-
lute errors were relatively small. Interpo-
lated weather data were, therefore, used as 
the primary source of meteorological data 
for this study, considering the logistical 
difficulties in attempting to maintain and 
download data loggers to obtain on-site 
weather data for all 105 fields. 
Logistic regression analysis. Over the 
3 years of this study, 43 pyrethrum fields 
had defoliation severity values that met or 
exceeded 40% in September. In October, 
56 of the 105 pyrethrum fields had defolia-
tion severity values above 40%. Fields 
with defoliation severity above 40% oc-
curred in both months across all produc-
tion districts. Strong positive correlations 
were detected among some continuous 
predictor variables indicating multicollin-
earity (Table 3). In these cases, only one of 
the predictor variables that were found to 
be collinear were included in the final 
models selected based on assessments of 
model accuracy, sensitivity, specificity, and 
AIC. Using the Kolmogorov-Smirnov two-
sample test, the distributions of all final 
predictor variables in both September and 
October models, with the exception of 
stem height in September, were found to 
be significantly different from the explana-
tory defoliation severity categories (Figs. 1 
and 2). The latter predictor variable (stem 
Table 2. Mean deviation and correlation of measured daily mean temperature and rain and interpolated daily mean temperature and rain estimated by the 
Data Drill algorithm (17) 
 Daily sum rain (mm) Daily mean temperature (C) 
n (days) Mean ΔRaina Range Mean |ΔRain|a Range rb Mean ΔTa Range Mean |ΔT|a Range rb 
721 0.49 –23.7 to 53.1 1.79 0 to 53.1 0.51 –0.17 –4.26 to 3.91 0.96 0 to 3.91 0.85 
a ΔRain and ΔT are the mean deviation in daily sum of rain and mean temperature, respectively, between measured and interpolated weather elements. Mean
absolute errors in daily sum of rain and mean temperature are represented by |ΔRain| and |ΔT|, respectively. 
b r is the correlation coefficient to quantify the strength of the association between interpolated and measured daily rainfall and mean temperature (P < 
0.001). 
Table 3. Multicollinearity measured by Spearman’s rank (ρ) correlation coefficients between continuous predictor variables used in September and October 
logistic regression models for ray blight of pyrethrum 
 Predictor variablea,b 
 
 
DefolOct 
NR1,14
 
(September) 
 
StemSept 
 
DefolSept
 
NR10,30 
 
(October)
 
NR0.1,14 
 
(September) 
NR1,14
 
       
(September) –0.31 (0.001) … … … … … 
StemSept –0.024 (0.817) 0.319 (0.001) … … … … 
DefolSept 0.219 (0.032) –0.271 (0.008) –0.044 (0.669) … … … 
NR10,30       
(October) –0.024 (0.806) 0.383 (<0.001) –0.127 (0.22) –0.268 (0.008) … … 
NR0.1,14       
(September) –0.162 (0.101) 0.008 (0.932) 0.324 (0.001) 0.308 (0.002) –0.54 (<0.001) … 
NR10,30
 
× DefolSept 0.186 (0.069) 0.198 (0.065) –0.19 (0.065) 0.238 (0.012) 0.799 (<0.001) –0.368 (<0.001) 
a DefolOct = defoliation severity in October. NR0.1,14 = number of days with rainfall ≥0.1 mm in the last 14 days in September. NR1,14 = number of days with 
rainfall ≥1 mm in the last 14 days in September. StemSept = stem height in September. NR10,30 × DefolSept = number of days with rainfall ≥10 mm in the last 
30 days × defoliation severity in September. 
b P values are presented parenthetically. 
 
Fig. 1. Box plots of the predictor variable, the product of the number of days with rainfall ≥0.1 mm in 
the last 14 days (NR0.1,14) and average maximum temperature in the last 14 days (Tmax14) (NR0.1,14 × 
Tmax14). Box plots show the median (line in boxes), middle 50% of the data (open box), confidence
interval for the median based on the nonparametric sign-test (solid bar inside box), extremes of the 
data points (whiskers), and outliers (solid circles). Probabilities indicate the significance of the Kol-
mogorov-Smirnov two-sample test. 
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height in September) was included in the 
final model because of biological consid-
erations of the effect of spring plant 
growth on ray blight (40) and due to higher 
model sensitivity when this variable was 
included. 
Logistic regression for the September 
model included the product of the number 
of days with rainfall ≥0.1 mm (NR0.1,14) 
and the average maximum temperature in 
the last 14 days (Tmax14) (Table 4). Accu-
racy, sensitivity, and specificity of the Sep-
tember model were 64.8, 55.8, and 71.0%, 
respectively. For the October model, the 
predictor variables selected were the num-
ber of days with ≥1 mm of rain in the last 
14 days (NR1,14), stem height in September 
(StemSept), and the product of the number 
of days with at least 10 mm of rain in the 
last 30 days (NR10,30) and defoliation se-
verity in September (DefolSept). Measure-
ments of stem height in September were 
not available for 10 fields, which reduced 
the total number of data sets to 95 in the 
final model. Among these 95 data sets, 42 
fields had defoliation severity less than 
40% (controls) and 53 fields had defolia-
tion severity greater than or equal to the 
threshold (cases). The October model with 
predictors NR1,14, StemSept, and NR10,30 × 
DefolSept had accuracy, sensitivity, and 
specificity of 72.6, 73.6, and 71.4%, re-
spectively. Maximum likelihood parameter 
estimates for each of the predictor vari-
ables and intercepts used in the final logis-
tic regression models are presented in Ta-
ble 4. The Hosmer and Lemeshow 
goodness-of-fit tests for the models were 
nonsignificant for the September model (P 
= 0.083) and October model (P = 0.162), 
indicating an adequate fit of the models. 
Receiver operating curve analysis. 
ROC curves for September and October 
models are shown in Figure 3A and B, 
respectively. The AUROC values for each 
model and associated statistics are pre-
sented in Table 5. Comparisons of the AU-
ROC indicated that these models had over-
all similar predictive abilities (P = 0.061). 
For each model, Youden’s index was 
calculated for each of the cut-points, with 
the cut-point having the maximum value of 
J being identified as the optimal cut-point. 
The cut-points identified correspond to 
model prediction probabilities thresholds 
of 0.25 and 0.57 for the September and 
October models, respectively. For exam-
ple, when the probability of disease ex-
ceeds 0.57 in October, defoliation would 
be predicted and a third spray would be 
recommended. Plots of likelihood ratios 
for the thresholds identified by Youden’s 
index indicated the October model had 
superior predictive ability for positive 
predictions compared to the September 
model (Fig. 3C and D). This is shown by 
the steeper slopes of the lines for the posi-
tive likelihood ratio (LR+). The logistic 
regression model for September had supe-
rior negative predictive ability (Fig. 3C), as 
depicted by the shallower slope of the line 
for the negative likelihood ratio (LR–). 
For the October model, the prediction 
threshold that minimized average man-
agement costs was lower than that identi-
fied by Youden’s index. The optimal eco-
nomic prediction threshold was identified 
as 0 (calculated with Δ = 1.931 and µ = 
1.095) when P(D+) was estimated directly 
from the model development data sets (i.e., 
P(D+) = 0.53). These thresholds fall on 
the ROC curves at coordinates near the 
 
Fig. 2. Box plots of predictor variables for October defoliation categories caused by ray blight of pyre-
thrum in Tasmania, Australia. A, September stem height; B, number of days with rainfall ≥10 mm in 
the last 30 days (NR10,30) × defoliation severity in September; and C, number of days with rainfall ≥1 
mm in the last 14 days (NR1,14). Box plots show the median (line in boxes), middle 50% of the data 
(open box), confidence interval for the median based on the nonparametric sign-test (solid bar inside 
box), extremes of the data points (whiskers), and outliers (solid circles). Probabilities indicate the
significance of the Kolmogorov-Smirnov two-sample test. 
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point (1,1) located in the upper right quad-
rant of the ROC curve, and indicate the 
need for routine treatment rather than 
treatment based on model predictions be-
cause the risk of disease is too high and the 
potential losses are too great. Optimum 
prediction thresholds were greater than 
zero when P(D+) was less than 0.2, al-
though the optimum prediction threshold 
did not exceed 0.43 for any level of P(D+) 
greater than 0 (Fig. 4). In other words, if 
the prior probability of disease is less than 
0.2, the model should be used to schedule 
a treatment. 
The positive and negative predictive 
values varied in relation to the prevalence 
of ray blight as expected (Fig. 4). PPV 
ranged from 0.03 to 0.32 for values of 
P(D+) in the range of 0.01 to 0.5. PPV of 
the model was less than P(D+) for values 
of P(D+) greater than 0.2, indicating the 
probability that a positive prediction by the 
model is a “true” positive was less than the 
prior probability of disease. Negative pre-
dictive value of the model ranged from 
0.99 to 0.94 for the same range of P(D+), 
with NPV increasing as P(D+) decreased. 
DISCUSSION 
Results of this study identified weather 
and other site-specific factors that impact 
the risk of ray blight defoliation exceeding 
 
Fig. 3. A and B, Receiver operating characteristic (ROC) curves for logistic regression models for classifying defoliation severity caused by ray blight of
pyrethrum in Tasmania, Australia. The long dashed line in A and B is the line representing a noninformative predictor (i.e., predictions no better than by 
chance). C and D, Graphical representation of the positive (LR(+)) and negative likelihood ratios (LR(–)) for thresholds of the predictors identified by 
Youden’s index. Open circles in C and D indicate the thresholds of the predictors identified by Youden’s index. For a given threshold, the slope of the line 
extending from the origin to the threshold is LR(+). The line with the steepest slope has the highest LR(+). The line extending from the threshold to the point 
(1,1) is LR(–). The line with the shallower slope has the highest LR(–). The triangles in B and D represent thresholds of the predictors that minimize average 
management costs. Panels A and C are for September defoliation severity models, and panels B and D are for October defoliation severity models. 
Table 4. Maximum likelihood parameter estimates for predictor variables selected for logistic regres-
sion models for September and October ray blight defoliation severity 
Model and  
predictor variablesa 
 
Parameter estimate 
 
Standard error 
 
Wald Chi-squareb 
September    
NR0.1,14 × Tmax14 0.021 0.006 11.554 (<0.001) 
Intercept –3.17 0.876 13.085 (<0.001) 
October    
NR1,14 –1.152 0.276 17.407 (<0.001) 
StemSept  0.2150 0.078 7.681 (0.006) 
NR10,30 × DefolSept  0.0516 0.014 13.370 (<0.001) 
Intercept –1.719 1.086 2.503 (0.114) 
a NR0.1,14 = number of days with rainfall ≥0.1 mm in the last 14 days. Tmax14 = average maximum 
temperature in the last 14 days. NR1,14 = number of days with rainfall ≥10 mm in the last 14 days.
StemSept = stem height in September. NR10,30 × DefolSept = number of days with rainfall ≥1 mm in the 
last 30 days × defoliation severity in September. 
b P values are presented parenthetically. Hosmer and Lemeshow goodness-of-fit tests for the logistic 
regression models were nonsignificant for the September model (P = 0.083) and October model (P = 
0.162), indicating an adequate fit of the models. 
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40%—a level of defoliation associated 
with a linear increase in the loss of flowers 
due to ray blight (31). For the September 
model, the product of the number of days 
with rainfall ≥0.1 mm and average maxi-
mum temperature during the last 14 days 
was a significant predictor of ray blight 
severity in September. Achieving accurate 
models to estimate the risk of September 
defoliation was more difficult than achiev-
ing accurate October-based models. For 
October models, the inclusion of some 
measurement of host growth or disease in 
the earlier sampling period in September 
(e.g., stem height and defoliation severity) 
also was important. Stem height is thought 
to be related to disease development be-
cause young stems are highly susceptible 
to tip dieback in early spring (37). For 
example, if stems are shorter because of 
injury from frosts or herbicides, then ray 
blight epidemics are generally delayed. On 
the other hand, disease intensity has been 
found to decrease beginning in mid-
October due to either a reduction in the 
number of consecutive days with rain, host 
growth exceeding pathogen reproduction 
and disease development, and/or stems 
becoming less susceptible to infection as 
they age (32,37). 
The information presented in this re-
search builds upon preliminary results that 
indicated that landscape features of fields 
such as aspect and elevation were risk 
factors in determining disease severity 
(33). Pethybridge and Hay (33) identified 
crops on north-facing slopes and on the 
crests of hills as having a significantly 
lower risk for high disease severity com-
pared to pyrethrum fields located on south-
facing slopes and in valleys. Inclusion of 
aspect and/or elevation in the models with 
predictor variables in Table 3 reduced the 
sensitivity of the models and increased 
AIC. This indicates that aspect and eleva-
tion did not improve model performance 
when the other predictor variables were 
considered. Based on the results of the 
current study, slope direction and aspect 
were most likely underlying risk factors 
related to variables identified in this study, 
previously suggested by Pethybridge and 
Hay (33). 
Site-specific factors evaluated that were 
not significantly associated with disease 
risk in this study included crop age, culti-
var, and agronomic factors (such as herbi-
cide application). Interestingly, the inci-
dence of P. ligulicola var. inoxydablis in 
the seed used to establish the crop was not 
found to be an important predictor variable 
for ray blight severity in this study. Earlier 
studies had demonstrated a significant 
linear relationship between defoliation 
severity within spring crops and the inci-
dence of P. ligulicola var. inoxydablis in 
the harvested seed (39). The ability to 
assess the role of this source of primary 
inoculum in subsequent epidemics was not 
possible in this study since all seedlots had 
at least 1% incidence of P. ligulicola var. 
inoxydablis, and therefore, all pyrethrum 
fields may have had adequate seedborne 
inoculum to initiate severe epidemics if 
rainfall and temperature were favorable. 
This also raises questions about the critical 
threshold over which the incidence of in-
fested seed is unacceptable. Alternatively, 
other sources of inoculum (e.g., soil, air-
borne spores) may be widespread in pyre-
thrum fields, and seedborne inoculum may 
not be essential to initiate epidemics. 
This study has also found that interpo-
lated site-specific rainfall and temperature 
data could be accurately estimated in 
northern Tasmania using the Data Drill 
system of the Australian Bureau of Mete-
orology. Errors associated with interpo-
lated weather data were relatively small 
compared to measured weather elements 
when calculated on a daily basis. These 
errors were likely due to both errors in the 
kriging interpolation procedure of Data 
Drill and canopy microclimate effects that 
are not considered in this algorithm (17). 
As shown for other interpolated meteoro-
logical data services (e.g., SkyBit) (25), 
Data Drill may provide a useful tool for 
site-specific estimation of these variables 
for future disease prediction studies and 
operational deployment of certain disease 
forecast models. 
Receiver operating characteristic curves 
were used to evaluate and compare the 
predictive power of the logistic regression 
models, and for the identification of opti-
mal thresholds. The optimal cut-point on 
the ROC curve identified using Youden’s 
index corresponded to a predictive thresh-
old of 0.57 for the October logistic regres-
sion model, which was considerably higher 
that the optimal cut-point when economic 
considerations and disease prevalence were 
considered. The latter procedure integrates 
the costs of decisions based on the prob-
abilities of making false positive and nega-
tive decisions and prior probability of dis-
ease occurring at levels sufficient to cause 
economic damage (i.e., 40% defoliation 
severity) to arrive at a threshold that mini-
Table 5. Summary statistics for receiver operating characteristic curves generated for logistic regres-
sion models for classifying September and October defoliation severity of ray blight of pyrethrum in
Tasmania, Australia 
 
Modela 
 
Controlsb 
 
Casesb 
 
AUROCc (±se) 
95% confidence 
interval 
September 62 43 0.65 (±0.056) 0.55 to 0.74 
October 42 53 0.78 (±0.046) 0.69 to 0.86 
a There were a total of 105 data sets for the September model and 95 for the October model due to
missing data for one of the predictor variables (September stem height) for 10 fields. 
b Control refers to fields with defoliation severity less than 40%. Case refers to fields with defoliation
severity of at least 40%. 
c Area under the receiver operating characteristic curve. 
 
Fig. 4. Optimum decision threshold, negative predictive value (NPV), and positive predictive value
(PPV) in relation to prevalence of ray blight disease of pyrethrum for a logistic regression model to 
classify severity of ray blight epidemics. A cost ratio of 0.029 was assumed for management of the 
disease with a fungicide application in October. 
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mizes average costs to the grower. Man-
agement based on the economic threshold 
indicated that average management costs 
will be minimized when the third fungicide 
application is made routinely, independent 
of model predictions, when disease preva-
lence is greater than 0.2. This suggests that 
growers’ standard practice of routinely 
applying a third fungicide treatment may 
be economically justified, depending on 
disease prevalence, which is difficult to 
estimate accurately in practice. Likewise, 
this also suggests that use of the model 
could reduce management costs when 
disease prevalence is expected to be less 
than 0.2. This information could be incor-
porated into a decision-support aid to assist 
growers in making correct decisions con-
cerning the need for a third fungicide ap-
plication in October. This could help to 
minimize unnecessary fungicide applica-
tions at low risk cropping sites to reduce 
variable production costs incurred by 
growers and lessen directional selection 
toward fungicide resistance. Thorough, 
individualized cost-benefit analyses are 
likely necessary to customize model pre-
diction thresholds for specific situations 
based on current crop price functions and 
disease intensity (46). 
No quantitative information currently 
exists from controlled environment studies 
on the role of moisture and temperature on 
disease components in the pyrethrum–ray 
blight pathosystem (e.g., infection effi-
ciency, incubation period, lesion expan-
sion, latent period, and sporulation capac-
ity). Moisture and temperature require-
ments have been described for the 
anamorph and teleomorph developmental 
stages of chrysanthemum ray blight, 
caused by the closely related fungus P. 
ligulicola var. ligulicola (27,28). In this 
pathosystem, production of pycnidia is 
correlated with periods of high moisture 
(28), and when wet conditions coincide 
with optimal temperatures (i.e., 26°C), 
conidia can be produced in 3-day-old le-
sions. McCoy and Dimock (27) demon-
strated that ascospore liberation could 
occur with just 0.1 mm moisture accumu-
lation. These relationships formed the 
basis for a plant disease simulator known 
as MYCOS (26). Elucidation of how tem-
perature and moisture influence disease 
components in ray blight of pyrethrum 
would assist in the development of models 
based on the interaction of environmental 
variables, the host, and pathogen. Given 
the high cost of a false negative error in 
this system, any predictive system for ray 
blight must be extremely accurate to re-
duce average management costs for the 
disease when disease prevalence is much 
greater than 0. 
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