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Abstract
Objective: We exploit altered patterns in brain functional connectivity as features for automatic
discriminative analysis of neuropsychiatric patients. Deep learning methods have been introduced to
functional network classification only very recently for fMRI, and the proposed architectures essentially
focused on a single type of connectivity measure. Methods: We propose a deep convolutional neural
network (CNN) framework for classification of electroencephalogram (EEG)-derived brain connectome
in schizophrenia (SZ). To capture complementary aspects of disrupted connectivity in SZ, we explore
combination of various connectivity features consisting of time and frequency-domain metrics of effec-
tive connectivity based on vector autoregressive model and partial directed coherence, and complex
network measures of network topology. We design a novel multi-domain connectome CNN (MDC-
CNN) based on a parallel ensemble of 1D and 2D CNNs to integrate the features from various domains
and dimensions using different fusion strategies. Results: Hierarchical latent representations learned
by the multiple convolutional layers from EEG connectivity reveal apparent group differences between
SZ and healthy controls (HC). Results on a large resting-state EEG dataset show that the proposed
CNNs significantly outperform traditional support vector machine classifiers. The MDC-CNN with
combined connectivity features further improves performance over single-domain CNNs using individ-
ual features, achieving remarkable accuracy of 93.06% with a decision-level fusion. Conclusion: The
proposed MDC-CNN by integrating information from diverse brain connectivity descriptors is able
to accurately discriminate SZ from HC. Significance: The new framework is potentially useful for
developing diagnostic tools for SZ and other disorders.
Keywords: EEG, brain connectivity networks, deep learning, convolution neural networks, ensemble
classifiers.
1 Introduction
Schizophrenia (SZ) is considered as a major neuropsychiatric disorder. Neuroimaging studies have pro-
vided compelling evidence of both structural functional brain abnormalities in SZ [1, 2]. Findings of
structural magnetic resonance imaging (MRI) show consistent decrement of brain tissues especially white
matter in SZ patients [3]. Functional MRI (fMRI) studies has associated SZ with functional impairment
in sensory and frontal brain areas [4]. Electrophysiological studies also reported shorten fronto-central
distribution of electroencephalogram (EEG) microstates [5], and abnormality of theta and gamma EEG
oscillation related to memory impairment of SZ patients [6]. However, disruption in the function of a
single brain region cannot fully explain the range of impairments observed in SZ. There is need to identify
altered connectivity between brain regions as a whole network.
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Investigating brain connectivity networks based on neuroimaging data has become an important tool
to understand the structural and functional organization of the human brain in health and disease. Alter-
ations in the brain connectivity patterns have been associated with various neuropsychiatric disorders and
are potentially useful as biomarkers for clinical applications. SZ has been regarded as a dysconnectivity
disorder characterized by abnormal structural and functional brain connectivity networks at both micro-
scopic and macroscopic levels [7, 8]. Disconnection of white matter projection tracts has been observed
in SZ patients [9–11] using MRI and diffusion tensor imaging (DTI). Analysis of functional connectivity
(FC), the statistical dependencies between signals (fMRI or EEG) from spatially distant brain regions,
has revealed dysconnectivity in schizophrenic brain networks especially between the frontal regions [8].
EEG studies reported SZ-related aberrant synchronization of neural oscillatory at both the low and high
frequencies [12, 13]. However, the observed differences in FC patterns between SZ and controls have been
inconsistent among fMRI studies, with reports of hyperconnectivity and hypoconnectivity (the increased
and decreased strength of connections) between the same brain regions [9, 14]. There are also contra-
dictory findings from EEG studies reporting both increased [15] and reduced [16, 17] delta/theta band
coherence, and both intact [16, 17] and reduced [18] beta-band connectivity in SZ. Complex network anal-
ysis based on graph theory [19] has also revealed altered topological organization of brain connectome
in SZ patients. Schizophrenic structural brain networks exhibits higher clustering, diminished overall
connectivity strength and reduced global efficiency compared to healthy controls [10, 20]. The network
topology of EEG-based connectivity in SZ has not yet been fully investigated.
Machine learning algorithms have been employed for automated classification of altered brain activ-
ity in SZ using EEG and fMRI data, primarily based on traditional classifiers such as support vector
machine (SVM) [21–26], kernel discriminant analysis (KDA) [27] and logistic regression [24]. Moreover,
most previous works on EEG-based classification of SZ used time-frequency features from single EEG
channels such as band-specific spectral power and univariate autoregression model coefficients [24, 28].
The primary limitation of these single-channel approaches is that they ignore the interactions between
channels as a network which has been shown to provide useful information in discriminating SZ from
healthy controls at the group-level. Recent advances in deep learning techniques have been shown to be
promising for neuroscience applications. [29]. Deep neural networks (DNNs) have been used to classify
brain connectivity of autism spectrum disorder (ASD) with encouraging accuracy [30–32]. Recent studies
showed that DNN initialized with deep belief networks outperformed SVM in classifying brain connectome
of SZ [23, 33].
One popular DNN architecture, the convolutional neural network (CNN), has demonstrated superior
capability of representing spatial patterns with remarkable success in classifying two-dimensional (2D)
images [34]. The CNNs, which alternately stack multiple convolutional layers and pooling or sub-sampling
layers, can efficiently learn a hierarchy of latent representations that are invariant to small translations of
the inputs and allow for parameter sharing via its sparse localized kernels. Applications of CNNs to brain
connectome data for classifying spatial maps of functional networks are introduced only recently and in its
very early stage. A few related works includes classification of fMRI-derived functional connectivity in mild
cognitive impairment [35] and in resting-state networks [36], as well as DTI-based structural connectivity
for predicting neurodevelopment in infants [37]. Furthermore, the convolutional architecture proposed
in these studies focused on one type of connectivity measures from a single domain such as the Pearson
correlation for functional connectivity, which do not take into account the connection directionality and
topological organization of the brain networks. It remains a challenging task to integrate connectivity
metrics from diverse domains (possibly with different dimensions) in the connectome CNNs. To our
best knowledge, there are no prior studies using CNN for classification of EEG-based connectivity in
SZ. Furthermore, we are not aware of current studies that investigate the classification performance of
the combined low-level effective connectivity measures and the global-level complex network measures as
input features.
The main contributions of this work are summarized as follows:
1. We propose a framework based on deep CNNs for classifying altered EEG-derived brain connectivity
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patterns in SZ.
2. We exploit, for the first time, effective brain connectivity, a generalization of FC with direction-
ality of information flows between brain regions, as discriminative features in CNN for automatic
classification of SZ. We examine various measures of directed connectivity estimated from EEG
to capture disrupted brain network organization in SZ. These include the time-domain vector au-
toregressive (VAR) model coefficients, the frequency-domain partial directed coherence (PDC), the
network topology-based complex network (CN) measures, and the combination of these connectivity
features.
3. We design a novel deep CNN architecture called the multi-domain connectome CNN (MDC-CNN)
that allows fusion of the time-domain, frequency-domain and the topological measures of brain
connectivity networks. The proposed CNN combines an ensemble of 2D-CNN and 1D-CNN in a
parallel configuration, taking inputs of VAR (or PDC) and CN connectivity features, respectively.
The MDC-CNN is able to learn latent hierarchical representations of the EEG network connectivity
pattern with its deep convolutional layers, and then integrate complementary features of the con-
nectivity strength, directionality and network topology to improve classification performance over
conventional classifiers.
4. We examine different fusion strategies in the MDC-CNN in combining CNN classifiers trained on
different connectivity feature domains: (1) feature-level fusion by concatenated feature maps of
convolutional layers, (2) score-level fusion by concatenated activation outputs of the fully-connected
layers, and (3) decision-level fusion by majority voting from independent classifiers, for VAR, PDC
and CN features.
The paper is organized as follows: Section II describes the EEG connectivity features and the proposed
MDC-CNN architecture. Section III reports classification performance on a large schizophrenia EEG
dataset in comparison with conventional classifiers, for different connectivity feature sets at main EEG
frequency bands. Section IV draws the conclusion.
2 Methods
Fig. 1 shows an overview of the proposed MDC-CNN framework for classifying SZ and healthy control
(HC) using EEG-based effective brain networks, which consists of two stages: Connectivity feature ex-
traction and CNN-based classification. In the first stage, Various crafted measures of directed brain
connectivity are estimated from multi-channel EEGs: time-domain VAR coefficients, frequency-domain
PDC and topological-based CN measures. In the second stage, The extracted connectivity features in
different domains were then used as inputs to an ensemble of deep CNN classifiers. The two-dimensional
connectivity matrices (i.e., VAR coefficient matrices at L lags and PDC matrices at five main frequency
bands) are shaped into a 3D-tensor and taken as input to a 2D-CNN model. The one-dimensional vectors
of concatenated CN features over five frequency bands are shaped into a 2D-tensor and used as input to
a 1D-CNN. The convolution layers of CNN will further learn higher-level features of the spatial structure
in the crafted connectivity measures. In fusion of the multiple CNN classifiers, resulting feature maps
of different connectivity measures are then flattened and combined, followed by fully-connected layers
and a softmax layer for classification into SZ and HC. Alternative strategy is the majority voting of the
decisions from independent CNNs trained on different feature domains.
2.1 Measures of Directed Connectivity
Let yt = [y1t, . . . , yNt]
′, t = 1, . . . , T be N -channel scalp EEG recordings over T time points. A common
approach to characterizing effective connectivity between the EEG channels is through a VAR model of
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Figure 1: Overview of the proposed MDC-CNN-based framework for EEG-derived connectivity pattern
classification. Brain connectome features of 2D time-and frequency-domain connectivity matrices and 1D
complex network measures are estimated from multi-channel EEG signals. Using these crafted connectiv-
ity features in different domain as inputs to an ensemble of deep CNNs in parallel, high-level hierarchical
feature maps are then learned by multiple convolutional layers for each domain and combined before
passing to classification layers.
order L, VAR(L) on yt
yt =
L∑
`=1
Φ(`)yt−` + t (1)
where t ∼ N(0,Σ) is a white Gaussian noise with mean zero and covariance matrix Σ = E(t′t). The
directed connectivity network between different EEG channels at time lag ` is quantified by the N ×N
coefficient matrix Φ(`) = [φij(`)]1≤i,j≤N .
There is said to be the presence of directed influence in a Granger-causality sense from channel j to
channel i with strength of |φij | when |φij | > 0. Denoting by β = [Φ(1), . . . ,Φ(L)]′ the VAR coefficients
of all lags, model (1) can be written as a multivariate linear regression
Y = Xβ + E (2)
where Y = [yP+1, . . . , yT ]
′, E = [P+1, . . . , T ]′ and
X =

y′P y
′
P−1 . . . y
′
1
y′P+1 y
′
P . . . y
′
2
...
... . . .
...
y′T−1 y
′
T−2 . . . y
′
T−P

The estimators of the VAR coefficients can be computed by least-squares (LS) method as β̂ = (X′X)−1X′Y
and Σ̂ = (1/(T − L))(Y −Xβ̂)′(Y −Xβ̂).
PDC is a frequency-domain measure of effective connectivity which quantifies only the direct depen-
dencies between nodes in a network [38]. Directed connectivity between EEG channels for oscillatory
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activity at specific frequency can be characterized by PDC matrix Π(f) = [piij(f)]1≤i,j≤N with
piij(f) =
|Φij(f)|√∑N
k=1 |Φkj(f)|2
(3)
where Φ(f) = I −∑L`=1 Φ(`)exp(−i2pi`f/fs) is the Fourier transform of the VAR coefficient matrices
with sampling frequency fs. The PDC |piij(f)|2 ∈ [0, 1] is a normalized measure of the ratio between the
outflow of information from channel yjt to yit to the total outflows of all channels from yjt at frequency
f .
2.2 Complex Network Analysis
Complex network (CN) measures derived from graph theory has been widely used to characterize high-
order topology of complex brain networks [19]. The CN analysis summarizes large-scale organization of
brain networks into neurobiologically meaningful and easily computable measures. It could potentially
reveal abnormal functional brain connectivity in psychiatric patients. Four CN measures which reveals
important information on disrupted functional integration and segregation in SZ were used to discrim-
inate the brain network structure between SZ and healthy control. Brain network integration can be
characterized by the degree and global efficiency; while the clustering coefficient and transitivity detect
the network segregation.
Let W = [wij ] be N×N weighted connectivity matrix between EEG channels, which can be quantified
by the VAR coefficient matrix Φ(`) at lag ` or the PDC matrix Π(f) at specific frequency f . The degree
kwi of a node i is the total strength of weighted connections to the node, while the global efficiency
measures the ease of communication between all nodes in brain network.
kwi =
∑
j
wij (4)
Ew =
1
N
∑
i
∑
j:j 6=i (d
w
ij)
−1
n− 1 (5)
where dwij is the shortest weighted path length between node i and j.
The segregation of a brain network is characterized based on the number of triangles in a network. The
clustering coefficient and transitivity quantify the local and global network segregation, given respectively
as
Cw =
1
N
∑
i
Cwi =
1
N
∑
i
2twi
ki(ki − 1) (6)
Tw =
∑
i 2t
w
i∑
i ki(ki − 1)
(7)
where the clustering coefficient Cw of the whole network is the mean of local connectivity clusters Cwi
around each node, and the weighted geometric mean of triangles around node i is computed as twi =
0.5
∑
j,h (wijwihwjh)
1/3.
2.3 Single-Domain CNN
In this section, we describe the generic CNN model for classifying individual connectivity feature set from
a single-domain, i.e., the VAR coefficient matrices, PDC matrices, or vectors of stacked CN measures.
For ease of exposition and without loss of generality, we feed the N × N PDC matrices Π(f) over
five frequency bands (δ, θ, α, β, γ) as input to CNN. CNN is a feed-forward neural network specifically
designed to identify patterns in 2D images (or other 1D signals), by incorporating both feature extraction
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and classification. As in handling 2D-images from different color (RGB) channels in image recognition
tasks, CNN can handle the 2D connectivity matrices as images and treat different time-lags or frequency
bands as color channels. A typical CNN consists of four layers: convolutional, activation, pooling and
fully-connected (or dense) layers. In the convolutional layer, the input is convolved with a set of R kernels,
added by bias terms and mapped through a nonlinear activation function to produce feature maps
hr = g(
∑
f∈δ,θ,α,β,γ
Π(f) ∗Kr + br) (8)
where Kr is the r-th 2D convolution kernel or filter (with dimension m×m) and br is the bias term for
r = 1, . . . , R with R the number of filters, ∗ denotes the convolution operation in an element-wise form
(Π ∗K)u,v =
∑
m
∑
n
piu−m,v−nKu,v
and g(·) is the element-wise activation function. In subsequent layers, the q-th feature map of layer l is
connected to R feature maps of the previous layer l − 1 by
hlq = f(
R∑
r=1
hl−1r ∗K lq + blq) (9)
The convolution operation offers the advantage of sparse local connectivity where each node of a layer
is connected to a small localized area of the inputs. This enables detection of meaningful micro-structure
features by using kernels of much smaller size than the input. Convolution layers also allow for parameter
sharing where the same weights of the filter are applied across the input map, which prevents overfitting
and improves statistical and computational efficiency due to reduced number of network parameters.
Every convolution layer is often followed by a non-learnable layer called pooling, which performs sub-
sampling on the feature maps by aggregating small rectangular subsets of values. Max or average pooling
is applied to summarize the activation outputs within a rectangular neighborhood with a maximum or an
average value. The pooling layers reduce the size of feature maps and enhance invariance of the features
to small translations in the input. After several convolution and pooling layers, feature maps are flattened
into a feature vector, followed by a fully-connected (FC) layer, plus a final softmax classification layer to
output the predictive probabilities of class labels. The parameters of the CNN are trained by minimizing
a loss function using gradient descent methods and backpropagation of the error.
2.4 Proposed MDC-CNN
Brain signals are complex and any analysis should capture the entire brain network using multiple classes
of connectivity features. To overcome the limitations of the single-domain CNN, we develop a novel multi-
domain connectome CNN model that transforms inputs of low-level VAR and PDC connectivity measures
and high-level topological measures of complex brain networks to some latent hierarchical features using
2D-CNN and 1D-CNN, respectively, which are then integrated for classification decision to discriminate
SZ and HC. We construct two 2D-CNNs to capture the spatial structure in the two-dimensional VAR and
PDC connectivity matrices, respectively and a 1D-CNN for the CN measures of the whole-brain networks.
We investigate three different fusion strategies in integrating this ensemble of CNNs trained on multiple
domains of connectivity features, as shown in Fig. 2. (1) Feature-level fusion (in Fig. 2(a)): Feature
maps from a 1D-CNN and two 2D-CNNs based respectively on the CN, VAR and PDC hand-crafted
features are flattened and concatenated into a single feature vector, which is then fed into a common
classification component consisting of a FC layer and the softmax output layer. In the classification
stage, the FC layer approximates a non-linear mapping function which further captures the interactions
between the different connectivity features, followed by the softmax activation to yield the class prediction
probabilities. (2) Score-level fusion (in Fig. 2(b)): Independent CNNs with separate convolutional, FC
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Figure 2: Architectures of MDC-CNN model with different fusion strategies in combining multiple domains
of connectivity features.
and softmax layers are learned for individual connectivity feature domains. The predictive probability
scores from each of the domain-specific softmax layers are combined as input to a common second-
stage softmax layer for predicting the class labels. Additional experiment not reported here showed
that this configuration performs better in terms of classifiction accuracy than the conventional score-
merging approach by averaging the probability scores over the three CNNs. (3) Decision-level fusion
(in Fig. 2(c)): The architecture used is similar to that in the score-level fusion. Domain-specific CNNs are
trained separately. However, instead of combining the class probability scores, individual output layers
of the domain-specific CNNs will predict the class labels independently. This is followed by a majority
voting where the final class label is the one that has been predicted most frequently among the three CNN
models. Note that the configurations of the convolutional layers are identical for the three connectivity
feature sets, and the details will be given in the next section.
3 Experimental Results
We evaluate the performance of the proposed MDC-CNN in classifying SZ and HC groups using EEG
connectivity patterns measured by VAR, PDC, CN metrics and the fusion of all three feature sets. We
used a publicly available schizophrenia EEG dataset [39] consisting of 84 subjects (45 SZ patients and
39 HC), provided by the Lomonosov Moscow State University. Resting-state EEG from 16 channels (F7,
F3, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1 and O2) were recorded with sampling frequency
of 128 Hz over duration of 1 minute.
3.1 Feature Extraction
Time- and frequency-domain directed connectivity measures (VAR coefficients and PDCs) are estimated
from EEG. For each subject, a VAR model was fitted on the EEG signals by LS and PDCs were computed
from the estimated VAR coefficients, as in equation 3. The optimal VAR model order selected by the
Bayesian information criterion (BIC) averaged over all subjects was L = 5. Band-limited PDC matrices
(self-connections excluded) were computed for five main EEG frequency bands (delta (1-4 Hz), theta (4-7
Hz), alpha (8-13 Hz), beta (14-30 Hz) and gamma (30-64 Hz)). These resulted in 3D-tensor directed
connectivity (DC) features (16 × 16 × 5 − lags VAR coefficients and 16 × 16 × 5 − bands PDCs). To
quantify the network topology, a set of complex network metrics (16 degrees, 1 global efficiency, 16
clustering coefficients and 1 transitivity) was derived from PDC matrix for each frequency band, giving
a total of 34 × 5 complex network (CN) features. We compared classification performance of using the
time-domain, frequency-domain, topological and the combined connectivity measures as inputs to the
proposed MDC-CNN.
7
Table 1: Configuration of 2D-CNN (VAR & PDC connectivity features)
Layer Type Number Size Stride Activation Dropout
1 Input - 16× 16 - - 0
2 Convolution 128 3× 3 1 ReLU 0
3 Convolution 64 3× 3 1 ReLU 0
4 Flattening - 16384 - - 0
5 Fully connected 64 - - ReLU 0.5
6 Output 2 - - Softmax 0
Table 2: Configuration of 1D-CNN (complex network features)
Layer Type Number Size Stride Activation Dropout
1 Input - 34× 1 - - 0
2 Convolution 8 3× 1 1 ReLU 0
3 Average pooling - 2× 1 1 ReLU 0
4 Flattening - 136 - - 0
5 Fully connected 32 - - ReLU 0.5
6 Output 2 - - Softmax 0
1D-CNN 2D-CNN
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er
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No Pooling
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Figure 3: Effect of applying pooling layers in the 1D-CNN and 2D-CNN on classification accuracy.
3.2 Model Architecture and Training
Here we describe the configurations of the MDC-CNN architecture, choice of hyper-parameters and the
tranining procedure. The 2D-CNN was designed to capture spatial structure from the 16×16×5 PDC and
VAR connectivity matrices across different frequency bands, while the 1D-CNN learns the interactions
between CN features. Table 1 and Table 2 show the architecture of the proposed 2D-CNN and 1D-CNN
model, respectively. We omitted the pooling layers in the 2D-CNN in subsequent analysis as it leads to
performance drop in classification accuracy compared to without pooling as shown in Fig. 3. Whereas,
adding average pooling in the 1D-CNN improves the performance slightly.
The performance of CNN models were evaluated by five-fold cross validation. The correct classification
due to chance on the testing set is 50%. The extracted connectivity features were used as inputs to train
the CNNs, implemented by using Keras [40]. The CNN was trained using Adam optimizer, with learning
rate of 0.0001 and decay of 1e−6 for 500 epochs. Adam optimizer have been proven to be more efficient
in computing stochastic gradient problem [41]. Dropout with a fixed ratio of 0.5 was applied in the
fully-connected layers of the 2D-CNN and 1D-CNN to strengthen the generalization ability of the trained
networks [42]. We use rectified linear unit (ReLU) as the activation function f(x) = max(0, x) for both
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Figure 4: The learning curve in cross-entropy loss during the training of the proposed CNN.
convolution layers and fully connected layers. To prevent information loss, we applied zero-padding to
preserve the shape of features passing through convolution layers. Fig. 4 shows the training curve of the
CNN models. We selected the optimal model that gives the minimal validation error measured by cross-
entropy loss which occur at epoch 80. Cross entropy is defined as the summation of multiplication between
class correctness in binary, b and the logarithm probability (p) of each class, [−((b)log(p)+(1−b)log(1−p))].
The feature maps of the first two convolutional layers of the 2D-CNN learned from the EEG PDC matrices
for the SZ and HC subjects are illustrated in Fig. 5. Apparent difference in the learned feature patterns is
found between the two groups with stronger activation outputs of the SZ compared to the HC, particularly
evident for some filters at the first layer. This suggests the ability of the proposed model to extract latent
features that can discriminate between SZ and controls, and thus improving the classification performance.
3.3 Classification Results
Table 3 shows the classification performance and standard deviation across subjects of the proposed
connectome CNNs using the time-domain VAR, frequency-domain PDC, topological CN features alone in
single-domain CNNs, and the fusion of these features by majority voting of decision scores in the MDC-
CNN. As evaluation measures, we used the classification accuracy, sensitivity and specificity. Due to the
increased sensitivity to the imbalance between classes, we also computed modified accuracy by averaging
the sensitivity and specificity [Modified accuracy = (sensitivity + specificity) / 2]. We compared the
performance of CNNs with SVM which has shown fairly high accuracy in classifying SZ and HC using
features derived from functional connectivity maps in fMRI [23] and EEG [43].
It is obvious that the CNNs outperformed SVM in classifying SZ and HC EEG connectivity in all
feature sets. Among the CNN models, the MDC-CNN based on the majority-voting fusion shows superior
performance over single-domain CNNs trained on individual connectivity features alone, achieving the
best accuracy of 92.87% and modified accuracy of 93.06%. It is interesting to see that time-domain
VAR feature performed better than frequency-domain PDC feature, indicating more information are
dispersed in time-domain connectivity compared to frequency-domain connectivity. Using the topological
CN features alone did not perform as well as other features, with only accuracy of 84.49% on CNN and
78.60% on SVM. High classification accuracies achieved by the single-domain CNNs suggest that each
feature type may capture unique complementary aspects of the brain connectivity networks essential
for discriminating HC and SZ. Furthermore, the proposed MDC-CNN integrating features from different
domains will significantly improve the classification beyond the achievable performance from each of these
feature domains individually.
Table 4 shows the classification performance of CNN for different EEG frequency bands. The accuracy
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Figure 5: Visualization of 16×16 feature maps of the first and second convolutional layers of the 2D-CNN
learned from EEG-derived PDC matrices for SZ and HC subjects. 1st layer: 128 maps. 2nd layer: 64
maps.
of CNN using PDC features ranged from 84.49% to 88.01% (with modified accuracy ranged from 84.48%
to 87.56%), in which the lower frequency bands were more discriminative compared to higher frequency
bands. This could be explained by the previous findings that the more pronounced differences in EEG
connectivity between the SZ and HC were observed in the low-frequency bands. Since low frequency
bands mainly modulate attention, memory and consciousness (for review refer to [12]), our results indicate
schizophrenia patients are at risk on disruption of above mentioned high-order brain functions. On the
other hand, CN features show lower performance than PDC features in almost all frequency bands, with
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Table 3: Performance comparison of the proposed CNN with SVM using different EEG connectivity fea-
tures in classifying SZ and HC subjects. Values in parenthesis indicate standard deviations of performance
measures
Classifier Feature Dimension Accuracy (%) Sensitivity (%) Specificity (%) Modified Accuracy (%)
SVM
Time-domain (VAR) 16× 16× 5(lag) 88.09(±3.73) 87.50 (±7.91) 88.89 (±9.94) 88.19(±3.54)
Frequency-domain (PDC) 16× 16× 5(bands) 80.88(±7.08) 79.64(±14.84) 82.22(±8.89) 80.93(±7.25)
Network topology (CN) 34× 5(bands) 78.60(±6.96) 87.50 (±13.69) 71.11(±11.33) 79.31(±7.16)
Fusion (VAR + PDC + CN) ((2× 16× 16) + 34)× 5 85.74(±4.64) 85.00(±12.25) 86.67(±4.44) 85.83(±5.08)
CNN
Time-domain (VAR) 16× 16× 5(lag) 90.59(±7.98) 87.50(±15.81) 93.33 (±8.89) 90.42(±5.73)
Frequency-domain (PDC) 16× 16× 5(bands) 89.19(±8.83) 84.29(±15.13) 93.33 (±5.44) 88.81(±6.71)
Network topology (CN) 34× 5(bands) 84.49(±8.87) 81.79(±19.05) 86.67(±10.89) 84.23(±9.28)
Fusion (VAR + PDC + CN) ((2× 16× 16) + 34)× 5 92.87(±4.38) 95.00 (±6.12) 91.11(±8.31) 93.06(±4.28)
Table 4: Classification performance of CNN using PDC and CN connectivity features for different EEG
frequency bands
Feature Frequency band Accuracy (%) Sensitivity (%) Specificity (%) Modified Accuracy (%)
PDC
Delta 86.84(±7.92) 84.64(±9.29) 88.89(±7.03) 86.77(±8.89)
Theta 88.01(±8.48) 81.79(±15.42) 93.33 (±5.44) 87.56(±11.30)
Alpha 86.91(±6.84) 79.64(±9.75) 93.33 (±5.44) 86.49(±7.12)
Beta 84.56(±5.92) 87.14 (±13.71) 82.22(±13.33) 84.48(±8.63)
Gamma 84.49(±3.09) 82.50(±10.00) 86.67(±12.96) 84.59(±4.17)
All-bands 89.19(±8.83) 84.29(±15.13) 93.33(±5.44) 88.81(±6.71)
CN
Delta 71.25(±10.81) 47.50(±32.02) 91.11(±8.31) 69.31(±8.26)
Theta 77.28(±12.79) 67.14(±26.67) 88.67(±16.33) 77.91(±12.34)
Alpha 86.99(±6.79) 80.00 (±15.00) 93.33(±5.44) 86.67(±5.04)
Beta 77.50(±13.51) 56.79(±31.85) 95.56 (±8.89) 76.18(±14.24)
Gamma 78.46(±8.38) 73.21(±26.63) 82.22(±8.89) 77.72(±10.50)
All bands 84.49(±8.87) 81.79(±19.05) 86.67(±10.89) 84.23(±9.28)
results in accuracy range of 71.25% to 86.99% and modified accuracy of 69.31% to 86.67%. CN features
in the alpha band achieve a slightly higher classification accuracy than the PDC, suggesting potentially
more serious disruption of the brain network topology at the alpha oscillations.
We also compare the computational time required for the proposed CNN and SVM in classifying
different EEG connectivity features from a single subject. The classification was implemented using
Intel(R) Core(TM) i7-4790 CPU at 3.60 GHz with 8 GB RAM on 64-bit Windows 7 Professional. As
shown in Fig. 6, both classifiers took only fraction of milliseconds (ms) in identifying HC and SZ EEG
connectivity. As expected, SVM performed much faster than CNN. However, there is a trade-off between
computation time and accuracy. Although the CNNs are computationally more demanding, our proposed
MDC-CNN with majority voting achieved almost 5% improvement in classification accuracy compared
to the best performing SVM (on VAR features), with classification time per subject of only 1.2 ms.
We assess the performance of MDC-CNN under different fusion strategies. The results are shown in
Table 5. We can see that the decision-level fusion by majority voting outperformed the other two fusion
schemes, despite with slightly higher computational cost for classification.
11
SVM CNN
Ti
m
e 
(m
s)
0
0.2
0.4
0.6
0.8
1
1.2 CN
PDC
VAR
Voting (CN+PDC+VAR)
Figure 6: Comparison of the proposed CNN with SVM using different connectivity features in the com-
putational time for classification of a single-subject EEG data.
Table 5: Performance of MDC-CNN for different fusion strategies
Performance Feature-level Score-level Decision-level
Accuracy (%) 91.62 91.62 92.87
Sensitivity (%) 90.00 89.64 95.00
Specificity (%) 93.33 93.33 91.11
Modified Acc. (%) 91.67 91.49 93.06
Classification Time (ms) 1.19 1.04 1.2
4 Conclusion
We developed a deep CNN framework for automated classification of SZ patients using input features
based on brain connectome signatures derived from EEG. In contrast to the existing approaches, our
proposed connectome CNN captures spatial structure of functional connectivity maps, leveraging infor-
mation on disrupted neural connectivity patterns in SZ relative to the healthy controls for discriminative
analysis at the group level. We introduced the MDC-CNN, a novel CNN architecture designed for multi-
domain connectome data that can effectively combine complementary information from multiple brain
connectivity descriptors of diverse domains and dimensionality for classification purpose, including time
and frequency-domain metrics of effective connectivity and complex network measures of network topol-
ogy. On resting-state EEG, we demonstrated that the proposed CNN was able to learn a hierarchy of
low and high-level abstract representation features from the crafted connectivity features differentiating
SZ from HC. The proposed approach gave promising classification results on a large SZ EEG dataset,
outperforming traditional SVM by a large margin. The MDC-CNN with combined features also substan-
tially improve the performance over CNNs trained on single-domain features individually, achieving the
best modified accuracy of 93.06% using decision-level fusion. Our framework is generally applicable to
other neuropsychiatric disorders besides SZ associated with aberrant connectivity patterns and is poten-
tially useful for development of robust computer-aided diagnostic tools in clinical settings. Future work
will consider extensions to incorporate time-varying or dynamic effective connectivity metrics [44, 45] as
additional features to enhance classification performance. A dynamic classification framework [46] could
be implemented from time-varying connectivity features. Sequential deep learning models such as the
recurrent neural networks (RNNs) or long short-term memory (LSTM) RNNs could be used to capture
the temporal dependencies in the dynamic brain networks [47, 48].
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