Abstract. We address the recognition of people's visual focus of attention (VFOA), the discrete version of gaze that indicates who is looking at whom or what. As a good indicator of addressee-hood (who speaks to whom, and in particular is a person speaking to the robot) and of people's interest, VFOA is an important cue for supporting dialog modelling in Human-Robot interactions involving multiple persons. In absence of high definition images, we rely on people's head pose to recognize the VFOA. Rather than assuming a fixed mapping between head pose directions and gaze target directions, we investigate models that perform a dynamic (temporal) mapping implicitely accounting for varying body/shoulder orientations of a person over time, as well as unsupervised adaptation. Evaluated on a public dataset and on data recorded with the humanoid robot Nao, the method exhibit better adaptivity and versatility producing equal or better performance than a state-of-the-art approachm, while the proposed unsupervised adaptation does not improve results.
Introduction
Endowing a humanoid robot with the capacity to interact with multiple persons at the same time requires the design of perceptual algorithms allowing the robot to analyze human behaviors and understand their intent. In particular, it is essential for the robot to be able to recognize communicative behaviors expressed by surrounding people.
In this paper, we addressed the recognition of gaze, and more precisely, the recognition of the VFOA (who is looking at whom or what). VFOA is an important cue for supporting interactions and dialog modeling: it is a good indicator of addresseehood (who speaks to whom, and in particular is a person speaking to the robot), but also a good cue to understand interaction between people or their level of interest. For instance, in a Museum scenario, if people are looking at the painting currently explained by Nao (our project robot), they are probably following the discourse. In order to create effective and natural conversational human-robot interfaces, it is desirable to have robots which can sense a user's gaze and infer appropriate conversational cues [14] .
For estimating people's gaze, two main streams of work exist. Active sensing based methodologies based on infrared light are used very often. They are accurate but quite invasive and restrictive [5] . Computer vision techniques on the other hand use perceived information from gaze, head and body posture for recognizing VFOA [12] . This can be done using high definition images of the eyes. Still, it remains relatively constraining and usually restrict the mobility of the subject, considering the need for cameras with narrow field-of-views.
As an alternative, researchers have considered head pose as a clue for gaze [20] , [18] , [4] , [15] . This idea is supported by the fact that turns of the head are a very informative cue in recognizing where the subjects are looking at [12] . Nevertheless, despite being very informative for recognizing VFOA, head pose it is an ambiguous cue: in realistic scenarios, the same head pose can be related to looking at different targets, depending on the situation; conversely, looking at a given target can be done using different head poses, as illustrated in Fig. 2 . In this context, the following strategy is often exploited to recognize the VFOA:
-for a given person, track his head and estimate his head pose; -map the head pose information to VFOA targets (looking at me, i.e. at the robot-, looking at another person, looking down, looking at a painting, elsewhere), and use this information within a recognizer to decode the latent sequence of VFOA targets. Note that the use of other cues like speaking utterance could be exploited as contextual information for recognition [4] , [15] , but is not addressed in this paper.
In practice, data driven approaches try to directly infer VFOA from head pose without estimating gaze as an intermediate step. Learned parameters, however, are then specific to the geometric configuration between the sensor (robot), the person, and VFOA targets. While this might be suitable in fixed settings [9] , it is not adapted for a mobile robot dealing with moving people.
As an alternative we can exploit results from cognitive science studies about human gazing behavior and the dynamics of the head-eye motions involved in saccadic gaze shifts [10, 8, 11 ] to automatically determine which head poses should be associated with looking at a given target. This is done using a gaze model relating the head pose, a head-to-gaze ratio, and a head reference direction [3] .
This reference direction, which corresponds to the direction perpendicular to the shoulder, was assumed to be fixed in [3] and set according to the setup. This assumption might not hold true in potentially more dynamic settings, e.g. those involving the robot. In these situations, we believe that an explicit or implicit estimation of the reference direction can result in more accurate VFOA recognition. In this context the contributions of the paper are the investigation of two models to dynamically estimate the reference pose, within a VFOA recognition task, and their evaluation on 3 datasets (meeting and robotics domain).
Section 2 goes through the related works. Section 3 reminds the basic Hidden Markov Model (HMM) used to recognize VFOA, the parameter setting issue, and introduce the standard gaze model. In Section 4, we introduce our new models, providing the intuition behind them and their formal description. Results on meeting benchmark data and on Humavips Nao data are presented in Section 5, while Section 6 concludes the paper.
Related Work
In HRI and HCI context, many conversational systems need VFOA information for analyzing and performing necessary interactions. However, with respect to VFOA recognition, most works use either sensor-based or high definition image approaches which are not usually applicable for interaction with robots. The remaining works mostly take a very simplified version of the problem or do not explicitly mention VFOA recognition at all. For instance, in [7] , [6] it is not mentioned how the VFOA is extracted and it is only used by the other modules. In [6] the problem is relaxed by only inquiring if the person is looking at the system or not. In [13] detecting a frontal face at a suitable spatial location is enough to adjust the classification to a higher level of engagement. In other works such as it is not clear how they solve the task. In [16] gaze is expressed in terms of head movements but it is not mentioned how to extract it and in [17] it is admitted that gaze is a very fundamental cue in human-human and HRI, but still nothing is mentioned about its extraction.
In another context (meeting), several works explored Dynamic Bayesian Networks (DBN) relying on head pose only [18] or multimodal data [15] , [4] for VFOA recognition. All of them rely on Gaussians to model the distribution of head pose for looking at a given target, but only [3] uses a gaze model that does not require annotated data for setting the Gaussian means, or the manual setting of prior values. This allows for an easy exploitation for different observer-VFOA target configuration. Still, the head reference used in [3] is considered to be fixed and and set to the middle of the VFOA targets, it does not evolve dynamically preventing its adaptation to the focus context. The approach in [19] follows the same approach for setting the means of the Gaussians. In a dynamic scenario they propose to use a discrete set of different head-to-gaze ratios according to the gaze dynamics. From the set of different ratios they take the one with the highest weight for each situation. This is quite different from our proposition since we try to compensate the model limitation by estimating real reference head directions. Head-Gaze relationship. The person is assumed to be looking at the reference direction at rest (this direction grossly corresponds to the body orientation). Then, looking at a gaze target is accomplished by both the eyes and head. As a first approximation, the head rotation is a linear fraction of the full gazing rotation.
3 VFOA Recognition Using HMM
The HMM model
A basic solution for inferring the VFOA from head poses is to model the distribution of head poses with a K component Gaussian mixture model where K is the number of existing targets [18] . This method assigns the head poses lying on a specific Gaussian with the corresponding visual target. The model can be easily extended to an HMM as shown in Fig. 1 (a), allowing to incorporate temporal information and obtaining more continuous and consistent VFOA results.
Let H t and F t indicate head pose (represented by a pan and tilt angles) and focus values at time t, and A denote the transition matrix in the HMM. Moreover let µ head ∈ IR K×2 and Σ H ∈ IR K×4 denote the means and covariances of the K Gaussians. The HMM equations can then be written as follows:
The parameter setting issue
A major question is how to set the HMM parameters: the means µ head , covariances Σ H and transition matrix A. Following previous work, covariances can be set according to the size and proximity and of targets. The transition matrix A can also be set to satisfy our expectation of preserving the continuity in the sequence, an no other preferences. However, setting the means of the Gaussians µ head is not possible in an easy way as it is highly related to the configuration of the observer and the targets and plays the most important role in the model.
The training approach relies on annotated data to estimate the model parameters. However, annotating the VFOA of people in videos is difficult and time consuming, as training data needs to be gathered and annotated for each possible configuration of participant, targets and settings. This is especially problematic if people are free to move.
The geometric gaze modeling approach and head reference direction. To overcome the above difficulty we can use cognitive findings on gazing behavior [8, 11] which state that gazing at a target is accomplished by rotating both the eyes ('eye-in-head' rotation) and the head (and sometimes even the body in the same direction) as illustrated in Fig. 1(b) . The relative contribution of the head and eyes towards a given gaze shift is found to follow simple rules [8] , [11] . More precisely, the means of the Gaussians corresponding to each specific target can be set as a fixed linear combination of the target direction and the head reference direction. For a gaze target indexed by n, we have:
or equivalently (if we set λ α to 0):
where µ head (n) − R is the rotation made by the head to look at the direction of the target, R ∈ IR 2 denotes the head reference direction and µ ∈ IR K×2 denotes the target directions. The coefficient α is usually set between 0.5 and 0.7 for pan and between 0.3 and 0.5 for the tilt angle. For a given application, a suitable value can be obtained by studying the existing behavior on training data of different individuals. Equation 4 can be used to set the mean of the Gaussian corresponding to target n in our HMM model. In previous work, the reference vector R was set to a constant value (eg the median of the target directions in [3] ). Assuming this as a baseline, the probability of observations given the VFOA states is then given by the following equation:
Exploiting Temporal Head Reference Estimates
Setting the means of the Gaussians using the cognitive model requires the knowledge about the value of the reference R as well as the directions of the targets. Equation 4 shows the importance of the reference for recognizing correct targets. Note that using a wrong value for R produces shifted mean values for all of the targets µ head (n) simultaneously, which can have dramatic effects.
This importance of knowing the head reference is also illustrated in Fig. 2 . It shows that, unless the head reference directions (people shoulder's orientation) are more or less constrained by the setting (e.g. like when people are seated in a meeting) or the situation is known (e.g. in the quiz scenario, people are dominantly facing the robot), when can not use a constant reference direction in our model. In more versatile situations and interactions, we have many variations and shifts in the reference as people are free to move. These reasons motivate us to find a suitable way for setting the reference dynamically. Therefore, we proposed two different solutions for setting the reference and their corresponding probabilistic models as explained in the following sections. In both images, person J looks at person S. These images illustrate that the geometric model is holding true: the head orientation is approximately half-way between the reference direction and the gaze direction. On the left image, using looking at Nao as reference direction could lead to a wrong interpretation of the head pose on the right as looking at Nao.
First Model G1
Intuition: For the first model we tend to use a general notion for the reference which is in average acceptable. The principle is that a person tends to orient himself towards the set of gaze targets he/she spends time looking at. Such a body position makes it more comfortable and less energy consuming to rotate his head towards different gaze targets. As a corollary, this means that his average head pose over a time window is a good indicator of his reference direction, and can be used as an estimate of this direction. Although such an estimate might not be very sensitive to local changes and temporal variations and does not account for the previous head pose (that is involved in gaze shifts according to the cognitive studies that led to the geometrical model), it can provide a robust angle estimate that reflects the overal balanced direction of the head or body. Therefore we can set the reference value at each frame R 0 t to the average of the person's head pose over a previous time window:
Setting the reference in this way is also linked to the midline effect [12] which plays an important role in the head direction needed looking at a target.
Model: Since the reference directions set this way are known from the head poses, they serve as the observations in the model as illustrated in Fig. 3 . Here again µ head t denotes the expected means for the head poses. The dynamics between the hidden states are the same as previously and the rest of the relationships are formulated as follows: at time t+1 closer to the observation and as a result of the gaze geometrical model (assuming there is no change in target positions during this time interval), the reference direction will move accordingly.
The recognition of the VFOA values is straightforward by running the classical inference algorithm on this HMM.
Second Model G2
Intuition: Setting the reference using long term head pose value statistics might not be sufficient, as more local (short term) gaze activity can come into play. We can thus try another strategy and adapt it in an unsupervised way in order for the model to better fit the observations. This is illustrated and explained in Fig.  4 : we would like to change the reference R in order to maximize the probability of observing these new head pose values given their recognized targets.
Model: to accommodate the long term statistics with the short term adaptation, we add a new variable R t denoting the real reference direction at each frame t and use the estimated head reference direction R 0 t from the average head pose as a prior to this variable. This is illustrated in Fig. 5 . By adding R t as a hidden variable to the model we would then infer the reference values around R 0 t such that the predicted means µ head t can best fit the observations. Notice that the same equations 7 and 6 from the previous model are still valid here by substituting R t for R 0 t . We also expect the reference to be continuous over successive frames and thus the value of R t should be dependent on its value R t−1 at the previous frame. Therefore, we set it as a linear combination of R t−1 
Inference: Given the probabilistic model, we wish to determine the sequence of visual focus of attentions F t (VFOA) of a person from the observed head poses H t . All the parameters in the model are assumed to be given and remain fixed throughout the inference. We can note that if the head poses µ head are known, our cognitive VFOA model splits into two parts: the VFOA values follow a standard HMM model, whereas the reference variables follow a Kalman filter model. We thus use the following approximate procedure for inference. At time t, we first apply the prediction step for the R t value and then the targets µ head mean, apply the HMM filtering step for the VFOA state, and then apply the update steps for µ head and R t given the estimated VFOA for which efficient inference procedures exist.
Experimental results.

Data Sets and Experimental Protocol
For our experiments we use three sets of data. In the first dataset we have the recordings of 8 meeting sessions with a total duration of 145 minutes. All of the meetings are recorded under the same condition and with similar configuration as shown in Figure 6 , with 4 people (Person left Pl and Person right Pr seen on the image, and two organizers O1 and O2 seating in front of them) discussing statements displayed on slides. We perform our study on the two persons on the seats in front of the camera. For this dataset we have ground truth head poses, captured from flock of bird sensors which will be used for analysis. Each of the participants has 5 possible gaze targets: 3 other persons, the slide screen and the table. In the second dataset (D1) we have a video recorded by our robot, Nao. The total duration of this video is 22 minutes. In this case there are two participants seating in front of Nao as shown in Fig. 6 . For this dataset, we do not have ground truth head poses and analysis are done using the tracked head poses [2] which does joint tracking and head pose estimation [1] . Each of the participants have 3 visual targets: the other participant, Nao and a booklet which they refer to during the recording.
In the third dataset (D2) comes a vernissage data recording. There we have one session during which people participate in a quiz given by the robot. The recordings take around 6:30 minutes. Here again we used tracked head poses for analysis. As shown in Fig. 6 , there are 5 main VFOA targets in this recording: Robot (NAO) Person1 (partner), Painting1, Painting2, Painting3. In addition, we use the label Others when people look elsewhere (often down in front of them, with not much head pose change).
Performance Measure: As performance measure we use "Frame based Recognition Rate (FRR)" which corresponds to the percentage of frames during which the VFOA has been correctly recognized.
Algorithms:
We have performed our experiments with 3 different models as summarized in Table 1 . The baseline is the basic HMM model using an initially set and fixed reference value for all of the frames. The other models were presented in the previous Section: G1 uses the head pose average over a temporal window as the reference; and G2 adapts the reference value in an unsupervised fashion, using the head pose average value as prior at each frame. 
Parameter Setting
Meeting Data. We set the variances of the Gaussians according to the size of the targets. For the meeting data we use the same values as in [3] which are For the gaze directions, they were assumed to be fixed for each recording (thus neglecting people's motion), and currently defined from the geometrical setting. The initial value for the reference direction is particularly important for the baseline for which it remains the same over time, but not important for the other models as the reference value is quickly set as the average over head pose values. For the baseline, we experimented with setting the reference as the middle of the gaze target directions, which was shown to work the best in previous works [3] . Table 2 . Parameter set using cross-validation
The remaining parameters of the models which are summarized in Table  2 were adjusted by cross-validation separately for each of the models. For the meeting data there are two different set-ups for people seating on the first and second seats and therefore we did the cross validation once by taking the training set from the same seat and once by taking it from the other seat. The second case is useful to evaluate whether our model is sensitive to a specific setting or it is more general. For training with data from the same seat, leave-one-out cross validation was used, taking 7 meetings for training and testing on the 8'th meeting. For training with data from the other seat, all 8 meetings from the other seat were used for training and obtained parameters were used to test on the other seat. Table. 3 summarizes the parameters which were obtained in cross validation for the baseline and Table. 4 summarizes chosen parameters for the first model G1. There is a strong agreement between the parameters which were obtained for left and right people. Also there is a strong overall consistency between the parameters trained using the first seat data and those of the second seat. For the baseline model, α pan obtained from two different seats is different. This could be through to the fact that the reference which is used there (the middle of the targets) is a poor reference and force and introduces different results for these two different settings. This effect does not exist for the fist model G1 and the chosen parameters are completely consistent. Nao first Dataset (D1). For the gaze directions, same as the meeting data, they are assumed to be fixed for each recording and defined from the geometrical setting. The initial value for the reference direction is considered to be at Nao's direction which is a reasonable choice in human robot interaction scenario. We set the standard deviations of the targets to 8 for the pan and 4 for the tilt angle.
Notice that these values are smaller compared to the meeting data. This choice is made both our Nao datasets where we use tracker results for head poses since those head poses are usually smaller than the ground truth pose values.
For the rest of the parameters, as there are a few number of people participating in this dataset with very different gazing behaviors cross-validation will not produce reliable parameters. To choose the parameters we consider the meeting data as the training set and use parameters obtained from that data for running our algorithms on Nao's data. Note however, that the resulted α pan value from meeting data is 0.7. In Nao data this ratio is big considering the tracked head poses which are a little underestimated. Therefore we do our experiments with a smaller value of 0.65. Nao second Dataset (D2). Standard deviations of the pan angles were set to 8, 8, 8, 9 , 10 respectively for Robot, Partner, Painting1, Painting2 and Painting3 according to their size and proximity. The tilt angle standard deviations were set to 4 for all targets. The remaining parameters are all set in the same way they are set for D1.
Results
Meeting data. Table 5 shows the results of the baseline, G1 and G2 models. As can be seen, the first model outperforms the baseline. This is particularly true in more mismatched conditions, when parameters are learned from another seat rather than the same seat, thus exhibiting a better adaptation capacity. In particular, we can notice the performance degradation for person right (PR) when using the optimal parameters for person on left (PL). The main (mismatched) parameters leading to the degradation is the parameter α of the gaze model (see Eq. 4) that directly impact the prediction of the head poses: for PL, the optimal parameters is around 0.8, whereas for PR, it is around 0.5. Using the head pose average for the reference is indeed a more stable choice for this important parameter, with an optimal value for both seats around 0.7.
On the other hand, we can see that the 2nd model G2 performs very closely to the G1 model, a behavior that will be seen in other recordings as well. This means that in practice the unsupervised adapted head reference remains very close to the prior, and thus the models behave very similarly. Nao first Data D1. The results of the baseline, G1 and G2 are summarized in Table 6 . Despite the quite different setting (situation, number of gaze targets, use of estimated head pose vs ground truth head pose), the conclusions are similar to the meeting data. More precisely, model G1 outperforms the baseline, particularly for people on the left with a large difference, and model G2 performs almost the same as model G1. As the table shows, we have a high gain using our models for the person on the left while the performance of the models are very close for the person on the right. The main reason for this behavior is that considering the participants body configuration Nao's direction is quite a suitable choice for the reference for the person on the right but it cannot perform as a good reference estimation for the person on the left. Nao second Data D2. Table 7 shows VFOA recognition rates obtained our first model compared to the baseline model. As it is shown in the table for person on the right we get better results using our model G1 whereas for the person on the left this is not true. We need to verify these results using more sequences from this dataset to find the overall performance behavior. 6 Conclusion.
In this Section, we have presented our research towards designing better gaze models for improved VFOA recognition. We have shown that the implicit estimation of the head reference has a positive impact on performance. It is important to underline that for the different recordings the choice of head reference for the baseline is a very good approximation of the actual value. In practice, such a value might be difficult to set. As we have seen, in the robot interaction application, the same strategy (looking at Nao) does not produce good results in all conditions. Similarly, using the middle of the gaze target directions might work, but assumes that the robot is aware of all target directions a person can be looking at. This might not hold true in all cases.
Our future work contains an assessment of the model on larger amounts of recordings with the robot from the vernissage dataset; assessment of the model using the true head poses, to mitigate the effect of head pose estimation on performance evaluation. Moreover, we would compare the results of our VFOA models using tracked head poses versus the ground truth head poses to study how the head pose estimation error affects the VFOA recognition.
