In this correspondence, a stable nite precision Recursive Least Squares (RLS) algorithm is derived for the prewindowed growing memory case (forgetting factor, = 1). Previously, it has been shown that the prewindowed growing memory RLS algorithm diverges under xed-point implementation 1, 2].
I. Introduction
It has been shown that, for the prewindowed RLS algorithm ( = 1), the roundo error associated with the weight update recursion leads to divergence as the algorithm iterates, 1, 2]. In the literature, this phenomenon has been explained as a random walk process for the weight vector 2, 7] . For the exponentially windowed RLS algorithm, ( < 1), this roundo error is ampli ed if the forgetting factor is chosen very close to one, 1, 2] . In this work, we rst discuss the reasons for the divergence of the prewindowed RLS algorithm, and explain the motivation for the roundo error model used.
We then introduce the stabilized algorithm, analyze this algorithm and show that the divergence is actually eliminated.
II. RLS Algorithm
The problem is modeled as a linear system with input signal x(n), and output signal d(n). The response of the system, available for measurement at the lter input z(n), is the sum of the desired signal d(n), and a random, additive white noise component v(n). The samples d(n) can be written in terms of the system impulse response coe cients w as
w i x(n ? i): (1) It is assumed that the system response has insigni cant terms beyond N samples. The sample vectors then, have the last N samples of data; that is, the input data vector at time n is x(n) = x(n) x(n ? 1) x(n ? N + 1)] T : (2) Using this notation, we can summarize the conventional RLS algorithm as follows 3]:
k(n) = P(n ? 1)x(n) + x T (n)P(n ? 1)x(n) (4) w(n) = w(n ? 1) + k(n)e(n) (5) P(n) = 1 P(n ? 1) ? k(n)x T (n)P(n ? 1) (6) with initializations: P(0) = ?1 I ( 1); w(0) = 0; and is the weighting factor which is 0 < 1.
III. Fixed Point Roundoff Error Model for RLS
In the xed-point model of the RLS algorithm, we assume that the Kalman gain is precomputed and then quantized. Hence, it is perturbed by the error term (n) such that:
where we have used primed variable to represent the xed-point quantity. We then introduce the associated roundo error terms in the algorithm. The error introduced by rounding the product in the ith entry of (5) is represented by i (n), and the error introduced by the inner product in (1) by (n). Assuming that rounding is used, both of these roundo errors are modeled as uniformly distributed, uncorrelated additive noise processes with zero mean and variances 2 = 2 ?2B =12 and 2 = 2 ?2B =12. Here, B and B are the register lengths in bits used for the fractional part of the weights and the data respectively, and it is assumed that rounding is performed after the summation in the inner product calculation. This xed-point model is commonly used for modeling nite register e ects 9, 2].
We de ne the error vector as the di erence between the xed-point weight vector estimate at time n, w 0 (n), and the real system parameters w :
Using this de nition for the error, the steady-state value of the mean norm square error is, 1]:
Here, i 's are the eigenvalues of the input autocorrelation matrix R x , and we have introduced the term 2 which is the variance of the random variable (n) de ned as (n) = v(n) ? (n).
In (9), the rst term which is proportional to n, the number of iterations, is the most important term, leading to the divergence as the algorithm iterates. This is due to the roundo error in the weight update recursion. This behavior of the roundo error (n), can also be explained as follows:
where R ?1
x is the inverse of the true input autocorrelation matrix. We also have
which can be easily derived by using (6) and (4). So, as the algorithm iterates, k(n) ! 0, and the weight vector becomes:
Since (n) is a vector of white noise processes, the estimates for the lter taps, and consequently the coe cients of 0 (n) behave as random walk processes, 7, 2].
IV. Stabilization of the Fixed-Point Prewindowed RLS Algorithm
In the prewindowed RLS algorithm ( = 1), the estimate for the inverse of the autocorrelation matrix P(n) goes to zero as the algorithm iterates (10), and we end up with the random walk process given in (12). The roundo error term due to weight update, (n), then causes the linear growth of the mean square weight error term as depicted in (9) . Since the elements of (n) constitute a set of independent white-noise processes each having zero mean and variance 2 , we have exactly the case of random-walk state model. This is the model used for modeling the nonstationary environment in the application of Kalman lter approach to systems with stochastically varying dynamics. The model used in this approach is given by 8]:
where w (n) is the vector of dynamic system parameters. We can use the same model by looking at the same problem in a di erent way. We consider that the computed weights have the stochastic variance property. This is a good model of the actual case, especially for stationary systems and after a large number of iterations, since then we shall have k(n) ! 0.
When the model of stochastically varying weights in (13), is used, the only change in the RLS algorithm given in (3)- (6) is the addition of a new constant diagonal matrix term D , to the estimate of P(n). The new algorithm is then given as, 8]:
k(n) = P (n ? 1)x(n) 1 + x T (n)P (n ? 1)x(n) (15) w(n) = w(n ? 1) + k(n)e(n) (16) 
Although all the algorithmic quantities calculated above will be di erent than those obtained using (3)- (6), we have used a di erent notation only for P(n) to indicate that it is computed di erently, since it will be the quantity we shall concentrate on. 
Now, we de ne
After taking the inverse of both sides in equation (20), and factoring out P (n) on the left side, we are able to write the same equation as
Variance of the roundo error term (n), 2 is typically very small ( 2 1), and the analysis shows that R (n) is a bounded matrix. Therefore, we can assume that k 2 R (n)k 1 where k k denotes some kind of consistent vector norm, and can make the following approximation for su ciently large n:
With this approximation, we are now able to write
Taking the expectation of both sides, and using the approximation in the steady-state that:
EfR (n)g EfR (n ? 1)g, together with the de nition Efx(n)x T (n)g = R x , we nally have 
Assume that the input is a white Gaussian random process. Then, for large n, and assuming small variations about the mean of R (n) 1 , we obtain from (25)
This expression is checked by simulations and it is seen that the assumptions of small variations is a quite reasonable one for uncorrelated data, and for small 2 , and the expression predicts the steady-state behavior of matrix R (n) quite well. For the correlated case, the expected value is the same as given by (26), but the variance about the mean increases with correlation. Initially, the two estimates for the autocorrelation function, R(n) and R (n) follow each other very closely, but after su ciently large number of iterations R (n) reaches a steady-state value and stays there whereas R(n) continues to increase linearly, causing the eventual divergence of the algorithm. The number of iterations n, before the algorithm reaches steady-state depends on the value of 2 . It takes longer for R (n) to reach its steady-state value when 2 is small.
We can get an expression similar to (11) also for this case. We multiply the right hand side of equation (17) by x(n), and use equation (15), to get k(n) = P (n)x(n) ? D x(n): (27) Hence, at steady-state, k(n) ! x(n) where = ( = x ) ? 2 , if the input is uncorrelated. Since 0 < 2 1, the rst term in , = x dominates, and Kalman gain is now limited from below with this positive value, instead of becoming zero.
Thus, for large n, the algorithm behaves as the LMS algorithm, with as the step size. Before reaching the steady-state value, the algorithm behaves as the normal RLS algorithm, since the added term is not signi cant at this stage. But as the algorithm iterates the new added component D dominates and prevents the new estimate of the inverse autocorrelation matrix, P (n) from going to zero. The presence of this quantity also ensures the positive de niteness of P (n). The loss of positive de niteness, together with the loss of symmetry of the P(n) matrix is shown to be one of the main reasons for the unstable behavior of the RLS algorithm, 4, 5] .
By an analysis similar to 6], we can derive the steady-state excess weight error equation for the new algorithm, which is also the application of Kalman lter approach to the systems with stochastically varying dynamics, and is given by Therefore, by using the new algorithm, we eliminated the linear growth term in the prediction error in (9) . It should also be noted, however, that now the e ects of the additive noise component and the roundo error due to desired response calculation are ampli ed.
V. Simulation Results
For the simulations, we de ne a new error vector measure as (n) = w 0 (n) ? w(n)
where w(n) is the weight vector calculated using in nite precision, which is a double precision quantity in the simulations. This new quantity is de ned since the linear growth observed in (9) is the characteristics we are trying to eliminate. Since 2 is typically much smaller than 2 , with the earlier de nition, (8) as the performance criteria, the algorithm should iterate for a very long time before this linear growth can be seen. By using this de nition, (29), the e ect of second term in (9) is left out, and only the bias due to the roundo error (n) is present, 2].
A simple system identi cation problem following the description in section II is simulated. The two sequences available at time n at the adaptive lter input are; the original input to the system and the unknown system output observed in a white gaussian noise background, uncorrelated with the input. The order of the unknown system used in the simulations is 7, the tap values are the same ones used in 2]. The input to the system is a unity variance white gaussian random process, and the variance of the additive noise to the system is 1.0, a relatively large noise added in order to prevent the algorithm from stopping updating. The kalman gain is computed in in nite precision, and then quantized using 12 bits for its fractional part. 14 bits are used for representing the fractional part of the data and 9 for the weights.
In Figure 1 , the norm squared value of the weight error (29), is plotted for the original prewindowed RLS, which is implemented as given in (3)- (6) together with the same error of the stabilized algorithm given in (14)-(17). The theoretical mean value for the original algorithm, nN 2 =3, the linear growth is also shown in the graph. When the curves for Efjj (n)jj 2 g for the two cases, original prewindowed RLS algorithm and the stabilized one, are compared, we see that initially the two errors behave quite similarly with a tendency to increase with the number of iterations. However after a certain number of iterations the added term D in (17) becomes e ective, and for the stabilized algorithm the excess error due to roundo errors has been reduced and the divergence is prevented.
VI. Conclusions
The e ect of roundo errors on the performance of the xed-point RLS algorithm is presented, explaining the reason for the unstable behavior of the algorithm when the forgetting factor = 1.
Thus, the motivation for the use of a new model is explained, and a stable nite precision RLS algorithm is derived for the prewindowed growing memory case. The steady-state behavior of this algorithm is analyzed and it is shown that the divergence phenomenon is actually eliminated and the algorithm converges.
