Abstract. We study the problem of approximating the corner polyhedron using intersection cuts derived from families of lattice-free sets in R n . In particular, we look at the problem of characterizing families that approximate the corner polyhedron up to a constant factor, which depends only on n and not the data or dimension of the corner polyhedron. The literature already contains several results in this direction. In this paper, we use the maximum number of facets of lattice-free sets in a family as a measure of its complexity and precisely characterize the level of complexity of a family required for constant factor approximations. As one of the main results, we show that, for each natural number n, a corner polyhedron with n basic integer variables and an arbitrary number of continuous non-basic variables is approximated up to a constant factor by intersection cuts from lattice-free sets with at most i facets if i > 2 n−1 and that no such approximation is possible if i ≤ 2 n−1 . When the approximation factor is allowed to depend on the denominator of the fractional vertex of the linear relaxation of the corner polyhedron, we show that the threshold is i > n versus i ≤ n. The tools introduced for proving such results are of independent interest for studying intersection cuts. 1
1. Introduction. Given n, k ∈ N, a matrix R := (r 1 , . . . , r k ) ∈ R n×k with columns r 1 , . . . , r k ∈ R n , and a vector f ∈ R n \ Z n , the set Cor(R, f ) := conv s ∈ R
has been studied in the integer programming literature as a framework for deriving cutting planes for general mixed-integer programs. When both R and f are rational, the well-known Meyer's theorem (see [17] ) implies that Cor(R, f ) is a rational polyhedron. In the case of rational (R, f ), we will refer to Cor(R, f ) as the corner polyhedron for (R, f ). The original definition of the corner polyhedron going back to [15] involved the condition s ∈ Z k ≥0 rather than s ∈ R k ≥0 . Since then, the term corner polyhedron has been used in a broader sense, with s constrained to be a continuous, integer, or mixed-integer vector. See also Chapter 6 of [13] for a detailed discussion.
An inequality description of Cor(R, f ) can be obtained via gauge functions of lattice-free sets. We define C n to be the family of all n-dimensional, closed, convex subsets of R n . A set B ⊆ R n is lattice-free if B ∈ C n and the interior of B does not contain points of Z n . A lattice-free set is called maximal if it is not a proper subset of another lattice-free set 2 . For B ∈ C n with 0 ∈ int(B), the gauge function ψ B : R n → R of B is ψ B (r) := inf {λ > 0 : r ∈ λB} .
Given a set B ∈ C n with f ∈ int(B), the cut for (R, f ) generated by B (or the B-cut of (R, f )) is
In the degenerate case where f ∈ R n \ int(B), we define C B (R, f ) := R k ≥0 . If B is lattice-free, we call C B (R, f ) an intersection cut. Given a family B ⊆ C n , we call the set C B (R, f ) := B∈B C B (R, f ) the B-closure for (R, f ). If the family B is empty, then we define C B (R, f ) := R k ≥0 . It should be noted that standard definitions of B-cuts require B to be a lattice-free set, see for example [13, page 187 ]. It will be convenient for us to work with the more general concept, which does not insist that B is lattice-free. This allows us to cover cuts valid for the generalization of the corner polyhedron, in which Z n is replaced by a more general set S ⊆ R n , see for example [12] . An interesting case that would deserve an independent study is S = Z n ≥0 . Cuts can be partially ordered by set inclusion. For sets B 1 , B 2 ∈ C n satisfying the inclusion B 1 ⊆ B 2 , the respective cuts are related by the inclusion C B1 (R, f ) ⊇ C B2 (R, f ) for each (R, f ). It is known that every lattice-free set is a subset of a maximal lattice-free set [11] . Hence cuts generated by maximal lattice-free sets are the strongest ones among all intersection cuts. It is also known that maximal latticefree sets are polyhedra [16] . Therefore it is natural to focus on cuts generated by lattice-free polyhedra, since among these cuts are all of the strongest intersection cuts.
Definition 1 (L n i , i-hedral closures, and L n * ). For i ∈ N, let L n i denote the family of all lattice-free (not necessarily maximal) polyhedra in R n with at most i facets; we call C L n i (R, f ) the i-hedral closure of (R, f ). Let L n * denote the family of all lattice-free (not necessarily maximal) polyhedra in R n .
Elements of L n 2 are called lattice-free splits, and the respective closure C L n 2 (R, f ) is the well-known split closure of (R, f ), see [13, page 151] .
For every family of lattice-free sets B, the B-closure C B (R, f ) is a relaxation of Cor(R, f ), which means that the inclusion Cor(R, f ) ⊆ C B (R, f ) holds for every choice of (R, f ). Furthermore, the equality Cor(R, f ) = C B (R, f ) is attained when B contains all maximal lattice-free polyhedra and (R, f ) is rational [20] . This implies that one approach to computing Cor(R, f ) for rational (R, f ) is to classify maximal lattice-free sets and compute cuts using the corresponding gauge functions. Recent work has focused on this classification [1, 4, 5, 14] , and the classification was given for n = 2 in [14] . However, a classification is not known for any n ≥ 3. Furthermore, even if such a classification was available for an arbitrary dimension n, the respective gauge functions could be difficult to compute, in general. In fact, the number i of facets of an arbitrary maximal lattice-free polyhedron B ⊆ R n can be as large as 2 n , while the computation of the respective gauge function would require evaluation of i scalar products in the generic case.
In light of these difficulties, instead of fully describing Cor(R, f ) by classifying lattice-free sets, one can aim to find a small and simple family of lattice-free sets whose intersection cut closure approximates Cor(R, f ) within a desired tolerance [2, 6, 9] .
In other words, for a fixed n ∈ N, one can search for a simple family B of lattice-free sets and a constant α ≥ 1 such that the inclusions
hold for all (R, f ). The inclusion Cor(R, f ) ⊆ C B (R, f ) holds for all (R, f ). Thus, we ask the following:
Given subfamilies B and L of C n , does there exists an α ≥ 1 such that C B (R, f ) ⊆ 1 α C L (R, f ) holds for all pairs (R, f )? Question 2. Given subfamilies B and L of C n , is it true that for every f ∈ Q n \ Z n there exists an α ≥ 1 (possibly, depending on f ) such that
In this paper, we focus on answering these questions. If such an α exists for either of the previous questions, then the B-closure approximates the L-closure within a factor of α, i.e., the B-closure provides a finite approximation of the L-closure for all choices of (R, f ) (or for a fixed f and all rational R). Since the corner polyhedron of (R, f ) coincides with C L n * (R, f ) for rational (R, f ), we are particularly interested in studying the case L = L n * . On the other hand, as the number of facets is a natural measure for describing the complexity of maximal lattice-free sets, we are interested in the case B = L n i with i ∈ N. Other subfamilies B and L of C n (not necessarily subfamilies of lattice-free sets) may be of independent interest in future work.
Notation and terminology. For background on convex sets and polyhedra, see for example [8] , [18] , and [19] , and for background on integer programming, see for example [13] .
We use N to denote the set of all positive integers. The value n ∈ N will always denote the dimension of the ambient space R n , and the values r 1 , . . . , r k will always denote the columns of R with k ∈ N . Stating that a condition holds for every R means that the condition holds for every R ∈ ∞ k=1 R n×k . Stating that a condition holds for every (R, f ) means the condition holds for every R ∈ ∞ k=1 R n×k and f ∈ R n \ Z n . Let [m] := {1, . . . , m} for m ∈ N. For X ⊆ R n , we use aff(X), cone(X), conv(X), int(X) to denote the affine hull of X, the convex conic hull of X, the convex hull of X, and the interior of X, respectively. For a closed, convex set C in R n , we use rec(C) and relint(C) to denote the recession cone of C and the relative interior of C, respectively. For a polyhedron P ⊆ R n , we use vert(P ) to denote the set of all vertices of P . For sets A, B ⊆ R n , the set A + B := {a + b : a ∈ A, b ∈ B} is the Minkowski sum of A and B. We say the Minkowski sum of A and B is direct if every point in A + B has a unique representation as the sum a + b with a ∈ A and b ∈ B; in this case, we write A ⊕ B rather than A + B. For i ∈ [n], e i denotes the i-th standard basis vector in R n . For vectors u, v ∈ R n , we use the notation u · v to denote the standard scalar product of u and v.
2. Summary of results. Let B and L be sets in C n , and let B and L be subfamilies of C n . For α ≥ 1, we call 1 α C B (R, f ) the α-relaxation of the cut C B (R, f ). Analogously, we call 1 α C B (R, f ) the α-relaxation of the B-closure C B (R, f ). Using α-relaxations, the relative strength of cuts and closures can be quantified naturally as follows. For f ∈ R n \ Z n , we introduce the functional
is at least as strong as the α-relaxation of the cut C L (R, f ). For α < 1, the previous inclusion says that not just C B (R, f ) but also the 1 α -relaxation of the cut C B (R, f ) is at least as strong as the cut C L (R, f ). Thus, if ρ f (B, L) < 1, the B-cut of (R, f ) is stronger than the L-cut of (R, f ) for every R, and the value ρ f (B, L) quantifies how much stronger it is. If 1 < ρ f (B, L) < ∞, then the B-cut of (R, f ) is not stronger than the L-cut of (R, f ) but stronger than the α-relaxation of the L-cut for some α > 0 independent of R, where the value ρ f (B, L) quantifies up to what extent the L-cut should be relaxed
In addition to comparing the cuts coming from two sets B and L, we want to compare the relative strength of the family B to the single set L, and the relative strength of the two families B and L. We consider these comparisons when f is fixed or arbitrary. For the case of a fixed f ∈ R n \ Z n , we introduce the functional
which compares B-closures to L-cuts for a fixed f . We also introduce the functional
For the analysis in the case of varying f , we introduce two functionals:
For the setting where B and L are families of lattice-free sets, the functional ρ(B, L) was introduced in [6, § 1.2], where the authors initiated a systematic study for the case of n = 2. In the case that 
where Flt(n) is the so-called flatness constant.
3
From Theorem 2, we immediately see that
• for all natural numbers 2 ≤ i < j, the value ρ(L n i , L n j ) is infinite if i ≤ 2 n−1 , and finite, otherwise.
• for every natural number i ≥ 2, the value ρ(L i , L n * ) is infinite for i ≤ 2 n−1 , and finite, otherwise. Moreover, since the flatness-constant Flt(n) is known to be polynomially bounded in n, the values of ρ(L n i , L n j ) and ρ(L i , L n * ) are polynomially bounded in n whenever they are finite.
Let f ∈ R n \ Z n . Our second main result examines strength in the context of the
The following theorem shows that in the case when f is rational, the finiteness ρ f (L n i , L n * ) < ∞ holds for every i > n (that is, already starting from i = n + 1). Given u ∈ Q n \ {0}, we define the denominator of u to be the minimum s ∈ N such that su ∈ Z n .
In light of Theorems 2 and 3, upper bounds on ρ f (L n i , L n * ) necessarily depend on f for n < i ≤ 2 n−1 . An important point to note is that Theorem 3 assumes rationality of f . Rationality on f or R is not required for the other results in this paper. The finite approximation parts of Theorems 2 and 3 are proved in Section 5, and the inapproximability parts are proved in Section 6.
Our main tool used in proving Theorems 2 and 3 is Theorem 5, which is an approximation result about general B-cuts and B-closures. We set up some notation necessary to state this result.
Definition 4 (B f , C n f , and f -closed family). Let f ∈ R n \ Z n , and let B ⊆ C n . By B f we denote the subfamily of all sets in B containing f in the interior. In particular, for B = C n we get the family C n f of all n-dimensional, closed, convex sets containing f in the interior. We say that B is an f -closed family if the family {ψ B−f : B ∈ B f } of gauge functions is closed with respect to pointwise convergence within the family {ψ C−f : C ∈ C n f }. The following theorem provides characterizations of the conditions ρ f (B, L) < ∞ and ρ(B, L) < ∞ under the topological assumption that B is f -closed. The reason for introducing such an assumption is the following. The closure C B (R, f ) is determined in terms of inequalities defining B-cuts, but there are more inequalities valid for C B (R, f ) that arise as a limit of sequences of the B-cuts for B ∈ B. We will see later that such 'limit-case inequalities' must be taken into consideration for characterizing ρ f (B, L) < ∞ and ρ(B, L) < ∞. Since the coefficients of the cut-defining inequalities are expressed in terms of gauge functions, we need a topology on C n that corresponds to convergence of gauge functions. Later, we will introduce this topology using an appropriate metric, but for the purpose of formulating Theorem 5, it is enough to use the notion of an f -closed family.
Theorem 5 (Qualitative One-for-all Theorem for two families). Let B ⊆ C n .
Let L be a subfamily of polyhedra in C n , and suppose there exists some m ∈ N such that every set L ∈ L has at most m facets. Then the following hold:
It is not hard to see that the B-closure approximates the L-closure if and only if the B-closure approximates the L-cut for each L ∈ L. The somewhat surprising message of Theorem 5 is that in order for the B-closure to approximate an L-cut, it is necessary for the B-cut from a single well-chosen B ∈ B to approximate the L-cut. So with a view towards constant factor approximations of L-cuts, there is no synergy of all B-cuts for B ∈ B that contributes to the approximation. We call results of this type 'one-for-all' results. The term qualitative in Theorem 5 refers to the fact that the result characterizes when the functional values ρ f (B, L) and ρ(B, L) are finite; this is in contrast to the Quantitative One-for-all Theorem (see Theorem 21), which gives concrete bounds on ρ f (B, L) and ρ(B, L). The one-for-all idea is useful when deriving both positive and negative results. In Theorem 5, which is proved in Section 4, the above informal message is expressed rigorously in convenient geometric terms.
3. Basic material. In this section, we collect basic results that are used for proving our main results.
3.1. Lattice-free sets. The following result from [11] is proved using Zorn's lemma.
Proposition 6. Every lattice-free set B in R n is a subset of a maximal latticefree set in R n .
A characterization of maximal lattice-free sets was given by Lovász [16] ; see also [3] and [10] . We say that a transformation T : R n → R n is unimodular if T is an affine transformation having the form T (x) = U x + v for a unimodular matrix U ∈ Z n×n and some v ∈ Z n .
Theorem 7. Let B be a lattice-free set in R n . Then the following hold: (a) B is maximal lattice-free if and only if B is a lattice-free polyhedron and the relative interior of each facet of B contains a point of Z n . (b) If B is maximal lattice-free, then B is a polyhedron with at most 2 n facets. (c) If B is an unbounded maximal lattice-free set, then up to a unimodular transformation, B coincides with
The bound 2 n in Theorem 7(b) is tight, and moreover, there is a maximal latticefree polyhedron with i facets for every i ∈ {2, ..., 2 n } .
Then there exists a maximal lattice-free polyhedron in R n with exactly i facets.
Proof. We first claim that there exists a family of i pairwise disjoint faces F 1 , . . . , F i of the unit cube [0, 1] n that cover the set {0, 1} n of all its vertices. This can be derived using a constructive argument. Start with a list of two disjoint (n − 1)-dimensional faces of [0, 1] n , say, [0, 1] n−1 × {0} and [0, 1] n−1 × {1}. While the maintained list of faces is of size strictly less than i, pick a face F with dim(F ) ≥ 1 and replace it with two disjoint faces of F of dimension dim(F ) − 1. In each iteration, the length of the list grows by one. Thus, after finitely many iterations, a list F 1 , . . . , F i of i faces with the desired property is constructed.
For each j ∈ [i], let u j ∈ R n and c j ∈ R be such that the inequality u j · x ≤ c j is valid for [0, 1] n and defines the face
} is a lattice-free polyhedron with exactly i facets. By Theorem 7(a), B is a maximal lattice-free set if B is a lattice-free polyhedron and the relative interior of each facet of B contains a point of Z n . By construction, v ∈ {0, 1} n satisfies u j · v = c j if and only if v ∈ F j . Since the faces F 1 , . . . , F i were chosen to be pairwise disjoint, the vertices of F j are contained in the relative interior of the facet of B corresponding to the inequality u j · x ≤ c j . Thus, it remains to show that B is lattice-free.
Let
n closest to z. That is, for every t ∈ [n], one has v t ∈ {0, 1} with v t = 1 if and only if z t ≥ 1. By construction, p := (1 + ǫ)v − ǫz belongs to [0, 1] n if ǫ > 0 is sufficiently small. Hence v is in the relative interior of a line segment joining z and p. Thus, if z was in int(B), then v would be too, which is a contradiction.
n−1 is shown by combining Theorem 5 with the so-called flatness theorem. For every nonempty subset X of R n , the width function w(X, · ) :
The value w(X) := inf u∈Z n \{0} w(X, u) is called the lattice width of X.
Theorem 9 (Flatness Theorem). The value
Flt(n) := sup {w(B) : B is a lattice-free set in R n } is finite.
The value Flt(n) is called the flatness constant in dimension n. Note that other sources define Flt(n) as the supremum of w(K) among all compact sets K ∈ C n with K ∩ Z n = ∅. Here we use an equivalent definition using maximal lattice-free sets; the equivalence can be derived using Proposition 6 and Theorem 7(c). The best currently known asymptotic upper bound on the flatness constant is Flt(n) ≤ Cn 3/2 for some absolute constant C > 0 [7] . Unfortunately, the constant C in the latter estimate is not known explicitly. The somewhat weaker bound of Flt(n) ≤ n 5/2 (see [8, page 317] ) has the advantage of being explicit.
Gauge functions and the f -metric. Let B ∈ C
n be such that 0 ∈ int(B). The gauge function ψ B of B is known to satisfy the following properties
and the equivalence
Here we introduce the f -metric on C n f corresponding to the topological assumption on the family B in Theorem 5. Our definition of the f -metric relies on the Hausdorff metric and polar bodies. The Hausdorff metric d H is defined on the family of nonempty, compact subsets of R n as follows: d H (A, B) is the minimum γ ≥ 0 such that A ⊆ B + D(0, γ) and B ⊆ A + D(0, γ), where D(0, γ) is the closed ball of radius γ around the origin. For a set B ⊆ R n , the polar of B is
We define the f -metric d f on C n f to be
Since f is in the interiors of B 1 and B 2 , the sets ( B 2 ) is well-defined. For a family B ⊆ C n f , we use the notation cl f (B) to denote the closure of B under the f -metric.
Convergence in the f -metric can be expressed in several equivalent ways. In light of Proposition 10, the f -closedness condition on B that occurs in Theorem 5 can be explained as the closedness of B f in the metric d f .
be a sequence of sets in C n f and B a set in C n f . The following are equivalent: (i) ψ Bt−f converges to ψ B−f pointwise, as t → ∞, (ii) ψ Bt−f converges to ψ B−f pointwise on the unit sphere, as t → ∞, (iii) ψ Bt−f converges to ψ B−f uniformly on the unit sphere, as t → ∞,
Proof. The equivalence of (i) and (ii) follows from (7). The equivalence of (iii) and (iv) follows from Theorem 1.8.11 in [19] , and the fact that the gauge function of a convex set containing the origin in its interior is equal to the support function of its polar (Theorem 1.7.6 in [19] ). The equivalence of (ii) and (iii) follows from Theorem 1.8.12 in [19] . The equivalence of (iv) and (v) follows by definition.
The following result implies that lattice-free sets form a closed subset under the f -metric. 
For t ∈ N, the polyhedron B t has at most i facets, so (B t − f )
• has at most i vertices. Thus, (B t − f )
• can be written as (
where a 1,t , . . . , a i,t ∈ R n and some of these vectors may coincide. Since the sequence
is convergent in the Hausdorff metric, it is also bounded, and there is a bounded set U in R n such that (B t − f )
• ⊆ U for all t ∈ N. Thus, for every j ∈ [t], the sequence (a j,t ) ∞ t=1 is bounded. So, there exists a subsequence of (a j,t ) ∞ t=1 that converges to some a j ∈ R n . Hence conv(a 1 , . . . , a i ) is the limit of (B t − f )
• in the Hausdorff metric. Since (B t − f )
• . This shows that B has at most i facets.
3.3. Basic properties of cuts and closures. The following proposition shows that C B (R, f ) remains unchanged if B is replaced by cl f (B f ).
Proof. Recall that B-cuts are defined by linear inequalities whose coefficients involve the gauge function ψ B−f . Since one can pass the coefficients to a limit in these inequalities, Proposition 10 implies that
One might be interested in the relative strength of the family L n i \ L n i−1 of latticefree polyhedra with exactly i-facets. It turns out that this family is not f -closed, so Theorem 5 is not applicable.
giving further justification to study the relative strength of L n i . It should be pointed out that Proposition 14 is not used for proving our main results. 
Let m be the number of facets of B. Then (B − f )
• is a polytope with m vertices. Appropriately adding i − m points outside B and at distance at most ǫ to B, we construct a polytope P that contains (B − f )
• as a subset and has exactly i vertices. It follows that B ′ := P • + f is a polyhedron with exactly i facets and is a subset of B. It is well known that
Propositions 15 and 16 are concerned with basic properties of B-cuts. Proposition 15 follows from properties (5)-(9) on gauge functions.
where B ′ is a set in C n f defined by
Proposition 16. Let f ∈ R n \ Z n and B, L ∈ C n f . Then the following conditions are equivalent:
Proof. The equivalence (i) ⇔ (iv) follows from the definition of ρ f (B, L), see (1) . From the definition of gauge functions, we see that for a set M ∈ C n with 0 ∈ int(M ), the condition r ∈ M is equivalent to ψ M (r) ≤ 1. This gives (ii) ⇔ (iii). The implication (iii) ⇒ (i) follows directly from the definition of B-cuts. To conclude the proof, it is sufficient to show that (i) ⇒ (ii). If (i) holds, then we get that the condition 1 ∈ C B ((r), f ) implies 1 ∈ C L ((r), f ) for every r ∈ R n . From the definition of B-cuts and gauge functions, we see that 1 ∈ C B ((r), f ) if and only if r ∈ int(B)− f . Thus, we obtain int(B) ⊇ int(L) and therefore B ⊇ L.
Propositions 15 and 16 give the following description of ρ f (B, L).
if f ∈ int(L), and ρ f (B, L) = 0, otherwise. Moreover, if f ∈ int(L) and the infimum in (11) is finite, then all of the infima are attained for some α. 4. One-for-all theorems. For proving Theorem 5, we first derive an analogous result about approximation of a single set L by a family B in the case of a fixed f . In order to prove this analogous result, we apply the following lemma. We recall that by the Minkowski-Weyl theorem, every nonempty polyhedron can be represented as a Minkowski sum of a polytope and a finitely generated polyhedral cone (see Theorem 3.14 in [13] ).
Lemma 18. Let V be a nonempty finite subset of R n and let W be a nonempty finite subset of R n \ {0}. Let L := conv(V ) + cone(W ) and take f ∈ int(L). Let L t := conv(V ∪ (f + tW )) for t ∈ N. Then f ∈ int(L t ) for every t ∈ N, the sequence
is increasing with respect to set inclusion, and
Proof. Assume to the contrary that f ∈ int(L t ) for some t ∈ N. Then 0 ∈ int(L t − f ) = int(conv((V − f ) ∪ (tW )). We apply a separation theorem for 0 and int(L t − f ) to deduce the existence of a vector u ∈ R n \ {0} such that u · x ≥ 0 for all x ∈ L t − f . This implies u · x ≥ 0 for all x ∈ V − f , giving u · x ≥ 0 for all x ∈ conv(V − f ), as well as u · x ≥ 0 for all x ∈ tW , giving u · x ≥ 0 for all x ∈ cone(W ). Combining these implications, we get that u · x ≥ 0 for all
Since f ∈ L t , we can write L t as
The latter representation of L t shows that L t is increasing with respect to set inclusion.
• , as t → ∞. According to Lemma 1.8.2 in [19] , we can prove the latter convergence by showing that ((
is a sequence of nonempty, compact, convex sets that is decreasing with respect to set inclusion and satisfies
is a sequence of nonempty, compact, convex sets. Since L t is increasing with respect to set inclusion as t grows, the sequence (
is decreasing with respect to set inclusion. Finally, we show that
Theorem 19 (One-for-all Theorem for a family and a set). Let f ∈ R n \ Z n . Let B ⊆ C n be f -closed, and let L ∈ C n be a polyhedron given by L = conv(V ) + cone(W ), where V is a nonempty finite subset of R n and W is a finite (possibly empty) subset of R n \ {0}. Then
Proof. The validity of the asserted upper bound on ρ f (B, L) follows from the definition of ρ f (B, L) and ρ f (B, L).
For proving the asserted lower bound on ρ f (B, L), we first consider the case when L is a polytope. It suffices to consider the case inf B∈B ρ f (B, L) > 0 and ρ f (B, L) < ∞. In this case, we have that f ∈ int(L) and B f = ∅. Let α > 0, and fix α ′ := α k+1 for k = | vert(L)|. We will show that the condition
implies the condition (14) is equivalent to
. Thus, we want to show
So assume that the premise of (16) is fulfilled. Let r 1 , . . . , r k be the vertices of L − f and set R = (r 1 , . . . , r k ). For every B ∈ B, there exists i ∈ [k] such that α ′ r i ∈ B − f and
. Summarizing, condition (13) implies condition (14) .
Consider any α > 0 such that ρ f (B, L) ≤ 1 α . By definition of ρ f (B, L), condition (13) holds for such an α. Thus, condition (14) holds and there exists some Now consider the case when L is not a polytope. The proof idea is to approximate L by a sequence of polytopes, use the proof of the polytope case and pass to the limit. For this, consider the lattice-free polytopes L t = conv(V ∪ (f + tW )) with t ∈ N. From Lemma 18, f ∈ int(L t ) for every t ∈ N, the sequence (L t ) ∞ t=1 is increasing with respect to set inclusion, and
. Since L t is a polytope and f ∈ int(L t ), we can apply the bounded case to obtain the implication
Thus, the premise of (17) holds for every t ∈ N. It follows that for every t ∈ N there exists B t ∈ B with
• for every t ∈ N. We claim there exists a subsequence of ((B t − f )
• ) ∞ t=1 that converges in the Hausdorff metric. There exists a sufficiently small closed ball U that is contained in α ′ (L 1 − f ) and has a center at the origin. Since (L t ) ∞ t=1 is increasing with respect to set inclusion, we have that
• ⊆ U • for every t ∈ N. Since 0 ∈ int(U ), the polar body U • is bounded, and thus the sequence ((B t − f )
• ) ∞ t=1 is bounded in the Hausdorff metric. By Blaschke's selection theorem [19, Theorem 1.8.6] , there is a convergent subsequence, whose limit we represent as (B − f )
• . Since B is f -closed, we get B ∈ B. Furthermore, since
• for every t ∈ N, when passing along such a convergent subsequence, we get the inclusion (B − f )
Dividing through by |V | + |W | + 1, we get
As the value α > 0 was arbitrarily chosen such that ρ f (B, L) ≤ 1/α, the lower bound on ρ f (B, L) in (12) holds true.
An immediate corollary of Theorem 19 provides an analogous result in the case of an arbitrary f . Corollary 20. Let B and L be as in Theorem 19. Further assume that B is f -closed for all f ∈ R n \ Z n . Then
Theorem 19 and Corollary 20 together give the following more general one-for-all type result, where L is a family of sets.
Theorem 21 (Quantitative One-for-all Theorem for two families). Let B ⊆ C n . Let L be a subfamily of polyhedra of C n , for which there exists a constant N ∈ N satisfying the following property: every L ∈ L has a representation L = conv(V ) + cone(W ) using a nonempty finite subset V of R n and a finite (possibly empty) subset W of R n \ {0} for which |V | + |W | + 1 ≤ N holds. Then the following hold: (a) Suppose B is f -closed for a fixed f ∈ R n \ Z n . Then
Note that (19) follows from (12) , and (20) follows from (18) . Using Theorem 21, we are ready to prove Theorem 5. Note that in our definition of a truncated cone, the bases M and M ′ need not be bounded sets.
Lemma 25. Let p ∈ R n , µ ≥ 0, and M ⊆ R n be a closed convex set. Let P be a truncated cone with bases M and M ′ = (1 + α)M + p. Then the following hold: (a) P can be given by
(b) Every point f ∈ P can be given as
for some 0 ≤ µ ≤ 1 and x ∈ M . Furthermore, if µ can be chosen such that 1/3 ≤ µ ≤ 1, then
Proof. (a) : Equality (21) can be shown directly:
(b) : The representation for f follows from (a). The inclusion conv({x} ∪ M ′ ) ⊆ P is clear since x ∈ M . We show
This is equivalent to showing the following inclusions obtained by translating the right and the left hand sides by −x:
where
This shows that for proving the two inclusions we can assume x = 0 (this corresponds to substitution of M for M − x and p for αx + p). So we assume x = 0 and need to verify
where f = µp and M ′ = (1 + α)M + p. Since conv({0} ∪ M ′ ) = 0≤λ≤1 λM ′ , it suffices to verify to show that the left hand sides are subsets of λM ′ for some appropriate choices of λ. For the first inclusion we choose λ = 3 4 µ. We observe that
where the second inclusion is fulfilled since 0 ∈ M and µ ≥ , which is at most 1 since µ ≤ 1. We observe that
where we use the fact that 
On the approximability of i-hedral closures.
Lemma 26. Let M ⊆ R n be a lattice-free polyhedron given by M = {x ∈ R n : a i · x ≤ b i ∀i ∈ [m]} with m ∈ N, a 1 , . . . , a m ∈ R n \ {0}, and b 1 , . . . , b m ∈ R. Then there exists a nonempty subset I of [m] such that the polyhedron P = {x ∈ R n : a i ·x ≤ b i ∀i ∈ I} can be represented as P = ∆ n−k ⊕ U , where U is a k-dimensional linear subspace of R n with k ∈ {0, . . . , n − 1} and ∆ n−k is a (n − k)-dimensional simplex.
Proof. Observe that 0 ∈ conv{a i : i ∈ [m]}. To see this, assume to the contrary that 0 ∈ conv{a i : i ∈ [m]}. By applying a separating hyperplane theorem for 0 and conv{a i : i ∈ [m]}, we see that there exists a vector u ∈ R n such that a i · u < 0 for all i ∈ [m]. Since the recession cone of M is equal to rec(M ) = {x ∈ R n : a i · x ≤ 0 ∀i ∈ [m]}, we have that u ∈ int(rec(M )). Hence rec(M ) is n-dimensional. However, an implication of Theorem 7(c) is that rec(M ) cannot be n-dimensional because M is lattice-free. Thus, we have a contradiction.
Since 0 ∈ conv{a i : i ∈ [m]}, Caratheodory's Theorem implies the existence of a nonempty subset I ⊆ [m] such that the points a i with i ∈ I are affinely independent and 0 ∈ conv{a i : i ∈ I}. We claim that I is the desired subset. The set V := aff(conv {a i : i ∈ I}) is a linear subspace of R n . We consider its orthogonal complement U = V ⊥ . Note that P = (P ∩ V ) ⊕ U . Since 0 ∈ conv{a i : i ∈ I} and {a i } i∈I is an affinely independent set, the set U is a linear subspace of R n of dimension k = n − |I| + 1, and the set P ∩ V is a (n − k)-dimensional simplex contained in the linear subspace V .
The following result is the main component in the proofs of Propositions 28 and 29.
Lemma 27. Let L ∈ L n * and let f ∈ int(L). Let γ ∈ (0, 1] and define L ′ := γ(L − f ) + f . Assume that there are values m ∈ N and t ∈ Z, and a maximal
Proof. We introduce the following homothetical copy of L:
For w ∈ Z, let U w := R n−1 × {w}. Without loss of generality, we assume that t = 0.
In this case, the lattice-free split B := conv(U b ∪ U b+1 ) gives the desired result. It is left to consider the case when int(L ′′ ) ∩ U 0 = ∅. To complete the proof, it is enough to identify a lattice-free set
We apply a separation theorem for Q j and int(L ′ ) to deduce the existence of a closed half-space H j of the space R n with
Thus, the polyhedron
, and therefore L ′ ⊆ P . Consider the n-dimensional polyhedron (23)
in R n . We claim B ′ is a lattice-free set in R n . By the definition of each Q i for i ∈ [m] and using the containment Q j ⊆ R n \ int(H j ), it follows that ]. Without loss of generality, we assume that one even has 0 ≤ f n ≤ 1 4 . By Lemma 26 applied to the lattice-free polyhedron P ∩ U 0 in the space U 0 , there exists a subset J ⊆ [m] with |J| ≤ n such that for the polyhedron
where ∆ is a simplex with 1 ≤ dim(∆) ≤ n − 1 and V is a linear subspace of U 0 with dim(V ) ≤ n − 2. Since B ′ ∩ U −1 and B ′ ∩ U 1 are facets of B ′ , the sets P J ∩ U −1 and P J ∩ U 1 are (n − 1)-dimensional. The representation P J ∩ U 0 = ∆ ⊕ V implies that P J ∩ U −1 and P J ∩ U 1 are homothetical copies of P J ∩ U 0 . This implies that (25)
is a truncated cone with bases P J ∩ U −1 and P J ∩ U 1 . We claim that one can apply Lemma 25(b) to P J ∩conv(U −1 ∪U 1 ). Lemma 25 can be used with either M = P J ∩U 1 and
, depending on which of the two bases P J ∩ U 1 or P J ∩ U −1 is larger. In both cases, we can verify the condition µ ≥ 1 3 . In the former case, we have f = (1 + µα)x + µp for µ ∈ [0, 1], α ≥ 0, x ∈ P J ∩ U 1 , and p ∈ R n . Note that the n-th component of p equals
], we can rearrange the equality f n = (1 + µα) + µp n to obtain µ ≥ 
where the last equality follows from (23) and (25). Thus, B is a lattice-free polyhedron since B ′ is lattice-free. Moreover, B has at most m + 1 facets. Since f ∈ int(L ′ ) ⊆ P ⊆ j∈[m]\J H j , and B ′ = T j∈[m]\J H j as noted above, we obtain
From (24), we obtain the desired inclusion
The assertion is trivial for n = 1, so we assume that n ≥ 2. By the definitions of the functionals ρ f (B, L) and ρ f (B, L), and with (3) and (4), it follows that
Let L ∈ L n * and f ∈ int(L). From the previous inequality, it is enough to show that there exists a B ∈ L n i such that ρ f (B, L) ≤ 4 Flt(n). By Proposition 17, this condition is equivalent to the condition
Thus, we aim to find a B ∈ L n i such that
After a unimodular transformation, we assume u = e n . For t ∈ Z, let U t :
) for some t ∈ Z, then setting B := conv(U t ∪ U t+1 ) yields the desired result. Thus, we assume that L ′ ∩ (R n−1 × {t}) is nonempty for some t ∈ Z. Since L is lattice-free and int(L) ∩ U t = ∅, the set {x ∈ R n−1 : (x, t) ∈ L} is lattice-free. By Proposition 6, the latter set is a subset of a maximal lattice-free polyhedron
for m = 2 n−1 . The desired conclusion now follows by applying Lemma 27 with L, L ′ , D, m, t and γ := 1 Flt(n) . For u ∈ Q n \ {0}, recall that the denominator of u is the minimal s ∈ N such that su ∈ Z n . It is not hard to see that the denominator of a rational vector is invariant up to unimodular transformations.
Proposition 29. Let i ∈ N be such that i > n. Let f ∈ Q n \ Z n , and let s ∈ N be the denominator of
, we introduce two homothetical copies of L:
Using the definitions of ρ f (B, L) and ρ f (B, L) along with (2), it follows that
By the previous inequality and Proposition 17, it is enough to show that for an
We verify that such a B exists by induction on n. The assertion is clear for n = 1 by setting B = L. Consider n ≥ 2 such that for every f ′ ∈ Q n−1 /Z n−1 with denominator s and for everyL ∈ L
n \ {0} be a vector for which the lattice width of L is attained. One has u · f ∈ 1 s Z. After a unimodular transformation, we assume u = e n (recall that unimodular transformations do not change the denominator of rational vectors). For w ∈ Z, define U w :
Without loss of generality, we assume that m = 0, and so L ′ ⊆ conv(U −1 ∪ U 1 ). Consider cases on the integrality of f n . First, suppose f n ∈ Z. Without loss of generality, we assume that f n ∈ (0, 1). Thus,
′′ is a subset of the lattice-free split B := R n−1 × [0, 1]. In the case f n ∈ Z, we use the induction assumption. Without loss of generality, we assume f n = 0. Thus, we can represent f as f = (f ′ , 0), where
has the same denominator as f . Observe that x ∈ R n−1 : (x, 0) ∈ L is a lattice-free polyhedron in R n−1 . By Proposition 6 and Theorem 7, there is an (n− 1)-dimensional maximal lattice-free set M 0 such that
Applying the induction assumption to M 0 , we obtain a lattice-free set D ∈ L n−1 n
By (26) and the fact that Flt(n) ≥ Flt(n − 1), we also have
Since f n = 0, the set L ′ ∩ U 0 is nonempty. We use Lemma 27 by taking L in Lemma 27 to be equal to L ′ in this proof and choosing m = n, γ = 1 and t = 0. Thus, there is some
n−1 . We will show that for every µ ∈ (0, 1), there exists an L ∈ L n i+1 and an f ∈ int(L) such that µ(L − f ) + f is not a subset of any B ∈ L n i . To this end, we start with the following lemma. Lemma 30. Let B ⊆ R n be a maximal lattice-free polyhedron with m facets and let c ∈ int(B). Let z 1 , . . . , z m be integer points in the relative interior of the m distinct facets of B. There exists an ǫ ∈ (0, 1) such that, for all i, j ∈ [m] with i = j, the interval [z i , z j ] has a nonempty intersection with (1 − ǫ)B + ǫc.
Proof. Consider the set Z := {(z i + z j )/2 : i, j ∈ [m], i = j} of the midpoints of the segments appearing in the assertion. Note that Z is a subset of int(B). Clearly, (1 − ǫ) int(B) + ǫc ⊇ Z holds when ǫ ∈ (0, 1) is sufficiently small.
Let n ≥ 2, as otherwise the assertion is trivial. By Proposition 12, the family L n i is f -closed for every f ∈ R n \Z n . Thus, we can use Theorem 5(b) for proving the assertion. Let µ ∈ (0, 1). We will show that there exists a maximal lattice-free set L ′ in R n with exactly i + 1 facets and a point f ∈ int(L ′ ) such that every lattice-free polyhedron containing L ′ µ := µL ′ + (1 − µ)f as a subset has at least i + 1 facets. By Lemmas 8 and 30, there exists a maximal lattice-free subset L of R n−1 with i facets, a point c ∈ int(L), i integer points z 1 , . . . , z i ∈ Z n−1 in the relative interior of the i facets of L, and an ǫ ∈ (0, 1) such that each segment [z j , z k ] with j, k ∈ [i] and j = k has a nonempty intersection with the interior of the homothetical copy
First, assume that L is bounded. We fix f := (c, ǫµ) ∈ R n . In order to identify an appropriate L ′ , we first introduce an auxiliary polytope P in R n . We fix P to be the pyramid P := conv({f } ∪ F ) with apex f and base
The cross-section of P by the horizontal hyperplane R n−1 × {0} is a homothetical copy of L × {0}:
and, since L is lattice-free, P is also lattice-free. On the other hand, we have the inclusion
We will now fix L ′ to be a specific homothetical copy of P with f ∈ int(L ′ ) and P ⊆ L ′ , as follows. With each λ ≥ 1 we associate the homothetical copy P λ := λP + (1 − λ)(c, −1) of P with center at (c, −1). We consider the cross-section of P λ by the hyperplane R n−1 × {0}:
We fix λ = ǫµ(ǫµ+1)+1 ǫµ+1
. With this choice, the cross-section
, and P ⊆ L ′ . See Figure 1 for an example of P and L ′ in dimension n = 2.
According to Theorem 5(b), for proving our assertion, it suffices to verify that every lattice-free polyhedron M with M ⊇ µ(L ′ − f ) + f has at least i + 1 facets. Below we will verify an even stronger property that every lattice-free polyhedron M with int(M ) ⊇ µε(P − f ) + f has at least i + 1 facets. We consider an arbitrary lattice-free polyhedron M in R n such that int(M ) ⊇ µε(P − f ) + f . Note that ǫµ(P − f ) + f is a pyramid with apex f and the base
Taking into account that the base of ǫµ(P − f ) + f is below R n × {0}, i.e., −ǫ 2 µ 2 < 0, we conclude that the cross-section of ǫµ(P − f ) + f by R n−1 × {0} coincides with the cross-section of P by R n−1 × {0}. The latter implies ǫµ(P − f ) + f ⊇ L 1−ε × {0}. The set R n \int(M ) can be represented as a union of closed half-spaces H 1 , . . . , H t , where t ∈ N. We need to show that t ≥ i + 1. Among the i points (z 1 , 0) , . . . , (z i , 0), no two distinct points fall into the same half-space H k with k ∈ [t]. If, say, (z 1 , 0) and (z 2 , 0) are both in
Since the latter segment has a nonempty intersection with L 1−ǫ × {0}, we get a contradiction to L 1−ε × {0} ⊆ ǫµ(P − f ) + f ⊆ int(M ). Thus, t ≥ i, and without loss of generality, we assume that (z k , 0) ∈ H k for k ∈ [i].
If t < i + 1, we must have t = i. In this case, the point (z 1 , −1) ∈ Z n must belong to one of the hyperplanes H k with k ∈ [i] since M is lattice-free. The latter yields a contradiction as follows. Since the points (z 1 , −1) and (z k , 0) both belong to H k , their convex combination q := ǫ 2 µ 2 (z 1 , −1) + (1 − ε 2 µ 2 )(z k , 0) also belongs to H k (see Figure 1) . Clearly, q ∈ L × {−ε 2 µ 2 }, that is, q belongs to the base of the pyramid εµ(P − f ) + f . We have thus found a point belong to εµ(P − f ) + f but not to int(M ), which contradicts the choice of M . It is left to consider the case when L is unbounded. Theorem 7(c), states that after an appropriate unimodular transformation, L can be written as L = M × R n−1−n ′ , where n ′ ∈ N is such that 1 ≤ n ′ ≤ n − 2 and M is a bounded, maximal latticefree set in R Lemma 32. Let f ∈ Q n \ Z n and α > 1. Then the following hold: (a) There exists a maximal lattice-free simplex L ∈ L n n+1 ∩ C n f such that, for some choice of n + 1 integer points z 1 , . . . , z n+1 in the relative interior of the n + 1 distinct facets of L, the following is fulfilled: for all i, j ∈ [n + 1] with i = j, the segment [z i , z j ] intersects the homothetical copy L α := We argue by induction on n. In the case n = 1, we can choose L = [z 1 , z 2 ], z 1 := ⌊f ⌋ and z 2 := ⌈f ⌉. Now assuming the assertion is true for some dimension n ∈ N, we verify the assertion is true for dimension n + 1. Let f ∈ Q n+1 \Z n+1 and α > 1. Applying a linear unimodular transformation, we assume that the last component of f is zero so that f has the form f = (f ′ , 0) with f ′ ∈ Q n \ Z n . By the induction assumption, there exists a maximal lattice-free simplex L ′ ∈ L n n+1 such that, for some choice of n + 1 integer points z . Thus, z n+2 ∈ relint(F ), and the chosen L is indeed a maximal lattice-free simplex with the integer points z 1 , . . . , z n+2 in the relative interior of the n + 2 distinct facets of L. We also observe that the base of the homothetical copy L α of L has the form (28)
That is, the base F α of L α and the cross-section L ∩ (R n × {0}) of L are copies of L ′ that lie in R n+1 one above the other. See Figure 2 for an example of f , L, and L α in dimension n + 1 = 2.
Consider i, j ∈ [n + 2] with i = j. If i or j is n + 2, say j = n + 2, then it can be checked that the point 1 − n , the interior of B is the intersection of n open half-spaces that have no common points in Z n . Consequently, R n \ int(B) is a union of closed half-spaces H 1 , . . . , H n , which cover Z n . Since the number of half-spaces
