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ABSTRACT 
One problem in concatenative speech synthesis is how to 
incorporate prosodic factors in the unit selection. Imposing a 
predicted prosodic target is error-prone and does not benefit 
from the prosodic variability of the database. In this paper, we 
assume that several prosodic contours exist in the database for 
a same symbolic entry. This variability is represented by 
probabilistic models of the prosodic contours and the optimal 
sequence of units is searched by maximizing a joint likelihood 
at both segmental and prosodic levels. A generalized Viterbi 
algorithm is used to take into account the long-term 
dependencies introduced by the prosodic models. This method 
has been implemented in a unit selection synthesizer using an 
expressive speech database and a subjective experiment shows 
an improvement of the speech naturalness compared to a 
conventional unit-selection method. 
Index Terms: speech synthesis, unit selection, prosody 
1. INTRODUCTION 
The prosodic control of the unit selection speech synthesizers 
remains one of their weakest links in the overall quality of the 
resulting speech. One approach relies on a two-stage decision 
process where a prosodic model is used to predict & and 
duration targets for the unit-selection [1]. A major drawback of 
this method is that the prosodic sequence is chosen 
independently of the segmental units, which can create 
concatenation artifacts if no suitable sequence of units exists in 
the database. Furthermore, the prediction of a prosodic target 
often results in a stereotyped prosody that does not reflect the 
natural variability of the prosodic contours. Indeed, a unit 
selection synthesizer without any prosodic model often sounds 
better in overall naturalness. 
 In this paper, we assume that several possible prosodic 
realizations can be found in the database for a same symbolic 
entry. Therefore, instead of predicting a deterministic prosodic 
target at an early stage, we rely on probabilistic models of &
 
contour and durations and propose a method that searches for 
the optimal unit sequence by maximizing a joint likelihood at 
both segmental and prosodic levels. Since the prosody is 
intrinsically a supra-segmental phenomenon, the search of the 
optimal unit sequence has to consider several segmental units 
over time before making any decision. Therefore we use a 
generalized Viterbi algorithm (GVA) which offers the 
possibility of delayed decisions by relaxing the constraints 
over the searched paths [2].  
 There have been other proposals [3-5] to perform a joint 
search of the prosodic and segmental sequences. They are all 
based on the use of separate Finite State Automata (FSA) for 
the segmental and supra-segmental levels but differ in the way 
that these FSA are combined. A parallel search with token 
passing between the two FSA is done in [4] whereas the 
authors in [3,5] propose a composition of both FSA. In all 
cases, the search turns out to be computationally expensive 
and some pruning of the states must be performed to reduce 
this complexity. Interestingly, the GVA can be seen as a 
dynamic pruning of the less probable states as explained in 
section 3. Therefore, the joint search can be performed without 
increasing the search space. 
 This paper pursues a work initiated in [6]. Here, we 
propose to use gaussian mixture models of the & contour and 
durations in order to better capture the prosodic variability of 
the database. These context-dependent models are learned over 
the syllables and the phrases by decision-tree growing based 
on Minimum Description Length [7] criterion.  
 The paper is organized as follows. In section 2, we shortly 
introduce the probabilistic framework of unit selection 
synthesis and detail the probabilistic models learned for each 
level (phone, syllable and phrase). The principle of the GVA 
and its implementation are presented in section 3. Finally, a 
subjective evaluation of the speech naturalness is presented 
and discussed in section 4. 
2. PROBABILISTIC FRAMEWORK 
In the traditional approach for unit selection synthesis, the best 
sequence of units is searched by minimizing a weighted sum 
of target costs and concatenation costs. This cost based view 
has been reformulated in a probabilistic framework in [8]. 
However, in both cases, the observations are at the segmental 
level only. Here we start from a more general view of unit 
selection in order to include the supra-segmental observations. 
Let   +S S S be a sequence of symbolic entries derived 
from the textual input and  +U U U a sequence of 
segmental units. The segmental units KU
 
are generally phone-
sized units. In a probabilistic framework of unit selection, we 
want to find the sequence that maximizes some observation 
probability   	 \ 	0 / U S , i.e. 
  ARGMAX   	\ 	e UU 0 / U S  (1) 
where  	/ U denote the observation features associated to the 
sequence of units ,U  such as spectral features, energy and &
contours, segmental and syllabic durations. In our approach, 
we decompose these observation features into three levels of 
observation  and PHR SYL PHO/ / / which correspond respectively 
to the phrase, the syllable and the phone level. Assuming 
statistical independence between these observations, we have, 
  
  		   		   		   		PHR SYL PHO0 / U 0 / U 0 / U 0 / U  (2) 
Therefore, the best unit sequence can be searched by 
maximizing the product of the observation probabilities 
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associated to each level. In the following subsections, we 
detail the features and the statistical models learned separately 
for the phone, syllable and phrase levels. The spectral features 
are represented only at the phone level whereas we adopt a 
multi-level representation inspired by [9] for the prosodic 
features. In this way, we obtain a set of features that can fulfill 
at least partially the assumption of independence between 
levels stated in equation (2). 
2.1. Phone level 
Following the probabilistic model proposed in [8], we have,   


  	\ 	   	\ 	   	\  	 	
PHO.
PHO PHO K K K
K
0 / U S 0 / U S 0 H U T U S

   (3) 
where KU
 
denotes the phone unit of index k. The probability 
  	\ 	PHO K0 / U S  corresponds to the traditional target cost of 
unit selection whereas the conditional probability
  	\  	 	K K0 H U T U S  corresponds to the concatenation cost. We 
denote h and t the feature vectors associated with the 
beginning (head) and end (tail) of the units. In our current 
implementation, these feature vectors comprise: 
• 13 MFCC coefficients and log & with their delta values 
All these features are smoothed over a 10 ms window at the 
head and the tail of the unit. The observation features PHO/ are: 
• 13 MFCC coefficients averaged at the middle of the phone. 
• phone duration 
In the current stage of our implementation, the observation 
probability is represented by a single gaussian model 
  \ 	 	 PHOPHO PH PSO S HO0 / S / N 4 &
 
with mean vector PHOSN and 
diagonal covariance matrix PHOS4
 
The conditional probability
  	\  	 	K K0 H U T U S is represented by a simple model of zero-
order linear prediction at the concatenation point, i.e,
 
    	  	  	\  	 	  	K KK K S SH U T U0 H U T U S EE   4&  (4) 
where   	  	\ 	S K K% H U T U SE   and SE4  is a diagonal 
covariance matrix. It can be noticed that with these 
simplifications, our transition model (4) is similar to the 
distance measure proposed in [10].   
2.2. Syllable level 
Assuming that the observations over a given syllable depend 
on the two preceding syllables, we have, 
	 
 	 
 	 
 

  		   	\  	  		
SYL.
SYL SYL SYL SYLSYL I SYL I SYL I
I
0 / U 0 / U / U / U 

 (5) 
where the sequence of units  	SYL IU
 
corresponds to the syllable 
of index i and the dependency on the context S is omitted for 
clarity. In the following we refer to SYL: as the conditional 
observation over the syllable, i.e. 
 
	 
 	 
 	 
  	  	\  	  	SYL SYL SYL SYLSYL I SYL I SYL I: I / U / U / U   (6) 
The observation features SYL:  consist of: 
• 3 DCT coefficients of the log & contour ( C  excluded) 
• delta and delta-delta values of the first DCT coefficient C  
• syllable duration with its delta and delta-delta values  
where the delta and delta-delta are estimated with respect to 
the preceding syllables. The first DCT coefficient C which 
represents the average log & over the syllable is excluded from 
the syllable model since it will be part of the phrase model. 
 To account for the natural prosodic variability associated 
to a given symbolic context, the conditional probability in 
equation (5) is represented by a gaussian mixture model with 
mixture weight SYLLJX  mean vector SYLLJN and diagonal 
covariance matrix SYLLJ4  
 
  \ 	 	 SYLLSYL SSYLL SYLLJ JYL J
J
0 : S : NX 4 &  (7) 
where the dependency on the context S is omitted for clarity. 
2.3. Phrase level 
We assume temporal independency between phrases, i.e.  
 	 


  	\ 	   	\ 	
PHR.
PHR PHR PHR I
I
0 / U S 0 / U S

   (8) 
where the sequence of units  	PHR IU corresponds to the phrase 
of index i. One motivation behind this choice is to limit the 
long-term dependencies between units in equation (2) and 
consequently in the search for the optimal unit sequence. 
Nevertheless, it seems a reasonable assumption since the 
dynamic features used at the syllable level can bring to a 
certain extent some phrase-level information (e.g. & resetting 
between phrases). The feature vector PHR/ consists of: 
• 3 DCT coefficients of log  	 SYLL&  
• 3 DCT coefficients of syllable duration 
where log  	 SYLL& denotes the average of log &  over the voiced 
part of  syllable. Similarly to the syllable level, the observation 
probability (8) is represented by a gaussian mixture model 
with mixture weight PHRJX , mean vector PHRJN and diagonal 
covariance matrix PHRJ4  
 
 	   	\ PH PHRPH R PHRPHR R
J
J J J/0 / S X N 4 &  (9) 
where the dependency on the context S is omitted for clarity. 
2.4. Learning of the models 
In order to handle unseen contexts and achieve robust training, 
the context-dependent parameters of the model densities must 
be tied by decision-tree clustering. We use the Maximum 
Likelihood (ML) as splitting criterion and the Minimum 
Description Length (MDL) as stopping criterion. The models 
associated to the phone, the syllable and the phrase are learned 
independently and separate decision-trees are grown for each 
of these levels. For the syllable level and the phrase level, the 
number of components of the gaussian mixtures is set to an 
initial maximum value of K gaussians. Nevertheless, in order 
to avoid over-fitting when growing the decision-trees, this 
number can be adaptively reduced by applying the MDL 
criterion within each node of the trees. 
 The symbolic features used to learn the decision-trees are 
of the 4 major classes: type, context (type of the previous/next 
units, type of the parent linguistic unit), position within the 
parent unit (with 4 categorical values: head, middle, tail or 
mono), weight (number of components). More specifically, the 
type features used for each level is as follows: 
• Phone level: phonological type, sonority degree, articulation 
strength. 
• Syllable level: initial/final phonological class, lexical type of 
the parent word (lexical or grammatical), onset/coda weight, 
nucleus position. 
• Phrase level: mode (interrogative, exclamatory or neutral), 
initial/final word lexical type. 
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 After the learning process, the statistical model for each 
level consists of a tree of context-dependent multi-gaussian 
models1. At synthesis time, given an input specification ,S the 
models that best match the local context at each time instant 
are searched through each tree. These “predicted” models are 
finally combined according to equation (2) in the dynamic 
search for the optimal unit sequence that we present in the 
following section. 
3. GENERALIZED VITERBI SEARCH 
In a traditional unit selection synthesizer, a subset of . units 
[ ]KU is preselected for each symbolic input .KS A Viterbi 
algorithm is then used to find the best path within a trellis 
whose states at time k are the candidate units .[ ]KU This 
algorithm considers all the transitions between successive 
units KU but keeps only the best path (survivor) leading to a 
given candidate unit KU However, within all the candidate 
units at a given time only a few of them will belong to a 
probable path and it seems reasonable to omit the others. 
 
 The generalized Viterbi algorithm (GVA) is one such 
modification of the Viterbi algorithm: at each time k, the N 
candidates units are stored into M lists and the best S candidate 
paths are selected from each list. By relaxing the constraint 
over the survivor paths, the GVA can retain survivor paths that 
would otherwise be merged by the classical Viterbi algorithm. 
Furthermore, by pruning the less probable candidate units, the 
long-term dependencies between units can be considered 
without increasing the dimensionality of the search space. 
Since we lose the systematic structure of the Viterbi algorithm, 
the search for the best sequence of candidate units becomes 
sub-optimal. Nevertheless, this loss of optimality is negligible 
as long as we can assume that only a limited number of unit 
sequences are likely to be a good solution.  
 An illustration of this approach is given in Figure 1 with 
the settings N=3, M=1, and S=3. With this particular setting, 
the GVA reduces to the List-type algorithm, in fact the GVA 
allows a wide range of settings, ranging from the classical 
Viterbi (M=N, S=1) to the List-type algorithm (M=1, S=N). 
3.1. Unit selection procedure 
The unit selection implemented in our speech synthesizer is 
illustrated in Figure 2 and can be described as follows.  
• Initialization: 
For each linguistic level (phone, syllable and phrase), the 
probabilistic models that best match the symbolic context at 
each time are selected from the contextual tree learned at this 
level. The contextual tree trained at the phone level is also 
used to preselect a subset of . units [ ]KU for each symbolic 
input .KS These candidate units are sorted according to their 
observation probability   	\ 	PHO K K0 / U S and then alternately 
distributed along M lists with N/M units per list. 
• Recursion: 
1) Path extension: At time ,K  the S survivor paths are 
extended by one unit to yield N S candidate paths, and 
these candidates are classified into M lists. 
2) Update of observation memories: Observation memories 
are associated to each survivor path. These memories store 
                                                                
 
1
 A tree of single gaussian models is used for the phone level. 
the features
 
estimated for each level along that path and 
are updated each time a new observation is available. 
3) Path selection: Using the statistical models of each 
linguistic level, the a posteriori probability (2) is evaluated 
from the available observations along each candidate path. 
Finally, the best S paths from each list are selected for the 
next step. 
3.2. Optimization of the unit selection 
In our implementation of the GVA algorithm, we impose 
S=N/M in order to keep a constant number of competing paths. 
The ratio N/M controls the tradeoff between the optimality of 
the unit selection at the segmental level (M=N) and its long-
term memory 	- .  Obviously this parameter depends on 
the prosodic models learned at the syllable and phrase levels, 
and must be optimized over the training corpus. Imposing the 
number of candidate units N, we derive the optimal number of 
lists M as follows. 
 For each sentence s of the training corpus and a set of 
discrete values of M with  - .b b we compute the 
normalized selection cost: 
LOG   			 LOG   			 LOG   			e e e  	 PHR SYL PHO
PHR SYLL PHO
0 / U 0 / U 0 / U1 - S . . .  
where eU is the unit sequence selected by the GVA with the 
parameter setting M. The optimal value of M is the one that 
maximize the average of   	1 - S over the training corpus: 
  
e ARGMAX   	
- S S
- 1 - S.   (10) 
where S. is the number of sentences of the training corpus. 
Figure 1: Principle of the GVA unit selection. The boxes 
represent the lists of candidate units among which the best S 
paths are selected. The blank nodes are pruned units. 
 
Figure 2: Outline of the proposed unit-selection synthesis. The 
probability of a given unit sequence is estimated from the 
phone, syllable and phrase features evaluated along this path.  
Trees of context-dependent  
models for each linguistic level
Symbolic 
entries  
Candidates 
units
Syllable features
Phone features
Phrase features
Selected models
A posteriori 
probability of the 
path
Candidates 
units
Phone
Syllable
[ ]KU
[ ]KU[ ]KU [ ]KU [ ]KU 
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4. EXPERIMENT 
The speech corpus used in our system comes from the 
recordings of a French actor and presents a high prosodic 
variability which makes it a good candidate for evaluating the 
prosodic control of the unit-selection. It contains more than 
3000 sentences which represents a total of 4 hours of active 
speech. This corpus has been split into a training set of 1800 
sentences, a validation set of 800 sentences and a testing set of 
400 sentences. The syllable and phrase models were learned 
with a maximum number of components of 8 gaussians. The 
optimal number of lists of the GVA selection was estimated to 
be M=10 for a given number of N=50 candidate units. 
4.1. Subjective evaluation 
We designed a subjective experiment in order to evaluate the 
extent to which the long-term dependencies introduced by the 
syllable and the phrase models could enhance the overall 
speech naturalness. Therefore, we have compared two settings 
of our unit selection synthesizer: 
• Baseline synthesis which uses only the phone model with 
the classical Viterbi search (N=50, M=N, S=1).  
• Multi-level synthesis which uses the phone, syllable and 
phrase models with optimal settings (N=50, M=10, S=5).  
 A Comparison Category Rating test (CCR) [11] was set up 
to compare both synthesizers. A set of 15 speech utterances 
was randomly selected from the test corpus, ranging from 5 to 
26 syllables and from 1 to 3 phrases per utterance. These 
utterances have been synthesized by both baseline and multi-
level systems, and the synthesized samples were presented by 
pairs in random order. The subjects were asked to judge the 
overall naturalness of the speech, i.e. its prosodic quality as 
well as its acoustical quality. The ranking of the two methods 
was evaluated by averaging the scores of the CCR test for each 
method. A total of 25 subjects performed the test (all French 
native speakers; 10 experts and 15 naïve listeners). The result 
is illustrated in Figure 3. The mean rating value is 0.96 in 
favor of the multi-level synthesis with a p-value << 1.e-4.  No 
significant difference was found between experts and naïve 
listeners. 
Figure 3: Average CCR between the proposed system 
(multilevel) and baseline from the 25 subjects (inter-quartiles, 
median, and standard deviation). 
4.2. Discussion 
The multi-level control of the unit-selection synthesis brings 
an improvement in terms of overall naturalness compared to a 
system that uses the segmental level only. The baseline system 
is the optimal setting for the segmental quality, but it relies 
solely on the smoothness constraint at the concatenation point 
to produce a consistent prosody. Therefore this result tends to 
demonstrate that the GVA combined with probabilistic models 
of the prosodic contours improves the prosodic quality without 
introducing too much segmental artifacts. Nevertheless, it 
seems obvious that the symbolic features used to train the 
prosodic models provide a rather limited representation of the 
linguistic structure. Therefore we are working on using high 
level linguistic features which may bring further enhancement 
of the prosodic quality.  
5. CONCLUSION 
We propose a probabilistic approach to the prosodic control of 
unit selection. The prosodic variability of the database is 
represented by multi-gaussian models of & contour and 
durations. A generalized version of the Viterbi algorithm is 
used to search for the optimal unit sequence by maximizing a 
joint likelihood at both segmental and prosodic levels. This 
method has been implemented in a unit selection synthesizer 
using an expressive speech database and a subjective 
evaluation shows a consistent improvement in the speech 
naturalness. Further work will focus on the use of high level 
syntactical features in order to enhance the prosodic modeling 
accuracy. 
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