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Abstract
A d-hypertree on [n] is a maximal acyclic d-dimensional simplicial complex with full (d − 1)-
skeleton on the vertex set [n]. Alternatively, in the language of algebraic topology, it is a minimal
d-dimensional simplicial complex T (assuming full (d− 1)-skeleton) such that H˜d−1(T ;F) = 0.
The d-hypertrees are a basic object in combinatorial theory of simplicial complexes. They have
been studied; and yet, many of their structural aspects remain poorly understood.
In this paper we study the boundaries ∂dT of d-hypertrees, and the fundamental d-cycles defined
by them. Our findings include:
• A full characterization of ∂dT over F2 for d ≤ 2, and some partial results for d ≥ 3.
• Lower bounds on the maximum size of a largest simple d-cycle on [n]. In particular, for d = 2,
we construct a Hamiltonian d-cycle H on [n], i.e., a simple d-cycle of size
(
n−1
d
)
+1. For d ≥ 3,
we construct a simple d-cycle of size
(
n−1
d
)−O(nd−2).
• Observing that the maximum of the expected distance between two vertices chosen uniformly
at random in a tree (1-hypertree) on [n] is at most ∼ n/3, attained on Hamiltonian paths, we
ask a similar question about d-hypertrees. How large can be the average size of a fundamental
cycle of a d-hypertree T (i.e., the expected size of the dependency created by adding a d-simplex
on [n], chosen uniformly at random, to T )? For every d ∈ N, we construct an infinite family
of d-hypertrees {T} with the average size of a fundamental cycle at least cd |T | = cd
(
n−1
d
)
,
where cd is a constant depending on the dimension d alone.
1 Introduction
Graph Theory, and in particular its portion dealing with connectivity-related notions such as cycles,
trees and cuts, and their packing, covering, polytopes, etc., plays a fundamental role in CS, and is at
the core of Combinatorial Optimization and the theory of Algorithms. While graphs are well-suited
for modeling systems with pairwise interactions, modeling of more complex multiway interactions is
required in fields like Game Theory, Distributed Systems, Image Processing, etc. This calls for a robust
higher-dimensional generalization of graphs. Hypergraphs provide a partial answer, however, it will
be noted that the graph-theoretic connectivity notions do not even have a widely-agreed formulation
in this context, much less a coherent theory.
In contrast, simplicial complexes posses a richer structure than hypergraphs, and do allow a natural
and meaningful generalization of trees, cycles, etc. In fact, both simplicial homology and homotopy
theories can be viewed as high-dimensional connectivity theories. This paper is dedicated to the study
of the combinatorial structure of these generalizations, namely d-hypertrees and d-cycles.
On simplicial complexes and their applications. Simplicial complexes have been introduced
by Poincare´ at the turn of the 20’th century as a tool for creating a rigorous foundation for what has
later evolved into the homology theory for smooth manifolds. The introduction of clear combinatorial
notions had immediately led to flourishing of Combinatorial Topology. Although later the simplicial
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methods were gradually replaced by a powerful algebraic apparatus, simplicial complexes have retained
their importance in this branch of mathematics up to this day. Gradually, simplicial complexes along
with the associated topological methods spread through virtually all branches of Discrete Math. and
Computer Science1.
In recent years, the study of simplicial complexes has continued at an ever accelerating rate. A
series of brilliant papers dedicated to the study of hard topological invariants like embedding di-
mension and homotopy groups, see e.g., [22, 6, 21], has significantly promoted our understanding in
this direction. Spectacular advances in the study of threshold phenomena in random complexes, see
e.g. [16, 4, 3, 2, 1, 18], have virtually shaped a new important topological-combinatorial area out of
thin air. Another important similar development had to do with constructing expanders of various
types, see e.g., [11, 9, 15, 20]. In practical CS, topological methods for data analysis have become
exceedingly popular. For an overview of this field see, e.g., the summaries [7, 10]. In addition to
classical methods of reconstructing geometrical data from properly produced samples (see, e.g., [8]),
new methods based on persistent homology have emerged, and become widespread.
To sum up, the theory of simplicial complexes provides valuable tools for a large variety of theoret-
ical and practical areas. Situated at the meeting place of Geometry and Combinatorics, it provides a
language understandable to both, and serves as an important vehicle for exchange of ideas and results
between the two areas.
Our contribution. In view of the above, it is surprising that the combinatorial structure of sim-
plicial complexes is rather poorly understood at the moment, and even the simplest questions about
the structure of the basic objects such as 2-hypertrees, 2-cycles and 2-cocycles, run into unknown
territory.
A word about d-hypertrees is due. While d-cycles and d-cocycles are standard and very basic
notions of Combinatorial/Algebraic Topology requiring no introduction, the notions of hypertree,
although standard, is less common. A d-hypertree T is a maximal d-acyclic subcomplex of the complete
d-dimensional complex Kdn on the vertex set [n]. This definition implies, in particular, that T has a
full (d− 1)-skeleton. Equivalently, a d-hypertree is a minimal subcomplex Kd−1n ⊂ T ⊆ Kdn such that
H˜d−1(T,F) = 0 with respect to the underlying field F. Hypertrees were introduced and first studied
by Kalai in [14], and were subsequently studied, e.g., in [16, 24, 17, 25, 26].
This paper (and its companion [19]) is close in spirit to the afore-mentioned research of the thresh-
old probabilities of various properties of random d-complexes. We study a number of extremal-type
problems pertaining to the combinatorial/topological structure of d-hypertrees and d-cycles.
Our first goal is the characterization of the boundaries of d-hypertrees. Although at first glance it
may sound a rather exotic question, its solution provides an approach to solving mainstream problems
about d-hypertrees and d-cycles. For d = 2 we obtain a complete characterization; for larger d’s an
approximate answer is provided.
Next, we study simple d-cycles of the maximum size over the vertex set [n]. Clearly, the size of
such a cycle cannot exceed the size of a d-hypertree by more than 1. Call such d-cycles Hamiltonian.
As in graphs, and for the same reason, all the d-hypertrees over [n] have the same size
(
n−1
d
)
. Call
also a d-hypertree Hamiltonian if it is obtainable from a Hamiltonian d-cycle by removing one of its
d-simplices. Do such d-cycles and d-hypertrees exist? We show that for d = 2 the answer is positive if
and only if n ≡ 0 or 3 mod 4. For larger d’s we can only show that there exist simple d-cycles of size
at least
(
n−1
d
)−O(nd−2).
Hamiltonian d-hypertrees as defined above are just one possible generalization of Hamiltonian
paths in graphs. For another, metric generalization, observe that Hamiltonians paths are the extremal
(connected) graphs with respect to the expected distance between a random pair of vertices u, v,
attaining value ∼ n/3. Interpreting the distance between the vertices u and v in a tree T as the size
(minus 1) of the fundamental cycle obtained by adding the edge (v, u) to it, one naturally arrives to the
following problem about d-hypertrees. How large can be the average size of an fundamental cycle of a
1See, e.g., the excellent book of Matousˇek [23], and also [5], for some beautiful examples of uses of topological methods
in Graph Theory and vice versa. The most famous applications of simplicial complexes in Theoretical CS include the
study of evasiveness of nontrivial monotone graph properties of Kahn et al. [13], and the consensus problem in the area
of asynchronous concurrent computation [12, 27]
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d-tree T (i.e, the dependency created by adding a random uniform d-simplex on [n] to T )? For every
d ∈ N, we explicitly construct a d-hypertree T attaining value ≥ cd
(
n−1
d
)
for some cd depending only
on d. I.e., a constant fraction of the fundamental cycles with respect to T are of size commensurate
with T .
We work mostly with an interesting subclass of collapsible d-hypertrees, systematically employing
a technique which we call the conical extension. Both this class of d-hypertrees, and the technique
used, are potentially useful for other hypertree-related constructions.
1.1 Simplicial complexes
Some standard notation. We use F2 to denote the two element finite field and Q to denote the
field of rational numbers. The notation [n] is a shorthand for the set {1, . . . , n}. If A and B are sets,
then A ⊕ B denotes their symmetric difference and if A and B are vectors over F2, then it denotes
their vector sum.
A d-dimensional simplex (d-simplex or d-face for short) is a set with d+ 1 elements. A simplicial
complex X is a collection of simplices that is closed under containment. That is, if A ∈ X then
every subset of A also belongs to X. The union of all the simplices in X is called the vertex-set
V (X) of X. In this article, we will always assume that V (X) is finite and identify it with [n],
where n = |V (X)|. The dimension of a simplicial complex X is the largest dimension among all the
simplices in X. Further, X is called pure if all its maximal faces are of the same dimension. The set
of i-dimensional simplices of X is denoted by X(i). The complete n-vertex d-dimensional simplicial
complex Kdn = {σ ⊂ [n] : |σ| ≤ d+ 1} contains all the simplices in [n] with dimension at most d.
Chains. Given a field F and a simplicial complex X, an F-weighted formal sum Z of the d-faces in
X is called a d-chain over F, i.e., Z =
∑
σ∈X(d) cσσ, where cσ ∈ F,∀σ ∈ X(d). The set supp(Z) of
d-simplices with a non-zero weight in Z is called its support and | supp(Z)| is called the size |Z| of Z.
The vertex-set of X is also referred to as the vertex-set of Z. The collection of all d-chains of Kdn form
a vector space Cd over F with dimension
(
n
d+1
)
.
The boundary operator. The boundary ∂dσ of a d-simplex σ = {v0, . . . , vd}, with v0 < · · · < vd,
is the (d − 1)-chain ∑di=0(−1)i(σ \ {vi}). The signs disappear when one works over F2. The linear
extension of the same to the whole of Cd is the boundary operator ∂d : Cd −→ Cd−1. It is a well
known and easily verifiable fact that ∂d−1∂d = 0. The subscript of the operator may be omitted when
unambiguous.
Cycles, forests and trees. A d-chain Z is called a d-cycle if ∂Z = 0. We refer to 0 ∈ Cd as the
trivial d-cycle. Further, if there is no nontrivial cycle supported on a proper subset of supp(Z), then
Z is called simple. A set F of d-faces is called a d-forest (or acyclic) over a field F if F does not
contain the support of any nontrivial d-cycle over F. Further, F is called a d-hypertree or a d-tree on
[n] if it is a maximal d-forest in Kdn under inclusion. It is easy to see that for a d-forest F , the set of
(d− 1)-chains {∂σ : σ ∈ F} is linearly independent in Cd−1 and when F is a d-tree this set becomes a
basis for the cycle-space in Kd−1n , that is the kernel of ∂d−1. Hence all d-trees on [n] have size
(
n−1
d
)
.
Duals and cuts. The dual of a d-chain Z =
∑
σ∈supp(Z) cσσ over [n] is the (n − d − 2)-chain
Z∗ =
∑
σ∈supp(Z) cσσ¯, where σ¯ = [n] \ σ. A cut is the dual of a simple cycle. Over F2, the dual of a
set of d-simplices Z over [n] is the set Z∗ of (n− 2− d)-simplices {[n] \ σ : σ ∈ Z}.
Degree. The degree of an i-face σ in a simplicial complex X is the number of (i + 1)-faces in X
which contains σ. The maximum (resp., minimum) degree of a d-dimensional complex X is the largest
(resp., smallest) degree among all its (d− 1)-faces.
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Collapsibility. In a d-dimensional simplicial complex X, a (d − 1)-face τ is called exposed if its
degree is 1, that is, it belongs to exactly one d-face σ of X. An elementary d-collapse on τ consists of
the removal of σ and τ from X. We say that X is d-collapsible if every d-face of X can be removed by
a sequence of elementary d-collapses. It is easy to see that if X is d-collapsible, then X(d) is a d-forest
over any field.
Hamiltonian cycles and trees. A d-cycle Z on [n] is called Hamiltonian if it is simple and has
size
(
n−1
d
)
+ 1. Notice that this is the largest possible size of a simple d-cycle on [n]. Removing any
d-face from the support of Z results in a d-tree. Such d-trees, i.e., d-trees contained in the support of
a Hamiltonian d-cycle, are called Hamiltonian d-trees.
Fillings and filling-volume. For any (d − 1)-cycle Z and any d-tree T , both on [n], there exists
a unique d-chain F supported on T such that ∂F = Z. This d-chain F is called the filling of Z in T
and is denoted by Fill(Z, T ). When Z above is the boundary ∂σ of some d-simplex σ ∈ Kdn, we call
Fill(∂σ, T ) as the filling of σ in T and denote it by just Fill(σ, T ). The average filling-volume µ(T ) of
T is
(
n
d+1
)−1∑
σ∈Kdn |Fill(σ, T )|.
Abuses of notation (Important). The first type of abuse is to blur the distinction between a
pure d-dimensional complex X and its set of d-faces X(d). For example, we might say that X is a
forest (resp., a tree) to mean that X(d) is a d-forest (resp., a d-tree). In the other direction, if Y is
a collection of d-faces, by collapsibility (resp., maximum degree, minimum degree) of Y we mean the
collapsibility (resp., maximum degree, minimum degree) of the simplicial complex obtained by taking
the subset-closure of Y . The second type of abuse is to blur the distinction between a d-chain and its
support when working over F2. We will say more about this in Section 1.2.
1.2 Preliminaries
Working over the field F2
A d-chain over F2 can be identified bijectively with its support. Addition of two chains will correspond
to the symmetric difference of their supports. Boundary of a collection of d-simplices X is understood
as the boundary of the unique d-chain over F2 whose support is X. It may be helpful to note that,
in this case, the boundary of a d-simplex is just the collection of (d− 1)-simplices contained in it and
thus ∂X is the collection of (d− 1)-faces with an odd degree in X. Henceforth in this article, we will
work only over F2, although our results extend to Q (cf. Section 5).
Basic operators and related notions
Besides the boundary operator ∂ discussed above, additional standard and less standard operators
will be used in this paper.
Link. The link operator maps a simplicial complex X to the neighborhood of a vertex v:
Linkv(X) = {σ \ {v} | σ ∈ X, v ∈ σ} .
With a slight abuse of notation, we shall treat Linkv(X
(d)) as an operator mapping a collection X(d)
of d-simplices over [n], to a collection of (d − 1)-simplices over [n] \ {v}. Observe that a link of a
d-cycle Z is a (d− 1)-cycle, since in this case Linkv(Z) = ∂{σ | i ∈ σ ∈ Z}, and ∂∂ = 0.
Cone. The cone operator is the right inverse of the link operator; it maps a collection X(d) of
d-simplices over [n], to a collection of (d+ 1)-simplices over [n] ∪ {v}, where v /∈ [n]:
Conev(X
(d)) =
{
σ ∪ {v} | σ ∈ X(d)
}
.
It is easy to verify that the boundary of Conev(Y ) is given by
∂ Conev(Y ) = Y ⊕ Conev(∂Y ). (1)
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Conical extension. Let X(d) and Y (d−1) be collections of d- and (d−1)-simplices, respectively, over
[n], and let v 6∈ [n]. We define the conical extension Extv(X(d), Y (d−1)), a collection of d-simplices on
[n] ∪ {v}, by
Extv(X
(d), Y (d−1)) = X(d) ⊕ Conev(Y (d−1)) .
(The two summands are in fact disjoint.) It is easy to verify using (1), that if both X(d) and Y (d−1)
are acyclic, then so is Extv(X
(d), Y (d−1)). Similarly, if both X(d) and Y (d−1) are collapsible, then so
is Extv(X
(d), Y (d−1)).
Moreover, assume that X(d) and Y (d−1) are, respectively, d- and (d−1)- hypertrees on [n]. Keeping
in mind that an acyclic collection of k-simplices on [n] is a k-hypertree if and only if its size is
(
n−1
k
)
,
we conclude that Extv(X
(d), Y (d−1)) is a d-hypertree on [n] ∪ {v}, since it is acyclic, and its size is(
n−1
d
)
+
(
n−1
d−1
)
=
(
n
d
)
.
This leads to the following purely combinatorial definition-theorem, fundamental for this paper:
Definition 1.1 (Nice trees). Let {Tk}n−1k=d+1 be a sequence of (d − 1)-hypertrees, where Tk has an
underlying vertex set [k], respectively. Let Hd+1 = {1, . . . , d + 1} (a single d-simplex), and define
recursively, for k = d+ 1, . . . , n− 1,
Hk+1 = Extk+1(Hk, Tk) .
Then, each Hk is a d-hypertree on [k]. Call such hypertrees nice.
They form a subfamily of collapsible d-hypertrees. For d = 1, all trees are nice.
Filling and conical extension. The last operator to be discussed in this section is Fill(∗, T ), a
bijection between the (d−1)-cycles on [n] and subsets of d-simplices of a fixed d-tree T . Let Z ∈ Zd−1 be
a (d−1)-cycle on [n]. Then, by the definition of d-hypertree, there exits a unique subset F of d-simplices
in T , such that ∂F = Z. We define Fill(Z, T ) = F . Due to acyclicity of T , this is indeed a bijection.
Observe that the operator Fill(∗, T ) is linear: Fill(Z1 ⊕ Z2, T ) = Fill(Z1, T )⊕ Fill(Z2, T ). Finally, to
put things in a graph-theoretic perspective, observe that for a d-simplex σ on [n], Fill(∂σ, T ) ⊕ σ is
an analogue of what is called in graph theory a fundamental cycle of σ with respect to T .
The following claim about fillings of conical extensions will be used in Section 4.
Claim 1.2. Let T dn−1 and T
d−1
n−1 be, respectively, a d-hypertree and a (d−1)-hypertree on [n−1]. They
define, by means of conical extension, a new d-hypertree T dn on [n]: T
d
n = Extn(T
d
n−1, T
d−1
n−1). For
any Z ∈ Zd−1, a (d− 1)-cycle on [n], it holds that
Fill(Z, T dn) = Conen(F ) ⊕ Fill(Z ′, T dn−1) ,
where F = Fill
(
Linkn(Z), T
d−1
n−1
)
and Z ′ = Z ⊕ Conen Linkn(Z)⊕ F .
Proof. Observe that since Linkn(Z) is a (d− 1)-cycle on [n− 1], F is well defined. Observe also that
since F is a subset of T d−1n−1 , and T
d
n−1 is a subset of T dn , the right-hand-side of the definition is a subset
of T dn . Thus, due to acyclicity of T
d
n , it suffices to show that the boundary of the right-hand-side is Z.
By (1) and the definition of the Fill operator,
∂ Conen(F ) = F ⊕ Conen(∂F ) = F ⊕ Conen Linkn(Z) ,
and
∂
(
Fill(Z ′, T dn−1)
)
= Z ′ = Z ⊕ Conen Linkn(Z)⊕ F .
The ⊕ of the two terms is indeed Z.
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2 The boundaries of hypertrees
The central result of this section is the following characterization of the boundaries of 2-hypertrees:
Theorem 2.1. A nontrivial 1-cycle Z on [n] is the boundary of a 2-hypertree on [n] if and only if
|Z| ≡ (n−12 ) mod 2.
Observe that the trivial cycle cannot be the boundary of an acyclic set. The theorem will be
proved by first establishing the following much more general (but less precise) result.
Given an acyclic set F of d-simplices on [n], henceforth to be called a d-forest, let co-rank(F ) =(
n−1
d
)− |F |. In particular, if F is a d-hypertree, then co-rank(F ) = 0.
We shall use the convention that
(
n
k
)
= 0 for k < 0.
Theorem 2.2. For every d ≥ 1, and every nontrivial (d − 1)-cycle Zd−1n over [n], there exists a
collapsible d-forest F dn on [n] such that ∂F
d
n = Z
d−1
n , and co-rank(F
d
n) ≤
(
n−1
d−2
)
, which is typically
much smaller than
(
n−1
d
)
. Moreover, there are at least n− 2d different such F dn ’s.
Proof. The proof proceeds by a double induction on d and n.
Let us first verify the statement for d = 1 by an induction on n. It is, of course, a simple exercise;
the reason we spell it out here is that the proof of the general case will have a very similar structure.
For n = 1 the statement is vacuous, and for n = 2 it is trivial. So we assume n ≥ 3, and that the
statement is true for all k < n. Given a nontrivial 0-cycle Z0n ⊆ [n] (i.e., a nonempty set of vertices
of even size) as the required boundary, we may assume without loss of generality (by relabelling, if
necessary) that n ∈ Z0n. Pick any i ∈ [n − 1] such that Z0n 6= {i, n}, and set Z0n−1 = Z0n ⊕ {i, n}, a
nontrivial 0-cycle on [n−1]. Let T 1n−1 be a tree on [n−1] with boundary Z0n−1. Its existence is ensured
by the induction hypothesis. Attaching n to i in T 1n−1 by a new edge (i, n), yields the required tree
T 1n with boundary Z
0
n. Moreover, the (n − 2) possible choices of i yield (n − 2) different trees with
this property.
Having established the base case of our induction, we proceed to prove the general case (d, n),
d > 1, assuming that the statement is true for all n in dimensions smaller than d, and for all (d, k)
with k < n.
When d + 1 ≤ n ≤ 2d − 1, it holds that (n−1d ) ≤ (n−1d−2), and so the co-rank of any d-forest on [n]
is at most
(
n−1
d−2
)
. Thus, F dn = Fill(Z
d−1
n , T
d
n), where T
d
n is any collapsible d-hypertree, is a collapsible
d-forest satisfying the requirement ∂F dn = Z
d−1
n . The number of such forests is obviously ≥ 1 > n−2d.
Thus, the statement is true for such n’s.
We proceed to the induction step assuming n ≥ 2d. As before, one may assume without loss
of generality (by relabeling the vertices) that the vertex n participates in Zd−1n . Define Z
d−2
n−1 =
Linkn(Z
d−1
n ); it is a nontrivial (d− 2)-cycle on [n− 1]. Now, consider collapsible (d− 1)-forests Y on
[n− 1] satisfying the three conditions below.
(a) ∂(Y ) = Zd−2n−1;
(b) Y 6= Zd−1n ⊕ Conen(Zd−2n−1);
(c) |Y | ≥ (n−2d−1)− (n−2d−3) .
(2)
By induction hypothesis on smaller dimensions, there are at least (n−2d+1) different Y ’s satisfying
(2a) and (2c). Since at most one forest can violate (2b), there are at least n − 2d different Y that
satisfy all the three conditions above.
If such Y ’s exist, set F d−1n−1 = Y for some possible choice of Y . Each such choice will result in a
different final construction. Define
Zd−1n−1 = Z
d−1
n ⊕ Conen(Zd−2n−1)⊕ F d−1n−1 . (3)
Observe that (2a) ensures that Zd−1n−1 is a (d−1)-cycle on [n−1], and (2b) ensures that it is nontrivial.
The induction hypothesis about the case (d, n − 1) yields the existence of a collapsible forest F dn−1
such that ∂F dn−1 = Z
d−1
n−1 and |F dn−1| ≥
(
n−2
d
)− (n−2d−2).
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If Y as above does not exist, which may happen only when n = 2d, there still exists Y ′ satisfying
(2a) and (2c), and in addition Y ′ = Zd−1n ⊕ Conen(Zd−2n−1). Set F d−1n−1 = Y ′. The cycle Zd−1n−1 is still
defined by (3), but now it is trivial. Choosing F dn−1 = ∅, it still holds that ∂F dn−1 = Zd−1n−1, and that
|F dn−1| ≥
(
n−2
d
)− (n−2d−2) = 0.
Having defined F d−1n−1 and F
d
n−1 (and now it does not matter whether Y exists or not), we finally
define the desired Fnd :
F dn = Extn(F
d
n−1, F
d−1
n−1) = F
d
n−1 ⊕ Conen(F d−1n−1) . (4)
Since both F d−1n−1 and F
d
n−1 are collapsible, so is F dn .
Next, let us verify that F dn has the required boundary and co-rank.
∂(F dn) = ∂(F
d
n−1)⊕ F d−1n−1 ⊕ Conen(∂(F d−1n−1)) (by (1) and the linearity of ∂)
= Zd−1n−1 ⊕ F d−1n−1 ⊕ Conen(Zd−2n−1) (by definition of F dn−1 and (2a))
= Zd−1n . (by (3))
Further, we have (
n−1
d
)− |F dn | = (n−1d )− (|F dn−1|+ |F d−1n−1 |)
=
((
n−2
d
)− |F dn−1|)+ ((n−2d−1)− |F d−1n−1 |)
≤ (n−2d−2)+ (n−2d−3)
=
(
n−1
d−2
)
.
Finally, it is easy to verify that each of the n − 2d different choices available for F d−1n−1 , yields a
different F dn , and so there are at least n− 2d different F dn with the required properties.
It is now an easy matter to prove Theorem 2.1.
Proof. (of Theorem 2.1) By Theorem 2.2 applied to d = 2, the size of the constructed F 2n with
∂F 2n = Z
1
n is either
(
n−1
2
)
, or
(
n−1
2
)− 1. However, since the boundary of every 2-simplex consists of 3
edges, |F 2n | and |∂F 2n | must have the same parity. Thus, |F 2n | =
(
n−1
2
)
, i.e., it is a 2-hypertree, if and
only if |Z1n| has the same parity as
(
n−1
2
)
.
We conclude this section with the following easy corollary of Theorem 2.2 about the density of
boundaries of d-hypertrees among the d-cycles:
Corollary 2.3. For every (d− 1)-cycle Z on [n], there exists a (d− 1)-cycle Z ′ on [n], such that Z ′
is the boundary of a d-hypertree on [n], and |Z ⊕ Z ′| ≤ (d+ 1) · (n−1d−2).
3 On the maximum size of a simple d-cycle on [n]
Observe that if the boundary of a d-forest F dn is of the form ∂σ for some d-simplex σ on [n], then
F dn⊕σ is a simple cycle. Therefore, applying Theorem 2.2 to (d−1)-cycles of the form ∂σ, we conclude
that:
Theorem 3.1.
• Hamiltonian 2-cycles on [n] exist over F2 if and only if n ≡ 0 or 3 mod 4.
• For general d, the maximum size of a simple d-cycle on [n] is at least (n−1d )− (n−1d−2)+ 1.
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Remark. We conclude this section by mentioning that the parity condition |X| ≡ |∂(X)| mod 2 for
even dimensions is not the only factor that restricts the size of a simple cycle. The dual of a simple
cycle is a cut and when d = n − 3, the dual of a simple d-cycle on [n] is a graphical (1-dimensional)
cut. Since the largest cut in a graph on n vertices has size at most n2/4, this is the size of a largest
simple n-vertex (n − 3)-cycle too. It is shown in [19] that the largest 2-dimensional cut over F2 has
a size
(
n−1
3
) − n24 − Θ(n). Hence the size of a largest simple n-vertex (n − 4)-cycle over F2 is also(
n−1
n−4
)− n24 −Θ(n).
4 Trees with large filling-volume
In this section our aim is to demonstrate that, in every dimension d, there exist trees of average
filling-volume Ω(nd). We construct a sequence of nice d-trees by conical extensions along carefully
chosen relabellings of a (d − 1)-tree of average filling-volume Ω(nd−1). The subtlety lies precisely in
the choice and the analysis of a suitable relabelling scheme2.
In order to illustrate the main ideas in a more concrete setting, we describe the construction of a
family of 2-trees on [n] with average filling-volume Ω(n2). In d = 1, a Hamiltonian path on [n] has
average filling volume Ω(n). We will show, in particular, how the problem for 2-dimensional trees is
reduced to that of constructing a special sequence of Hamiltonian paths.
We use the conical extension described in Section 1.2 multiple times to construct a 2-tree T 2n on
[n], given a 2-tree T 2m on [m], m < n, and a sequence of 1-trees T
1
i on [i], i ∈ {m, . . . , n−1}, as follows:
T 2i+1 = Exti+1(T
2
i , T
1
i ), i ∈ {m, . . . , n− 1}. (5)
Specifically, we will assume that n is divisible by 4, to avoid the use of floor and ceil, and choose
m = n/2, and T 2m to be an arbitrary tree on [m].
Our aim is to construct the sequence of 1-dimensional (graphical) trees T 1i , to ensure that for
a typical 2-simplex σ = {a, b, c}, Fill2n = Fill(∂σ, T 2n) will be large. For that, fixing σ, and using
repeatedly Claim 1.2 we get:
Fill2n =
m+1⊕
i=n
Conei(Fill
1
i−1)⊕ Fill2m, (6)
where, going by decreasing i, Zn is the (graphic) triangle = {(a, b), (b, c), (c, a)} = ∂σ, Fill1i−1 =
Fill(Linki(Zi), T
1
i−1), for Zi = Zi+1 +∂ Conei+1(Fill
1
i ), and Fill
2
m = Fill(Zm, T
2
m). It may be noted that
the summands in Equation 6 are a disjoint collection of d-simplices.
Since Fill2m is arbitrary, to obtain a large filling-volume, we rely solely on the sum
∑n
i=m+1 |Conei(Fill1i−1)| =∑n
i=m+1 |Fill1i−1 |. Hence it is enough to understand the sequence Fill1i−1, i = n, . . . ,m+ 1.
Now, Zi is a 1-dimensional cycle (that is, a graphic cycle). In our case, by construction, we will
ensure that it will always be a simple cycle. Hence Linki(Zi) are the two neighbors x, y of i, in Zi if
i ∈ Zi, and ∅ if i /∈ Zi. In the latter case, we gain nothing to the sum above, hence we will design Zi
so that i will belong to Zi for many i’s.
Suppose first that i ∈ Zi, with neighbors x, y in Zi. Then Fill({x, y}, T 1i−1) is the path in T 1i−1 from
x to y, and in order to contribute significantly to the sum, we wish that this will be large. Obviously
for T 1i−1, being a Hamiltonian path, the “typical” filling-volume will be as large as possible, which
motivates the choice of T 1i−1 to be a Hamiltonian path on [i− 1].
Let us examine a concrete construction. Let A = {1, . . . , n4 }, B = {n4 + 1, . . . , n2 } and C =
{n2 +1, . . . , n−1}, then each T 1i is a path of the form PAiPBPC , where PA, PB and PC are Hamiltonian
paths on A, B and C ∩ [i−1], respectively (Figure 1). Most importantly, note how PA and PB change
with the parity of i.
2Let us mention that, for a fixed d, choosing the relabellings independently and uniformly at random in each step
i > d + 1, yields a sequence {T di }∞i=d+2 of random d-trees, where every T di has the desired property with positive
probability. Interestingly, more can be said in this setting. Let Z be any (d− 1)-cycle in Kd−1n , and let T˜ dn be a random
uniform relabeling of T dn from this sequence. Then, the expected value of Fill(Z, T˜
d
n) is Ω(n
d). The analysis is omitted
here in favor of the explicit deterministic construction presented next.
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A B C
b b b b b bb b b b bT 1n−1 :
1 2 · · · n4 n− 1 n4 + 1 n4 + 2 · · · n2 n2 + 1 · · · n− 2
b b b b b bb b b b bT 1n−2 :
n
4
n
4 − 1 · · · 1 n− 2 n2 n2 − 1 · · · n4 + 1 n2 + 1 · · · n− 3
b b b b b bb b b b bT 1n−3 :
1 2 · · · n4 n− 3 n4 + 1 n4 + 2 · · · n2 n2 + 1 · · · n− 4
b b b b b bb b b b bT 1n−4 :
n
4
n
4 − 1 · · · 1 n− 4 n2 n2 − 1 · · · n4 + 1 n2 + 1 · · · n− 5
...
b b b b b bb b bT 1n
2 +1
:
1 2 · · · n4 n2 + 1 n4 + 1 n4 + 2 · · · n2
Figure 1: The sequence of 1-trees {T 1i } used to construct a 2-tree on n vertices with average filling-
volume Ω(n2).
We call a 2-simplex σ = {a, b, c} “good” if a ∈ A, b ∈ B and c ≥ n/2 + 2. Note that for a good
σ = {a, b, c}, if c < n, c /∈ Zn = ∂σ and hence Zn−1 = Zn = σ. Thus this carries on as long as i > c.
For i = c, Linki(Zi) = {a, b}, and then Zi−1 = {(a, b)} ∪ Fill({a, b}, T 1i ) which is, by construction, the
simple cycle containing the suffix of PA from a to i− 1, then the prefix of PB from i− 1 to b, plus the
edge (a, b). In particular, it is simple and contains i − 1. Note also, that by the alteration between
even and odd values of i, from i = c down to n/2 + 1, Linkj(Zj) are {1, n2 } for even j, and {n4 , n4 + 1}
for odd j, for every n2 + 1 < j < c. This is summed up in the following:
Claim 4.1.
Linki(Z
1
i ) =

∅, i ∈ {c+ 1, . . . , n},
{a, b}, i = c,
{n4 , n4 + 1}, i ∈ {n2 + 1, . . . , c− 1}, i odd, and
{1, n2 }, i ∈ {n2 + 1, . . . , c− 1}, i even.
(7)
Moreover,
|Fill1i | =
n
2
+ 1, i ∈
{n
2
+ 1, . . . , c− 1
}
. (8)
Hence, equation 6 implies that for a good σ, |Fill({a, b, c}, T 2n)| ' (c− n2 − 2)n2 .
For any c ≥ n/2 + 2, the number of good triangles containing c is |A||B| = (n4 )(n4 ). Hence∑
σ good |Fill(σ, T 2n)| '
∑n
c=n/2+3
n2
16
(
c− n2 − 2
)
n
2
' n5/29.
(9)
Since the total number of 2-faces is less than n3, we see that µ(T 2n) ∈ Ω(n2).
After introducing one more notation, let us briefly discuss the essential features in the construction
of T 2n that resulted in a large average filling-volume. Given a tree T in K
d
n and a d-simplex τ ∈ T ,
the set of all d-simplices in Kdn such that T ⊕ τ ⊕ σ is a tree, is called the cut of τ in T , denoted by
Cut(τ, T ).
We constructed T 2n by repeated conical extensions of an arbitrary 2-tree T
2
n
2
+1 on [
n
2 + 1] using
the sequence of 1-trees depicted in Figure 1. It should be clear that we only used the properties
of this sequence of 1-trees to demonstrate that the average filling-volume of T 2n is Ω(n
2). This will
be our approach in higher dimensions too. We start with an arbitrary d-tree on [m] where this time
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m = d(1− 1/d)ne and then extend it to a d-tree on [n] along a sequence of carefully chosen (d−1)-trees
T d−1i , i ∈ {m, . . . , n− 1}.
If we look at the initial n2 -length segment of each of the 1-trees in Figure 1, we see that for every
odd i, this initial segment consists of a path X = (1, . . . , n2 ) with the the center edge x = {n4 , n4 + 1}
replaced by the 2-length path Conei(∂x). Similarly, for even i, the initial segment consists of a
path Y = (n4 , . . . , 1,
n
2 , . . . ,
n
4 + 1) with the the center edge y = {1, n2 } replaced by the 2-length path
Conei(∂y). Let us treat X and Y , rightfully, as 1-trees over [n/2] and note the following three useful
properties. Firstly, Cut(x,X) and Cut(y, Y ) are very large (n2/16, namely of order of the total
number of 1-simplices) and this helps in having a constant fraction of 2-faces which are “good” for
the final 2-tree. Secondly, observe that Fill(y,X) and Fill(x, Y ) are large (n/2; of order of a 1-tree on
n vertices) and hence contribute a large number of simplices to the filling of a good 2-simplex at each
level. Finally observe that Fill(y,X) contains x and Fill(x, Y ) contains y so that Fill(z, T 1i ) contains
i−1 where z = y when i is odd and z = x otherwise, for every i ∈ {n2 +1, . . . , n−1}. Notice also, that
the explicit structure of T 1i on the vertices in C was not used, and may replaced with an arbitrary
maximal acyclic extension. We also note that while the fact that Zi was simple facilitated an explicit
description of Fill1i , this is not really an essential part of the proof, once one observes the properties
of the edges x and y in the odd and even trees respectively.
For d ≥ 3, it is difficult to explicitly describe a pair of (d − 1)-trees with the above properties,
but we show that from any (d− 1)-tree with a large average filling-volume, we can construct a pair of
(d − 1)-trees which have the above properties. Firstly, we show that in any tree with a large filling-
volume, there is a simplex which is part of a large number of fillings among which at least one is large.
A carefully chosen isomorphism of such a tree will give its pair. Notice that given a tree T and τ ∈ T ,
the number of fillings in which τ participates is |Cut(τ, T )|.
Lemma 4.2. In any d-tree T on n vertices with µ(T ) ≥ c(n−1d ), there exist τ ∈ T and σ ∈ Cut(τ, T )
such that |Cut(τ, T )| · |Fill(σ, T )| ≥ c38
(
n
d+1
)(
n−1
d
)
.
Proof. For any τ ∈ T , let f(τ, T ) = ∑σ∈Cut(τ,T ) |Fill(σ, T )|. Let σ∗ be a d-simplex which produces a
largest filling in T among all the simplices in Cut(τ, T ). Since |Cut(τ, T )| · |Fill(σ∗, T )| ≥ f(τ, T ), by
the remark above, it suffices to show that there exists τ ∈ T with f(τ, T ) ≥ c38
(
n
d+1
)(
n−1
d
)
.
If we sum f(τ, T ) over all τ ∈ T , we add the sizes of fillings of T , with each filling being added
once for each d-face contained in it. That is
∑
τ∈T f(τ, T ) =
∑
σ∈Kdn |Fill(σ, T )|
2, which is the square
of the l2-norm of the filling-volumes. Since the maximum size of a filling in T is
(
n−1
d
)
(the size of T )
and the average filling-volume of T is at least c
(
n−1
d
)
(by assumption), it is not difficult to see that at
least c/2 fraction of the fillings have a size at least half the average. Hence
∑
τ∈T f(τ, T ) is at least(
c
2
(
n
d+1
)) (
c
2
(
n−1
d
))2
= c
3
8
(
n
d+1
)(
n−1
d
)2
. By averaging there exists at least one τ in T which satisfies our
required bound.
By a systematic extension of the 2-dimensional construction, keeping intact the essential features
noted above, we establish the following theorem; a complete proof of which is given in the appendix.
Theorem 4.3. For any two positive integers d and n, there exists a d-tree T on [n] with µ(T ) ≥
cd
(
n−1
d
)
, where cd = 16(48)
−3d−1.
5 A remark on cycles and hypertrees over Q.
We conclude by pointing out that our results over F2 extend to Q. Although cycles over F2 are
not necessarily cycles over Q, one can verify that if Z is a simple F2-cycle, then it is contained in the
support of a simple Q-cycle. This follows from the F2-acyclicity of Z ′ = Z \{σ} for any simplex σ ∈ Z,
which in turn implies Q-acyclicity for Z′. Hence (i) a Hamiltonian d-cycle over Q exists whenever a
Hamiltonian d-cycle over F2 exists and (ii) the average filling-volume of a d-tree T computed over Q
is at least as big as the average filling-volume of T computed over F2.
It is possible that simple cycles over Q may be larger than largest simple cycles over F2. We know
that this is indeed the case when d = n − 4 from a work on hypercuts, which are duals of simple
10
cycles [19]. We believe that for d = 2, we can have an n-vertex Hamiltonian cycle over Q for all large
n, in contrast with the F2-case. Though the construction in the proof of Theorem 2.2 is done over
F2, with a proper generalization of the cone and link operators, we can do this construction over any
field. Let us call a chain over Q whose support is a Q-tree a Q-weighted tree. There are no parity
restrictions over Q, but one can show that when n ≤ 5, all the boundaries forbidden for n-vertex
2-trees over F2 are forbidden for n-vertex Q-weighted 2-trees too. One can establish that these are
the only restrictions over Q. That is,
Claim 5.1. Given any 1-cycle Z over Q on [n], n ≥ 6, we can construct a Q-weighted tree T on [n]
with ∂T = Z. In particular, n-vertex Hamiltonian 2-cycles over Q exist for every n ≥ 6.
The proof idea is to use a case analysis to establish the claim for n = 6 and then use the conical
extension to construct a Q-weighted tree whose boundary is Z. This will have an immediate effect in
higher dimensions on the co-rank term in a result for Q analogous to Theorem 2.2.
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A Proof of Theorem 4.3
Statement. For any two positive integers d and n, there exists a d-tree T on [n] with µ(T ) ≥ cd
(
n−1
d
)
,
where cd = 16(48)
−3d−1 .
Proof. For d = 1, the required tree T is the Hamiltonian path on n vertices. It is easy to verify that
µ(T ) ≥ 13(n − 1) as claimed. Hence let d ≥ 2 and we assume that the statement of the theorem is
true in dimension d− 1. In particular, we will use a (d− 1)-tree X on m vertices, m = d(1− 1/d)ne,
with large average filling-volume in the construction of T . Since cd
(
n−1
d
) ≤ 1 for n < 10d, we assume
n ≥ 10d. We set c = cd−1 (for readability).
We construct a sequence of d-trees, T dm+1, T
d
m+2, . . . , T
d
n = T , where T
d
m+1 is an arbitrary d-tree on
[m+ 1] and each T di+1, i ∈ {m+ 1, . . . , n− 1}, is a conical extension of T di . That is,
T di+1 = Exti+1(T
d
i , T
d−1
i ), i ∈ {m+ 1, . . . , n− 1}, (10)
where T d−1i is a (d− 1)-tree on [i] which we construct as described next.
For each i ≥ m+ 1, we construct T d−1i based on a (d− 1)-tree X on the vertex set [m] which has
a large average filling-volume, i.e., µ(X) ≥ c(m−1d−1 ). Such a tree X exists by the induction hypothesis.
By Lemma 4.2, there exist x ∈ X and y ∈ Cut(x,X) such that |Cut(x,X)|·|Fill(y,X)| ≥ c38
(
m−1
d−1
)(
m
d
)
.
Let Y be a (d − 1)-tree isomorphic to X obtained from X by relabelling its vertices so that x and y
exchange their roles. That is, y ∈ Y and x ∈ Cut(y, Y ) with |Cut(y, Y )||Fill(x, Y )| ≥ c38
(
m−1
d−1
)(
m
d
)
.
For an odd number i in {m + 1, . . . , n − 1}, we construct a forest Fi on the vertex set [m] ∪ {i} by
removing x from X and adding Conei(∂x) in its place, i.e., Fi = X ⊕ x⊕Conei(∂x). Note that since
X is acyclic, Fi is acyclic. Though it is not a tree on [m] ∪ {i} yet, any (d − 1)-face σ ∈ Cut(x,X)
creates a cycle in Fi. More precisely, for any σ ∈ Cut(x,X),
Fill(σ, Fi) = Fill(σ,X)⊕ x⊕ Conei(∂x). (11)
Similarly, for an even number i in {m + 1, . . . , n − 1}, we construct a forest Fi on the vertex set
[m]∪{i} by removing y from Y and adding Conei(∂y) in its place, i.e., Fi = Y ⊕ y⊕Conei(∂y). Note
that Fi is acyclic in this case too and for any σ ∈ Cut(y, Y ),
Fill(σ, Fi) = Fill(σ, Y )⊕ y ⊕ Conei(∂y), (12)
Finally, we let T d−1i be any (d − 1)-tree on [i] containing Fi. This completes the construction of
T dn and we are all set to estimate µ(T
d
n). We note here that this construction is a generalization of
that in the explicit proof for d = 2. The forests Fi are just the trees Ti with out the extension to the
part in C and the faces x and y are just edges {n4 , n4 + 1} and {1, n2 } respectively.
Claim A.0.1. Let Γ be the set of (“good”) d-faces of the form {i} ∪ γ′ where i ∈ {m+ 3, . . . , n} and γ′
belongs to Cut(x,X) if i is even and Cut(y, Y ) if i is odd. Then, for each γ = {i} ∪ γ′ ∈ Γ,
|Fill(γ, T dn)| ≥ |Fill(y,X)| · (i−m− 2).
We prove the above claim by establishing that Fill(γ, T dn) contains the following “large” set Kγ
defined below.
Kγ =
i−1⊕
j=m+1
Conej+1 (Fill(σj , Fj)) , (13)
where σi−1 = γ′ and for all j < i − 1, σj is y when j is odd and x otherwise. Notice that |Kγ | ≥
|Fill(y,X)| · (i −m − 2) and hence we will establish Claim A.0.1 if we show that Kγ is contained in
Fill(γ, T dn). It follows from Equations (11) and (12) that for j ≥ m+ 1,
∂ Conej+1 (Fill(σj , Fj)) = Conej+1(∂σj)⊕ Fill(σj , Fj) (14)
= Conej+1(∂σj)⊕Hj ⊕ Conej(∂σj−1)
13
where Hj is some set of (d− 1)-simplices on [m]. Substituting Equation (14) in Equation (13) results
in a partial telescoping giving rise to the following.
∂(Kγ) = Conei(∂γ
′)⊕ Conem+1(∂σm)⊕
∑i−1
j=m+1Hj
= ∂γ ⊕ γ′ ⊕ Conem+1(∂σm)⊕
∑i−1
j=m+1Hj
= ∂γ ⊕ Z
where Z is a collection of (d− 1)-simplices on [m+ 1]. Since Z = ∂(Kγ) + ∂γ, being a boundary, is a
d-cycle on [m+ 1] and T dm+1 is a tree on [m+ 1], there exists a unique filling K
′ of Z in T dm+1. Then,
since Kγ and K
′ are disjoint, ∂(Kγ ∪K ′) = ∂γ. This means, by definition, that Kγ ∪K ′ = Fill(γ, T dn)
and it completes the proof of Claim A.0.1.
We obtain the required lower bound on the sum of filling-volumes by adding the filling-volumes of
all fillings generated by d-faces in Γ. The details of estimation are below.
(
n
d+1
)
µ(T dn) ≥
∑
γ∈Γ |Fill(γ, T dn)|
≥ ∑ni=m+3 |Cut(x,X)| · |Fill(y,X)|(i−m− 2) (Claim A.0.1)
= |Cut(x,X)| · |Fill(y,X)| · 12
(
n
d − 3
) (
n
d − 2
) (
n−m ≥ nd − 1
)
≥ c3
24
(
m
d
)(
m−1
d−1
) (n−3d)(n−2d)
d2
(By choice of x and y)
≥ c3
24
(
1− 1d
)2d−1 (n−1
d
)(
n−2
d−1
) (n−3d)(n−2d)
d2
(Observation A.1)
≥ c3
24
(
1− 1d
)2d−1 (n−1
d
)
1
4
(
n
d+1
)
(n ≥ 10d)
≥ c3
28
(
n−1
d
)(
n
d+1
)
(
(
1− 1d
)2d−1 ≥ 18 , ∀d ≥ 2).
Notice that 1
28
(cd−1)3 = cd.
Observation A.1. Let d and n be any two positive integers. Then for α = (1− 1/d) and m = dαne(
m
d
) ≥ αd(n−1d ), ;(
m−1
d−1
) ≥ αd−1(n−2d−1).
Proof. Both inequalities above follow by noting that (αn − i) = α(n − i/α) ≥ α(n − i − 1) for all
i ∈ {0, . . . , d− 1} and then expanding the binomial coefficient on the left side.
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