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In this report, we apply Optimal Control Theory to design minimum energy π/2 and π pulses for
Bloch equations, in the case where transverse relaxation rate is much larger than longitudinal so the
later can be neglected. Using Pontryagin’s Maximum Principle, we derive an optimal feedback law
and subsequently use it to obtain analytical expressions for the energy and duration of the optimal
pulses.
PACS numbers: 33.25.+k, 02.30.Yy
Optimal Control Theory [1] has been extensively used
recently for the design of pulses that optimize the per-
formance of various Nuclear Magnetic Resonance (NMR)
and Quantum Optics systems limited by the presence of
relaxation [2–10]. In this report we use it to derive mini-
mum energy π/2 and π pulses for Bloch equations, in the
case where transverse relaxation dominates.
The Bloch equations, in a resonant rotating frame and
when longitudinal relaxation is neglected are [11]
M˙z = ωyMx − ωxMy
M˙x = −RMx − ωyMz
M˙y = −RMy + ωxMz
where M = (Mx,My,Mz) is the magnetization vector,
ωx, ωy are the transverse components of the magnetic
field and R > 0 is the transverse relaxation rate. If we
make the following change of variables, see Fig. 1
a = ln[M(t)/M(0)]
tan θ =
√
M2x +M
2
y/Mz
tanφ = My/Mx
where M =
√
M2x +M
2
y +M
2
z , we obtain
a˙ = −R sin2 θ (1)
θ˙ = ω⊥ −R sin θ cos θ (2)
φ˙ = ω‖ cot θ (3)
where ω⊥ = ωx sinφ − ωy cosφ, ω‖ = ωx cosφ + ωy sinφ
are the components of transverse magnetic field perpen-
dicular and parallel to M⊥ = (Mx,My), respectively.
Note that ω‖ does not affect the angle θ of the pulse. It
just rotates M around z-axis, resulting in a waste of en-
ergy. Thus, optimality requires ω‖ = 0 ⇒ φ = constant.
Equations (1) and (2) are sufficient to describe the rota-
tion and from now on we use ω to denote ω⊥, see Fig. 1.
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FIG. 1: The optimal transverse magnetic field ω is perpen-
dicular to M⊥ and its phase is constant. Without loss of
generality, the experimental setup can be arranged such that
ω ‖ x-axis. In this case, φ = π/2 and M rotates in yz-plane.
Observe that when ω is unbounded, we can rotate θ in-
stantaneously to the desired final value θ(T ) = π/2 orπ
without losses in a, i.e. with a(T ) = a(0) = 0 (equiv-
alently M(T ) = M(0)). This transfer requires an infi-
nite amount of energy so it is unrealistic. A meaning-
ful optimization problem is the following: For a spec-
ified final value a(T ) < a(0) = 0 (equivalently speci-
fied M(T ) < M(0)), what is the optimal control ω(t),
0 ≤ t ≤ T , that accomplishes the transfer (a(0) =
0, θ(0) = 0) → (a(T ), θ(T ) = π/2 orπ), while minimiz-
ing energy
∫ T
0
ω2(t)/2dt? The control Hamiltonian [1]
for this problem is
H = −ω2/2 + λθ(ω −R sin θ cos θ)− λaR sin2 θ (4)
where λθ, λa are the Lagrange multipliers. According to
Pontryagin’s maximum principle [1], necessary conditions
for optimality of (ω(t), a(t), θ(t), λθ(t), λa(t)) are
ϑH/ϑω = 0⇒ ω = λθ (5)
λ˙θ = −ϑH/ϑθ = λθR cos 2θ + λaR sin 2θ (6)
λ˙a = −ϑH/ϑa = 0⇒ λa = constant (7)
Additionally, the optimal (ω, a, θ, λθ, λa) satisfies [1]
H(ω, a, θ, λθ, λa) = 0, 0 ≤ t ≤ T. (8)
2Using (4),(5) the above condition becomes
λ2θ − 2λθR sin θ cos θ − 2λaR sin2 θ = 0 (9)
Note that when θ(tpi/2) = π/2 (there is such a time tpi/2
for both final values θ(T ) that we consider here), then (9)
gives λa = λ
2
θ(tpi/2)/2R ≥ 0. Solving the above quadratic
equation for λθ and using (5), we find the optimal control
ω. Note that only the positive solution of the quadratic
equation has physical meaning (corresponds to increasing
θ) for the cases that we study here. The optimal ω is
given by the following feedback law
ω(θ) = R sin θ(cos θ +
√
cos2 θ + κ2) (10)
where κ2 = 2λa/R = λ
2
θ(tpi/2)/R
2. Using (10), the valid-
ity of (6) can be easily verified. Inserting (10) in (2) we
obtain the differential equation for the optimal trajectory
θ˙ = R sin θ
√
cos2 θ + κ2 (11)
Integrating (1) from t = 0 to the final time t = T we get
∫ T
0
sin2 θdt = −a(T )
R
=
1
R
ln
M(0)
M(T )
(12)
If we use (11) to change the integration from time to
angle, we obtain
∫ θ(T )
θ(0)
sin θ√
cos2 θ + κ2
dθ = − ln r (13)
where r = M(T )/M(0) < 1. This condition determines
κ and the results for the π/2 and π pulses are
κpi/2 =
2r
1− r2 , κpi =
2
√
r
1− r (14)
The duration of the optimal pulses is determined from
the relation
T =
∫ T
0
dt =
∫ θ(T )
θ(0)
1
θ˙(θ)
dθ (15)
using again (11). Note that since θ = 0, π are equilibrium
points for (11), we actually start from a small positive
initial value θ(0) = ǫ for both cases, and additionally
for the π pulse we end to the value θ(T ) = π − ǫ. The
duration of the optimal pulses as ǫ→ 0 is
Tpi/2 =
1
R
1− r2
1 + r2
[
ln
(
1 + r2
r
)
− ln ǫ
]
(16)
Tpi =
1
R
1− r
1 + r
[
ln
(
(1 + r)2
r
)
− 2 ln ǫ
]
(17)
Finally, the energy of the optimal pulses is calculated
from
∫ T
0
ω2(t)
2
dt =
∫ θ(T )
θ(0)
ω2(θ)
2θ˙(θ)
dθ (18)
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FIG. 2: Minimum energy π/2 (panel a) and π (panel b) pulses
forM(0) = M0,M(T ) = 0.6M0, ǫ = 10
−3. The corresponding
trajectories are also shown (panels c,d).
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FIG. 3: The energy of the optimal pulses as a function of the
ratio r = M(T )/M(0).
using (10) and (11). The result is
Epi/2 = R
1
1− r2 , Epi = R
1 + r
1− r (19)
Observe that for r → 1 we have Tpi/2, Tpi → 0 and
Epi/2, Epi →∞, as mentioned above.
In Fig. 2 we plot the optimal π/2 and π pulses for
M(0) = M0,M(T ) = 0.6M0, ǫ = 10
−3, as well as the
corresponding trajectories of normalized magnetization
vector. In Fig. 3 we plot the energy of the pulses as a
function of the ratio r = M(T )/M(0).
To conclude, in this report we calculated minimum en-
ergy π/2 and π pulses for Bloch equations in the case
where transverse relaxation dominates, using Optimal
Control Theory. We expect this analytical work to serve
as a reference for numerical studies of more complicated
3and realistic situations that incorporate for example lon-
gitudinal relaxation and magnetic field inhomogeneity.
Acknowledgements: The author would like to thank
Jr-Shin Li for his constant support.
[1] L.S. Pontryagin, V.G. Boltyanskii, R.V. Gamkrelidze,
and E.F. Mishchenko, The Mathematical Theory of Opti-
mal Processes (Interscience Publishers, New York, 1962).
[2] N. Khaneja, T. Reiss, B. Luy, S. J. Glasser, J. Magn.
Reson. 162 311 (2003).
[3] N. Khaneja, B. Luy, and S. J. Glaser, Proc. Natl. Acad.
Sci. USA 100, 13162 (2003).
[4] N. Khaneja, J.-S. Li, C. Kehlet, B. Luy and S. J. Glaser,
Proc. Natl. Acad. Sci. USA 101, 14742 (2004).
[5] D. P. Frueh, T. Ito, J.-S. Li, G. Wagner, S. J. Glaser and
N. Khaneja, J. of Biomol. NMR 32, 23 (2005).
[6] D. Stefanatos, N. Khaneja, and S. J. Glaser, Phys. Rev.
A 69, 022319 (2004).
[7] D. Stefanatos, S. J. Glaser, and N. Khaneja, Phys. Rev.
A 72, 062320 (2005).
[8] S.E. Sklarz, D.J. Tannor, and N. Khaneja, Phys. Rev. A
69, 053408 (2004).
[9] D. Sugny, C. Kontz, and H. R. Jauslin, Phys. Rev. A 76,
023419 (2007).
[10] J.-S. Li, J. Ruths, and D. Stefanatos, arXiv:0908.2093v1
[physics.chem-ph].
[11] R. R. Ernst, G. Bodenhausen, A. Wokaun, Principles of
Nuclear Magnetic Resonance in One and Two Dimen-
sions (Clarendon Press, Oxford, 1987).
