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1. INTRODUCTION 
Background for this paper is the following zero-sum game model ((S, 9’), 
X, Y, A, B, r) where 
(a) S is the state space which is endowed with a o-algebra 9’. 
(b) X and Y are the action spaces for player I and II, respectively. X 
and Y are assumed to be separable metric spaces. 
(c) A and B are subsets of S x X and S x Y, respectively. It is 
assumed that A contains the graph of a measurable function from S into X. 
For any s E S, the set A(s) = {x E X: (s, x) E A } is called the set of all 
admissible actions for player I at the state s. Analogously for B. 
Denote 
C= {(s,x,y): (s,x)EA and (s,y)EB}. 
We assume that S x X x Y is endowed with some o-algebra d and C E &‘. 
(d) r: C + R is a measurable real-valued pay-off function. Throughout 
this paper we assume that supxEx T(S, x, y) < co for each y E Y. 
Players I and II observe the state s E S and then choose actions x E A(s) 
and y E B(s), respectively. As a consequence of the action chosen by the 
players, player II pays player I r(s, x, y) units of money. Player I tries to 
maximize his income and player II tries to minimize his loss. 
A strategy for player I is a function f: S --+X such that f(s) E A(s) for 
each s E S. Strategies for player II are defined analogously. 
Define, for each s E S, 
g(s) = sup inf r(s, x, y) 
X64(S) Yai(S) 
and 
U(s) = inf 
Y&?(S) XSEUBPS, r(sy xy y)* 
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Then _v (0) is called the lower (resp. upper) value function of the game. We 
say that the game has a value function if there exists a function U: S -+ R 
such that 
v=v and v = fi. 
Suppose the value function v exists and define 
q = {s E S: v(s) = in{s) r(s,xs,y) for some x, E A(s)}, 
and 
Let E > 0 be given. A strategy f * of player I is called e-optimal for him if 
for all s E 4, 
and 
4s) < i& &f *(s)9 Y) + -5 for all sES-q. 
A strategy g* of player II is called &-optimal for him if 
v(s) = sup r(s, XV g*(s)) for all s E @,r, X64(S) 
and 
v(s) > xg) 6 xv g*(s)> - E for all s E S -CQ. 
An e-optimal strategy f * for player I is called optimal for him if 4 = S. 
Analogously for player II. 
It is known that the value function v of the game need not exist and if it 
exists, v need not be measurable (see Section 3). The question when the game 
possesses a measurable value function and both players have s-optimal 
measurable strategies has received considerable attention because it plays a 
very important part in various stochastic optimization problems. This 
question was studied for the first time in 1970-1971 by Maitra and 
Parthasarathy [ 14, 151 in the context of stochastic games. Some extensions 
of their results can be found in [ 16, 17, 191 and in their references. 
The main purpose of this paper is to give some new general conditions 
that ensure the existence and measurability of the value function of the game 
and the existence of e-optimal measurable strategies for both players. From 
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the point of view of the assumptions imposed our main results may be 
regarded as random versions of Fan’s minimax theorem [5, Theorem 2] (see 
Section 4). The results obtained can be applied to stochastic games and 
others stochastic optimization problems. Besides the Fan’s theorem, the basic 
tools of this paper are selection results by Brown and Purves [4], Leese 
[ll-131 and Shreve and Bertsekas [23]. 
2. PRELIMINARIES 
Let NN be the set of all sequences of positive integers, endowed with the 
product topology. So NN is a Polish space, i.e., complete separable metric 
space. Let X be a separable metric space. Then X is called an analytic space 
or a Suslin space provided there exists a continuous function F on NN whose 
range F(NN) is X. An analytic set in a separable metric space is a subset 
which is an analytic space when endowed with the relative topology. 
A topological space X is called a Bore1 space if X is homeomorphic to a 
Bore1 subset of a Polish space. It follows that a Bore1 space is metrizable and 
separable. 
Now we list some properties of analytic sets that we shall be using: 
(i) Every Polish space is an analytic space. 
(ii) Every Bore1 space is analytic but in every uncountable Bore1 
space there exist analytic subsets which are not Borel. 
(iii) The countable union, intersection and product of analytic sets is 
analytic. 
A detailed discussion of analytic sets, with proofs for the facts listed 
above, can be found in Kuratowski [lo]. 
(iv) If X and Y are Bore1 spaces, A c X and B c Y are analytic sets, 
and f is a Bore1 measurable function from X into Y, then f(A) and f - ‘(B) 
are analytic [18, Chap. 1, Theorem 3.51. As a consequence, if D is an 
analytic subset of XX Y, then projection proj, D of D on the space X is 
analytic. 
(v) Let D be an analytic subset of the analytic space X. Then D is 
universally measurable, that is, if p is any probability measure on the Bore1 
a-algebra on X, then D is in the completion of the Bore1 u-algebra with 
respect to p (see, e.g., [21]). 
For any Bore1 space X, we denote by A?(X) its Bore1 a-algebra, and by 
g’(X) we denote the u-algebra of all universally measurable subsets of X. It 
is known that g(X) is closed with respect to the Suslin operation (operation 
(A)) (cf. [21, p. 501). Let 9(X) be the smallest u-algebra containing the 
Bore1 subsets of X and closed under the Suslin operation. The a-algebra 
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,s”(X) was studied by Selivanovskij [22] and is discussed in Appendix B of 
Bertsekas and Shreve [3] and in Shreve [24]. It is known that y(X) is 
contained in P(X). 
Let X and Y be Bore1 spaces and f: X-, Y. Following Shreve and 
Bertsekas [23, p. 9711, we say f is limit measurable if f-‘(B) E P(X) for 
every B E 9(y). We say f is universally measurable if f - ‘(B) E P(X) for 
every B E 9(Y). Clearly, if f is limit measurable then is universally 
measurable. 
If X is an analytic space and J X + R, we say f is upper semianalytic 
(u.s.a) if the set {x E X: f (x) > c} (equivalently, the set {x E X: f (x) > c}) is 
analytic for each real number c. By (v), every u.s.a. function is universally 
measurable, and, by (ii), every Bore1 measurable function is usa., but there 
exists an u.s.a. function on an uncountable Bore1 space which is not Bore1 
measurable. 
Let X be a Bore1 space and f: X + R be an u.s.a. function. Since analytic 
subsets of X are in y(X) (cf. [24]), so f is limit measurable. 
3. MEASURABILITY OF THE VALUE FUNCTION 
In this section we deal with the problem of measurability of the (lower) 
value function and the existence of c-optimal measurable strategies for the 
maximizer. 
There exists an important particular case of the game described above 
which arises from the theory of stochastic games. Namely, that is a game 
where: S, X, Y are Bore1 spaces, A = S XX, B = S X Y, and r is a Bore1 
measurable function (i.e., J/ = B(C)), and 9 is the a-algebra of all univer- 
sally measurable subsets of S. 
It is consistent with the usual axioms of set theory that there exists a game 
which satisfies the above assumptions and possesses a value function v, but 
the function v is not universally measurable. This fact was first noticed by 
Rieder [ 19, Example 4.11. To make this paper self-contained we shall present 
his example. 
EXAMPLE 3.1. Let Z = [0, 11. Using the axiom of constructibility (see 
Giidel [6]), it can be proved that there exists an analytic subset E of the unit 
square 1’ such that the projection of 1’ -E on the horizontal axis, denoted 
by F, is not universally measurable. Then there exists a Bore1 set D c I3 
whose projection on 1’ is E. Let us take the Bore1 set D. Now, let S = X = 
Y = Z, A = B = Z’, J = .5?(Z3) and y be the a-algebra of all universally 
measurable subsets of I. Further, let r = ll,,-,, i.e., r is the characteristic 
function of the set Z3 -D. Then r is Bore1 measurable. It is easy to check 
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that the game has a value function u and u = 1,. Thus u is not universally 
measurable. 
Because of the above example we shall introduce three sets of conditions 
that ensure the measurability of the value function of the game. 
Condition (Al). (a) S, X, Y are Bore1 spaces, 
(b) A is a Bore1 subset of S X X, 
(c) B is a Bore1 subset of S x Y such that B(s) is compact for each 
s E s, 
(d) C is a Bore1 subset of S x XX Y, 
(e) r is a Bore1 measurable function on C such that r(s, x, .) is lower 
semicontinuous on B(s) for each (s, x) E A. 
Condition (A2). (a) S, X, Y are Bore1 spaces, 
(b) A is an analytic subset of S X X, 
(c) B is a Bore1 subset of S x Y such that B(s) is compact for each 
s E s, 
(d) C is an analytic subset of S X XX Y, 
(e) r is an upper semianalytic function on C such that r(s, x, *) is 
continuous on B(s) for each (s, x) E A. 
Condition (A3). (a) X, Y are analytic spaces and (S, 9) is a 
measurable space where 9 is closed with respect to the Suslin operation, 
(b) A is a product measurable subset of S X X, i.e., A E y 0 9(X), 
(c) B is a product measurable subset of S x Y, i.e., B E Y 0 9(Y), 
(d) C E 9 0 2(X) 0 9(Y), 
(e) r is a 9 @L?(X)@5?(Y)- measurable function on C such that 
r(s, x, .) is continuous on B(s) for each (s, x) EA. 
PROPOSITION 3.1. Assume (Al). Then the lower value function _v of the 
game is upper semianalytic. Moreover, if the value function v of the game 
exists then 4 E Y’(S) (is limit measurable) and, for any E > 0, player I has 
a limit measurable e-optimal strategy. 
Proof: The results follows directly from Corollary 1 by Brown and 
Purves [4] and selection theorem by Shreve and Bertsekas [23, p. 9681. 
PROPOSITION 3.2. Assume (A2). Then the lower value function _v of the 
game is upper semianalytic. Moreover, if the value function v of the game 
exists then 4 E Y(S) ( is limit measurable) and, for any E > 0, player I has 
a limit measurable e-optimal strategy. 
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Proof. By [S, Theorem 31 and [7, Theorem 5.61, there exists a sequence 
{g,} of Bore1 measurable functions from S into Y such that {g,(s)} is dense 
in B(s) for each s E S. 
Define 
u(s, x) = )I$) r(s, x, Y) and u,(s, x) = r(s, x, g,(s)) (2.1) 
for each n and (s, x) E A. 
From Bore1 measurability of g, and (iv), it follows that u, is upper 
semianalytic for each n. This, (iii) and an obvious equation 
u(s, x) = inf u&3, x) for each (s, x) E A, 
n 
imply that u is upper semianalytic too. 
Since 
for each s E S, 
A is an analytic subset of S x X and u is upper semianalytic on A, so the 
assertion follows from selection theorem by Shreve and Bertsekas [23]. 
PROPOSITION 3.3. Assume (A3). Then the lower value function -v of the 
game is Y-measurable. Moreover, if the value function v of the game exists 
then 4 E Sp and, for any E > 0, player I has a Y-measurable c-optimal 
strategy. 
Proof. By [ 11, Corollary to Theorem 71, there exists a sequence {g,} of 
measurable functions from S into Y such that {g,(s)} is dense in B(s) for 
each s E S. Using the sequence {g,} and the functions u and u, defined by 
(2.1), we can show that u is a 9 @ S(X)-measurable function. This is 
sufficient to prove the measurability of the lower value functions _v. For, let c 
be an arbitrary real number. Note that 
(s E S: p(s) > c} = proj,{(s, x) E A: u(s, x) > c}, 
where proj, denotes the projection from S X X on S. This and Corollary to 
Theorem 5.5 of Leese [ 13, p. 331 imply that {s E S: z)(s) > c} E 9. Thus the 
measurability of the function _v is proved. 
Let E > 0 be given. Suppose the value function v exists and define 
and 
D= {(s,x)EA:v(s)=u(s,x)}, 
E={(s,x)~A:v(s)<u(s,x)+~}-D. 
409/103/1-a 
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Notice that proj, D = 4. Since u =_v and _v is y-measurable and u is 
9’ @ S(X)-measurable, so D and E belong to 9 @ 9(x). By [ 13, Theorem 
5.51, the set 8i is contained in 9, and by [ 11, Theorem 71, we can find a 
measurable function f * from S into X such that (s, f * (s)) E D for all s E 4 
and (s,f *(s)) E E for all s E S - Ri, and these complete the proof. 
4. MAIN RESULTS 
In this section we give three minimax selection theorems that correspond 
to well-known Fan’s minimax theorem [5, Theorem 21 and results obtained 
in Section 3. We assume alternatively the conditions (Al)-(A3) and in 
addition the following: 
Condition (A4). (a) Y is a locally convex separable metric vector 
space, 
(b) B(s) is a compact convex subset subset of Y for each s E S, 
(c) r(s, x, .) is convex on R(s) for each (s, x) E A, 
(d) r(s, .v .) is concavelike on A(s) for each s E S, i.e., for any xi, 
x, E A(s) and J E R with 0 < 1< 1, there exists x, E A(s) such that 
6 x,,Y) >W,X,,Y) + (1 -A) r(s,xz,v) for all YE B(s). 
Here are the main results of this paper. 
THEOREM 4.1. Assume (A 1) and (A4). Then the value function v exists, 
v is upper semianalytic and @, E Y(S). Moreover, for any E > 0, player I 
has a limit measurable e-optimal strategy and player II has a limit 
measurable optimal strategy. 
THEOREM 4.2. Assume (A2) and (A4). Then the value function v exists, 
u is upper semianalytic and @, E Y(S). Moreover, for any E > 0, player I 
has a limit measurable e-optimal strategy and player II has a limit 
measurable optimal strategy. 
THEOREM 4.3. Assume (A3) and (A4). Then the valuefunction v exists, 
v is Y-measurable and @, E 9. Moreover, for any E > 0, player I has a Y- 
measurable e-optimal strategy and player II has a Y-measurable optimal 
strategy. 
Before proving the theorems we introduce some notations and give some 
auxiliary facts. First of all, we note that under the assumption that Y is a 
locally convex separable metric vector space, there exists a countable 
sequence {p,} of continuous and convex seminorms on Y that separates 
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points of the space Y. Hence, it follows that the (original) topology of the 
space Y is equivalent to the topology on Y induced by the metric 
For a detailed discussion see, e.g., [20, Chap. I. 1.38(c)]. 
Let us put 
Define 
and 
w&y) = ,id, [,wys, r(s, x9 b) + nd(y, b)l, 
where (s,~) E S x Y. 
We need the following 
LEMMA 4.1. Assume that r(s, x, .) is lower semicontinuous on B(s) for 
each (s, x) E A. Then, for each (s, y) E S x Y, we have 
Proof. Note that, for each n and (s, y) E S X Y, we have 
hl(hY) d Un+,(S,Y), 
and 
(4.2) 
Since r(s, x, .) is lower semicontinuous on B(s) for each (s, x) E A, so is 
supxEAo) r(s, x, .) for each s E S, and by the proof of the theorem of Baire 
(cf. [ 1, p. 390]), it follows that, for each (s, y) E S X Y, 
This and (4.2) terminate the proof. 
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Proof of Theorem 4.1. The value function u exists by the minimax 
theorem of Ky Fan [5]. From Proposition 3.1, it follows that the function o 
is limit measurable, 4 E 9(S) and, for any E > 0, player I has a limit 
measurable c-optimal strategy. To close the proof it remains to show the 
existence of a limit measurable optimal strategy for player II. For this 
purpose we consider the set 
Note that proj, E = S. In order to prove that there exists a limit measurable 
optimal strategy for player II, it is sufficient to show that 
E E 9’(S) @ 9(Y). Then by Corollary to Theorem 7 of Leese [I 11, it 
follows that there exists a limit measurable function g* from S into Y such 
that (s, g*(s)) E E for all s E S. (Recall that 9(S) is closed with respect to 
the Suslin operation.) The function g* is obviously a required strategy for 
player II. 
For proving that E E Y(S) @ d?(Y) we use the sequence {u,} defined by 
(4.1). Note that the function u,(s, a) is continuous on Y for each n and s E S. 
Now we show that the function u,(., y) is limit measurable on S for each n 
and y E Y. For this, let us put 
where (s, y) E S x Y, a E A(s) and b E B(s). 
Since (Al) and (A4) are assumed and d,(y, e) is convex on Y, so we can 
apply the Fan’s minimax theorem to the function h,(s, a, .,y) and in this 
manner we obtain 
u,(s, y) = inf sup h,(s, a, b, y) = sup 
bcB(s) oeA(s) 
creA(s) bi& h”b =, b,Y), (4.4) 
for each (s, y) E S x Y. 
From (4.4) and Proposition 3.1, where the function r is replaced by 
&(a, -3 -3 y), we infer that the function u,(e, y) is limit measurable. Since Y is 
assumed to be separable metric space, u,( . , y) is limit measurable on S and 
u,,(s, .) is continuous on Y for each (s, y) E S x Y, it is not difficult to show 
that U, is a 9(S)@9(Y)- measurable function on S x Y (cf. [7, Theorem 
6.11). This fact and the limit measurability of the value function v imply that 
the set 
E, = {(s,Y E B: 4s) 2 u,(s,Y)) 
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belongs to Y(S) @ S( I’). By Lemma 4.1, we have 
so E E Y(S) @ .5?(Y) and the theorem is proved. 
Proof of Theorems 4.2 and 4.3. The proof of Theorem 4.2 (Theorem 4.3) 
follows similar arguments as the one of Theorem 4.1. We refer to 
Proposition 3.2 (resp. Proposition 3.3) instead of Proposition 3.1. 
Remark 4.1. Consider a game which satisfies conditions (Al) and (A4) 
and assume that the value function of the game is Bore1 measurable. A limit 
measurable optimal strategy for player II is a limit measurable selection 
(uniformization) of the set E defined by (4.3). Note that the set E can be 
represented as 
E = {(s,Y) E B: 4s) > xzys, G,x,Y)I 
= B - {(s, Y) E B: +I < x;y~sj r(s, x, Y)) 
=B-proj,,,{(s,x,y)EC:u(s)<r(s,x,y)}. 
From the above representation of E, the Bore1 measurability of r and v and 
(iv), it follows that the set E is complementary analytic, i.e., E is the 
complement of an analytic set relative to a Bore1 space. It is known that the 
complementary analytic sets need not have universally (in particular limit) 
measurable selections (cf. [2] or [9, 111.16.3, 51). However, as the proof of 
Theorem 4.1 shows, the set E belongs to Y(S) @ 9(y), which ensures the 
existence of a limit measurable optimal strategy for player II. In this place 
we would like to emphasize an interesting part played by Fan’s minimax 
theorem in our demonstration of that fact. 
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