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Multiscale community detection can be viewed from a dynamical perspective within the Markov Stability
framework, which uses the diffusion of a Markov process on the graph to uncover intrinsic network
substructures across all scales. Here we reformulate multiscale community detection as a max-sum
length vector partitioning problem with respect to the set of time-dependent node vectors expressed in
terms of eigenvectors of the transition matrix. This formulation provides a geometric interpretation of
Markov Stability in terms of a time-dependent spectral embedding, where the Markov time acts as an
inhomogeneous geometric resolution factor that zooms the components of the node vectors at different
rates. Our geometric formulation encompasses both modularity and the multi-resolution Potts model,
which are shown to correspond to vector partitioning in a pseudo-Euclidean space, and is also linked to
spectral partitioning methods, where the number of eigenvectors used corresponds to the dimensionality
of the underlying embedding vector space. Inspired by the Louvain optimisation for community
detection, we then propose an algorithm based on a graph-theoretical heuristic for the vector partitioning
problem. We apply the algorithm to the spectral optimisation of modularity and Markov Stability
community detection. The spectral embedding based on the transition matrix eigenvectors leads to
improved partitions with higher information content and higher modularity than the eigen-decomposition
of the modularity matrix. We illustrate the results with random network benchmarks.
Keywords: multiscale community detection, spectral methods, partitioning algorithms, modularity,
Markov stability.
1. Introduction
Networks provide a concise way to represent relational and structural information of models and data,
and to link function with structure. Community detection can help reveal the relationships inherent in
complex networks by finding groups of nodes in the graph that are strongly related within the group, and
much less so across groups. From this perspective, vertices (or nodes) in the same community are ‘close’
in a structural sense, signifying that the objects represented by the vertices in each community share
similar function or qualities. Community detection in complex networks has attracted much attention
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due to its potential for practical applications, as well as its close mathematical relation to problems such
as data clustering, graph partitioning, and image segmentation [15, 26, 12, 10].
Many community detection methods have been proposed in the past few years. A group of widely
usedmethods is based on the optimisation of modularity [24], a well-known quality measure for commu-
nity detection. Modularity maximisation can also be seen as a particular case of maximum likelihood of
the degree-corrected stochastic block model [20]. In its original formulation, modularity was restricted
to finding a unique community partition, at a particular scale. However, complex networks commonly
have modular structures at several levels of resolution, and a ‘one-shot community detection approach’
is not appropriate to describe the network connectivity. Furthermore, modularity is limited both by a
resolution limit [13] and a field-of-view limit [29], which preclude the detection of communities smaller
or larger than those limits, respectively, or with sparse and non-clique-like community structure [29].
One way to alleviate these issues is to take a ‘full-screening community detection approach’ by
zooming across scales to detect intrinsic structure in the network. Markov Stability provides such a
framework by using the inhomogeneity of the diffusion of a Markov process on the network across
time as a means to scan the graph and reveal community structure at different resolution levels [11, 18].
Interestingly, modularity can be recovered as a special case of Markov Stability (corresponding to a
one-step, discrete-time random walk), whereas the (normalised) Fiedler bipartitioning is obtained as
the diffusion time (i.e., the number of steps) goes to infinity [10]. As a generalised framework, Markov
Stability has been applied to a variety of problems, including protein structure [9, 3], social networks [5]
and neuronal network analyses [4], among others [18].
As is generally the case for graph partitioning algorithms, the optimisation of Markov Stability is
NP-hard, and only approximate optimisation methods can be used computationally for large networks.
An important class of such optimisation approaches are spectral methods [23], which are based on the
eigen-decomposition of a matrix related to the graph, e.g., the adjacency matrix, the Laplacian matrix
or the modularity matrix [22]. Indeed, spectral methods based on the adjacency matrix can be treated
as a relaxation of the graph min-cut problem [17], which is a well-known way to formulate the graph
partition problem [34]. Similarly, the normalised graph cut problem can be relaxed in a continuous
domain by the eigen-decomposition of the normalised Laplacian matrix [32], whereas spectral methods
of the combinatorial graph Laplacian matrix are related to the ratio-cut problem [16]. The theoretical
connections with spectral methods are fundamentally appealing, yet when it comes to the optimisation
of modularity (or Markov Stability), such relationships are less clear and several problems arise. One
principal issue is that spectral methods are single-scale methods and need the number of communities
as a prior declaration. Therefore, previously used spectral algorithms for modularity maximisation
find the number of communities either through a divisive bipartition scheme or through exhaustive
search [22, 36].
In this work, we show that Markov Stability optimisation is equivalent to a max-sum vector parti-
tioning problem of the embedding of the nodes of the graph in a geometric vector space [2, 25]. This
formulation provides a geometric interpretation for community detection, linking spectral methods and
Markov Stability optimisation, and elucidates the role of time of the Markov process as a geometric
resolution scale. Our reformulation also allows us to propose an optimisation heuristic for the vector
partitioning problem inspired by the graph-theoretical node agglomeration notions used in the efficient,
widely used Louvain optimisation method [6]. This implementation returns the optimised number of
communities as an output of the algorithm. We also show that our formulation encompasses both mod-
ularity and the Reichardt & Bornholdt Potts model [28] for community detection. Compared to using
the eigenvectors of the modularity matrix, our formulation achieves improved modularity with fewer
eigenvectors, and with communities that have a better quality (lower uncertainty) when compared to the
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ground truth in random benchmarks.
2. A Geometric Reformulation of Markov Stability through Vector Partitioning
The vector partitioning problem is defined as the partitioning of a set of n vectors into c groups such
that an objective function of the sum of vectors in each group is maximised. There is a close connection
between vector partitioning and graph partitioning. For example, the minimum cut problem of a graph
can be formulated as a vector partitioning problem using the eigenvectors of the graph Laplacian [2,
1]. More recently, it has been shown that the optimisation of modularity can be approximated by a
vector partitioning problem via the eigen-decomposition of the modularity matrix [37]. However, this
approximation to modularity optimisation does not apply naturally to the analysis of Markov Stability,
which relies on time-dependence for multiscale community detection. More specifically, the spectral
decomposition should be compatible with the time evolution so that the eigenvalue problem is only
solved once.
Below we introduce a set of vectors in Rn−1, which are parameterised by the Markov time, and
show that Markov Stability optimisation is equivalent to a max-sum partitioning of these vectors. This
embedding provides a geometric interpretation of the temporal scale in Markov Stability: as time pro-
gresses the vectors in the basis shrink at different rates leading to an inhomogeneous resolution scale for
multi-scale community detection.
2.1 Markov Stability and vector partitioning
Let us consider an undirected, weighted, connected graph of n nodes (or vertices) with the n× n
adjacency matrix A, where Ai j = A ji > 0 is the weight of the edge connecting vertices i and j and
Ai j = A ji = 0 if there is no edge connecting vertices i and j. The degree of the vertices is compiled
as an n-dimensional vector d with components di = ∑
n
j=1Ai j. We also define the degree matrix D, an
n× n diagonal matrix with the degrees of the vertices on its diagonal (Dii = di). The total weight of the
degrees of the networks is m= ∑i, j Ai j/2.
MARKOV STABILITY
Given the matrix A, we define a continuous-time Markov process taking place on the network and
governed by the dynamics:
dp
dt
=−p(I−D−1A) :=−p(I−M), (2.1)
where p is an 1× n row vector defined on the vertices, I is the identity matrix of size n, and M is the
transition matrix of the process. Note that (I−M) is the random-walk normalised Laplacian matrix;
hence (2.1) is a diffusion process with a unique stationary distribution pi = dT/2m.
The autocovariance matrix of p evolving under (2.1) is given by
B(t) = ΠP(t)−piTpi , (2.2)
where Π = D/2m and P(t) = exp(−t(I−M)). The time t of the process is denoted henceforth as the
Markov time [10].
Given a partition g of the vertices into c non-overlapping groups (or communities) denoted by g =
{g1,g2, ...,gc}, theMarkov Stability of the partition is defined as [11]:
r(t,g) =
c
∑
s=1
∑
i, j∈gs
B(t)i j. (2.3)
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Previous work has shown that by maximisingMarkov Stability, one can find optimised, robust partitions
that are relevant over extended Markov times, and the sequence of optimised partitions across times so
obtained reveals the multiscale community structure of the graph [11, 9, 10, 29, 18, 5, 4].
MARKOV STABILITY AS A GEOMETRIC VECTOR PARTITIONING PROBLEM
We start by stating a proposition that follows directly from the definitions above, which allows for a
straightforward spectral decomposition of the autocovariance matrix.
PROPOSITION 2.1 (Spectral relation between B(t) and M) Let us denote the eigenvalues of M as λ1 =
1> λ2 > . . .> λn with corresponding eigenvectors vk = [vk,1,vk,2, . . . ,vk,n]
T , such thatMvk = λkvk and
vTk Πvl = δkl where δkl is the Kronecker delta. Then the generalised eigenvalue problem
B(t)v = λ Πv (2.4)
is solved by the eigenvectors {1,v2, ...,vn} with corresponding eigenvalues {0,λ2(t), ...,λn(t)} with
λk(t) = exp(−t(1−λk))> 0. (2.5)
The above proposition means that the autocovariance matrix B(t) can be written as a Gram matrix:
B(t)i j = λ2(t)piiv2,ipi jv2, j+λ3(t)piiv3,ipi jv3, j+ ...+λn(t)piivn,ipi jvn, j := x
T
i x j, (2.6)
where we have defined the set of (n− 1)-dimensional vectors xi(t) which depend parametrically on the
Markov time t:
xi(t) = [
√
λ2(t)piiv2,i,
√
λ3(t)piiv3,i, ...,
√
λn(t)piivn,i]
T , i= 1, . . . ,n. (2.7)
In this formulation, each vertex of the network is thus represented by a time-varying ‘node vector’ xi(t)
in a (n− 1)-dimensional space.
The Markov Stability (2.3) of partition g can then be rewritten as:
r(t,g) =
c
∑
s=1
∑
i, j∈gs
xi(t)
Tx j(t) =
c
∑
s=1
∥∥∥∥∥∑
i∈gs
xi(t)
∥∥∥∥∥
2
. (2.8)
Geometrically, this is equivalent to summing the ‘node vectors’ within each community to generate a
‘community vector’, and then computing the sum of the squared lengths of the community vectors.
From this geometric rewriting, it follows that finding the partition that maximises Markov Stability
is equivalent to finding the partition of the set of n vectors xi(t)∈R
n−1 that maximises the overall sum of
the squared lengths of the sum vectors of each community. This is a max-sum length vector partitioning
problem with respect to the vectors xi(t) given by (2.7). This rewriting of Markov Stability allows us to
investigate community detection as a geometric problem in the associated spectral vector space.
MARKOV TIME AS AN INHOMOGENEOUS GEOMETRIC RESOLUTION FACTOR
As t grows and the Markov process evolves on the network, all node vectors xi(t) in the (n− 1)-
dimensional space approach the origin. This follows from the definition (2.7): the k-th component
of each vector is weighted by
√
exp(−t(1−λk+1)) with λk+1 < 1 for k = 1, . . . ,n− 1; hence all the
components of the vector xi(t) decay exponentially to zero as t increases.
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In this setting, the Markov time t acts as a geometric resolution factor that shrinks the node vectors
as it increases. However, the shrinking of the vectors is not homogeneous: different vector components
decay at different rates, as determined by their associated eigenvalue with smaller eigenvalues decaying
faster. This inhomogeneity in the decay of each vector component induces changes in the relative geom-
etry of the set of eigenvectors as a function of Markov time, and hence to different optimal partitions
at different Markov times. The different partitions obtained reveal the multi-scale community structure
present in the graph, as illustrated with two simple constructive networks.
Figure 1 shows the analysis of a simple network with four vertices and one level of hierarchical struc-
ture: two edges of the network have weight 10 and the other edges have weight 1. This simple example
with n = 4 allows us to visualise the full, unprojected (n− 1)-dimensional node vectors (Fig. 1B). For
small Markov times, every vertex forms its own community and the optimal number of communities
is 4, but as t increases, an optimal partition into two communities is found. Geometrically, this can be
understood by inspecting the node vectors. At t = 1, the angles between any two node vectors are all
larger than 90◦; hence grouping any two vectors does not increase the squared length of the vectors (2.8)
and each vector stays in its own group. As the Markov time increases (e.g., t = 2 and t = 5), the node
vectors approach the origin but do so with inhomogeneous rates for the different vector components.
This translates into angles less than 90◦ between the node vectors corresponding to the nodes connected
by the edge with large weight, thus revealing two communities in the network.
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FIG. 1. (a) A simple network with n = 4 vertices and one level of hierarchical structure: the thicker edges have weight 10, and
all other edges have weight 1. The sweeping of Markov time reveals the presence of a strong bipartition. (b) Visualisation of the
four node vectors at Markov times t = 1, t = 2 and t = 5. As time grows, the second and third components of xi shrink faster than
the first component, which leads to the emergence of the 2-way partition as time becomes larger when the angle between vectors
becomes smaller than pi/2 in this (n−1)-dimensional embedding.
Our second example is a non-hierarchical network considered in Ref. [28]. Figure 2 shows that in
this case, a 3-way partition is obtained at Markov time t = 2, whereas a 2-way partition is obtained at
t = 5. As t increases, the angle between the vectors representing the vertices of the middle community
(orange) increases above 90◦ leading to the break up of this community into a 2-community structure.
As shown in [10, 11], the optimal partition for Markov Stability at large t is given by the normalised
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FIG. 2. (a) A network without a strict hierarchy, as proposed in [28]. The network with nodes coloured according to the commu-
nities obtained at Markov times t = 2 and t = 5; (b) Visualisation of the node vectors (using the first two components) at Markov
time t = 2 and t = 5. For this network, the optimum of the max-sum length vector partitioning problem changes from a 3-way
partition to a 2-way partition as Markov time increases and the vectors xi become closer to the origin and the angle between the
node vectors in the orange community increase above 90◦. Note that due to symmetry, only six (out of the twelve) node vectors
xi are visible, as some of the vectors overlap in this projection.
Fiedler vector. Geometrically, this can be understood from the leading asymptotics:
lim
t→+∞
xi(t) =
√
λ2(t)[piiv2,i,0, ...,0]
T i= 1, . . . ,n.
i.e., the node vectors are dominated by their first component as t → ∞. Since the optimal communities
are obtained by grouping all vectors with angles between them below 90◦, in this limit this corresponds
to the bipartition according to the sign of the entries of the second eigenvector v2—the normalised
Fiedler vector associated with the second smallest eigenvalue of the normalised Laplacian.
WHAT DOES k-MEANS OPTIMISE IN SPECTRAL CLUSTERING?
The k-means method is one of the most popular clustering methods applied on the usual spectral
embedding. Yet its relationship with community detection is unclear in terms of their optimisation
objectives. Our vector representation allows us to establish the relationship between both approaches.
In terms of xi(t), the objective function that k-means minimises is:
c
∑
s=1
∑
i∈gs
‖xi(t)− x¯s‖
2 =
c
∑
s=1
∑
i∈gs
‖xi(t)‖
2−
c
∑
s=1
1
|gs|
∥∥∥∥∥∑
i∈gs
xi(t)
∥∥∥∥∥
2
, (2.9)
where x¯s is the vector of the centroid of the group gs and |gs| is the size of the group gs. Note that the
first term is a constant for a set of vectors at a given Markov time t, hence the objective of k-means is
equivalent to maximising:
F(t,g) =
c
∑
s=1
1
|gs|
∥∥∥∥∥∑
i∈gs
xi(t)
∥∥∥∥∥
2
. (2.10)
Comparing to (2.8), it is easy to see that k-means maximises a normalised version of the max-
sum vector partitioning problem, where the squared length of the sum vector of a group is normalised
by the group size. Since modularity is a special case of Markov Stability, this explains why when
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the communities have equal sizes, k-means and vector partitioning have comparable performance for
modularity. If, on the other hand, the community sizes are highly unequal, vector partitioning performs
much better [37]. Importantly, when the k-means objective (2.9) is used, the number of communities
need to be prescribed; otherwise, each vector will be partitioned into its own community since this will
give an objective (2.9) equal to zero.
2.2 Geometric reformulation of modularity and Potts model for community detection
Previous work [11, 10] has shown that community detection based on the popular single-resolutionmod-
ularity [24, 22] and the related multi-resolution Potts model proposed by Reichardt & Bornholdt [28]
correspond to particular limits of Markov Stability. Specifically, minimising the Potts Hamiltonian for
a partition g is equivalent to maximising the linearisation of Markov Stability:
rlin(t,g) =
c
∑
s=1
∑
i, j∈gs
Blin(t)i j (2.11)
where Blin(t) = Π [(1− t)I+ tM]−pi
Tpi . (2.12)
In this linearisation, the Markov time t is equivalent to the resolution 1/γ in the Potts model [28]. When
γ = t = 1, the Potts model and linearised Markov stability are equivalent to modularity:
Modularity=
c
∑
s=1
∑
i, j∈gs
Blin(1)i j (2.13)
Using our geometric formulation, the Potts model (and modularity) can be recast as a vector parti-
tioning problem in terms of the eigenvectors of the transition matrix. Similarly to PROPOSITION 2.1,
it is easy to show that the generalised eigenvalue problem of the linearised problem
Blin(t)v = λ Πv (2.14)
is solved by the eigenvectors {1,v2, ...,vn}with corresponding eigenvalues {0,µ2(t), ...,µn(t)} given by
µk(t) = 1− t(1−λk), (2.15)
where the λk are the eigenvalues of M. Note that the eigenvalues µk(t) are no longer bounded and can
become negative at different values of t.
For each Markov time, there will be a number m (16 m6 n) such that µk(t)> 0 for 16 k6 m and
µk(t) < 0 for m < k 6 n. We define this set of vectors in a pseudo-Euclidean space [31] with index of
inertia (m− 1):
xi(t) := [
√
µ2(t)piiv2,i, . . . ,
√
µm(t)piivm,i,
√
−µm+1(t)piivm+1,i, . . . ,
√
−µn(t)piivn,i]
T i= 1, . . . ,n.
In this pseudo-Euclidean space, the magnitude of vector xi(t) is given by:
q(xi(t)) = µ2(t)pi
2
i v
2
2,i+ . . .+ µm(t)pi
2
i v
2
m,i+ µm+1(t)pi
2
i v
2
m+1,i+ . . .+ µn(t)pi
2
i v
2
n,i.
This allows us to write the following decomposition for Blin(t):
Blin(t)i j = µ2(t)piiv2,ipi jv2, j+ µ3(t)piiv3,ipi jv3, j+ ...+ µn(t)piivn,ipi jvn, j
=
q(xi(t)+ x j(t))− q(xi(t))− q(x j(t))
2
.
8 of 16 LIU AND BARAHONA
The linearised stability (2.11) can then be written in terms of xi(t) as:
rlin(t,g) =
c
∑
s=1
∑
i, j∈gs
q(xi(t)+ x j(t))− q(xi(t))− q(x j(t))
2
=
c
∑
s=1
q
(
∑
i∈gs
xi(t)
)
, (2.16)
which is the equivalent geometric problem given by (2.8) in a pseudo-Euclidean space. Therefore the
maximisation of the linearised Markov stability (2.11), which is equivalent to the minimisation of the
Potts Hamiltonian, can be exactly recovered by a vector partitioning problem on the total magnitude of
the sum vectors in a pseudo-Euclidean space.
As stated above, modularity optimisation is a particular case of this linearisation and corresponds to
the maximisation of rlin(1,g).
3. A Vector Partitioning Algorithm Inspired by Graph-theoretical Heuristics
The partitioning of n vectors in Rn−1 into k groups can be solved in time O(n(n−1)(k−1)−1) [25]. There-
fore this problem becomes be infeasible for large networks and approximation methods are needed.
Several algorithms have been proposed to address the problem of vector partitioning, including the
greedy algorithm [2], fine-tuning following coarse division [35], and the recently introduced k-means-
like heuristic [37]. All these methods are designed to find an optimised partition given the desired
number of groups s (26 s6 n). To obtain the optimal number of groups, the algorithms need to be used
repeatedly to search exhaustively across different values of s.
Exploiting the connections between graph partitioning and vector partitioning described above, we
present here a different vector partitioning algorithm which gives the optimal number of groups and
the associated optimised partition as the output of the algorithm. Our vector partition algorithm is
based on the graph-theoretical node agglomeration heuristics used in the popular Louvain algorithm for
community detection in networks.
Community detection is generally defined as an NP-hard optimisation, and several algorithms based
on different heuristics have been proposed in recent years [12]. Among them, the so-called Louvain
method [6] has gained wide use for the optimisation of modularity, Markov Stability and other objective
functions, due to its efficiency and good performance against benchmarks. The Louvain method consists
of two phases. In the first phase, each vertex is assigned to a different community and each vertex is
repeatedly and sequentially moved to its neighbouring community if the gain in the cost function is
maximum and positive. The first phase ends if there is no further improvement possible. The second
phase builds a new network from the communities found in the first phase, where the nodes of the new
network are ‘supernodes’ corresponding to the communities found in the preceding phase. The weight
of the links between two supernodes is the sum of the weights between all the nodes in the communities,
and the sum of the weights within each community is represented by self-loops. These two phases are
repeated iteratively until the network of supernodes is not changed.
In contrast to purely geometric algorithms for vector partitioning existent in the literature, we adopt
a heuristic inspired by the graph-theoretical Louvain method which does not need the declaration of
the number of groups a priori. The first phase of the algorithm starts with each node vector in its own
group, and we compute the gain of the total sum (2.8) if we move the vector xi from its own group α
into another group β . The vector xi is moved to the group which induces the maximum positive gain.
Similarly to the Louvain method, each vector is considered sequentially and repeatedly until there is
no possible improvement by a single movement, which means a local optimum is reached. Due to the
simplicity of the squared length function, the difference of moving the vector xi from a group α into
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Algorithm 1 Vector Partitioning with the Louvain Heuristic
1: Input: A set of n vertex vectors xi
2: Assign every vector to its own group, the group sum vectors yi = xi
3: while improvement possible= True do
4: Set improvement possible= False
5: for i= 1 : n do
6: Vector xi is currently in group α
7: Compute the change ∆rαβ of moving xi from group α to group β
8: rmax =max∆rαβ
9: βmax = argmax∆rαβ
10: if rmax > 0 then
11: improvement possible= True
12: move xi to group βmax
13: yα = yα − xi
14: yβmax = yβmax + xi
15: end if
16: end for
17: end while
18: if every vector is still partitioned into its own group then
19: Output the partition and return
20: else
21: Use the group sum vectors yβ as inputs and go to step 2
22: end if
another group β is easily computed as
∆rαβ = y
T
β xi− (yα − xi)
Txi, (3.1)
where yα and yβ are the sum of vectors in groups α and β , respectively. These sum vectors resemble
the ‘supernodes’ associated with the communities in the Louvain method, and are directly used as the
input for the next phase of the iteration. The algorithm stops when there are no more changes to the sum
vectors. The pseudo-code for the algorithm is shown in Algorithm 1.
The Louvain heuristic leads to a distinct vector partitioning algorithm which has a graph-theoretical
origin and inherits the advantages of the Louvain heuristic, i.e., its speed, flexibility, and good perfor-
mance in practice. This algorithm also applies directly to the vector partitioning problem corresponding
to the optimisation of the linearised version of Markov Stability (and hence of the Potts model and
modularity). Algorithmically, our vector partitioning implementation has two main differences from the
original Louvain method for community detection: (i) the gain in the total sum of one movement can be
easily computed as the difference of two inner products; (ii) the sum of the vectors is directly used as
the input for the next iteration.
4. Applications of the Vector Partitioning Algorithm
To illustrate its use, we apply our vector partitioning algorithm to community detection in an ensemble
of random graphs obtained with the Lancichinetti-Fortunato-Radicchi (LFR) benchmark [19]. The LFR
graphs all have n = 1000 nodes with an average degree of 15 and a maximum degree of 50. The
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minimum and maximum community sizes are 20 and 50, respectively, and the exponents for the degree
and community size distributions are 2 and 3, respectively. Running the LFR benchmark with these
parameters, we obtain 134 graphs that have k = 30 communities. These graphs constitute our test
ensemble used to generate statistically comparable results.
4.1 Approximation of Markov Stability optimisation through vector embeddings of reduced dimension-
ality
The autocovariance matrix B(t) given in equation. (2.2) is the central object in the optimisation of
Markov Stability. Its rewriting as a Gram matrix in equation. (2.6) makes it clear that B(t) is a geometric
object containing the distances between nodes, as measured in the (n− 1)-dimensional spectral vector
embedding. Equation (2.8) shows that the optimal graph partition according to Markov Stability is
recovered exactly by solving the vector partitioning problem when all (n− 1) non-trivial eigenvectors
vi of the matrixM are used to embed the node vectors xi(t).
However, the ‘distance’ (Gram) matrix B(t) can be obtained approximately from a lower dimen-
sional embedding involving only a subset of the eigenvectors of M. This is equivalent to neglecting
the components of the node vector associated with small eigenvalues, and solving the vector partition-
ing problem in a lower dimensional space. Such approximations can be crucial numerically when the
size of the network is large, such that it is impractical to compute all eigenvectors of M. A common
approximation in spectral partitioning methods is to use a few eigenvectors corresponding to the leading
eigenvalues, and neglect the components associated with small eigenvalues. As shown in [21], in order
to divide the network into k communities, one must use at least k− 1 eigenvectors. Using more than
k− 1 eigenvectors will always give more accurate approximations, yet the improvement achieved by
using additional eigenvectors is unclear.
We have explored this issue numerically by computing the optimised Markov Stability partition for
the each of the graphs in the LFR test ensemble, all of which have k = 30 communities. Figure 3 shows
the improvement of the quality of the partition obtained with our algorithm (measured as the normalised
mutual information [33] with respect to the ground truth) as we increase the number of eigenvectors
used, i.e., as we increase the dimensionality of the embedding space. Our numerical experiments show
that our vector partitioning for the LFR networks with an underlying k= 30 community structure, using
k−1 eigenvectors already gives a highly accurate result and using more eigenvectors does not essentially
improve the performance.
4.2 Spectral maximisation of modularity using the vector partitioning algorithm
Our results in Section 2.2 show that modularity can be maximised using our vector partitioning algo-
rithm applied to a spectral vector embedding based on the eigenvectors of the transition matrix M =
D−1A in a pseudo-Euclidean space. Interestingly, this embedding is distinct from the traditional spectral
methods for modularity maximisation [21, 22, 37], which use instead the eigenvectors of the modularity
matrix BQ = A−dd
T/2m. In general, there are several advantages of our formulation with the transi-
tion matrix M. First, the fact that spectrum of the transition matrix is bounded in [−1,1] makes it more
suitable for large networks [7]. Further, if the network is large and sparse, the transition matrix also has
sparsity and the decomposition of the matrix can be achieved with fast algorithms, while the modularity
matrix is not sparse in general.
To compare these two spectral methods, we apply our vector partitioning algorithm to maximise
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FIG. 3. The normalised mutual information of the partition obtained from our vector partitioning algorithm compared against the
ground truth of the benchmark as a function of the number of eigenvectors used to embed the node vectors. The ground truth
partition has k = 30 communities and the quality of the detected partition does not increase noticeably when using more than
(k−1) = 29 eigenvectors. When the normalised mutual information is 1, the partition obtained is equal to the ground truth. Each
point is an average over 134 realizations of the LFR benchmark.
modularity on the LFR ensemble using both spectral embeddings: the one based on the eigenvectors of
the modularity matrix, and our embedding based on the eigenvectors of the transition matrix. Figure 4
shows the eigenvalues of M and BQ for one of the LFR networks with k = 30 communities. Although
both matrices have a spectral gap at (k− 1) eigenvectors (the number needed to find the communities),
the spectral gap is larger for the transition matrix embedding.
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FIG. 4. Eigenvalues of the transition matrix M (top) and the modularity matrix BQ (bottom) of one network realisation of the LFR
benchmark with 30 communities (right).
This cleaner spectral distribution of the transition matrix suggests that modularity maximisation
performed on spectral embeddings of reduced dimension (i.e., with just a subset of the eigenvectors)
should be more accurate when using the transition matrix eigenvectors than those of the modularity
matrix. This is shown in Figure 5, where we maximise modularity based on embeddings of increasing
dimensionality (from 1 to 40) for both sets of eigenvectors. Since all the LFR graphs in the ensemble
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have 30 communities, the optimum of modularity is reached when using k−1= 29 eigenvectors. How-
ever, for the same number of eigenvectors (smaller than 29), the transition matrix embedding provides
a higher modularity than the embedding based on the eigenvectors of the modularity matrix itself.
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FIG. 5. Modularity of the optimised partitions obtained with the vector partitioning algorithm using different number of eigen-
vectors of the transition matrix and the modularity matrix to embed the node vectors. The results are averaged over 134 network
realisations of the LFR benchmark, all with k = 30 communities. As the dimensionality of the embedding increases (i.e., a higher
number of eigenvectors), the modularity of the optimised partition increases until it reaches its maximum when k−1 eigenvectors
are used. Note the higher modularity attained by the spectral embedding based on the transition matrix, as compared to that based
on the modularity matrix.
Interestingly, the number of communities of the optimised partitions obtained from the two spectral
embeddings are substantially different. As shown in Figure 6, the transition matrix spectral embedding
gives partitions with fewer communities than the modularity matrix spectral embedding, yet the commu-
nities obtained have a higher information content with respect to the ground truth, as indicated by higher
uncertainty coefficients [27]. The uncertainty coefficient measures the ratio of the useful information
about the ground truth to the total information contained in the computed partition: an uncertainty coef-
ficient of one means that there is a hierarchical relationship between the computed partition and the
ground truth.
For example, using 15 eigenvectors for both embeddings, the vector partitioning algorithm obtains a
partition into 9 communities for the transition matrix embedding, and into 15 communities for the modu-
larity matrix. However, the uncertainty coefficient of the partition from the transition matrix embedding
is substantially higher. As shown explicitly in the Sankey diagram in Figure 7, the partition obtained
with the transition matrix embedding is coarser, yet fully compatible with the ground truth, whereas the
finer partition obtained from the modularity matrix embedding presents marked inconsistencies with the
ground truth partition. This indicates that, compared to the modularity matrix, more information about
the community structure is contained in the leading eigenvectors of the transition matrix. This property
has more significance when the network is large and only a few leading eigenvalues and eigenvectors
can be computed. With the transition matrix, we can get a more informative partition of the network
using fewer eigenvectors.
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FIG. 6. The uncertainty coefficient with respect to the ground truth (top) and the number of communities (bottom) for the optimised
partitions obtained with the vector partitioning algorithm using different number of eigenvectors of the transition matrix and the
modularity matrix for the spectral embedding of the node vectors. The results are averaged over 134 network realisations of the
LFR benchmark, and all the networks have a ground truth of k = 30 communities. An uncertainty coefficient of one indicates
that the detected communities can be obtained by joining communities in the ground truth, i.e., there is a hierarchical relationship
between the computed partition and the ground truth. The embedding using the eigenvectors of the modularity matrix produces
higher number of communities with lower uncertainty coefficient (with respect to the ground truth).
5. Conclusion
In this paper, we have presented a connection between vector partitioning, spectral embeddings and
Markov Stability, a generalised framework for multi-scale community detection based on the dynamics
of Markov processes on graphs. We show that Markov Stability community detection in a graph with
n nodes corresponds to a vector partitioning problem in Rn−1, where the nodes of the graph are rep-
resented by time-dependent vectors in an (n− 1)-dimensional embedding spanned by the eigenvectors
of the transition matrix associated with the graph. The time of the Markov process plays the role of
an inhomogeneous geometric resolution factor, which acts differently along the different components
of the node vectors. This feature allows for the exploration of changes in optimal groupings at differ-
ent resolutions leading to potential multi-scale community detection. We also show that the Reichardt
& Bornholdt Potts model and modularity optimisations for community detection correspond to a vector
partitioning problem in a pseudo-Euclidean space. In addition, the vector representation provides a clear
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FIG. 7. A Sankey diagram to show the relationship between the ground truth partition and the partitions obtained with vector
partitioning based on a spectral embedding with k = 15 eigenvectors of (a) the transition matrix and (b) the modularity matrix.
The ground truth has 30 communities. With the transition matrix, we get 9 communities which are hierarchical with respect to the
ground truth, while with the modularity matrix, we get 15 communities but they do not have a clear hierarchical relationship with
the ground truth.
explanation of the distinct quantity optimised by k-means and establishes the connection to the usual
spectral clustering.
Exploiting the graph-theoretical interpretation, we then propose a vector partitioning algorithm using
a heuristic inspired by the Louvain method for community detection in networks. Application of our
algorithm on benchmark networks shows that for a network with k communities, vector partitioning
with only k− 1 eigenvectors is enough to reveal the community structure. Finally, we compare spectral
methods for community detection based on the embedding provided by the eigenvectors of the transi-
tion matrix and the modularity matrix. In the sense of modularity, the information about the community
structure is more compressed in the leading eigenvectors of the transition matrix. Thus vector partition-
ing with the transition matrix is capable of unveiling the community structure with fewer eigenvectors.
A number of questions would be of interest for further investigation. Our decomposition of the
Markov Stability matrix B(t) as a Gram matrix is key to the link with geometrical interpretations and
opens the possibility of using other kernels from the graph [30]. Indeed, it would be worth exploring
how the distance associated with the Markov Stability kernel is related to other graph kernels, such
as the kernel of the pseudoinverse of the Laplacian matrix which preserves the average commute time
distance and the diffusion map which preserves the diffusion distance [14, 8]. Mapping the nodes onto
a vector space could also be used to find soft partitions for overlapping communities as a projection
problem rather than a vector partition problem, thus recasting this problem geometrically. We leave
these interesting problems as open directions for future work.
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