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Introduccio´n
El objetivo de este trabajo es el estudio de tres teoremas cla´sicos de la geo-
metr´ıa, que son el teorema de Napoleo´n, el teorema de Morley y el teorema
del hexagrama mı´stico de Pascal, analizando diferentes te´cnicas de demos-
tracio´n de los mismos. Se han incluido tanto demostraciones cla´sicas que
fueron desarrolladas en la e´poca en la cual fuero´n formulados los teoremas,
como la demostracio´n del teorema de Napoleo´n utilizando el punto de Fer-
mat, as´ı como pruebas que han sido obtenidas en funcio´n de las nuevas
teor´ıas matema´ticas que se han ido introduciendo a lo largo de la historia
de las matema´ticas, como la geometr´ıa proyectiva o la geometr´ıa algebraica,
para el teorema de Pascal, , e incluso demostraciones ma´s modernas como
las demostraciones de John Conway y Alain Connes del teorema de Morley.
As´ı mismo el tipo de herramientas matema´ticas utilizadas han sido muy
diversas (geometria clasica, numeros complejos, teor´ıa de grupos, geometria
proyectiva, geometria algebraica).
El primer cap´ıtulo esta´ dedicado al teorema de Napoleo´n. Este resultado
nos asegura que dado un tria´ngulo cualquiera, la unio´n de los centros de
los tria´ngulos equila´teros exteriores (respectivamente interiores) formados
en los lados del tria´ngulo inicial, es equila´tero. Este tria´ngulo equila´tero se
denomina tria´ngulo exterior (respectivamente interior) de Napoleo´n. En este
cap´ıtulo se realizara´n tres demostraciones del teorema, la primera utilizando
el punto de Fermat, la segunda rotaciones y la tercera nu´meros complejos.
El segundo cap´ıtulo esta´ dedicado el teorema de Morley. Este teorema,
descubierto en 1899, afirma que la interseccio´n de las trisectrices adyacentes
de los a´ngulos de un tria´ngulo cualquiera, determina un tria´ngulo equila´tero.
En este cap´ıtulo se veran dos demostraciones, una constructiva, propuesta
por John Conway en 1995, y otra algebraica, propuesta por Alain Connes
en 2003.
El tercer cap´ıtulo esta´ dedicado el teorema de Pascal. Este cla´sico teo-
rema establece que, dado un hexa´gono inscrito en una co´nica, los puntos de
interseccio´n de los pares de lados opuestos del hexa´gono esta´n alineados en
una recta, llamada l´ınea de Pascal. Este teorema se desarrollara´, a diferencia
de los dos primeros que solo se desarrollaran en el plano af´ın, en el plano
proyectivo sobre un cuerpo cualquiera y sobre un cuerpo algebraicamente
cerrado. De este modo se ir aumentando gradualmente tanto el trabajo ne-
v
vi
cesario para las demostraciones como las herramientas que intervienen en
las mismas. Debido a esto, se vera´n una amplia variedad de demostraciones,
entre ellas se encuentran dos demostraciones afines, las cuales sera´n u´nica-
mente para la circunferencia y en las que intervendra´n el teorema de Menelao
o propiedades de los cuadrila´teros inscritos en circunferencias. Tambie´n se
incluira´n dos demostraciones en el espacio proyectivo sobre un cuerpo cual-
quiera, que utilizaran herramientas como la razo´n doble, las proyectividades
y las perspetividades y teoremas como el teorema de Chasles o la construc-
cio´n de Steriner. Por u´ltimo, se realizara´ una demostracio´n utilizando curvas
cu´bicas, en el espacio proyectivo sobre un cuerpo algebraicamente cerrado,
utilizando para ella el teorema de Cayley–Bacharach.
Cap´ıtulo 1
Teorema de Napoleo´n
1.1. Historia
Este primer cap´ıtulo esta´ dedicado a un teorema cla´sico de geometr´ıa
que lleva el nombre del emperador y general france´s Napoleo´n Bonaparte
(1769-1821), el Teorema de Napoleo´n.
Es sabido que Napoleo´n ten´ıa mucho intere´s en la ciencia y especial-
mente en las matema´ticas, sobre todo en la geometr´ıa. Entre sus amistades
hab´ıa muchos matema´ticos, entre los que estaban Joseph Fourier (1768-
1830), Gaspard Monge (1746-1818), Joseph-Louis Lagrange (1736-1813) o´
Pierre-Simon Laplace (1749-1827).
La primera publicacio´n que se tiene actualmente de este teorema es en
la revista “The Ladies’ Diary” en el an˜o 1825. En esta publicacio´n William
Rutherford (1798–1871) expuso el siguiente enunciado
Tra´cense tria´ngulos equila´teros (los ve´rtices apuntando to-
dos hacia fuera o todos hacia dentro) sobre los tres lados de un
tria´ngulo ABC: entonces las l´ıneas que unen los centros de gra-
vedad de estos tres tria´ngulos recta´ngulos forman un tria´ngulo
equila´tero. Se requiere demostracio´n.
pidiendo a los lectores una demostracio´n del actualmente conocido como
teorema de Napoleo´n. Al an˜o siguiente la revista publico´ dos de las muchas
demostraciones que recibio´, una geome´trica y otra anal´ıtica.
Adema´s, despue´s de ser publicado en “The Ladies’ Diary” este resul-
tado fue redescubierto independientemente por muchas personas. Tambie´n
hay pruebas de que ya hab´ıa aparecio´, con anterioridad, en forma de tres
ejercicios de un examen para obtener la Medalla de Oro de la Universidad
de Dubl´ın, en 1820. Estos hechos indican que, aunque no se tengan pruebas
de ello, la primera vez que se enuncio el teorema de Napoleo´n no fue en el
an˜o 1825.
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Adema´s, no hay constancia de que verdaderamente fuera Napoleo´n su
descubridor. Son varios los autores que apoyan la opinio´n que Coxeter y
Greitzer compart´ıan en su libro “Geometry revisited” negando que el ni-
vel matema´tico del general fuera suficiente para demostrar y enunciar este
teorema. Muchos estudiosos citan a los matema´ticos Evangelista Torricelli
(1608-1647), Bonaventura Cavalieri (1598-1647) o Vincenzo Viviani (1622-
1703) como descubridores del teorema, puesto que hab´ıan estudiado figuras
en las que se dispon´ıan tria´ngulos equila´teros en los lados de un tria´ngulo y
podr´ıan haber obtenido el resultado. Otras fuentes apuntan al matema´tico
france´s Pierre de Fermat (1601-1665).
Por tanto, este es un teorema que alberga mucho debate sobre sus or´ıge-
nes y sobre su descubridor.
1.2. Enunciado
Este teorema nos muestra una construccio´n con la cual partiendo de un
tria´ngulo cualquiera se llega a un tria´ngulo equila´tero, ya sea el tria´ngulo
exterior o interior de Napoleo´n.
Teorema 1.2.1. Teorema de Napoleo´n Dado un tria´ngulo ABC cual-
quiera, entonces la unio´n de los centros de los tres tria´ngulos equila´teros
exteriores (respectivamente interiores), formados en los tres lados de di-
cho tria´ngulo, forman un tria´ngulo equila´tero denominado tria´ngulo exterior
(respectivamente interior) de Napoleo´n.
Figura 1.1: Tria´ngulo exterior Figura 1.2: Tria´ngulo interior
Algunas de las peculiaridades de este teorema son las siguientes:
Observacio´n 1.2.1. La diferencia entre las a´reas de los tria´ngulos exterior
e interior de Napoleo´n, es igual al a´rea del tria´ngulo inicial.
Demostracio´n. Esta demostracio´n puede encontrarse en [9], pa´g.64.
Observacio´n 1.2.2. El teorema es cierto si los tres puntos, A, B, C son
colineales, es decir, en un tria´ngulo degenerado.
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Figura 1.3: observacio´n 1.2.2
En el caso de un tria´ngulo de-
generado no hay distincio´n entre el
tria´ngulo exterior e interior de Napo-
leo´n, ya que es una simetr´ıa respec-
to de la recta que contiene a los tres
puntos. Mas adelante se comentara´n
las demostraciones del teorema de Na-
poleo´n, expuestas en este trabajo, que
son va´lidas para un tria´ngulo degene-
rado.
1.3. Conceptos ba´sicos
Antes de realizar las demostraciones se recordara´n algunas definiciones y
propiedades ba´sicas de geometr´ıa euclidea que sera´n muy recurrentes du-
rante todo el trabajo, en especial en este primer cap´ıtulo.
Definicio´n 1.3.1. El punto de Fermat de un tria´ngulo es un punto tal que
la suma de las distancias de los tres ve´rtices del tria´ngulo al mismo es la
mı´nima posible.
Lema 1.3.1. Un cuadrila´tero es inscriptible en una circunferencia, es decir,
tiene sus cuatros ve´rtices en una circunferencia, si y solo si sus a´ngulos
opuestos son suplementarios.
Lema 1.3.2. postulado LAL: Si dos lados y el a´ngulo incluido de un
tria´ngulos son congruentes a dos lados y al a´ngulo incluido de otro tria´ngulo,
entonces los dos tria´ngulos son congruentes.
Asociados a cada tria´ngulo existen algunos lugares geome´tricos especiales
que vamos a recordar:
Las medianas son cada una de las rectas que unen el punto medio de
un lado del tria´ngulo con el ve´rtice opuesto. Las mediatrices son cada una
de las rectas perpendiculares a un lado del tria´ngulo en su punto medio.
Las bisectrices son cada una de las rectas que dividen a cada uno de los
a´ngulos del tria´ngulo por la mitad. El baricentro (o centroide) es el punto
de corte de las 3 medianas del tria´ngulo. El circuncentro es el punto de
corte de las tres mediatrices y es el centro de la circunferencia circunscrita
del tria´ngulo. El incentro es el punto de interseccio´n de las tres bisectrices
y es el centro de la circunferencia inscrita en el tria´ngulo.
Proposicio´n 1.3.3. En un tria´ngulo equila´tero las medianas, las bisectrices
y las mediatrices coinciden, por lo que el baricentro, incentro y circuncentro
tambie´n coincide.
4 1.4. Demostraciones
1.4. Demostraciones
Este resultado posee un gran nu´mero de demostraciones que utilizan
distintas herramientas matema´ticas, que van desde la geometr´ıa anal´ıtica a
los nu´meros complejos. En esta seccio´n se expondra´n tres de ellas.
1.4.1. Usando el punto de Fermat
Esta es una demostracio´n cla´sica de la geometr´ıa euclidea. Las herramien-
tas matema´ticas utilizadas en ella son las congruencias de tria´ngulos y el
punto de Fermat.
Demostracio´n del teorema de Napoleo´n
Dado un tria´ngulo ABC construimos los tria´ngulos equila´teros exteriores
ABC′, ACB′, BCA′ con centros G, H e I respectivamente.
Vamos a utilizar el punto de Fermat del tria´ngulo ABC para demostrar
que los segmentos AA′, BB′ y CC′ se cortan en un punto. Posteriormen-
te se vera´ que este punto es tambie´n el punto de interseccio´n de las tres
circunferencias circunscritas de los tria´ngulos equila´teros exteriores.
Sea F el punto de Fermat del tria´ngulo
ABC. Si rotamos 60◦ el tria´ngulo BAF
respecto a B, obtenemos el tria´ngulo
BC′P ya que hemos llevado el punto
A a C′ y el punto F a P. Como la
rotacio´n es un movimiento r´ıgido las
longitudes se conservan por lo que,
BF = BP y AF = C′P.
Podemos ver que el tria´ngulo BFP es equila´tero ya que debido a la ro-
tacio´n tiene dos lados iguales, BF = BP, y el a´ngulo inscrito entre estos dos
lados es de 60◦. Como consecuencia, sus aristas tienen la misma longitud:
BF = FP. Como el punto de Fermat, F, es aquel que minimiza la distancia
a los ve´rtices A, B, C y adema´s:
AF + BF + CF = C′P + PF + CF,
claramente esta distancia va a ser mı´nima cuando C′, P, F y C esta´n alinea-
dos. Por lo que F esta´ en el segmento CC′. Ana´logamente, F tambie´n esta´
contenido en los segmentos AA′ y BB′, por lo que es evidente que estos tres
segmentos se cortan en el punto F.
Vamos a demostrar que F esta´ en la circunferencia circunscrita de centro
G. Para ello vamos a ver que el cuadrila´tero FAC′B tiene sus a´ngulos opuestos
suplementarios.
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Si de forma ana´loga a lo reali-
zado anteriormente hacemos una ro-
tacio´n de 60◦ (en el sentido de
las agujas del reloj) del tria´ngu-
lo AFB respecto a A, obtenemos el
tria´ngulo AF′C′. Utilizando la defi-
nicio´n del punto de Fermat obtene-
mos que F′ esta´ en la recta CC′ y
que el tria´ngulo AFF′ es equila´te-
ro, por lo que ]AFF′ = ]AFC′ = 60◦.
Como los tria´ngulos AFF′ y BPF son equila´teros y los puntos F′ y P co-
lineales entonces, ]AFB = ]AFF′ + ]PFB = 60◦ + 60◦ = 120◦. En conclu-
sio´n, los a´ngulos ]AFB y ]BC′A son suplementarios.
Si miramos los otros dos a´ngulos del cuadrila´tero:
]FBC′ + ]C′AF = 60◦ + 60◦ + ]ABF + ]FAB = 120◦ + (180◦ − 120◦) = 180◦.
Por lo que tambie´n son complementarios. Por el lema 1.3.1, el cuadrila´tero
FAC′B es inscriptible. Adema´s, la circunferencia en la cual esta´ inscrito es la
misma que la del tria´ngulo ABC′ (que es u´nica), de centro G.
Con el mismo argumento demostramos que F esta´ en la circunferencia
circunscrita de centros H e I . Por tanto, F esta´ en la interseccio´n de las tres
circunferencias.
Una vez que sabemos que F es el punto de interseccio´n de los segmentos
AA′, BB′, CC′ y de las tres circunferencias circunscritas podemos demostrar
finalmente que GHI es un tria´ngulo equila´tero.
Sea R la interseccio´n de los seg-
mentos GH y FB. Como el segmen-
to FB tiene sus extremos en la inter-
seccio´n de las circunferencias de cen-
tros H y G se cumple que los segmen-
tos son perpendicular y adema´s co-
mo GF = GB y HB = HF, los tria´ngu-
los GFH y GHB son congruentes. De-
bido a esto sus alturas, son iguales,
es decir, BR = RF. Aplicando el pos-
tulado LAL resulta que los tria´ngu-
los BGR y RGF son congruentes,
por lo que ]BGR = ]RGF. Es decir,
]BGH = ]HGF
Ana´logamente, ]FGI= ]IGA. Lo que nos permite llegar a la conclusio´n
de que ]BGA = 2]HGI. Por otro lado, por las propiedades de los tria´ngulos
equila´teros sabemos que ]ABG = ]BAG = 30◦. Por lo tanto, ]BGA = 120◦.
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Finalmente, como ]BGA = 2]HGI = 120◦, se deduce que ]HGI = 60◦.
Ana´logamente, ]IHG = ]GIH = 60◦. Por lo que el tria´ngulo GHI es equila´te-
ro. 
Esta demostracio´n no es aplicable
a un tria´ngulo degenerado. El princi-
pal motivo de ello es que, aunque va
a haber un punto en el que se corten
los tres segmentes y las tres circunfe-
rencias circunscritas, este punto no va
a ser el punto de Fermat. Un ejemplo
de esto lo observamos en la figura 1.4
donde el punto de Fermat es el punto
B pero este punto no esta´ en el seg-
mento CC′.
Figura 1.4: Tria´ngulo degenerado
1.4.2. Usando rotaciones
Esta es una demostracio´n cla´sica de la geometr´ıa euclidea que consiste en
hacer rotaciones en torno a cada uno de los ve´rtices del tria´ngulo exterior
de Napoleo´n con el fin de demostrar que es un tria´ngulo equila´tero.
Demostracio´n del teorema de Napoleo´n
Dado un tria´ngulo ABC, construi-
mos los tria´ngulos equila´teros exterio-
res ABC′, ACB′, BCA′ con centros G,
H, e I, respectivamente.
Realizamos una rotacio´n del
plano, Φ, de 120◦ con centro I en sen-
tido horario. Denotaremos por TT a
la rotacio´n del punto T, mediante Φ.
Se puede ver que el tria´ngu-
lo CAB′ se mantiene invariante
por la rotacio´n, Φ(CAB′) = CAB′.
Adema´s Φ es un movimiento r´ıgi-
do, luego GHI y HH.GG.I son con-
gruentes y GH = GG.HH. Adema´s
]BCA = ]BB.A.B′, ]GHI = ]GG.HH.I.
La suma de los a´ngulos cuyo ve´rti-
ce es A tiene que ser 360◦, pero sabe-
mos que los tria´ngulos ABC′, ACB′ y
A.A′A′.BB son equilateros y sus a´ngu-
los son de 60◦, en conclusio´n
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]BAC + ]BB.A.B′ + ]A′A′.A.C′ = 180◦.
Como ]BAC + ]BCA + ]A′A′.A.C′ = 180◦,
podemos concluir que, ]A′A′.A.C′ = ]ABC.
Como los lados adyacentes de
estos a´ngulos tambie´n son iguales,
C′A = BA y A′A′.A = BB.A = BC (los
lados de un tria´ngulo equila´tero son
iguales y el giro preserva las lon-
gitudes), el postulado LAL permi-
te afirmar que los tria´ngulos ABC y
C′.A.A′A′ son congruentes.
Ahora, utilizando la congruencia
de los tria´ngulos que los compone,
podemos afirmar que los penta´go-
nos A.BB.A′A′.C′.B y B.A′.C.A.C′
son congruentes. De donde se con-
cluye que GH = G.HH y por tanto
GH = GG.HH = G.HH.
Por ultimo, si observamos los
tria´ngulos HH.G.I y GHI vemos
que tienen un lado en comu´n,
GI, y adema´s HH.I = IH y
G.HH = GH, luego estos dos tria´ngu-
los son congruentes. En particular,
]HIG = ]G.I.HH = ]HH.I.GG.
Si hacemos otra rotacio´n del plano
de 120◦ con centro I y argumen-
tamos del mismo modo que antes,
obtenemos que HH.GG = GG.HHH =
HHH.GGG. y que los tria´ngulos
GG.HH.I, GG.HHH.I y GGG.HHH.I son
congruentes.
Como Φ3 = Id si repetimos de nue-
vo la rotacio´n del plano no an˜adi-
mos mas elementos. Argumentando
como antes podemos concluir que
H.GGG = GH y que los tria´ngulos GHI,
GGG.H.I y GGG.HHH.I son congruen-
tes.
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Con estas rotaciones hemos creado seis tria´ngulos congruentes a GHI que
han formado un hexa´gono regular con centro el punto I. Debido a estas
congruencias el a´ngulo interior de cada uno de los tria´ngulos en el ve´rtice I
es el mismo por lo que,
6]HIG = 360◦ =⇒ ]HIG = 60◦.
Ana´logamente con los a´ngulos ]IGH y ]GHI. De este modo concluiremos
que GHI es un tria´ngulo equila´tero. 
Esta demostracio´n es aplicable a
un tria´ngulo degenerado. Los pol´ıgo-
nos utilizados para ver que los seg-
mento del tipo GH y G.HH son con-
gruentes, razonamiento que nos per-
mite fundamentalmente demostrar el
teorema, son en este caso los que ve-
mos en verde en la figura 1.5 y es evi-
dente que son congruentes. Una vez
tenemos esta congruencia de pol´ıgo-
nos es evidente que la demostracio´n es
valida para un tria´ngulo degenerado.
Figura 1.5: Tria´ngulo degenerado
1.4.3. Utilizando nu´meros complejos
Esta es una demostracio´n euclidea que se basa principalmente en la utili-
zacio´n de los nu´meros complejos como herramienta principal para demostrar
el teorema de Napoleo´n.
En esta demostracio´n se van a utilizar los nu´meros complejos como ro-
taciones en el plano de a´ngulo el argumento del nu´mero complejo. De este
modo se dota de sentido a la multiplicacio´n de un vector del plano por un
nu´mero complejo. Hay que tener en cuenta que esta rotacio´n es en el sentido
contrario a las agujas del reloj.
Lema 1.4.1. Sea ABC un tria´ngulo orientado positivamente, entonces, es
un tria´ngulo equila´tero si y solo si se cumple ~a + j~b + j2~c= 0, donde j es la
ra´ız cubica de la unidad y ~a,~b,~c son los vectores de posicio´n de los puntos
A, B y C respectivamente.
Demostracio´n. Sean ~a,~b,~c los vectores de posicio´n de los puntos A, B y C
respectivamente, y j la ra´ız cubica de la unidad. Por tanto, el vector ~a −~c
es el vector correspondiente al lado AC del segmento mientras que ~b − ~c
corresponde al lado BC.
El tria´ngulo ABC es equila´tero si y so´lo si los vectores correspondientes
a los lados del tria´ngulo tienen la misma longitud y si una rotacio´n de 60◦
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en sentido de las agujas del reloj, de centro el punto C, del vector ~b −~c da
como resultado el vector ~a − ~c. Por tanto, si rotamos 120◦ el vector ~b − ~c
en direccio´n contrario al de las agujas del reloj entonces estos dos vectores
esta´n en direcciones opuestas. Por tanto la condicio´n de que sea equila´tero se
cumplira´ si y solo si, ~a−~c+j(~b−~c)= 0, es decir, ~a+j~b−(1 + j)~c= 0. Utilizando
que 1 + j + j2 = 0. Obtenemos que ~a + j~b + j2~c= 0.
Demostracio´n del teorema de Napoleo´n
Dado un tria´ngulo cualquiera ABC orientado positivamente, definimos ~a,~b,~c
como los vectores de posicio´n de los puntos A, B y C respectivamente y
j = ei
2Π
3 la ra´ız cu´bica de la unidad.
Construimos los tria´ngulos equila´teros ABC′, CAB′, BCA′ los cuales cum-
plen:
~c′j2 + ~bj +~a= 0, ~b′j2+~aj +~c= 0, ~a′j2 +~cj + ~b= 0.
Entonces si G, H e I son los centros de los tria´ngulos ABC′, CAB′, BCA′, sus
vectores de posicio´n respectivamente son:
~g=
1
3
(~c′ + ~b +~a), ~h=
1
3
(~a′ + ~b +~c), ~i=
1
3
(~b′ +~c +~a).
Si calculamos,
3(~g + ~hj +~ij2) = ~c′ + ~b +~a + j(~a′ + ~b +~c) + j2(~b′ +~c +~a)
= (~b + j~c + u2~a′) + j(~a + j~b + j2~c′)+j2(~c + j~a + j2~b′)= 0
Por lo que el tria´ngulo GHI es equila´tero. 
Esta demostracio´n tambie´n es valida para un triangulo degenerado ya
que no depende en ningu´n momento del tria´ngulo ABC o de la disposicio´n
de dichos puntos.
1.5. Otras demostraciones y generalizaciones
Hemos explicado tres demostraciones de este teorema cla´sico de la geo-
metr´ıa, pero se dejara´ a disposicio´n del lector otras como son las demostradas
en [13]. En este art´ıculo se encuentran principalmente otras tres demostra-
ciones distintas que utilizan herramientas matema´ticas como trigonome´tria
elemental, ana´lisis y nu´meros complejos. Tambie´n se pueden encontrar de-
mostraciones basadas ma´s en el a´lgebra lineal como en [15].
Existen algunas generalizaciones del teorema de Napoleo´n, como el teo-
rema de Petr–Douglas–Neumann. Este teorema afirma que partiendo de un
pol´ıgono de n lados se puede obtener un pol´ıgono regular n lados en n-2
transformaciones cada una de las cuales tambie´n dara´ un pol´ıgono de n
lados.
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Lo´gicamente en el caso de que el pol´ıgono tenga tres lados tenemos el
teorema de Napoleo´n. La demostracio´n de esta generalizacio´n la podemos
encontrar en [16].
Cap´ıtulo 2
Teorema de Morley
2.1. Historia
Este cap´ıtulo esta´ dedicado al teorema de Morley, un resultado sorprendente
de la geometr´ıa eucluidea que genero mucha curiosidad e intere´s.
Frank Morley(1860-1937) fue un matema´tico conocido principalmente
por su ensen˜anza e investigacio´n en los campos del a´lgebra y la geometr´ıa.
Morley descubrio´ este teorema en 1899 y lo publico´ en 1900 en el art´ıcu-
lo “On the Metric Geometry of the Plane n-line”(ve´ase [17]) en la revista
American Mathematical Society Translations. En esta publicacio´n Morley
demostro´ varios teoremas, aunque no estaban enunciados con la estructu-
ra habitual matema´tica de teorema demostracio´n. Morley no demostro´ ni
enuncio de forma directa este resultado ya que era una consecuencia de su
trabajo principal, en el cual presento los 18 casos de tria´ngulos equila´teros
de Morley.
Con la popularizacio´n y la proliferacio´n de pruebas, se han transmitido
muchos errores sobre el origen, y sobre las primeras pruebas impresas de
este teorema. Adema´s, durante las primeras publicaciones este teorema no
fue acompan˜ado del nombre de Morley. Fue en 1913 donde por primera vez
se publico´ una demostracio´n de este teorema, aunque este articulo tampoco
recocio´ a Morley como autor.
A pesar de que Morley no publico´ una demostracio´n directa, debido a la
sorpresa que causo´ este resultado, en poco tiempo aparecieron varias demos-
traciones. Existen al menos 27 pruebas diferentes entre las que se encuen-
tran las presentadas por autores como Alain Connes, John Conway, Edsger
Dijksta, D.J. Newmann, Roger Penrose, M.R.F. Smyth, Brian Stonebridge,
entre otros autores. Las demostraciones son muy variadas, realizadas con
diferentes herramientas matema´ticas, las hay trigonome´tricas, algebraicas,
anal´ıticas o constructivas.
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2.2. Enunciado
Este es un teorema cla´sico de geometr´ıa cuya belleza radica en la gran geo-
metr´ıa que tiene la construccio´n que como fin te da el tria´ngulo de Morley.
Teorema 2.2.1. Teorema de Mor-
ley Los tres puntos de interseccio´n
de las trisectrices adyacentes de los
a´ngulos de un tria´ngulo cualquiera son
los ve´rtices de un tria´ngulo equila´te-
ro. Este tria´ngulo equila´tero se llama
tria´ngulo de Morley.
A diferencia de muchos otros resultados geome´tricos el teorema de Mor-
ley no tiene un resultado ana´logo para geometr´ıas esfe´ricas e hiperbo´licas.
2.3. Demostraciones
En esta seccio´n se van a exponer dos demostraciones del teorema de Mor-
ley, las propuestas por John Conway y Alain Connes. La primera es una
demostracio´n constructiva mientras que la segunda es algebraica.
2.3.1. Demostracio´n propuesta por John Conway
El matema´tico ingle´s John Conway (1937), inventor del conocido juego de
la vida y que ha trabajo en campos muy diversos de las matema´ticas, como
la teor´ıa de grupos finitos, la teor´ıa de cuerdas, la teor´ıa de nu´meros, la
teor´ıa combinatoria de juegos y la teor´ıa de la codificacio´n, presento su
demostracio´n del teorema de Morley en 1995.
Demostracio´n del Teorema de Morley
Dado un tria´ngulo ABC definimos:
a =
]BAC
3
, b =
]CBA
3
, c =
]ACB
3
.
Debido a que la suma de los a´ngu-
los de un tria´ngulo es 180◦, entonces
a+ b+ c= 60◦. Dado un a´ngulo x, se
denota x+ = x + 60◦.
A partir de los a´ngulos a, b, c del
tria´ngulo ABC se van a construir tres
tipos de tria´ngulos:
(i) Tipo 1: tria´ngulo equila´tero, {0+,0+,0+}.
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(ii) Tipo 2: tria´ngulos en los que hay dos a´ngulos mayores de 60◦, es decir,
hay dos a´ngulos del tipo x+,
{a,b+, c+}, {a+,b, c+}, {a+,b+, c}.
(iii) Tipo 3: tria´ngulos en los que un a´ngulo es mayor de 120◦, es decir, del
tipo x++,
{a++,b, c}, {a,b++, c}, {a,b, c++}.
Se puede comprobar que estas agrupaciones son verdaderamente tria´ngu-
los, es decir, sus a´ngulos suman 180◦.
En los pro´ximos pasos vamos a construir un tria´ngulo A′B′C′ mediante
una construccio´n que nos asegurara que este tria´ngulo cumple el teorema de
Morley.
Comenzamos considerando un tria´ngulo FED del tipo {0+, 0+, 0+} con
lados de longitud uno. A continuacio´n, se an˜aden los tres tria´ngulos de tipo
dos, con bases de longitud uno, al triangulo equila´tero anterior (ve´ase figura
2.2).
Figura 2.1: Tipo 3
Finalmente, se van a encajar tres
tria´ngulos de tipo tres en la construc-
cio´n anterior (ve´ase figura 2.2). El ta-
man˜o de los siguientes tria´ngulos se
debe a la siguiente propiedad; se tra-
zan dos segmentos desde el ve´rtice de
a´ngulo x++ al lado opuesto, de forma
que formen un a´ngulo x+ con dicho
lado y tengan longitud uno, es decir,
forman un tria´ngulo iso´sceles dentro
del tria´ngulo de tipo tres (ve´ase figu-
ra 2.1).
Claramente en la construccio´n que hemos realizado los a´ngulos al rededor
de los ve´rtices E, F, y D del tria´ngulo equila´tero suman 360◦.
Lo que vamos a demostrar en las siguientes l´ıneas es que esta construc-
cio´n, que como resultado nos da el tria´ngulo A′B′C′, es verdaderamente un
tria´ngulo y adema´s es equivalente al tria´ngulo ABC.
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Figura 2.2: Construccio´n
Consideramos un tria´ngulo del tipo tres junto a un tria´ngulo de tipo
dos adjuntado, por ejemplo, el tria´ngulo B′DC′, de a´ngulos a++, b, c, donde
se denota por H el punto del lado B′C′ determinado por la constriccio´n,
con a´ngulo a+ y de los posibles el ma´s alejado del tria´ngulo del tipo dos
considerado (ve´ase figura 2.3), y el tria´ngulo B′DF. Por la consideracio´n de
antes se tiene:
(i) ]B′HD = ]B′FD = a+
(ii) ]DB′H = ]FB′D = b
luego los tria´ngulos DB′H y FB′D tiene sus a´ngulos iguales por lo que
son proporcionales. Como adema´s FD = DH = 1, ambos son congruentes.
Por tanto, la construccio´n realizada es realmente un tria´ngulo, que adema´s
tiene los mismos a´ngulos que el tria´ngulo ABC, luego es proporcional a este.
En conclusio´n, el tria´ngulo determinado por las bisectrices de ABC, que salvo
taman˜o es DEF, es un tria´ngulo equila´tero.
Figura 2.3: Ensamblaje

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2.3.2. Demostracio´n propuesta por Alain Connes
El matema´tico france´s Alain Connes (1947), que trabaja en clasificacio´n de
operadores, K-teor´ıa y teor´ıa ı´ndices, publico´ su demostracio´n del teorema
de Morley en 1998.
La demostracio´n que vamos a realizar es una demostracio´n algebraica
para la cual se utiliza el subgrupo af´ın, cuya definicio´n recordaremos a con-
tinuacio´n.
Sea K un cuerpo conmutativo de caracter´ıstica distinta de 3 y G el grupo
af´ın sobre K, formado por las matrices 2× 2, de la forma g =
(
a b
0 1
)
, donde
a 6= 0 y a, b pertenecen a K. Se define sobre este grupo el morfismo
δ :G→ K∗
g→ δ(g) = a ∈ K∗.
El subgrupo T = Ker δ es el grupo de traslaciones, luego el grupo aditivo de
K. Cada elemento g ∈ G, define la transformacio´n,
g(x) = ax + b, ∀x ∈ K,
la cual, si a 6= 1, tiene un punto fijo, el punto, x = b
1− a .
Teorema 2.3.1. Sean g1, g2, g3 elementos de G tales que g1g2, g3g1, g2g3,
y g1g2g3 no son traslaciones, es decir, no pertenecen al subgrupo T, y sea
j = δ(g1g2g3). Las siguientes dos condiciones son equivalentes:
i) g31g
3
2g
3
3 = 1,
ii) j3 = 1, y α+ jβ + j2γ = 0, donde α, β, γ son los puntos fijos de las
transformaciones asociadas a g1g2, g2g3, g3g1, respectivamente.
Demostracio´n. Sea gi =
(
ai bi
0 1
)
, entonces gigj =
(
aiaj aibj + bi
0 1
)
. Por lo
tanto, el punto fijo de la transformacio´n asociada al elementos gigj es
aibj + bi
1− aiaj .
La forma matricial del elemento g31g
3
2g
3
3 es
g31g
3
2g
3
3 =
(
a31a
3
2a
3
3 b3a
3
1a
3
2(a
3
3 + a3 + 1) + a
3
1b2(a
2
2 + a2 + 1) + b1(a
2
1 + a1 + 1)
0 1
)
.
Por lo que la traslacio´n asociada a este elemento, lo denotaremos por b, es
b = b3a
3
1a
3
2(a
3
3 + a3 + 1) + a
3
1b2(a
2
2 + a2 + 1) + b1(a
2
1 + a1 + 1).
Una vez vistas estas expresiones vamos a pasar a ver que las afirmaciones
del enunciado son equivalentes. Lo´gicamente, s´ı se cumple g31g
3
2g
3
3 = 1 enton-
ces g31g
3
2g
3
3(x) = x + 0, por lo que esta condicio´n es equivalente a que cum-
pla δ(g31g
3
2g
3
3) = 1, y b = 0. Adema´s, δ(g
3
1g
3
2g
3
3) = 1, es exactamente j
3 = 1.
Adema´s, j 6= 1 ya que por hipotiposis g1g2g3 no pertenecen a T.
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Lo u´nico que tenemos que ver es que efectivamente b = 0 es equivalente
a que α+ jβ + j2γ = 0.
Sabemos que la expresio´n de b, es la siguiente:
b = b3a
3
1a
3
2(a
3
3 + a3 + 1) + a
3
1b2(a
2
2 + a2 + 1) + b1(a
2
1 + a1 + 1).
Utilizamos que j = a1a2a3, entonces
b = −ja21a2(a1 − j)(a2 − j)(a3 − j)(α+ jβ + j2γ),
donde α, β, γ son los puntos fijos de los transformaciones asociadas a los
elementos g1g2, g2g3, g3g1, respectivamente. Es decir sera´n:
α =
a1b2 + b1
1− a1a2 , β =
a2b3 + b2
1− a2a3 , γ =
a3b1 + b3
1− a3a1
Como ai − j 6= 0 ya que j = a1a2a3 y ninguna combinacio´n de dos ai es 1
ya que por hipo´tesis, los elementos gigj no son traslaciones, por lo que j es
distinto de ak para todo k ∈ 1, 2, 3. Por lo que entonces b = 0 si, y so´lo, si
(α+ jβ + j2γ) = 0.
Demostracio´n del teorema de Morley
Consideramos K = C y g1 la rotacio´n centrada en el ve´rtice A de a´ngulo 2a,
donde 3a = ]BAC, de forma similar se definen los elementos g2, g3.
Sabemos que g31g
3
2g
3
3 = 1 ya que es una rotacio´n de 360
◦. Los puntos fi-
jos de las rotaciones g1g2, g2g3, g3g1, se corresponden con los ve´rtices del
tria´ngulo de Morley. Utilizando el teorema anterior vemos que (α+ jβ + j2γ) = 0,
lo cual demuestra que el triangulo formado por la interseccio´n de las trisec-
trices adyacentes es un tria´ngulo equila´tero.

Cap´ıtulo 3
Teorema de Pascal
3.1. Historia
El teorema del “hexagrama mı´stico” de Pascal o teorema de Pascal muestra
una propiedad ba´sica de hexa´gonos inscritos en una co´nica, y es uno de los
resultados fundamentales de la geometr´ıa proyectiva plana.
Pascal fue un nin˜o prodigio educado en casa por su padre. Adema´s de
ser un matema´tico muy brillante tambie´n hizo grandes contribuciones al
estudio de fluidos y aclaro conceptos como la presio´n y el vac´ıo. Adema´s
formulo´ junto a Fermat la teor´ıa matema´tica de la probabilidad, fundamental
en las matema´ticas, la estad´ısticas y en los ca´lculos de la f´ısica teo´rica.
Desgraciadamente Pascal tuvo una salud muy de´bil desde los 18 an˜os y
murio´ a los pocos meses de cumplir 39 an˜os. Sus u´ltimas palabras fueron
”Que Dios nunca me abandone”.
Este teorema fue descubierto y demostrado en 1640 por Blaise Pascal
(1623-1662) a la edad de 16 an˜os. No se conoce co´mo llego el joven Pascal
a su demostracio´n, ya que su escrito original se perdio´. Sin embargo en la
actualidad hay multitud de demostraciones de este teorema.
Es una generalizacio´n del Teorema del hexa´gono de Pappus y del dual
proyectivo del Teorema de Brianchon.
3.2. Enunciado
Se denotara´ por AnK al espacio af´ın de dimensio´n n sobre el cuerpo K. Se puede
identificar el espacio af´ın de dimensio´n n con Kn. Tambie´n se denotara la
recta que une dos puntos, por ejemplo A y B, como la recta AB.
El teorema de Pascal es un resultado de geometr´ıa que relaciona seis
puntos de una co´nica, es decir, un hexa´gono inscrito en una co´nica, con
la recta que contiene los tres puntos de interseccio´n de los pares de lados
opuestos (extendidos si es necesario). Este sorprendente resultado se puede
enunciar tanto en el plano af´ın, A2K, como en el plano proyectivo, P2K.
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Teorema 3.2.1. Teorema de Pascal: Sean A,B,C,D,E,F seis puntos dis-
tintos del plano y P = AF ∩ CD, Q = AB ∩ DE, R = FE ∩ BC la interseccio´n
de los pares de lados opuestos (extendidos si es necesario) del hexa´gono for-
mado por estos puntos. Entonces, A,B,C,D,E,F son puntos de una co´nica
si y solo si P, Q y R esta´n contenidos en una recta, llamada l´ınea de Pascal.
En el plano proyectivo dos rectas siempre se cortan por lo que la existen-
cia de los puntos P,Q y R del teorema de Pascal esta asegurada. Sin embargo,
esto no ocurre en el plano af´ın, debido a esto se tienen las siguientes con-
sideraciones: Si el hexa´gono solo tiene un par de lados opuestos paralelos,
entonces, la linea de Pascal sera la unio´n de los dos puntos de interseccio´n
de los otros dos pares de lados opuestos, y esta recta sera paralela a los
lados paralelos del hexa´gono. Si hay dos pares de lados opuestos paralelos,
entones, el hexa´gono es regular y no existe la linea de Pascal en el plano
af´ın, por lo que se considera como l´ınea de Pascal la linea del infinito del
plano af´ın extendido.
En las siguientes ima´genes se encuentran tres ejemplos de hexa´gonos ins-
critos en co´nicas. En color rosa se ha destacado la linea de Pascal resultante.
Dados seis puntos en una co´nica hay sesenta formas de unirlos haciendo
un hexa´gono por lo que dado seis puntos en un co´nica existen sesenta lineas
de Pascal. obtenemos solo 60 l´ıneas de Pascal.
A pesar de que el teorema de Pascal es un resultado proyectivo como
tambie´n se puede plantear en el espacio af´ın, primero se expondra´n las de-
mostraciones afines de este teorema y posteriormente las demostraciones
proyectivas sobre un cuerpo cualquiera y sobre un cuerpo algebraicamente
cerrado.
3.3. Demostraciones en el plano af´ın
Vamos a realizar dos demostraciones afines sobre una co´nica especifica, la
circunferencia, ya que para realizar estas demostraciones se utilizan propo-
siciones que unicamente se cumplen en la circunferencia. En ambas demos-
traciones solo se demostrara´ la primera implicacio´n del teorema.
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3.3.1. Utilizando el teorema de Menelao
La siguiente demostracio´n hace uso de un teorema cla´sico de geometr´ıa,
conocido como el teorema de Menelado, ya que se le atribuye al matema´tico
griego Menelado de alejandria (aprox. 70-140 d.c.). En opinio´n de H.S.M.
Coxeter y S.L. GReitzer (Geoemtry revised) esta podr´ıa ser la demostracio´n
que habr´ıa realizado Blaise Pascal.
Teorema 3.3.1. Teorema de Me-
nelao: Dado el tria´ngulo ABC, y los
puntos X, Y, Z que se encuentran en
las l´ıneas de BC, AC, AB, entonces el
teorema establece que X, Y, Z son co-
lineales si y so´lo si:
BX
CX
× CY
AY
× AZ
BZ
= 1
Un demostracio´n de este resultado se puede encontrar en [9] en la pa´gina
66.
Adema´s, necesitamos los siguientes resultados.
Lema 3.3.2. Dados cuatro puntos de modo que los puntos P,P′ este´n en el
mismo arco de circunferencia que une los puntos A,B de una circunferencia
dada, entonces:
]APB = ]AP′B.
Demostracio´n. Tenemos un punto Q distinto de los puntos dados que este´
en el arco de circunferencia en el que no esta´n los puntos P y P′.
Entonces como se ve en la imagen
adjunta, tenemos dos cuadrila´teros
APBQ y AP′BQ inscritos en una cir-
cunferencia. Por el lema 1.3.1 se verifi-
ca que los dos a´ngulos ]APB y ]AP′B
son ambos a´ngulos complementarios
al angulo opuesto en los cuadrila´teros,
que es en ambos caso el angulo ]AQB,
por lo que son iguales.
Lema 3.3.3. Si dos lineas pasan por un punto P e intersecan a una cir-
cunferencia en los puntos A, A′ (los cuales pueden coincidir) y en los pun-
tos B, B′ (los cuales pueden coincidir), respectivamente, entonces PA× PA′
= PB× PB′.
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Demostracio´n. Para demostrar este resultado vamos a considerar dos casos,
cuando el punto P esta´ dentro de la circunferencia y cuando esta´ fuera.
En el primer caso, si conside-
ramos los tria´ngulos PAB′ y PBA′,
es fa´cil observar, utilizando el lema
3.3.2, que ]AB′B = ]AA′B y adema´s,
]APB′ = ]BPA′, por lo que los dos
tria´ngulos tiene los tres a´ngulos igua-
les por lo que:
PA
PB
=
PB
PB′
, es decir, PA× PA′ = PB× PA′−
Si el punto P esta´ en el exte-
rior, se tomara un punto T cualquie-
ra en la circunferencia. Si miramos los
tria´ngulos PTA y PTA′, tienen el mis-
mo a´ngulo en el ve´rtice P, por lo que,
PA
PT
=
PT
PA′
, es decir, PA× PA′ = PT2.
Si repetimos este argumento con los tria´ngulos PBT y PTB′ enton-
ces tenemos: PB× PB′ = PT2. Si juntamos las dos ecuaciones obtenemos:
PA× PA′ = PB× PB′
Demostracio´n del Teorema de Pascal
Sean A,B,C,D,E,F puntos arbitrarios en la circunferencia debemos com-
probar que los puntos Q = AB ∩ DE, R = BC ∩ EF, P = CD ∩ FA esta´n ali-
neados. Definimos los siguientes puntos,
Q = AB ∩ DE
R = BC ∩ EF
P = CD ∩ FA
H = AB ∩ CD
I = CD ∩ EF
J = EF ∩ AB
Ahora aplicamos el teorema de
Menelao tres veces en el tria´ngulo HIJ
con las rectas BC, DE y FA y multipli-
camos los tres ecuaciones obtenemos:
(
HC
CI
× IQ
QJ
× JB
BH
)× (HD
DI
× IE
EJ
× JP
PH
)× (HR
RI
× IF
FJ
× JA
AH
) = −1 (3.1)
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Ademas si usamos el lema 3.3.3 con el punto I y las rectas IF y CI con-
cluimos, IE× IF = CI× DI = (−CI)× (−DI), es decir, IE
CI
× IF
DI
= 1.
Si repetimos este argumentos con los puntos J y las rectas JB, EJ y con
el punto H y las rectas HC, BH, obtenemos,
JB
EJ
× JA
FJ
= 1, y,
HC
BH
× HD
AH
= 1.
Por tanto, si volvemos a la ecuacio´n 3.1 y sustituimos los resultados que
acabamos de obtener la ecuacio´n es la siguiente
DR
RE
× EQ
QF
× FQ
PQ
= −1.
Por el teorema de Menelao, P, Q, R son colineales.

3.3.2. Demostracio´n 2
Esta demostracio´n es una demostracio´n que usa cuadrila´teros inscritos en
circunferencias.
Denotamos la recta que pasa por el puntos A y B por AB ≡ lAB = 0 donde
lAB es la ecuacio´n de la recta que pasa por los puntos A y B.
Lema 3.3.4. Sean A, B, C y D puntos en una circunferencia definida por
f = 0, donde f es un polinomio de segundo grado entonces, f = λlABlCD+
µlBClAD donde λ, µ son algu´n numero real.
Demostracio´n. Sea X un punto de la circunferencia diferente a A, B, C y D.
Por lo tanto, ninguno de estos te´rminos lAB(X), lCD(X), lBC(X), lAD(X) es 0.
Entonces es posible encontrar λ, µ tal que:
λlAB(x)lCD(x) + µlBC(x)lAD(x) = 0.
Definimos f1 = λlAB(x)lCD(x) + µlBC(x)lAD(x). Claramente, f1(A) = f1(B) =
f1(C) = f1(D) = f1(X) = 0. Como 5 puntos definen una co´nica salvo una cons-
tante multiplicativa f1 = αf para una constante α.
Demostracio´n del teorema de Pascal
Sean los seis puntos A,B,C,D,E,F sobre una circunferencias, entonces,
debemos demostrar que los puntos Q = AB ∩ DE, R = BC ∩ EF, P = CD ∩ FA
son colineales.
Tenemos los cuadrila´teros ABCD, AFED, BEFC inscritos en una circun-
ferencia definido por f = 0, donde f es un polinomio de segundo grado,
entonces f se puede expresar de estas 3 formas segu´n el lema 3.3.4:
f = λ1lABlCD + µ1lBClAD
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f = λ2lAFlED + µ2lADlEF
f = λ3lBElCF + µ3lBClEF
Restando las dos primeras ecuaciones obtenemos:
λ1lABlCD − λ2lAFlED = (µ1lBC − µ2lEF)lAD.
Sea X = AB ∩ ED entonces lAB(X) = 0 = lED(X). Por tanto, lABlCD y lAFlED
se anulan en el punto X. Mientras que lAD(x) 6= 0 entonces µ1lBC − µ2lEF se
anula en X. En otras palabras, X vive en la recta µ1lBC = µ2lEF.
Si actuamos de forma similar con el punto CD ∩ AF se concluye que vive
en la recta µ1lBC = µ2lEF y adema´s esta´ claro que en esta rectas tambie´n
esta´ el punto BC ∩ EF. Por tanto, los tres puntos esta´n alineados.

3.4. Demostraciones en el plano proyectivo
Esta´ seccio´n se desarrollara el teorema de Pascal en P2K con K un cuerpo
cualquiera.
La primera parte de esta seccio´n son unos conceptos ba´sicos de la geo-
metr´ıa proyectiva, posteriormente se expondra´n las demostraciones del teo-
rema de Pascal. En esta seccio´n se van a definir conceptos como la razo´n
doble, las proyectividades o las perspectividades, y teoremas fundamentales
de la geometr´ıa proyectiva como el teorema de Chasles o la construccio´n de
Steiner.
3.4.1. Conceptos ba´sicos de geometr´ıa proyectiva
Antes de exponer las demostraciones proyectivas del teorema de Pascal va-
mos a explicar unos conceptos y herramientas fundamentales para llevarlas
a cabo.
Todas las demostraciones, a excepcio´n de aquellas que intervengan di-
rectamente en la demostracio´n del teorema de Pascal, se expondra´n en el
ape´ndice A, que se encuentra en la pa´gina 39.
Definiciones ba´sicas
Recordaremos la definicio´n de espacio proyectivo y daremos sentido a los
polinomios en el espacio proyectivo. Estas definiciones se dara´n para un
espacio proyectivo de dimensio´n n aunque despue´s u´nicamente se utilizaran
aplicadas a n = 2.
Definicio´n 3.4.1. El espacio proyectivo de dimensio´n n sobre el cuerpo K,
PnK, es el cociente de A
n+1
K − {0, · · · , 0} entre la relacio´n de equivalencia, ∼,
definida del siguiente modo:
Cap´ıtulo 3. Teorema de Pascal 23
Dados dos puntos (x0, · · · , xn), (x′0, · · · , x′n) de An+1K − {0, · · · , 0}, enton-
ces (x0, · · · , xn) ∼ (x′0, · · · , x′n) si, y so´lo si, existe λ ∈ K− {0} tal que
(x0, · · · , xn) = λ(x′0, · · · , x′n).
Las clases de equivalencia, es decir, los puntos del espacio proyectivo,
se van a expresar como (x0 : · · · : xn) = {λ(x0, · · · , xn), tal que λ ∈ K −
{0}, (x0, · · · , xn) ∈ An+1K − {0, · · · , 0}}.
Lo siguiente que nos vamos a plantear es como son los polinomios en
el espacio proyectivo, esto nos permitira´ definir las curvas proyectivas que
intervienen en el enunciado del teorema de Pascal.
Definicio´n 3.4.2. Un polinomio F en K[X0, . . . ,Xn] de grado d es un poli-
nomio homoge´neo si todos sus monomios son de grado d.
La propiedad que caracteriza a los polinomios homoge´neos es que, dado
λ ∈ K− {0}, entonces F(λx0, . . . , λxn) = λdF(x0, . . . , xn).
Un polinomio f ∈ K[x0, . . . , xn] no es una funcio´n del espacio proyectivo
sino una funcio´n en Kn+1. Para estar bien definida en el espacio proyectivo
el polinomio debe ser un polinomio homoge´neo ya que estos son los u´nicos
que si se anulan en (x0, · · · , xn), entonces, se anulan en todos los puntos
que son proporcionales a e´l, es decir, en un punto del espacio proyectivo
(x0 : · · · : xn).
Definicio´n 3.4.3. Sea f en K[X0, · · · ,Xn] un polinomio homoge´neo de grado
d, entonces una curva proyectiva de grado d es el conjunto de puntos de PnK
que se anulan en f.
Una curva proyectiva de grado uno recibe el nombre de recta proyectiva,
si es de grado dos, co´nica proyectiva y si es de grado tres, cu´bica proyectiva.
Por ejemplo, en P2K una recta proyectiva tiene como ecuacio´n un polinomio
homoge´neo de grado uno, u0x + u1y + u2z = 0.
Plano proyectivo dual
En esta seccio´n en concreto se definira´ el plano proyectivo dual ya que la
dualidad es una herramienta muy u´til que utilizaremos para muchas demos-
traciones.
Para definir el plano proyectivo dual vamos a definir una relacio´n de
equivalencia entre las rectas del plano proyectivo del siguiente modo:
Sean u0x + u1y + u2z = 0, u
′
0z + u
′
1y + u
′
2z = 0 dos rectas de P2K, enton-
ces: u0x + u1y + u2z = 0 ∼ u′0x + u′1y + u′2z = 0 si y solo si existe λ ∈ K− {0}
tal que u0 = λu
′
0, u1 = λu
′
1, u2 = λu
′
2.
Definicio´n 3.4.4. Llamamos plano proyectivo dual, P2∗K , al conjunto de rec-
tas del plano proyectivo bajo la relacio´n de equivalencia que hemos definido
antes.
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El plano proyectivo dual es un plano proyectivo en el sentido de que a
cada recta u0x + u1y + u2z = 0 de P2K le asociamos el punto (u0 : u1 : u2).
Por dualidad mandamos puntos a rectas y rectas a puntos pero adema´s
las mandamos de manera que si un punto, pertenece a una recta, en el dual,
la correspondiente recta pasa por dicho punto, y si una recta pasa por un
punto, en el dual es un punto que esta´ dentro de una recta.
Proposicio´n 3.4.1. (Ape´ndice A.1) Una recta de P2∗K se identifica con un
haz de rectas de P2K, es decir, un conjunto de rectas de P2K que pasa por un
punto fijo.
Como la dualidad conserva la operacio´n de enviar puntos a rectas y rectas
a puntos entonces por la proposicio´n que acabamos de demostrar podemos
ver que efectivamente una recta de P2K se identifica con un haz de rectas de
(P2K)∗.
Denotamos por Ω(A) al haz de rectas centradas en el punto A del plano
proyectivo.
Rectas proyectivas
En esta seccio´n vamos a ver co´mo definir y parametrizacio´n una recta pro-
yectiva en funcio´n de dos puntos de dicha recta. Tambie´n vamos a definir dos
aplicaciones entre rectas proyectivas muy importantes: las proyectividades
y perspectividades.
Proposicio´n 3.4.2. (Ape´ndice A.2) Sea L una recta en el plano proyectivo
y (x′ : y′ : z′) y (x′′ : y′′ : z′′) dos puntos distintos de L, entonces (x : y : z) esta´
en la recta L si y solo si existen λ, µ ∈ K, con (λ, µ) 6= (0, 0) tal que (x : y : z)
puede expresarse del siguiente modo:
(x : y : z) =(λx′ + µx′′ : λy′ + µy′′ : λz′ + µz′′).
Adema´s, dos puntos en la recta sera´n iguales si los coeficientes λ, µ aso-
ciados a ellos son proporcionales.
Definicio´n 3.4.5. Una parametrizacio´n de una recta L del plano proyectivo
es una funcio´n biyectiva definida del siguiente modo:
ϕ : P1K−→ L ⊆ P2K
(t0 : t1) 7−→ (x′t0 + x′′t1 : y′t0 + y′′t1 : z′t1 + z′′t1).
El siguiente teorema prueba la unidad de la parametrizacio´n fijados tres
puntos de una recta proyectiva.
Proposicio´n 3.4.3. (Ape´ndice A.2) Dada L una recta en el plano proyectivo
y (x′ : y′ : z′), (x′′ : y′′ : z′′), (x′′′ : y′′′ : z′′′) tres puntos distintos de L,
entonces existe una u´nica parametrizacio´n ϕ : P1K−→ L ⊆ P2K que verifique
ϕ(1 : 0) = (x′ : y′ : z′), ϕ(0 : 1) = (x′′ : y′′ : z′′), ϕ(1 : 1) = (x′′′ : y′′′ : z′′′).
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Las definiciones de aplicaciones proyectivas y perspectivas, que se ex-
pondra´n a continuacio´n, son un caso particular de proyecciones y perspecti-
vidades ya que solo se definira´n como aplicaciones entre rectas proyectivas.
Definicio´n 3.4.6. Una proyectividad entre dos rectas proyectivas es una
aplicacio´n f : L→ L′, tal que para toda parametrizacio´n de L, ϕ : P1K → L,
f ◦ ϕ es una parametrizacio´n de L′.
En esta definicio´n no hace falta que las dos rectas pertenezcan al mismo
espacio proyectivo, por lo que L puede estar en el plano proyectivo y L′ en
el plano proyectivo dual, y rec´ıprocamente.
Proposicio´n 3.4.4. (Ape´ndice A.2) Sean L y L′ dos rectas distintas, A,B,C
tres puntos distintos de L y A′,B′,C′ otros tres puntos distintos de L′, enton-
ces existe una u´nica proyectividad f : L → L′ tal que f(A) = A′, f(B) = B′,
f(C) = C′.
A continuacio´n, se expondra´n dos ejemplos de proyectividades.
Proposicio´n 3.4.5. (Ape´ndice A.2) Sea L una recta de P2K y A un punto
que no esta´ en L. Consideramos Ω(A) al haz de rectas del plano proyectivo
centrado en el punto A, entonces,
(i) f : L→ Ω(A) que asocia a cada punto P ∈ L la recta que pasa por A y
P es una proyectividad.
(ii) g : Ω(A)→ L que asocia a cada recta del haz su interseccio´n con la
recta L es una proyectividad.
Las proyectividades de la proposicio´n anterior esta´n bien definidas por-
que el haz de rectas del plano proyectivo es una recta del plano proyectivo
dual.
Definicio´n 3.4.7. Sean L, L′ dos rec-
tas distintas y sea A un punto de P2K
que no esta en L ni en L′. A la aplica-
cio´n f : L→ L′ que asocia a cada pun-
to P ∈ L el punto de interseccio´n de
la recta AP con la recta L′ se le llama
una perspectividad entre las dos rec-
tas proyectivas. El punto A se llama
centro de la perspectividad.
Figura 3.1: Pespectividad
Proposicio´n 3.4.6. (Ape´ndice A.2) Todo perspectividad es una proyectivi-
dad.
El rec´ıproco de esta proposicio´n u´nicamente se dara´ en el siguiente caso.
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Teorema 3.4.7. Sean L y L′ dos rectas distintas que se intersecan en un
punto A. Entonces una proyectividad f : L→ L′ es una perspectividad si y
solo si f(A) = A.
Demostracio´n. Sean B y C dos puntos distintos de L y que no son A y sean
f(B) = B′ y f(C) = C′. Dado Q el punto de interseccio´n de la rectas BB′ y
CC′, definimos ΠQ : L→ L′ como la perspectividad de centro Q. Es evidente
que ΠQ(A) = A, ΠQ(B) = B
′ y ΠQ(C) = C′. Como las perspectividades son
proyectividades, por la unicidad de estas fijados tres punto de ambas rectas
(ve´ase proposicio´n 3.4.4) entonces f = ΠQ
Razo´n doble
Ahora definiremos uno de los conceptos mas importantes en la geometr´ıa
proyectiva, la razo´n doble. Al igual que la razo´n simple es importante en
geometr´ıa af´ın porque se conserva por afinidades, es decir, conserva propor-
ciones, la razo´n doble es importante en geometr´ıa proyectiva porque, aunque
no conserva proporciones, conserva el cociente entre proporciones.
Definicio´n 3.4.8. Sean A,B,C,D cuatro puntos distintos de una recta L y
ϕ : P1K → L la u´nica parametrizacio´n de L tal que ϕ(1 : 0) = A, ϕ(0 : 1) = B,
ϕ(1 : 1) = C. Si D = ϕ(λ, µ), entonces la razo´n doble de estos cuatro pun-
tos es [A,B,C,D] := λµ .
La siguiente proposicio´n demuestra que la razo´n doble se conserva por
proyectividades.
Proposicio´n 3.4.8. (Ape´ndice A.3) Sea f : L→ L′ una aplicacio´n inyectiva
entre dos rectas, entonces f es una proyectividad si y solos si dados cua-
tro puntos distintos de la recta L, A, B, C, D, se cumple que [A,B,C,D] =
[f(A), f(B), f(C), f(D)].
Corolario 3.4.9. (Ape´ndice A.3) Sean A,B,C,D cuatro puntos distintos de
una misma recta y A′,B′,C′,C′ otro cuatro puntos alienados de otra recta.
Entonces [A,B,C,D] = [A′,B′,C′,D′] si y solo si existe una proyectividad que
manda una cuaterna en otra.
Observacio´n 3.4.1. Dados cinco puntos A′,B′,C′,D′,E′ en una recta tales
que [A′,B′,C′,D′] = [A′,B′,C′,E′] entonces D′ = E′.
Observacio´n 3.4.2. Dadas cuatro rectas L1, L2, L3, L4 que pasan por un
punto A, tiene sentido hablar de su razo´n doble, ya que son cuatro rectas
del haz Ω(A), Adema´s, dada cualquier recta L que no pase por A, podemos
definir una proyectividad, como en la proposicio´n 3.4.5, f : Ω(A)→ L donde
la imagen de una recta del haz es la interseccio´n de esta recta con L y
utilizando el proposicio´n 3.4.8, [L1, L2, L3, L4] = [A1,A2,A3,A4].
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Co´nicas proyectivas
En este apartado vamos a clasificar las co´nicas proyectivas, as´ı como de-
mostrar que todas la co´nicas proyectivas no degeneradas son equivalentes.
Tambie´n se expondra´n y demostrara´n dos resultados muy importante de la
geometr´ıa proyectiva, el teorema de Chasles y la construcciones de Steiner.
Definicio´n 3.4.9. Una curva co´nica en P2K es una ecuacio´n de la forma
u00X
2 + 2u01XY + 2u02XZ + u11Y
2 + 2u12YZ + u22Z
2 = 0.
Dos co´nicas son iguales si sus ecuaciones son proporcionales. Cuando la
caracter´ıstica del cuerpo es distinta de 2 la ecuacio´n se puede escribir en
forma matricial
(
X Y Z
)u00 u01 u02u01 u11 u12
u02 u12 u22
XY
Z
 = 0.
LLamaremos M a la matriz tres por tres de la ecuacio´n de arriba. Adema´s,
como toda matriz M sime´trica se puede diagonalizar con matriz de paso or-
togonal, entonces existe P una matriz ortogonal y D una matriz diagonal,
(formada por los valores propios de M) tal que M = PtDP. Por lo tanto, toda
ecuacio´n de una co´nica se puede escribir como
(
X Y Z
)
Pt
λ1 0 00 λ2 0
0 0 λ3
P
XY
Z
= 0.
Si realizamos el siguiente cambio de coordenadas,X′Y′
Z′
= P
XY
Z
 , (3.2)
la ecuacio´n de la co´nica se quedara´ de la siguiente forma:
λ1X
′2 + λ2Y′2 + λ3Z′2 = 0.
Podemos clasificar los tipos de co´nicas segu´n los diferentes valores de
λ0, λ1, λ2. Hay que recordar que el rango de la matriz M es el nu´mero de λi
distintos de ceros.
Si Rango(M) = 1, podemos suponer que λ1 = λ2 = 0. Por lo tanto, la
ecuacio´n de la co´nica es λ0X
′2 = 0, es decir, X′2 = 0. Si P = (pij), entonces
resolviendo el cambio de variable: X′ = p00X + p01Y + p02Z, y por tanto la
ecuacio´n original de la co´nica es una recta doble,
(p00X + p01Y + p02Z)
2 = 0.
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Si Rango(M) = 2, supongamos que λ2 = 0. Por lo tanto, la ecuacio´n de
la co´nica es
λ0X
′2 + λ1Y′2 = 0,
que es equivalente a X′ = ±
√
−λ1
λ0
Y′ y si resolvemos el cambio de coordenadas
salen dos rectas distintas:
(p00 +
√−λ1
λ0
p10)X + (p01 +
√−λ1
λ0
p11)Y + (p02 +
√−λ1
λ0
p12)Z = 0
(p00 −
√−λ1
λ0
p10)X + (p01 −
√−λ1
λ0
p11)Y + (p02 −
√−λ1
λ0
p12)Z = 0
Si K no es un cuerpo algebraicamente cerrado, puede ocurrir que
√−λ1
λ0
no
pertenezca a K y por tanto las dos rectas serian imaginarias conjugadas.
Si Rango(M) = 3. Si K es algebraicamente cerrado entonces a la hora
de diagonalizar podemos suponer que λ0 = λ1 = λ2 = 1, y la ecuacio´n de la
co´nica es X′2 + Y′2 + Z′2 = 0. Si K = R, se distinguen dos casos:
Si la signatura de M es (3,0), podemos obtener λ0 = λ1 = λ2 = 1, y
la ecuacio´n es la co´nica es X′2 + Y′2 + Z′2 = 0, que es una co´nica no
degenerada imaginaria. Lo mismo ocurre si la asignatura es (0,3), ya
que simplemente la ecuacio´n de la co´nica tiene signo contrario.
Si la asignatura de M es (2,1), podemos obtener λ0 = λ1 = 1, λ2 = −1,
con lo que la ecuacio´n de la co´nica es X′2 + Y′2 − Z′2 = 0, que es una
co´nica no degenerada real. Lo mismo ocurre si la signatura es (1,2).
Definicio´n 3.4.10. Llamaremos co´nica no degenerada a una co´nica que
esta´ asociada con una matriz de rango 3. Un conjunto de puntos se llaman
conco´nicos si esta´n en una co´nica no degenerada.
Vamos a realizar una serie de resultados sobre la interseccio´n de co´nicas
y rectas.
Proposicio´n 3.4.10. (Ape´ndice A.4) Sea C una co´nica no degenerada de
matriz M y A = (a0 : a1 : a2) un punto de C. Para cada punto B = (b0 : b1 : b2)
distinto de A, la recta AB corta a C en un u´nico punto distinto de A, excepto
si se cumple la siguiente condicio´n,
(
a0 a1 a2
)
M
b0b1
b2
 = 0,
en la cual la interseccio´n se compone u´nicamente por el punto A.
Corolario 3.4.11. (Ape´ndice A.4) Una co´nica no degenerada C no contiene
tres puntos alineados y, en particular, no contiene rectas.
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A continuacio´n, vamos definir y ver algunas propiedades de la parame-
trizacio´n de una co´nica.
Definicio´n 3.4.11. Sea C una co´nica no degenerada, A un punto de la co´ni-
ca C, L una recta que no pasa por A, ϕ : P1K → L una parametrizacio´n de L,
y Φ : L→ C una aplicacio´n que asocia a cada punto P de L el segundo punto
de interseccio´n con la recta AP con C. Entonces la biyeccio´n Φ ◦ ϕ : P1K → C
es una parametrizacio´n de la co´nica C.
Proposicio´n 3.4.12. (Ape´ndice A.4) Toda parametrizacio´n de una co´nica
no degenerada, C, tiene la siguiente forma:
(t0 : t1) 7→
c00 c01 c02c10 c11 c12
c20 c21 c22
 t20t0t1
t21

siendo P = (cij) una matriz inservible.
El siguiente resultado resalta por su importancia en el espacio proyectivo,
ya que gracias a el todas las co´nicas no degeneradas pueden describirse con
la misma ecuacio´n.
Proposicio´n 3.4.13. (Ape´ndice A.4) Toda co´nica no degenerada puede
transformarse, mediante un cambio de coordenadas, en una co´nica de ecua-
cio´n XZ− Y2 = 0.
Proposicio´n 3.4.14. (Ape´ndice A.4) Sea C una co´nica no degenerada y
ϕ′ : P1K −→ C es una parametrizacio´n de C. Entonces, para cualquier A ∈ C,
se puede definir ψ : Ω(A) ⊆ P2K → C la aplicacio´n que asocia a cada recta
L′ que pasa por A el segundo punto de interseccio´n de L′ con C. Entonces
(ψ)−1 ◦ (ϕ′) : P1K −→ Ω(A) ⊆ P2
∗
K es una parametrizacio´n de Ω(A).
Una vez expuestos los conceptos ba´sicos y necesarios para las demostra-
ciones vamos a proceder a ellos. Vamos a ver dos demostraciones del teorema
de Pascal en el plano proyectivo sobre un cuerpo cualquiera, K. En la primera
se usa el teorema de Charles y la razo´n doble, en la segunda proyectividades
y perspetividades. En la primera demostracio´n solo se demostrara´ la prime-
ra implicacio´n del teorema mientras que en la segunda se realizan las dos
implicaciones.
3.4.2. Usando la razo´n doble
Solo se va a demostrar la primera implicacio´n del teorema de Pascal. Esta
demostracio´n utiliza el teorema de Chasles y la razo´n doble.
Teorema 3.4.15. Teorema de Chasles: Sea C una co´nica no degenerada
y sean A y A′ ∈ C. Consideramos la aplicacio´n f : Ω(A) −→ Ω(A′) que asocia
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a cada recta L que pase por A la recta generada por A′ y el punto de inter-
seccio´n de L con C distinto de A (Entendiendo que cuando L es tangente a
C se define f(L) = AA′, y que adema´s f(AA′) es la recta tangente a C en A′),
Entonces f es una proyectividad.
Demostracio´n. Sean ψ : Ω(A) −→ C y ψ′ : Ω(A) −→ C las aplicaciones que
a cada recta del haz le hacen corresponder al segundo punto de interseccio´n
de dicha recta con la co´nica. Definimos f = ψ′−1 ◦ ψ. Sea ϕ : P1K −→ C una
parametrizacio´n cualquiera de C. Por la proposicio´n 3.4.14 sabemos que
ψ−1ϕ y ψ′−1ϕ son parametrizaciones de Ω(A) y Ω(A′) respectivamente.
Evidentemente ψ′−1ϕ = f ◦ ψ−1ϕ, por lo que f ◦ ψ−1ϕ es una parametri-
zaciones de Ω(A′) por lo que f es una proyectividad.
El teorema anterior es de gran importancia porque implica que dados
cinco puntos en una co´nica no degenerada, A,B,C,D,P, la razo´n doble de
las cuatro rectas PA,PB,PC,PD no depende de la eleccio´n del punto P.
Esto se debe a que gracias al teorema de Chasles dado otro punto distin-
to a los anteriores, P′, siempre existe una proyectividad f : Ω(P) −→ Ω(P′)
tal que f(PA) = P′A, f(PB) = P′B, f(PC) = P′C y f(PB) = P′D y como la
razo´n doble se conserva por proyectividades tenemos: [PA,PB,PC,PB] =
[P′A,P′B,P′C,P′D].
Demostracio´n del Teorema de Pascal:
Supongamos que los puntos A,B,C,D,E,F esta´n en un co´nica proyectiva,
vamos a demostrar que los puntos P = AB ∩ DE, Q = CD ∩ FA y EF ∩ BC
esta´n aliados. Para ello definiremos los siguientes puntos y rectas:
P = AB ∩ DE, Q = CD ∩ FA, p = PQ, L,M = co´nica ∩ p,
R = EF ∩ p, S = BC ∩ p, T = AD ∩ p
Si demostramos que S = R, entonces estar´ıamos demostrando que el pun-
to EF ∩ BC esta´ en la l´ınea formada por los puntos PQ, es decir la recta p, por
lo que habr´ıamos demostrado el teorema. En esta demostracio´n se utilizan
tres argumentos:
* La aplicacio´n antes comentada del teorema de Charles.
** Como se comento´ en la observacio´n 3.4.2 la razo´n doble de cuatro
punto es igual a la razo´n doble de las rectas que unen esos cuatros
puntos con otro punto y rec´ıprocamente.
*** La tercera argumentacio´n se usara para obtener una igualdad entre
la razo´n doble de cuatro rectas con la razo´n doble de estas mismas
cuatro rectas pero con los puntos que las definen en la co´nica. Esta
nos facilitara aplicar el teorema la primera argumentacio´n.
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[L,Q,R,M]
∗∗
=[FL,FQ,FR,FM]
∗∗∗
= [FL,FA,FE,FM]
∗
= [DL,DA,DE,DM]
∗∗
=[L, T, P, M]
∗∗
= [AL,AT,AP,AM]
∗∗∗
= [AL,AD,AB,AM]
∗
=[CL,CD,CB,CM]
∗∗
= [L,Q,S,M]
Usando la observacio´n 3.4.1, podemos concluir que R = S.

3.4.3. Utilizando proyecciones y perspectividades
Esta demostracio´n se vale de varias herramientas como es la construccio´n de
Steiner, la razo´n doble y proyectividades. En esta demostracio´n realizaremos
las dos implicaciones.
Teorema 3.4.16. Construccio´n de Steiner Sea A, A′ ∈ P2K dos puntos
distintos y sea f : Ω(A) → Ω(A′) una proyectividad tal que f(AA′) 6= AA′,
entonces el conjunto C = {L ∩ f(L)|L ∈ Ω(A)} es un co´nica no degeneradas
que pasa por A y A′.
Demostracio´n. Sea ϕ : P1K −→ Ω(A) una parametrizacio´n de Ω(A) que va
venir dada por la parametrizacio´n de la recta del plano proyectivo asociada
al haz del dual Ω(A), tendra´ al siguiente aspecto:
(t0 : t1) 7→ (l0 : l1 : l2)
donde l0, l1, l2 son expresiones lineales homoge´neas en t0, t1. Como f es una
proyectividad. f ◦ ϕ es una parametrizacio´n de Ω(A′), que tendra´ por tanto
el aspecto:
(t0 : t1) 7→ (l′0 : l′1 : l′2)
donde l′0, l
′
1, l
′
2 son de nuevo expresiones lineales homoge´neas en t0, t1. Para
cada t0, t1 fijo los puntos del plano proyectivo (l0, l1, l2) y (l
′
0, l
′
1, l
′
2) definen,
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en el plano proyectivo dual, las siguientes rectas
l0X0 + l1X1 + l2X2 = 0
l′0X0 + l
′
1X1 + l
′
2X2 = 0
La interseccio´n de estas rectas para cada par de puntos (t0,t1) no da un punto
de conjunto C y estos puntos tiene la siguiente forma (l1l
′
2 − l2l′1 : l2l′0 − l0l′2 :
l0l
′
1 − l1l′0). Por tanto el conjunto C puede parametrizarse del siguiente modo:
(t0 : t1) 7→ (l1l′2 − l2l′1 : l2l′0 − l0l′2 : l0l′1 − l1l′0)
Por la Proposicio´n 3.4.13 el teorema estara´ demostrado si demostramos que
las expresiones cuadra´ticas homoge´neas l1l
′
2 − l2l′1, l2l′0 − l0l′2, l0l′1 − l1l′0 son
linealmente independientes. Si no fueran independientes el conjunto C estar´ıa
contenido en una recta L′. Por tanto para recta, L de Ω(A), L ∩ f(L) es un
punto de L′. Si lo miramos en el plano dual tendr´ıamos una perspectividad
entre dos recta que siempre pasa por un punto fijo, por lo que f es una
perspectividad. Dualmente f es una perspectividad de centro L. Esto es
absurdo porque la imagen de la recta AA′ (que es la interseccio´n de Ω(A) y
Ω(A′)) no es AA′. Por tanto tenemos una proyectividad que evidentemente es
una perspectividad pero no verifica la condicio´n del teorema dual de teorema
3.4.7.
El siguiente corolario es de gran importancia ya gracias a e´l podemos
identificar un´ıvocamente una co´nica con solo cinto puntos que este´n en ella.
Corolario 3.4.17. Sean P1, . . . ,P5 puntos distintos tales que no hay tres
de ellos colineales, entonces existe una u´nica co´nica no degenerada que pasa
por los 5 puntos.
Demostracio´n. Si fuera una co´nica degenerada, entonces la co´nica en cues-
tio´n ser´ıa una recta doble o un par de rectas, pero en los dos casos dados
cinco puntos siempre hay tres de ellos colineales, por lo que de existir una
co´nica debe ser no degenerada.
Si C es una co´nica no degenerada que pasa por P1, . . . ,P5, entonces
se puede definir f : Ω(P1)→ Ω(P2) la proyectividad definida en el teore-
ma de Chasles, por tanto f verificara´ que f(P1P4) = P2P4, f(P1P3) = P2P3,
f(P1P5) = P2P5 y como esta proyectividad cumple las condiciones de la cons-
truccio´n de Steiner podemos concluir que (teorema 3.4.16) C = {L ∩ f(L) tal
que L ∈ Ω(P1)}. Como f esta determinada de forma u´nica por la imagen
de P1P3, P1P4,P1P5, existe u´nica C.
Demostracio´n del teorema de Pascal:
Utilizando el teorema de Chasles (teorema 3.4.15), como A y C son pun-
tos de la co´nica proyectiva entonces la aplicacio´n g : Ω(A)→ Ω(C) es una
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proyectividad tal que g(AD) = CD, g(AE) = CE, g(AB) = CB, g(AF) = CF.
Esto nos permite afirmar [AB,AD,AE,AF] = [CB,CB,CE,CF].
Aunque es evidente, por como esta construida g, la construccio´n de Stei-
ner nos permite describir los puntos de la co´nica en la que esta inscrita el
hexa´gono, como los puntos L ∩ g(L), donde L ∈ Ω(A).
Consideramos las rectas ED y EF. La recta ED corta a las rectas AB, AD,
AE, AF del haz centrado en A en los puntos B′, D′, E′, F′. Del mismo modo,
la recta EF corta a las rectas CB, CD, CE, CF del haz centrado en C en
los puntos B′′,D′′,E′′,F′′. Utilizando la observacio´n 3.4.2 podemos ver que,
[AB,AD,AE,AF] = [B′,D′,E′,F′], y [CB,CD,CE,CF] = [B′′,D′′,E′′,F′′].
Por tanto, [B′,D′,E′,F′] =
[B′′,D′′,E′′,F′′]. Usando el corola-
rio 3.4.9, existe una proyectividad
f : ED → EF tal que f(B′) = B′′,
f(D′) = D′′, f(E′) = E′′ y f(F′) = F′′.
Como la proyectividad entre las
rectas ED y EF tienen un punto cuya
imagen es el mismo, ya que E′ = E′′,
la proyectividad es un perspectividad
( teorema 3.4.7).
Como tenemos una perspectividad existe un centro, al cual llamaremos
Z, que sera´ el punto de interseccio´n de las rectas B′B′′, D′D′′ y F′F′′. Adema´s
se verifica que D′ = D y F′′ = F, por lo que, la recta D′D′′ es igual a la recta
DC y la recta F′F′′ es igual a la recta AF.
Como es una perspectividad entonces B′, Z y B′′ son colineales y co-
mo estos puntos pueden expresarse del siguiente modo, B′ = AB ∩ ED = Q,
B′′ = BC ∩ EF = R, Z = CD ∩ FA = P, entonces hemos demostrado la prime-
ra implicacio´n del teorema de Pascal.
Rec´ıprocamente, queremos demostrar que si los puntos P′ = AB ∩ DE,
Q′ = BC ∩ EF, R′ = CD ∩ FA esta´n alineados entonces el hexa´gono formado
por los puntos A,B,C,D,E,F tiene sus ve´rtices en una co´nica.
Por el corolario 3.4.17, demostrado
usando la construccio´n de Steiner, sa-
bemos que existe una u´nica co´nica que
pasa por los puntos A,B,C,D,E. Su-
pongamos por reduccio´n al absurdo,
que no pasa por el punto F. Sea F′ el
punto de interseccio´n de la co´nica con
la l´ınea EF.
Como tenemos un hexa´gono inscrito en una co´nica podemos aplicar la
primera implicacio´n del teorema de Pascal al hexa´gono ABCDEF′, obtenien-
34
3.5. Demostraciones en el plano proyectivo sobre un cuerpo
algebraicamente cerrado
do que los puntos Q = AB ∩ DE, R = BC ∩ EF = BC ∩ DE, y P = AF′ ∩ CD
esta´n alineados.
Como EF = EF′, entonces R′ = R y Q′ = Qy P, Q, y R son colineales
podemos deducir que P = QR ∩ CD = QR ∩ F′A. Con esta informacio´n po-
demos ver que una expresio´n del punto F′ es, F′ = AP ∩ EF, ya que sabemos
que F′ esta´ en los dos rectas.
Del mismo modo podemos obtener una expresio´n el punto F, ya que
sabemos que P′ = QP ∩ CD = P, por lo que F = AP′ ∩ EF = AP ∩ EF, por
tanto F = F′, lo que es una contradiccio´n.

3.5. Demostraciones en el plano proyectivo sobre
un cuerpo algebraicamente cerrado
Esta seccio´n se desatollara en P2K con K un cuerpo ı´ntegramente cerrado. En
esta seccio´n se utilizara´ la geometr´ıa algebraica para demostrar el resultado
de Pascal. Se demostrara´n las dos implicaciones de dicho teorema. Antes de
exponer la demostracio´n se introducir´ıan algunos conceptos ba´sicos de geo-
metr´ıa algebraica. Como estamos trabajando en un cuerpo algebraicamente
cerrado tambie´n nos referiremos a las curvas proyectivas como ecuaciones.
Teorema 3.5.1. Pequen˜o caso del teorema de Be´zout: Sea L una recta
proyectiva (respectivamente C una co´nica proyectiva) y sea D ⊂ P2K una
curva proyectiva de grado d. Si L * D (respectivamente C * D), entonces el
nu´mero de puntos en los que L y D (respectivamente C y D) se interserir es
menor o igual que d (respectivamente 2d).
Demostracio´n. Sea G ∈ K[X,Y,Z] un polinomio homoge´neo de grado d, los
puntos que verifican G(X,Y,Z) = 0 definen una curva de grado d. Para ver la
interseccio´n de la recta con la curva que describe el polinomio G sustituimos
en G una parametrizacio´n de la recta obteniendo as´ı un polinomio homoge´neo
en las variables t0, t1. Si esta ecuacio´n en ide´nticamente nula entonces la
recta esta dentro de la curva que representa el polinomio homoge´neo. Si no
es ide´nticamente nula entonces el polinomio homoge´neo en las variables t0 y
t1 tiene como mucho d ceros (debido a que K es un cuerpo algebraicamente
cerrado), es decir, el punto de interseccio´n de la recta con la curva son d
puntos.
Denotamos por Sd al conjunto de polinomios homoge´neos de grado d
de K[X,Y,Z]. Adema´s, se considera el polinomio 0 como un polinomio ho-
moge´neo de grado d, para cualquier d.
Proposicio´n 3.5.2. El espacio vectorial Sd de los polinomios homoge´neos
de grado d en K[X,Y,Z] entonces Sim Sd =
(d+2
2
)
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Demostracio´n. Una base de Sd son todos los monomios de grado d qu se pue-
den formar con las variables x, y, z. Claramente este cardinal es
(d+2
2
)
=
(d+2
d
)
,
que son las combinaciones con repeticio´n de tres elementos tomados de d en
d.
Definicio´n 3.5.1. Sean P1,P2, . . . ,Pn ∈ P2K, definimos Sd(P1,P2, . . . , Pn)
= {F ∈ Sd|F(Pi) = 0, i = 1, . . . , n}. Es decir, los polinomios de Sd que se
anulan en los puntos dados.
Proposicio´n 3.5.3. Dados P1,P2, . . . ,Pn ∈ P2K entonces Dim Sd(P1,P2, . . . ,
Pn) ≥
(d+2
2
)− n.
Demostracio´n. Por cada uno de las condiciones F(Pi) = 0 es una condicio´n
lineal de F, por tanto para cada polinomio de Sd(P1, . . . ,Pn) son al menos
n restricciones, por lo que Dim Sd(P1,P2, . . .Pn)≥
(d+2
2
)− n.
Proposicio´n 3.5.4. (Ape´ndice B) Supongamos K un cuerpo no finito y
F ∈ Sd:
(i) Sea L una recta proyectiva cuya ecuacio´n es H (L ≡ H = 0). Si F se
anula en todos los puntos de L, entonces F = HF′, donde F′ ∈ Sd−2,
es decir, F es divisible por H en K[X,Y,Z].
(ii) Sea C una co´nica no degenerada de ecuacio´n Q (C ≡ Q = 0). Si F se
anula en todos los puntos de Q, entonces, F = QF′, donde F′ ∈ Sd−2,
es decir, F es divisible por Q en K[X,Y,Z].
Corolario 3.5.5. (Ape´ndice B) Sean P1, . . . ,Pn puntos del plano proyectivo.
Fijado d,
(i) Sea L un recta proyectiva dada por L ≡ H = 0. Si P1, . . . ,Pa puntos de
la recta L, Pa+1, . . . ,Pn puntos que no estan en L, con a > d, entonces
tenemos:
Sd(P1, · · · ,Pn) = H · Sd−1(Pa+1, . . . ,Pn)
(ii) Sea C una co´nica no degenerada dada por L ≡ Q = 0. Si P1, . . . ,Pa
puntos que esta´n en L, Pa+1, . . . ,Pn puntos que no esta´n en L con
a > 2d, entonces tenemos:
Sd(P1, . . . ,Pn) = Q · Sd−2(Pa+1, . . . ,Pn).
Proposicio´n 3.5.6. (Ape´ndice B) Sea K un cuerpo algebraicamente cerrado
y P1, . . . ,P8 puntos distintos de modo que cuatro de ellos no este´n aliados,
ni siete de ellos sean conco´nicos, entonces:
Dim S3(P1,P2, . . . ,P8) = 2.
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El siguiente resultado es el teorema de Cayley-Bacharach y es un re-
sultado sobre interseccio´n de curvas cubicas muy conocido en geometr´ıa
algebraica.
Teorema 3.5.7. Teorema de Cayley–Bacharach: Sean dos curvas cu´bi-
cas C1 y C2 cuya intercesio´n consiste en nueve puntos distintos, C1 ∩ C2 =
{P1, . . . ,P9}, entonces toda cu´bica D que pase por ocho de estos puntos pasa
tambie´n por el noveno.
Demostracio´n. Sean C1 ≡ F1 = 0, C2 ≡ F2 = 0, D ≡ G = 0. Supongamos que
D es una curva cu´bica, distinta de C1 y de C2, que pasa por los puntos
P1, · · · ,P8.
Vamos a comprobar que se verifican las condiciones de la proposicio´n
3.5.6. Para ello supongamos que hay cuatro de estos ocho puntos en una
recta L. Debido a esto, la recta corta a C1 y C2 en al menos cuatro puntos.
Si utilizamos el teorema de Be´zout llegamos a una contradiccio´n a no ser
que L ⊂ Ci, i = 1, 2. Si la recta esta´ contenida en las dos cu´bicas, entonces
esta´ contenida en su interseccio´n, que son nueve puntos. Como K es alge-
braicamente cerrado la recta tiene infinitos puntos por lo que no tiene estar
contenida en nueve puntos, llegamos as´ı a una contradiccio´n. Se razona de
forma ana´loga si hay siete puntos de la interseccio´n de las cu´bicas en una
co´nica.
Por lo tanto. se cumplen las hipo´tesis de la proposicio´n 3.5.6, es decir,
Dim S3(P1, . . . ,P8) = 2.
Como F1 6= F2 y ambos esta´n en S3(P1, . . . ,P8), son linealmente indepen-
dientes y forman un base de este espacio vectorial. Por otro lado sabemos
que G ∈ S3(P1, · · · ,P8), ya que es una cu´bica que se anula en estos ocho
puntos, por lo que ∃ λ, µ ∈ K tal que G = λF1 + µF2. Como F1 y F2 se
anulen en el punto P9 entonces G se anula en este punto, lo que implica que
la cu´bica D pasa por el noveno punto.
Con toda esta base sobre curvas cubicas podemos hacer una demostra-
cio´n (en ambos sentidos) del teorema de Pascal.
Demostracio´n del Teorema de Pascal:
Consideramos las rectas:
L1 = PAF, L2 = QED, L3 = RBC,
M1 = PCD, M2 = QAB, M3 = REF.
Sean C1 = L1 + L2 + L3 y C2 = M1 + M2
+M3 dos cu´bicas cuya interseccio´n es:
C1 ∩ C2 = {A,B,C,D,E,F,P,Q,R}
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Para la primera implicacio´n supongamos que los puntos {A,B,C,D,E,F}
esta´ en una co´nica no degenerada γ, y sea L la recta que une los puntos P
y Q. Entonces, L + γ es una cu´bica que pasa por {A,B,C,D,E,F,P,Q}.
Por el teorema 3.5.7 como L + γ pasa por ocho de los nueve puntos de la
interseccio´n de C1 y C2, entonces, tambie´n por el noveno, R.
Como en la demostracio´n de este teorema se demuestra que no hay siete
puntos en una co´nica no degenerada R /∈ γ ⇒ R ∈ L. Por tanto P, Q y R
son colineales.
Rec´ıprocamente, supongamos que P, Q, R son colineales, y forman la
recta L. Sea γ la co´nica no degenerada que pasa por {A,B,C,D,E} (su
existencia y unicidad esta asegurada por el corolario 3.4.17). Consideremos
la cu´bica L + γ que pasa por los puntos, {A,B,C,D,E,P,Q,R}, y por el
teorema 3.5.7 como L + γ es una cubica que pasa por ocho de los nueva
puntos de la interseccio´n de C1 y C2 puede concluirse que tambie´n pasa por
el noveno, F. Como se ha demostrado en este corolario que no puede haber
cuatro de estos nueve puntos colineales entonces F /∈ L por lo que F ∈ γ.

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Ape´ndice A
Demostraciones Teoremas de
Base
A.1. Demostraciones plano proyectivo dual
Demostracio´n proposicio´n 3.4.1:
Demostracio´n. Sea a0x
′ + a1y′ + a2z′ = 0 una recta del plano proyectivo dual.
Para todo punto de esta recta, supongamos (b0 : b1 : b2) existe una recta en
el plano proyectivo b0x + b1y +2 z = 0 que pasa por el punto (a0 : a1 : a2),
por lo que en el plano proyectivo tenemos todo un haz de rectas que pasan
por dicho punto.
Del mismo si tenemos un haz de rectas en el plano proyectivo que pasan
por (a0 : a1 : a2), dicho punto tiene asociado una recta en el plano proyectivo
dual a0x
′ + a1y′ + a2z′ = 0. Adema´s, cada recta b0x + b1y + b2z = 0 de dicho
haz, tiene asociado un punto en el espacio proyectivo dual, (b0 : b1 : b2).
Como la recta b0x + b1y + b2z = 0 pasa por el punto (a0 : a1 : a2), entonces el
punto del plano dual (b0 : b1 : b2) esta en la recta dual a0x
′ + a1y′ + a2z′ = 0.
A.2. Demostraciones de rectas proyectivas
Demostracio´n proposicio´n 3.4.2:
Demostracio´n. Dados dos puntos distintos (x′ : y′ : z′), (x′′ : y′′ : z′′) ∈ P2K, la
u´nica recta del plano proyectivo que pasa por ellos es:∣∣∣∣∣∣
X Y Z
x′ y′ z′
x′′ y′′ z′′
∣∣∣∣∣∣= 0
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Como los dos puntos dados son distintos, entonces son linealmente inde-
pendientes, por lo que el punto (x : y : z) estara´ en la recta si y solo si es
combinacio´n lineal de los puntos dados. (x : y : z) ∈ L⇔ ∃λ, µ ∈ K tales que:
(x : y : z) = λ(x′ : y′ : z′) + µ(x′′ : y′′ : z′′)
Adema´s (λ, µ) 6= (0, 0), porque (x : y : z) 6= (0 : 0 : 0) ya es un punto del
plano proyectivo.
Demostracio´n proposicio´n 3.4.3:
Demostracio´n. Primero vamos a demostrar la unicidad. Supongamos que
tenemos otra parametrizacio´n de L distinta de ϕ, ψ dada por:
(t0, t1) 7−→ (a0t0 + b0t1 : a1t0 + b1t1 : a2t0 + b2t1)
de como que cumple
ψ(1 : 0) = (a0 : a1 : a2) =(x
′ : y′ : z′),
ψ(0 : 1) = (b0 : b1 : b2) =(x
′′ : y′′ : z′′),
ψ(1 : 1) = (a0 + b0 : a1 + b1 : a2 + b2) =(x
′′′ : y′′′ : z′′′).
Por lo tanto existe λ, µ, v ∈ K − {0} tales que:
(a0, a1, a2) = λ(x
′, y′, z′),
(b0, b1, b2) = µ(x
′′, y′′, z′′),
(a0 + b0, a1 + b1, a2 + b2) = v(x
′′, y′′, z′′).
Si sumando las dos primeras igualdad tenemos:
λ(x′, y′, z′) + µ(x′′, y′′, z′′) = v(x′′′, y′′′, z′′′)
Por lo tanto, podemos deducir que:∣∣∣∣∣∣
λx′ λy′ λz′
µx′′ µy′′ µz′′
vx′′′ vy′′′ vz′′′
∣∣∣∣∣∣ = 0
Por lo que el tercer punto es combinacio´n lineal de los primeras por lo que
tenemos:
λ(x′, y′, z′) + µ(x′′, y′′, z′′) = vα(x′, y′, z′) + vβ(x′′, y′′, z′′)
⇔ (λ− vα)(x′, y′, z′) = (vβ − µ)(x′′, y′′, z′′)
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Como (x′, y′, z′) y (x′′, y′′, z′′) son linealmente independientes, ya que en el
espacio proyectivo son puntos distintos, entonces se sigue que: λ = vα y
µ = vβ de donde concluimos que ∃α, β ∈ K tales que:
(a0, a1, a2) = vα(x
′, y′, z′)
(b0, b1, b2) = vβ(x
′′, y′′, z′′)
y por tanto la parametrizacio´n debe ser:
(t0, t1) 7→ (vαx′t0 + vβx′′t1 : vαy′t0 + vµy′′t1 : vαz′t0 + vβz′′t1)
= (αx′t0 + βx′′t0 : αy′t0 + βy′′t1 : αz′t1 + βz′′t1)
Como α y β esta´n determinado de forma uncia por el determinante, la
parametrizacio´n es u´nica. Adema´s, es evidente que es una parametrizacio´n
lo que concluye esta demostracio´n.
Demostracio´n del proposicio´n 3.4.4:
Demostracio´n. Aplicando el proposicio´n 3.4.3 sea ϕ : P1K → L la u´nica para-
metrizacio´n de L tal que ϕ(1 : 0) = a, ϕ(0 : 1) = b, ϕ(1 : 1) = c y ϕ′ : P1K → L′
la u´nica parametrizacio´n de L′ tal que ϕ(1 : 0) = a′, ϕ(0 : 1) = b′, ϕ(1 : 1) = c′.
Entonces f = ϕ′ ◦ ϕ−1 es una proyectividad porque evidentemente f ◦ ϕ = ϕ′
es un parametrizacio´n de L′. Adema´s si existiera otra f ′ en la misma condi-
ciones, tendr´ıamos que f ′ ◦ ϕ es una parametrizacio´n de L′ que cumple las
condiciones del proposicio´n 3.4.3 por lo que f = f ′.
Demostracio´n de la proposicio´n 3.4.5:
Demostracio´n. Primero vamos a demostrar que (i) es una proyectividad. Sea
ϕ : P1 → L una parametrizacio´n dada por:
ϕ(t0 : t1) = (l0(t0, t1) : l1(t0, t1) : l2(t0, t1))
donde l0, l1, l2 son formas lineales en las variables t0, t1. Entonces si f ◦ ϕ(t0, t1)
es una parametrizacio´n de una de las rectas del haz centrado en el punto
A = (a0 : a1 : a2) el teorema estar´ıa demostrado.
f(ϕ(t0, t1)) es la recta que pasa por ϕ(t0, t1) y (a0 : a1 : a2), por lo que
esta recta tendra´ la siguiente ecuacio´n:∣∣∣∣∣∣
X Y Z
a0 a1 a2
l0(t0, t1) l1(t0, t1) l2(t0, t1)
∣∣∣∣∣∣ = 0
que en el plano proyectivo dual esta recta esta asociada al punto (a1l2 − a2l1
: a2l0 − a0l2 : a0l1 − a1l0) por lo tanto una parametrizaciones de la recta dual
asociada a Ω(a) es
(t0, t1) 7→ (a1l2 − a2l1 : a2l0 − a0l2 : a0l1 − a1l0).
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La parametrizacio´n de esta recta en el espacio proyectivo dual nos da
una parametrizacio´n del haz de rectas centrados en a, por lo que f ◦ ϕ es
una parametrizacio´n de Ω(A), o de su recta dual asociada a ella.
La aplicacio´n (ii) es la inversa de f por lo que es una proyectividad.
Demostracio´n de la proposicio´n 3.4.6:
Demostracio´n. Es evidente porque es la composicio´n de las proyectividades
vistas en el Proposicio´n 3.4.5. f(P) es la recta que pasa por P y A. Mientras
que g(f(P)) dada la recta f(P) le asocia el punto de interseccio´n de dicha
recta con L′. Por tanto g ◦ f : L→ L′ lleva puntos de L en puntos de L′ y
como es composicio´n de proyectividad es una proyectividad.
A.3. Demostraciones de la razo´n doble
Demostracio´n del proposicio´n 3.4.8:
Demostracio´n. Supongamos en primer lugar que f es una proyectividad y
sean A,B,C,D ∈ L cuatro puntos distintos. Sea ϕ : P1K → L la u´nica parame-
trizacio´n de L que manda (1 : 0), (0 : 1), (1 : 1) a los puntos A,B,C respec-
tivamente. Si λ = [A,B,C,D] entonces ϕ(λ : 1) = D. Por otra parte f ◦ ϕ es
la u´nica parametrizacio´n de L′ que manda los puntos (1 : 0), (0 : 1), (1 : 1) a
f(A), f(B), f(C), f(D) respectivamente. Como f ◦ ϕ(λ : 1) = f(D) se sigue que
[f(A), f(B), f(C), f(D)] = λ y por tanto [A,B,C,D] = [f(A), f(B), f(C), f(D)].
Rec´ıprocamente supongamos que f conserva la razo´n doble. Fijados tres
puntos distintos A,B,C ∈ L y considerando la u´nica proyectividad g : L→ L′
tal que g(A) = f(A), g(B) = f(B), g(C) = f(C). Como por hipo´tesis f es in-
yectiva son tres puntos distintos. Nuestro objetivo es ver que f = g. Para ello
tomamos cualquier otro punto d ∈ L y vamos a comprobar que g(D) = f(D).
Por hipo´tesis, [A,B,C,D] = [f(A), f(B), f(C), f(D)] mientras que por la pri-
mera implicacio´n (ya demostrada) de este teorema tenemos
[g(A), g(B), g(C), g(D)] = [A,B,C,D] = [f(A), f(B), f(C), f(D)].
Por tanto [f(A), f(B), f(C), f(D)] = [f(A), f(B), f(C), g(D)]. Sea ϕ : P1K → L′ la
u´nica parametrizacio´n tal que (1 : 0), (0 : 1), (1 : 1) van a parar respectiva-
mente a f(A), f(B), f(C). Por definicio´n de razo´n doble, si λ = [f(A), f(B), f(C), f(D)]
entonces ϕ(λ : 1) = f(D) y como tambie´n λ = [f(A), f(B), f(C), g(D)] enton-
ces ϕ(λ : 1) = g(D) luego f(D) = g(D).
Demostracio´n del corolario 3.4.9:
Demostracio´n. Es consecuencia inmediata de la proposicio´n 3.4.8.
Demostracio´n de la observacio´n 3.4.1:
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Demostracio´n. Este resultado se demuestra en la demostracio´n del proposi-
cio´n 3.4.8.
A.4. Demostraciones de co´nicas proyectivas
Demostracio´n de la proposicio´n 3.4.10:
Demostracio´n. Una parametrizaciones de la recta que pasa por A y B se ex-
presa del siguiente modo (t0 : t1) → (a0t0 + b0t1 : a1t0 + b1t1 : a2t0 + b2t1).
Si sustituimos en la ecuacio´n de la co´nica un punto de esta recta obtenemos
que los puntos de la interseccio´n de la recta y la co´nica corresponden a la
soluciones de:
(a0, a1, a2)M
a0a1
a2
 t20 + 2(a0, a1, a2)M
b0b1
b2
 t0t1 + (b0, b1, b2)M
b0b1
b2
 t21 = 0
El coeficiente de t20 es cero, ya que a esta en la co´nica con lo que las soluciones
son t1 = 0 (que da el punto a) y las soluciones de:
2(a0, a1, a2)M
b0b1
b2
 t0 + (b0, b1, b2)M
b0b1
b2
 t1 = 0 (A.1)
Si esta ecuacio´n no es ide´nticamente nula tendremos una segunda solucio´n
que coincidira´ en funcio´n de t0, t1. Esta solucio´n coincidira´ con la solucio´n
t1 = 0, es decir el punto A si y solo si
(a0, a1, a2)M
b0b1
b2
 = 0.
Si la ecuacio´n es ide´nticamente nula entonces
(a0, a1, a2)M
b0b1
b2
 = 0, (b0, b1, b2)M
b0b1
b2
 = 0
Por tanto A como B verifican las ecuaciones
(a0, a1, a2)M
XY
Z
 = 0, (b0, b1, b2)M
XY
Z
 = 0
es decir que ambas ecuaciones representan la recta AB y por tanto son
proporcionales, existe λ ∈ K tal que (a0, a1, a2)M = λ(b0, b1, b2)M Multi-
plicando esto por M−1 obtendr´ıamos (a0, a1, a2) = λ(b0, b1, b2) lo que es
absurdo porque (a0 : a1 : a2) 6= (b0 : b1 : b2).
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Demostracio´n del corolario 3.4.11:
Demostracio´n. En la demostracio´n de la proposicio´n 3.4.10, para que la
co´nica se anule en tres puntos aliados entonces la ecuacio´n A.1 debe ser
ide´nticamente nula porque si una ecuacio´n de grado dos se anula en tres
puntos es ide´nticamente nula en un cuerpo algebraicamente cerrado. Sin
embargo se ve en dicha demostracio´n que esto es imposible.
La segunda se obtiene del echo de que cualquier recta proyectiva contiene
al menos tres puntos distintos (ya que esta en biyeccio´n con P1K, que contiene
los puntos distintos (1 : 0), (0 : 1), (1 : 1)).
Demostracio´n de la proposicio´n 3.4.12:
Demostracio´n. Para simplificar escribiremos la parametrizacio´n ϕ de una
recta del siguiente modo ϕ((t0 : t1)) = (l0 : l1 : l2) donde l0, l1, l2 representan
expresiones lineales homoge´neas en t0, t1.
Una parametrizacio´n de la recta que pasa por a = (a0 : a1 : a2) y el punto
(l0 : l1 : l2) (fijados un t0, t1) tendra´ la siguiente parametrizacio´n:
(s0 : s1) 7−→ (a0s0 + l0s1 : a1s0 + l1s1 : a2s0 + l2s1)
que al sustituirlo en la ecuacio´n de la co´nica nos dara´ una expresio´n de
la forma (ve´ase el procedimiento para hallarla en la demostracio´n de la
proposicio´n 3.4.10).
ls0s1 − qs21 = 0
donde l es una expresio´n lineal homoge´nea en t0, t1 y q es una expresio´n
cuadra´tica homoge´nea en t0, t1. Como la solucio´n (s0 : s1) = (1 : 0) es la que
nos da el punto a, Φ(l0 : l1 : l2) = (q0 : q1 : q2) donde q0, q1, q2 son expresio-
nes cuadra´ticas homoge´neas en t0, t1 va ser la solucio´n asociada a la inter-
seccio´n de la co´nica y la recta para (s0 : s1) = (q : l).
El resultado estara´ demostrado si vemos que q0, q1, q2 son formas lineales
independientes ya que sino sera una co´nica degenerada. En caso de que no
fueran independientes existira´ una relacio´n u0q0 + u1q1 + u2q2 = 0 lo que
implicar´ıa que la co´nica C etaria conten´ıa en la recta u0x + u1y + u2z = 0.
Por lo tanto esta recta estar´ıa dentro de la co´nica C en contradiccio´n con el
corolario 3.4.11.
Demostracio´n de la proposicio´n 3.4.13:
Demostracio´n. Dada una parametrizaciones de la co´nica, del siguiente mo-
do:
(t0 : t1) 7→
c00 c01 c02c10 c11 c12
c20 c21 c22
 t20t0t1
t21

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siendo P = (cij) una matriz inservible. Haciendo el cambio de coordenadas:X′Y′
Z′
 = P−1
XY
Z

el conjunto sera construido por los puntos de la forma (x′ : y′ : z′) = (t20 : t0t1 : t
2
1)
que es precisamente la co´nica X′Z′ − Y′2 = 0. Adema´s es evidente que matriz
P−1P sigue siendo una matriz inservible por lo que al realizar el cambio de
coordenadas tenemos otra parametrizacio´n de la co´nica.
Demostracio´n de la proposicio´n 3.4.14:
Demostracio´n. Escribimos ϕ′ : P1K −→ C de forma (t0 : t1) −→ (q0 : q1 : q2)
donde qi = Qi(t0, t1) siendo Q0,Q1,Q2 ∈ K[T0,T1] formas cuadra´ticas homo-
logas (independientes). Necesitamos ver que ψ−1 ◦ ϕ′ es una parametrizacio´n
ϕ de Ω(a), es decir que tiene una expresio´n lineal en t0, t1. La imagen de
(t0 : t1) sera la recta que pase por a = (a1 : a2 : a3) y (q0 : q1 : q2), es decir,
la recta ∣∣∣∣∣∣
X Y Z
a0 a1 a2
q0 q1 q2
∣∣∣∣∣∣ = 0
que es el punto de P2∗K de coordenadas:
(u0 : u1 : u2) = (a1q2 − a2q1 : a2q0 − a0q2 : a0q1 − a1q2)
Vamos a demostrar que esta expresio´n es una expresio´n lineal no cuadra´tica
en s0, s1. En efecto, el punto a esta´ en C, por lo que se podra´ escribir
(a0 : a1 : a2) = (Q0(s0, s1) : Q1(s0, s1) : Q2(s0, s1))
para algu´n (s0, s1) ∈ P1K luego los polinomios a1Q2 − a2Q1, a2Q0 − a0Q2,
a0Q1 − a1Q2 tiene a (s0, s1) como ra´ız. Por tanto, son divisibles por s1T0 − s0T1.
Podemos escribir:
a1Q2 − a2Q1 = (s1T0 − s0T1)A0
a2Q0 − a0Q2 = (s1T0 − s0T1)A1
a0Q1 − a1Q0 = (s1T0 − s0T1)A2
donde A0,A1,A2 ∈ K[T0,T1] son formas lineales homoge´neas. Es decir, can-
celando el factor comu´n podemos escribir
(u0 : u1 : u2) = (A0(t0, t1) : A1(t0, t1) : A2(t0, t1))
que ahora ya presenta una parametrizacio´n de Ω(a).
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Ape´ndice B
Demostraciones en el plano
proyectivo sobre un cuerpo
algebraicamente cerrado
Demostracio´n de la proposicio´n 3.5.4:
Demostracio´n. Dem (i) Con un cambio de coordenada podemos asumir que
H = X, entonces F puede describirse de forma u´nica como F = XF′d + G(Y,Z)
agrupando te´rminos que tienen X en el primer factor. Entonces:
F ≡ 0 en L⇔ G ≡ 0 en L⇔ G(Y,Z) = 0
Como G claramente no contiene a la recta X = 0, ya que es independiente de
dicha recta, si aplicamos el teorema de Bezout (3.5.1) el numero de puntos
de interseccio´n de la recta con un polinomio G deben ser como mucho d,
pero como G se anula en todo P1K, que tiene mas de d puntos, entonces G es
ide´nticamente nula.
Dem (ii) Con un cambio de coordenadas, Q = XZ− Y2, por lo que como
F puede escribirse de forma u´nica como F = QF′d−2 + A(X,Z) + YB(X,Z) ya
que se puede sustituir (XZ− Q) por Y2 in F, queda´ndonos con los te´rminos
de grado menos o igual que 1 en Y en el segundo y tercer termino. Tal
y como hemos demostrado en el corolario 3.4.13, la co´nica C la podemos
parametrizacio´n sel siguiente modo: X = t20, Y = t1t0, Z = t
2
1 y obtenemos
F ≡ 0 en C ⇔ A(t20, t21) + t0t1B(t20, t21) ≡ 0 en C
⇔ A(t20, t21) + t0t1B[t20, t21] ≡ 0 ∈ K[t0, t1]
⇔ A(X,Z) = 0 = B(X,Z)
El ultimo paso es porque A(t20, t
2
1) solo tienen termino en t0 y t1 de
exponente par mientras que t0t1B(t
2
0, t
2
1) solo tiene termino con exponente
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impar. Debido a esto no se anulan entre ellos por lo que todos los te´rminos
deben ser cero.
Demostracio´n del corolario 3.5.5:
Demostracio´n. Caso i: Supongamos F un polinomio homoge´neo de grado d
y D la curva dada por D ≡ F = 0. Si D intr´ınseca a L en los puntos P1, . . . ,Pa
donde a > d, entonces por el teorema de Be´nozut, L debe estar contenida en
D, es decir, L ⊆ D, por lo que F se anula en todo L, y debido a la proposi-
cio´n 3.5.4 tenemos que F = H · F′ donde F′ ∈ Sd−1. Ya que Pa+1, ·,Pn /∈ L
tenemos que F′ ∈ Sd−1(Pa+1, . . . ,Pn).
Caso ii: Ana´logo.
Demostracio´n de la proposicio´n 3.5.6:
Demostracio´n. Por la proposicio´n 3.5.3 sabemos que:
Dim(S3(P1, . . . ,P8)) ≥
(
3 + 2
2
)
− 8 = 2 (B.1)
Ahora vamos a demostrar que no puede ser mayor que 3 y para ello vamos
a hacer tres casos:
1 Si no hay 3 puntos colineales y no hay 6 en una co´nica degenerada.
Supongamos por contradiccio´n que Dim S3(P1, . . . ,P8) ≥ 3.
Sea P9, P10 dos puntos distintos en la linea L = P1P2. Entonces como
loa puntos P9, P10 no suman ninguna condicio´n extra:
Dim S3(P1, . . . ,P10) ≥ dimS3(P1, . . . ,P8)− 2 ≥ 1
Esto implica que que existe 0 6= F ∈ S3(P1, · · · ,P10). por el corolario
3.5.5, F = LQ con Q ∈ S2(P3, . . . ,P8). Q es un co´nica y tanto si es
no degenerada o si es una co´nica degenerada, en cuyo caso siempre
hay tres puntos aliados, tenemos una contradiccio´n con la hipo´tesis
del caso.
2 Primer caso degenerado: Supongamos P1,P2,P3 ∈ L, es decir, con
colineales, y sea L ≡ (H = 0). Sea P9 un cuarto punto de esta linea. En-
tonces por el Corolario 3.5.5, S3(P1, . . . ,P9) = H · S2(P4, . . . ,P8). Co-
mo entre estos cinco puntos no hay cuatro colineales y cinco puntos
definen una co´nica de forma u´nica Dim S2(P4, . . . ,P8) = 1 por lo tanto
DimS3(P1, · · · ,P9) = 1.
Como Dim S3(P1, · · · ,P9) ≥ Dim S3(P1, · · · ,P8)− 1, entonces
Dim S3(P1, · · · ,P8) ≤ 2.
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3 Segundo caso degenerado: Supongamos que P1, . . . ,P6 esta´n en una
co´nica no degenerada C, C ≡ (Q = 0). Entonces escogemos P9 ∈ C
un punto distinto de los seis que ya tenemos. Por el corolario 3.5.5,
S3(P1, . . . ,P9) = QS1(P7,P8). Como una linea es u´nica dados dos pun-
tos de ella DimS1(P7, P8) = 1 por lo que Dim S3(P1, . . . ,P9) = 1.
Como DimS3(P1, · · · ,P9) ≥ DimS3(P1, · · · ,P8)− 1,
Dim S3(P1, · · · ,P8) ≤ 2.
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