Abstract-The rapid proliferation of wireless sensor networks has stimulated enormous research efforts that aim to maximize the lifetime of battery-powered sensor nodes and, by extension, the overall network lifetime. Most work in this field can be divided into two equally important threads, namely (i) energyefficient routing that balances traffic load across the network according to energy-related metrics and (ii) sleep scheduling that reduces energy cost due to idle listening by providing periodic sleep cycles for sensor nodes. To date, these two threads are pursued separately in the literature, leading to designs that optimize one component assuming the other is pre-determined. Such designs give rise to practical difficulty in determining the appropriate routing and sleep scheduling schemes in the real deployment of sensor networks, as neither component can be optimized without pre-fixing the other one. This paper endeavors to address the lack of a joint routing-and-sleep-scheduling scheme in the literature by incorporating the design of the two components into one optimization framework. Notably, joint routing-andsleep-scheduling by itself is a non-convex optimization problem, which is difficult to solve. We tackle the problem by transforming it into an equivalent Signomial Program (SP) through relaxing the flow conservation constraints. The SP problem is then solved by an iterative Geometric Programming (IGP) method, yielding an near optimal routing-and-sleep-scheduling scheme that maximizes network lifetime. To the best of our knowledge, this is the first attempt to obtain the optimal joint routing-andsleep-scheduling strategy for wireless sensor networks. The near optimal solution provided by this work opens up new possibilities for designing practical and heuristic schemes targeting the same problem, for now the performance of any new heuristics can be easily evaluated by using the proposed near optimal scheme as a benchmark.
such as habitat monitoring, battlefield surveillance, environment sensing, etc. Wireless sensor networks consist of a group of sensor nodes randomly distributed in a given area as shown in Fig. 1 . A fundamental challenge of such networks lies in the energy constraint of battery-powered sensor nodes, which poses a performance limit on achievable network lifetime. Prolonging battery life in sensor nodes and, by extension, the overall network lifetime is therefore a foremost task in the design of practical WSNs [3] , [4] , [7] . A typical definition of network lifetime is the time till the first sensor node runs out of its battery energy [1] . This is a reasonable definition for WSNs, where the nodes near sinks (e.g., gateways or data collection centers) have to relay much more information and consume much more energy than those that are far away. The survival of these bottleneck nodes is critical to the operation of the whole network.
Network lifetime maximization involves all levels of sensor network hierarchy, from hardware/software design to communication protocols. Recent efforts dealing with communication-related energy costs mainly focus on two separate but equally important fronts: energy-efficient routing and sleep scheduling. In particular, energy-efficient routing aims to balance traffic loads, and hence energy consumption, among sensor nodes across the network. Existing literature has formulated this problem into various linear programming (LP) problems depending on power consumption models, ranging from simple models that only consider payload transmission power [5] , [8] or both transmission and reception power [1] to more realistic ones that include power consumption on control message passing [16] and idle listening [11] . The problem formulation is also subject to different medium access control (MAC) constraints such as half-duplex constraint, link capacity constraint [5] , [8] , and interference constraint [6] .
On the other hand, network traffic load is light most of the time in many sensor network applications, and thus idle listening is a major source of power depletion in WSNs [13] . Thus, allowing sensor nodes to have periodic sleep cycles greatly reduces their energy consumption. While a large part of existing work on sleep scheduling focuses on striking a good tradeoff between energy efficiency and latency/reliability, the design of duty cycles and active/sleep patterns has a big impact on the balance of energy consumption across the network as well. This is because an upstream node may keep resending a packet to its downstream node and waste a lot of transmission power, if the downstream node sleeps too much during the transmission phase of the upstream node. This problem has been directly or indirectly addressed by synchronizing wake-up slots (e.g., S-MAC [2] and T-MAC), lengthening the preamble in a data packet (e.g., B-MAC [14] ), or sending multiple short preambles till one is heard by the receiver (e.g., TICER [15] ). By and large, all existing sleep scheduling schemes assume a pre-determined routing table. In other words, upstream-downstream (i.e., transmitter-receiver) node pairs as well as the amount of traffic going through the pairs are fixed in advance.
Most prior work has treated energy-efficient routing [1] , [5] and sleep scheduling [17] [18] [19] as two separate tasks, oftentimes assuming one component is pre-given when optimizing the other one. This includes the recent work in [12] which, although claimed to consider joint routing and sleep scheduling, in fact focuses on the optimization of routing only, except that the pre-given sleep schedules are explicitly formulated as MAC constraints. The separate design of routing and sleep scheduling poses a serious problem in the real implementation of WSNs, for neither component can be optimally adjusted before the other one is fixed. In addition, it would not be surprising that the network lifetime thus achieved is suboptimal compared with that when routing and sleep scheduling are jointly optimized.
To address the above-mentioned issues, this paper endeavors to jointly optimize energy-efficient routing and sleep scheduling to maximize overall network lifetime. In particular, we formulate the integrated design of route selection, traffic load allocation, and sleep scheduling into a constrained optimization problem. As opposed to [1] , our formulation considers a more realistic power consumption model which includes energy costs due to payload transmission and reception, preamble transmission, as well as idle listening.
One reason for the lack of joint routing-and-sleepscheduling schemes in current literature lies in the mathematical difficulty in solving joint optimization problems. Without exception, the constrained optimization problem formulated in this work is a mathematical challenge by itself due to its nonconvex nature. We tackle the problem by transforming it into an equivalent Signomial Programming (SP) problem through the relaxation of an equality constraint. It can be proved that the relaxation does not affect the optimality of the solution. The SP problem can then be efficiently solved via an iterative convex approximation method, where a convex Geometric Programming (GP) problem is solved in each step. To the best of our knowledge, this is the first attempt to obtain the optimal joint routing-and-sleep-scheduling scheme for WSNs.
An important application of the proposed scheme is to address the noticeable lack of a benchmark for the achievable network lifetime by jointly designing energy-efficient routing and sleep scheduling. The solution provided by this work opens up new possibilities for evaluating the performance of existing or newly proposed heuristics targeting the same problem. Moreover, the engineering insights gained from the near optimal solution may serve as important guidelines for the design of practical heuristics in future WSNs.
The rest of the paper is organized as follows. In Sections II and III, we introduce the system model and formulate the joint routing-and-sleep-scheduling problem into a nonconvex optimization problem. In Section IV, we show how the problem can be transformed to an equivalent form that is amenable to efficient solution algorithms through iterative convex optimization. The performance of the proposed algorithm is evaluated through numerical simulations in Section V. Through simulation, we compare the performance of the proposed algorithm with schemes that optimize the routing and sleep scheduling separately. Finally, the paper is concluded in Section VI.
II. SYSTEM MODEL This paper considers sensor networks where static sensor nodes are randomly located in a given region. Similar to most previous work, this paper assumes that the traffic in the network is light, and hence transmissions are collision free. Let the routing matrix be described by R = { }, the average rate at which packets are flowed over the link from node to , where is fixed to be zero if nodes and are not within the RF range of each other. We define as the neighbor set of node with { ∈ node is in the RF range of node
A sensor node is either in an active mode or a sleep mode according to its sleep schedule, as depicted in Fig. 2 detection. An active period is said to be a data transmission slot if the node transmits a packet in this slot. Likewise, an active period is a data reception slot if the node receives a packet in this slot. In the following, we will elaborate in detail how nodes transmit and receive in the proposed system, and how much energy is consumed in each mode. Readers are referred to Fig. 2 and Fig. 3 for illustrations. A node initializes its RF circuits immediately after it wakes up. Assume that it takes a node time and amount of energy to initialize its RF circuits. If the node has packets to transmit, it first listens to the channel for a period of time to see if any of its neighbors are transmitting. We define = + as the total time from when a node wakes up to when it goes to sleep again. The length of will be discussed later. If the channel is idle for time, the node sends a Request To Send (RTS) preamble. If the target receiver is also in an active mode and receives the RTS preamble, it replies with a Clear To Send (CTS) packet. The transmitter will then send a data packet, which is acknowledged by an ACK packet from the receiver. Otherwise, if the receiver happens to be in a sleep mode, the transmitter will resend the RTS preamble after going to a power saving status for a short time . This process is repeated until the receiver wakes up and captures the RTS preamble. Throughout the paper, it is assumed that all packets, including preambles, are transmitted at a constant power level . Meanwhile, it takes a receiver a power of to receive any packet. Likewise, we denote by the duration of a data packet by assuming that all the packet lengths are the same. Without loss of generality, we assume that RTS, CTS, and ACK packets are of the same length .
To ensure that all transmitter-receiver pairs are "sufficiently" connected and communication of other links in the same RF range is correctly detected, should be long enough to cover at least two consecutive RTS preambles (including the between them) of all sensor nodes within its RF range. Otherwise, if is too short, a node may not be able to capture an RTS preamble transmitted in its RF range. Hence, it requires
Note that is dominated by the longest in node 's neighbor set. This means if different nodes adopt different 's, the ones with smaller 's can always increase their without increasing the idle listening time of node . Hence, it is the most energy efficient way to let all sensor nodes have the same , for otherwise we can always let the ones with smaller 's increase their 's to save energy. In the rest of the paper, we assume that is the same across all nodes. Moreover, we assume that is equal to the shortest allowable duration, i.e., = 2 + 3 + , unless otherwise stated. Likewise, the channel detection power is . We are now ready to compute the energy consumptions of a node during an active period, which could be an idle listening slot, a data transmission slot, or a data receiving slot. In a data transmission slot, the average energy consumption for node to transmit one packet to node is given bȳ
where the first line on the right hand side is the energy cost due to RF initialization and channel detection, the second and third lines are the energy cost to transmit the RTS packets until an RTS packet is acknowledged, while the forth line represents the energy cost to transmit the data packet and receive the ACK packet. In the third line, in particular, /2 is the average residual sleep time of node seen by node when node initiates a transmission to node . +( + ) represents the energy consumption to transmit an RTS packet and to detect possible CTS packet. Note that there is no RF initialization in the first RTS packet transmission, as the sensor node is already on. Likewise, there is no following the last RTS/CTS exchange, as can be seen in Fig. 3 . Hence, the term /2−(2 + + +2 ) +2 + + 2 denotes the average number of RTS preambles the transmitter has to transmit until one is captured by node , and the term − at the begin of the second line corresponds to the fact that there is no RF initialization in the first RTS packet transmission.
The energy consumption for a node to receive a packet is calculated as
where the first term on the right hand side is the energy cost to initialize RF circuit and the average energy cost to detect the RF channel before desired RTS is received, the second term is the energy cost to receive the data packet, while the third term is the energy cost to transmit the CTS and ACK packets. Furthermore, the energy cost due to idle listening is given by
To calculate the average power consumption of node , consider a very long period of time , within which node has transmitted packets to node , received packets, and experienced active/sleep cycles without data transmission/reception (i.e., idle listening slots). The average power consumption is readily calculated as
To be specific, =
is the average rate at which node transmits packets to node , and
is the average rate at which node receives packets from other nodes. Substituting (7) and (8) to (6), we have
where we have assumed light traffic load so that a node is in idle modes most of the time, i.e.,
It is obvious from (9) that the lifetime of node , denoted by , is limited by its battery capacity through the following inequality:
III. PROBLEM FORMULATION With the above derivations, joint routing and sleep scheduling can be formulated into the following optimization problem. To be specific, we endeavor to find the optimal routing matrix R = { } and sleep time T slp = { } so that the network lifetime, defined by the time till the first sensor node runs out of its battery power, is maximized. We have
where is expressed as a function of and using (3)- (5), and (9).
In particular, the constraint (12c) is a flow conservation constraint, where is the average rate at which packets are generated by node as a source and is the average rate packets are absorbed by node as a destination. and can be set to zero if node is not a source or destination. The max-min problem in (12) can be straightforwardly rewritten into the following maximization problem, where minimizing 1 is equivalent to maximizing .
. .
In the following theorem, we will prove that the equality constraints in (13c) can be relaxed to inequality constraints without affecting the optimal solution. Such a relaxation will be useful later on when we develop an efficient algorithm to solve the problem. 
To be more precise, there exists an optimal solution to (13) that satisfies (14c) with equality.
Proof: For a given set of R and T , the that solves Problem (14a) to (14d) is given by,
Let * (R, T ) = 1 * (R,T ) denote the value of the objective function and * (R, T ) = arg max (R, T ) denote the bottleneck node that has the minimum lifetime.
Assume that with R and T , (14c) is inactive for the bottleneck node. That is
In this case, we can always find anotherR ⪯ R to satisfy constraint (14c) with equality for = * (R, T ). Specifically,R is obtained by lettingˆ≤ for = * (R,T ) andˆ= otherwise. In other words, we can always reduce the outgoing packet rate of node * (R, T ) to make the equality hold. We now analyze the situation in two cases. Case 1: Node * (R, T ) continues to be the bottleneck node with the new routing matrixˆ, i.e., * (R, T ) = * (R, T ).
From (9), it is obvious that is an increasing function of R for any . Therefore,
which implies that the lifetime of the bottleneck node is increased. Hence, we obtain a better objective function value , i.e.,
Case 2: Node * (R, T ) is no longer the bottleneck node with the new routing matrix R, i.e., * (R, T ) ∕ = * (R, T ).
In this case, the following inequality holds,
where the first inequality is due to the fact thatR ⪯ R and is an increasing function of R. The second inequality is due to the fact that * (R, T ) is the bottleneck node under the original routing matrix R. Similar to Case 1, (21) implies a better objective function value can be achieved withR.
Note that the above statements hold for any T , including the optimal one. This implies that (14c) must be satisfied with equality for the bottleneck node at the optimal point. Or else, there is always another routing strategy that yields a better objective function value.
On the other hand, changing of a non-bottleneck node through scaling does not have an effect on the objective function value. In other words, there could be a number of equally good optimal solutions which satisfy (14c) with equality for the bottleneck node, but either with equality or inequality for non-bottleneck nodes. In other words, we can scale such that constraints in (14c) are active for all nodes without affecting the optimality of the solution. This implies that out of the many optimal solutions, there exists one solution that satisfies (14c) with equality for all nodes. This proves the theorem.
Thanks to Theorem 1, Problem (13) and (14) are equivalent to each other. In the following, we will focus on solving (14) efficiently.
IV. SOLVING THE JOINT ROUTING AND SLEEP SCHEDULING PROBLEM
This section presents an efficient algorithm to solve the joint routing and sleep scheduling algorithm. Before presenting the algorithm, we briefly introduce some mathematical preliminaries in subsection III.A. Interested readers are referred to [22] for more details on the definitions and proofs.
A. Geometric Programming and Signomial Programming
where the multiplicative constant ≥ 0 and the exponential constants ( ) are real numbers.
Definition 2. [Posynomial]: A function (x) : ++ →

+ is a posynomial if it is a sum of monomials. That is
where ≥ 0 and ( ) are real numbers.
Definition 3. [Signomial]:
A signomial is a function with the same form as a posynomial except that the multiplicative coefficients are allowed to be negative.
Definition 4. [Geometric Program]: A geometric program (GP) is an optimization problem of the form
where are posynomial functions and ℎ are monomial functions. Remark 1. A GP problem can be transformed into an equivalent convex optimization problem and solved efficiently. Readers are referred to [22] for detailed methods for solving GP.
Definition 5. [Signomial Program]: A signomial program (SP) is an optimization problem of the same form as (24), except that
and ℎ can be signomial functions.
Remark 2. A SP problem is an intractable NP-hard problem in general. [22]
B. Posynomial approximation
We first show that Problem (14) can be represented as a SP problem. Define = + . Optimizing is equivalent to optimizing , as is a constant. Thus, Problem (14) can be rewritten as
where the left hand side (LHS) of (25b) is,
1 and 2 in (26) are constants as follows:
In general, the energy needed to transmit a data packet, , is much larger than that is needed to initialize RF circuit and transmit an RTS packet, + . Thus,
According to the definitions in the previous subsection, (25) is a SP problem, as (25a), (25b), and (25e) consist of posynomials, while (25c) contains signomials.
In what follows, we approximate the signomial of (25c) with a posynomial near a point R ′ . In particular, we re-write (25c) as,
where (R) is a ratio of linear functions. Denote ℎ (R) = ∑ ∈ + . We would like to approximate ℎ (R) by a
, so that the left hand side of (30) can be approximated by a posynomial
Define logarithm transformations = log , (X) = log ℎ (X) = log ( ∑ ∈ + ) andˆ(X) = logĥ (X) = log + ∑ . Equating first-order Taylor expansion of (X) at X ′ withˆ(X), we get
which implies that
and = exp
(34) Once and are computed, the posynomial approximation to the original signomial in (30) is obtained.
Detailed discussions on monomial approximation can be found in [20] .
C. An Iterative GP algorithm
In this subsection, an Iterative GP (IGP) algorithm is presented to solve Problem (25) efficiently through a series of approximations. At each step, we have a current guess (R (k) , T ( ) ), near which a posynomial approximation of (25c) is constructed using formulas (31)-(34). Replacing (25c) by the posynomial approximation, we convert the SP problem into a GP that can be solved efficiently using convex optimization techniques [20] . The solution of the GP is taken as the next iterate (R (k+1) , T ( +1) ). The flowchart of the IGP algorithm is shown in Fig. 4 . In theory, any feasible solution can be the initial solution. In our simulations, we obtain the initial solution by randomly choosing a sleep time for all nodes from a range of values. With fixed sleep time T , (25) can be reformulated as a LP problem. We then solve the LP problem to obtain the routing matrix. This routing decision together with the initial node sleep time is used as the initial solution of the IGP algorithm. On the other hand, the algorithm stops when the improvement of network lifetime becomes marginal for several consecutive iterations. In our simulations, the iterative algorithm stops when the improvements of network life-time achieved in the latest 3 iterations are less than 1%.
In the following theorem, we will prove that the IGP algorithm yields a series of solutions
that converges to a Karush-Kuhn-Tucker (KKT) solution of (25). We first introduce the following lemma which will be useful in later proofs. 
Theorem
2.
The series of solutions
converges to a KKT solution of (25).
Proof: To prove Theorem 2, we show that the posynomial approximation (31) satisfies the three properties listed in Lemma 1.
To see Property 1, note that (X) = log ∑ ∈ is convex on X [22] , and hence its first order Taylor approximation is a global underestimator of the function. That is, (X) ≤ (X) for all X. Consequently,ĥ (X) ≤ ℎ (X) for all R, due to the monotonicity of logarithm and exponential functions. Therefore, Property 1 holds. Property 2 and 3 are trivial by straightforward calculations.
D. Performance of Separate Routing and Sleep Scheduling Design
Most previous work has either only considered energyefficient routing or sleep scheduling, or treated the joint problem as two separate tasks and solved them independently. One of the best method for the separate routing and sleep scheduling (S-RS) design is to iteratively update the optimal routing decisions and sleep scheduling separately through mathematic programming, with one component fixed while adjusting the other one. Mathematically, this is done by or R in (25) and optimizing the other. Note that the optimization problem becomes a linear program (LP) when T is fixed, and a geometric programming (GP) when R is fixed. Both of the two problems are convex and can be solved efficiently.
This S-RS method performs better than the other separate design methods since in both routing and sleep scheduling phase in each iteration, the lifetime maximization task is formulated and solved optimally. Instead of exhausting all potential separate design methods that use different heuristic routing and sleep scheduling algorithms in each phase, it is sensible to compare the network lifetime of the proposed joint optimization scheme with this S-RS method.
V. NUMERICAL RESULTS
In this section, we illustrate the performance of the proposed IGP algorithm for the joint routing and sleep scheduling problem in different scenarios through simulation.
We use a similar simulation network setup as that in [1] . In the setup, there are 20 nodes randomly located in a 50m-by50m area. The gateway node lies in the centre of the square area. We use the power consumption model of Mica2 mote and CC1000 transceiver [14] , which is summarized in Table I . The nodes are working at constant RF transmission power and the RF range of each node is 20 meters. The initial node battery capacity follows an independent normal distribution ( , 2 ) with = 2500 ℎ and = 25 ℎ. This corresponds to the case when all nodes have the same initial battery capacity with 1% process variation.
We compare the network lifetime obtained by three different schemes: a routing scheme with fixed node sleep time, the iterative two-phase separate routing and sleep scheduling (S-RS) method, and the proposed IGP algorithm. Each node has the same packet generation rate of 4.19 × 10 −3 packet/second. We randomly generate 20 different network topologies according to the above setup. For each network topology, the initial sleep time of nodes is randomly picked from an interval [10 × , 1000 × ]. Both the IGP algorithm and S-RS method terminate when the network lifetime obtained at all of the latest 3 iterations does not outperform that of the previous iteration by 1%. The average network lifetime obtained using the three different schemes is listed in Table II . From Table  II we can see that the average network lifetime obtained by IGP algorithm outperforms that of S-RS method by 26.4% and outperforms that of fixed-sleep-time routing by 278.7%. We then compare the performance of the three schemes under different network traffic density by changing the node packet generation rate. The results are shown in Fig. 5 , in which network lifetime is plotted versus the packet generation rate at each node. Each point in the figure is an average of 20 different network topologies. It is not surprising to see that the higher the packet generation rate, the more energy that is needed to transmit the generated packets to the gateway, and hence the shorter the network lifetime. With joint routing and sleep scheduling, IGP outperforms the S-RS method by around 29% on average for different traffic densities, and outperforms the fixed-sleep-scheduling routing by around 284% on average. The network lifetime obtained by multiple runs of IGP algorithm using different initializations can be taken as the upper-bound performance in future evaluation of any practical heuristics.
Since the network lifetime maximization problem is a nonconvex problem by nature, no efficient algorithms is guaranteed to find the global optimal solution. Theorem 2 proves that the proposed IGP algorithm converges to a solution that satisfies the KKT condition of Problem (17) . This implies that the IGP algorithm may converge to a local optimal solution depending on the initial condition, due to its non-convex nature. However, it would be interesting to find out how often the algorithm can converge to the global optimal solution. Since global optimal solution cannot be guaranteed due to the non-convex nature of the optimization problem, here we use the global optimal solution to denote the solution that has the maximum lifetime obtained from simulations with several different initializations. To see this, we pick a network topology as an example and run the IGP algorithm with 30 different initializations. Each initialization randomly picks an , 1000 × ]. The result is plotted in Fig. 6 . We use to present the best solution obtained among the different initial conditions. It is very likely to be the global optimal solution (with probability one asymptotically) [9] . For comparison purpose, the network lifetime − achieved by the S-RS method is also plotted.
From the figure, we can see that IGP approaches the best solution, , most of the time. In 18 of the 30 (60%) different initial conditions, IGP achieves the best solution. By contrast, the solutions obtained by S-RS are much worse. It approaches the best solution in only 1 of the 30 (3%) initial conditions. It also worths to point out that in the rest 6 of the 30 (20%) initial conditions, IGP approaches more than 99% of the best network lifetime.
We then demonstrate the convergency speed of the proposed IGP algorithm. Using the same example as in Fig. 6 , the network lifetime is plotted versus the number of iterations in Fig. 7 . The average number of iterations until the stopping criterion is satisfied is around 11.
Finally we show an example of joint routing and sleep scheduling solution in Fig. 8 . There exists a set of bottleneck nodes ( 3 , 6 , 14 , 16 ) which run out of their battery energy earlier than the other nodes and limit the network lifetime. The routing paths across the bottleneck nodes are marked by solid lines and the other routing paths are marked by dotted lines. The nodes 3 and 14 serves as one-hop neighbors of the always-on gateway and no RTS transmission power is consumed when trying to transmission data packets to the gateway. Therefore 3 and 16 have much shorter sleep time than 16 in order to reduce 16 's power consumption on RTS transmission at the cost of spending more idle listening power of 3 and 14 . On the other hand, since 6 does not serve as relay node and its sleep time does not affect the power consumption of any other node, we set its sleep time to the maximum allowed value which is 20 second in this example. The sleep time of 3 , 14 and 16 is decided to make the four bottleneck nodes have the same lifetime as marked in the figure.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have studied network life time maximization of wireless sensor networks through joint routing and sleep scheduling. Optimal joint routing and sleep scheduling is known to be a difficult problem due to its non-convexity. We tackle the problem by transforming it into a special form of SP that only has inequality constraints. The problem is then solved through an IGP algorithm, where the non-convex problem is approximated by a standard GP in each iteration. It is proved that the IGP algorithm converges to a solution that satisfies the KKT conditions. Our work in this paper has demonstrated the importance of joint routing and sleep scheduling. The proposed IGP algorithm drastically outperforms the performance of optimal iterative separate routing and sleep scheduling method by an average of 29% over a large range of traffic rates. Compared with the traditional designs with optimal routing but fixed sleep scheduling, the proposed IGP algorithm prolongs the lifetime by an average of 284%.
The proposed algorithm serves as a useful benchmark to evaluate practical heuristics that endeavor to maximize the network lifetime. Based on this work, one interesting future research topic is to design good distributed algorithms with limited complexity and control overhead based on the existing work of distributed algorithms for routing [5] [8] and GP problems [9] . Moreover, we have assumed a collision-free system in this paper due to the light traffic in sensor networks. In our future work, we will extend this model to take into account the effect of collisions on routing and sleep scheduling decisions.
