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Abst rac t - - In  this paper a deterministic global optimization algorithm is proposed for locating 
the global minimum of the generalized geometric programming (GGP) problem. By utilizing an 
exponential variable transformation a d some other techniques the initial nonconvex problem (GGP) 
is reduced to a typical reverse convex programming (RCP). Then a linear elaxation of problem (RCP) 
is obtained based on the famous arithmetic-geometric mean inequality and the linear upper bound of 
the reverse constraints inside some hyperrectangle region. The proposed branch and bound algorithm 
is convergent to the global minimum through the successive r finement of the linear relaxation of the 
feasible region of the objective function and the solutions of a series of linear optimization problems. 
And finally the numerical experiment is given to illustrate the feasibility and the robust stability of 
the present algorithm. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -GGP,  Global optimization, Linear relaxation, Branch and bound. 
1. INTRODUCTION 
Geometric p rogramming is an important class of nonlinear optimization problems. Their source 
can go back to the decades of the sixties when Zener began to study a special type of minimization 
cost problem for design in engineering, that is now known as geometric programming. The  term 
geometric p rogramming is adopted because of the crucial role that the arithmetic-geometric mean 
inequality plays in its initial development. 
Actually, the early work  in geometric programming was, for the most part, concerned with 
minimizing posynomial functions subject to inequality constraints on such functions which was 
called posynomial geometric programming. In the past decade, because a number  of models 
abstracted from application fields were not posynomial geometric programming,  the theory had 
to be generalized to a much broader class of optimization problems called generalized geometric 
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programming, which has spawn a wide variety of application since its initial development. In 
this paper we focus on the solution for generMized geometric programming. Its great impact has 
been in the areas of 
(I) engineering design [I-4]; 
(2) economics and statistics [5-8]; 
(3) manufacturing [9,10]; 
(4) chemical equilibrium [11,12). 
The  generalized geometric programming (COP)  problem is the following form: 
min Go (x), 
s.t. ___ : 1,... ,  M, (COP) 
t < x~ <__ ~' < oc,  i = I ,  N} xEX={x:O<xi_  xi  . . . ,  , 
where am(X) x-,T~ x ~ t IN  _'r~, : Z-~t=l Urnt~'rntlli=lWi , m -- 0, 1, . . . ,  M, and c,~t are positive coefficients, 
Tm are the given number of the terms in the function G~(x), 6~t = +1 or -1;  6,~ = +1 or -1,  
7r~ti are arbitrary real constant exponents. In general, formulation (GGP) corresponds to a 
nonlinear optimization problem with nonconvex objective function and constraints set. In Gm (x), 
if 5,~t = +1 for all t, t = 1 , . . . ,T~,  and xi > 0, i = 1 . . . .  ,N, then the function G,~(x) is 
called a posynomial. Note that if we set 5mr = +1 for all m = 0, 1, . . . ,  M, $ = 1,...  ,T~ and 
5m = ÷1 for all m = 1, . . . ,  M, then the (GGP) reduces to the classical posynomiai geometric 
programming (PGP) formulation which laid the foundation for the theory of (GCP) problem. 
Local optimization approaches for solving (GGP) problem include three kinds of methods in 
general. First, successive approximation by posynomials, called "condensation", has received the 
most popularity [13]. Second, Passy and Wilde [14] developed a weaker type of duality, called 
"pseudo-duality', to accommodate his class of nonlinear optimization. Third, some nonlinear 
programming methods are adopted to solve (GGP) problem based on exploiting the characteris- 
tics of (¢GP) problem [15]. 
Though local optimization methods for solving (GGP) problem are ubiquitous, the global 
optimization algorithm based on the characteristics of (GCP) problem is scarce. Maranas and 
Floudas [11] proposed such a global optimization algorithm based on the exponential variable 
transformation of (GGP), the convex relaxation and branch and bound on some hyperrectangle 
region. In this paper a new branch and bound optimization algorithm is proposed that solves a 
sequence of linear relaxations over partitioned subsets in order to find a global solution. However, 
to generate the linear relaxation of each subproblem and to ensure convergence to a global 
solution, special strategies will be applied. In this method, 
(1) the equivalent reverse convex programming (RCP) formulation is considered; 
(2) a new linear relaxation for the (RCP) problem is proposed based on the arithmetic- 
geometric mean inequality and the linear upper bound of the reverse convex constraints, 
which is more convenient in the computation than the convex relaxation [11]; 
(3) a bound tightening method is developed which will enhance the solution procedure, and 
based on this method a new branch and bound algorithm is proposed. 
2. REVERSE CONVEX PROGRAMMING 
In [16], Duffin and Peterson show that any (GGP) problem can be transformed into the fol- 
lowing reverse posynomial geometric programming: 
rain x0 
s.t. g~(x) _< 1, m = 1, . . . ,p,  (RPGP) 
gm(x) > l, m=p+ l , . . . ,q ,  
t<x i< - ~<oo,  i=0 , . . ,  n} x~f~0= {x :O<x~_ x, , , 
where gin(x) are posynomials for m = 1, . . . ,  q, and n >_ N. 
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To see how such a reformulation is possible, first we consider the objective function in (GGP). 
If the optimal value of (GGP) is positive, the (GGP) is equivalent to the following form: 
rain z0, 
s.t .  zolao(Z) < 1, 
(GGP1) 
O~(z) < c~,~, m = 1,. . . ,  M, 
xcX.  
And if the optimal value of (GGP) is negative, then (GGP) can be transformed into the following 
form: 
min x0, 
s.t. x0G0(x) _ -1 ,  
Gin(x) <_ cS,m m = 1, . . . ,  M, (GGP2) 
xEX.  
We can add a large constant o the objective function of (GGP) in order to ensure that the 
optimal value of (GGP) is positive, then derive the form (GGP1). In this method a probably 
lower bound estimation for the optimal value of (GGP) is needed. 
Secondly we turn to consider the constraints. If the primal constrained function Gin(x) is 
either a posynomial, or the negative of a posynomial, then it is obvious. So we only consider the 
following constrained function: 
Gin(x) = hi(x) - h2(x) <_ 1, 
where each h~(x) (i = 1, 2) is a posynomial. Notice that x satisfies the above inequality if and 
only if there exists a single variable s > 0 such that (x, s) satisfies 
hi(x) <_ s < h2(x) + 1. 
Now note that the above formulation is equivalent to the following two constraints: 
s- lh l (X)  _< 1 and s - lb , (x )  + s -1 > 1, 
which are in a form consistent with the formulation (RPGP). 
By applying the following exponent transformation: 
xi ---- exp zi, i = 0, . . . ,  n, 
to the formulation (RPGP), we can obtain the following reverse convex programming problem: 
min exp(z0), 
s . t .g .~(z )  < 1, .~  = 1,... ,p, (RCP) 
gm(z) > l, m=p+ l , . . . ,q ,  
z a = { z :  < < zL  i = o, 1 , . . . ,  
where 
g,~(z) = ~ c,~t exp 7mtizi , m = 1,. . . ,  q. 
t~ l  k i=0  ) 
n Because ach exp{~=0 3',~tiz~} is convex, both the objective and constrained functions are con- 
vex. 
The main difficulty for solving problem (RCP) is connected with the presence of the reverse 
convex constraints g,~(z) ___ 1, rn = p + 1,. . . ,  q, which destroy the convexity and possibly even 
the connectivity of the feasible set and give rise to a nonconvex feasible region. 
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3. L INEAR RELAXATION PROGRAMMING 
The principal construct in the development of a solution procedure for solving problem (t~CP) 
is the construction of a linear relaxation programming of (RCP) for obtaining the lower bound 
for this problem, as well as for its partitioned subproblems. Such a linear relaxation can be 
realized by applying the arithmetic-geometric mean inequality for the convex constraints and 
upper-estimating every reverse convex constraint in either the initial bounds on the variables of 
the problem, or modified bounds as defined for some partitioned subproblem in a branch and 
bound scheme. 
3.1. Linear Re laxat ion  for Convex  Constra ints  
The arithmetic-geometric mean inequality that played such a crucial role in developing the 
duality theory for posynomial programming is also used to obtain the linear relaxation program- 
ruing. Recall that this inequality states that for any vector ~ > 0 and any nonnegative weight 
vector a whose components sum to one, we have 
provided (wt/at) ~' is defined to be 1 when at = 0. Give a posynomial g,~(x) = y~, umt(x) = 
Gt c~t 1-L x~ 'ti and a,~ >_ 0 with Gt  a,~t = 1. Then a condensed posynomial 0re(x) is defined by 
0re(x ) - -  , 
i 
where Ga = Ht(Cmt/~mt) ~ and %,~ = ~t  3'~t~erat. 
Thus, the condensed posynomial ~m(x) is also a posynomial, and it has a single posynomial 
term. According to this method  the condensed single term for the convex constraints gin(Z) ~ 1 
of (RCP)  where zi = Inxi is the following form: 
where the definitions of ~m and ~ i  have been given in the former. 
To illustrate how the condensed term can be used to obtain the linear relaxation, we consider 
the following convex constraints gin(z) _< 1, m = 1, . . .  ,p, and select an arbitrary weight vector 
am _> 0 whose components sum to one. We use the condensed constrained functions to replace 
the above convex constraints 
0,~(z) ~ 1, m = 1, . . . ,p .  (2) 
It follows that 
0m(z) _< g~(z) 
for each m = 1,. . .  ,p. Thus if in (RCP) the convex constraints are replaced by the condensed 
constraints, the feasible region for (RCP) will be contained in the new feasible region. Notice chat 
the condensed constraints (2) can be easily transformed into equivalent formulations as linear 
constraints 
Lm(z) = E %~zi + ln~,~ < O , m = l , . . . ,p .  
i 
3.2. Linear Re laxat ion  for Reverse  Convex  Constra ints  
For the reverse convex constraints, such a linear relaxation can be obtained by upper-estimating 
every convex function gin(Z) of the reverse convex constraint with a linear function L~(z) for 
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every m = p + 1, . . . ,q.  The method in [11] underestimating a concave function with a linear 
function is adopted, and we describe the linear function as follows: 
L,~(z) = __  Cm, + 7m.z, 
4=1 \ i=0 / 
and 
yUt exp (yL,) - yL, exp (yUt) 
A.~t = yu,  _ yL  
exp (Yu,) - exp (YL,) 
Bm£ v£  - v£  
n 
yL, ~ min (Tm,,z L, z U = 7mt i  i ) 
i=O 
n 
Y:% = Z max (Tmt,Z L, 7mt, zU), 
i=0 
and it follows that 
L~(z)  > g~(z),  m = ; + 1 , . . . ,  q. 
Thus, if in (RCP) the reverse convex constraints are replaced by the upper-estimation li ear 
constraints, the feasible region for (RCP) will be contained in the new feasible region. 
3.3. Linear Relaxation Programming 
For the objective function of (RCP), it is obvious that minexp(z0) is equivalent o minz0. 
From the above discussion for the two kinds of constraints respectively, we can construct he 
corresponding linear relaxation programming on the region f~ as follows: 
min z0, 
s.t. Lm(z) <_ O, m= 1,. . . ,p,  
Lm(z) > 1, m = p+ 1, . . . ,q,  
z ~ ~ = { z :  z~ _< z~ < zL  i = 0 ,1 , . ,  ~}  
(LRP(f~)) 
The following results establish some salient properties of linear relaxation programming (LRP (f~)) 
that are essential in designing the proposed algorithm. 
LEMMA 1. Assume the m/n/mum of (LRP(f~)) is LB*, then exp(LB*) provides a lower bound of 
the optimal value of problem (RCP). 
PROOF. We denote the feasible region of (RCP) and (LRP(~)) D and P, then it is immediate 
that P _D D by the construction method. So from the assumption, exp(LB*) is a lower bound of 
the minimum of problem (RCP). II 
4. BRANCH AND BOUND ALGORITHM 
In this section a branch and bound algorithm is developed to solve the (RCP) based on the 
former linear relaxation method. This algorithm needs to solve a sequence of linear relaxation 
programming problems over f2 or the subsets of f~ in order to find a global solution. Furthermore, 
in order to ensure convergence to a global solution, a new bound tightening method (BTM) is 
proposed and will be applied to enhance the solution procedure. 
The critical element in guaranteeing convergence to a global minimum is the choice of a suitable 
branching rule. In [17] three kinds of branching methods are provided. In our paper we choose the 
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first method, a simple and standard bisection rule. This method is sufficient o ensure convergence 
since it drives all the intervals to zero for the variables that are associated with the term that 
yields the greatest discrepancy in the employed approximation along any infinite branch of the 
branch and bound tree. 
BRANCHING RULE. Assume that the hyperrectangte ,Qq is going to be divided. Then the selection 
of the branching variable ze which possesses the maximum length in gtq and the partitioning of ~2q 
is done using the following rules, where ftq = {z : z~(aq) <_ zj <_ z~(f~q), j = 0 , . . . ,n} .  Let 
e = arg max{zy(aq)  - zL(ftq)}, and partition aq by bisecting the interval [z2(flq), zT(a )] into 
the subintervals [@(flq), (z~(aq) + zY(a ))/21 and [(z~(ftq) + z~(ftq))/2, 
In the following we describe the proposed BTM strategy which is adopted in our global opti- 
mization algorithm and will enhance the solution procedure. 
Assume that the subhyperrectangle ftq(~) (s is the iteration counter) is selected for further 
considering. If in the node q(s) the corresponding solution ~([lq(~)) is not feasible in some convex 
constraint, let 
t=l 
Compute the weight vector El by gti = uli(~)/gt(~), i = 1 , . . . ,  Tl, and then condense the function 
gl(z) using this weight vector as described in Section 3.1. Then a new single term is obtained 
and therefore a new linear constraint is added to the linear relaxation programming LRP(f~q(s)). 
Denote this new linear relaxation programming and new added condensed single term LRP(f~q(~)) 
and jz(z). And from the discussion in Section 3.1 we know ~t(z) = al exp(~ 5'tizi) where al -= 
r lt(elt/glt) glt and 9u -- ~-~t 7tuglt. 
It is obvious that •z (~(ftq(s))) = g~ (~(f~q(~))), and since g~ (~ (f~q(s))) > 1, it follows that ~ (ftq(')) 
does not satisfy the new added constraint ~(z)  <_ 1. From the arithmetic-geometric mean 
inequality, we have •(z) < gl(z). Of course, the new single term constraint ~l(z) < i is equivalent 
to a linear constraint. Hence, if z is feasible for (RCP) it is certainly feasible for LRP(ftq(s)) whose 
feasible region obviously does not contain the point ~(f~q(s)). Clearly, this BTM technique will 
enhance the solution procedure. 
Based on the previous BTM technique, we construct he global optimization algorithm. The 
basic steps of the algorithm are summarized in the following statement. 
ALGORITHM STATEMENT. 
STEP 0: INITIALIZATION. 
(0.1) Give a convergence tolerance 5 > 0, and the initial weights era, m = 1 , . . . ,p .  Set the 
iteration counter s = 0, then Qs = Q0 = {1}, q(s) = q(0) = 1, ft q(s) = ~2 ~ = gt. Set an 
initial upper bound U* = oc. 
(0.2) Solve problem LRP(£tq(s)), and denote the solution and the minimum (~(f~q(s)), LBq(~)). 
(0.3) If ~(ft q(s)) is feasible for (RCP), then stop with ~(f~q(s)) as the prescribed solution to 
problem (RCP), else let LB(s) = LBq(s). 
(0.4) If ~(f~q(~)) is not feasible on some convex constraints, the BTM technique will be adopted. 
STEP 1: PARTITIONING STEP. Choose a branching variable z~, then partition ~2 q(s) to get f~q(~)~ 
and f~q(~)'~. Replace q(s) by node indices q(s).l, q(s).2 in Q~. 
STEP 2: FEASIBILITY CHECK FOR (RCP) .  For each q(s).w where w = 1~2, compute 
gin(w) = am exp min - L - Z U (V,~iz~ ,%,~i i , for m = 1, . ,p, 
\ i=0 
Tr~ 
: (Y£) ,  for : ;+  1 . . . .  ,q,  
t=l 
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where Cm, "~mi, YUmt have been defined in Sections 3.1 and 3.2. If for some m E {1,.. . ,p}, 
gin(z) > 1, or for some m E {p + 1,. . . ,q}, gm(z) < 1, then the node indices q(s).w will be 
eliminated. If f~q(s).w (w = 1, 2) are all eliminated, then go to Step 5. 
STEP 3: UPDATING UPPER BOUND. For undeleted subhyperrectangle update Amt, Brat, 
YLt, Yu t. Solve LRP(f~ q(s)~) where w = 1 or w = 2 or w = 1, 2, and denote the solu- 
tions and optimal values (~(f~q(s).~),LBq(s).~). Then if ~(~q(s).~) is feasible for (RCP), U* = 
rain{U*, LBq(s).~}. 
STEP 4: DELETING STEP. If LBq(~).~ > U* + 5, then delete the corresponding node. 
STEP 5: FATHOMING STEP. Fathom any nonimproving nodes by setting Q~+I = Qs - {q E Q~ : 
LBq > U* - ~}. If Q~+I = ~, then stop, and exp(U*) is the optimal value, z*(~) (where ~ E ~0) 
are the global solutions, where ~0 = {~ : z~(~) = U*}. Otherwise, s = s + 1. 
STEP 6: NODE SELECTION STEP. Set LB(s) = min{LBq : q e Q~}, then select an active node 
q(s) C argmin{LB(s)} for further considering. 
STEP 7: BOUND TIGHTENING STEP. If in this node q(s), 2(~q(~)) is feasible in all convex 
constraints of (RCP), then return to Step 1, else the BTM technique will be adopted, and then 
return to Step 1. 
THEOREM 1. (Convergence result.) The above algorithm either terminates finitely with the 
incumbent solution being optimal to (RCP), or generates an infinite sequence of iteration such 
that along any infinite branch of the branch and bound tree, any accumulation point of the 
sequence LB(s) will be the global minimum of problem (RCP). 
PROOF. A sufficient condition for a global optimization to be convergent to the global minimum, 
stated in [18], requires that the bounding operation must be consistent and the selection operation 
bound improving. 
A bounding operation is called consistent if at every step any unfathomed partition can be 
further efined, and if any infinitely decreasing sequence of successively refined partition elements 
satisfies 
lira (U* - LB(s)) = 0, (3) 
8--+-~-OO 
where LB(s) is a lower bound inside some subhyperrectang]e in stage s and U* is the best upper 
bound at iteration s not necessarily occurring inside the above same subhyperrectangle. In the 
following we will demonstrate (3) holds. 
Since the employed subdivision process is the bisection, the process is exhaustive. Consequently, 
from the discussion [11] (3) holds, and then it means that the employed bounding operation is 
consistent. 
A selection operation is called bound improving if at least one partition element where the 
actual ower bound is attained is selected for further partition after a finite number of refinements. 
Clearly, the employed selection operation is bound improving because the partition element where 
the actual ower bound is attained is selected for further partition in the immediately following 
iteration. 
In summary, we have shown that the bounding operation is consistent and that the selection 
operation is bound improving, and therefore according to Theorem IV.3 in [18] the employed 
global optimization algorithm is convergent to the global minimum. | 
5. NUMERICAL  EXPERIMENT 
We now report our numerical experiment for the deterministic global optimization algorithm 
described above to demonstrate its potential and feasibility. The experiment is carried out with 
the C programming language. The simplex method is applied to solve the linear relaxation 
programming problems. 
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To illustrate how the proposed algorithm works, first we give a simple example to show the 
solving procedure of the proposed algorithm. 
EXAMPLE i. 
minx12 + x~, 
s.t. 0.3xix2 >_ 1, 
x~X={2<x~ _<5; 1 _<x2 _<3}. 
First, we transform the above problem into the (RPGP) form as follows: 
min xo, 
s.t. gl(x) -1 2 . -1 2 =x  0 x 1 T2c 0 x 2 < 1~ 
g2(x) = O.3zlz2 >_ 1, 
xEf~o={x15<x0<10;2_<x i -<5;  l _<z2 <3}.  
Let xi = expzi (i = 0, 1, 2), then we can obtain the following reverse convex programming 
problem of Example 1: 
min exp(zo), 
s.t. f i (z)  = exp(-zo + 2zi) + exp(-zo + 2z2) < 1, 
f2(z) -- 0.3 exp(zi + z2) >_ 1, (P) 
z E f t  = {z I 1.6094 < z0 < 2.3026; 0.6931 < Zl -< 1.6094; 0 < z2 _< 1.0986}. 
In Step 0, set 6 = 10 -a, s=0, U* = oc. For the convex constraint function f l (z),  choose 
the initial weight as ei = (1/2, 1/2) since it has two terms. Then q(s) = 1, Qs = Qo = {1}, 
f~q(s) = f~i = ft. According to the discussion in Section 3, (LRP(fti)) of problem (P) is formulated 
below: 
rain zo, 
s.t. Ll(z) = -zo + zi + z2 -< -0.6931, 
(LRP(ftx)) 
L2(z) = 1.9356zi + 1.9356z2 ~ 1.7416, 
zE f~ i. 
The solution and optimal value of (LRP(f I)) are 
(a = (1.6094, 0.6931, 0.2231), LBi = 1.6094. 
Since ~(fP) is not feasible for problem (P), then LB(s) = LB(0) = 1.6094. Since ~(fti) is not 
feasible for f i (z)  _< 1, then the BTM technique will be adopted. First, update the weight ei 
according to the solution ~(gt~), and derive el = (0.7191,0.2809), then from formula (1) in 
Section 3, we obtain a new linear constraint 
La(z) = -zo  + 1.4382zi + 0.5618z2 < -0.5938. 
The current linear relaxation programming denoted as (LRP(~'~I)) is 
min zo, 
s.t. LI(Z) = -z0  -}- zl + z2 -< -0.6931, 
L2(z) = 1.9356zi + 1.9356z2 _> 1.7416, 
La(z) = -zo + 1.4382Zl + 0.5618z2 _< -0.5938, 
zE f t  i. 
(L~P(92)) 
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In Step I, divide the region ~i  into the following two regions: 
~t 2 = {z I 1.6094 __ z0 _< 2.3026; 0.6931 _< Zz _< 1.6094; 0 _ z2 _< 0.5493}, 
~3 = {z I 1.6094 < z0 _< 2.3026; 0.6931 _< zl _< 1.6094; 0.5493 _ z2 _< 1.0986}, 
then the node set Q0 = {2, 3}. 
In Step 2, the two nodes in Q0 have not been deleted, then go into Step 3. After updating the 
parameters according to the formula in Section 3.2, respectively, we can obtain new function L2 (z) 
in each node. Then we have 
min zo, 
s.t. L l ( z )  = - zo  + zl + z2 <_ -0.6931, 
L2(z) = 1.3633z1 + 1.3633z2 _> 1.3450, (LRP(~2)) 








Ll(Z) = -z0 + Zl + z2 _< -0.6931, 
L2(z) = 2.3613zl + 2.3613z2 > 2.8946, 
L3(z) = -zo + 1.4382Zl + 0.5618z2 < -0.5938, 
Z~'~ 3. 
values are, respectively, 
(LRP(~3))  
- (1.7555, 0.6931, 0.2934), LB2 - 1.7555, 
-= (1.9356, 0.6931, 0.8427), LB3 -= 1.9356. 
In Step 4 the two nodes have not been deleted, then go to Step 5. Compute 
Q1 = Qo-  {q E Q0 : LSq > U* - 5} = {2,3}, 
and set s = 1. In Step 6, the current lower bound is 
LB(s) = LB(1) = min{LBq, q E Qs} = min{LB2, LB3} = 1.7555. 
So we will choose the active node as q(1) = 2 for further consideration. 
In Step 7 in the node q(1), the BTM technique is adopted. From formula (1) in Section 3 we 
compute the new weight ¢1 = (0.6899, 0.3101) according to the solution 2(~2), and we obtain the 
following new linear constraint: 
L4(z) = -zo + 1.3797Zl + 0.6203z2 < 1.2919. 
The current linear relaxation programming denoted as (LRP(fl2)) is 
rain zo, 
s.t. L l ( z )  = - zo  + Zl + z2 <_ -0.6931, 
L2(z) = 1.3633Zl + 1.3633z2 > 1.3450, 
L3(z) = -z0 + 1.4382zl + 0.5618z2 _< -0.5938, (LRP(~2)) 
L4(z) = -zo  + 1.3797z1 + 0.6203z2 _< 1.2919, 
zE~ 2. 
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Then return to Step i, divide the region ~t 2, and go into a new circle. After 22 iterations, 
the procedure stops. The  global min imum of problem (P) is 1.9140, and the global solution is 
z* = (1.9140, 0.6933, 0.5107). Then  the global min imum of the Example  1 is 6.7804, and the 
global solution is x* = (2.0003, 1.6664). 
Additionally we  choose five examples to test our algorithm, which are all abstracted from 
engineering practice. About  the detailed application context, please refer to the correlative 
references. 
EXAMPLE 2. (See [1].) 
min xo, 
S.t. Xo1X21xElx5-F 5XE1Xll/22~4X5 ~ I ,  
1 
:vj z3 - :v14/z <_ -1, 
- x5 - 2XoXlXzZ4X41X5 <_ -1 ,  
x E X = {x ! 30 _ xo _< 40; 0.01 _< X 1 ~ 1; 0.0001 _ X2 _< 1; 
15 _< X3 _< 20; 15 < X 4 ___~ 20; 0.1 < x5 _ 1} 
EXAMPLE 3. (See [3].) 
min xo, 
s.t. 0.274x3x 4 + 2520.66ziP4 + xox~ - :~o~ix2x3 + 1 < 1, 
XlX21X3 ~ 1~ 
Xl x4 ~ 1~ 
x3x34 < 1, 
x E X = {x I 10-12 -< xo _< 2; 20 < xl _< 35; 120 < x2 _< 160; 
1 < xa <_ 10; 10 -6 < x4 _ 1}. 
EXAMPLE 4. (See [19].) 
min xo, 
s.t. 3.Txolx °'85 + 1.985XolXl + 700.3xolx2 -°75 __ 1, 
0.7673x °'°5 -0 .05x l  < 1, 
xEX={xI5<xo_<15;0 .1<x l_<5;380_x2_<450}.  
EXAMPLE 5. (See [19].) 
rain x o, 
s.t. 4xl -4Xo 2 _< 1, 
- -X0--Xl  ~ --17 
xeX={x10.01~xo_<15;0 .01_<x l_< 15}. 
EXAMPLE 6. (See [16].) 
rain z °'s z~ "z, 
s.t. x lx41  + x~lx41  < 1, 
-- 2~12X31 -- X2X31 ~ --1~ 




No. Solution s L 5 CPU Time 
(37.0070, 0.4489, 0.0048, 18.0348, 16.0449, 0.5667) 131 28 10 -3 4s 
(0.0000, 32.7781, 155.0000, 4.7288, 0.0027) 191 74 10 -6 6 s 
(11.9637, 0.8098, 442.0915) 138 39 10 -6 5 s 
(0.5, 0.5) 96 10 10 -9 1 s 
(0.1020, 7.0711, 8.3284, 0.2434) 146 42 10 -6 6s 
The following table summarizes the computational results on the above five examples. In the 
table, s denotes the number of the iteration, L denotes the longest node number in Qs described 
in the algorithm statement, and 5 denotes the convergence tolerance. The results show that our 
algorithm can globally solve the (GGP) problem effectively. 
6. CONCLUSION 
A new deterministic global optimization algorithm is proposed for generalized geometric pro- 
gramming (GGP) problem in this paper. It successfully reduces a complicated problem (GGP) to 
a simpler (RPGP) problem, and then to an even simpler (RCP). Based on the characteristics of 
the (RCP) problem, a new linear relaxation programming of (RCP) problem is obtained. Then a 
branch and bound algorithm is presented in which the bound tightening method is adopted that 
enhances the solution procedure. The proposed algorithm is convergent to the global minimum. 
And the final numerical results show that our algorithm is effective and feasible. 
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