An ordered hypergraph is a pair (H, ≺) where H is a hypergraph and ≺ is a total ordering of its vertices. Ordered Ramsey number RO k ((H, ≺); c) is the minimum number of vertices such that every ordered k-uniform hypergraph with c-colored edges and at least this many vertices contains a monochromatic copy of (H, ≺). In the present paper we develop a basic notation for ordered hypergraphs and introduce various Ramsey-type results on ordered graphs showing how an ordering of vertices can affect Ramsey numbers of various classes of graphs. We show, for example, that ordered Ramsey numbers of the same ordered graph can differ exponentially in the number of colors and more than linearly in the size of the graph depending on the vertex ordering. Several classes of graphs are also considered and we derive some formulas for exact ordered Ramsey numbers. For example, a formula for so called monotone cycles which implies a tight bound for geometric Ramsey numbers of cycles.
Introduction
Ramsey theory is one of the most active areas of research within combinatorics. Its underlying philosophy is that every sufficiently large system contains well-organized subsystem. The main result of this field is the Ramsey theorem which concerns edge-colored graphs. In this paper we derive some Ramsey-type results for graphs with ordered vertex sets which is a concept introduced by Milans et al. [26] . We also discuss the differences between ordered and unordered graphs in the view of Ramsey theory and we pose plenty of questions related to Ramsey numbers of ordered graphs.
Even though ordering of vertices may seem like an insignificant alternation in otherwise well known concept it can be seen that in the terms of Ramsey theory we can get substantially different results compared to the unordered case. The main goal of this paper is to understand the effects of vertex-orderings on the Ramsey numbers. Before stating our results we also mention some motivation examples and applications in which ordered hypergraphs can arise.
Preliminaries
In this section we state a notation of ordered hypergraphs introduced by Milans et al. [26] . Before doing so, we first mention some basic definitions related to hypergraphs and some fundamental results in Ramsey theory, as we use them later to point out the differences between the unordered and ordered case.
A hypergraph (also called a set system) is a pair H = (X, E) where X is a set of vertices and E is a set of non-empty subsets of X called edges. For a positive integer k, we say that a hypergraph H is k-uniform if each of its edges contains exactly k vertices. In the case k = 2 we speak about graphs. We consider only finite hypergraphs without loops or multiple edges in this paper. An edge-hypergraph coloring is a function f : E → C where C is a finite set of colors. A coloring with c colors is called c-coloring.
We say that two hypergraphs H 1 = (X 1 , E 1 ) and H = (X 2 , E 2 ) are isomorphic, written H 1 H 2 , if there is a one-to-one mapping g : V (X 1 ) → V (X 2 ) which maps every edge of H 1 to an edge of H 2 . A set of vertices which are adjacent to same vertex x ∈ X is called the neighborhood of x and it is denoted by N (x). The size d(x) of N (x) is called the degree of x and two vertices x and y are indistinguishable if N (x) = N (y). A (hyper)graph G = (Y, F ) is a sub(hyper)graph of H = (X, E) if Y ⊆ X and F ⊆ E.
Ramsey's Theorem guarantees the existence of Ramsey numbers for edge-colored ordinary (unordered) hypergraphs. A hypergraphs which contains all possible hyperedges is called complete. Let K k n denote the complete (unordered) k-uniform hypergraph on n vertices. For given positive integers c, k and r Ramsey's Theorem says that for sufficiently large n every c-coloring of edges of complete k-uniform hypergraph on n vertices contains a monochromatic copy of K k r as a subgraph. The minimum such n is called Ramsey number and we denote it by Rk (K k r ; c). For graphs we just use R (K r ; c) instead of R2 (K r ; c). Classical results of Erdős [12] and Erdős and Szekeres [13] give 2 r/2 ≤ R (K r ; 2) ≤ 2 2r . Even though there have been many improvements on this bounds during the last sixty years (see [8] for example), the constant factors in these exponents remain the same.
Since every k-uniform hypergraph on r vertices is contained in K k r we can consider the following generalization of Ramsey numbers. Let H 1 , . . . , H c be finite k-uniform hypergraphs and let c be a positive integer. Then Ramsey's Theorem implies that there exists a number Rk (H 1 , . . . , H c ; c) such that every c-coloring of edges of a complete k-uniform hypergraph with at least Rk (H 1 , . . . , H c ; c) vertices contains a monochromatic copy of H i in color i for some i ∈ {1, 2, . . . . , c}. If all the hypergraphs H 1 , . . . , H c are isomorphic, we just write Rk (H; c).
Ordered Hypergraphs
An ordered hypergraph is a pair (H, ≺) where H = (X, E) is a hypergraph and ≺ is a total ordering of its vertex set. The ordering ≺ is called a vertex ordering. Most of the properties of hypergraphs (vertex degrees, coloring, indistinguishable vertices and so on) can be defined the same for ordered hypergraphs as for hypergraphs, but the vertex orderings also bring some new additional properties.
For an ordered hypergraph (H = (X, E), ≺) and its vertices x, y ∈ X we say that y is a left neighbor of x (right neighbor) if x and y are adjacent and y ≺ x (x ≺ y, respectively). The set of left neighbors of x is denoted by N L (x) (N R (x) for right neighbors) and its size d L (x) is called left degree of x (the right degree of x is denoted d R (x)). Clearly,
for every x ∈ X. For a set Y ⊆ X the set of its common left neighbors (that is, a set of vertices where each one is a left neighbor of all vertices from X) is denoted as N L (Y ). Similarly, we use N R (Y ) for the set of common right neighbors of Y . We say that two ordered hypergraphs (H 1 , ≺ 1 ) and (H 2 , ≺ 2 ) are isomorphic if we have H 1 H 2 via a one-to-one mapping g which preserves the orderings. That is, for every x, y ∈ X, x ≺ 1 y implies g(x) ≺ 2 g(y). In such a case we write (
An ordered hypergraph (G, ≺ 1 ) is an ordered sub(hyper)graph of (H, ≺ 2 ) if G is a sub-(hyper)graph of H and ≺ 1 is a suborder of ≺ 2 . Having a notation of subgraphs we can introduce Ramsey numbers of ordered hypergraphs. For given finite ordered k-uniform hypergraphs (H 1 , ≺ 1 ), . . . , (H c , ≺ c ) we denote as RO k ((H 1 , ≺ 1 ) , . . . , (H c , ≺ c ); c) the least number n such that every c-coloring of edges of a complete ordered k-uniform hypergraph with at least n vertices contains a monochromatic copy of some (H i , ≺ i ) in color i as an ordered subgraph. If all the given ordered hypergraphs are isomorphic, we may just write RO k ((H, ≺); c) and, again, in the case of graphs we omit k.
In complete hypergraphs, all orderings of K k r are the same up to isomorphism and thus there is no difference between unordered and ordered cliques in a given hypergraph. We therefore obtain the following. Observation 1. For arbitrary positive integers r 1 , . . . , r c , k, c and total orderings ≺ 1 , . . . , ≺ c we have
A simple consequence of this observation is that ordered Ramsey numbers exist for an arbitrary collection of ordered k-uniform hypergraphs, since every ordered k-uniform hypergraph (H, ≺) on n vertices is a subgraph of (K k n , ≺).
Corollary 2. Let c be a positive integer and let (H 1 , ≺ 1 ), . . . , (H c , ≺ c ) be an arbitrary collection of ordered k-uniform hypergraphs, then the number RO k ((H 1 , ≺ 1 ), . . . , (H c , ≺ c ); c) exists and it is finite.
Another simple fact is that Rk (H 1 , . . . , H c ; c) ≤ RO k ((H 1 , ≺ 1 ), . . . , (H c , ≺ c ); c) always holds, since if H i is not contained in a given graph as (unordered) subgraph, it cannot be there as an ordered subgraph.
For an ordering ≺ we use ≺ −1 to denote the reversed ordering, i.e. x ≺ y if and only if y ≺ −1 x. Sometimes we want to see how Ramsey numbers behave with increasing number of vertices. To be able to do this for ordered hypergraphs, we need to introduce so called ordering schemes which are vertex orderings uniquely determined by the given hypergraph H. That is, there are specific rules which tell us how to order vertices of H with increasing number of vertices. For example, a k-uniform monotone hyperpath (P k r , mon ) is a k-uniform hypergraph with vertices v 1 mon . . . mon v r and r − k + 1 edges, each consisting of k consecutive vertices (see Figure 1 for an example). Throughout the paper we use a symbol instead of ≺ to emphasize the fact that the vertex ordering follows some ordering scheme. 
Motivation
In this subsection we show various examples in which Ramsey-type problems on ordered hypergraphs arise. Some of the results mentioned are nowadays classical statements, but some other ones appeared only recently. In any case these examples should help the reader to get used to the notation and show some interesting applications. Some results and definitions are also used later in this paper.
Erdős-Szekeres Lemma. This well-known statement says that for a given k ∈ N one can find a decreasing or increasing subsequence of length k in every sequence of at least (k − 1) 2 + 1 distinct integers and that this bound is sharp. This lemma can be proved using many approaches (see [29] for the list of proofs), but one can observe that it is basically a special case of far more general Ramsey-type result on ordered graphs. Given such a sequence S = (s 1 , . . . , s n ) we can construct an ordered graph (K n , ≺) with vertex set S and ordering chosen according to the positions in S. That is for s i , s j ∈ S we have s i ≺ s j if i < j. Then we 2-color the edges of this graph in the following manner: an edge {s i , s j } is red if s i < s j and blue otherwise. It is not difficult to see that red monotone paths correspond to increasing and blue monotone pats to decreasing subsequences of the same length in this graph. The rest follows from the following result of Choudum and Ponnusamy (see Milans et al. [26] for the proof in the language of ordered Ramsey theory).
Proposition 3 (S. A. Choudum and B. Ponnusamy [6] ). For monotone ordered paths
Note that the decreasing and increasing subsequences actually correspond to monochromatic cliques in our complete colored graph, since the obtained coloring is transitive. That is, if the hyperedges {x 1 , . . . , x k } and {x 2 , , . . . , x k+1 }, x 1 ≺ . . . ≺ x k+1 , have the same color, then every hyperedge {x i1 , . . . , x ik }, {i 1 , . . . , i k } ⊆ [k + 1], is of the same color. Let P d (n) denote the number of n×n d-dimensional partitions with entries from {0, . . . , n}. Observe that in the case d = 1 we have P 1 (n) = 2n n , since we can think of such line partition as a lattice path in Z 2 starting at (0, n) and ending at (n, 0). It is also known, although it is much more difficult to prove it, that P 2 (n) = 1≤i,j,k≤n
The following theorem was proved by Moshkovitz and Shapira [27] last year and it establishes a close connection between integer partitions and Ramsey numbers of monotone 3-uniform hyperpaths.
Theorem 4 (G. Moshkovitz and A. Shapira [27] ). For every c ≥ 2 and r ≥ 2 we have RO 3 ((P 3 r , mon ); c) = P c−1 (r − 2) + 1. We use this result in the following motivation example which concerns a classical result in Ramsey theory and combinatorial geometry. Studying of Ramsey numbers of monotone hyperpaths brought attention of many researchers in recent years, see [11, 17, 26] .
Happy Ending Problem. One of the original results that led to the development of Ramsey theory was the following statement, also called Happy Ending Problem.
Theorem 5 (P. Erdős and G. Szekeres [13] ). For k ∈ N there exists a number ES(k) such that every set of at least ES(k) points in R 2 in general position contains k points in convex position.
As noted by Erdős and Szekeres, it can be shown that this result is implied by Ramsey theorem applied to 4-uniform hypergraphs, but the upper bound for ES(k) obtained by this approach is astronomically large. In the original paper of Erdős and Szekeres much more reasonable bound ES(k) ≤ 2k−4 k−2 + 1 is also shown. Even though there is a better upper bound now (Valtr and Tóth [31] hold current record ES ≤ 2k−5 k−2 + 1), Moshkovitz and Shapira [27] showed that Ramsey theory for ordered 3-uniform hypergraphs can be used to derive ES(k) ≤ 2k−4 k−2 + 1. Suppose that we have a set S ⊂ R 2 of n ≥ ES(k) points in general position (that is, no three points are collinear). Let (K 3 n , ≺) be an ordered 3-uniform hypergraph with vertex set S where for two vertices x, y ∈ S x ≺ y holds if their x-coordinates satisfy X(x) < X(y). Then we color an edge {x, y, z} red if the triangle xyz is oriented counterclockwise and blue otherwise.
Note that then a monochromatic monotone 3-uniform path in this graph corresponds to a (special) convex k-gon in S (which is sometimes called a k-cup or a k-cap). The previous result of Moshkovitz and Shapira then gives us the desired upper bound ES(k) ≤ 2k−4 k−2 + 1. Note that, similarly as in the first motivation example, the obtained 2-coloring is transitive.
A long standing conjecture of Erdős and Szekeres says that ES(k) = 2 k−2 + 1. The language of ordered hypergraphs also allows us to state the generalized version of this conjecture introduced by Peters and Szekeres [30] . Let L ⊆ {2, . . . , k − 1} for some k ≥ 3 and let (P P L , ≺) denote an ordered 3-uniform hypergraph with vertex set {v 1 , . . . , v k } consisting of a red hyperpath P on vertices v i with i ∈ {1, k} ∪ L and a blue hyperpath Q on vertices v i with i ∈ {1, . . . , k} \ L where v i ≺ v j if i < j. Note that for L = ∅ the path P does not have any edges and the same holds for Q and L = {2, . . . , k − 1}.
Conjecture 6 (G. Szekeres and L. Peters [30] ). For k ≥ 3 and for every complete ordered 3-uniform hypergraph (H, <) on 2 k−2 + 1 vertices with edges colored red and blue there exists L ⊆ {2, . . . , k − 1} such that (H, <) contains (P P L , ≺) as an ordered subgraph.
Using computer experiments Peters and Szekeres verified this conjecture for k ≤ 5 and showed a construction which achieves the same lower bound for general k. This construction also follows from the construction of Erdős and Szekeres.
Extremal Problems on Matrices. The last motivation example shows a connection between extremal theory of {0, 1}-matrices (see [4, 18] , for example) and ordered Turán numbers of ordered bipartite graphs. This is particularly useful for us, as we use some results from this area later in this paper, see Section 3.3.
A {0, 1}-matrix A contains an r × s submatrix M if A contains a submatrix M which has ones on all the positions where M does. A matrix A avoids M if it does not contain M . The extremal function of M is the maximum number ex M (m, n) of 1-entries in an m × n {0, 1}-matrix avoiding M .
Consider a complete bipartite graph K r,s with the following vertex ordering which we denote as sep : if K r,s is a complete bipartite graph with vertices divided into classes A and B of size r and s respectively, then for every x ∈ A and y ∈ B we have x sep y. The rest of sep can be completed arbitrarily, as the vertices from the same color class are indistinguishable.
See Figure 2 for an example. Note that (K r,s , sep ) does not contain (P l , mon ), l ≥ 3, as a subgraph.
Let (G = (A ∪ B, E), ≺), |A| = r and |B| = s, be a a subgraph of (K r,s ; sep ). Then (G, ≺) corresponds to a r × s {0, 1}-matrix M (G, ≺) where the i-th row represents the i-th vertex of A in ≺ (the same holds for columns and vertices in B) and M (G, ≺) i,j = 1 if v i ∈ A and v j ∈ B are adjacent and 0 otherwise. It is easy to see that the Turán number of (G, ≺) in (K m,n , sep ) is exactly the value of ex M (G,≺) (m, n). 
Our Results
The main field of our interest are graphs and the effects of vertex orderings on Ramsey numbers of various classes of graphs. For many of these classes the unordered Ramsey numbers were resolved a long time ago, but adding the vertex orderings can lead to completely different results. Some examples of differences between ordered and unordered Ramsey numbers can be seen already in the motivation examples.
For example, Proposition 3 shows that there is a graph G and its vertex ordering ≺ such that the unordered Ramsey number R (G; c) and ordered Ramsey number RO((G, ≺); c) differ in an asymptotically relevant manner, since the unordered Ramsey number R (P r ; c) for paths is linear with respect to r while RO((P r , mon ); c) is quadratic.
Even larger gap can be obtained concerning hypergraphs of higher uniformity. It is known that Ramsey numbers Rk (H; 2) of sparse unordered k-uniform hypergraphs H are linear with respect to the number of vertices H. Formally, for positive integers ∆ and k, there exists a constant C(∆, k) such that if H is a k-uniform hypergraph with r vertices and maximum degree ∆, then Rk (H; 2) ≤ C(∆, k)r (see [9] ). In contrast to this result, Theorem 4 together with the fact P 1 (n) = 2n n gives us RO 3 ((P 3 r , mon ); 2) = 2r−4 r−2 . Thus we see that there are 3-uniform hypergraphs H and vertex orderings ≺ such that RO 3 ((H, ≺); 2) grows exponentially with the number of vertices of H while R3 (H; 2) remains linear.
In the first part of this paper we try to derive Ramsey numbers for various classes of ordered graphs: stars, paths and cycles. First, we show that Ramsey numbers of all ordered stars are linear with respect to the number of vertices.
Theorem 7. For positive integers c and r 1 , . . . , r c and for a collection of ordered stars
Considering the multi-colored case we find a graph G and its vertex orderings ≺ and ≺ such that Ramsey numbers for (G, ≺) and (G, ≺ ) differ exponentially in the number of colors (Proposition 12). This result is an example of the fact that long monotone paths as ordered subgraphs affect ordered Ramsey numbers significantly. We also derive some exact formulas for Ramsey numbers of specific ordered stars.
In the following section we discuss ordered cycles. First, we show Ramsey numbers for all possible orderings of C 4 (Proposition 16). Then we derive the exact formula for ordered Ramsey numbers of so called monotone cycles (C n , mon ) which consist of a monotone path on vertices v 1 mon . . . mon v n with the edge {v 1 , v n } added. See an example of a monotone cycle in Figure 3 . 
As a consequence of this theorem we obtain tight bounds for so called geometric and convex geometric Ramsey numbers of cycles which which were introduced by Kárloyi et al. [22, 23] . The definitions as well as the result, Corollary 18, are mentioned in Section 3.2.
In Section 3.3 we show, using specific ordered paths, that there are graphs for which different ordering schemes can affect ordered Ramsey numbers in an asymptotically relevant term.
Then we derive some general lower bounds for ordered Ramsey numbers. We apply a probabilistic approach showing a general lower bound for ordered Ramsey numbers which depends on the density of the given graph. See Proposition 22 which implies the following assertion.
Proposition 9. Let c ≥ 2 be a positive integer and let (G, ≺) be an ordered graph with n vertices and n 1+ε edges, ε > 0. Then RO((G, ≺); c) = Ω(nc n ε ) holds.
Then we construct a graph with maximum degree three whose ordered Ramsey number grows faster than quadratically with respect to its size (Theorem 24). This result is in contrast with unordered Ramsey theory, where, as we previously discussed, it is known that graphs with bounded degrees have linear Ramsey numbers.
At the end of the paper, we discuss several new open problems and possible ways for further research.
Ordered Ramsey Numbers for Specific Classes of Graphs
In this section we compute Ramsey numbers for various classes of ordered graphs such as stars, cycles and paths. We use some of the results later to derive more general bounds. We also compare the formulas obtained and bounds with known Ramsey numbers of unordered graphs and discuss relations between those cases.
Stars
A star is a complete bipartite graph K 1,r−1 . Since there are only two groups of indistinguishable vertices, the position of the central vertex determines the ordering uniquely up to isomorphism. Ramsey numbers of unordered stars are known exactly [2] for a long time now and they are given by
Using a simple observation a similar formula can be derived for ordered stars (K 1,r−1 , min ) where min is a vertex ordering in which the central vertex is the minimum element. Observation 10. For positive integers c, r 1 , . . . , r c we have
Proof. Assume that we have a complete ordered graph (K n , ≺) with n ≥ 2(1 − c) + c i=1 r i vertices and c-colored edges. Then, according to the Pigeon-hole principle, the first vertex in ≺ has at least r i − 1 right neighbors in color i. This forms a monochromatic copy of (K 1,r i −1 , min ).
On the other hand, we can construct a graph on 1 − 2c + c i=1 r i vertices which does not contain any forbidden star. It suffices to divide the right neighbors of each vertex v into c parts where the i-th part has size at most r i − 2 and each of its vertices is adjacent to v with an edge colored with i.
Thus in the case r 1 = · · · = r c = r the ordered Ramsey numbers are almost the same as the unordered ones. They differ by one only if c ≡ r − 1 ≡ 0 (mod 2). We further show that for any vertex ordering Ramsey numbers of ordered stars also remain linear with respect to the size of the stars. That is, Theorem 7 which we restate for convenience:
Theorem 11. Let c and r 1 , . . . , r c be positive integers and let
Proof. Let r = max{r 1 , . . . , r c } and let (K n , ≺) be an ordered complete graph on n = Cr vertices with edges colored by {1, 2, . . . , c} where C is a sufficiently large constant. Let A 0 be the vertex set of (K n , ≺). We want to find a vertex with r − 1 left and r − 1 right neighbors of the same color i. Then (K 1,r i −1 , ≺ i ) is clearly contained in (K n , ≺). So suppose for a contradiction that there is no star (K 1,r i −1 , min ) of color i in (K n , ≺).
Note that each vertex which is at least (c(r − 1) + 2)-th in the ordering ≺ (taken from left) has, according to the Pigeon-hole principle, at least r − 1 left neighbors of the same color. Thus we have at least Cr − c(r − 1) − 1 vertices with at least r − 1 monochromatic left neighbors. We consider a set A 1 of vertices which have at least r − 1 left neighbors of color 1. Without loss of generality we may assume that
From the assumption there is no vertex in A 1 with at least r − 1 right neighbors of color 1, as otherwise we would have (K 1,r 1 −1 , ≺ 1 ) of color 1. Thus between vertices in A 1 there is less than (r − 1)|A 1 | edges of color 1, since every one of them is counted for its left endpoint. Also we see that A 1 contains at least (|A 1 | − (c(r − 1) − 1))/c vertices which have at least r − 1 right neighbors in A 1 all of the same color i (without loss of generality, let i = 2). We denote this set as A 2 . From the assumption the vertices in A 2 have less than r − 1 left neighbors of color 2 in (K n , ≺) and thus there is less than (r − 1)|A 2 | edges of color 2 (and 1, since
We repeat this process analogously, bounding the number of edges of colors 1, . . . , i in A i by (r−1)|A i | and keeping |A i | ≥ (|A i−1 |−c(r−1)−1)/c for i ≥ 1. After all colors are processed we get, summing over all colors, that the number of all edges is strictly less than c(r − 1)|A c |. The total number of edges connecting vertices from A i is exactly
However |A c | = Ω(Cr/c c ) and thus we can choose C large enough so that the upper bound on A c does not hold and obtain a contradiction.
Since we know that Ramsey numbers for unordered stars and for stars ordered according to min are linear even with respect to the number of colors, one might ask if this is a case also for other vertex orderings and if the upper bound from the previous theorem is not too weak. The following proposition shows that this is not the case, since the situation there turns out to be substantially different from the one for min . Even for orderings of stars in which the central point has only a single left neighbor Ramsey numbers grow exponentially with respect to the number of colors. A similar construction as been known for the paths P 3 .
Proposition 12. Let c, d, and r 1 , . . . , r c be positive integers and let
Proof. Let (K n , ≺) be an ordered complete graph on vertices v 1 ≺ . . . ≺ v n where n = (d − 1) c−1 (r − 1) and r = max{r 1 , . . . , r c }. Without loss of generality, let r = r 1 . We color edges of (K n , ≺) with c colors from {1, . . . , c} such that it does not contain a monochromatic copy of any (
The construction of the coloring is done by induction on c. For c = 1 we have a monochromatic clique of color 1 with r − 1 vertices. Such a clique cannot contain even any unordered monochromatic G i . For c > 1 we color the cliques on vertices which are divided into (d − 1) consecutive blocks each of size (d − 1) (c−2) (r − 1) using d − 1 colorings from the previous step. Then we use color c to color all edges between those d − 1 cliques to obtain a c-coloring of all edges. See Figure 5 .
Using the inductive hypothesis it suffices to show that this coloring does not contain (G r , ≺ c ) in color c. Since (P d , mon ) is an ordered subgraph of (G r , ≺ c ), while (P d , mon ) is not contained in the ordered complete (d − 1)-partite graph which is induced by the edges colored with c, we get the rest. 
Proof. According to Proposition 12 it suffices to show that (P 3 , min ) is contained in every given ordered graph. Since each G i is not bipartite, it contains an odd cycle. Now it is easy to observe that in any ordering of an odd cycle there is always a monotone path with three vertices.
Since we can easily describe all possible vertex orderings of stars, it would be interesting to know the exact formulas for Ramsey numbers of general ordered stars. We regard this as an interesting direction for further research.
Cycles
Ramsey numbers for (unordered) cycles are known for some time now. It is a folklore in Ramsey theory that R (C 3 ; 2) = R (C 4 ; 2) = 6 holds. The first partial results on Ramsey numbers of cycles were obtained by Chartrand and Chuster [3] , and Bondy and Erdős [1] . These were later extended by Rosta [28] , and Faudree and Schelp [14] . Nowadays we know all values of Ramsey number for cycles in 2-colored complete graphs:
if (r, s) = (3, 3) and 3 ≤ s ≤ r, s is odd, r + s/2 − 1 if (r, s) = (4, 4) and 4 ≤ s ≤ r, r and s are even, max{r + s/2 − 1, 2s − 1} if 4 ≤ s < r, s is even and r is odd.
The multicolor case turned out to be more demanding (see [10, 24, 25] ), but the following is known.
Theorem 15 (T. Luczak et al. [25] ). For every c ≥ 4 and n odd, we have R (C n ; c) ≤ c2 c n + o(n), and for every c ≥ 2 and n even, we have R (C n ; c) ≤ cn + o(n) as n → ∞. Similarly to the original development in unordered Ramsey theory we also first focus on small examples before we target the general case. The first obvious case is C 4 . This ordered graph has three possible orderings up to isomorphism, see Figure 6 . In the following proposition we show how Ramsey numbers of ordered C 4 behave.
Proposition 16. We have
Proof. The lower bounds follow from the colorings presented in Figure 7 , thus it remains to show the upper bounds for each ordering. For this, suppose that (K n , ≺) is an ordered complete graph with 2-colored edges (red and blue) where n is relevant to each case.
1. This result is implied by far more general statement, see Theorem 8 whose proof is shown bellow.
2. Suppose for contradiction that (K 10 , ≺) does not contain monochromatic (C 4 , ≺ B ). That is, no two vertices share a monochromatic right common neighborhood of size at least two. Then our claim is that K 10 does not contain a vertex with monochromatic right degree grater than five. If it does, then without loss of generality there is a vertex v with right red degree at least six. This red neighborhood contains a vertex w which either has a red right degree at least two or a blue right degree at least four. To avoid (C 4 , ≺ B ) the second case has to occur. However then the same observation implies that this blue neighborhood of w contains a vertex with either red or blue left degree at least two. In any case we obtain (C 4 , ≺ B ) and thus a contradiction.
Thus there is no vertex with monochromatic right neighborhood of size at least six. From the assumptions each pair of vertices has at most one common neighbor in every color. Without loss of generality we assume that the first vertex v 1 in ≺ has a red right degree five and a blue right degree four.
If the second vertex v 2 is a a blue neighbor of v 1 , then it has at most one (right) red neighbor between red neighbors of v 1 and the remaining four are its blue neighbors. Then however the third vertex v 3 has at least two common right monochromatic neighbors either with v 1 or v 2 between these four vertices.
If v 2 is a red neighbor of v 1 , then it necessarily has three blue right neighbors between the remaining four red neighbors of v 1 and three red neighbors between four blue neighbors of v 1 . Independently on the location of v 3 we get that v 3 has at least two common neighbors of the same color either with v 1 or v 2 . 3. The first vertex v 1 in (K 13 , ≺) has either six blue and six red left neighbors, or at least seven monochromatic neighbors. In any case, since every two vertices can have at most a single common neighbor of the same color between them, there are (without loss of generality) at least five vertices which are red right neighbors of v 1 and blue left neighbors of v n . We can see that those five vertices has always either a vertex with red left degree at least two or a vertex with blue right degree at least two. Both situations imply the existence of (C 4 , ≺ C ).
Computer experiments have shown that the lower bound in the third case is optimal, that is RO((C 4 , ≺ C ); 2) = 11. Again, one can see that the ordered Ramsey numbers differ from the unordered ones.
Similarly as with paths, the most natural ordering scheme is the monotone one. In the rest of the section we establish the precise value of ordered Ramsey numbers for monotone cycles. That is, Theorem 8 which says that RO((C r , mon ), (C s , mon ); 2) = 2rs − 3r − 3s + 6 for every r, s ≥ 2. Note that the obtained formula is much simpler than the one in the unordered case. Before proving this statement, we first prove an auxiliary lemma.
Lemma 17. For positive integers r and s and every total ordering ≺ we have RO((P r , mon ), (K s , ≺); 2) = RO((P r , mon ), (P s , mon ); 2) = (r − 1)(s − 1) + 1.
Proof. The lower bound can be obtained from the same construction as in the proof of Proposition 3 (see [29] ). For the upper bound we use induction on r. If r = 2, then this statement holds since we either have a monochromatic K s , or a blue edge. Suppose that r > 2 and let (K (r−1)(s−1)+1 , ≺ ) be an ordered complete graph with edges colored red and blue. Assume that it does not contain blue (K s , ≺) nor red (P r , mon ). Using inductive hypothesis we know that there is at least (r − 1)(s − 1) + 1 − (r − 2)(s − 1) = s distinct vertices which are the last vertices of a red copy of (P r−1 , mon ). From the assumption every edge between such vertices is blue, otherwise we would extend one of these paths. However then we have a blue copy of K s , a contradiction.
As a simple corollary of this lemma one can see that for every ordered graph (G, ≺) on s vertices which contains a monotone Hamiltonian path we have RO((P r , mon ), (G, ≺); 2) = (r − 1)(s − 1) + 1. This, again, supports the idea that monotone paths play an important role in the ordered Ramsey theory.
Proof of Theorem 8. First, we show the upper bound. In an ordered 2-colored complete graph (K n , ≺) with n = 2rs−3r−3s+6 vertices the first vertex v 1 has either at least (r−2)(s−1)+1 red neighbors or at least (r − 1)(s − 2) + 1 blue neighbors, according to Pigeon-hole principle. In the first case there is, according to Lemma 17, a red copy of (P r−1 , mon ) which creates red (C r , mon ) together with v 1 or a blue copy of (C s , mon ). The second case with large blue neighborhood is analogous and we thus always get either red (C r , mon ) or blue (C s , mon ).
For the lower bound we show a coloring of (K n , ≺) where n = 2rs − 3r − 3s + 5, which avoids a red copy of (C r , mon ) and a blue copy of (C s , mon ). An example of such coloring for r = s = 4 can be found in Figure 7 , part a) and for r = s = 3 in Figure 11 , part b). Consider a partition of the vertex set of (K n , ≺) into the following consecutive (in the ordering ≺) and disjoint subsets which we denote as S i , i = 1, 2, . . . , 2r − 3. If r is odd, then the first and last (r − 1)/2 subsets S i in ≺ have size s − 1 and the remaining r − 2 subsets S i have size s − 2. If r is even, then the first and last (r − 2)/2 subsets S i contain s − 2 vertices and the remaining r − 1 subsets S i have s − 1 vertices. Note that in both cases we have n vertices in total. We assume that the vertices of S i are of the form v i j where j = 1, . . . , |S i | and v i j ≺ v i k whenever j < k. We also refer to the index j as the index of a vertex v i j . The coloring of the edges is then defined as follows. First, we color all edges between vertices form the same set S i blue. Next, we introduce four types of pairs (S i , S j ), i < j, according to which we color edges between vertices from sets S i and S j . We say that (S i , S j ), i < j, is of the type:
• T < if j − i ≤ r − 2 and |S i | ≤ |S j |. In this case we color the edges {v i k , v j l } blue if k < l and red otherwise.
• T ≥ if j − i > r − 2 and |S i | < |S j |. Then the edges {v i k , v The main idea is that for the types T < and T ≤ we color blue the edges between vertices such that their indices are increasing or nondecreasing (i.e. those vertices are relatively far from each other), while for T > and T ≥ the indices are decreasing or non-increasing (such vertices are relatively close to each other). The distribution of the types of pairs, as well as the definition of those types, is illustrated on small examples in the following two figures.
T ≤ :
Figure 8: The types of pairs (S i , S j ) for s = 5 and colorings of corresponding edges.
Figure 9: Distribution of types of pairs (S i , S j ) for r = 3 (part a) and r = 4 (part b).
It remains to show that this coloring avoids forbidden cycles. We claim that our coloring does not contain a red copy of (C r , mon ). To prove this claim, suppose for a contradiction that there is such a copy. Note that it contains at most one vertex from each set S i , because their vertices induce blue cliques. The monotone path of length r induced by a red cycle also cannot have an edge which connects vertices from S i and S j where (S i , S j ) is of type T > or T ≥ , because in both cases we do not use vertices from at least r − 2 sets S k . This leaves at most 2r − 3 − (r − 2) = r − 1 sets each from we can use a single vertex. This is not possible, as (C r , mon ) contains r vertices. Hence the vertex indices on this monotone path are non-decreasing, as the path uses red edges between pairs (S i , S j ) only of types T < or T ≤ .
Since the number of sets S i of size s − 1 and the sets of size s − 2 is less than r, we have to use vertices from both of those variants. Therefore we have an edge between (S i , S j ) of type T ≤ in the monotone path, in which case the vertex indices decrease at least once (as they are connected with a red edge). However the longest edge in our red cycle is between sets of type T > or T ≥ and thus it connects vertices whose indices are non-decreasing. This is a contradiction, because from our observations their indices should decrease.
The other possibility is that all edges of the red monotone path are between pairs of types T < . Then the longest edge of the red cycle must be of type T ≥ , because it has to connect S i with S j where |S i | > |S j |. Here we have used the specific distribution of small and large sets S i . However then the vertex indices have to increase at least once and we already observed that this is not possible. A contradiction. Now we prove the nonexistence of a blue copy of (C s , mon ). Again, suppose that there is such a cycle. This time, we can use edges whose both endpoints are in the same S i . However the blue cycle has to use vertices from at least two sets S i , because neither of them contains s vertices.
Consider the blue monotone path of length s in our blue cycle. If it does not contain an edge between (S i , S j ) of type T > or T ≥ , then the vertex indices are non-decreasing. According to the distribution of small and large sets S i , there is at most one edge between vertices with the same vertex index. Such edge corresponds to a jump from a larger S i to a smaller S j , i.e. a pair of type T ≤ . Therefore the length of every such blue monotone path is at most vertex index of its last vertex plus one, where the additional one is added only when we use the previously described jump. In such a case the vertices of the path remain in the smaller sets S i and their indices are thus at most s − 2. Since every vertex has index at most s − 1, we see that in any case the longest such blue monotone path which avoids types T > and T ≥ has length at most s − 1 and it cannot form a blue cycle (C s , mon ) .
The last case to analyze is when the blue monotone path uses (exactly once) an edge between S i and S j with j − i > r − 2, i.e. pair T > or T ≥ . Such edge is at most one, because it jumps over at least r − 2 sets and we have 2r − 3 in total. Thus all the other edges of this path are either between pairs (S i , S j ) of types T < or T ≤ or they connect vertices from the same set. That is, except of the edge e the indices of endpoints of all other vertices are non-decreasing. The only case when vertex indices are not increasing is when we jump using an edge from a larger set to a smaller one and this can also happen at most once, according to the distribution of small and large sets. The construction implies that the longest edge of the blue monotone cycle is between pair of type T > or T ≥ , therefore the index of the last vertex is at most the index of the first vertex. Together with the previous observations, this gives us a contradiction for s ≥ 4. For s = 3 it suffices to observe that the monotone blue path cannot use an edge between a pair of type T > or T ≥ and the case s = 2 is trivial, as the construction contains a single vertex.
It could be interesting to extend this theorem to a multicolored case, even though it might be more demanding, as this question is still open for unordered cycles.
As noted by Cibulka et. al [5] , the coloring we have just constructed can be used to show an exact formula for so called geometric and convex geometric Ramsey numbers for cycles which is a concept introduced by Károlyi, Pach and Tóth [22] .
For a finite set of points P ⊂ R 2 in general position (no three points are collinear), we denote as K P the complete geometric graph on P which is a complete graph with vertex set P whose edges are straight-line segments between pairs of points of P . The graph K P is convex if the points from P are in convex position, that is, the set of vertices of K P is the set of vertices of a convex polygon. The geometric Ramsey number of G, denoted by RG(G), is the smallest integer n such that every complete geometric graph K P on n vertices with edges colored by two colors contains a monochromatic non-crossing copy of G. If we consider only convex complete geometric graphs K P in this definition, then we get so called convex geometric Ramsey number RC(G). Note that these numbers are finite only if G is outerplanar and that RC(G) ≤ RG(G) holds for every outerplanar graph G.
For cycles C n , n ≥ 3, Károlyi, Pach and Tóth [23] showed an upper bound RG(C n ) ≤ 2n 2 − 6n + 6 = 2(n − 2)(n − 1) + 2 and also observed that RC(C n ) ≥ (n − 1) 2 + 1 holds. The previous theorem implies that the upper bound is actually tight.
Corollary 18. For every integer n ≥ 3, we have RC(C n ) = RG(C n ) = 2(n − 2)(n − 1) + 2.
Proof. According to the upper bound of Károlyi et. al and the fact RC(C n ) ≤ RG(C n ), it suffices to show that RC(C n ) ≥ 2(n − 2)(n − 1) + 2. To do so, we use Theorem 8. Consider the coloring of complete ordered graph (K N , ≺), N = 2(n − 2)(n − 1) + 1 obtained in the proof of this theorem. If V (K N ) = {v 1 , . . . , v N } and v i ≺ v j for i < j, then we can map v i to the points (i, i 2 ) forming a set P ⊆ R 2 and join these points by straight line segments. Thus we obtain a convex geometric complete graph K P on N vertices. Now, it suffices to observe that each monochromatic non-crossing copy of C n in K P would correspond to a monochromatic copy of (C n , mon ) in (K N , ≺). This is because edges v i v j and v k v cross if and only if i < k < j < .
Paths
Before discussing ordered Ramsey theory for paths, we, again, recall results for unordered Ramsey numbers of paths. For two colors the problem of finding an exact formula for R (P r , P s ; 2) has been settled by Gerensér and Gyárfás [19] who showed that for 2 ≤ r ≤ s R (P r , P s ; 2) = s − 1 + r 2
holds. The multi-color case turned out to be more difficult, but some partial results are known (see [15, 21] , for an example).
The following natural question arises in ordered Ramsey theory: is there a graph G with two vertex ordering schemes and such that RO((G, ); 2) and RO((G, ); 2) differ in an asymptotically relevant term with respect to the number of vertices of G? Using a specific ordering of the path P r we show that this is indeed the case.
We know (see Proposition 3) that Ramsey numbers for ordered paths (P r , mon ) can grow quadratically with respect to r. Let us define another ordering scheme of a path. If P r is a path with vertices v 1 , . . . , v r and edges {v 1 , v 2 }, {v 2 , v 3 }, . . . , {v r−1 , v r }, then an alternating path (P r , alt ) is an ordered path where v 1 alt v 3 alt v 5 alt . . . alt v r alt v r−1 alt v r−3 alt . . . alt v 2 for r odd and v 1 alt v 3 alt v 5 alt . . . alt v r−1 alt v r alt v r−2 alt . . . alt v 2 for r even. That is (P r , alt ) ⊆ (K r/2 , r/2 , sep ). Note that an alternating path is a subgraph of every complete ordered bipartite graph with sufficiently many vertices and that similar statement does not hold for monotone paths. An example of an alternating path is found in Figure 10 , part a). Thus RO(P r , alt ; 2) remains linear with respect to r although they are not precise. To derive the upper bound we use a result from extremal theory of {0, 1}-matrices which was mentioned in the motivation (Section 2.2).
The following definitions are taken from [4] . We say that a r × s matrix M is minimalist if ex M (m, n) = (s − 1)m + (r − 1)n − (r − 1)(s − 1). If the matrix M was created from a matrix M by adding a new row (or a column) as the new first or last row (column) and this new row (column) contains a single 1-entry next to a 1-entry of M , then we say the M was created by an elementary operation from M .
Lemma 20 (Z. Füredi and P. Hajnal [18] ). Let M be an r × s minimalist matrix and let M be an r × s nonempty matrix obtained from M by applying several elementary operations. Then M is minimalist.
Proof of proposition 19. For the lower bound we color the edges {v i , v j } in (K 2r−3 , ≺) red if |i − j| is even and blue otherwise. Suppose that there is a red copy of (P r , alt ) in our coloring. Then the number of vertices between the first and last one in the alternating path is at least 2r − 4 which is, together with the first and last one, more than the total number of vertices. An analogous argument works for a blue copy of (P r , alt ).
For the upper bound we find a monochromatic copy of (P r , alt ) in a given edge 2-colored graph (K n/2 , n/2 , sep ). Suppose that at least one half of edges is colored red and consider only such edges. Note that (P r , alt ) is an ordered subgraph of (K r/2 , r/2 ) and thus we can consider the r/2 × r/2 {0, 1}-matrix M (P r , alt ) = M introduced in the motivation. An example of such matrix can be found in Figure 10, part b) . By Lemma 20 all such matrices are minimalist.
Therefore ex M ( n/2 , n/2 ) = ( r/2 −1) n/2 +( r/2 −1) n/2 −( r/2 −1)( r/2 −1) and this is at most 1/4(2rn+4r −3n−4−r 2 ). Thus every K n/2 , n/2 which does not contain (P r , alt ) as a subgraph must have at most this many edges. On the other hand our graph formed by red edges has at least 1/2 n/2 · n/2 ≥ n(n − 1)/8 edges. Thus to avoid (P r , alt ) the inequality 1/4(2rn + 4r − 3n − 4 − r 2 ) ≥ n(n − 1)/8 must hold and consequently we obtain n ≤ (4r − 5 + √ 8r 2 − 8r − 7)/2 and the result follows.
There is still a place for improvement, as the multiplicative factor is between 2 and 2+ √ 2. Computer experiments indicate that the right values of RO(P r , alt ; 2) could be of the from (r − 2) Table 1 . , alt ) ; 2) for r ≤ 13.
Corollary 21.
There is a graph G on n vertices and ordering schemes and of G such that RO((G, ); 2)/ RO((G, ); 2) = Ω(n).
Proof. Use G = P r with orderings mon and sep and compare the previous result with Proposition 3.
For general ordered paths not much is known currently. In [5] J. Cibulka et. al showed that for every ordered path (P r , ≺) and clique K s we have
That is, for general ordered paths (P r , ≺) we have RO((P r , ≺); 2) ≤ r O(log(r)) . We are not aware of any other general bounds.
Lower Bounds
The following proposition, whose proof is based on a classical probabilistic argument, gives us a general lower bound on Ramsey numbers of ordered graphs. Using this result we can derive a lower bound for dense graphs which is exponential in the number of vertices. Proposition 9 is a special case of this assertion as if a graph G on v vertices has Ω(v 1+ε ) edges for some ε > 0, then we get RO((G, ≺); 2) = Ω(v2 v ε ) for any vertex ordering ≺ of G. Applying this result to complete bipartite graphs K k,k , we see that their ordered Ramsey numbers are bounded by Ω(k2 k/2 ) no matter what vertex ordering we choose. See Corollary 23. Let us mention that for the unordered case, except of R (K 3,3 ; 2) = 18, basically no exact values for R (K r,s ; c) are known. However Chung and Graham [7] derived the following general bounds
where e is the base for natural logarithms.
Proposition 22. Let c, r and s be positive integers and let ≺ 1 , . . . , ≺ c be vertex orderings of a graph G = (V, E) with v vertices and m edges. Then we have
Proof. Let (K n , ≺) be a complete ordered graph. We c-color its edges independently at random with probability 1/c for each color. Then the probability that a set S ⊂ V of size v induces (G, ≺ i ) in color i is (1/c) m , since the ordering ≺ i determines the set of edges. Using union bound we derive
Considering the Stirling's approximation formula k! ∼ √ 2πk k e k we can bound this probability from above by
This expression is strictly smaller than 1 for n < v √ 2πv(v/e)c (m−1)/v . Hence we get that for such n there exists a c-coloring of edges of (K n , ≺) which avoids (K r,s , ≺ i ) for all i = 1, . . . , c. , while for dense graphs the ratio
might be more convenient, as we know, according to the previous proposition, that their ordered Ramsey numbers are exponential. So far we have seen examples (monotone paths and cycles) where the order of this first ratio was O(n). Using the fact that graphs with bounded maximum degree have linear Ramsey numbers with respect to their size, the following theorem implies that we can do better.
Theorem 24.
There is a graph G with maximum degree three and ordering of its vertices such that RO((G, ); 2) = Ω(n log 2 5 ).
Proof. First, we show a recursive construction of such ordered graph, which we denote as (G k , k ), k ∈ N. Let (G 1 , 1 ) consist of a single edge. Then for k ≥ 1 the graph (G k+1 , k+1 ) is constructed as follows. Let n k = |V (G k )| and consider vertices v 0 k+1 . . . k+1 v 2n k +1 . On the vertices from {v in k +1 , . . . , v (i+1)n k }, i = 0, 1, we build copies of (G k , k ) and then we place new edges
consists of two consecutive copies of (G k , k ) and two new extremal vertices placed on Hamiltonian monotone cycle. The first steps of the construction are depicted in Figure 11 , part a). It is easy to check that n k = 2 k+1 − 2 and that no vertex has degree more than three. Now, we show a construction of a coloring c k of a sufficiently large complete graph which avoids monochromatic copy of (G k , k ). We do it, again, recursively with respect to k. Let N k denote the number of vertices of a complete graph whose edges are being colored according to c k . The coloring c 1 is trivial, as we set N 1 = 1. For k ≥ 1, let N k+1 = 5N k = 5 k and let the given ordered set of N k+1 vertices be separated into five disjoint consecutive subsets S i of size N k . We color the edges induced by the vertices from each S i by c k . It remains to color the edges between S i and S j , i = j. To do so, we use the coloring from Figure 11 , part b), which avoids monochromatic monotone cycles. Each set S i corresponds to the i-th vertex of the graph R from this figure and all edges between S i and S j get the same color as the edge between the i-th and j-th vertex in R. It remains to show that there is no monochromatic copy of (G k , k ) in (K N k , ≺) colored with c k . This is done by induction on k. The coloring c 1 avoids (G 1 , 1 ) as K N 1 has only one vertex. Let k ≥ 2 and suppose for a contradiction that there is a monochromatic copy of (G k , k ) in (K N k , ≺). Then this copy cannot be contained in at most two sets S i , as otherwise there would be a monochromatic copy of (G k−1 , k−1 ) in one of those sets. However this is impossible, as the edges induced by S i are colored by c k−1 which, using inductive hypothesis, avoids such copy. Thus (G k , k ) occupies at least three sets S i . However this is also impossible, as in this case there are edges between such sets S i which would form a monochromatic monotone cycle of length at least three in R. In any case we have obtained a contradiction, so we have RO((G k , k ); 2) ≥ N k and expressing k as k = log 2 (n k + 2) − 1 we get the result.
The ratio between numbers R (G; 2) and RO((G, ); 2) achieved by this theorem is Ω(n −1+log 2 5 ) ∼ Ω(n 1.32 ). However the maximum difference one can obtain is still unknown.
Conclusions
We have introduced Ramsey theory for ordered graphs and showed estimates and exact formulas for Ramsey numbers of various classes of graphs, including stars, complete bipartite graphs, cycles and paths. We have also discussed how the vertex orderings can affect Ramsey numbers showing that different orderings really matter.
There is a plenty of new questions which arise in the ordered Ramsey theory. We still do not know exact formulas for wide spectrum of graphs. It could be possible to show such formulas for all ordered stars, since their vertex orderings are not difficult to describe. Showing exact forms of ordered Ramsey numbers for ordered complete bipartite graphs such as (K k,k , sep ) or (K k,k , mix ) might be more challenging, but some non-trivial upper bounds or explicit constructions for lower bounds could be also interesting.
As we already mentioned, computing the exact formula for ordered Ramsey numbers of monotone cycles with at least three colors involved would be of its own interest too. Although the monotone orderings of cycles seem to be the most natural ones, there are also other possible orderings one can consider. Note that every ordering of C 4 shown in Figure 6 can be naturally extended into the following ordering schemes. We say that a cycles C r with edges {v 1 , v 2 }, . . . , {v r−1 , v r } and {v 1 , v r } is an alternating cycle if the vertices are ordered the same as in alternating paths (see Section 3.3). Similarly, this cycle is called mixed if v 1 mix v r mix v 2 mix v r−1 mix . . . v r/2+1 mix v r/2 . See Figure 12 . Having these schemes we can ask, as in the case for monotone cycles, for the exact forms of Ramsey numbers of these ordered cycles. It could be especially interesting for even alternating cycles, as they do not contain monotone path of length three as an ordered subgraph. Similar situation holds for paths. Except for the well-known monotone case, what are the Ramsey numbers of other ordered paths?
. . . Computing exact formulas for Ramsey numbers are not the only problems ordered Ramsey theory can offer. We can also ask questions which concern the structure of optimal colorings. Let us define the maximum ordered Ramsey number RO max k (H; c) for positive integers c and k and for a k-uniform hypergraph H as the maximum of RO k ((H, ≺); c) taken over all possible vertex orderings of H. We can define the minimum ordered Ramsey number RO min k (H; c) of a hypergraph H analogously. Afterwards we can not only ask what are such Ramsey numbers for different hypergraphs, but we can also be interested in what properties of vertex orderings make ordered Ramsey numbers grow faster. We have observed that the length of monotone paths contained in the ordered graphs might be important. For paths this observation indicates that mon could maximize ordered Ramsey numbers for ordered paths. Question 1. Is it true that for every positive integer r we have RO max (P r ; 2) = RO((P r , mon ); 2)?
Also, is it true that for every positive integer r we have RO min (P r ; 2) = RO((P r , alt ); 2)?
More fundamental question is whether there is a formula for the numbers RO max (G r ; 2) or RO min (G r ; 2) where G r are graphs on r vertices from some specified graph class (such as paths, cycles, cliques, etc.) and if so, what is the asymptotic difference between those numbers?
Another very natural question is: what are the ordered Ramsey numbers of graphs with bounded degrees? We have seen that they can grow faster than quadratically with respect to the number of vertices. However we do not have any reasonable upper bound. So we do not even know whether there are graphs with bounded degrees such that their ordered Ramsey numbers grow exponentially or if those numbers are bounded by some polynomial. Question 2. Let G be a graph with maximum degree ∆ and let be some ordering scheme of its vertices. How fast (with respect to the number of vertices) can RO((G, ); 2) grow?
The last question we would like to mention is the following: what is the maximum difference one can get comparing RO((G, ); 2) and RO((G, ); 2) with respect to the size of G? So far we have a gap which grows slightly faster than linearly and, again, no reasonable upper bound.
