In this Letter we address the problem of evaluation of the profile, f(x), of a function from the data on measured slope, f'(x), by integration. The slope is measured in a given set of points Xn~n!:!.x, n = 0, ... , N -1 [to shorten the notation we write f~instead of f'(xn)J, and from these data we should obtain the profile with the highest possible accuracy.1 Many numerical integration methods have been described in the literature. 2 The best-known numerical integration methods are based on the Newton-Cotes quadrature expressions such as the trapezoidal rule, the Simpson rule, and the 3/8 Simpson rule. In general, these methods are designed to evaluate an integral in a given interval by some iterative procedure. The integral is evaluated for a given sampling distance !:!.x of the slope function, f'(x), then this distance is decreased (i.e., !:!.xI2), and the integral is evaluated again. The iterations are continued until some criterion of convergence is fulfilled. The higher the order of the rule, the faster the convergence. For the iterative procedure to be applied, the slope function, f'(x), has to be evaluated analytically or numerically at the sampling points. However, for the problem of profile measurement that we are dealing with, this cannot be done. The slope function is available only at the measured points, and no more measurements can be performed. Then, the question is which integration method is the most appropriate. In Ref.
3, Elster and Weingartner tested several integration methods with different functions to determine the best method in terms of reconstruction errors. The best was cubic spline interpolation of the slope data, followed by subsequent integration of the spline function.
In general, all integration methods, such as Newton-Cotes quadrature expressions and spline interpolation, assume some kind of interpolation be-0146-9592/02/221986-03$15.00/0 tween the data. It is known that, given sampled data, the best interpolation is sinc interpolation,4 which has an efficient computational implementation in the Fourier domain. Therefore, here we propose integration of the function in the Fourier domain when the most-accurate interpolation is automatically carried out. The facts that integrations methods such as the Newton-Cotes quadrature expressions are recursive and that they are particular implementations of signal digital filtering permit us to study all these methods in the Fourier domain. We propose this kind of analysis as a tool for comparing the different integration methods and how the noise will affect the final result.
First, we describe the first three Newton-Cotes quadrature rules and the integration in the Fourier domain. Then, we show that all these methods can be studied as some kind of digital filtering in the Fourier domain, and the frequency responses of the integration methods are deduced. These frequency responses or transfer functions give us an adequate tool for analyzing the different integration methods.
The three first Newton-Cotes quadrature rules are the trapezoidal, the Simpson, and the
3/8
Simpson rules. 5 The closed trapezoidal, Simpson, and 3/8 Simpson rules are given by f = (!:!.xI2)(fi + f~), f = (!:!.xI3)(fi + 4f~+ fD, and f = (3!:!.xI8) (fi + 3f~+ 3f~+ fD, respectively. To obtain the profile fi we need to apply these expressions recursively. In all the methods we arbitrarily choose the value of the integral in the first point to be zero. Then, for the trapezoidal rule, we obtain
In the Simpson rule the second point needs to be evaluated by the trapezoidal rule; then,
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In the 3/S Simpson rule the second and the third points need to be evaluated by the trapezoidal rule and the Simpson rule, respectively; then,
(S)
where we denote with capital letters the DFTs of the functions in lowercase letters:
By DFT of these expressions we obtain
vN k~O
Therefore the frequency responses of these integrators are, respectively,
of the
In the cubic spline interpolation, a cubic polynomial is evaluated between every couple of points3 and then an analytical integration of these polynomials is performed.
As mentioned above, the most-accurate signal interpolation is provided by discrete sinc interpolation.4 Discrete-signal sinc interpolation can be easily implemented in the domain of a discrete Fourier transform (DFT).6 This suggests the use of DFT-based signal integration.
Let {FI(r)} be samples ofthe DFT spectrum of slope function Uk}:
Then samples of the function can be obtained as an inverse DFT:
where {T}r} are samples of frequency response integration filter:
If input noise is uncorrelated, its spectral density is a constant proportional to the noise variance, O';np.
Variance of the output noise in this case can be computed as
The knowledge of frequency responses {Y/r} of the integrators also allows us to easily evaluate how they transform additive signal-independent input noise. If the spectral density of the input noise is N:np, the spectral density of the integrator output noise is
In Fig. 1 tendencies mean that the noise in these frequencies will be enhanced, as we show in the next example.
In Fig. 2 an example of reconstruction of the profile from the slope is shown. Figure 2(a) shows the original slope and the slope with additive Gaussian noise of zero mean and variance 1. In Fig. 2(b) the original profile and the profiles obtained with the four integration methods are shown. As the frequency of the profile is not very high, the reconstructions obtained with the three methods are very similar. Figure 2(c) shows a magnified part of Fig. 2(b) in which only the profiles obtained with the Fourier method, the trapezoidal rule, and the Simpson rule are drawn. The trapezoidal rule and the integration in the Fourier domain give almost the same result for this function, whereas the Simpson rule presents high-frequency oscillating behavior (the period is two pixels) because of the frequency response of the high frequency. Figure 2(d) is similar to Fig. 2(c) ; in the latter case the profile obtained with the 3/8 Simpson rule is drawn. Here oscillating behavior that is due to the frequency response ofthe integration method (the period is three pixels) is also visible. As can be seen from Fig. 1 , this frequency response tends to infinity for a frequency that is 2/3 of the maximum frequency.
Then, from this analysis we can conclude that known numerical integration methods are not well adapted for these kinds of problems. For the function that we have used, the trapezoidal rule and the Fourier domain method give similar results, although, as follows from the analysis of their frequency responses, the trapezoidal rule tends to excessively attenuate signal high frequencies. We have also shown that the study ofthe integration methods in the Fourier domain by means of their frequency response is a powerful tool for studying the behavior of these methods in solving the problem of obtaining the profile from a given set of measured slopes .
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s 10" 10 symmetric we represent only half this curve. The maximum frequency is normalized to 0.5. From the figure one can see that the integration methods are low-pass filters and that they are almost identical at low frequencies, whereas at higher frequencies the 3/8 Simpson, Simpson, and trapezoidal integration methods tend to introduce integration errors. The frequency response of the 3/8 Simpson rule tends to infinity for the 2/3 of the maximum frequency, and the frequency response of the Simpson rule has almost the same tendency for the maximum frequency. These
