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Abstract
In this article we prove the continuity of the deterministic function u : [0, T ]×D¯ → R, defined
by u (t, x) := Y t,xt , where the process (Y
t,x
s )s∈[t,T ] is given by the generalized multivalued
backward stochastic differential equation:
−dY t,xs + ∂ϕ(Y
t,x
s )ds + ∂ψ(Y
t,x
s )dA
t,x
s ∋ f(s,X
t,x
s , Y
t,x
s )ds
+g(s,Xt,xs , Y
t,x
s )dA
t,x
s − Z
t,x
s dWs , t ≤ s < T,
YT = h(X
t,x
T ).
The process (Xt,xs , A
t,x
s )s≥t is the solution of a stochastic differential equation with reflecting
boundary conditions.
Keywords or phrases: Feynman–Kac formula; Reflected diffusion processes; Continuity
w.r.t. initial data; Neumann–Dirichlet boundary conditions.
1. Introduction
It is well known that the probability methods represent often a tool to infer the re-
sults from the deterministic analysis by solving some stochastic equations. We refer here
to the Feynman–Kac formula which allows to represent the solution of the parabolic equa-
tion
∂u
∂t
(t, x) −
1
2
∆u (tx) + c u (t, x) = h (t, x), (t, x) ∈ (0, T ] × Rd with the initial condition
u (0, x) = κ (x), x ∈ Rd. A similar formula occurs in the case of a problem with boundary
conditions (see, e.g., [9]). With the advent of the backward stochastic differential equations
(BSDEs for short) it has become possible to extend the Feynman–Kac formula to semilin-
ear parabolic or elliptic partial differential equations (PDEs for short) with various type of
boundary conditions (see [24], [20], [10], [21] and [6]). In 1998 Pardoux & Zhang proved in
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[23] a probabilistic formula for the viscosity solution of a system of semilinear PDEs with
Neumann boundary condition
∂ui
∂t
(t, x) + Ltui (t, x) + f
(
t, x, u(t, x), (∇uiσ) (t, x)
)
= 0, t ∈ (0, T ], x ∈ D,
∂ui
∂n
(t, x) = g
(
t, x, u(t, x)
)
, t ∈ [0, T ], x ∈ Bd (D) ,
u(T, x) = h(x), x ∈ D, i = 1, k ,
where Lt is a second–order differential operator defined by
Ltv(x) =
1
2
Tr
[
σ(t, x)σ∗(t, x)D2v(x)
]
+
〈
b(t, x),∇v(x)
〉
, for v ∈ C2(Rd).
and D is an open connected bounded subset of Rd of the form D =
{
x ∈ Rd : ℓ (x) < 0
}
with the boundary Bd (D) =
{
x ∈ Rd : ℓ (x) = 0
}
, where ℓ ∈ C3b
(
R
d
)
and |∇ℓ (x)| = 1, for
all x ∈ Bd (D). The outward normal derivative of a function v ∈ C1 (Bd (D)) is given by
∂v (x)
∂n
= 〈∇ℓ (x) ,∇v (x)〉 for all x ∈ Bd (D) .
Afterwards, in [15], the authors proved a generalized Feynman–Kac formula in order
to represent the viscosity solution of the following parabolic variational inequality with a
mixed nonlinear multivalued Neumann–Dirichlet boundary condition driven by subdiffer-
ential operators ∂ϕ and ∂ψ (associated to the convex lower semicontinuous (l.s.c. for short)
functions ϕ,ψ : R → (−∞,+∞]):
∂u(t, x)
∂t
− Ltu (t, x) + ∂ϕ
(
u(t, x)
)
∋ f
(
t, x, u(t, x)
)
, t > 0, x ∈ D,
∂u(t, x)
∂n
+ ∂ψ
(
u(t, x)
)
∋ g
(
t, x, u(t, x)
)
, t > 0, x ∈ Bd (D) ,
u(0, x) = h(x), x ∈ D.
(1)
More precisely, it was proved that the deterministic function u : [0, T ]×D → R, given by the
probabilistic representation formula
u (t, x) := Y t,xt , (t, x) ∈ [0, T ]×D, (2)
where (Y t,xs )s∈[t,T ] is the unique solution of a proper backward stochastic variational in-
equality, is the unique viscosity solution of the above multivalued problem.
A link between backward stochastic variational inequalities with oblique subgradients
and the viscosity solution for a semilinear parabolic variational inequality of type (1), with-
out boundary conditions but featuring an oblique reflection, was constructed in [8]. An-
other generalization was recently made in [17, 18] by considering a fully coupled forward–
backward stochastic variational inequality and its associate generalized quasilinear parabolic
variational inequality of type (1) on the whole space.
The aim of this paper is to provide a proof for the continuity of the function (t, x) 7→
u (t, x) = Y t,xt . We mention that the proof of the continuity given in [15, Corollary 14–(c)]
is not correct, since inequality (40) from [15, Proposition 13] has a missing term (for the
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correct statement of [15, Proposition 13] see the last section of this paper). Our main result
constitutes the correct proof of point (c) of Corollary 14 from [15].
In order to obtain the principal result we should assume the additional condition (11)
(see the next section). Moreover, we restrict ourselves to the case where coefficient f does
not depend on Z. Based on the remark that (t, x) 7→ Y t,xt is a deterministic function, the
idea used in this paper is to prove that, for any (tn, xn) → (t, x) , the sequence (Y n)n∈N :=(
Y tn,xn
)
n∈N
is tight with respect to the S–topology (Jakubowski’s topology [11]) on the space
D ([0, T ] ,Rm) of ca`dla`g functions and changing the probability space to have the conver-
gence almost sure on a subsequence. Similar ideas can be found in [2, Section 4]. We
work with the S–topology because we need the continuity of the application D ∋ y 7−→∫ s
0 g (r, y (r)) dAr , where h is a continuous function and A is a continuous non–decreasing
function. This property is not true in Meyer–Zheng topology (unless the measure induced
by A is absolutely continuous with respect to the Lebesgue measure).
We emphasize that, in our opinion, the techniques presented in our paper are very useful
in various cases presented in many other papers; starting with [23] the viscosity solution
of various types of parabolic PDEs with Neumann boundary condition, via probabilistic
methods, represent the subject of: [3, 28, 4, 29, 7, 26, 27, 1], and all of themused the continuity
of the function (t, x) 7→ u (t, x) defined through the solution of a suitable backward equation.
The article is organized as it follows: In Section 2 we recall the notations, assumptions
and the existence results for the forward–backward stochastic system envisaged by our
work. Section 3 presents the main result of the paper, while Section 4, Annexes, deals with
some auxiliary results which concern bounded variation functions in the ca`dla`g case as well
as passing to the limit theorems. The last section, Erratum, presents the new statement of
Proposition 13 from [15].
2. Preliminaries
We adopt the notations and assumptions used in [15].
Throughout this paper, (Wt)t≥0 denotes a d–dimensional standard Brownian motion de-
fined on a complete probability space (Ω,F ,P). For s, t ≥ 0, F ts denotes the σ–algebra
σ(1N ,Wr −Wt; t ≤ r ≤ s ∨ t,N ∈ N ), where N is the set of P–null events of F .
Let D be a open connected bounded subset of Rd of the form
D = {x ∈ Rd : ℓ (x) < 0}, Bd (D) = {x ∈ Rd : ℓ (x) = 0},
where ℓ ∈ C3b (R
d), |∇ℓ (x)| = 1, for all x ∈ Bd (D).
The stochastic process (Y t,xs )s∈[0,T ] from the representation formula (2) is defined through
the following stochastic problem.
We fix T > 0. For each (t, x) ∈ [0, T ]× D¯ arbitrary fixed, let
(Xt,xs , A
t,x
s , Y
t,x
s , Z
t,x
s , U
t,x
s , V
t,x
s ) : Ω→ R
d × R× Rm × Rm×d × Rm × Rm, s ∈ [0, T ]
be a sextuple of F ts–progressively measurable stochastic processes (p.m.s.p. for short) such
that:
• Xt,x : Ω× [0, T ]→ D¯ and Y t,x : Ω× [0, T ]→ Rm are continuous stochastic processes,
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• At,x : Ω× [0, T ]→ R+ is an increasing continuous stochastic process
•
∫ T
0
(
|U t,xr |dr + |V
t,x
r |dA
t,x
r + |Z
t,x
r |2dr
)
<∞, P–a.s. and
(Xt,xs , A
t,x
s , Y
t,x
s , Z
t,x
s , U
t,x
s , V
t,x
s )s∈[0,T ] satisfiesP–a.s. the following decoupled forward–
backward stochastic differential system:
(a) Xt,xs = x+
∫ s∨t
t
b(r,Xt,xr )dr +
∫ s∨t
t
σ(r,Xt,xr )dWr −
∫ s∨t
t
∇ℓ(Xt,xr )dA
t,x
r ,
(b) At,xs =
∫ s∨t
t
1{Xt,xr ∈Bd(D)}
dAt,xr ,
(c) Y t,xs +
∫ T
s∨t
U t,xr dr +
∫ T
s∨t
V t,xr dA
t,x
r = h(X
t,x
T ) +
∫ T
s∨t
f
(
r,Xt,xr , Y
t,x
r
)
dr
+
∫ T
s∨t
g
(
r,Xt,xr , Y
t,x
r
)
dAt,xr − (M
t,x
T −M
t,x
s ),
(d)
∫ s2
s1
〈v − Y t,xr , U
t,x
r 〉dr +
∫ s2
s1
ϕ
(
Y t,xr
)
dr ≤
∫ s2
s1
ϕ (v) dr,
(e)
∫ s2
s1
〈v − Y t,xr , V
t,x
r 〉dA
t,x
r +
∫ s2
s1
ψ
(
Y t,xr
)
dAt,xr ≤
∫ s2
s1
ψ (v) dAt,xr ,
(3)
for all s, s1, s2 ∈ [0, T ] , such that 0 ≤ t ≤ s1 ≤ s2 and any v ∈ Rm, where
M t,xs :=
∫ s∨t
t
Zt,xr dWr =
∫ s∨t
t
Zˆt,xr dM
Xt,x
r ,
withMX
t,x
s =
∫ s∨t
t σ(X
t,x
r )dWr (the martingale part of the reflected diffusion process)
and Zt,xr = (σ(X
t,x
r ))
∗
Zˆ
t,x
r .
Here above we consider the extension U t,xs = V
t,x
s = 0 for 0 ≤ s < t.We notice that, for
0 ≤ s ≤ t,Xt,xs = x, A
t,x
s = 0, Y
t,x
s = Y
t,x
t , Z
t,x
s = 0 and the last two conditions from (3) mean
that U t,xs (ω) ∈ ∂ϕ(Y
t,x
s (ω)), ds–a.e. on [t, T ] and V
t,x
s (ω) ∈ ∂ψ(Y
t,x
s (ω)), dAs–a.e. on [t, T ] ,
P–a.s.
If we denote
K1,t,xs :=
∫ s
0
U t,xr dr and K
2,t,x
s :=
∫ s
0
V t,xr dA
t,x
r ,
then, from conditions (3–d, e) and using Proposition 21, we obtain that, as measure on [0, T ] ,
dK1,t,xs ∈ ∂ϕ(Y
t,x
s )ds, P–a.s. and dK
2,t,x
s ∈ ∂ψ(Y
t,x
s )dA
t,x
s , P–a.s. (4)
Our aim is to prove the continuity of the deterministic function
u : [0, T ]× D¯ → Rm, u (t, x) := Y t,xt .
The assumptions required along the paper are:
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• The functions
b : [0,∞)× Rd → Rd, σ : [0,∞)× Rd → Rd×d,
f : [0,∞)×D × Rm → Rm, g : [0,∞)× Bd (D)× Rm → Rm,
h : D → Rm are continuous.
(5)
• There exist β ∈ R and L, γ ∈ R+ such that for all t ∈ [0, T ] , x, x˜ ∈ Rd :
|b (t, x)− b (t, x˜) |+ |σ (t, x)− σ (t, x˜) | ≤ L |x− x˜| , (6)
and for all t ∈ [0, T ] , x ∈ D, u ∈ Bd (D) , y, y˜ ∈ Rm :
(i) 〈y − y˜, f(t, x, y)− f(t, x, y˜)〉 ≤ β|y − y˜|2,
(ii)
∣∣f(t, x, y)∣∣ ≤ γ(1 + |y|),
(iii) 〈y − y˜, g(t, u, y) − g(t, u, y˜)〉 ≤ β|y − y˜|2,
(iv)
∣∣g(t, u, y)∣∣ ≤ γ(1 + |y|).
(7)
• The functions
(i) ϕ,ψ : Rm → (−∞,+∞] are proper convex l.s.c. such that
(ii) ϕ (y) ≥ ϕ (0) = 0 and ψ (y) ≥ ψ (0) = 0, for all y ∈ Rm,
(8)
and there exists a positive constantM such that
(i)
∣∣ϕ(h(x))∣∣ ≤M, for all x ∈ D,
(ii)
∣∣ψ(h(x))∣∣ ≤M, for all x ∈ Bd (D) . (9)
For the definitions of the domain of ϕ and for the subdifferential operator ∂ϕ see Annex
4.5.
• The compatibility assumptions: for all ε > 0, t ≥ 0, x ∈ Bd (D), x˜ ∈ D and y ∈ Rm,
(i) 〈∇ϕε (y) ,∇ψε (y)〉 ≥ 0,
(ii) 〈∇ϕε (y) , g (t, x, y)〉 ≤ 〈∇ψε (y) , g (t, x, y)〉+,
(iii) 〈∇ψε (y) , f (t, x˜, y)〉 ≤ 〈∇ϕε (y) , f (t, x˜, y)〉+,
(10)
where a+ = max {0, a} and∇ϕε (y),∇ψε (y) are the unique solutions U and V , respec-
tively, of the equations
∂ϕ(y − εU) ∋ U and ∂ψ(y − εV ) ∋ V.
• In addition to [15] we impose: for all t, t˜ ∈ [0, T ], x ∈ Bd (D), y, y˜ ∈ Rm∣∣g(t, x, y) − g(t˜, x˜, y˜)∣∣ ≤ β (|t− t˜|+ |x− x˜|+ |y − y˜|) . (11)
The last assumption is necessary in this stronger version (with respect to [15]) in order
to obtain the convergence (44).
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It follows from [13, Theorem 3.1] that, under the assumptions (5–6), for each (t, x) ∈
[0, T ]×D, there exists a unique pair of continuousF ts–p.m.s.p. (X
t,x
s , A
t,x
s )s≥t, with values in
D × R+, the solution of the reflected stochastic differential equation (3−a, b) with At,x being
an increasing stochastic process.
Since D is a bounded set,
sup
s≥0
|Xt,xs | ≤M. (12)
Proposition 1. Under the assumptions (5–6), for all κ > 0, p ≥ 1, there exists a positive constant
C such that for all s, t, t′ ∈ [0, T ], x, x′ ∈ D :
(a) E sup
s∈[0,T ]
|Xt,xs −X
t′,x′
s |
p + E sup
s∈[0,T ]
|At,xs −A
t′,x′
s |
p ≤ C
(
|x− x′|p + |t− t′|
p
2
)
,
(b) E|At,xs |p ≤ C
(
1 + | (s ∨ t)− t|p
)
,
(c) E[eκA
t,x
T ] ≤ C , and
(d) (t, x) 7→ E
∫ T
t
h1(s,X
t,x
s )ds + E
∫ T
t
h2(s,X
t,x
s )dA
t,x
s : [0, T ]×D → R is continuous,
for every continuous functions h1, h2 : [0, T ]×D → R.
(13)
Proof. The proof follows the techniques from [22], Proposition 4.55 associated with Propo-
sition 3.22, and Corollary 4.56. Roughly speaking, the main idea is to use Itoˆ’s formula in
order to compute d
[
exp
[
δ
(
ℓ(Xt,xr ) + ℓ(X
t′,x′
r )
)](
X
t,x
r −X
t′,x′
r
)]
, where δ is a strictly positive
constant (which exists due to [22, Theorem 4.47]) such that
−〈Xt,xs −X
t′,x′
s ,∇ℓ(X
t,x
r )dA
t,x
r −∇ℓ(X
t′,x′
r )dA
t′,x′
r 〉
≤ δ|Xt,xs −X
t′,x′
s |
2
(
dAt,xr + dA
t′,x′
r
)
, a.s.
Moreover, we use the form of the process At,x due to Itoˆ’s formula:
At,xs =
∫ s∨t
t
Lrℓ(X
t,x
r )dr +
∫ s∨t
t
〈
∇ℓ(Xt,xr ), σ(r,X
t,x
r )dWr
〉
−
[
ℓ(Xt,xs )− ℓ (x)
]
.
Under the assumptions (5)–(10), it follows from [15, Theorem 9] (with k = 1 and τ re-
placed by T ) that for each (t, x) ∈ [0, T ]×D there exists a unique 4–tuple (Y t,x, Zt,x, U t,x, V t,x) of
p.m.s.p. such that Y t,x has continuous trajectories, and for any µ ≥ 0 there exists a positive
constant C independent of (t, x) such that
E sup
s∈[0,T ]
eµA
t,x
s |Y t,xs |
2 + E
∫ T
0
eµA
t,x
s |Y t,xs |
2(ds + dAt,xs ) ≤ C,
E
∫ T
0
eµA
t,x
s |Zt,xs |
2ds ≤ C,
E
∫ T
0
eµA
t,x
s |U t,xs |
2ds+ E
∫ T
0
eµA
t,x
s |V t,xs |
2dAt,xs ≤ C,
and BSDE (3−c, d, e) is satisfied.
We remark in addition that the functions f , g depend on ω only through the processXt,x.
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3. Main result
We define
u(t, x) = Y t,xt , (t, x) ∈ [0, T ]×D, (14)
which is a determinist quantity since Y t,xt is F
t
t = σ (N )–measurable.
From the Markov property we have
u(s,Xt,xs ) = Y
t,x
s . (15)
We highlight that the continuity of application (t, x) 7→ u (t, x) does not follow anymore
directly from inequality (40) from [15, Proposition 13] as it was declared in [15, Corollary
14–(c)] (see the last section for the correct statement of Proposition 13). Our article involves
new arguments. Since the function u is defined through Y t,x, the problem of continuity of
u is a consequence of the continuity of the stochastic process (Y t,xs )s∈[0,T ] with respect to the
initial data (t, x). We will give first a generalization of [2, Proposition 15] to our backward
stochastic equation; more precisely, we will show that (Y n)n∈N :=
(
Y tn,xn
)
n∈N
is tight in a
suitable topological space and we will use the techniques presented in [2, Section 4] and [3,
Section 3]. This approach forces us to restrict to the case where coefficient f does not depend
on Z (for a more detailed explanation see the comments from [19, Section 6, page 535]).
Let us consider the Skorohod space D = D ([0, T ] ,Rm) of ca`dla`g functions y : [0, T ]→ Rm
(i.e. right continuous and with left–hand limits) endowed with S–topology (introduced by
Jakubowski in [11]). The spaces C
(
[0, T ] ,Rd
)
of continuous functions are equipped with the
topology provided by the supremum norm ‖u‖T := sups∈[0,T ] |u (s)| .
For the convenience of the reader, we summarize in the Annexes the definitions and
remarks concerning S–topology (see also [11]), as well as Helly–Bray type results, corre-
sponding to the S–convergence case.
The main result of this article is the following:
Theorem 2. Under assumptions (5)–(11), function
(t, x) 7→ u (t, x) = Y t,xt : [0, T ] ×D → R
m
is continuous.
Remark 3. Using the continuity of u it was proved in [15] that in the casem = 1 this function is the
unique viscosity solution of the parabolic variational inequality with mixed nonlinear multivalued
Neumann–Dirichlet boundary condition (1).
Proof of Theorem 2. Let (tn, xn) → (t, x), as n → ∞. To prove that u (tn, xn) → u (t, x) is
equivalent with proving that any subsequence has a further subsequence which converges
to u (t, x). Let (tnk , xnk) be an arbitrary subsequence still denoted in the sequel by (tn, xn) .
Using the definitions
fn (r, x, y) := 1[tn,T ] (r) f (r, x, y) and gn (r, x, y) := g (r ∨ tn, x, y)
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it is clear that the processes
Xn := Xtn,xn , An := Atn,xn and
Y n := Y tn,xn , Zn := Ztn,xn , Mn := M tn,xn , Un := U tn,xn , V n := V tn,xn
satisfy equation (3−a, b)
Xns = xn +
∫ s∨tn
tn
b(r,Xnr )dr +
∫ s∨tn
tn
σ(r,Xnr )dWr −
∫ s∨tn
tn
∇ℓ(Xnr )dA
n
r ,
s 7−→ Ans is increasing,
Ans =
∫ s∨tn
tn
1{Xnr ∈Bd(D)}
dAnr , for all s ∈ [0, T ]
(16)
and the backward equation
Y ns +
∫ T
s
Unr dr +
∫ T
s
V nr dA
n
r= h(X
n
T )+
∫ T
s
fn(r,X
n
r , Y
n
r )dr
+
∫ T
s
gn(r,X
n
r , Y
n
r )dA
n
r −
∫ T
s
〈Znr , dWr〉 , s ∈ [0, T ]
(17)
such that (3−d, e) is satisfied (we recall that Xnr = xn, A
n
r = U
n
r = V
n
r = 0 and Z
n
r = 0 if
r ∈ [0, tn] ; consequently Y ns = Y
n
tn if s ∈ [0, tn]).
The first part of the proof (the arguments for S–tightness) is adapted from [2, Proposition
15] and [3, Theorem 3.1] to the case of backward stochastic variational inequalities.
Since we have the conclusion of the Existence Theorem 9 from [15], we easily see that:
sup
n∈N
[
E
(
sup
s∈[0,T ]
|Y ns |
2
)
+E
∫ T
0
|Y nr |
2dAnr+E
∫ T
0
|Znr |
2dr + E
∫ T
0
|Unr |
2dr+E
∫ T
0
|V nr |
2dAnr
]
<∞.
In fact, it can be proved as in [15, Theorem 9] (also see Proposition 5.46 from [22]) that
sup
n∈N
E
(
sup
s∈[0,T ]
|Y ns |
p
)
<∞, for all p > 0. (18)
The S–tightness will be obtained by using the sufficient condition given, e.g., in [12, Ap-
pendix A] (also see Theorem 16 in the Annexes).
Let
Mns :=
∫ s∨tn
tn
Znr dWr =
∫ s∨tn
tn
Zˆtn,xnr dM
Xn
r , M
Xn
s =
∫ s∨tn
tn
σ(r,Xnr )dWr .
and
K1,ns :=
∫ s
0
Unr dr , K
2,n
s :=
∫ s
0
V nr dA
n
r , for all s ∈ [0, T ] .
We clearly haveMns = K
1,n
s = K
2,n
s = 0 for s ∈ [0, t] and
sup
n∈N
E
[xyK1,nxy2
T
+
xyK2,nxy2
T
+ sup
s∈[0,T ]
|Mns |
2
]
<∞,
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where l·lT denotes the total variation on [0, T ] (see Section 4.2 in the Annexes) and conse-
quently
sup
n∈N ∗
[
E sup
s∈[0,T ]
|Y ns |+ E sup
s∈[0,T ]
|K1,ns |+ E sup
s∈[0,T ]
|K2,ns |+ E sup
s∈[0,T ]
|Mns |
]
= C1 <∞. (19)
Moreover we easily deduce using the assumptions (7–ii, iv)
sup
n∈N ∗
E
[∫ T
0
|fn(r,X
n
r , Y
n
r )| dr +
∫ T
0
|gn(r,X
n
r , Y
n
r )| dA
n
r
]
= C2 <∞.
Equation (17) becomes
Y ns + (K
1,n
T −K
1,n
s ) + (K
2,n
T −K
2,n
s )= h(X
n
T )+
∫ T
s
fn(r,X
n
r , Y
n
r )dr
+
∫ T
s
gn(r,X
n
r , Y
n
r )dA
n
r − (M
n
T −M
n
s ) , s ∈ [0, T ]
(20)
where, as measure on [tn, T ] , P–a.s.
dK1,ns = U
n
s ds ∈ ∂ϕ(Y
n
s )ds and dK
2,n
s = V
n
s dA
n
s ∈ ∂ψ(Y
n
s )dA
n
s . (21)
We recall now the definition of the conditional variation (see also (53) in the Annexes):
CVT (L) := sup
pi
N−1∑
i=0
E
[∣∣EFti [Lti+1 − Lti ]∣∣],
with the supremum taken over all partitions π : 0 = t0 < t1 < · · · < tN = T, where L is a
ca`dla`g stochastic process such that E |Lt| <∞ for all t ∈ [0, T ] .
It can be proved that there exists a positive constant C independent of n ∈ N∗ such that
CVT (Y
n) + CVT
(
K1,n
)
+CVT
(
K2,n
)
+CVT (M
n)
≤ 2E
∫ T
0
|Unr |dr + 2E
∫ T
0
|V nr |dA
n
r +
∫ T
0
|fn(r,X
n
r , Y
n
r )| dr+
∫ T
0
|gn(r,X
n
r , Y
n
r )| dA
n
r
≤ C.
(22)
Using, for instance, [22, Proposition 1.47] (and the calculus from the proof of [22, Theorem
4.53]) it can be show that the sequence (Xn,W,An) is tight in
(
C([0, T ],Rd)
)2
× C([0, T ],R).
Now, by (19) and (22), the criterion presented in Theorem 16 (See the Annex) ensures
tightness with respect to the S–topology of the sequence (Y n,Mn,K1,n,K2,n) and therefore
Γn := (Xn,W,An, Y n,Mn,K1,n,K2,n)
is tight in X :=
(
C([0, T ],Rd)
)2
× C([0, T ],R) × D4.
From Theorem 16, it follows that there exists a subsequence (still denoted by n) and the
following processes, defined on the same probability space
(
Ω¯, F¯ , P¯
)
:=
(
[0, 1] ,B[0,1], dλ
)
(where dλ denotes the Lebesgue measure),
Γ¯n := (X¯n, W¯ n, A¯n, Y¯ n, M¯n, K¯1,n, K¯2,n) : Ω¯→ X
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and
Γ¯ := (X¯, W¯ , A¯, Y¯ , M¯ , K¯1, K¯2) : Ω¯→ X
such that
Γn ∼ Γ¯n
and
for all ω ∈ Ω¯, Γ¯n (ω) −−−−−−−→
U3×S4
Γ¯ (ω) , as n→∞,
where∼ denotes the equality in law of both stochastic processes, the U3–convergencemeans
the uniform convergence of (X¯n, W¯ n, A¯n) on the space of continuous function and the S4–
convergence of (Y¯ n, M¯n, K¯1,n, K¯2,n) is defined by Definition 14 in the Annexes.
Morover, by a.s. Skorohod’s representation theorem on
(
[0, 1] ,B[0,1], dλ
)
(see [11]), we
obtain
(X¯n (ω) , W¯ n (ω) , A¯n (ω)) −→ (X¯ (ω) , W¯ (ω) , A¯ (ω)), as n→∞,
in
(
C([0, T ],Rd)
)2
× C([0, T ],R), for all ω ∈ Ω¯
and there exist a countable set Q ⊂ [0, T ) such that, for any t ∈ [0, T ] \Q,
(Y¯ nt , M¯
n
t , K¯
1,n
t , K¯
2,n
t ) −−−−→
λ−a.s.
(Y¯t, M¯t, K¯
1
t , K¯
2
t ), as n→∞. (23)
We remark that, in particular, we have u (tn, xn) = Y
n
tn = Y¯
n
tn , since are deterministic.
We are now able to pass to the limit in (16): since
(Xn,W,An) ∼ (X¯n, W¯ n, A¯n),
we deduce, using standard arguments (see, e.g., [5] or Proposition 2.15 and the proof of The-
orem 3.54 from [22]), that (X¯n, W¯ n, A¯n) satisfies equation (16), the limit process (X¯, W¯ , A¯)
satisfies equation (3−a, b) and W¯ n (respectively, W¯ ), is a Brownian motion with respect to
the filtration
(
FX¯
n,W¯n
s
)
(respectively,
(
FX¯,W¯s
)
).
Hence we have
(X¯, A¯) = (X¯t,x, A¯t,x),
where (X¯t,xr ,A¯
t,x
r )r∈[0,T ] is the solution of equation (3−a, b), considered on the probability
space
(
Ω¯, F¯ , P¯
)
with driving Brownian motion W¯ .
We highlight that the continuous process A¯ is (FX¯,W¯ )–adapted. In fact, (X¯, A¯) is even
(FW¯s )–adapted
∗. Indeed, under the assumptions on the coefficients, equation (3−a, b) has
the property of pathwise uniqueness and, thus, due to Yamada-Watanabe’s Theorem any
weak solution is a strong one, and so is (X¯, A¯) a strong solution with respect to the driving
Brownian motion W¯ . But this has as consequence that (X¯, A¯) is a non anticipative, measur-
able functional of W¯ and, hence, (FW¯s )–adapted.
Concerning equation (20), we state first the following technical result (which proof is left
to the reader):
∗We are thankful to the reviewer for this suggestion.
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Lemma 4. Let
(Xn, An, Y n,Mn,K1,n,K2,n) ∼ (X¯n, A¯n, Y¯ n, M¯n, K¯1,n, K¯2,n),
G,H : [0, T ]×Rd×R → R be two continuous functions and φ : C([0, T ],Rd)×C([0, T ],R)×D4 → R
be a measurable function.
If
φ(Xn, An, Y n,Mn,K1,n,K2,n) =
∫ s2
s1
G (r,Xnr , Y
n
r ) dA
n
r +
∫ s2
s1
H (r,Xnr , Y
n
r ) dr ,
then
φ(X¯n, A¯n, Y¯ n, M¯n, K¯1,n, K¯2,n) =
∫ s2
s1
G
(
r, X¯nr , Y¯
n
r
)
dA¯nr +
∫ s2
s1
H
(
r, X¯nr , Y¯
n
r
)
dr .
Hence we deduce that X¯n, A¯n, Y¯ n, M¯n, K¯1,n and K¯2,n are continuous and
Y¯ ns + (K¯
1,n
T − K¯
1,n
s ) + (K¯
2,n
T − K¯
2,n
s )= h(X¯
n
T )+
∫ T
s
fn(r, X¯
n
r , Y¯
n
r )dr
+
∫ T
s
gn(r, X¯
n
r , Y¯
n
r )dA¯
n
r − (M¯
n
T − M¯
n
s ) , s ∈ [0, T ].
(24)
In addition, we have
X¯ns = xn , Y¯
n
s = Y¯
n
tn , A¯
n
s =K¯
1,n
s = K¯
2,n
s = 0 , M¯
n
s = 0 , for all s ∈ [0, tn] .
In order to show that (21) holds true for (Y¯ n, K¯1,n, K¯2,n), the next Lemma can be proved
(see, e.g., the proof of [22, Proposition 1.19]).
Lemma 5. Let t ∈ [0, T ] be fixed. Let ϕ : Rd → (−∞,+∞] be a proper convex l.s.c. function
such that ϕ (y) ≥ ϕ (0) = 0, for all y ∈ Rd. Let L, L¯ be R-valued continuous stochastic processes
(with L0 = 0 and L is a non-decreasing stochastic process) and S,N, S¯, N¯ be R
d-valued continuous
stochastic processes on [0, T ] defined on the probability spaces (Ω,F ,P) and, respectively,
(
Ω¯, F¯ , P¯
)
.
If lNlT <∞, P–a.s.,
(L,S,N) ∼ (L¯, S¯, N¯ )
and P–a.s.∫ s2
s1
ϕ(Sr)dLr ≤
∫ s2
s1
〈Sr − v, dNr〉+
∫ s2
s1
ϕ(v)dLr , for all v ∈ R, 0 ≤ t ≤ s1 ≤ s2 ≤ T,
then P¯–a.s.
L¯ is a non-decreasing stochastic process,
xyN¯xy
T
<∞
and P¯–a.s.∫ s2
s1
ϕ(S¯r)dL¯r ≤
∫ s2
s1
〈
S¯r − v, dN¯r
〉
+
∫ s2
s1
ϕ(v)dL¯r , for all v ∈ R, 0 ≤ t ≤ s1 ≤ s2 ≤ T.
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Hence, we remark (see (4) and Proposition 21) that we have as measure on [tn, T ] ,
dK¯1,ns ∈ ∂ϕ(Y¯
n
s )ds, P¯–a.s. and dK¯
2,n
s ∈ ∂ψ(Y¯
n
s )dA¯
n
s , P¯–a.s.. (25)
Now we can pass to the limit in (24).
First, applying Remark 15, there exists a countable set Q ⊂ (0, T ) such that for all r ∈
[0, T ] \ (Q ∪ {t}),∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣
≤
∣∣f(r, X¯nr , Y¯ nr )−f(r, X¯t,xr , Y¯ r)∣∣+ ∣∣1[tn,T ] (r)− 1[t,T ] (r)∣∣∣∣f(r, X¯t,xr , Y¯ r)∣∣→ 0, as n→∞,
and
E¯
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣2 ≤ C+C E sup
s∈[0,T ]
∣∣Y¯ ns ∣∣2+C E sup
s∈[0,T ]
∣∣Y¯ s∣∣2 ≤ C1 <∞.
Then, by the uniform integrability property on Ω¯,
E¯
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣→ 0, as n→∞, for all r ∈ [0, T ] \ (Q ∪ {t}) .
Since ∫ T
0
(
E¯
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣)2 dr
≤
∫ T
0
E¯
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣2dr ≤ C1T,
by the uniform integrability property on [0, T ] , we get
E¯
∫ T
0
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣dr
=
∫ T
0
E¯
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣dr → 0.
In particular from L1–convergence it follows that on a subsequence (indexed also by n),∫ T
0
∣∣fn(r, X¯nr , Y¯ nr )−1[t,T ] (r) f(r, X¯t,xr , Y¯ r)∣∣dr → 0, as n→∞, P¯–a.s.
Hence, for all s ∈ [0, T ] ,
lim
n→∞
∫ T
s
fn(r, X¯
n
r , Y¯
n
r )dr =
∫ T
s
f(r, X¯t,xr , Y¯ r)dr, P¯− a.s.. (26)
For the Riemann–Stieltjes integral we will apply part (III) of Theorem 17 as well as Proposi-
tion 19 in the Annexes. Hence, from (23), we infer that there exists a countable setQ ⊂ (0, T )
such that for all s ∈ [0, T ] \Q
lim
n→∞
∫ T
s
gn(r, X¯
n
r , Y¯
n
r )dA¯
n
r =
∫ T
s
g(r, X¯t,xr , Y¯ r)dA¯
t,x
r . (27)
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It follows that
Y¯s + (K¯
1
T − K¯
1
s ) + (K¯
2
T − K¯
2
s )= h(X¯
t,x
T )+
∫ T
s
1[t,T ] (r) f(r, X¯
t,x
r , Y¯ r)dr
+
∫ T
s
g(r, X¯t,xr , Y¯ r)dA¯
t,x
r − (M¯T − M¯s) , s ∈ [0, T ] \Q.
(28)
Since the processes Y¯ , M¯ , K¯1 and K¯2 are ca`dla`g, the above equality holds for all s ∈ [0, T ].
In addition, we have
Y¯s = Y¯t , K¯
1
s = K¯
2
s = 0 , M¯s = 0 , for all s ∈ [0, t]. (29)
From the above equation, it is immediate that M¯ is FX¯,W¯ ,Y¯ ,M¯ ,K¯
1,K¯2
s ≡ F
W¯ ,Y¯ ,M¯,K¯1,K¯2
s –
adapted and it can be shown (see e.g. the proof [3, Theorem 3.1 (step 3)]) that both M X¯
and M¯ are martingales with respect to the same filtration F¯s := F
W¯ ,Y¯ ,M¯,K¯1,K¯2
s , s ∈ [0, T ],
(and this is the reason to work not with the filtration generated by the Brownian motion).
We mention here that we can deduce, using Proposition 12 from the Annexes, that the
processes K¯1 and K¯2 are with boundedvariation, since E¯
xyK¯ixy
T
≤ lim infn→+∞ E¯
xyK¯i,nxy
T
=
lim infn→+∞ E
xyKi,nxy
T
, with i = 1, 2.
On our new probability space
(
Ω¯, F¯ , P¯
)
we consider the solution (Y¯ t,x, Z¯t,x, U¯
t,x
, V¯ t,x) of
BSDE (3−c, d, e):
Y¯ t,xs + (K¯
1,t,x
T − K¯
1,t,x
s ) + (K¯
2,t,x
T − K¯
2,t,x
s )= h(X¯
t,x
T )+
∫ T
s
1[t,T ] (r) f(r, X¯
t,x
r , Y¯
t,x
r )dr
+
∫ T
s
g(r, X¯t,xr , Y¯
t,x
r )dA¯
t,x
r − (M¯
t,x
T − M¯
t,x
s ) , s ∈ [0, T ],
(30)
with
K¯1,t,xs =
∫ s
0
U¯ t,xr dr , K¯
2,t,x
s =
∫ s
0
V¯ t,xr dA¯
t,x
r , M¯
t,x
s =
∫ s
0
Z¯t,xr dW¯ r ,
where U¯ t,xr = V¯
t,x
r = 0 and Z¯
t,x
r = 0 for r ∈ [0, t] and as measures on [t, T ] ,
U¯
t,x
s ds ∈ ∂ϕ(Y¯
t,x
s )ds, P¯–a.s. and
V¯
t,x
s dA¯
t,x
s ∈ ∂ψ(Y¯
t,x
s )dA¯
t,x
s , P¯–a.s.
(31)
In addition, we have
Y¯ t,xs = Y¯
t,x
t , K¯
1,t,x
s = K¯
2,t,x
s = 0 , M¯
t,x
s = 0 , for all s ∈ [0, t] . (32)
The process (Y¯ t,x, Z¯t,x, U¯
t,x
, V¯ t,x) is FW¯s –adapted, therefore is F¯s–adapted. It can be shown
that W¯ is an F¯s–Wiener process (for the proof, see [22, Corollary 1.96]). Therefore, by the
definition of the stochastic integral we deduce that M¯ t,x is an F¯s–martingale.
From Itoˆ’s formula for semimartingales (see, e.g., [25, Chapter II, Theorem 32]) applied
to (28) and (30), and, since M¯ and M¯ t,x are martingale with respect to the same filtration
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(
F¯s
)
s∈[0,T ]
, we obtain, for any two stopping times σ, τ : Ω¯→ [0, T ], such that σ ≤ τ , P¯–a.s.
|Y¯σ − Y¯
t,x
σ |
2 +
∫ τ
σ
d[M¯ + K¯1+K¯
2
−M¯ t,x − K¯1,t,x − K¯2,t,x]r
+2
∫ τ
σ
〈Y¯r− − Y¯
t,x
r , dK¯
1
r − dK¯
1,t,x
r + dK¯
2
r − dK¯
2,t,x
r 〉
= |Y¯τ − Y¯
t,x
τ |
2 + 2
∫ τ
σ
〈Y¯r − Y¯
t,x
r , f(r, X¯
t,x
r , Y¯r)− f(r, X¯
t,x
r , Y¯
t,x
r )〉dr
+2
∫ τ
σ
〈Y¯r − Y¯
t,x
r , g(r, X¯
t,x
r , Y¯r)− g(r, X¯
t,x
r , Y¯
t,x
r )〉dA¯
t,x
r
−2
∫ τ
σ
〈Y¯r− − Y¯
t,x
r , d(M¯r−M¯
t,x
r )〉 ,
(33)
where [M¯ + K¯1+K¯
2
−M¯ t,x − K¯1,t,x − K¯2,t,x] is the quadratic variation process of M¯ +
K¯1+K¯
2
−M¯ t,x − K¯1,t,x − K¯2,t,x.
By taking
(Y¯ t,xr , K¯
1,t,x
r , K¯
2,t,x
r , M¯
t,,x
r ) :=(Y¯
t,x
T , K¯
1,t,x
T , K¯
2,t,x
T , M¯
t,x
T ) and
(Y¯r, K¯
1
r , K¯
2
r , M¯r) :=(Y¯T , K¯
1
T , K¯
2
T , M¯T ), whenever r ≥ T,
(34)
we extend equality (33) to any stopping times σ, τ : Ω¯→ [0,∞), such that σ ≤ τ.
Using the assumptions (7) and (11) on f and g and the auxiliary result below, namely
inequality (47) (see the next Lemmas 6 and 7), we see that, for any stopping times σ, τ : Ω¯→
[0,∞), such that σ ≤ τ , P¯–a.s.
E¯|Y¯σ − Y¯
t,x
σ |
2 + E¯
∫ τ
σ
d[M¯ − M¯ t,x]r ≤ E¯|Y¯τ − Y¯
t,x
τ |
2 + 2βE¯
∫ τ
σ
|Y¯r − Y¯
t,x
r |
2dQ¯r
= E¯|Y¯τ − Y¯
t,x
τ |
2 + 2βE¯
∫ Q¯τ
Q¯σ
|Y¯Q¯−1r − Y¯
t,x
Q¯−1r
|2dr,
(35)
where
s 7−→ Q¯s (ω) := s+ A¯
t,x
s∧T (ω) : [0,∞) → [0,∞) (36)
is a continuous strictly increasing and bijective function and Q¯−1 denotes the inverse map-
ping.
Let us consider the stopping times σ = Q¯−1s1 and τ = Q¯
−1
s2 , where 0 ≤ s1 ≤ s2.
We obtain, for any 0 ≤ s1 ≤ s2 ,
E¯|Y¯Q¯−1s1
− Y¯ t,x
Q¯−1s1
|2 ≤ E¯|Y¯Q¯−1s2
− Y¯ t,x
Q¯−1s2
|2 + 2β
∫ s2
s1
E¯|Y¯Q¯−1r − Y¯
t,x
Q¯−1r
|2dr
and, using the Gronwall’s lemma (see, e.g., [14, Lemma 12] or [22, Proposition 6.69]), we
deduce
E¯
(
e2βs1 |Y¯Q¯−1s1
− Y¯ t,x
Q¯−1s1
|2
)
≤ 2βE¯
(
e2βs2 |Y¯Q¯−1s2
− Y¯ t,x
Q¯−1s2
|2
)
.
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Since (
e2βs|Y¯Q¯−1s − Y¯
t,x
Q¯−1s
|2
)
= 0, for any s ≥ Q¯T , a.s.
and
sup
s≥0
(
e2βs|Y¯Q¯−1s − Y¯
t,x
Q¯−1s
|2
)
≤ e2βQ¯T sup
r∈[0,T ]
|Y¯r − Y¯
t,x
r |
2,
we deduce, passing to the limit as s2 →∞ and using the Lebesgue dominated convergence
theorem, that
E¯
(
e2βs1
∣∣Y¯Q¯−1s1 − Y¯ t,xQ¯−1s1 ∣∣2
)
= 0,
for any s1 ≥ 0, which yields the identification of the limit
Y¯ = Y¯ t,x.
From inequality (35) we deduce that
M¯ = M¯ t,x
and from (28) and (30) we get
K¯1+K¯
2
= K¯1,t,x + K¯2,t,x.
Finally, from equality (24)
Y¯
tn,xn
tn = Y¯
n
tn = −K¯
1,n
T − K¯
2,n
T + h(X¯
n
T )+
∫ T
tn
f(r, X¯nr , Y¯
n
r )dr+
∫ T
tn
g(r, X¯nr , Y¯
n
r )dA¯
n
r − M¯
n
T
and the pointwise convergence outside the countable set Q ⊂ [0, T ) (see (23)), we deduce
with the help of (26) and (27) that
lim
n→∞
Y¯ ntn = Y¯
t,x
t = −K¯
1,t,x
T − K¯
2,t,x
T + h(X¯
t,x
T )+
∫ T
t
f(r, X¯t,xr , Y¯
t,x
r )dr
+
∫ T
t
g(r, X¯ t,xr , Y¯
t,x
r )dA¯
t,x
r − M¯
t,x
T .
Since as deterministic processes Y tn,xntn = Y¯
tn,xn
tn and Y¯
t,x
t = Y
t,x
t , we have, along a subse-
quence,
lim
n→∞
u (tn, xn) = lim
n→∞
Y
tn,xn
tn = limn→∞
Y¯
tn,xn
t = Y¯
t,x
t = Y
t,x
t = u (t, x) .
The last part of the proof consists in showing the next two Lemmas.
Lemma 6 (ca`dla`g subdifferential inequality). The limit process
(
K¯1, K¯2
)
satisfies:
E¯
∫ τ
σ
〈v (r)− Y¯r−, d
(
K¯1r + K¯
2
r
)
〉+ E¯
∫ τ
σ
ϕ
(
Y¯r
)
dr + E¯
∫ τ
σ
ψ
(
Y¯r
)
dA¯t,xr +
1
2
E¯
∫ τ
σ
d[M¯ ]r
≤
1
2
E¯
∫ τ
σ
d[M¯ + K¯
1
+K¯
2
]r + E¯
∫ τ
σ
ϕ (v (r)) dr + E¯
∫ τ
σ
ψ (v (r)) dA¯t,xr
(37)
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for any stopping times σ, τ : Ω¯ → (t, T ) such that σ ≤ τ and for any ca`dla`g stochastic process v
such that
E¯ sup
r∈[0,T ]
|v (r)|2 <∞.
Proof. We know (see, e.g. [22, Proposition 6.26]) that if ϕ is a l.s.c. function such that ϕ (x) ≥
0, for all x ∈ Rd, then there exists a sequence of locally Lipschitz functions ϕn : Rd → R such
that
0 ≤ ϕ1 (x) ≤ · · · ≤ ϕj (x) ≤ · · · ≤ ϕ (x) and
lim
j→∞
ϕj (x) = ϕ (x)
(the same conclusion holds true for ψ).
Let σ, τ : Ω¯→ (tn, T ) be two stopping times such that σ ≤ τ , P¯–a.s.
We fix ω ∈ Ω¯ for which (41) holds and tn < σ (ω) < τ (ω) < T .
Let (v (t))t∈R be an arbitrary ca`dla`g stochastic process such that v (s) = v (0) for all s ≤ 0,
v (s) = v (T ), for all s ≥ T and v (t) ∈ Dom (ϕ) ∩Dom (ψ) for all t ∈ R.
Let us define, for δ ∈ (0, 1) and R > 0
vδR (t) :=
1
δ
∫ ∞
t
e−
r−t
δ
[
R
1 +R
ρR (r) v (r) +
1
1 +R
u0
]
dr, (38)
where u0 ∈ int (Dom (ϕ)) ∩ int (Dom (ψ)) and ρR (r) := 1[0,R] (|v (r)|+ ϕ (v (r)) + ψ (v (r))).
Then t 7→ vδR (t) is a continuous function.
Since v (r) ρR (r) ∈ Dom (ϕ) and
εDom (ϕ) + (1− ε) int (Dom (ϕ)) ⊂ int (Dom (ϕ)) , for all ε ∈ [0, 1),
the set
{
vδR (t) : t ∈ [0, T ]
}
is a bounded subset of int (Dom (ϕ)) and
∣∣vδR (t) ∣∣ ≤ R + |u0|,
for all t ∈ [0, T ] . Moreover t 7→ ϕ
(
vδR (t)
)
: [0, T ] → [0,∞) is continuous and, by Jensen
inequality,
0 ≤ ϕ
(
vδR (t)
)
≤
1
δ
∫ ∞
t
e−
r−t
δ [ϕ (ερR (r) v (r) + (1− ε) u0)] dr. (39)
But
ϕ
(
R
1 +R
ρR (r) v (r) +
1
1 +R
u0
)
≤
R
1 +R
ϕ (ρR (r) v (r) + (1− ρR (r)) 0) +
1
1 +R
ϕ (u0)
≤
R
1 +R
[ρR (r)ϕ (v (r)) + (1− ρR (r))ϕ (0)] +
1
1 +R
ϕ (u0)
=
R
1 +R
ρR (r)ϕ (v (r)) +
1
1 +R
ϕ (u0) .
(40)
Hence
0 ≤ ϕ
(
vδR (t)
)
≤ R+ ϕ (u0) .
The same conclusions we have for t 7→ ψ
(
vδR (t)
)
.
16
Let n ∈ N∗. Using (25) and Proposition 21, we deduce that, for all j ∈ N∗ any stopping
times σ, τ : Ω¯→ (tn, T ) ,with σ ≤ τ , P¯–a.s. ω ∈ Ω¯ :∫ τ
σ
ϕj
(
Y¯ nr
)
dr +
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr ≤
∫ τ
σ
ϕ
(
Y¯ nr
)
dr +
∫ τ
σ
ψ
(
Y¯ nr
)
dA¯nr
≤
∫ τ
σ
〈Y¯ nr − v
δ
R (r) , d
(
K¯1,nr + K¯
2,n
r
)
〉+
∫ τ
σ
ϕ (vr) dr +
∫ τ
σ
ψ(vδR (r))dA¯
n
r , P¯–a.s..
(41)
The proof will be split into several steps. First we extend to R, by continuity, the stochastic
processes from (41) as follows: Y¯ nr = Y¯
n
tn , A¯
n
r = K¯
1,n
r = K¯
2,n
r = 0 for all r ≤ tn and Y¯ nr = Y¯
n
T ,
A¯nr = A¯
n
T , K¯
1,n
r = K¯
1,n
T , K¯
2,n
r = K¯
2,n
T for all r ≥ T.
Step 1. Passing to the limit as n→∞.
In the next two steps, let the ca`dla`g stochastic process v be such that E¯ supr∈[0,T ] |v (r)|
2 <∞.
From (41) we see that, for any stopping times σ, τ : Ω¯→ (t, T )with σ ≤ τ ,
1[0,σ) (tn)
(∫ τ
σ
ϕj
(
Y¯ nr
)
dr +
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr
)
≤ 1[0,σ) (tn)
(∫ τ
σ
ϕ
(
Y¯ nr
)
dr +
∫ τ
σ
ψ
(
Y¯ nr
)
dA¯nr
)
≤ 1[0,σ) (tn)
(∫ τ
σ
〈Y¯ nr − v
δ
R (r) , d
(
K¯1,nr + K¯
2,n
r
)
〉
)
+1[0,σ) (tn)
( ∫ τ
σ
ϕ(vδR (r))dr +
∫ τ
σ
ψ(vδR (r))dA¯
n
r
)
.
(42)
Obviously, 1[0,σ) (tn)→ 1, as n→∞ and 1[0,σ) (tn) is a Fσ–random variable.
By Itoˆ’s formula applied to (24) we have for any two stopping times σ, τ : Ω¯ → (t, T )
such that σ ≤ τ ,
E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕj
(
Y¯ nr
)
dr + 1[0,σ) (tn)
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr
]
≤ E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕ
(
Y¯ nr
)
dr + 1[0,σ) (tn)
∫ τ
σ
ψ
(
Y¯ nr
)
dA¯nr
]
≤ E¯
[
−1[0,σ) (tn)
∫ τ
σ
〈vδR (r) , dK¯
1,n
r + dK¯
2,n
r 〉
]
+E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕ(vδR (r))dr + 1[0,σ) (tn)
∫ τ
σ
ψ(vδR (r))dA¯
n
r
]
+
1
2
E¯
[
1[0,σ) (tn)
(
|Y¯ nτ |
2 − |Y¯ nσ |
2
)]
+ E¯
[
1[0,σ) (tn)
∫ τ
σ
〈Y¯ nr , f(r, X¯
n
r , Y¯
n
r )〉dr
]
+E¯
[
1[0,σ) (tn)
∫ τ
σ
〈Y¯ nr , g(r, X¯
n
r , Y¯
n
r )〉dA¯
n
r
]
−
1
2
E¯
[
1[0,σ)(tn)
(
[M¯n]τ − [M¯
n]σ
)]
.
(43)
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Now,
lim inf
n→∞
E¯
[
1[0,σ) (tn)
( ∫ τ
σ
ϕj
(
Y¯ nr
)
dr +
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr +
1
2
(
[M¯n]τ − [M¯
n]σ
))]
≥ lim inf
n→∞
E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕj
(
Y¯ nr
)
dr
]
+ lim inf
n→∞
E¯
[
1[0,σ) (tn)
∫ τ
σ
ψj
(
Y¯ nr
)
dAnr
]
+
1
2
lim inf
n→∞
E¯
[
1[0,σ) (tn) ([M¯
n]τ − [M¯
n]σ)
]
.
• By Fatou’s lemma we have
lim inf
n→∞
E¯
(
1[0,σ) (tn)
∫ τ
σ
ϕj
(
Y¯ nr
)
dr
)
≥ E¯
(∫ τ
σ
ϕj
(
Y¯r
)
dr
)
.
• From part (III) of Theorem 17 and Proposition 19 from the Annexes and using (23),
we have for any stopping times σ, τ : Ω¯ → [0, T ] \Q, σ ≤ τ , (where Q is the countable
subset of (0, T ) defined in (23)), that
lim
n→∞
(
1[0,σ) (tn)
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr
)
=
∫ τ
σ
ψj
(
Y¯r
)
dA¯t,xr , P¯–a.s.
Hence, using Fatou’s lemma,
lim inf
n→∞
E¯
(
1[0,σ) (tn)
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr
)
≥ E¯ lim inf
n→∞
(
1[0,σ) (tn)
∫ τ
σ
ψj
(
Y¯ nr
)
dA¯nr
)
= E¯
∫ τ
σ
ψj
(
Y¯r
)
dA¯t,xr .
• Using the identity
E¯
[
1[0,σ)(tn) |M¯
n
τ − M¯
n
σ |
2]
=E¯
[
1[0,σ)(tn)
(
|M¯nτ |
2
−|M¯nσ |
2
− 2M¯nσ
(
M¯nτ −M¯
n
σ
) )]
= E¯
[
1[0,σ)(tn)
(
|M¯nτ |
2
−|M¯nσ |
2)]
= E¯
[
1[0,σ)(tn)
(
[M¯n]τ − [M¯
n]σ
)]
,
and from (23) we deduce that
lim inf
n→∞
E¯
[
1[0,σ)(tn)
(
[M¯n]τ − [M¯
n]σ
)]
= lim inf
n→∞
E¯
(
1[0,σ)(tn) |M¯
n
τ − M¯
n
σ |
2)
≥ E¯(|M¯τ − M¯σ|
2
) = E¯(|M¯τ |
2
−|M¯σ|
2
) = E¯([M¯ ]τ − [M¯ ]σ),
for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ.
• Using again (23) and part (I) of Theorem 17 from the Annexes, we deduce that
lim
n→∞
(
1[0,σ) (tn)
∫ τ
σ
〈vδR (r) , dK¯
1,n
r + dK¯
2,n
r 〉
)
=
∫ τ
σ
〈vδR (r) , dK¯
1
r + dK¯
2
r 〉,
for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ.
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But, for all 1 < p < 2,
sup
n∈N ∗
E¯
∣∣∣1[0,σ) (tn) ∫ τ
σ
〈vδR (r) , dK¯
1,n
r 〉
∣∣∣p ≤ C (R+ ϕ (u0))p sup
n∈N ∗
[
E
∫ τ
σ
|Unr |
2dr
]p/2
<∞
and
sup
n∈N ∗
E¯
∣∣∣1[0,σ) (tn)∫ τ
σ
〈vδR (r) , dK¯
2,n
r 〉
∣∣∣p
≤ (R+ ψ (u0))
p sup
n∈N ∗
E
[
(Ant )
p/2 ( ∫ τ
σ
|V nr |
2dAnr
)p/2]
≤ (R+ ψ (u0))
p sup
n∈N ∗
[
E (Ant )
p/(2−p)
](2−p)/2
sup
n∈N ∗
[
E
∫ τ
σ
|V nr |
2dAnr
]p/2
<∞.
Hence, by the uniform integrability property (see, e.g. [22, Proposition 1.23]), we de-
duce
lim
n→∞
E¯
(
1[0,σ) (tn)
∫ τ
σ
〈vδR (r) , dK¯
1,n
r + dK¯
2,n
r 〉
)
= E¯
∫ τ
σ
〈vδR (r) , dK¯
1
r + dK¯
2
r 〉,
for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ.
• Since r 7→ ϕ(vδR (r)) and r 7→ ψ(v
δ
R (r)) are continuous functions on [0, T ],
lim
n→∞
E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕ(vδR (r))dr + 1[0,σ) (tn)
∫ τ
σ
ψ(vδR (r))dA¯
n
r
]
= E¯
[
1[0,σ) (tn)
∫ τ
σ
ϕ(vδR (r))dr + 1[0,σ) (tn)
∫ τ
σ
ψ(vδR (r))dA¯r
]
for any stopping times σ, τ : Ω¯→ [0, T ] with σ ≤ τ.
• From (23) and the uniform square integrability of Y¯ n (the estimate (18) also holds Y¯ n
with p > 2 since Y n∼ Y¯ n) we deduce that
lim
n→∞
E¯
[
1[0,σ) (tn)
(
|Y¯ nτ |
2 − |Y¯ nσ |
2
)]
= E¯
[
|Y¯τ |
2 − |Y¯σ|
2
]
,
for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ.
• Next, by (23), we have, for all r ∈ [0, T ] \Q
F¯nr := 1[0,σ) (tn) 〈Y¯
n
r , f(r, X¯
n
r , Y¯
n
r )〉 → 〈Y¯r, f(r, X¯
t,x
r , Y¯ r)〉, as n→∞,
and by (18) and Y n∼ Y¯ n :
sup
n∈N ∗
E¯
∫ τ
σ
(
F¯nr
)2
dr ≤ 2γ2 sup
n∈N ∗
E¯
[
sup
r∈[0,T ]
∣∣Y¯ nr ∣∣2 + sup
r∈[0,T ]
∣∣Y¯ nr ∣∣4 ] <∞.
Hence
(
F¯n
)
n∈N ∗
is uniformly integrable on Ω¯× [0, T ] and
lim
n→∞
E¯
[ ∫ τ
σ
1[0,σ) (tn) 〈Y¯
n
r , f(r, X¯
n
r , Y¯
n
r )〉dr
]
= E¯
∫ τ
σ
〈Y¯r, f(r, X¯
t,x
r , Y¯ r)〉dr,
for any stopping times σ, τ : Ω¯→ [0, T ] with σ ≤ τ.
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• Since (r, x, y) 7→ y · g (r, x, y) is locally Lipschitz, by Proposition 19 and part (III) of
Theorem 17 we get for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ :
ξ¯n := 1[0,σ) (tn)
∫ τ
σ
〈Y¯ nr , g(r, X¯
n
r , Y¯
n
r )〉dA¯
n
r →
∫ τ
σ
〈Y¯r, g(r, X¯r , Y¯ r)dA¯r〉 , as n→∞.
(44)
By (13–b) and (18),
sup
n∈N ∗
E¯
(
ξ¯2n
)
≤ 2γ2 sup
n∈N ∗
E¯
[(
sup
r∈[0,T ]
∣∣Y¯ nr ∣∣2 + sup
r∈[0,T ]
∣∣Y¯ nr ∣∣4 )|A¯nT |2] ≤ C <∞.
It follows, using again the uniformly integrability criterion to pass to the limit under
the integrals, that
lim
n→∞
E¯
[
1[0,σ) (tn)
∫ τ
σ
〈Y¯ nr , g(r, X¯
n
r , Y¯
n
r )〉dA¯
n
r
]
= E¯
∫ τ
σ
〈Y¯r, g(r, X¯
t,x
r , Y¯ r)〉dA¯
t,x
r ,
for any stopping times σ, τ : Ω¯→ [0, T ] \Qwith σ ≤ τ.
Passing to the lim inf
n→∞
in (43) and summarizing, from here above, the convergences of the
all terms from (43) we infer that
E¯
[ ∫ τ
σ
ϕj
(
Y¯r
)
dr +
∫ τ
σ
ψj
(
Y¯r
)
dA¯t,xr +
1
2
([M¯ ]τ − [M¯ ]σ)
]
≤ E¯
[
−
∫ τ
σ
〈vδR (r) , dK¯
1
r + dK¯
2
r 〉+
∫ τ
σ
ϕ(vδR (r))dr +
∫ τ
σ
ψ(vδR (r))dA¯
t,x
r
]
+
1
2
E¯
[
|Y¯τ |
2 − |Y¯σ|
2
]
+E¯
[ ∫ τ
σ
〈Y¯r, f(r, X¯
t,x
r , Y¯ r)〉dr +
∫ τ
σ
〈Y¯r, g(r, X¯
t,x
r , Y¯ r)〉dA¯
t,x
r
]
,
for any stopping times σ, τ : Ω¯→ (t, T ) \Q with σ ≤ τ.
Taking into account the right continuity of the above integrals (we use also Proposition
13 from the Annexes), we see that, in fact, this inequality takes place for any stopping times
σ, τ : Ω¯→ (t, T )with σ ≤ τ.
After that, using Beppo Levimonotone convergence theorem as j ր∞ and Itoˆ’s formula
for |Y¯r|2 on [σ, τ ], we deduce that
E¯
[ ∫ τ
σ
ϕ
(
Y¯r
)
dr +
∫ τ
σ
ψ
(
Y¯r
)
dA¯t,xr +
1
2
([M¯ ]τ − [M¯ ]σ)
]
≤ E¯
[ ∫ τ
σ
〈Y¯r− − v
δ
R (r) , d
(
K¯1r + K¯
2
r
)
〉+
∫ τ
σ
ϕ(vδR (r))dr +
∫ τ
σ
ψ(vδR (r))dA¯
t,x
r
]
+
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
]r .
(45)
Step 2. Passing to the limit as δ ց 0 and Rր∞.
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Now, using inequalities (39–40) (and similarly for ψ), we have from the last inequality
(45)
E¯
∫ τ
σ
ϕ
(
Y¯r
)
dr + E¯
∫ τ
σ
ψ
(
Y¯r
)
dA¯t,xr +
1
2
E¯
∫ τ
σ
d[M¯ ]r
≤ E¯
∫ τ
σ
〈Y¯r− − v
δ
R (r) , d
(
K¯1r + K¯
2
r
)
〉+
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
]r
+E¯
∫ τ
σ
(1
δ
∫ ∞
r
e−
s−r
δ
[ R
1 +R
ρR (s)ϕ (v (s)) +
1
1 +R
ϕ (u0)
]
ds
)
dr
+E¯
∫ τ
σ
(1
δ
∫ ∞
r
e−
s−r
δ
[ R
1 +R
ρR (s)ψ (v (s)) +
1
1 +R
ψ (u0)
]
ds
)
dA¯t,xr .
Passing to the limit for δ → 0, we obtain, by the Lebesgue dominated convergence theorem,
that
E¯
∫ τ
σ
ϕ
(
Y¯r
)
dr + E¯
∫ τ
σ
ψ
(
Y¯r
)
dA¯t,xr +
1
2
E¯
∫ τ
σ
d[M¯ ]r
≤ E¯
∫ τ
σ
〈Y¯r− −
R
1 +R
ρR (r) v (r)−
1
1 +R
u0, d
(
K¯1r + K¯
2
r
)
〉
+E¯
∫ τ
σ
R
1 +R
ρR (r)ϕ (v (r)) dr +
1
1 +R
ϕ (u0)T
+E¯
∫ τ
σ
R
1 +R
ρR (r)ψ (v (r)) dA¯
t,x
r +
1
1 +R
ψ (u0) E¯A¯
t,x
T +
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
]r .
We pass now to the limit as R ր ∞. Using, in the second member of this inequality, the
Lebesgue theorem (for the first integral) and Beppo Levi theorem (for the next two integrals),
it follows that for any ca`dla`g process v such that E¯ supr∈[0,T ] |v (r)|
2 < ∞ and any stopping
times σ, τ : Ω¯→ (t, T )with σ ≤ τ,
E¯
∫ τ
σ
ϕ
(
Y¯r
)
dr + E¯
∫ τ
σ
ψ
(
Y¯r
)
dA¯t,xr +
1
2
E¯
∫ τ
σ
d[M¯ ]r
≤ E¯
∫ τ
σ
〈Y¯r− − v (r) , d
(
K¯1r + K¯
2
r
)
〉+
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
]r
+E¯
∫ τ
σ
ϕ (v (r)) dr + E¯
∫ τ
σ
ψ (v (r)) dA¯t,xr ,
(46)
which represents the conclusion of Lemma 6.
Lemma 7 (ca`dla`g monotonicity property). The following inequality holds true for any σ, τ stop-
ping times σ, τ : Ω¯→ [0,∞), such that σ ≤ τ ,
E¯
∫ τ
σ
〈Y¯r− − Y¯
t,x
r , dK¯
1
r − dK¯
1,t,x
r + dK¯
2
r − dK¯
2,t,x
r 〉
+
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
−M¯ t,x − K¯1,t,x − K¯2,t,x]r ≥
1
2
E¯
∫ τ
σ
d[M¯ − M¯ t,x]r .
(47)
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Proof. Relation (31) becomes d(K¯1,t,xr + K¯
2,t,x
r ) ∈ ∂ϕ(Y¯
t,x
r )dr + ∂ψ(Y¯
t,x
r )dA¯
t,x
r . Using Propo-
sition 21 it follows, in a similar manner as the proof of (46), that for any ca`dla`g process v′
and any stopping times σ, τ : Ω¯→ (t, T )with σ ≤ τ,
E¯
∫ τ
σ
〈v′ (r)− Y¯ t,xr , d
(
K¯1,t,xr + K¯
2,t,x
r
)
〉+ E¯
∫ τ
σ
ϕ
(
Y¯ t,xr
)
dr + E¯
∫ τ
σ
ψ
(
Y¯ t,xr
)
dA¯t,xr
≤ E¯
∫ τ
σ
ϕ
(
v′ (r)
)
dr + E¯
∫ τ
σ
ψ
(
v′ (r)
)
dA¯t,xr
(48)
(in this case, by the continuity of K¯1,t,x and K¯2,t,x, the quadratic variation and quadratic
covariation are zero).
Taking v = Y¯ t,x in inequality (46) and v′ = Y¯ in (48) we deduce
E¯
∫ τ
σ
〈Y¯r− − Y¯
t,x
r , dK¯
1
r + dK¯
2
r − dK¯
1,t,x
r − dK¯
2,t,x
r 〉
+
1
2
E¯
∫ τ
σ
d[M¯ + K¯1+K¯
2
]r ≥
1
2
E¯
∫ τ
σ
d[M¯ ]r .
(49)
Of course, using extension (34), we have
d[M¯ + K¯1+K¯
2
]r = 0 = d[M¯ ]r , as measures on (T,∞) ,
therefore the inequality (49) is true for any stopping times σ, τ : Ω¯→ (t, T )with σ ≤ τ.
Using the extensions (29) and (32) we conclude that the inequality (49) is true for any
two stopping times σ, τ : Ω¯→ [0,∞) with σ ≤ τ .
Using once again the continuity of M¯ t,x and of the bounded variation processes K¯1,t,x
and K¯2,t,x, we obtain (see [25, Section 6, Chapter II])
[M¯ + K¯1+K¯
2
−M¯ t,x − K¯1,t,x − K¯2,t,x]r − [M¯ − M¯
t,x]r
= [K¯1+K¯
2
− K¯1,t,x − K¯2,t,x]r + 2[M¯ − M¯
t,x, K¯1+K¯
2
− K¯1,t,x − K¯2,t,x]r
= [K¯1+K¯
2
]r + 2[M¯ , K¯
1+K¯
2
]r
= [M¯ + K¯
1
+K¯
2
]r − [M¯ ]r ,
where [M¯, K¯1+K¯
2
] is the quadratic covariation of M¯ and K¯1+K¯
2
.
Therefore, the proof of Lemma 7 is complete.
4. Annexes: Ca`dla`g bounded variation functions
4.1. Skorohod space
We say that x : R+ → Rd is a ca`dla`g function if for every t ∈ R+ the left limit xt− := lim
sրt
xs
and the right limit xt+ := lim
sցt
xs exist in R
d and xt+ = xt for all t ≥ 0; by convention
x0− = x0.
Denote by D
(
R+;R
d
)
the set of ca`dla`g functions x : R+ → Rd and D
(
[0, T ] ;Rd
)
⊂
D
(
R+;R
d
)
is the subspace of paths x that stop at the instant T that is x ∈ D
(
[0, T ] ;Rd
)
if
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x ∈ D
(
R+,R
d
)
and xt = x
T
t := xt∧T for all t ≥ 0. If y : [0, T ] → R
d then by convention we
consider y : R+ → Rd with ys = yT for all s ≥ T. The spaces of continuous functions will be
denoted by C
(
R+;R
d
)
and C
(
[0, T ] ;Rd
)
, respectively.
We say that π = {t0, t1, t2, . . .} is a partition of R+ if 0 = t0 < t1 < t2 < . . . and tn → +∞.
Let π be a partition and r ∈ π. We denote by r′ the successor of r in the partition π, i.e. if
r = ti then r
′ := ti+1. We define ‖π‖ := sup {r′ − r : r ∈ π} .The set of all partitions of R+
will be denoted PR+ .
Given a function x : R+ → Rd we define
• the norm sup by: ‖x‖T = supt∈[0,T ] |xt| and ‖x‖∞ = supt≥0 |xt| ;
• the oscillation of x the on a set F ⊂ R+ by: Ox (F ) = supt,s∈F |xt − xs| ;
• the modulus of continuity µx : R+ → R+ by: µx (ε) = supt∈R+ Ox ([t, t+ ε]) .
Remark 8. 1. If x ∈ D
(
[0, T ] ;Rd
)
, then there exists a sequence of partitions πε ∈ PR+ , ε > 0,
with ‖πε‖ → 0, as ε → 0, such that maxr∈piε Ox ([r, r
′)) < ε. In particular x can be uniformly
approximated by simple functions (constant on intervals):
xεt =
∑
r∈piε
xr1[r,r′) (t) , t ≥ 0,
such that ‖xε − x‖∞ ≤ ε.
The function x can also be pointwise approximated by C1–functions
x˜εt =
1
ε2
∫ t+ε
t
(∫ s+ε
s
xrdr
)
ds
such that: limεց0 x˜
ε
t = xt, for all t ≥ 0 and ‖x˜
ε‖T ≤ ‖x‖T , for all T ≥ 0.
2. If x ∈ D
(
[0, T ] ,Rd
)
, then for each δ > 0 there exists a finite number of points t ∈ [0, T ] such
that |xt − xt−| ≥ δ.
3. If x ∈ D
(
[0, T ] ,Rd
)
, then ‖x‖T <∞ and the closure of x ([0, T ]) is compact.
4. Let xn, x : [0, T ] → Rd be such that ‖xn − x‖T → 0 as n → ∞. If x
n ∈ D
(
[0, T ] ;Rd
)
, for all
n ∈ N∗, then x ∈ D
(
[0, T ] ;Rd
)
.
4.2. Bounded variation functions
Let [a, b] be a closed interval from R+ and π = {t0, t1, . . . , tn} ∈ P[a,b] (a partition of
[a, b]) of the form π : {a = t0 < t1 < · · · < tn = b}. We define the variation of a function
k : [a, b] → Rd corresponding to the partition π ∈ P[a,b] by Vpi (k) :=
∑n−1
i=0
∣∣kti+1 − kti∣∣ and
the total variation of k on [a, b] by
lkl[a,b] := sup
pi∈P[a,b]
Vpi (k) = sup
{ npi−1∑
i=0
∣∣kti+1 − kti∣∣ : π ∈ P[a,b]}.
If [a, b] = [0, T ] then lklT := lkl[0,T ] .
Remark 9. We highlight that for all t0 ∈ [0, T ] we have ‖x‖T ≤ |xt0 |+ lxlT .
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Definition 10. A function k : [0, T ]→ Rd has bounded variation on [0, T ] if lklT <∞. The space
of bounded variation functions on [0, T ] will be denoted by BV
(
[0, T ] ;Rd
)
. By BV loc
(
R+;R
d
)
we
denote the space of the functions k : R+ → Rd, such that lklT <∞ for all T > 0.
Proposition 11. Let k ∈ D
(
[0, T ] ,Rd
)
andD be dense subset of [0, T ]. Then, for every sequence of
partitions πN ∈ P[0,T ] such that
(a) πN =
{
t
(N)
0 , t
(N)
1 , . . . , t
(N)
jN
}
⊂ πN+1 ⊂ D,
(b) πN : 0 = t
(N)
0 < t
(N)
1 < · · · < t
(N)
jN
= T,
(c) ‖πN‖ → 0, as N →∞,
it holds
VpiN (k)ր lklT as N ր∞.
Proof. Clearly, VpiN (k) is increasing with respect to N and VpiN (k) ≤ lklT . Let π ∈ P[0,T ]
be arbitrary π = {0 = t0 < t1 < · · · < tnpi = T} and let τ
N
i be the minimum of the finite set
πN ∩ [ti, T ] . Then limN→∞ τNi = ti , since |τ
(N)
i − ti| ≤ ‖πN‖ .We have
Vpi (k) =
npi−1∑
i=0
∣∣kti+1 − kti∣∣ ≤ npi−1∑
i=0
[∣∣kti+1 − kτNi+1∣∣+ ∣∣kτNi+1 − kτNi ∣∣+ ∣∣kτNi − kti ∣∣]
≤ 2
npi∑
i=0
∣∣kτNi − kti ∣∣+ VpiN (k)
and passing to the limit for N ր ∞ we obtain Vpi (k) ≤ limNր∞ VpiN (k) ≤ lklT , for all
π ∈ P[a,b]. Hence lim
Nր∞
VpiN (k) = lklT .
Proposition 12. Let kn, k : [0, T ]→ Rd, n ∈ N∗.
(a) If limn→∞ k
n
t = kt for all t ∈ [0, T ] , then
lklT ≤ lim infn→+∞
lknlT .
(b) LetD be a dense subset of [0, T ]. If k ∈ D
(
[0, T ] ;Rd
)
and limn→∞ k
n
t = kt for all t ∈ D, then
lklT ≤ lim infn→+∞
lknlT .
Proof. In both cases, by Proposition 11, there exists an increasing sequence of partitions
πN ∈ P[0,T ] , πN ⊂ D (D = [0, T ] in the first case) such that VpiN (k) ր lklT as N ր ∞.
Passing to lim infn→+∞ in VpiN (k
n) ≤ lknlT we deduce that
VpiN (k) ≤ lim infn→+∞
lknlT ,
for all N ∈ N∗, that clearly yields, for N →∞, the conclusion.
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If x ∈ D
(
R+;R
d
)
and k ∈ D
(
R+;R
d
)
∩ BVloc
(
R+;R
d
)
(see Definition 10), we define
∆xs = xs − xs− and
[x, k]t :=
∑
0≤s≤t
〈∆xs,∆ks〉 .
The series is well defined since∣∣ [x, k]t ∣∣ = ∣∣∣ ∑
0≤s≤t
〈∆xs,∆ks〉
∣∣∣ ≤ ∑
0≤s≤t
|∆xs| |∆ks| ≤ 2
(
sup
0≤s≤t
|xs|
)
lklt .
We recall now some results concerning the Lebesgue–Stieltjes integral in the ca`dla`g case (for
other details we refer the reader to the Annexes from [16]). If k ∈ D
(
R+;R
d
)
∩BVloc
(
R+;R
d
)
then there exists a unique Rd–valued, σ–finite measure µk : BR+ → R
d such that µk ((s, t]) =
kt − ks, for all 0 ≤ s < t. The total variation measure is uniquely defined by |µk| ((s, t]) =
lklt − lkls .
The Lebesgue-Stieltjes integral on (s, t] is given by∫ t
s
〈xr, dkr〉 :=
∫
(s,t]
〈xr, µk (dr)〉
and is defined for all Borelmeasurable function such that
∫ t
s |xr| d lklr :=
∫
(s,t] |xr| |µk| (dr) <
∞.
Let πn ∈ PR+ be a sequence of partitions such that ||πn|| → 0 as n→∞. Denote
⌊t⌋n = ⌊t⌋pin := max {r ∈ πn : r < t} and ⌈t⌉n = ⌈t⌉pin := min {r ∈ πn : r ≥ t} .
Then, for all x ∈ D
(
R+;R
d
)
and t ≥ 0, we have
x⌊t⌋n =
∑
r∈pin
xr1(r,r′] (t) and x⌈t⌉n =
∑
r∈pin
xr′1(r,r′] (t)
and for n→∞
x⌊t⌋n → xt− and x⌈t⌉n → xt
By the Lebesgue dominated convergence theorem, as n→∞,
(a)
∑
r∈pin
〈xr∧t, kr′∧t − kr∧t〉 =
∫ t
0 〈x⌊r⌋n , dkr〉 −→
∫ t
0 〈xr−, dkr〉 ,
(b)
∑
r∈pin
〈xr′∧t, kr′∧t − kr∧t〉 =
∫ t
0 〈x⌈r⌉n∧t, dkr〉 −→
∫ t
0 〈xr, dkr〉 .
(50)
Let x ∈ D
(
R+;R
d
)
and k, ℓ ∈ D
(
R+;R
d
)
∩ BVloc
(
R+;R
d
)
. The following properties hold:
(a)
∣∣∣∫ t
s
〈xr, dkr〉
∣∣∣ ≤ ∫ t
s
|xr| d lklr ≤ sup
s<r≤t
|xr| (lklt − lkls) ,
(b)
∫
{t}
〈xr, dkr〉 = 〈xt,∆kt〉 and
∫
{0}
〈xr, dkr〉 = 0,
(c)
∫ t
0
〈xr, dkr〉 =
∫ t
0
〈xr−, dkr〉+ [x, k]t ,
(d)
∫ t
0
〈ℓr, dkr〉+
∫ t
0
〈kr, dℓr〉 = 〈ℓt, kt〉 − 〈ℓ0, k0〉+ [ℓ, k]t .
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Proposition 13. Let x ∈ D
(
R+;R
d
)
, k ∈ D
(
R+;R
d
)
∩BVloc
(
R+;R
d
)
. Then F : R+ → R defined
by F (0) = 0 and F (t) :=
∫ t
0
〈xr, dkr〉, if t > 0, is a ca`dla`g function on R+ .
Proof. Let ε > 0 and xε the C1–function given by Remark 8. The function F ε : R+ → R,
F ε (0) = 0,
F ε (t) :=
∫ t
0
〈xεr, dkr〉 = x˜
ε
tkt − x˜
ε
0k0 −
∫ t
0
〈
kr,
d
dr
x˜εr
〉
dr, for t > 0
is a ca`dla`g function on R+ . Let 0 ≤ τ < s ≤ T . We have
|F (s)− F (τ)| ≤
∣∣∣∫ s
τ
〈xr − x
ε
r, dkr〉
∣∣∣+|F ε (s)− F ε (τ)| ≤ ∫ T
0
|xr − x
ε
r| d lklr+|F
ε (s)− F ε (τ)| .
Then, for 0 ≤ t < t+ δ ≤ T,
lim sup
δց0
|F (t+ δ)− F (t)| ≤
∫ T
0
|xr − x
ε
r| d lklr , for all ε > 0,
which yields, thanks to the Lebesgue dominated convergence theorem as εց 0,
lim
δց0
|F (t+ δ)− F (t)| = 0.
Also if tn ր t and sn ր t we have
lim sup
n→∞
|F (tn)− F (sn)| ≤
∫ T
0
|xr − x
ε
r| d lklr → 0, as ε→ 0.
Consequently there exists F (t−) .
4.3. The S–topology
The space of ca`dla`g functions D
(
[0, T ] ;Rd
)
is usually endowedwith the Skorohod topo-
logy induced by somemetrics. We present here the S–topology defined on D
(
[0, T ] ;Rd
)
and
introduced by Jakubowski in [11]. This topology is weaker than the Skorohod topology, but
with respect to this, we have the continuity of the application D ∋ y 7−→
∫ s
0 g (r, y (r)) dAr ,
where h is a continuous function and A is a continuous non–decreasing function.
Moreover, wemention that this new S–topology, although it cannot bemetricized, shares
many useful properties with the traditional Skorohod’s topology, e.g. both the direct and
the converse Prohorov’s theorems are valid, the Skorohod representation for subsequences
exists and finite dimensional convergence outside a countable set holds.
Let V+[0,T ] ⊂ D ([0, T ] ;R) denote the space of non–negative and non–decreasing functions
k ∈ D ([0, T ] ;R) and therefore, BV ([0, T ] ;R) = V+[0,T ] − V
+
[0,T ] is the space of bounded varia-
tion functions.
The S–topology is a sequential topology defined by:
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Definition 14. A sequence {xn : n ∈ N∗} ⊂ D
(
[0, T ] ;Rd
)
is S–convergent to x ∈ D
(
[0, T ] ;Rd
)
(denoted by xn −−→
S
x) if for every ε > 0, there exists a sequence
{vε, vn,ε : n ∈ N∗} ⊂ BV([0, T ] ;Rd) ≡
(
V+[0,T ] − V
+
[0,T ]
)d
such that:
(a) The elements vε, vn,ε are ε–uniformly close to x and, respectively, to xn, i.e.
‖x− vε‖T ≤ ε and ‖x
n − vn,ε‖T ≤ ε, for all n ∈ N
∗;
(b) lim
n→∞
v
n,ε
T = v
ε
T , for all ε > 0;
(c) vn,ε is weakly–∗ convergent to vε, i.e. for every continuous function g : [0, T ]→ Rd,
lim
n→∞
∫ T
0
〈gt, dv
n,ε
t 〉 =
∫ T
0
〈gt, dv
ε
t 〉 . (51)
Remark 15.
1. By the Banach–Steinhaus theorem (uniform boundedness principle) and Remark 9 we have
‖vε‖T + lv
εlT + sup
n∈N ∗
‖vn,ε‖T + sup
n∈N ∗
lvn,εlT ≤Mε <∞
and, consequently, there existsM ≥ 0 such that
‖x‖T + sup
n∈N ∗
‖xn‖T ≤M <∞.
2. From (51) it follows that for every continuous function G : [0, T ]→ Rd
′×d :
lim
n→∞
∫ T
0
Gtdv
n,ε
t =
∫ T
0
Gtdv
ε
t .
In particular for G = Id×d we have (using the property (b) from Definition 14):
lim
n→∞
v
n,ε
0 = v
ε
0 ;
3. Since for all continuous functions g, α ∈ C ([0, T ] ;R), g ≥ 0, ‖α‖T = 1 and for each coordinate
vn,ε;i , i = 1, d of the vector vn,ε,∫ T
0
gtd
xyvε;ixy
t
= sup
α
∫ T
0
gtαtd v
ε;i
t = sup
α
[
lim
n→∞
∫ T
0
gtαtd v
n,ε;i
t
]
≤ lim inf
n→+∞
∫ T
0
gtd
xyvn,ε;ixy
t
,
we deduce that the increasing functions
xyvn,ε;ixy and ℓn,ε;i = vn,ε − lvn,εl − vn,ε0 are weakly–
∗ convergent. Therefore, by equivalence between the weak–∗ convergence and the convergence of
cumulative distribution functions, we infer the pointwise convergence outside a countable set Qε;i ⊂
(0, T ) (Qε;i is the set of the discontinuity points of v
ε;i). Hence, if we denote Qε = ∪i=1,dQε;i , then
lim
n→∞
v
n,ε
t = v
ε
t , for all t ∈ [0, T ] \Qε. (52)
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Additionally, we easily deduce
lim
n→∞
xnt = xt, for all t ∈ [0, T ] \
(
∪∞m=1Q1/m
)
.
4. Therefore, based on the Lebesgue dominated convergence theorem, we deduce immediately the
following result (see also [11, Corollary 2.11]):
Let µ be an atomless positive measure on [0, T ] and f : [0, T ]×Rm×Rd→ Rd
′
be a Carathe´odory
function (i.e. f (·, x, y) is Lebesgue measurable for every x, y, and f (t, ·, ·) is a continuous func-
tion dt–a.e. t ∈ [0, T ]) such that for every R > 0,
∫ T
0
f
#
R (t) dµ (t) < ∞, where f
#
R (t) :=
sup|x|+|y|≤R |f (t, x, y)| . If {x, x
n : n ∈ N∗} ⊂ C ([0, T ] ;Rm) and {y, yn : n ∈ N∗} ⊂ D
(
[0, T ] ;Rd
)
such that ‖xn − x‖T → 0 as n→∞, and y
n −−→
S
y, then
lim
n→∞
∫ T
0
f (t, xnt , y
n
t ) dµ (t) =
∫ T
0
f (t, xt, yt) dµ (t) .
5. Recall from [11, Theorem 2.13] that the σ–algebra generated by the S–topology is the σ–algebra
generated by the projections {πt}t∈[0,T ] , where πt (x) := xt .
At the end of this part we present a sufficient condition of S–tightness together with the
Prohorov and Skorohod representation theorems. This result follows from [12, Appendix A]
and [11, Theorem 3.4 & Definition 3.3].
Theorem 16. Let (Ω,F ,P) be a complete probability space, {Ft}t≥0 be a filtration and L
n : Ω →
D
(
[0, T ] ;Rd
)
, n ∈ N∗ be a stochastic process such that E |Lnt | <∞ for all n ∈ N
∗ and t. We define
the conditional variation
CVT (L
n) := sup
pi
N−1∑
i=0
E
[∣∣EFti [Lnti+1 − Lnti ]∣∣] (53)
with the supremum taken over all partitions π : t = t0 < t1 < · · · < tN = T.
If
sup
n∈N ∗
(
CVT (L
n) + E
(
sup
s∈[0,T ]
|Lns |
))
<∞,
then the sequence (Ln)n∈N ∗ is S–tight.
Therefore,
(i) for all subsequence (Lnk)k∈N ∗ , there exists a sub–subsequence (L
nkl )l∈N ∗ and stochastic pro-
cesses
(
L¯l
)
l∈N ∗
and L¯ defined on
(
[0, 1] ,B[0,1], dλ
)
, where dλ denotes the Lebesgue measure, such
that,
Lnkl ∼ L¯l, for all l ∈ N∗
and
for all ω ∈ [0, 1] , L¯l (ω) −−−→
S
L¯ (ω) , as n→∞,
where ∼ denotes the equality in law of two stochastic processes;
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(ii) moreover, there exist a countable set Q ⊂ [0, T ) such that, for any {t1, t2, . . . tm} ⊂ [0, T ] \
Q, as Rd×m–valued random variable,
(L
nkl
t1 , L
nkl
t2 , . . . , L
nkl
tm ) ∼ (L¯
l
t1 , L¯
l
t2 , . . . , L¯
l
tm), for all l ∈ N
∗
and
(L
nkl
t1 , L
nkl
t2 , . . . , L
nkl
tm ) −−−−→λ−a.s.
(L¯t1 , L¯t2 , . . . , L¯tm), as l→∞.
4.4. The Helly–Bray theorem
Very important ingredients for the proof of our main result are the following Helly–Bray
type theorems.
Theorem 17 (Helly-Bray). Let {k, kn : n ∈ N∗} ⊂ BV
(
[0, T ] ;Rd
)
be such that
lklT + sup
n∈N ∗
lknlT = M < +∞.
(I) If {x, xn : n ∈ N∗} ⊂ C
(
[0, T ] ;Rd
)
and Q is a subset of [0, T ), negligible with respect to the
Lebesgue measure dt, such that
(i) lim
n→∞
‖xn − x‖T = 0,
(ii) lim
n→∞
knt = kt, for all t ∈ [0, T ] \Q,
(54)
then
lim
n→∞
∫ t
s
〈xnr , dk
n
r 〉 =
∫ t
s
〈xr, dkr〉 , for all s, t ∈ [0, T ] \Q, s ≤ t. (55)
(II) If {x, xn : n ∈ N∗} ⊂ D
(
[0, T ] ;Rd
)
and {k, kn : n ∈ N∗} ⊂ D
(
[0, T ] ;Rd
)
such that
(i) lim
n→∞
‖xn − x‖T = 0,
(ii) lim
n→∞
‖kn − k‖T = 0,
(56)
then
lim
n→∞
∫ t
s
〈xnr , dk
n
r 〉 =
∫ t
s
〈xr, dkr〉 , for all s, t ∈ [0, T ] . (57)
(III) If {x, xn : n ∈ N∗} ⊂ D
(
[0, T ] ;Rd
)
and {k, kn : n ∈ N∗} ⊂ C
(
[0, T ] ,Rd
)
such that
(i) xn −−→
S
x,
(ii) lim
n→∞
‖kn − k‖T = 0,
(58)
then there exists a countable subset Q ⊂ [0, T ) such that
lim
n→∞
∫ t
s
〈xnr , dk
n
r 〉 =
∫ t
s
〈xr, dkr〉 , for all s, t ∈ ([0, T ] \Q) ∪ {r : kr = 0} , s ≤ t. (59)
In all cases ∫ T
0
|xr| d lklr ≤ lim infn→+∞
∫ T
0
|xnr | d lk
nlr (60)
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Proof. (I) Let ε > 0 and x˜ε be the C1–function as in Remark 8. Since x ∈ C
(
[0, T ] ,Rd
)
,
‖x− x˜ε‖T < µx (2ε), where µx is the modulus of continuity of x on [0, T ] .We have∣∣∣ ∫ t
s
〈xnr , dk
n
r 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣
≤
∣∣∣ ∫ t
s
〈xnr − xr, dk
n
r 〉
∣∣∣+ ∣∣∣ ∫ t
s
〈xr − x˜
ε
r, dk
n
r − dkr〉
∣∣∣+ ∣∣∣ ∫ t
s
〈x˜εr, dk
n
r − dkr〉
∣∣∣
≤ ‖xn − x‖T M + µx (2ε)M +
∣∣∣ 〈x˜εt , knt − kt〉 − 〈x˜εs, kns − ks〉 − ∫ t
s
〈
knr − kr,
d
dr
x˜εr
〉
dr
∣∣∣.
Since (see Remark 9) supn∈N ∗ ‖k
n − k‖T < ∞, by Lebesgue dominated convergence theo-
rem, we have
lim
n→∞
[∣∣∣ ∫ t
s
〈xnr , dk
n
r 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣] ≤ µx (ε)M, for all ε > 0,
and (55) clearly follows.
(II) Let ε > 0 and xε be the simple function as in Remark 8. We have∣∣∣ ∫ t
s
〈xnr , dk
n
r 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣
≤
∣∣∣ ∫ t
s
〈xnr − xr, dk
n
r 〉
∣∣∣+ ∣∣∣ ∫ t
s
〈xr − x
ε
r, dk
n
r − dkr〉
∣∣∣+ ∣∣∣ ∫ t
s
〈xεr, dk
n
r − dkr〉
∣∣∣
≤ ‖xn − x‖T M + εM + 5 ‖x‖T ‖k
n − k‖T card {r ∈ πε : s ≤ r ≤ t} .
(61)
and (57) follows.
(III) Let ε > 0 and {vn,ε, vε : n ∈ N∗} be the sequence of bounded variation functions asso-
ciated to the sequence {xn, x : n ∈ N∗} by Definition 14. We have, for n ∈ N∗,∣∣∣∫ t
s
〈xnr , dk
n
r 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣ ≤ ∣∣∣∫ t
s
〈xnr − v
n,ε
r , dk
n
r 〉
∣∣∣+ ∣∣∣∫ t
s
〈vn,εr − vεr , dk
n
r 〉
∣∣∣
+
∣∣∣∫ t
s
〈vεr − xr, dk
n
r 〉
∣∣∣+ ∣∣∣∫ t
s
〈xr, dknr 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣
≤ 2εM +
∣∣∣ 〈vn,εt − vεt , knt 〉 − 〈vn,εs − vεs, kns 〉 − ∫ t
s
〈knr , d (v
n,ε
r − vεr)〉
∣∣∣
+
∣∣∣∫ t
s
〈xr, dknr 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣.
By (55) and (52) we have
lim sup
n→∞
∣∣∣∫ t
s
〈xnr , dk
n
r 〉 −
∫ t
s
〈xr, dkr〉
∣∣∣ ≤ 2εM,
for all s, t ∈ ([0, T ] \Qε) ∪ {r : kr = 0} . Setting ε =
1
m → 0 and Q =
⋃
m∈N ∗ Q1/m , (59)
follows.
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Let α ∈ C
(
[0, T ] ;Rd
)
, ‖α‖T ≤ 1. Then by (55)∫ T
0
|xr| 〈αr, dkr〉 = lim
n→∞
∫ T
0
|xnr | 〈αr, dk
n
r 〉 ≤ lim infn→+∞
∫ T
0
|xnr | d lk
nlr
and passing to sup‖α‖T≤1 we get (60).
Remark 18. The part (III) of the previous theorem represents a version of Lemma 3.3 from [3].
Finally, we give
Proposition 19. Let f : [0, T ] × Rd→ Rd
′
be a locally Lipschitz function. If {x, xn : n ∈ N∗} ⊂
D
(
[0, T ] ;Rd
)
and xn −−→
S
x, then
f (·, xn· ) −−→
S
f (·, x·) .
Proof. Let ε > 0 and {vε, vn,ε : n ∈ N∗} be the sequence of bounded variation functions
associated to the sequence {xn : n ∈ N∗} by Definition 14. LetR ≥ 1+‖x‖T +supn∈N ∗ ‖x
n‖T
and αR ∈ C∞
(
R
d
)
such that 0 ≤ αr ≤ 1, αR (x) = 1, if |x| ≤ R and αR (x) = 0, if |x| ≥ R+1.
We define fR (t, x) = αR (x) f (t, x) which is Lipschitz continuous on [0, T ] × Rd with
Lipschitz constant LR. Then {fR (·, v
n,ε
· ) : n ∈ N} clearly satisfies:
• by the Lipschitz property of the function fR, we have supn∈N lfR (·, v
n,ε
· )lT <∞;
• ‖fR (·, xn· )− fR (·, v
n,ε
· )‖T ≤ LR ‖x
n
· − v
n,ε
· ‖T ≤ εLR ;
• limn→∞ fR (t, v
n,ε
t ) = fR (t, v
ε
t ) , for all t ∈ [0, T ] \Qε, Qε is a countable set from [0, T );
• from (55) we see that lim
n→∞
∫ T
0
〈gt, dfR (t, v
n,ε
t )〉 −→
∫ T
0
〈gt, dfR (t, v
ε
t )〉 for all g ∈ D( [0, T ] ;R
d).
Hence f (·, xn· ) = fR (·, x
n
· ) −−→
S
fR (·, x·) = f (·, x·) .
4.5. Convex functions
Let ϕ : Rd → (−∞,+∞] be a proper convex lower semicontinuous (l.s.c.) function.
Define
• the domain of ϕ :
Dom (ϕ) := {x ∈ Rd : ϕ(x) < +∞},
• the subdifferential of the function ϕ at x :
∂ϕ(x) := {x̂ ∈ Rd : 〈x̂, z − x〉+ ϕ(x) ≤ ϕ(z), ∀ z ∈ Rd},
• the domain of ∂ϕ :
Dom (∂ϕ) :=
{
x ∈ Rd : ∂ϕ(x) 6= ∅
}
.
We say that ϕ is proper if Dom(ϕ) 6= ∅.
We remark that under the assumptions on ϕ (see for example [22]-Annex B):
• Dom (∂ϕ) 6= ∅,
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• ∂ϕ : Rd ⇒ Rd is a maximal monotone operator,
• int (Dom (ϕ)) = int (Dom (∂ϕ)) and Dom (∂ϕ) = Dom (ϕ),
• ϕ is continuous on int (Dom (ϕ)) ,
• there exists a set
{
(vi, αi) ∈ Rd × R : i ∈ I
}
such that
ϕ(x) = sup {〈vi, x〉+ αi : i ∈ I} ,
• (Jensen inequality) if a, b ∈ R, a < b, y ∈ L∞
(
a, b;Rd
)
and ρ ∈ L1 (a, b;R+) such that∫ b
a ρ (r) dr = 1, then
ϕ
(∫ b
a
ρ (r) y (r) dr
)
≤
∫ b
a
ρ (r)ϕ (y (r)) dr.
The Moreau regularization ϕε of the convex l.s.c. function ϕ is defined by
ϕε(x) = inf
{ 1
2ε
|z − x|2 + ϕ(z); z ∈ Rd
}
, ε > 0.
The function ϕε is a convex function of class C
1 on Rd; the gradient ∇ϕε is a Lipschitz
function on Rd with the Lipschitz constant equals to ε−1.
If we denote Jε (x) = x− ε∇ϕε(x) then on can easily prove (see for example [22]-Annex
B) that for all x ∈ Rd and ε > 0 :
ϕε(x) =
ε
2
|∇ϕε(x)|
2 + ϕ(Jε (x)),
∇ϕε (x) = ∂ϕε (x) ,
∇ϕε(x) ∈ ∂ϕ(Jε (x)).
Hence Jε (x) = (I + ε∂ϕ)
−1 (x) and ∇ϕε(x) =
x− Jε (x)
ε
; ∇ϕε is called Moreau-Yosida
approximation of ∂ϕ.
If K is a nonempty closed convex subset of Rd, then the convexity indicator function IK :
R
d → (−∞,+∞] defined by
IK (x) =
{
0, if x ∈ K,
+∞, if x ∈ Rd \K,
is a proper convex l.s.c. function and
∂IK(x) =

0, if x ∈ O,
NO (x) , if x ∈ Bd
(
O
)
,
∅, if x ∈ Rd \ O,
where Bd (K) is the boundary of K and NK (x) is the outward normal cone to K at x ∈
Bd (K) .
We remark that in the case d = 1:
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• ϕ : Dom(ϕ) → R is continuous and ϕ : int (Dom(ϕ)) → R is locally Lipschitz continu-
ous,
• the left derivative ϕ′− : Dom(ϕ)→ [−∞,+∞] and the right derivative ϕ
′
+ : Dom(ϕ) →
[−∞,+∞] are well defined increasing functions and
u ∈
[
ϕ′− (r) , ϕ
′
+ (r)
]
∩ R ⇔ u ∈ ∂ϕ (r) .
• if a, b ∈ R, a < b and ϕ(x) = I[a,b](x), then
∂I[a,b](x) =

0, if x ∈ (a, b),
(−∞, 0], if x = a,
[0,+∞), if x = b,
∅, if x ∈ R \ [a, b].
We recall a well known result.
Lemma 20. Let B be a convex subset of Rd. If int (B) 6= ∅, then
(j) (1− ε)B + ε int (B) ⊂ int (B) , for all ε ∈ (0, 1],
(jj) int (B) is a convex set and int (B) = B .
Proposition 21. If ϕ : Rd →]−∞,+∞] is a proper convex l.s.c. function with int (Dom (ϕ)) 6= ∅,
x ∈ D([0, T ];Rd), k ∈ D([0, T ];Rd) ∩ BV ([0, T ];Rd) and ℓ ∈ D([0, T ];R) is a nondecreasing
function, then the following assertions are equivalent (with convention∞ · 0 = 0):
(a1)
∫ t
s
〈z − x(r), dk(r)〉 +
∫ t
s
ϕ(x(r))dℓ (r) ≤ ϕ(z)(ℓ (t)− ℓ (s)),
∀ z ∈ Rd, ∀ 0 ≤ s ≤ t ≤ T,
(a2)
∫ t
s
〈y(r)− x(r), dk(r)〉+
∫ t
s
ϕ(x(r))dℓ (r) ≤
∫ t
s
ϕ(y(r))dℓ (r) ,
∀ y ∈ D
(
[0, T ] ;Rd
)
(or ∀ y ∈ C([0, T ];Rd)), ∀ 0 ≤ s ≤ t ≤ T,
(a3)
∫ T
0
〈y(r)− x(r), dk(r)〉 +
∫ T
0
ϕ(x(r))dℓ (r) ≤
∫ T
0
ϕ(y(r))dℓ (r) ,
∀ y ∈ D
(
[0, T ] ;Rd
)
(or ∀ y ∈ C([0, T ];Rd)).
(62)
and in all these equivalent cases we say that dk(r) ∈ ∂ϕ (x (r)) dℓ (r) as measure on [0, T ] .
Proof. There exist v ∈ Rd and a ∈ R such that ϕ (x) + 〈v, x〉 + a ≥ 0, hence we can assume
ϕ ≥ 0, since the inequalities from (62) are equivalent to the corresponding inequalities with
ϕ replaced by ϕ (·) + 〈v, ·〉 + a and dk(r) replaced by dk(r) + vdℓ(r).
We extend y (t) = y (0) for t ≤ 0 and y (t) = y (T ) for t ≥ T. The same extension will be
considered for the functions x and k and ℓ.
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In all cases we can assume that∫ T
0
ϕ(y(r))dℓ (r) <∞,
and consequently ∫ T
0
ϕ(x(r))dℓ (r) <∞.
Therefore we can assume y (t) ∈ Dom (ϕ) and x (t) ∈ Dom (ϕ) for all t ∈ [0, T ] . Also we can
consider only the case z ∈ Dom (ϕ) .
We will show that (a1)⇔ (a3) and (a1)⇔ (a2).
(a1)⇒ (a3) :
Let y ∈ D
(
[0, T ] ;Rd
)
(respectively y ∈ C
(
[0, T ] ;Rd
)
).
Since int (Dom (ϕ)) 6= ∅,
(1− ε) Dom (ϕ) + ε int (Dom (ϕ)) ⊂ int (Dom (ϕ)) , for all ε ∈ (0, 1].
Consequently for any x0 ∈ int (Dom (ϕ)) , fixed, t 7−→ yε (t) := (1− ε) y (t) + ε x0 : [0, T ] →
int (Dom (ϕ)) is a ca`dla`g (respectively continuous) function with yε (t−) ∈ int (Dom (ϕ)) for
all t ∈ [0, T ] . Therefore t 7−→ ϕ (yε (t)) : [0, T ] → [0,∞) is a ca`dla`g (respectively continuous)
function.
Let 0 = t0 < t1 < · · · < tn = T a partition of [0, T ] such that ti − ti−1 =
T
n for all i ∈ 1, n.
We write (a1) for z = yε (ti) and s = ti−1, t = ti and we add the inequalities member by
member for i ∈ 1, n. It follows
n∑
i=1
〈yε (ti) , k (ti)− k (ti−1)〉 −
∫ T
0
〈x(r), dk(r)〉 +
∫ T
0
ϕ (x (r)) dr
≤
n∑
i=1
ϕ (yε (ti)) (ℓ (ti)− ℓ (ti−1)) .
Passing to the limit as n→∞, we obtain using (50-b),∫ T
0
〈yε (r) , dk (r)〉 −
∫ T
0
〈x(r), dk(r)〉 +
∫ T
0
ϕ (x (r)) dr
≤
∫ T
0
ϕ (yε (r)) dℓ (r) .
Therefore
(1− ε)
∫ T
0
〈y (r) , dk (r)〉+ ε 〈x0, k (T )− k (0)〉 −
∫ T
0
〈x(r), dk(r)〉 +
∫ T
0
ϕ (x (r)) dr
≤ (1− ε)
∫ T
0
ϕ (y (r)) dℓ (r) + εϕ (x0) [ℓ (T )− ℓ (0)]
(in the second member we also used the convexity property of ϕ).
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Passing to the limit as ε→ 0, (a3) follows.
(a3)⇒ (a1) :
Let x0 ∈ int (Dom (ϕ)) . Let αn ∈ C([0, T ]; R), 0 ≤ αn ≤ 1, and limn→∞ αn (r) = 1(s,t] (r)
for all r ∈ [0, T ] . Let ε, λ ∈ (0, 1) , xλ (r) = (1− λ) x (r) + λx0 and xε,λ (r) =
1
ε
∫ r+ε
r xλ (u) du,
r ∈ [0, T ] .We have for all r ∈ [0, T ] :
xλ (r) , xε,λ (r) ∈ int (Dom (ϕ)) and lim
ε→0
xε,λ (r) = xλ (r)
So, since ϕ : int (Dom (ϕ))→ [0,∞) is continuous, we have for all r ∈ [0, T ] :
lim
ε→0
ϕ (xε,λ (r)) = ϕ (xλ (r))
and
0 ≤ ϕ (xε,λ (r)) ≤
1
ε
∫ r+ε
r
ϕ (xλ (r)) du ≤ sup
r∈[0,T ]
ϕ (xλ (r)) <∞,
because {xλ (r) : r ∈ [0, T ]} is a bounded subset of int (Dom (ϕ)).
In (a3) we replace y by the continuous function r 7→ (1 − αn (r))xε,λ (r) + αn (r) z. It
follows ∫ T
0
〈(1− αn (r))xε,λ (r) + αn (r) z − x (r) , dk(r)〉 +
∫ T
0
ϕ (x (r)) dℓ (r)
≤
∫ T
0
((1− αn (r))ϕ (xε,λ (r)) + αn (r)ϕ (z)) dℓ (r)
By the Lebesgue dominated convergence theorem as ε→ 0 and n→∞ we infer∫ T
0
(1− 1(s,t] (r)) 〈xλ (r)− x (r) , dk(r)〉 +
∫ T
0
〈z − x (r) , dk(r)〉
≤
∫ T
0
(
1− 1(s,t] (r)
)
ϕ (xλ (r)) dℓ (r) +
∫ T
0
ϕ (z) dℓ (r)
≤
∫ T
0
(
1− 1(s,t] (r)
)
[(1− λ)ϕ (x (r)) + λϕ (x0)] dℓ (r) + ϕ (z) [ℓ (t)− ℓ (s)]
Now, once again by the Lebesgue dominated convergence theorem, passing to the limit as
λ→ 0 we get (a1) .
(a2)⇒ (a1) : evidently holds.
(a1)⇒ (a2) : clearly it can be shown in the same manner as (a1)⇒ (a3) .
5. Erratum
Below we present briefly the updated statement of Proposition 13 from [15]. The only
difference is due to the presence of the integral with respect to the measure generated by
the total variation lAt,x −At
′,x′l. The proof uses the same techniques and inequalities as
declared in [15, Proposition 13].
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Proposition 22. Under assumptions (5)–(10), we have
E sup
s∈[0,T ]
eµA
t,x
s |Y t,xs |
2 ≤ C (T ) (63)
and
E sup
s∈[0,T ]
eµA
t,x
s |Y t,xs − Y
t′,x′
s |
2 ≤ E
[
eµA
t,x
T
∣∣h(Xt,xT )− h(Xt′,x′T )∣∣2
+
∫ T
0
eµA
t,x
r
∣∣1[t,T ](r)f(r,Xt,xr , Y t,xr , Zt,xr )− 1[t′,T ](r)f(r,Xt′,x′r , Y t,xr , Zt,xr )∣∣2dr
+
∫ T
0
eµA
t,x
r
∣∣1[t,T ](r)g(r,Xt,xr , Y t,xr )− 1[t′,T ](r)g(r,Xt′ ,x′r , Y t,xr )∣∣2dAt,xr
+
∫ T
0
eµA
t,x
r 1[t,T ](r)
∣∣g(r,Xt,xr , Y t,xr )∣∣2d lAt,x −At′,x′lr ].
(64)
Since we do not know how to estimate the last integral, we cannot obtain the continuity
of the process Y t,x with respect to the initial data, and therefore, the continuity of application
(t, x) 7→ Y t,xt =: u (t, x) does not follow anymore directly from inequality (64). Our main
result, Theorem 2, constitutes the correct proof of point (c) of Corollary 14 from [15] which
states the continuity of the function u.
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